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Chapitre 1
Introduction
Comme son titre l’indique, les espaces de Sobolev et l’interpolation re´elle repre´sentent
les the`mes principaux de cette the`se. Pour cela` nous commenc¸ons ce chapitre par
une petite introduction sur l’origine des espaces de Sobolev et leurs inte´reˆts. Ensuite
nous parlons dans la deuxie`me section de la Lp bornitude de la transforme´e de Riesz
et son ine´galite´ inverse dans le cadre Euclidien, varie´te´s Riemanniennes, groupes de
Lie et graphes et leur lien avec l’interpolation des espaces de Sobolev. Nous e´nonc¸ons
dans la troisie`me section les the´ore`mes principaux de ce travail et finissons ce chapitre
avec un plan de cette the`se. Le chapitre 2 sera un comple´ment a` ce chapitre ou` nous
parlerons d’interpolation, des de´finitions des espaces de Sobolev et des hypothe`ses que
nous allons imposer sur ces espaces pendant tout ce travail avec les proprie´te´s qui en
de´coulent.
1.1 Espaces de Sobolev
L’origine de la the´orie des espaces de Sobolev remonte aux travaux effectue´s par
Sobolev ([32]) dans les anne´es 40. On va se restreindre dans cette the`se aux espaces
de Sobolev du premier ordre.
Etant donne´s Ω un ouvert de Rn, p ≥ 1 un re´el et u : Ω → R une fonction de
classe C∞, on note
‖u‖p1,p =
∫
Ω
|u(x)|pdx+
∫
Ω
|∇u(x)|pdx
ou` ∇u = (∂1u, ..., ∂iu, ..., ∂nu).
On de´finit les espaces de Sobolev non homoge`nes
H1p (Ω) ≡ comple´te´ de {u ∈ C∞(Ω); ‖u‖1,p <∞}
et
W 1p (Ω) = {u ∈ Lp(Ω); |∇u| ∈ Lp(Ω)}
ou` ∇u est le gradient distributionnel de u, muni de la norme ‖u‖1,p. (Il y a aussi des
versions homoge`nes ou` on oublie ‖u‖Lp dans la de´finition de la norme.)
Pendant bien longtemps, en fait jusqu’au milieu des anne´es 60, ces deux es-
paces furent conside´re´s comme distincts. La confusion s’arreˆte de´finitivement avec le
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the´ore`me de Meyers-Serrin [24] dont on trouve une preuve simple dans [1], Chapitre
III.
The´ore`me 1.1.1 (The´ore`me de Meyers-Serrin). Pour tout Ω et tout p ≥ 1, H1p (Ω) =
W 1p (Ω).
Le principal inte´reˆt de la the´orie des espaces de Sobolev re´side dans l’existence des
plongements continus de Sobolev, des ine´galite´s de Poincare´, de Gagliardo-Nirenberg,
et dans l’existence des plongements compacts de Rellich-Kondrakov. On ajoutera a`
cette liste, l’existence des the´ore`mes de re´gularite´ tre`s ge´ne´raux et particulie`rement
importants dans l’e´tude des e´quations aux de´rive´es partielles line´aires et non-line´aires,
des proble`mes de bords, calcul des variations. Cependant, l’utilisation et l’importance
de ces espaces est plus large, incluant des questions de ge´ome´trie diffe´rentielle, topolo-
gie analytique, analyse complexe et the´orie des probabilite´s.
La the´orie des espaces de Sobolev classiques sur l’espace Euclidien s’est ge´ne´ralise´e
a` d’autres cadres ge´ome´triques.
La premie`re compre´hension des espaces de Sobolev sur les varie´te´s Riemanniennes
est due a` Thierry Aubin [3] en 1976, voir aussi [4] en 1982. Il a utilise´ ses re´sultats
en connection avec les EDP non-line´aires sur les varie´te´s. Les espaces de Sobolev sur
les varie´te´s compactes sont utilise´s depuis longtemps (voir par exemple les travaux de
Ebin). Ils ne diffe`rent pas essentiellement des espaces de Sobolev sur une boule de
Rn. Le cas des varie´te´s Riemanniennes comple`tes non-compactes est plus de´licat.
Les espaces de Sobolev sur un groupe de Lie G ont e´te´ e´tudie´s par Saka [29] dans
le cas ou` G est nilpotent. Peetre [26] a e´tudie´ les espaces de Sobolev d’ordre 1 dans
le cas ge´ne´ral d’un groupe de Lie. Pesenson dans [27] ge´ne´ralise les e´tudes de Peetre
pour les espaces de Sobolev d’ordre supe´rieur a` 1.
Tre`s re´cemment, plusieurs notions d’espaces de Sobolev ont e´te´ de´veloppe´es sur
les espaces me´triques mesure´s en ge´ne´ral par plusieurs auteurs, parmi lesquels on
cite: Hajlasz [16], Cheeger [11], Shammugalingan [31], Gol’dschtein et Troyanov [15],
Heinonen [17].
Finalement, concernant les espaces de Sobolev sur les graphes, Ostrovskii dans [25]
les a de´fini dans le cas d’un groupe fini. On trouve une de´finition plus ge´ne´rale dans
[15].
Sous certaines hypothe`ses sur tous ces espaces mentionne´s, on retrouve les ana-
logues des the´ore`mes de plongement de Sobolev, ine´galite´s de Sobolev-Poincare´, plonge-
ment de compacite´ de Rellich-Kondrakov, etc.., de´ja` connus dans le cadre Euclidien.
1.2 Interpolation et Transforme´e de Riesz
Une fac¸on de comprendre les espaces de Sobolev homoge`nes sur les varie´te´s Rieman-
niennes est via le calcul fonctionnel de l’ope´rateur de Laplace-Beltrami (positif) ∆.
Si l’ine´galite´ a priori sur C∞0
(Ep) cp‖∆ 12f‖p ≤ ‖ |∇f | ‖p ≤ Cp‖∆ 12f‖p
est vraie pour un p ∈]1,+∞[ alors on dispose d’une norme e´quivalente. Si (Ep) est
vraie pour un intervalle de valeurs de p alors on dispose d’une nouvelle norme qui
6
permettrait d’interpoler les espaces de Sobolev entre eux par la me´thode de notre
choix (re´elle ou complexe). Voyons donc ce qui est connu sur (Ep).
Le membre droite de (Ep) qu’on notera par (Rp) n’est autre que l’ine´galite´ traduisant
la Lp bornitude de l’ope´rateur T = ∇∆− 12 appele´ transforme´e de Riesz. L’ine´galite´
de gauche est l’ine´galite´ inverse de (Rp) et sera note´e par (RRp). Notons que (Rp)⇒
(RRp′) ou` p
′ est le conjugue´ de p (p′ est tel que 1
p
+ 1
p′ = 1) (voir [8], section 4 et [12],
Section 2.7). Donc si (Rp) est ve´rifie´e pour 1 < p < p0 avec 2 < p0 ≤ ∞ alors on a
(Ep) pour p
′
0 < p < p0.
Sur Rn, la transforme´e de Riesz est borne´e sur Lp(Rn) pour 1 < p <∞ et par suite
(Ep) est ve´rifie´e pour 1 < p <∞. C’est l’exemple typique d’un ope´rateur d’inte´grale
singulie`re dit de Caldero´n-Zygmund.
Dans le cas des varie´te´s compactes, la Lp bornitude de la transforme´e de Riesz
pour 1 < p < ∞ de´coule facilement de la the´orie des ope´rateurs pseudo-diffe´rentiels
et de l’article de Seeley [30].
En 1983, Strichartz pose dans [33] la question suivante: Que peut-on dire sur la
Lp bornitude de la transforme´e de Riesz dans le cadre des varie´te´s Riemanniennes
non-compactes? On sait que sur toute varie´te´ Riemannienne la transforme´e de Riesz
est borne´e sur L2. En effet on a
‖∇∆− 12f‖2 = ‖f‖2.
Dans ce meˆme article, il de´montre que (Ep) est satisfaite pour 1 < p < ∞ sur les
espaces syme´triques de rang 1.
Depuis, l’e´tude de la Lp bornitude de la transforme´e de Riesz et son ine´galite´
inverse a attire´ beaucoup d’analystes.
En 1985, Lohoue´ dans [22] conside`re une varie´te´ de Cartan-Hadamard M 1 dont
le tenseur de courbure et ses deux premie`res de´rive´es covariantes sont borne´s. Il
suppose de plus que le Laplacien est minore´ sur L2(M): ‖f‖2 ≤ C‖∆f‖2 pour tout
f ∈ C∞0 (M). Il obtient alors sur une telle varie´te´ M la validite´ de (Ep) pour 1 < p <
∞.
En 1987, Bakry dans [7] prouve que toute varie´te´ Riemannienne a` courbure de
Ricci positive ve´rifie (Ep) pour 1 < p <∞.
Dans sa the`se [19], Li de´montre la Lp bornitude de la transforme´e de Riesz sur
toute varie´te´ conique a` base compacte sans bord sur un intervalle ]1, p0[ ou` p0 de´pend
de la premie`re valeur propre non nulle du Laplacien de la base, et publie ce re´sultat
en 1999 ([20]).
En 1999, Coulhon, Duong dans [13] obtiennent le re´sultat suivant:
Soit M est une varie´te´ Riemannienne ve´rifiant la proprie´te´ de doublement (D). Soit
pt le noyau de chaleur (qui n’est autre que le noyau de l’ope´rateur e
−t∆). Supposons
que pt satisfait
(DUE) |pt(x, x)| ≤ C
µ(B(x,
√
t))
1Une varie´te´ Riemannienne est de Cartan-Hadamard si elle est comple`te, connexe a` courbure
ne´gative ou nulle.
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pour tout x ∈M, t > 0. Alors T = ∇∆− 12 est borne´ sur Lp pour 1 < p ≤ 2.
Ils ont construit un contre-exemple d’une varie´te´ Riemannienne M ve´rifiant (D) et
(DUE) tel que la transforme´e de Riesz n’est pas borne´e sur Lp quand p > n = dimM .
En 2004, Auscher, Coulhon, Duong et Hofmann e´tendent dans [6] l’intervalle de la
Lp bornitude de la transforme´e de Riesz pour p > 2 sous des hypothe`ses plus fortes.
Ils obtiennent:
Soit M une varie´te´ Riemannienne comple`te ve´rifiant (D) et l’ine´galite´ de Poincare´
(P2). On conside`re l’ine´galite´
(Gp) ‖ |∇e−t∆| ‖p→p ≤ C√
t
.
Soit 2 < p0 ≤ ∞. Alors
(Gp) est ve´rifie´e pour tout p ∈]2, p0[⇔ (Rp) est ve´rife´e pour tout p ∈]2, p0[.
Dans ce meˆme article et comme corollaire a` leur re´sultat et a` celui de Coulhon et
Duong en 1999, mentionne´s ci-dessus, ils obtiennent:
Soit M une varie´te´ Riemannienne ve´rifiant la proprie´te´ de doublement (D) et soit
pt le noyau de la chaleur. Supposons que pt satisfait (DUE) pour tout x ∈ M, t > 0
et qu’on a
(G) |∇pt(x, y)| ≤ C
µ(B(y,
√
t))
pour tout x, y ∈M, t > 0. Alors T = ∇∆− 12 est borne´ sur Lp pour 1 < p <∞.
Le re´sultat le plus re´cent concernant ce sujet sur les varie´te´s Riemanniennes est le
suivant:
En 2005, Auscher et Coulhon de´montrent dans [5] que si M est une varie´te´ Rie-
mannienne comple`te satisfaisant (D) et (P2) alors il existe ε > 0 tel qu’on a (Rp) pour
2 < p < 2 + ε, par suite pour 1 < p < 2 + ε. Dans ce meˆme article, ils prouvent aussi
que si M est une varie´te´ Riemannienne comple`te satisfaisant (D) et une ine´galite´ de
Poincare´ (Pq) pour un q ∈ [1, 2[, alors on a (RRp) pour q < p < 2.
Pour les groupes de Lie a` croissance polynomiale (dans le cadre sous-Riemannien),
Alexopoulos de´montre en 1992 dans [2] la Lp bornitude de la transforme´e de Riesz du
sous-Laplacien pour 1 < p <∞.
La transforme´e de Riesz sur les graphes a e´te´ e´tudie´e par Russ dans [28]. Sur un
graphe on a les notions de gradient et de Laplacien discrets. Russ de´montre dans cet
article la Lp bornitude de la transforme´e de Riesz pour 1 < p ≤ 2 sous les hypothe`ses
(D) et (DUE). Dans le chapitre 6 de cette the`se, en collaboration avec E. Russ, nous
parlerons de la Lp bornitude de la transforme´e de Riesz sur les graphes pour p > 2.
Pour les espaces de Sobolev non homoge`nes, sous des hypothe`ses locales, l’analogue
de (Ep) est
(E ′p) cp
(
‖f‖p + ‖∆ 12f‖p
)
≤ ‖ |∇f | ‖p + ‖f‖p ≤ Cp
(
‖f‖p + ‖∆ 12f‖p
)
.
On peut commencer par e´tudier la Lp bornitude de la transforme´e de Riesz locale
∇(∆ + a)− 12 pour un certain a > 0 suffisamment grand. Par exemple une varie´te´
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Riemannienne comple`te a` courbure de Ricci minore´e satisfait (E ′p) pour 1 < p < ∞
(voir [7]). De meˆme, (E ′p) pour 1 < p <∞ sur une varie´te´ a` ge´ome´trie borne´e de´coule
du cas Euclidien par recollement. La compre´hension de l’ope´rateur ∇(∆ + a)− 12 est
encore incomple`te en ge´ne´ral.
Revenons au proble`me de l’interpolation. D’une part, les re´sultats sur (Ep) sont
donc loin d’eˆtre complets. D’autre part, il est surprenant pour interpoler de devoir
faire appel a` un objet non local, ∆
1
2 , alors que le gradient est lui un objet local. Nous
voudrons donc de´velopper une the´orie d’interpolation des espaces de Sobolev base´e
sur la de´finition avec le gradient en oubliant le proble`me (Ep). En retour, nous verrons
que nos re´sultats ont plus a` voir avec l’ine´galite´ (RRp) en ce sens que l’intervalle des
valeurs de p ou` nous savons de´montrer (RRp) sera celui ou` nous pourrons interpoler
les Sobolev. En fait disposer des re´sultats d’interpolation permet de simplifier les
preuves de (RRp) et par suite de (Rp) pour les re´sultats mentionne´s ci-dessus. La
meˆme chose vaudra pour les espaces de Sobolev non homoge`nes.
1.3 Re´sultats et plan de la the`se
Dans cette the`se, nous nous inte´resserons surtout a` l’e´tude de l’interpolation re´elle des
espaces de Sobolev. Pour le cas Euclidien, en 1979, Devore et Scherer de´montrent pour
la premie`re fois dans [14] que W kp , pour 1 < p < ∞, est un espace d’interpolation
entre W k1 et W
k
∞ (k ∈ N∗). Pour prouver ce the´ore`me d’interpolation ils utilisent
une me´thode se basant sur les fonctions splines. Une autre preuve plus simple de ce
re´sultat dans le livre de Bennett et Sharpley [9] repose sur le lemme de recouvrement
de Whitney. On trouve aussi une preuve due a` Caldero´n et Milman [10] utilisant le
lemme d’extension de Whitney.
Durant toute cette the`se, nous allons travailler sur des varie´te´s Riemanniennes,
groupes de Lie, graphes et sur des espaces me´triques mesure´s en ge´ne´ral ve´rifiant la
proprie´te´ de doublement (D) et des ine´galite´s de Poincare´ (voir le chapitre suivant).
Nous de´finissons les espaces de Sobolev classiques, et aussi des espaces de Sobolev
associe´s a` un potentiel positif intervenant dans l’e´tude des ope´rateurs de Schro¨dinger
et e´tudions l’interpolation de ces espaces.
Enonc¸ons nos principaux the´ore`mes de cette the`se sans rentrer dans les de´finitions
des proprie´te´s et hypothe`ses utilise´es. Pour ces de´finitions voir le chapitre suivant de
pre´liminaires et les chapitres concerne´s.
Dans le chapitre 3 nous de´montrons le the´ore`me suivant (Theorem 3.1.1 du chapitre
3) qu’on e´nonce ici dans le cadre des varie´te´s mais qui reste vrai dans le cas des
groupes de Lie, des espaces me´triques mesure´s (voir chapitre 3) et aussi des graphes
(voir chapitre 6).
The´ore`me 1.3.1. Soit M une varie´te´ Riemannienne comple`te non-compacte sat-
isfaisant la proprie´te´ de doublement local (Dloc) et une ine´galite´ de Poincare´ locale
(Pqloc), pour un 1 ≤ q <∞. Alors pour q < p <∞, W 1p est un espace d’interpolation
entre W 1q et W
1
∞.
Dans ce meˆme chapitre nous de´montrons aussi la version homoge`ne de ce the´ore`me
(Theorem 3.1.3 du chapitre 3):
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The´ore`me 1.3.2. Soit M une varie´te´ Riemannienne comple`te non-compacte satis-
faisant la proprie´te´ de doublement (D) et une ine´galite´ de Poincare´ (Pq) pour un
1 ≤ q < ∞. Alors pour q < p < ∞,
.
W 1p est un espace d’interpolation entre
.
W 1q et
.
W 1∞.
Dans le chapitre 4, nous comparons diffe´rents espaces de Sobolev de´finis sur le
coˆne Euclidien et nous parlons du lien de ces espaces avec l’interpolation du chapitre
3. Cela permet de montrer que l’hypothe`se sur Poincare´ n’est pas ne´cessaire.
Nous arrivons au chapitre 5 ou` nous e´tendons notre re´sultat du chapitre 3 aux
espaces de Sobolev associe´ a` un potentiel positif que nous y de´finissons par une norme
du type ‖u‖p + ‖ |∇u| ‖p + ‖V u‖p dans le cas non homoge`ne (resp. ‖ |∇u| ‖p + ‖V u‖p
dans le cas homoge`ne). Les deux the´ore`mes que nous obtenons dans le cadre non
homoge`ne (respectivement homoge`ne) sont les suivants:
The´ore`me 1.3.3. (Theorem 5.1.3 du chapitre 5) Soit M une varie´te´ Riemannienne
comple`te ve´rifiant la proprie´te´ de doublement local (Dloc). Soit V ∈ RHqloc pour un
1 < q ≤ ∞. Supposons de plus que M admette une ine´galite´ de Poincare´ locale (Psloc)
pour un 1 ≤ s < q. Alors pour s < p < q, W 1p,V est un espace d’interpolation entre
W 1s,V et W
1
q,V .
The´ore`me 1.3.4. (Theorem 5.1.6 du chapitre 5) Soit M une varie´te´ Riemannienne
comple`te ve´rifiant (D). Soit V ∈ RHq pour un 1 < q ≤ ∞ et supposons que M admet
une ine´galite´ de Poincare´ (Ps) pour un 1 ≤ s < q. Alors, pour s < p < q, W˙ 1p,V est
un espace d’interpolation entre W˙ 1s,V et W˙
1
q,V .
Nous mentionnons un travail en cours de re´daction, en collaboration avec Besma
Ben Ali, ou` nous appliquons notre re´sultat d’interpolation des espaces de Sobolev
homoge`nes associe´ a` un potentiel du Chapitre 5. Dans cet article nous e´tudions la Lp
borrnitude de la transforme´e de Riesz et son ine´galite´ inverse pour les ope´rateurs de
Schro¨dinger sur les varie´te´s Riemanniennes et groupes de Lie.
Apre`s avoir e´nonce´ les essentiels re´sultats d’interpolation de cette the`se, nous ar-
rivons aux applications de ces re´sultats dans la deuxie`me partie. Dans le chapitre 6,
nous obtenons en collaboration avec E. Russ: un re´sultat d’interpolation des espaces
de Sobolev sur les graphes (Theorem 6.1.12 du chapitre 6) et les the´ore`mes suivants:
The´ore`me 1.3.5. (Theorem 6.1.4 du chapitre 6) Soit (Γ, µ) un graphe a` poids sat-
isfaisant la proprie´te´ de doublement (D), l’ine´galite´ de Poincare´ (P2) et la condition
(∆(α)). Soit p0 ∈]2,+∞]. Alors les propositions suivantes sont e´quivalentes:
(i) Pour tout p ∈]2, p0[, (Gp) est vraie,
(ii) Pour tout p ∈]2, p0[, (Rp) est vraie.
Et pour (RRp) nous de´montrons le the´ore`me suivant:
The´ore`me 1.3.6. (Theorem 6.1.6 du chapitre 6) Soit 1 ≤ q < 2. Supposons que
(Γ, µ) satisfait (D), (∆(α)) et une ine´galite´ de Poincare´ (Pq). Alors pour q < p < 2,
(RRp) est ve´rifie´e.
10
Dans ce meˆme article nous de´montrons aussi un the´ore`me de Lp bornitude d’une
version discre`te de la fonction de Littlewood-Paley-Stein g de´finie pour tout x ∈ Γ
par:
g(f)(x) =
(∑
l≥1
l
∣∣(I − P )P lf(x)∣∣2)1/2 .
The´ore`me 1.3.7. (Theorem 6.1.10 du chapitre 6) Supposons que (Γ, µ) satisfait (D),
(P2) et (∆(α)). Soit 1 < p < +∞. Il existe alors une constante Cp > 0 tel que, pour
tout f ∈ Lp(Γ),
‖g(f)‖p ≤ Cp ‖f‖p .
Dans le dernier chapitre nous utilisons notre re´sultat d’interpolation des espaces
de Sobolev du chapitre 3 et de´montrons:
The´ore`me 1.3.8. (Theorem 7.1.2 du chapitre 7) Soit M une varie´te´ Riemannienne
comple`te non-compacte de dimension n, satisfaisant (D), (Pq) pour un 1 ≤ q < ∞.
De plus, supposons que M satisfait des ine´galite´s de pseudo-Poincare´ (P ′q) et (P
′
∞).
Alors pour q ≤ p < l <∞ et pour tout f ∈ W 1p
(1.1) ‖f‖l ≤ C‖ |∇f | ‖θp‖f‖1−θ
B
θ
θ−1∞,∞
ou` θ = p
l
.
Ce re´sultat ge´ne´ralise le re´sultat de Ledoux [18] ou` il obtient (1.1) sur les varie´te´s
Riemanniennes a` courbure de Ricci positive.
Sous les meˆmes hypothe`ses du the´ore`me 1.3.8 et en supposant de plus que 1 ≤
q < ν, avec ν > 0, et que le semi groupe de la chaleur Pt = e
t∆, t ≥ 0, ve´rifie
‖Pt‖q→∞ ≤ Ct−
ν
2q , on recouvre l’ine´galite´ de Sobolev
‖f‖q∗ ≤ C‖ |∇f | ‖q
avec 1
q∗ =
1
q
− 1
ν
.
Plan: Le chapitre d’introduction et le chapitre suivant de pre´liminaires mis a` part,
cette the`se comporte deux parties. La premie`re partie est constitue´e de trois chapitres.
Le premier ” Real interpolation of Sobolev spaces” (chapitre 3) a e´te´ re´dige´, sous
sa forme originale, en article soumis a` ”Mathematica Scandinavica”. Cependant,
dans le pre´sent me´moire, nous avons inclu une version e´tendue qui clarifie en outre
quelques notions et le rend auto-contenu. Nous y de´montrons que les espaces de
Sobolev W 1p sur les varie´te´s Riemanniennes ve´rifiant la proprie´te´ de doublement local
(Dloc) et l’ine´galite´ de Poincare´ locale (Pqloc) pour un 1 ≤ q <∞ forment une e´chelle
d’interpolation pour q ≤ p <∞. Ensuite, nous de´montrons un re´sultat analogue pour
les espaces de Sobolev homoge`nes W˙ 1p sur les varie´te´s Riemanniennes cette fois avec
la proprie´te´ de doublement (D) et ve´rifiant une ine´galite´ de Poincare´ (Pq). A la fin
de ce chapitre, nous e´tendons ce re´sultat aux espaces me´triques mesure´s, espaces de
Carnot-Carathe´odory, espaces de Sobolev a` poids et finalement aux groupes de Lie.
La dernie`re section est consacre´e aux exemples.
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Dans le second chapitre (chapitre 4), nous comparons diffe´rents espaces de Sobolev
de´finis sur le coˆne Euclidien et nous parlons de leur lien avec l’interpolation du chapitre
pre´ce´dent (chapitre 3). Dans le troisie`me chapitre (chapitre 5), nous de´finissons les
espaces de Sobolev W 1p,V associe´s a` un potentiel positif V sur une varie´te´ Riemanni-
enne. Nous de´montrons que si la varie´te´ ve´rifie la proprie´te´ de doublement local (Dloc)
et une ine´galite´ de Poincare´ locale (Psloc) pour un 1 ≤ s < ∞ et si de plus V est lo-
calement dans une classe de Ho¨lder inverse RHqloc, pour un 1 ≤ s < q, ces espaces
forment aussi une e´chelle d’interpolation pour s ≤ p < q. Ensuite nous de´montrons
un re´sultat analogue pour les espaces de Sobolev homoge`nes W˙ 1p,V sur les varie´te´s Rie-
manniennes cette fois avec la proprie´te´ de doublement (D) et ve´rifiant une ine´galite´
de Poincare´ (Ps), en imposant que V ∈ RHq. Nous e´tendons a` la fin ce re´sultat au
cas des groupes de Lie. Il s’agit d’un travail qui a fait l’objet d’un article soumis a`
”Studia Mathematica”.
La deuxie`me partie est encore compose´e de deux articles et est conside´re´e comme
application aux re´sultats d’interpolation de la premie`re partie. Le premier article
(chapitre 6) en collaboration avec Emmanuel Russ traite des questions sur les graphes.
Nous de´montrons des the´ore`mes d’interpolation des espaces de Sobolev homoge`nes sur
les graphes sous des hypothe`ses de doublement et Poincare´ (le cadre non homoge`ne
n’est pas traite´ mais en suivant la meˆme ide´e on obtient un re´sultat analogue sous
des hypothe`ses locales). Nous e´tudions sous les meˆmes hypothe`ses, la Lp bornitude
de la transforme´e de Riesz pour p > 2 et son ine´galite´ inverse pour p < 2. Nous
de´montrons aussi sous (D) et (P2) la Lp bornitude de la version discre`te de la fonction
g de Littlewood-Paley-Stein pour 1 < p <∞.
Dans le deuxie`me article (chapitre 7), nous de´montrons en suivant la me´thode de
Martin-Milman dans [23] et en utilisant notre re´sultat d’interpolation du chapitre 3, le
the´ore`me 1.3.8 et aussi d’autres ine´galite´s fonctionnelles dans le cadre des varie´te´s Rie-
manniennes comple`tes ve´rifiant le doublement, des ine´galite´s de Poincare´ et pseudo-
Poincare´. Les re´sultats de ce chapitre s’appliquent aussi dans le cadre des groupes de
Lie et graphes.
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Chapitre 2
Pre´liminaires
Ce chapitre se compose de trois sections. La premie`re section est consacre´e a` l’inter-
polation: de´finition, me´thode K d’interpolation re´elle, interpolation des espaces Lp.
Nous rappelons dans la deuxie`me section la proprie´te´ de doublement sur un espace
me´trique mesure´ et ce qu’elle implique sur les boules en tant que sous espaces, ainsi
que le the´ore`me maximal de Hardy-Littlewood. Nous e´nonc¸ons un lemme d’extension
de Whitney et explicitons sa preuve. Dans cette meˆme section, nous parlons aussi des
ine´galite´s de Poincare´ et les e´quivalences entre diffe´rentes de´finitions. Nous finissons ce
chapitre avec une troisie`me section portant sur les de´finitions des espaces de Sobolev
dans diffe´rents cadres ge´ome´triques.
Notation: Dans tout ce travail, nous noterons par 1E la fonction caracte´ristique de
E et Ec sera le comple´ment de E. Sur une varie´te´ Riemannienne M , C∞0 de´signe
l’ensemble des fonctions de´finies sur M , C∞ a` support compact. Si X est un espace
me´trique, Lip est l’ensemble des fonctions Lipschitziennes re´elles de´finies sur X et Lip0
est l’ensemble des fonctions Lipschitziennes re´elles de´finies sur X a` support compact.
Pour une boule B dans un espace me´trique mesure´, nous noterons λB la boule de
meˆme centre que B et de rayon λ fois le rayon de B. Finalement C sera une constante
qui peut changer d’une ine´galite´ a` une autre et nous noterons u ∼ v pour dire qu’il
existe deux constantes C1, C2 > 0 tel que C1u ≤ v ≤ C2u. Les autres notations seront
introduites au fur et a` mesure.
2.1 Rappel sur l’interpolation
Pour une e´tude plus de´taille´e de la the´orie d’interpolation et de toutes les notions qui
s’y rapportent se re´fe´rer a` [5], [6], [25].
La principale impulsion pour e´tudier l’interpolation e´tait les the´ore`mes classiques
d’interpolation: le the´ore`me de Riesz avec la preuve de Thorin, et le the´ore`me de
Marcinkiewicz. La preuve de Thorin pour le the´ore`me de Riesz-Thorin contient l’ide´e
derrie`re la me´thode complexe d’interpolation. De meˆme la preuve du the´ore`me de
Marcinkiewicz ressemble a` la construction de la me´thode re´elle d’interpolation: nous
les citerons pour me´moire.
17
2.1.1 Espaces Lp
Soit (X,µ) un espace mesure´. On note Lp(X,µ) ou simplement Lp(X) ou meˆme Lp
quand il n’y a pas de confusion, l’espace des fonctions re´elles µ-mesurables de´finies
sur X telles que
‖f‖p =
(∫
X
|f(x)|pdµ
) 1
p
est finie pour 1 ≤ p <∞.
Pour le cas limite quand p =∞, Lp n’est autre que l’ensemble de toutes les fonctions
µ-mesurables borne´es muni de la norme
‖f‖∞ = inf {λ;µ({|f | > λ}) = 0} .
2.1.2 Fonctions de re´arrangements et espaces de Lorentz
De´finition 2.1.1. Soit (X,µ) un espace mesure´ et f : X → R une fonction µ-
mesurable. On note f ∗ sa fonction de re´arrangement de´finie pour tout t ≥ 0 par
f ∗(t) = inf {λ; µ({x : |f(x)| > λ)} ≤ t} .
La fonction f ∗ est positive, de´croissante, continue a` droite sur [0,∞[ et elle a la
proprie´te´
µ({|f ∗| > λ}) = µ({|f | > λ}).
De´finition 2.1.2. Soit (X,µ) un espace mesure´ et f : X → R une fonction µ-
mesurable. La fonction maximale de f ∗ note´e f ∗∗ et appele´e fonction maximale de
re´arrangement est de´finie pour tout t > 0 par
f ∗∗(t) =
1
t
∫ t
0
f ∗(s)ds.
La fonction f ∗∗ est positive, de´croissante, continue sur ]0,∞[.
Parmi les proprie´te´s de f ∗ et f ∗∗ on cite:
1. f ∗ ≤ f ∗∗.
2. (f + g)∗∗ ≤ f ∗∗ + g∗∗.
3. (Mf)∗ ∼ f ∗∗.
4. µ({x; |f(x)| > f ∗(t)}) ≤ t.
5. Pour tout 1 ≤ p ≤ ∞, ‖f ∗‖p = ‖f‖p .
6. Pour tout 1 < p ≤ ∞
‖f ∗‖p ≤ ‖f ∗∗‖p ≤ p
p− 1‖f
∗‖p.
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Des points 5. et 6. on de´duit que ‖f ∗∗‖p ∼ ‖f‖p pour tout 1 < p ≤ ∞. Pour la preuve
de ces proprie´te´s et pour d’autres proprie´te´s de f ∗ et f ∗∗ voir [5], [6], [7], [25] Chapitre
V.
De´finition 2.1.3 (Espaces de Lorentz L(p, q)). Soit (X,µ) un espace mesure´. On
dit qu’une fonction f : X → R µ-mesurable appartient a` L(p, q), 1 ≤ p ≤ ∞, si et
seulement si
‖f‖L(p,q) =
(∫ ∞
0
(t
1
pf ∗(t))q
dt
t
) 1
q
<∞ quand 1 ≤ q <∞,
‖f‖L(p,∞) = sup
t
t
1
pf ∗(t) <∞ quand q =∞.
Remarque 2.1.4. Remarquons que L(p, p) = Lp pour tout 1 ≤ p ≤ ∞.
2.1.3 The´ore`me de Riesz-Thorin et The´ore`me de Marcinkiewicz
The´ore`me 2.1.5 (The´ore`me de Riesz-Thorin). ([6] p.2) Soit (X,µ) un espace mesure´.
Prenons 1 ≤ p0 < p1 < ∞, 1 ≤ q0 < q < q1 ≤ ∞ et soit T un ope´rateur line´aire tel
que
T : Lp0 → Lq0
est borne´ de norme M0 et
T : Lp1 → Lq1
est borne´ de norme M1. Alors
T : Lp → Lq
est borne´ de norme M ≤M1−θ0 M θ1 ou` 0 < θ < 1 et
1
p
=
1− θ
p0
+
θ
p1
,
1
q
=
1− θ
q0
+
θ
q1
.
The´ore`me 2.1.6 (The´ore`me de Marcinkiewicz). ([6] p.9) Soit (X,µ) un espace
mesure´. Prenons 1 ≤ p0 < p1 < ∞, 1 ≤ q0 < q1 ≤ ∞ et soit T un ope´rateur
line´aire tel que
T : Lp0 → L(q0,∞)
est borne´ de norme M0 et
T : Lp1 → L(q1,∞)
est borne´ de norme M1. Soit 0 < θ < 1 et
1
p
=
1− θ
p0
+
θ
p1
,
1
q
=
1− θ
q0
+
θ
q1
et supposons que p ≤ q. Alors
T : Lp → Lq
est borne´ de norme M ≤ CθM1−θ0 M θ1 .
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2.1.4 Espaces d’interpolation
Soient A0, A1 deux espaces vectoriels norme´s compatibles: deux espaces vectoriels
norme´s A0 et A1 sont dits compatibles si A0 et A1 s’injectent continuˆment dans un
meˆme espace vectoriel topologique se´pare´ U . On a alors que A0 ∩ A1 est un espace
vectoriel norme´ pour la norme
‖a‖A0∩A1 = max(‖a‖A0 , ‖a‖A1).
De plus A0 + A1 est un espace vectoriel norme´ pour la norme
‖a‖A0+A1 = inf
a=a0+a1
(‖a0‖A0 + ‖a1‖A1).
De´finition 2.1.7. Un espace vectoriel norme´ A est un espace d’interpolation entre
deux espaces vectoriels norme´s A0 et A1 si
1. A0 ∩ A1 ⊂ A ⊂ A0 + A1 avec des inclusions continues
2. tout ope´rateur line´aire T borne´ de A0 dans A0, et de A1 dans A1, est borne´ de
A dans A.
2.1.5 La me´thode K d’interpolation re´elle
On note A = (A0, A1). Pour tout a ∈ A0 + A1 et pour tout re´el t > 0 on de´finit
K(a, t, A) = inf
a=a0+a1
a0∈A0, a1∈A1
(‖a0‖A0 + t‖a1‖A1).
Pour tout t > 0, K(., t, A) de´finit une norme e´quivalente a` ‖.‖A0+A1 .
Lemme 2.1.8. Pour tout a ∈ A0 +A1, K(a, ., A) est une fonction positive, croissante
et concave. En particulier, pour tout 0 < s, t <∞,
K(a, t, A) ≤ max(1, t
s
)K(a, s, A).
De´finition 2.1.9. Pour tout 0 < θ < 1, 1 ≤ q ≤ ∞ ou 0 ≤ θ ≤ 1 et q = ∞, on
de´finit l’espace d’interpolation Aθ,q = Kθ,q(A) entre A0 et A1, par
Aθ,q =
{
a ∈ A0 + A1; ϕθ,q(K(a, t, A)) :=
(∫ ∞
0
(
t−θK(a, t, A)
)q dt
t
) 1
q
<∞
}
muni de la norme
‖a‖θ,q = ϕθ,q(K(a, t, A)).
Pour q =∞,
‖a‖θ,∞ = sup
t>0
t−θK(a, t, A).
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The´ore`me 2.1.10. Kθ,q est un foncteur exact d’interpolation d’exposant θ, ce qui
revient a` dire que si A et B sont deux couples d’espaces vectoriels norme´s compatibles
alors Aθ,q (resp. Bθ,q) est un espace d’interpolation entre A0 et A1 (resp. entre B0 et
B1) et de plus, si T est un ope´rateur line´aire
T : A0 → B0
borne´ avec une norme M0 et
T : A1 → B1
borne´ avec une norme M1, alors
T : Aθ,q → Bθ,q
est borne´ avec une norme M ≤M θ0M1−θ1 .
The´ore`me 2.1.11 (The´ore`me de re´ite´ration (Theorem 3.5.3 p.50 in [6])). Soit A un
couple d’espaces vectoriels norme´s compatibles. Soit 1 ≤ qi ≤ ∞ et 0 < θi < 1 pour
i = 0, 1 avec θ0 6= θ1. Si les Aθi,qi sont complets alors
(Aθ0,q0 , Aθ1,q1)η,q = Aθ,q
ou` 1 ≤ q ≤ ∞, 0 < η < 1 et θ = (1− η)θ0 + ηθ1.
2.1.6 Interpolation re´elle des espaces Lp
The´ore`me 2.1.12. ([6] p.109) Soit (X,µ) un espace mesure´. Si f ∈ Lp + L∞,
0 < p <∞, on a alors:
1. pour tout t > 0, K(f, t, Lp, L∞) ∼
(∫ tp
0
(|f |∗(s))pds
) 1
p
et si p = 1 on a e´galite´;
2. pour 0 < p0 < p1 ≤ ∞, (Lp0 , Lp1)θ,q = L(p, q) avec normes e´quivalentes, ou`
1
p
=
1− θ
p0
+
θ
p1
avec 0 < θ < 1 et p0 < q ≤ ∞. En particulier (Lp0 , Lp1)θ,p =
L(p, p) = Lp.
Notons que le point 2. re´sulte du point 1. et du the´ore`me de re´ite´ration (The´ore`me
2.1.11). Ce re´sultat nous redonne qualitativement les the´ore`mes d’interpolation de
Riesz-Thorin et le the´ore`me de Marcinkiewicz avec la me´thode d’interpolation de
Lions-Peetre. Un autre the´ore`me de caracte´risation de la fonctionnelle K pour les
espaces Lp qui redonne le point 2 du the´ore`me pre´ce´dent est le suivant:
The´ore`me 2.1.13. ([18]) Soit (X,µ) un espace me´trique mesure´ avec µ une mesure
non-atomique (ce qui revient a` dire que µ({x}) = 0 pour tout x ∈ X). Soit 0 < p0 <
p1 <∞. Alors pour tout t > 0,
K(f, t, Lp0 , Lp1) ∼
(∫ tα
0
(f ∗(u))p0du
) 1
p0
+ t
(∫ ∞
tα
(f ∗(u))p1du
) 1
p1
,
ou` 1
α
= 1
p0
− 1
p1
.
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2.2 Quelques rappels d’analyse dans les espaces
me´triques mesure´s
2.2.1 Proprie´te´ de doublement
Par espace me´trique mesure´, on signifie un triplet (X, d, µ) ou` (X, d) est un espace
me´trique et µ une mesure bore´lienne positive. On note par B(x, r) la boule ouverte
centre´e en x et de rayon r > 0 et par µ(B(x, r)) sa mesure.
De´finition 2.2.1. Soit (X, d, µ) un espace me´trique mesure´ avec µ bore´lienne. On
dit que X satisfait la proprie´te´ du doublement local (Dloc) s’il existe des constantes
r0 > 0, 0 < C = C(r0) <∞, telles que pour tout x ∈ X, 0 < r < r0, on a
(Dloc) µ(B(x, 2r)) ≤ Cµ(B(x, r)).
Et X ve´rifie la proprie´te´ du doublement (D) si on peut prendre r0 =∞. On dit aussi
que µ est une mesure localement doublante (resp. doublante).
Observons que si X est un espace me´trique mesure´ ve´rifiant (D) alors
diam(X) <∞⇔ µ(X) <∞ ([1]).
De´finition 2.2.2. On dit qu’un sous ensemble mesure´ E d’un espace me´trique mesure´
X a la proprie´te´ du doublement relatif du volume s’il existe une constante CE telle
que pour tout x ∈ E et tout r > 0 on a
µ(B(x, 2r) ∩ E) ≤ CE µ(B(x, r) ∩ E).
Ceci revient a` dire que (E, d/E, µ/E) a la proprie´te´ du doublement de volume.
La constante CE est appele´e la constante du doublement relatif de E.
Sous certaines conditions, la proprie´te´ de doublement local implique le double-
ment relatif sur les boules. Ce re´sultat a e´te´ de´montre´ dans le cadre des varie´te´s
Riemannienes comple`tes dans [4]. On va l’e´noncer ici dans un cadre plus ge´ne´ral.
De´finition 2.2.3. Un espace de longueur X est un espace me´trique tel que la distance
entre n’importe quels points x, y ∈ X est e´gale a` la borne infe´rieure des longueurs de
toutes les courbes joignant x a` y (on suppose implicitement qu’il existe au moins une
telle courbe). Une courbe qui joint x a` y est une application continue γ : [0, 1] → X
avec γ(0) = x et γ(1) = y.
Lemme 2.2.4. Soit X un espace de longueur complet ve´rifiant (Dloc). Alors toute
boule B = B(x1, r1) de rayon r1 <
8
9
r0, munie de la distance et de la mesure induites,
satisfait la proprie´te´ de doublement relative. Ceci revient a` dire qu’il existe C ≥ 0
telle que
(2.1) µ(B(x, 2r) ∩B) ≤ C µ(B(x, r) ∩B) ∀x ∈ B, r > 0,
et
(2.2) µ(B(x, r)) ≤ Cµ(B(x, r) ∩B) ∀x ∈ B, 0 < r ≤ 2r1.
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Preuve. Soit x ∈ B , r > 0. Si r ≥ 2r1 il n’y a rien a` prouver. Supposons r < 2r1,
il existe x∗ tel que B(x∗, r4) ⊂ B et d(x, x∗) ≤ r4 . En effet si d(x, x1) ≤ r4 alors
B(x, r
4
) ⊂ B et ainsi il suffit de prendre x∗ = x. Sinon comme X est un espace
de longueur, il existe une courbe γ joignant x a` x1 telle que l(γ) ≤ d(x, x1) + r2 .
Sur γ on prend x∗ tel que d(x, x∗) = r4 (x∗ existe d’apre`s le the´ore`me des valeurs
interme´diaires sur un espace me´trique connexe) alors d(x∗, x1) ≤ d(x, x1) − r4 et x∗
satisfait B(x∗, r4) ⊂ B ∩B(x, r) et B(x, 2r) ⊂ B(x∗, 94r). On aura donc
µ(B(x, 2r) ∩B) ≤ µ(B(x, 2r))
≤ µ(B(x∗, 9r
4
))
≤ C µ(B(x∗, r
4
))
≤ C µ(B(x, r) ∩B).
Nous avons utilise´ la proprie´te´ de doublement du volume pour les boules de rayon
infe´rieur a` 8
9
r0. Ainsi on obtient (2.1) du lemme 2.2.4 et la preuve de (2.2) est contenue
dans l’argument.
Remarque 2.2.5. Un examen de la preuve montre que la constante C de´pend de r1
mais pas du centre x1.
The´ore`me 2.2.6 (The´ore`me maximal de Hardy-Littlewood). ([9]) Soit (X, d, µ) un
espace me´trique mesure´ satisfaisant (D). On note par M la fonction maximale de
Hardy-Littlewood non-centre´e de´finie sur les boules de X par
Mf(x) = sup
B:x∈B
|f |B
ou` fE := −
∫
E
fdµ :=
1
µ(E)
∫
E
fdµ. Alors
1. µ({x : Mf(x) > λ}) ≤ C
λ
∫
X
|f |dµ pour tout λ > 0;
2. ‖Mf‖Lp ≤ Cp‖f‖Lp, pour 1 < p ≤ ∞.
The´ore`me 2.2.7. (Lemme de Whitney) Soit (X, d) un espace me´trique et Ω un ouvert
de X avec Ω 6= X. Alors, il existe une collection de boules (Bi)i∈I , Bi = B(xi, ri) et
une constante C1 > 0 telles que:
1. Les Bi sont deux a` deux disjointes.
2. Ω = ∪i∈IBi avec Bi := C1Bi.
3. Pour tout i, Bi ∩ Ω 6= ∅ ou` Bi := 4C1Bi = 4Bi.
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Preuve. Soit δ(x) = d(x,Ωc), x ∈ X. Prenons 0 < ε < 1
2
. De la collection de boules
(B(x, εδ(x)))x∈Ω on peut extraire une sous collection maximale de boules deux a` deux
disjointes (Lemme de Zorn), qu’on note (B(xi, ri))i∈I := (Bi)i∈I avec ri = εδ(xi).
Posons C1 =
1
2ε
, alors Bi := C1Bi = B(xi,
1
2
δ(xi)) ⊂ Ω et Bi := 4C1Bi ∩ Ωc =
B(xi, 2δ(xi)) ∩ Ωc 6= ∅.
Il reste a` de´montrer que Ω = ∪i∈IBi. Sinon, il existe x ∈ Ω \ ∪i∈IBi. D’ou`,
par la proprie´te´ de maximalite´ des boules Bi, il existe k ∈ I tel que B(x, εδ(x)) ∩
B(xk, εδ(xk)) 6= ∅. Alors d(x, xk) ≤ ε(δ(x) + δ(xk)). Or x ∈ B(xk, 12δ(xk))c, donc
d(x, xk) ≥ 12δ(xk). Par conse´quent (12 − ε)δ(xk) ≤ εδ(x). Ceci nous donne
B(xk, 2δ(xk)) ⊂ B(x, 2δ(xk) + d(x, xk)) ⊂ B(x,Cεδ(x)) avec Cε = ( 2ε1
2
−ε +
ε
2
1
2
−ε).
On choisit ε de fac¸on a` avoir Cε ≤ 12 . On a ainsi B(xk, 2δ(xk)) ⊂ B(x, 12δ(x)) ⊂ Ω
ce qui contredit le fait que Bk ∩ Ωc 6= ∅.
Corollaire 2.2.8. Si (X, d, µ) est un espace me´trique mesure´ ve´rifiant (D), alors les
boules (Bi)i∈I ont la proprie´te´ du recouvrement borne´.
Preuve. Fixons i ∈ I. Soit Ji = {j ∈ I : Bi ∩Bj 6= ∅}. Prenons j ∈ Ji, alors il existe
z ∈ Bi ∩ Bj. Le fait que z ∈ Bj nous donne d(z, xj) ≤ 12δ(xj) et d(z,Ωc) ≥ 12δ(xj).
D’autre part , comme z ∈ Bi, d(z,Ωc) ≤ d(xi,Ωc) + d(z, xi) ≤ 32δ(xi). On a ainsi
δ(xj) ≤ 3δ(xi). De la meˆme, on a δ(xi) ≤ 3δ(xj).
On de´duit alors que si j ∈ Ji, les boules B(xj, ε3δ(xi)) sont deux a` deux disjointes.
De plus, B(xj,
ε
3
δ(xi)) ⊂ B(xi, d(xi, xj) + ε3δ(xi)) ⊂ B(xi, (2 + ε3)δ(xi)). Comme X est
un espace de type homoge`ne (car il ve´rifie (D)) (voir [9]) on de´duit que le cardinal de
Ji est majore´ par C(
2+ ε
3
ε
3
, C0) ou` C0 est la constante de (D).
2.2.2 Ine´galite´ de Poincare´
Soit (X, d) un espace me´trique. Une courbe γ sur X est une application continue
γ : [a, b]→ X. La longueur de γ est de´finie par
l(γ) = sup
{
n−1∑
i=0
d(γ(ti), γ(ti + 1))
}
,
ou` la borne supe´rieure est prise sur toutes les partitions a = t0 < t1 < ... < tn = b.
On dit que γ est rectifiable si l(γ) <∞.
Proposition 2.2.9. (Theorem 3.2 de [12]) Si γ : [a, b]→ X est une courbe rectifiable,
il existe alors une unique courbe (appele´e parame`tre normal de γ) γ˜ : [0, l(γ)] → X
telle que
γ = γ˜ ◦ sγ
ou` sγ : [a, b]→ [0, l(γ)] est donne´e par sγ(t) = l(γ|[a,t]).
De plus l(γ˜|[0,t]) = t pour tout t ∈ [0, l(γ)]. En particulier γ˜ : [0, l(γ)]→ X est une
fonction 1-Lipschitzienne.
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De´finition 2.2.10. Soit γ : [a, b] → X une courbe rectifiable et ρ : X → [0,∞] une
fonction bore´lienne. On definit∫
γ
ρ :=
∫ l(γ)
0
ρ(γ˜(t))dt.
De´finition 2.2.11 (Sur-gradient (ou Upper gradient en Anglais)). Soit u : X → R
une fonction bore´lienne. On dit qu’une fonction bore´lienne g : X → [0,∞] est un
sur-gradient de u si
|u(γ(a))− u(γ(b))| ≤
∫
γ
g
pour tout γ : [a, b] 7→ X rectifiable.
Remarque 2.2.12. Si X est une varie´te´ Riemannienne et u ∈ Lip(X), alors |∇u|
est un sur-gradient de u et |∇u| ≤ g pour tout sur-gradient g de u.
De´finition 2.2.13. Pour u : X → R localement Lipschitzienne de´finie sur un ouvert
de X, on de´finit
Lipu(x) =
{
lim supy→x
y 6=x
|u(y)−u(x)|
d(y,x)
si x n’est pas isole´,
0 sinon.
Remarque 2.2.14. Lip u est un sur-gradient de u.
Pour simplifier les notations, nous allons e´noncer la de´finition de l’ine´galite´ de
Poincare´ dans le cas global. Pour le cas local, nous la de´finirons au cours des chapitres.
De´finition 2.2.15 (Ine´galite´ de Poincare´). On dit qu’un espace me´trique mesure´
(X, d, µ) ve´rifie une ine´galite´ de Poincare´ faible (Pq,p), 1 ≤ p, q < ∞, s’il existe
λ ≥ 1, Cp > 0 tels que pour toute fonction u continue, tout sur-gradient g de u, et
pour toute boule B de rayon r > 0 on a:(
−
∫
B
|u− uB|qdµ
) 1
q ≤ Cpr
(
−
∫
λB
gpdµ
) 1
p
(Pq,p).
ou`
fE =
1
µ(E)
∫
E
fdµ = −
∫
E
fdµ.
Si λ = 1, (Pq,p) sera appele´e Poincare´ fort.
Nous noterons (Pp,p) par (Pp).
Il est clair que si l’espace (X, d, µ) ve´rifie une ine´galite´ de Poincare´ (Pq,p)
1, alors il
ve´rifie (Pq′,p) pour tout q
′ ≤ q et il ve´rifie (Pq,p′) pour tout p′ ≥ p. Donc si l’ensemble
des p tels qu’on a (Pq′,p) est non vide, c’est un intervalle non borne´ a` droite. On
ame´liore les exposants dans les ine´galite´s de Poincare´ avec les deux the´ore`mes suivants:
1faible ou fort
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The´ore`me 2.2.16. ([13]) Soit (X, d, µ) un espace me´trique mesure´ avec µ doublante
ve´rifiant une ine´galite´ de Poincare´ faible (P1,p). Alors il existe q
′ > p tel que X ve´rifie
(Pq,p) faible pour tout 1 ≤ q < q′. En particulier X ve´rifie une ine´galite´ de Poincare´
faible (Pp).
Ainsi (P1,p) ⇔ (Pp) sous les hypothe`ses du The´ore`me 2.2.16. En outre, on a le
re´sultat re´cent suivant du a` Keith et Zhong:
The´ore`me 2.2.17. ([22]) Soit (X, d, µ) un espace me´trique mesure´ complet avec µ
doublante, satisfaisant (D) et (P1,p) faible. Il existe alors ε > 0 tel que (X, d, µ) ve´rifie
(P1,q) faible pour tout q > p− ε.
De´finition 2.2.18. Un espace me´trique X est dit quasiconvexe s’il existe C > 0 tel
que n’importe quels deux points x1, x2 de X peuvent eˆtre joints par une courbe dont
la longueur ne de´passe pas Cd(x1, x2).
Proposition 2.2.19. ([15]) Soit (X, d, µ) un espace me´trique mesure´ quasiconvexe
tel que les boules ferme´es sont compactes. Si X ve´rifie (P1,p) faible, alors X ve´rifie
(P1,p) faible pour toutes les fonctions u mesurables, c’est a` dire que u continue est
remplace´e par u mesurable dans la de´finition 2.2.15.
Proposition 2.2.20 ([20]). Soit 1 ≤ p < ∞. On conside`re (X, d, µ) un espace
me´trique mesure´ complet (ou quasiconvexe propre) avec µ doublante. Alors les propo-
sitions suivantes sont e´quivalentes:
1. (X, d, µ) admet une ine´galite´ de Poincare´ faible (P1,p) pour toutes les fonctions
mesurables.
2. (X, d, µ) admet une ine´galite´ de Poincare´ faible (P1,p) pour toutes les fonctions
Lipschitziennes a` support compact.
3. Il existe Cp > 0, λ ≥ 1 telles que
−
∫
B
|u− uB| dµ ≤ Cp r(−
∫
λB
(Lip u)p dµ )
1
p .
pour tout u ∈ Lip0 et pour toute boule B de X.
De´finition 2.2.21. Un espace me´trique est dit ge´ode´sique si tout x1, x2 ∈ X distincts
peuvent eˆtre joints par une courbe de longueur e´gale a` d(x1, x2).
Proposition 2.2.22. (Theorem 9.5 de [16]) Soit 1 ≤ p < ∞. Si (X, d, µ) est
ge´ode´sique, µ doublante et X ve´rifie (P1,p) faible alors X ve´rifie (P1,p) fort.
Rappelons qu’une fonction f : (Y1, d1) 7→ (Y2, d2) est bi-Lipschitzienne, s’il existe
L > 0 telle que pour tous x, y ∈ Y1, on a
1
L
d1(x, y) ≤ d2(f(x), f(y)) ≤ Ld1(x, y).
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Proposition 2.2.23. (Proposition 6.0.7 de [20]) Soit (X, d, µ) un espace me´trique
mesure´ complet, satisfaisant (D) et une ine´galite´ de Poincare´ faible (P1,p) pour un
1 ≤ p < ∞. Alors (X, d, µ) est bi-Lipschitzien a` un espace me´trique ge´ode´sique avec
la constante de l’application bi-Lipschitzienne de´pendant uniquement de la constante
de doublement et celle de Poincare´.
Corollaire 2.2.24. Soit (X, d, µ) un espace me´trique mesure´ complet, satisfaisant
(D). Si X ve´rifie une ine´galite´ de Poincare´ faible (P1,p) pour un 1 ≤ p <∞ alors X
ve´rifie (P1,p) fort.
La proposition 2.2.23 de´coule des lemmes suivants:
Lemme 2.2.25. (Lemma 6.0.8 de [20]) Soit (X, d, µ) un espace me´trique mesure´
complet, satisfaisant (D) et une ine´galite´ de Poincare´ faible (P1,p) pour un 1 ≤ p <
∞. Alors (X, d, µ) est quasiconvexe avec la constante de quasiconvexite´ de´pendant
uniquement de la constante de doublement et celle de Poincare´.
Lemme 2.2.26. ([12]) Un espace me´trique mesure´ (X, d, µ) complet avec µ doublante
est propre (c’est a` dire les ensembles borne´s ferme´s sont compacts).
On de´duit la preuve de la proposition 2.2.23 a` l’aide du lemme suivant:
Lemme 2.2.27. ([16]) Un espace me´trique quasiconvexe propre est bi-Lipschitzien
a` un espace me´trique ge´ode´sique avec la constante de l’application bi-Lipschitzienne
de´pendant uniquement de la constante de quasiconvexite´.
Pour terminer, remarquons qu’il faut faire la distinction entre les ine´galite´s de
Poincare´ relatives et les ine´galite´s de Poincare´ locales. Regardons par exemple le cadre
des varie´te´s. Soit M une varie´te´ Riemannienne comple`te et E un sous ensemble mesure´
de M . On dit que E admet une ine´galite´ de Poincare´ relative pour un 1 ≤ p <∞ s’il
existe une constante CE > 0 telle que pour toute boule de rayon r > 0, centre´e en E,
et pour toute fonction f telle que f et |∇f | sont p localement inte´grables sur E on a∫
B∩E
|f − fB∩E|p dµ ≤ CE rp
∫
B∩E
|∇f |p dµ.
L’ine´galite´ uniforme de Poincare´ relative pour les boules E de rayon r1 > 0
2 implique
une ine´galite´ de Poincare´ locale. En effet, soit B une boule de centre x et rayon s ≤ r1.
Prenons E = B(x, r1) alors∫
B
|f − fB|pdµ =
∫
B∩E
|f − fB∩E|pdµ ≤ CE sp
∫
B∩E
|∇f |pdµ = C sp
∫
B
|∇f |pdµ.
En revanche, sur un espace me´trique mesure´, une ine´galite´ de Poincare´ locale (ou
globale) n’entraˆıne pas une ine´galite´ de Poincare´ relative pour les boules. Voici un
exemple qui nous a e´te´ communique´ par Juha Heinonen:
On prend un rectangle ferme´ dans le plan de sorte qu’il soit long et maigre, disons
100 × 1. On forme X en enlevant un rectangle ouvert analogue du milieu, disons
2c’est a` dire la constante CE ne depend que de r1 et pas du centre de E.
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98×0, 5. On munit X de la distance Euclidienne induite et µ est la mesure de Lebesgue
induite. Cet ensemble compact admet une ine´galite´ de Poincare´ (P1), topologiquement
c’est un anneau. Prenons une boule centre´e sur un des coˆte´s courts et ayant un rayon
90, disons E = B(y, 90). Alors E contient des points x tels que B(x, 30)∩E n’est pas
connexe. Or la connexite´ est ne´cessaire a` toute ine´galite´ de Poincare´ sur B ∩ E.
2.3 Espaces de Sobolev
Dans cette section, nous allons donner la de´finition des espaces de Sobolev classiques
dans diffe´rents cadres ge´ome´triques. Nous allons nous restreindre aux espaces de
Sobolev non homoge`nes. Pour la de´finition des espaces de Sobolev homoge`nes dans le
cadre des varie´te´s Riemanniennes et groupes de Lie voir Chapitre 3. Dans le cas
Euclidien la de´finition des espaces de Sobolev non homoge`nes a e´te´ donne´e dans
l’introduction.
2.3.1 Espaces de Sobolev non homoge`nes sur les varie´te´s
On conside`re une varie´te´ Riemannienne M comple`te, non compacte, µ la mesure
Riemannienne, ∇ le gradient Riemannien.
De´finition 2.3.1. ([3]) Soit M une varie´te´ Riemannienne de dimension n. On appelle
E1p l’espace vectoriel des fonctions ϕ ∈ C∞ telles que |ϕ| et |∇ϕ| ∈ Lp, 1 ≤ p <∞.
On de´finit l’espace de Sobolev non homoge`ne W 1p comme e´tant le comple´te´ de E
1
p pour
la norme
‖ϕ‖W 1p = ‖ϕ‖p + ‖∇ϕ‖p.
On note W 1∞ l’espace de toutes les fonctions Lipschitziennes borne´es de´finies sur
M .
The´ore`me 2.3.2. Soit M une varie´te´ Riemannienne comple`te alors
1. ([3]) C∞0 est dense dans W
1
p pour 1 ≤ p <∞.
2. ([11]) Lip0 est dense dans W
1
p pour 1 ≤ p <∞.
2.3.2 Espaces de Sobolev sur les groupes de Lie
Soit G un groupe de Lie connexe. Supposons que G est unimodulaire et soit dµ
une mesure de Haar fixe´e sur G. Soit X1, ..., Xk des champs de vecteurs invariants a`
gauche tel que les Xi satisfont une condition de Ho¨rmander. Dans ce cas la me´trique
de Carnot-Carathe´odory est une distance, G muni de cette distance ρ est complet et
cette distance de´finit la meˆme topologie que celle de G en tant que varie´te´ (voir [10]
p. 1148).
De´finition 2.3.3. Pour 1 ≤ p ≤ ∞, on de´finit l’espace de Sobolev
W 1p = {f ∈ Lp; |Xf | ∈ Lp},
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Xf e´tant de´fini au sens des distributions, muni de la norme:
‖f‖W 1p = ‖f‖Lp + ‖|Xf |‖Lp
ou` |Xf | =
(∑k
i=1 |Xif |2
) 1
2
.
Remarque 2.3.4. 1. W 1p muni de cette norme est un espace de Banach.
2. W 1∞ n’est autre que l’ensemble de toutes les fonctions Lipschitziennes borne´es
de´finies sur G.
De´finition 2.3.5. Pour 1 ≤ p < ∞, on de´finit l’espace de Sobolev H1p comme e´tant
le comple´te´ des fonctions C∞ pour la norme :
‖u‖H1p := ‖u‖W 1p <∞.
Par convention, on pose H1∞ = W
1
∞.
Proposition 2.3.6. 1. H1p = W
1
p pour tout 1 ≤ p <∞.
2. C∞0 est dense dans H
1
p pour 1 ≤ p <∞.
3. L’ensemble des fonctions Lipschitziennes a` support compact est dense dans H1p
(voir[11]).
2.3.3 Espaces de Sobolev sur des espaces me´triques mesure´s
On rappelle que (X, d, µ) de´signe un espace me´trique muni d’une mesure bore´lienne
positive µ. Dans les dernie`res anne´es, diffe´rents auteurs parmi Hajlasz [14], Cheeger
[8], Shammugalingan [24], Gol’dschtein et Troyanov [11], Heinonen [16], [17] se sont
inte´resse´s a` l’e´tude des espaces de Sobolev sur des espaces me´triques ge´ne´raux. Ils
ont introduit diffe´rentes de´finitions qui co¨ıncident dans certains cas. De ces espaces
sur X on cite (les de´finitions et les proprie´te´s sont prises de [12]):
1. Pour 1 ≤ p ≤ ∞, on conside`re N˜1p la classe de toutes les fonctions bore´liennes
u ∈ Lp admettant un sur-gradient g ∈ Lp. On munit N˜1p de la semi-norme
‖u‖N˜1p = ‖u‖p + infg ‖g‖p,
ou` la borne infe´rieure est prise sur tous les sur-gradients g de u.
Pour u, v ∈ N˜1p , on de´finit la relation d’e´quivalence ∼ par
u ∼ v si et seulement si ‖u− v‖N˜1p = 0.
L’espace de Sobolev N1p est de´fini comme l’espace quotient
N1p (X, d, µ) := N˜
1
p (X, d, µ)/ ∼
muni de la norme
‖u‖N1p := ‖u‖N˜1p .
29
Remarque 2.3.7. Dans le cas Euclidien, si Ω est un ouvert de Rn, N1p (Ω) =
W 1p (Ω) pour tout 1 ≤ p <∞.
2. Pour 1 ≤ p ≤ ∞, on conside`re l’ensemble de toutes les fonctions u ∈ Lp telles
que
‖u‖C1p = ‖u‖p + inf(gi) lim infi→∞ ‖gi‖p <∞
ou` la borne infe´rieure est prise parmi toutes les suites (gi)i de fonctions bore´liennes
sur-gradient de fonctions ui ∈ Lp qui convergent vers u dans Lp.
Lemme 2.3.8. Les espaces C1p et N
1
p sont isome´triquement isomorphes pour
1 < p <∞.
3. Soit 1 ≤ p ≤ ∞. L’espace de Sobolev M1p est l’ensemble de toutes les fonctions
u ∈ Lp telles qu’il existe une fonction mesurable g ≥ 0, g ∈ Lp, ve´rifiant
(2.3) |u(x)− u(y)| ≤ d(x, y)(g(x) + g(y)) µ− p.p..
On munit M1p de la norme
‖u‖M1p = ‖u‖p + infg ve´rifiant (2.3) ‖g‖p.
Remarque 2.3.9. L’ensemble des fonctions Lipschitziennes est dense dans M1p .
4. Soit 1 ≤ p < ∞. On de´finit P 1p comme e´tant l’ensemble de toutes les fonctions
u ∈ Lp telles qu’il existe g ∈ Lp, λ ≥ 1 ve´rifiant
(2.4) ∀B boule, −
∫
B
|u− uB|dµ ≤ r
(
−
∫
λB
gpdµ
) 1
p
.
On munit P 1p de la norme
‖u‖P 1p = ‖u‖p + infg ve´rifiant (2.4) ‖g‖p.
On appelle P 1∞ = l’espace des fonctions u ∈ L∞ telles qu’il existe une fonction
g ∈ L∞, λ ≥ 1 avec
(2.5) ∀B boule, ‖u− uB‖L∞(B) ≤ r‖g‖L∞(λB).
On le munit de la norme
‖u‖P 1∞ = ‖u‖∞ + infg ve´rifiant (2.5) ‖g‖∞.
5. Soit 1 ≤ p ≤ ∞. On appelle H1p la fermeture de l’espace des fonctions localement
Lipschitziennes pour la norme
‖u‖H1p = ‖u‖p + ‖Lip u‖p.
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Remarque 2.3.10. Tous les espaces de Sobolev cite´s sont des espaces de Banach.
Proposition 2.3.11. ([13]) Si X est un espace me´trique mesure´ complet satisfaisant
(D) et (Pq) pour un 1 < q <∞, alors pour q0 < p <∞, ou` q0 = inf {q ∈ [1,∞[; (Pq) vraie }
tous les espaces cite´s sont e´gaux a` H1p avec des normes e´quivalentes.
Pour p =∞, on a le re´sultat suivant:
Proposition 2.3.12. Soit (X, d, µ) un espace me´trique mesure´ complet ve´rifiant (D).
Soit A l’ensemble de toutes les fonctions Lipschitziennes borne´es sur X muni de la
norme:
‖u‖A = ‖u‖∞ + ‖u‖Lip
ou` ‖u‖Lip := inf{L; uL Lipschitzienne}.
Si X admet (Pp) pour un 1 ≤ p < ∞, on a M1∞ = P 1∞ = N1∞ = C1∞ = H1∞ = A
avec des normes e´quivalentes.
Preuve. On va montrer que chacun de ces espaces est e´gal a` A.
1. Commenc¸ons parH1∞ = A. Si u est une fonction Lipschitzienne borne´e, ‖Lipu‖∞ ≤
‖u‖Lip. D’ou` u ∈ H1∞ et ‖u‖H1∞ ≤ ‖u‖A.
Maintenant conside´rons u ∈ H1∞, u = lim
n
un dans H
1
∞ avec un localement Lips-
chitzienne pour tout n. Il est clair que u est borne´e et ‖u‖∞ ≤ ‖u‖H1∞ . Comme
(un,Lipun) satisfait l’ine´galite´ de Poincare´ (Pp) alors pour µ ⊗ µ presque tout
x, y ∈ X on a
|un(x)− un(y)| ≤ C d(x, y)
(
(M(Lipun)p(x))
1
p + (M(Lipun)p(y))
1
p
)
≤ 2C d(x, y) ‖M(Lipun)p‖
1
p∞
≤ 2C d(x, y) ‖(Lipun)p‖
1
p∞
= 2C d(x, y) ‖Lipun‖∞
ou` on a utilise´ dans la premie`re ine´galite´ le The´ore`me 9.4. de [13]. En passant
a` la limite quand n → ∞ et en utilisant le fait que Lipu ∼ |Du| pour toute
fonction u localement Lipschitzienne avec D ope´rateur line´aire (voir Theorem
11.6 de [12] ou proposition 3.7.6 de cette the`se) on obtient:
|u(x)− u(y)| ≤ 2C d(x, y) ‖Lipu‖∞ µ− p.p..
Quitte a` modifier u sur un ensemble de mesure nulle, u est une fonction Lips-
chitzienne borne´e avec
‖u‖Lip ≤ C‖Lip u‖∞.
Ceci implique H1∞ = A avec des normes e´quivalentes.
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2. D’apre`s [2], Chapter V, p.90, on a M1∞ = A. Reprenons rapidement l’argument.
On conside`re u une fonction L Lipschitzienne. En prenant g = L
2
, on voit que
pour tout x, y ∈ X, |u(x)− u(y)| ≤ d(x, y)(g(x) + g(y)). Ainsi
inf
g ve´rifiant (2.3)
‖g‖∞ ≤ 1
2
‖u‖Lip.
On en de´duit ‖u‖M1∞ ≤ ‖u‖A.
Prenons maintenant u ∈M1∞ et g ve´rifiant (2.3), on a
|u(x)− u(y)| ≤ d(x, y)(g(x) + g(y)) ≤ 2d(x, y)‖g‖∞
pour µ ⊗ µ presque tout x, y ∈ X. Quitte a` modifier u sur un ensemble de
mesure nulle, u est une fonction Lipschitzienne avec
‖u‖Lip ≤ 2‖g‖∞.
On en de´duit ‖u‖A ≤ 2‖u‖M1∞ .
3. Ve´rifions maintenant N1∞ = A. Soit u ∈ N1∞, g ∈ L∞ un sur-gradient de u. Soit
x, y ∈ X et γ une courbe rectifiable joignant x a` y et γ˜ son parame`tre normal.
On a
|u(x)− u(y)| = |u(γ(a))− u(γ(b))|
≤
∫ l(γ)
0
g(γ˜(t))dt
≤ ‖g‖∞ l(γ).
En particulier comme X satisfait (D) et (Pp) pour un 1 ≤ p < ∞, il existe
alors γ joignant x a` y telle que l(γ) ∼ d(x, y) (car X est bi-Lipschitzien a` un
espace ge´ode´sique d’apre`s la Proposition 2.2.23). On a donc |u(x) − u(y)| ≤
C‖g‖∞ d(x, y). Par suite u est Lipschitzienne borne´e et
‖u‖Lip ≤ C‖g‖∞
pour tout sur-gradient g de u. D’ou` u ∈ A et ‖u‖A ≤ C ‖u‖N1∞ .
D’autre part si u est une fonction L Lipschitzienne borne´e, alors la fonction
constante e´gale a` L est un sur-gradient de u qui appartient a` L∞. Donc u ∈ N1∞
et
inf
g sur-gradient de u
‖g‖∞ ≤ ‖u‖Lip.
D’ou` ‖u‖N1∞ ≤ ‖u‖A.
4. La preuve de C1∞ = A suit celle de N
1
∞ = A. En effet, soit u ∈ A, u L
Lipschitzienne borne´e. On prend la suite constante des fonctions constantes
telles que pour tout i gi = L, et la suite constante de´finie par ui = u pour tout
i. On a gi un sur-gradient de ui et ui → u dans L∞. Par suite u ∈ C1∞ et
‖u‖C1∞ ≤ ‖u‖A.
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D’autre part, conside´rons u ∈ C1∞, (ui)i, (gi)i deux suites de fonctions mesurables
telles que gi est un sur-gradient de ui pour tout i et ui →
i→∞
u dans L∞. En
reprenant l’argument du point 3., on obtient
|ui(x)− ui(y)| ≤ C‖gi‖∞d(x, y)
pour tout x, y ∈ X. D’ou` en passant a` la limite infe´rieure on aura
(2.6) |u(x)− u(y)| ≤ C lim inf
i→∞
‖gi‖∞d(x, y).
En passant a` la borne infe´rieure sur les suites (gi) dans (2.6), on voit que u est
Lipschitzienne borne´e avec ‖u‖A ≤ C‖u‖C1∞ .
5. Il reste a` montrer que P 1∞ = A. Soit u ∈ A. Il existe L > 0 tel que |u(x)−u(y)| ≤
Ld(x, y) pour tout x, y ∈ X. Soit B une boule de rayon r > 0 et x ∈ B.
|u(x)− uB| =
∣∣∣∣u(x)− 1µ(B)
∫
B
u(y)dµ(y)
∣∣∣∣
=
∣∣∣∣−∫
B
(u(x)− u(y))dµ(y)
∣∣∣∣
≤ −
∫
B
|u(x)− u(y)|dµ(y)
≤ L−
∫
B
d(x, y)dµ(y)
≤ 2Lr.
En passant a` la borne supe´rieure et en prenant g = 2L ∈ L∞, on de´duit que
u ∈ P 1∞ et que ‖u‖P 1∞ ≤ 2‖u‖A.
Re´ciproquement, soit u ∈ P 1∞, x, y ∈ X. Prenons la plus petite boule B con-
tenant x, y dont le rayon r ∼ d(x, y). On a si g ve´rifie (2.5)
|u(x)− u(y)| ≤ |u(x)− uB|+ |uB − u(y)|
≤ 2‖u− uB‖L∞(B)
≤ 2r‖g‖∞
≤ Cd(x, y)‖g‖∞.
D’ou` u est Lipschitzienne borne´e et ‖u‖A ≤ C‖u‖P 1∞ .
33
Bibliography
1. L. Ambrosio, M. Jr. Miranda, D. Pallara, Special functions of bounded variation
in doubling metric measure spaces, Calculus of variations: topics from the
mathematical heritage of E. De Giorgi, Quad. Mat., Dept. Math, Seconda Univ.
Napoli, Caserta, 2004, 14, 1-45.
2. L. Ambrosio, P. Tilli, Topics on analysis in metric spaces, Oxford University
Press, 2003.
3. T. Aubin, Espaces de Sobolev sur les varie´te´s Riemanniennes, Bull. Sci. Math.
2, 1976, 100, (2), 149-173.
4. P. Auscher, T. Coulhon, X. T. Duong, S. Hofmann, Riesz transform on mani-
folds and heat kernel regularity, Ann. Sci. Ecole Norm. Sup., 2004, 37, 911-957.
5. C. Bennett, R. Sharpley, Interpolations of operators, Academic Press, 1988.
6. J. Bergh, J. Lo¨fstro¨m, Interpolations spaces, An introduction, Springer
(Berlin), 1976.
7. A. P. Caldero´n, Spaces between L1 and L∞ and the theorem of Marcinkiewicz,
Studia Math., 1966, 26, 273-299.
8. J. Cheeger, Differentiability of Lipschitz functions on metric measure spaces,
Geom. Funct. Anal., 1999, 9, 428-517.
9. R. Coifman, G. Weiss, Analyse harmonique sur certains espaces homoge`nes,
Lecture notes in Math., Springer, 1971.
10. T. Coulhon, I. Holopainen, L. Saloff Coste, Harnack inequality and hyperbolic-
ity for the subelliptic p Laplacians with applications to Picard type theorems,
Geom. Funct. Anal., 2001, 11, (6), 1139-1191.
11. V. Gol’dshtein, M. Troyanov, Axiomatic Theory of Sobolev Spaces, Expo.
Mathe., 2001, 19, 289-336.
12. P. Hajlasz, Sobolev spaces on metric measure spaces (heat kernels and analysis
on manifolds, graphs, and metric spaces), Contemp. Math., Amer. Math. Soc.,
2003, 338, 173-218.
34
13. P. Hajlasz, P. Koskela, Sobolev met Poincare´, Mem. Amer. Math. Soc., 2000,
145, (688), 1-101.
14. P. Hajlasz, Sobolev spaces on a arbitrary metric space, Potential Anal., 1996,
5, 403-415.
15. J. Heinonen, P. Koskela, A note on lipschitz functions,upper gradients and the
Poincare´ inequality, New Zeeland. J. Math., 1999, 28, 37-42.
16. J. Heinonen, Lectures on analysis on metric spaces, Springer-Verlag, 2001.
17. J. Heinonen, Non smooth calculus, Memoirs of A.M.S., 2007.
18. T. Holmstedt, Interpolation of quasi-normed spaces, Math. Scand., 1970, 26,
177-199.
19. D. Jerison, The Poincare´ inequality for vector fields satisfying Hormander’s
condition, Duke. Math. J., 1986, 53, 503-523.
20. S. Keith, Modulus and the Poincare´ inequality on metric measure spaces, Math-
ematischa Zeitschrift , 2003, 245, (2), 255-292.
21. S. Keith, K. Rajala, A remark on Poincare´ inequality on metric spaces, Math.
Scand., 2004, 95, (2), 299-304.
22. S. Keith, X. Zhong, The Poincare´ inequality is an open ended condition, To
appear in Ann. of Math..
23. G. Lu, The sharp Poincare´ inequality for free vector fields: An endpoint result,
Rev. Mat. Iberoamericana, 1994, 10, 453-466.
24. N. Shanmugalingam, Newtonian Spaces: An extension of Sobolev spaces to
metric measure spaces, Rev. Mat. Iberoamericana, 2000, 10, (16), 243-279.
25. E. M. Stein, G. Weiss, Introduction to Fourier Analysis in Euclidean spaces,
Princeton University Press, 1971.
35
36
Partie I
Interpolation re´elle des espaces de
Sobolev sur les espaces me´triques
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Chapitre 3
Real Interpolation of Sobolev
Spaces
Ce chapitre repre´sente le travail de ma premie`re anne´e de the`se. Il a e´te´ re´dige´ sous
forme d’article ” Real Interpolation of Sobolev spaces” mais dans ce chapitre j’ai
pre´fe´re´ modifier la version pour le rendre plus complet et en une sorte auto-contenu.
Abstract. In this chapter, we prove that W 1p is an interpolation space between W
1
p1
and W 1p2 for q0 < p1 < p < p2 ≤ ∞ on some classes of manifolds and general metric
spaces, where q0 depends on our hypotheses.
Re´sume´. Dans ce chapitre on de´montre que sur certaines varie´te´s Riemanniennes et
espaces me´triques mesure´s, W 1p est un espace d’interpolation entre W
1
p1
et W 1p2 pour
q0 < p1 < p < p2 ≤ ∞, ou` q0 de´pend de nos hypothe`ses.
3.1 Introduction
Do the Sobolev spaces W 1p form a real interpolation scale for 1 < p < ∞? The aim
of this chapter is to provide a positive answer for Sobolev spaces on some metric
spaces. Let us state here our main theorems, in the case of non homogeneous Sobolev
spaces (resp. homogeneous Sobolev spaces) on Riemannian manifolds. For other
metric-measure spaces see sections 3.7 to 3.10 below.
Theorem 3.1.1. Let M be a complete non-compact Riemannian manifold satisfying
the local doubling property (Dloc) and a local Poincare´ inequality (Pqloc), for some
1 ≤ q <∞ (see below for the definitions). Then for q < p <∞, W 1p is an interpolation
space between W 1q and W
1
∞.
To prove Theorem 3.1.1, we will characterize the K functional of interpolation for non
homogeneous Sobolev spaces in the following theorem.
Theorem 3.1.2. Under the hypotheses of Theorem 3.1.1, there exist C1, C2 such
that for all f ∈ W 1q +W 1∞ and all t > 0 we have
(∗loc)
C1t
1
q
(
|f |q∗∗ 1q (t) + |∇f |q∗∗ 1q (t)
)
≤ K(f, t 1q ,W 1q ,W 1∞) ≤ C2t
1
q
(
|f |q∗∗ 1q (t) + |∇f |q∗∗ 1q (t)
)
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where |g|q∗∗ 1q = (|g|q∗∗) 1q .
The key point in the proof of this theorem is a Caldero´n-Zygmund decomposition for
Sobolev functions (see Proposition 3.3.5 in section 3.3).
We mention that the fact that M is complete is not necessary to obtain Theorem
3.1.1 and Theorem 3.1.2 (see Remark 3.4.5 in section 3.4).
For Rn, our result was already proved by Devore and Scherer [17] using spline func-
tions, Caldero´n and Milman [10] using the Whitney extension theorem. Also Bennett
and Sharpley [6] presented a simpler proof based on Whitney’s covering lemma.
Theorem 3.1.3. Let M be a complete non-compact Riemannian manifold satisfying
the global doubling property (D) and a global Poincare´ inequality (Pq) for some 1 ≤
q <∞. Then for q < p <∞,
.
W 1p is an interpolation space between
.
W 1q and
.
W 1∞.
For the characterization of the K-functional for homogeneous Sobolev spaces we have
a weaker result than Theorem 3.1.2 that will be sufficient for us to prove Theorem
3.1.3:
Theorem 3.1.4. Under the hypotheses of Theorem 3.1.3 we have that
1. there exists C1 such that for every F ∈
.
W 1q +
.
W 1∞ and all t > 0
K(F, t
1
q ,
.
W 1q ,
.
W 1∞) ≥ C1t
1
q |∇f |q∗∗ 1q (t) where f ∈
.
E1q +
.
E1∞ and f = F ;
2. for q ≤ p <∞, there exists C2 such that for every F ∈
.
W 1p and every t > 0
K(F, t
1
q ,
.
W 1q ,
.
W 1∞) ≤ C2t
1
q |∇f |q∗∗ 1q (t) where f ∈
.
E1p and f = F.
The reiteration theorem, implies another version of Theorem 3.1.1 and Theorem
3.1.3 and interpolation theorems for linear operators between several Sobolev spaces
can be proved (see sections 3.4 and 3.5 below).
After finishing this work, Martin and Milman communicated to us their recent
paper [33], where they obtain for the Euclidean case (q = 1 as (P1) holds on Rn) that
the functional K defined for every f ∈ W 11 +W 1∞ by
K(f, t) = inf
f=f0+f1
f0∈W 11 , f1∈W 1∞
(‖ |∇f0| ‖1 + t‖ |∇f1| ‖∞)
is equivalent to t|∇f |∗∗(t). We point out that this characterization of the functional
K played an important role in the symmetrization approach to the sharp Gagliardo-
Nirenberg inequalities given in [33]. It seems worth disposing of our more general
version to show similar inequalities on more general spaces. We will treat this topic
in Chapter 7.
Let us briefly comment on the structure of this Chapter. In section 3.2 we review
the notions of doubling property as well as the real K interpolation method. In sec-
tions 3.3 to 3.5, we study in detail the case of a complete non-compact Riemannian
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manifold M satisfying (D) and (Pq) (resp. (Dloc) and (Pqloc)). We briefly mention the
case where M is a compact manifold in section 3.6. In sections 3.7 to 3.10 we extend
our results respectively to the case of metric-measure spaces, Carnot-Carathe´odory
spaces, Weighted Sobolev spaces and finally to Lie Groups, with an appropriate defi-
nition of W 1p . Section 3.11 is devoted for some examples to which our results apply.
The initial motivation of this work was to answer the interpolation question for
.
W 1p explicitly posed in [3] (see section 3.5).
Question: (Dloc) and (Pqloc) are sufficient to interpolate, but are they, and in partic-
ular (Pqloc), necessary?
In the last example of Section 11, we will see that Poincare´ inequality is not a neces-
sary condition to interpolate Sobolev spaces.
Acknowledgements. I am deeply indebted to my Ph.D advisor P. Auscher, who pro-
posed me to study the topic of this paper, and for his constant encouragement and
useful advice. Also I thank P. Hajlasz for his interest in this work and M. Milman
for communicating me his paper with J. Martin [33]. Finally, I am also grateful to G.
Freixas, with whom I had interesting discussions.
3.2 Preliminaries
Throughout this paper we will denote by 1E the characteristic function of a set E and
Ec the complement of E. If X is a metric space, Lip will be the set of real Lipschitz
functions on X and Lip0 the set of real compactly supported Lipschitz functions on
X. For a ball B in a metric space, λB denotes the ball co-centered with B and with
radius λ times that of B. Finally, C will be a constant that may change from an
inequality to another and we will use u ∼ v to say that there exists two constants
C1,C2 > 0 such that C1u ≤ v ≤ C2u.
3.2.1 The doubling property
By metric-measure space, we mean a triple (X, d, µ) where (X, d) is a metric space
and µ a non-negative Borel measure.
Definition 3.2.1. Let (X, d, µ) be a metric-measure space with µ a Borel measure.
Denote by B(x, r) the open ball of center x ∈ X and radius r > 0 and by µ(B(x, r))
its measure. One says that X satisfies the local doubling property (Dloc) if there exist
constants r0 > 0, 0 < C = C(r0) <∞, such that for all x ∈ X, 0 < r < r0 we have
(Dloc) µ(B(x, 2r)) ≤ Cµ(B(x, r)).
And X satisfies a global doubling property or simply doubling property (D) if one can
take r0 =∞. We also say that µ is a locally (resp. globally) doubling Borel measure.
Observe that if X is a metric-measure space satisfying (D) then
diam(X) <∞⇔ µ(X) <∞ ([1]).
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Theorem 3.2.2 (Maximal theorem). ([13]) Let (X, d, µ) be a metric-measure space
satisfying (D). Denote by M the uncentered Hardy-Littlewood maximal function over
open balls of M defined by
Mf(x) = sup
B:x∈B
|f |B
where fE := −
∫
E
fdµ :=
1
µ(E)
∫
E
fdµ. Then
1. µ({x : Mf(x) > λ}) ≤ C
λ
∫
X
|f |dµ for every λ > 0;
2. ‖Mf‖Lp ≤ Cp‖f‖Lp, for 1 < p ≤ ∞.
3.2.2 The K method of real interpolation
The reader is referred to [6], [7] for details on the development of this theory. Here
we only recall the essentials to be used in the sequel.
Let A0, A1 be two normed vector spaces embedded in a topological Hausdorff
vector space V , and define for a ∈ A0 + A1 and t > 0,
K(a, t, A0, A1) = inf
a=a0+a1
(‖a0‖A0 + t‖a1‖A1).
For 0 < θ < 1, 1 ≤ q ≤ ∞, we denote by (A0, A1)θ,q the interpolation space
between A0 and A1:
(A0, A1)θ,q =
{
a ∈ A0 + A1 : ‖a‖θ,q =
(∫ ∞
0
(t−θK(a, t, A0, A1))q
dt
t
) 1
q
<∞
}
.
It is an exact interpolation space of exponent θ between A0 and A1, see [7], Chapter
II.
Definition 3.2.3. Let f be a measurable function on a measure space (X,µ). We
denote by f ∗ its decreasing rearrangement function: for every t > 0,
f ∗(t) = inf {λ : µ({x : |f(x)| > λ}) ≤ t} .
We denote by f ∗∗ the maximal decreasing rearrangement of f : for every t > 0,
f ∗∗(t) =
1
t
∫ t
0
f ∗(s)ds.
It is known that (Mf)∗ ∼ f ∗∗ and µ({x : |f(x)| > f ∗(t)}) ≤ t for all t > 0. We
refer to [6], [7], [9] for other properties of f ∗ and f ∗∗.
To end with the preliminaries let us quote the following classical result ([7] p.109):
Theorem 3.2.4. Let (X,µ) be a measure space where µ is a totally σ-finite positive
measure. Let f ∈ Lp + L∞, 0 < p <∞ where Lp = Lp(X, dµ), we then have:
1. K(f, t, Lp, L∞) ∼
(∫ tp
0
(f ∗(s))pds
) 1
p
and equality holds for p = 1;
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2. for 0 < p0 < p1 ≤ ∞, (Lp0 , Lp1)θ,q = Lpq with equivalent norms, where
1
p
=
1− θ
p0
+
θ
p1
with 0 < θ < 1 , p0 < q ≤ ∞ and Lpq are the Lorentz spaces. In
particular (Lp0 , Lp1)θ,p = Lpp = Lp.
3.3 Non homogeneous Sobolev spaces on Rieman-
nian manifolds
In this section M denotes a complete non-compact Riemannian manifold. We write µ
for the Riemannian measure on M , ∇ for the Riemannian gradient, | · | for the length
on the tangent space (forgetting the subscript x for simplicity) and ‖ · ‖p for the norm
on Lp(M,µ), 1 ≤ p ≤ +∞. Our goal is to prove Theorem 3.1.2.
3.3.1 Non homogeneous Sobolev spaces
Definition 3.3.1 ([2]). Let M be a C∞ Riemannian manifold of dimension n. Write
E1p for the vector space of C
∞ functions ϕ such that ϕ and |∇ϕ| ∈ Lp, 1 ≤ p < ∞.
We define the Sobolev space W 1p as the completion of E
1
p for the norm
‖ϕ‖W 1p = ‖ϕ‖p + ‖ |∇ϕ| ‖p.
We denote W 1∞ for the set of all bounded Lipschitz functions on M .
Proposition 3.3.2. Let M be a complete Riemannian manifold. Then
1. ([2]) C∞0 is dense in W
1
p for 1 ≤ p <∞.
2. ([22]) Lip0 is dense in W
1
p for 1 ≤ p <∞.
Definition 3.3.3 (Poincare´ inequality on M). We say that a complete Riemannian
manifold M satisfying the doubling property admits a local Poincare´ inequality
(Pqloc) for some 1 ≤ q < ∞ if there exist constants r1 > 0, C = C(q, r1) > 0 such
that, for every function f ∈ Lip0 and every ball B of M of radius 0 < r < r1, we have
(Pqloc) −
∫
B
|f − fB|qdµ ≤ Crq −
∫
B
|∇f |qdµ.
M admits a global Poincare´ inequality (Pq) if we can take r1 =∞ in this definition.
Remark 3.3.4. By density of C∞0 in W
1
p , we can replace Lip0 by C
∞
0 .
3.3.2 Estimation of the K-functional of interpolation
In a first step, we prove Theorem 3.1.2 in the global case. This will help us to
understand the proof of the more general local case.
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The global case
Let M be a complete Riemannian manifold satisfying (D) and (Pq), for some 1 ≤ q <
∞. Before we prove Theorem 3.1.2, we make a Caldero´n-Zygmund decomposition for
Sobolev functions inspired by the one done in [3]. For our purposes, we state it for
more general spaces (in [3], the authors only needed the decomposition for the f ’s in
C∞0 ). This will be the principal tool in the estimation of the functional K.
Proposition 3.3.5 (Caldero´n-Zygmund lemma for Sobolev functions). Let M be a
complete non-compact Riemannian manifold satisfying (D). Let 1 ≤ q < ∞ and
assume that M satisfies (Pq). Let q ≤ p < ∞, f ∈ W 1p and α > 0. Then one can
find a collection of balls (Bi)i, functions bi ∈ W 1q and an almost everywhere Lipschitz
function g such that the following properties hold:
(3.1) f = g +
∑
i
bi
(3.2) |g(x)| ≤ Cα and |∇g(x)| ≤ Cα µ− a.e x ∈M
(3.3) supp bi ⊂ Bi,
∫
Bi
(|bi|q + |∇bi|q)dµ ≤ Cαqµ(Bi)
(3.4)
∑
i
µ(Bi) ≤ Cα−p
∫
(|f |+ |∇f |)pdµ
(3.5)
∑
i
χBi ≤ N
where C and N only depend on q, p and on the constants in (D) and (Pq).
Proof. Let f ∈ W 1p , α > 0. Consider Ω = {x ∈M :M(|f |+ |∇f |)q(x) > αq}. If
Ω = ∅, then set
g = f , bi = 0 for all i
so that (3.2) is satisfied thanks to the Lebesgue differentiation theorem. Otherwise
the maximal theorem (Theorem 3.2.2) gives us
µ(Ω) ≤ Cα−p‖(|f |+ |∇f |)q‖
p
q
p
q
≤ Cα−p
(∫
|f |pdµ+
∫
|∇f |pdµ
)
(3.6)
< +∞.
In particular Ω 6= M as µ(M) = +∞. Let F be the complement of Ω. Since Ω is an
open set distinct of M , let (Bi) be a Whitney decomposition of Ω ([14]). That is, the
balls Bi are pairwise disjoint and there exist two constants C2 > C1 > 1, depending
only on the metric, such that
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1. Ω = ∪iBi with Bi = C1Bi and the balls Bi have the bounded overlap property;
2. ri = r(Bi) =
1
2
d(xi, F ) and xi is the center of Bi;
3. each ball Bi = C2Bi intersects F (C2 = 4C1 works).
For x ∈ Ω, denote Ix = {i : x ∈ Bi}. By the bounded overlap property of the balls Bi,
we have that ]Ix ≤ N . Fixing j ∈ Ix and using the properties of the Bi’s, we easily
see that 1
3
ri ≤ rj ≤ 3ri for all i ∈ Ix. In particular, Bi ⊂ 7Bj for all i ∈ Ix.
Condition (3.5) is nothing but the bounded overlap property of the Bi’s and (3.4)
follows from (3.5) and (3.6). The doubling property and the fact that Bi ∩ F 6= ∅
yield:
(3.7)
∫
Bi
(|f |q + |∇f |q)dµ ≤
∫
Bi
(|f |+ |∇f |)qdµ ≤ αqµ(Bi) ≤ Cαqµ(Bi).
Let us now define the functions bi. Let (χi)i be a partition of unity of Ω sub-
ordinated to the covering (Bi), such that for all i, χi is a Lipschitz function sup-
ported in Bi with ‖ |∇χi| ‖∞ ≤ C
ri
. To this end it is enough to choose χi(x) =
ψ(
C1d(xi, x)
ri
)
(∑
k
ψ(
C1d(xk, x)
rk
)
)−1
, where ψ is a smooth function, ψ = 1 on [0, 1],
ψ = 0 on [1+C1
2
,+∞[ and 0 ≤ ψ ≤ 1. We set bi = (f − fBi)χi. It is clear that
supp bi ⊂ Bi. Let us estimate
∫
Bi
|bi|qdµ and
∫
Bi
|∇bi|qdµ:∫
Bi
|bi|qdµ =
∫
Bi
|(f − fBi)χi|qdµ
≤ C(
∫
Bi
|f |qdµ+
∫
Bi
|fBi |qdµ)
≤ C
∫
Bi
|f |qdµ
≤ Cαqµ(Bi).
where we applied Jensen’s inequality in the second estimate, and (3.7) in the last one.
Since ∇
(
(f − fBi)χi
)
= χi∇f + (f − fBi)∇χi, we have by (Pq) and (3.7) that∫
Bi
|∇bi|qdµ ≤ C
(∫
Bi
|χi∇f |qdµ+
∫
Bi
|f − fBi |q|∇χi|qdµ
)
≤ Cαqµ(Bi) + CC
q
rqi
rqi
∫
Bi
|∇f |qdµ
≤ Cαqµ(Bi).
Thus (3.3) is proved.
Set g = f −
∑
i
bi. Since the sum is locally finite on Ω, g is defined almost
everywhere on M and g = f on F . Observe that g is a locally integrable function on
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M . Indeed, let ϕ ∈ L∞ with compact support. Since d(x, F ) ≥ ri for x ∈ supp bi, we
obtain ∫ ∑
i
|bi| |ϕ| dµ ≤
(∫ ∑
i
|bi|
ri
dµ
)
sup
x∈M
(
d(x, F )|ϕ(x)|
)
and ∫ |bi|
ri
dµ =
∫
Bi
|f − fBi |
ri
χidµ
≤
(
µ(Bi)
) 1
q′
(∫
Bi
|∇f |qdµ
) 1
q
≤ Cαµ(Bi).
We used the Ho¨lder inequality, (Pq) and the estimate (3.7), q
′ being the conjugate of q.
Hence
∫ ∑
i
|bi||ϕ|dµ ≤ Cαµ(Ω) sup
x∈M
(
d(x, F )|ϕ(x)|
)
. Since f ∈ L1,loc, we conclude
that g ∈ L1,loc.(Note that since b ∈ L1 in our case, we can say directly that g ∈ L1,loc.
However, for the homogeneous case –section 5– we need this observation to conclude
that g ∈ L1,loc.) It remains to prove (3.2). Note that
∑
i
χi(x) = 1 and
∑
i
∇χi(x) = 0
for all x ∈ Ω. We have
∇g = ∇f −
∑
i
∇bi
= ∇f − (
∑
i
χi)∇f −
∑
i
(f − fBi)∇χi
= 1F (∇f) +
∑
i
fBi∇χi.
By definition of F and the Lebesgue differentiation theorem, we have 1F (|f |+ |∇f |) ≤
α µ−a.e.. We claim that a similar estimate holds for h = ∑i fBi∇χi. We have
|h(x)| ≤ Cα for all x ∈ M . For this, note first that h vanishes on F and is locally
finite on Ω. Then fix x ∈ Ω and let Bj be some Whitney ball containing x. For all
i ∈ Ix, we have |fBi − fBj | ≤ Crjα. Indeed, since Bi ⊂ 7Bj, we get
|fBi − f7Bj | ≤
1
µ(Bi)
∫
Bi
|f − f7Bj |dµ
≤ C
µ(Bj)
∫
7Bj
|f − f7Bj |dµ
≤ Crj(−
∫
7Bj
|∇f |qdµ) 1q
≤ Crjα(3.8)
where we used Ho¨lder inequality, (D), (Pq) and (3.7). Analogously |f7Bj−fBj | ≤ Crjα.
Hence
|h(x)| = |
∑
i∈Ix
(fBi − fBj)∇χi(x)|
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≤ C
∑
i∈Ix
|fBi − fBj |r−1i
≤ CNα.
From these estimates we deduce that |∇g(x)| ≤ Cα µ − a.e.. Let us now esti-
mate ‖g‖∞. We have g = f1F +
∑
i
fBiχi. Since |f |1F ≤ α, it remains to estimate
‖∑i fBiχi‖∞. Let x ∈ Bi, we have
(fBi)
q ≤ C
( 1
µ(Bi)
∫
Bi
|f |dµ
)q
≤
(
M(|f |+ |∇f |)
)q
(y)
≤M(|f |+ |∇f |)q(y)
≤ αq
where y ∈ Bi ∩ F since Bi ∩ F 6= ∅. The second inequality follows from the fact that
(Mf)q ≤Mf q for q ≥ 1.
Hence fBi ≤ α. Since x ∈ Bi, then ]Ix ≤ N and
|g(x)| = |
∑
i∈Ix
fBi |
≤
∑
i∈Ix
|fBi|
≤ Nα.
Therefore ‖g‖∞ ≤ C α µ−a.e.. Thus the proof of Proposition 3.3.5 is complete.
Let us prove the following proposition for later use, although it is not necessary
for the proof of Theorem 3.1.2.
Proposition 3.3.6. The function g of Caldero´n-Zygmund lemma is Lipschitz almost
everywhere on M and |g(x)− g(y)| ≤ Cαd(x, y) almost everywhere.
Proof. To prove this proposition we will distinguish between three cases:
1. Case (x, y) ∈ F × F . Let B be a ball of minimal radius containing x and y.
Then r(B) ∼ d(x, y). We set B0 = B and construct the balls Bi ⊂ B containing
x such that Bi ⊂ Bi−1 and r(Bi) = 12r(Bi−1). Since fBi −→i→∞ f(x) µ − a.e., we
have that for µ− a.e.
|f(x)− fB| ≤
∞∑
i=1
|fBi − fBi−1|
≤ C
(
M(|∇f |q)(x)
) 1
q
∞∑
i=0
r(Bi)
≤ Cαr(B).
47
Similarly for µ−a.e. y ∈ F, |f(y)−fB| ≤ Cαr(B). Then for µ⊗µ−a.e. (x, y) ∈
F × F ,
|g(y)− g(x)| = |f(y)− f(x)|
≤ |f(x)− fB|+ |fB − f(y)|
≤ Cαd(x, y).
2. Case (x, y) ∈ Ω × F . We have g(y) = f(y) = ∑
j
f(y)χj(x) and g(x) =∑
j
fBjχj(x). Hence g(y) − g(x) =
∑
j∈Ix(f(y) − fBj)χj(x). Let us fix i ∈ Ix,
where Ix was defined in the proof of Proposition 3.3.5. Recall that for all j ∈ Ix,
Bj ⊂ 7Bi. We distinguish two subcases:
i. If y ∈ 7Bi, we get
|f(y)− fBj | ≤
−1∑
k=−∞
|fB(y,2krj) − fB(y,2k+1rj)|+ |fB(y,rj) − fBj |
≤
−1∑
k=−∞
−
∫
B(y,2krj)
|f − fB(y,2k+1rj)|+ |fB(y,rj) − fBj |
≤
−1∑
k=−∞
µ(B(y, 2k+1rj))
µ(B(y, 2krj))
−
∫
B(y,2k+1rj)
|f − fB(y,2k+1rj)|+ |fB(y,rj) − fBj |
≤ Cαrj
−1∑
k=−∞
2k + |fB(y,rj) − f(7+ rj
ri
)Bi
|+ |f
(7+
rj
ri
)Bi
− fBj |
≤ Cαrj + C(ri + rj)α
≤ Cαri
≤ Cαd(x, y).
We used here the same argument as in (3.8) and the fact that for x ∈ Bi,
ri ≤ d(x, F ) ≤ d(x, y). Thus
|g(y)− g(x)| ≤
∑
j∈Ix
|f(y)− fBj ||χj(x)|
≤ NCαd(x, y).
ii. If y /∈ 7Bi, we choose z ∈ F ∩ 4Bi. Therefore,
|g(y)− g(x)| ≤ |g(y)− g(z)|+ |g(z)− g(x)|
≤ Cαd(y, z) + Cαd(x, z)
≤ Cαd(x, y) + Cαd(x, z)
≤ Cαd(x, y) + 4Cαri
≤ Cαd(x, y).
We used in the second inequality the first case and part i. of the second
case.
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3. Case (x, y) ∈ Ω× Ω. Let L be a constant with L > 1.
i. If d(x, F ) ≤ Ld(x, y), let ξ ∈ F be such that d(x, F ) < d(x, ξ) ≤ 2d(x, F ).
Then
|g(x)− g(y)| ≤ |g(x)− g(ξ)|+ |g(ξ)− g(y)|
≤ Cαd(x, ξ) + Cαd(ξ, y)
≤ Cαd(x, F ) + Cα(d(ξ, x) + d(x, y))
≤ Cαd(x, y).
ii. If d(x, F ) > Ld(x, y), we have then d(y, F ) > (L − 1)d(x, y) and for all
i ∈ Ix, d(Bi, F ) = ri and ri ≤ d(x, F ) ≤ 3ri. Similarly for all j ∈ Iy, rj ≤
d(y, F ) ≤ 3rj. Fix i ∈ Ix. Then g(z) =
∑
j
(fBj − fBi)χj(z) + fBi for all
z ∈ Ω. Thus
|g(x)− g(y)| ≤
∑
j:x∈Bj or y∈Bj
|fBj − fBi ||χj(x)− χj(y)|.
Since |χj(x) − χj(y)| ≤ Crj d(x, y), it is enough to prove that
∑
j:x∈Bj
|fBj −
fBi | ≤ Crjα and similarly that
∑
j:y∈Bj , x/∈Bj
|fBj − fBi | ≤ Crjα. If j ∈
Ix, we have already seen that Bi ⊂ 7Bj and |fBj − fBi | ≤ Crjα, hence∑
j;x∈Bj
|fBj − fBi | ≤ NCrjα. Now for every j such that y ∈ Bj and x /∈ Bj,
it is enough to prove that Bi ⊂ CBj with C a constant independent of x
and y. So we obtain like in the case where j ∈ Ix, |fBj − fBi | ≤ Crjα and
therefore
∑
j;y∈Bj , x/∈Bj
|fBj − fBi | ≤ NCrjα. Indeed, let z ∈ Bi,
d(xj, z) ≤ d(xj, xi) + d(xi, z)
≤ d(xj, y) + d(y, x) + d(x, xi) + ri
≤ 2ri + d(x, y) + rj
≤ (2 + 3
L
)ri + rj
but
3rj ≥ d(y, F )
≥ (1− 1
L
)d(x, F )
≥ (1− 1
L
)ri.
Thus d(xj, z) ≤ Crj and Bi ⊂ CBj.
Hence g is Cα Lipschitz almost everywhere .
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Remark 3.3.7. The proof of Proposition 3.3.6 has not used any specific property of
Riemannian manifolds and still works for general metric-measure spaces.
Corollary 3.3.8. Under the same hypotheses as in the Caldero´n-Zygmund lemma,
we have:
W 1p ⊂ W 1q +W 1∞ for q ≤ p <∞ .
Proof of Theorem 3.1.2. To prove the left inequality we begin applying Theorem 3.2.4,
part 1.:
K(f, t
1
q , Lq, L∞) ∼
(∫ t
0
(f ∗(s))qds
) 1
q
.
On the other hand (∫ t
0
f ∗(s)qds
) 1
q
=
(∫ t
0
|f(s)|q∗ds
) 1
q
=
(
t|f |q∗∗(t)
) 1
q
where in the first equality we used the fact that f ∗q = (|f |q)∗ and the second follows
from the definition of f ∗∗. We thus get K(f, t
1
q , Lq, L∞) ∼ t
1
q (|f |q∗∗) 1q (t). Moreover,
we have
K(f, t
1
q ,W 1q ,W
1
∞) ≥ K(f, t
1
q , Lq, L∞) +K(|∇f |, t
1
q , Lq, L∞)
since the operator
I +∇ : (W 1q ,W 1∞)→ (Lq, L∞)
is bounded. These two points yield the left inequality.
We will now prove the reverse inequality. We treat first the case when f ∈ W 1p , q ≤
p <∞. Let t > 0, we consider the Caldero´n-Zygmund decomposition of f of Proposi-
tion 3.3.5 with α = α(t) =
(
M(|f |+|∇f |)q
)∗ 1
q
(t). Thus we have f =
∑
i
bi+g = b+g
where (bi)i, g satisfy the properties of the proposition. Hence we get the estimate
‖b‖qq ≤
∫
M
(
∑
i
|bi|)qdµ
≤ N
∑
i
∫
Bi
|bi|qdµ
≤ Cαq(t)
∑
i
µ(Bi)
≤ Cαq(t)µ(Ω).
This follows from the fact that
∑
i
χBi ≤ N and Ω =
⋃
i
Bi. Therefore ‖b‖q ≤
Cα(t)µ(Ω)
1
q and similarly we get ‖ |∇b| ‖q ≤ Cα(t)µ(Ω)
1
q .
Moreover, since (Mf)∗ ∼ f ∗∗ and (f + g)∗∗ ≤ f ∗∗ + g∗∗ (see [6]), we obtain
α(t) = (M(|f |+ |∇f |)q)∗ 1q (t) ≤ C
(
|f |q∗∗ 1q (t) + |∇f |q∗∗ 1q (t)
)
.
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Noting that µ(Ω) ≤ t, we get K(f, t 1q ,W 1q ,W 1∞) ≤ Ct
1
q
(
|f |q∗∗ 1q (t) + |∇f |q∗∗ 1q (t)
)
for
all t > 0 and obtain the desired inequality.
For the general case when f ∈ W 1q +W 1∞, the same argument used in [17] for the
Euclidean case applies. We state it for the sake of completness. Let f ∈ W 1q + W 1∞,
t > 0 and E0 = {x ∈ M ; |f |q(x) > 2|f |q∗(t)}, E1 = {x ∈ M ; |∇f |q(x) > 2|∇f |q∗(t)}.
Take E = E0 ∪ E1, hence µ(E) ≤ t. We choose a sequence εj → 0 with the following
properties:
1. εj ≤ 2−jqt j = 1, 2, ...
2. εj(|f |q + |∇f |q)∗∗(εj) ≤ 2−jqt(|f |q + |∇f |q)∗∗(t) j = 1, 2, ...
This is possible since s(|f |q + |∇f |q)∗∗(s)→ 0 when s→ 0.
Let us fix x0 ∈ M . We denote by B(r) the open ball centered at x0 of radius r and
let rj be a sequence increasing to +∞ such that µ(E ∩ B(rj)c) ≤ εj and rj+1 − rj ≥
1, j = 1, 2.... We take a partition of unity ψj for Aj = B(rj) − B(rj−1) with r0 = 0.
That is
1. 0 ≤ ψj ≤ 1 ∀j and
∑
j
ψj = 1 on M .
2. supp ψj ⊂ {x : rj−1 ≤ d(x0, x) ≤ rj+2} j = 1, 2... .
3. ‖ψj‖W 1∞ ≤ C j = 1, 2... .
We have f =
∑
j
fψj =
∑
j
fj and
(3.9) |fj|q + |∇fj|q = |fψj|q + |∇fψj + f∇ψj|q ≤ C(|f |q + |∇f |q).
Since M is non-atomic and since µ(B(rj−1)c) = +∞ > 2−jqt and supp f qj ⊂ B(rj−1)c,
there exists Fj a measurable subset of M contained in B(rj−1)c such that µ(Fj) = 2−jqt
and
∫
Fj
|fj|qdµ =
∫ 2−jqt
0
|fj|q∗(u)du. Similarly there exists F ′j a measurable subset of M
contained in B(rj−1)c such that µ(F ′j) = 2
−jqt and
∫
F ′j
|∇fj|qdµ =
∫ 2−jqt
0
|∇fj|q∗(u)du
(see [38] Chapter V p.201). So we obtain
2−jqt(|fj|q)∗∗(2−jqt) =
∫
Fj
|fj|qdµ
≤
∫
Fj∩E
|fj|qdµ+
∫
Fj−E
|fj|qdµ
≤ C
(∫
B(rj−1)c∩E
(|f |q + |∇f |q)dµ+ 2−jqt(|f |q∗ + |∇f |q∗)(t)
)
≤ C (εj−1(|f |q + |∇f |q)∗∗(εj−1) + 2−jqt(|f |q∗∗ + |∇f |q∗∗)(t))
≤ C2−jqt(|f |q∗∗ + |∇f |q∗∗)(t).
Indeed, the second inequality follows from (3.9), the third inequality used the fact
that µ(E ∩ B(rj−1)c) ≤ εj−1 and the last inequality follows from the property ii)
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of εj and the fact that (f + g)
∗∗ ≤ f ∗∗ + g∗∗ and f ∗ ≤ f ∗∗. Similarly we have
2−jqt(|∇fj|q)∗∗(2−jqt) ≤ C2−jqt(|f |q∗∗ + |∇f |q∗∗)(t). Now each function fj is in W 1q .
Thus by the first case, there exists gj such that:
‖fj − gj‖W 1q + (2−jqt)
1
q ‖gj‖W 1∞ ≤ C2−jt
1
q
(
|fj|q∗∗
1
q (2−jqt) + |∇fj|q∗∗
1
q (2−jqt)
)
≤ C2−jt 1q
(
|f |q∗∗ 1q (t) + |∇f |q∗∗ 1q (t)
)
.(3.10)
Moreover supp fj ⊂ Aj = B′(rj+2)−B(rj−1) where B′(rj) is the closed ball centered at
x and of radius rj. Therefore we can require that supp gj ⊂ A˜j = B′(rj+3)−B(rj−2).
Indeed, set g˜j = ηjgj where ηj is a smooth function supported in A˜j, ηj = 1 on Aj
and ‖ηj‖W 1∞ ≤ C. We have ‖fj − g˜j‖W 1q = ‖fj − gj‖W 1q + ‖(1 − ηj)gj‖W 1q and since
‖(1− ηj)gj‖W 1q ≤ C
(∫
Acj
|gj|qdµ+
∫
Acj
|∇gj|qdµ
)
≤ C‖fj − gj‖W 1q , we obtain
‖fj − g˜j‖W 1q + (2−jqt)
1
q ‖g˜j‖W 1∞
≤ C‖fj − gj‖W 1q + C2−jt
1
q ‖gj‖W 1∞
≤ C2−jt 1q
(
|f |q∗∗ 1q (t) + |∇f |q∗∗ 1q (t)
)
Thus we assume now that supp gj ⊂ A˜j and define g =
∞∑
j=1
gj. This yields
‖g‖W 1∞ ≤ C sup
j
‖gj‖W 1∞
≤ C
(
|f |q∗∗ 1q (t) + |∇f |q∗∗ 1q (t)
)
because of (3.10). Finally,
‖f − g‖W 1q + t
1
q ‖g‖W 1∞ ≤ C(
∑
j
‖fj − gj‖W 1q + t
1
q ‖g‖W 1∞)
≤ Ct 1q
(
|f |q∗∗ 1q (t) + |∇f |q∗∗ 1q (t)
)
.
Hence K(f, t
1
q ,W 1q ,W
1
∞) ≤ C2t
1
q
(
|f |q∗∗ 1q (t) + |∇f |q∗∗ 1q (t)
)
for every f ∈ W 1q + W 1∞,
and every t > 0. Therefore the proof is complete.
The local case
Let M be a complete non-compact Riemannian manifold satisfying a local doubling
property (Dloc) and a local Poincare´ inequality (Pqloc) for some 1 ≤ q <∞.
Denote by ME the Hardy-Littlewood maximal operator relative to a measurable
subset E of M , that is, for x ∈ E and every f locally integrable function on M :
MEf(x) = sup
B:x∈B
1
µ(B ∩ E)
∫
B∩E
|f |dµ
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where B ranges over all open balls of M containing x and centered in E. We say
that a measurable subset E of M has the relative doubling property if there exists a
constant CE such that for all x ∈ E and r > 0 we have
µ(B(x, 2r) ∩ E) ≤ CEµ(B(x, r) ∩ E).
This is equivalent to saying that the metric-measure space (E, d/E, µ/E) has the dou-
bling property. On such a setME is of weak type (1, 1) and bounded on Lp(E, µ), 1 <
p ≤ ∞.
Proof of Theorem 3.1.2. To fix ideas, we assume without loss of generality r0 = 5,
r1 = 8. The lower bound of K in (∗loc) is trivial (same proof as for the global case).
It remains to prove the upper bound.
For all t > 0, take α = α(t) =
(
M(|f |+ |∇f |)q
)∗ 1
q
(t). Consider
Ω = {x ∈M :M(|f |+ |∇f |)q(x) > αq(t)} .
We have µ(Ω) ≤ t. If Ω = M then∫
M
|f |qdµ+
∫
M
|∇f |qdµ =
∫
Ω
|f |qdµ+
∫
Ω
|∇f |qdµ
≤
∫ µ(Ω)
0
|f |q∗(s)ds+
∫ µ(Ω)
0
|∇f |q∗(s)ds
≤
∫ t
0
|f |q∗(s)ds+
∫ t
0
|∇f |q∗(s)ds
= t
(
|f |q∗∗(t) + |∇f |q∗∗(t)
)
Therefore
K(f, t
1
q ,W 1q ,W
1
∞) ≤ ‖f‖W 1q
≤ Ct 1q
(
|f |q∗∗ 1q (t) + |∇f |q∗∗ 1q (t)
)
.
We thus obtain the upper bound in this case.
Now assume Ω 6= M . Pick a countable set {xj}j∈J ⊂ M, such that M =⋃
j∈J
B(xj,
1
2
) and for all x ∈M , x does not belong to more than N1 balls Bj := B(xj, 1).
Consider a C∞ partition of unity (ϕj)j∈J subordinated to the balls 12B
j such that
0 ≤ ϕj ≤ 1, suppϕj ⊂ Bj and ‖ |∇ϕj| ‖∞ ≤ C uniformly with respect to j. It is
enough to assume f ∈ W 1p , q ≤ p < ∞; as the case f ∈ W 1q + W 1∞ is similar to that
of [17]. So consider f ∈ W 1p . Let fj = fϕj so that f =
∑
j∈J fj. We have for j ∈ J ,
fj ∈ Lp and ∇fj = f∇ϕj +∇fϕj ∈ Lp. Hence fj ∈ W 1p (Bj). The balls Bj satisfy
the relative doubling property with constant independent of the balls Bj. This follows
from the next lemma quoted from [4] p.947 ( see Lemma 2.2.4 in Chapter 2 of this
thesis for the proof).
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Lemma 3.3.9. Let M be a complete Riemannian manifold satisfying (Dloc). Then
the balls Bj above, equipped with the induced distance and measure, satisfy the relative
doubling property (D), with the doubling constant that may be chosen independently
of j. More precisely, there exists C ≥ 0 such that for all j ∈ J
(3.11) µ(B(x, 2r) ∩Bj) ≤ C µ(B(x, r) ∩Bj) ∀x ∈ Bj, r > 0,
and
(3.12) µ(B(x, r)) ≤ Cµ(B(x, r) ∩Bj) ∀x ∈ Bj, 0 < r ≤ 2.
Remark 3.3.10. Noting that the proof in [4] only used the fact that M is a length
space, we see that Lemma 3.3.10 still holds for any length space. Recall that a length
space X is a metric space such that the distance between any two points x, y ∈ X is
equal to the infimum of the lengths of all paths joining x to y (we implicitly assume
that there exists at least one such path). Here a path from x to y is a continuous map
γ : [0, 1]→ X with γ(0) = x and γ(1) = y.
Let us return to the proof of the theorem. For any x ∈ Bj we have
MBj(|fj|+ |∇fj|)q(x) = sup
B:x∈B, r(B)≤2
1
µ(Bj ∩B)
∫
Bj∩B
(|fj|+ |∇fj|)qdµ
≤ sup
B:x∈B, r(B)≤2
C
µ(B)
µ(Bj ∩B)
1
µ(B)
∫
B
(|f |+ |∇f |)qdµ
≤ CM(|f |+ |∇f |)q(x).(3.13)
where we used (3.12) of Lemma 3.3.9. Consider now
Ωj =
{
x ∈ Bj :MBj(|fj|+ |∇fj|)q(x) > Cαq(t)
}
where C is the constant in (3.13). Ωj is an open subset of B
j, hence of M , and
Ωj ⊂ Ω 6= M for all j ∈ J . For the fj’s, and for all t > 0, we have a Caldero´n-
Zygmund decomposition similar to the one done in Proposition 3.3.5: there exist
bjk, gj supported in B
j, and balls (Bjk)k of M , contained in Ωj, such that
(3.14) fj = gj +
∑
k
bjk
(3.15) |gj(x)| ≤ Cα(t) and |∇gj(x)| ≤ Cα(t) for µ− a.e. x ∈M
(3.16) supp bjk ⊂ Bjk,
∫
Bjk
(|bjk|q + |∇bjk|q)dµ ≤ Cαq(t)µ(Bjk)
(3.17)
∑
k
µ(Bjk) ≤ Cα−p(t)
∫
Bj
(|fj|+ |∇fj|)pdµ
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(3.18)
∑
k
χBjk ≤ N
with C and N depending only on q, p and the constants in (Dloc) and (Pqloc). The
proof of this decomposition will be the same as that of Proposition 3.3.5, taking for
all j ∈ J a Whitney decomposition (Bjk)k of Ωj 6= M and using the doubling property
for balls whose radii do not exceed 3 < r0 and the Poincare´ inequality for balls whose
radii do not exceed 7 < r1. For the bounded overlap property (3.18), just note that
the radius of every ball Bjk is less than 1. Then apply the same argument as for
the bounded overlap property of a Whitney decomposition for an homogeneous space,
using the doubling property for balls with sufficiently small radii.
By the above decomposition we can write f =
∑
j∈J
∑
k
bjk +
∑
j∈J
gj = b + g. Let us
now estimate ‖b‖W 1q and ‖g‖W 1∞ .
‖b‖qq ≤ N1N
∑
j
∑
k
‖bjk‖qq
≤ Cαq(t)
∑
j
∑
k
(µ(Bjk))
≤ NCαq(t)
(∑
j
µ(Ωj)
)
≤ N1Cαq(t)µ(Ω).
We used the bounded overlap property of the (Ωj)j∈J ’s and that of the (Bjk)k’s for all
j ∈ J . It follows that ‖b‖q ≤ Cα(t)µ(Ω)
1
q . Similarly we get ‖ |∇b| ‖q ≤ Cα(t)µ(Ω)
1
q .
For g we have
‖g‖∞ ≤ sup
x
∑
j∈J
|gj(x)|
≤ sup
x
N1 sup
j∈J
|gj(x)|
≤ N1 sup
j∈J
‖gj‖∞
≤ Cα(t).
Analogously ‖ |∇g| ‖∞ ≤ Cα(t). Then
K(f, t
1
q ,W 1q ,W
1
∞) ≤ ‖b‖W 1q + t
1
q ‖g‖W 1∞
≤ Cα(t)µ(Ω) 1q + Ct 1qα(t)
≤ Ct 1qα(t)
∼ Ct 1q (|f |q∗∗ 1q (t) + |∇f |q∗∗ 1q (t))
and the proof is therefore complete.
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3.4 Interpolation Theorems
In this section we establish our interpolation Theorem 3.1.1 and some consequences for
non homogeneous Sobolev spaces on a complete non-compact Riemannian manifold
M satisfying (Dloc) and (Pqloc) for some 1 ≤ q < ∞. For q < p < ∞, we define the
interpolation space W 1p,q between W
1
q and W
1
∞ by
W 1p,q = (W
1
q ,W
1
∞)1− qp ,p.
Thanks to the previous results we know that
‖f‖1− q
p
,p ∼
{∫ ∞
0
(t
1
p |f |q∗∗ 1q (t))pdt
t
} 1
p
+
{∫ ∞
0
(t
1
p |∇f |q∗∗ 1q (t))pdt
t
} 1
p
.
We claim that W 1p,q = W
1
p , with equivalent norms. Indeed,
‖f‖1− q
p
,p ∼
{∫ ∞
0
|f |q∗∗ pq (t)dt
} 1
p
+
{∫ ∞
0
|∇f |q∗∗ pq (t)dt
} 1
p
= ‖f q∗∗‖
1
q
p
q
+ ‖|∇f |q∗∗‖
1
q
p
q
∼ ‖f q‖
1
q
p
q
+ ‖|∇f |q‖
1
q
p
q
= ‖f‖p + ‖|∇f |‖p
= ‖f‖W 1p ,
where we used that for r > 1, ‖f ∗∗‖r ∼ ‖f‖r (see [38] Chapter V: Lemma 3.21 p.191
and Theorem 3.21 p.201). Moreover, from Corollary 3.3.8, we have W 1p ⊂ W 1q + W 1∞
for q < p < ∞. Therefore W 1p is an interpolation space between W 1q and W 1∞ for
q < p <∞.
Let us recall some known facts about Poincare´ inequality with varying q.
It is known that (Pqloc) implies (Pploc) when p ≥ q (see [27]). Thus, if the set of q
such that (Pqloc) holds is not empty, then it is an interval unbounded on the right. A
recent result of Keith and Zhong [31] asserts that this interval is open in [1,+∞[.
Theorem 3.4.1. Let (X, d, µ) be a complete metric-measure space with µ locally dou-
bling and admitting a local Poincare´ inequality (Pqloc), for some 1 < q < ∞. Then
there exists ε > 0 such that (X, d, µ) admits (Pploc) for every p > q − ε.
Here, the definition of (Pqloc) is that of section 3.7. It reduces to the one of section
3.3 when the metric space is a Riemannian manifold.
Comment on the proof of this theorem. The proof goes as in [31] where this theorem is
proved for X satisfying (D) and admitting a global Poincare´ inequality (Pq). By using
the same argument and choosing sufficiently small radii for the considered balls, (Pqloc)
will give us (P(q−ε)loc) for every ball of radius less than r2, for some r2 < min(r0, r1),
r0, r1 being the constants given in the definitions of local doubling property and local
Poincare´ inequality.
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Define AM = {q ∈ [1,∞[: (Pqloc) holds } and q0M = inf AM . When no confusion
arises, we write q0 instead of q0M . We have then
Corollary 3.4.2 (The reiteration theorem). For all q0 < p1 < p < p2 ≤ ∞, W 1p is an
interpolation space between W 1p1 and W
1
p2
.
Proof. Since p1 > q0, there exists q ∈ AM such that q0 < q < p1. Take 0 < η < 1
for which 1
p
= (1− η) 1
p1
+ η 1
p2
. Then 1− q
p
= (1− η)(1− q
p1
) + η(1− q
p2
). The W 1pi,q,
i = 1, 2, being complete (because W 1q and W
1
∞ are), we have
(W 1p1 ,W
1
p2
)η,p =(W
1
p1,q
,W 1p2,q)η,p
= (W 1q ,W
1
∞)1− qp ,p
= W 1p,q
= W 1p .
Remark 3.4.3. If (P1loc) holds, then q0 = 1 and all the strict inequalities at q0 become
large.
Theorem 3.4.4. Let M and N be two complete non-compact Riemannian manifolds
satisfying (Dloc). Assume that q0M and q0N are well defined. Take q0M < p1 ≤
p2 ≤ ∞, q0N < r1, r, r2 ≤ ∞. Let T be a bounded linear operator from W 1pi(M) to
W 1ri(N) of norm Mi, i = 1, 2. Then for every couple (p, r) such that p ≤ r and
(1
p
, 1
r
) = (1 − θ)( 1
p1
, 1
r1
) + θ( 1
p2
, 1
r2
), 0 < θ < 1, T is bounded from W 1p (M) to W
1
r (N)
with norm M ≤ CM1−θ0 M θ1 .
Proof.
‖Tf‖W 1r (N) ≤ C‖Tf‖(W 1r1 (N),W 1r2 (N))θ,r
≤ CM1−θ0 M θ1‖f‖(W 1p1 (M),W 1p2 (M))θ,r
≤ CM1−θ0 M θ1‖f‖(W 1p1 (M),W 1p2 (M))θ,p
≤ CM1−θ0 M θ1‖f‖W 1p (M)
where we used the fact that Kθ,q is an exact interpolation functor of exponent θ,
that W 1p (M) = (W
1
p1
(M),W 1p2(M))θ,p, W
1
r (N) = (W
1
r1
(N),W 1r2(N))θ,r with equivalent
norms and that (W 1p1(M),W
1
p2
(M))θ,p ⊂ (W 1p1(M),W 1p2(M))θ,r if p ≤ r.
Remark 3.4.5. Let M be a Riemannian manifold, not necessarily complete, satisfying
(Dloc). Assume that for some 1 ≤ q < ∞, a weak local Poincare´ inequality holds for
all C∞ functions, that is there exists r1 > 0, C = C(q, r1), λ ≥ 1 such that for all
f ∈ C∞ and all ball B of radius r < r1 we have(
−
∫
B
|f − fB|qdµ
) 1
q ≤ Cr
(
−
∫
λB
|∇f |qdµ
) 1
q
.
Then, we obtain the characterization of K as in Theorem 3.1.2 and we get by inter-
polating a result analogous to Theorem 3.1.1.
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3.5 Homogeneous Sobolev spaces on Riemannian
manifolds
Definition 3.5.1. Let M be a C∞ Riemannian manifold of dimension n. For 1 ≤
p ≤ ∞, we define
.
E1p to be the vector space of distributions ϕ with |∇ϕ| ∈ Lp, where
∇ϕ is the distributional gradient of ϕ. It is well known that the elements of
.
E1p are in
Lp,loc. We equip
.
E1p with the semi norm
‖ϕ‖ .
E1p
= ‖ |∇ϕ| ‖p.
Definition 3.5.2. We define the homogeneous Sobolev space
.
W 1p as the quotient space
.
E1p/R for the norm
‖ φ‖ .
W 1p
= inf
{
‖ |∇ϕ| ‖p, ϕ ∈
.
E1p , ϕ = φ
}
.
Remark 3.5.3. For all ϕ ∈
.
E1p , ‖ϕ‖ .W 1p = ‖ |∇ϕ| ‖p.
Proposition 3.5.4. 1. ([22])
.
W 1p is a Banach space.
2. C∞(M) ∩
.
W 1p is dense in
.
W 1p for 1 ≤ p <∞.
3. Let 1 ≤ p < ∞ and f ∈
.
E1p . Then, to every ε > 0 there exists h ∈ C∞ such that
‖f − h‖W 1p < ε.
Proof. We prove items 2. and 3. at the same time. Consider locally finite coverings
of M , (Uk)k, (Vk)k with Uk ⊂ Vk, Vk being endowed with a real coordinate chart ψk.
Let (ϕk)k be a partition of unity subordinated to the covering (Uk)k, that is, for all
k ϕk is a C
∞ function compactly supported in Uk, 0 ≤ ϕk ≤ 1 and
∑∞
k=1 ϕk = 1.
Let F ∈
.
W 1p , f ∈
.
E1p , f = F . We have f =
∑
k fϕk :=
∑
k fk. Take ε > 0. The
functions gk = fk ◦ ψ−1k (which belongs to W 1p (Rn) since f and |∇f | ∈ Lp,loc) can be
approximated by smooth functions wk (standard approximation by convolution) in
such a way that suppwk ⊂ ψk(Vk) and ‖gk − wk‖W 1p ≤ ε2k . Define
hk(x) =
{
wk ◦ ψk(x) if x ∈ Vk,
0 otherwise.
Thus supphk ⊂ Vk and
‖fk − hk‖p =
(∫
Vk
|fk − hk|pdµ
) 1
p
= ‖gk − wk‖p ≤ ε
2k
.
‖ |∇(fk − hk)| ‖p =
(∫
Vk
|∇(fk − hk)|pdµ
) 1
p
= ‖ |∇(gk − wk)| ‖p ≤ ε
2k
.
Hence the series
∑
k(fk−hk) is convergent in W 1p . We have also
∑
k(fk−hk) = f −h
where h =
∑
k hk, so f − h ∈ W 1p and ‖f − h‖W 1p ≤
∑
k ‖fk − hk‖W 1p ≤ ε.
Thus h = (h− f) + f ∈
.
E1p and ‖F − h‖ .W 1p ≤ ‖f − h‖ .E1p ≤ ε.
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Proposition 3.5.5 (Caldero´n-Zygmund lemma for Sobolev functions). Let M be a
complete non-compact Riemannian manifold satisfying (D). Let 1 ≤ q <∞. Assume
that M admits a Poincare´ inequality (Pq) for all f ∈ C∞, that is there exists a constant
C > 0 such that for all f ∈ C∞ and for every ball B of M of radius r > 0 we have
(Pq)
(
−
∫
B
|f − fB|qdµ
) 1
q
≤ Cr
(
−
∫
B
|∇f |qdµ
) 1
q
.
Let q ≤ p < ∞, f ∈
.
E1p and α > 0. Then there exist a collection of balls (Bi)i,
functions bi ∈
.
E1q and a function g Lipschitz almost everywhere such that the following
properties hold :
(3.19) f = g +
∑
i
bi
(3.20) |∇g(x)| ≤ C α µ− a.e.
(3.21) supp bi ⊂ Bi and
∫
Bi
|∇bi|qdµ ≤ Cαqµ(Bi)
(3.22)
∑
i
µ(Bi) ≤ Cα−p
∫
|∇f |pdµ
(3.23)
∑
i
χBi ≤ N
with C and N depending only on q, p and the constant in (D).
Proof. The proof goes as in the case of non homogeneous Sobolev spaces, but taking
Ω = {x ∈M :M(|∇f |q)(x) > αq} as ‖f‖p is not under control. We note that in the
non homogeneous case, we used that f ∈ Lp only to control g ∈ L∞ and b ∈ Lq.
Remark 3.5.6. It is sufficient for us that the Poincare´ inequality holds for all f ∈
.
E1p .
Proposition 3.5.7. The function g of Caldero´n-Zygmund lemma is Lipschitz almost
everywhere on M and |g(x)− g(y)| ≤ Cαd(x, y) almost everywhere.
Proof. Same proof as that of Proposition 3.3.6.
Corollary 3.5.8. Under the same hypotheses as in the Caldero´n-Zygmund lemma,
we have .
W 1p ⊂
.
W 1q +
.
W 1∞ for q ≤ p <∞ .
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Proof of Theorem 3.1.4. The proof of item 1. is the same as in the non homogeneous
case. Let us turn to inequality 2.. For F ∈
.
W 1p we take f ∈
.
E1p with f = F . Let
t > 0 and α(t) =
(
M(|∇f |q)
)∗ 1
q
(t). By the Caldero´n-Zygmund decomposition with
α = α(t), f can be written f = b + g, hence F = b + g, with ‖b‖ .
W 1q
= ‖ |∇b| ‖q ≤
Cα(t)µ(Ω)
1
q and ‖g‖ .
W 1∞
= ‖ |∇g| ‖∞ ≤ Cα(t). Since for α = α(t) we have µ(Ω) ≤ t,
we get then K(F, t
1
q ,
.
W 1q ,
.
W 1∞) ≤ Ct
1
q |∇f |q∗∗ 1q (t).
Proof of Theorem 3.1.3. The proof follows directly from Theorem 3.1.4. Indeed, item
1. of Theorem 3.1.4 yields
(
.
W 1q ,
.
W 1∞)1− qp ,p ⊂
.
W 1p
with ‖F‖ .
W 1p
≤ C‖F‖1− q
p
,p, while item 2. gives us that
.
W 1p ⊂ (
.
W 1q ,
.
W 1∞)1− qp ,p
with ‖F‖1− q
p
,p ≤ C‖F‖ .W 1p . Hence
.
W 1p = (
.
W 1q ,
.
W 1∞)1− qp ,p
with equivalent norms.
Corollary 3.5.9 (The reiteration theorem). Let M be a complete non-compact Rie-
mannian manifold satisfying (D) and (Pq) for some 1 ≤ q < ∞. Define q0 =
inf {q ∈ [1,∞[: (Pq) holds }. For q0 < p1 < p < p2 ≤ ∞,
.
W 1p is an interpolation
space between
.
W 1p1 and
.
W 1p2.
Application
Before we give the application which motivated this work, we need the following
proposition:
Proposition 3.5.10. Let M be a complete Riemannian manifold satisfying (D) and
admitting a Poincare´ inequality (Pp) for some 1 < p < ∞ as defined in Proposition
3.5.5. Then, Lip∩
.
W 1p is dense in
.
W 1p .
Proof. Theorem 3.4.1 proves that M admits a Poincare´ inequality (Pq) for some 1 ≤
q < p. Let F ∈
.
W 1p , f ∈
.
E1p with f = F . For every n ∈ N∗, consider the Caldero´n-
Zygmund decomposition of Proposition 3.5.5 with α = n. Take a compact K of M .
We have ∫
K
|f − gn|qdµ =
∫
K∩(∪iBi)
|
∑
i
bi|qdµ
=
∫
∪iK∩Bi
|
∑
i
bi|qdµ
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≤ C
∑
i
∫
K∩Bi
|f − fBi |q
rqi
d(x, Fn)
qdµ
≤ C sup
x∈K
(d(x, Fn))
q
∑
i
∫
Bi
|∇f |qdµ
≤ C sup
x∈K
(d(x, F1))
q
∑
i
nqµ(Bi)
≤ Cnq−p‖ |∇f | ‖pp.
Letting n→∞, we get that ∫
K
|f − gn|qdµ→ 0. Then f − gn −→
n→∞
0 in the distribu-
tional sense. On the other hand,∫
M
|∇f −∇gn|pdµ =
∫
Ωn
|∇f −∇gn|pdµ ≤ C
∫
Ωn
|∇f |pdµ+ Cnpµ(Ωn) ≤ C.
Thus, (∇f − ∇gn)n is bounded in Lp. Since Lp is reflexive for p > 1, there exists
a subsequence, which we denote also by (∇f − ∇gn)n, converging weakly in Lp to
a vector field l. Hence (∇f − ∇gn)n converges to l in the distributional sense. The
unicity of the limit gives us l = 0. By Mazur’s Lemma, we find a sequence (hn) of
convex combinations of (∇(f − gn)) such that hn =
∑n
k=1 an,k∇(f − gk), an,k ≥ 0,∑n
k=1 an,k = 1, that converges to 0 in Lp. Since hn = ∇f−∇ln with ln =
∑n
k=1 an,kgk,
we obtain ln −→
n→∞
f in
.
E1p and then ln −→
n→∞
F in
.
W 1p .
Consider now a complete non-compact Riemannian manifold M satisfying (D) and
(Pq) for some 1 ≤ q < 2. Let ∆ be the Laplace-Beltrami operator. Consider the linear
operator ∆
1
2 :
∆
1
2f = c
∫ ∞
0
∆e−t∆f
dt√
t
, f ∈ C∞0
where c = pi−
1
2 . ∆
1
2 can be defined for f ∈ Lip as a measurable function (see [3]).
In [3], Auscher and Coulhon proved that on such a manifold, we have
µ
{
x ∈M : |∆ 12f(x)| > α
}
≤ C
αq
‖ |∇f | ‖q
for f ∈ C∞0 , with q ∈ [1, 2[. In fact one can check that the argument applies to all
f ∈ Lip∩
.
E1q and since ∆
1
2 1 = 0, ∆
1
2 can be defined on Lip∩
.
W 1q by taking quotient
which we keep calling ∆
1
2 . Moreover, Proposition 3.5.10 gives us that ∆
1
2 has a
bounded extension from
.
W 1q to Lq,∞ for q > 1 . Since we already have
‖∆ 12f‖2 ≤ ‖ |∇f | ‖2
then by Corollary 3.5.9, we see at once
(3.24) ‖∆ 12f‖p ≤ Cp‖ |∇f | ‖p
for all q < p ≤ 2 and f ∈
.
W 1p , without using the argument in [3]. If q = 1, we get
similarly (3.24) for 1 < p ≤ 2, considering (Pq+ε) for some 1 < q + ε < p instead of
(Pq).
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3.6 Sobolev spaces on compact manifolds
Let M be a C∞ compact manifold equipped with a Riemannian metric. M satisfies
then the doubling property (D) and the Poincare´ inequality (P1).
Theorem 3.6.1. Let M be a C∞ compact Riemannian manifold. There exist C1, C2
such that for all f ∈ W 11 +W 1∞ and all t > 0 we have
(∗comp) C1t
(
|f |∗∗(t) + |∇f |∗∗(t)
)
≤ K(f, t,W 11 ,W 1∞) ≤ C2t
(
|f |∗∗(t) + |∇f |∗∗(t)
)
.
Proof. It remains to prove the upper bound for K as the lower bound is trivial.
Indeed, let us consider for all t > 0 and for α(t) = (M(|f |+ |∇f |))∗ (t), Ω =
{x ∈M ;M(|f |+ |∇f |)(x) ≥ α(t)}. If Ω 6= M , we have the Caldero´n-Zygmund de-
composition as in Proposition 3.3.5 with q = 1 and the proof will be the same as the
proof of Theorem 3.1.2 in the global case. Now if Ω = M , we prove the upper bound
by the same argument used in the proof of Theorem 3.1.2 in the local case. Thus we
obtain in the two cases the right hand inequality of (∗comp) for all f ∈ W 11 +W 1∞.
It follows that:
Theorem 3.6.2. For all 1 ≤ p1 < p < p2 ≤ ∞, W 1p is an interpolation space between
W 1p1 and W
1
p2
.
3.7 Metric-measure Spaces
In this section we will consider (X, d, µ) a metric-measure space with µ doubling.
3.7.1 Upper gradients and Poincare´ inequality
Definition 3.7.1 (Upper gradient). Let u : X → R be a Borel function. We say that
a Borel function g : X → [0,+∞] is an upper gradient of u if |u(γ(a)) − u(γ(a))| ≤∫ b
a
g(γ(t))dt for all 1-Lipschitz curve γ : [a, b]→ X. 1
Remark 3.7.2. If X is a Riemannian manifold, |∇u| is an upper gradient of u ∈ Lip
and |∇u| ≤ g for all g upper gradient of u.
Definition 3.7.3. For every locally Lipschitz continuous function u defined on a open
set of X, we define
Lipu(x) =
{
lim supy→x
y 6=x
|u(y)−u(x)|
d(y,x)
if x is not isolated,
0 otherwise.
Remark 3.7.4. Lipu is an upper gradient of u.
1Since every rectifiable curve admits an arc-length parametrization that make curve 1-Lipschiz,
the class of 1-Lipschtiz curves coincides with the class of rectifiable curves, modulo a parameter
change.
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Definition 3.7.5 (Poincare´ Inequality). A metric-measure space (X, d, µ) is said to
admit a weak local Poincare´ inequality (Pqloc) for some 1 ≤ q < ∞, if there exist
r1 > 0, λ ≥ 1, C = C(q, r1) > 0, such that for every continuous function u and upper
gradient g of u, and for every ball B of radius 0 < r < r1 the following inequality
holds:
(Pqloc)
(
−
∫
B
|u− uB|qdµ
) 1
q ≤ Cr
(
−
∫
λB
gqdµ
) 1
q
.
If λ = 1, we say that we have a strong local Poincare´ inequality.
X admits a global Poincare´ inequality or simply a Poincare´ inequality (Pq) if one can
take r1 =∞.
3.7.2 Interpolation of the Sobolev spaces H1p
Before defining the Sobolev spaces H1p it is convenient to recall the following proposi-
tion:
Proposition 3.7.6. (see [26] and [11] Th.4.38) Let (X, d, µ) be a complete metric-
measure space, with µ doubling and satisfying a weak Poincare´ inequality (Pq) for some
1 < q < ∞. Then there exist an integer N , C ≥ 1 and a linear operator D which
associates to each locally Lipschitz function u a measurable function Du : X → RN
such that :
1. if u is L Lipschitz, then |Du| ≤ CL µ− a.e.;
2. if u is locally Lipschitz and constant on a measurable set E ⊂ X, then Du =
0 µ− a.e. on E;
3. for locally Lipschitz functions u and v, D(uv) = Duv + v Du;
4. for each locally Lipschitz function u, Lipu ≤ |Du| ≤ C Lipu, and hence (u, |Du|)
satisfies the weak Poincare´ inequality (Pq) .
We define now H1p = H
1
p (X, d, µ) for 1 ≤ p <∞ as the closure of locally Lipschitz
functions for the norm
‖u‖H1p = ‖u‖p + ‖ |Du| ‖p ∼ ‖u‖p + ‖Lipu‖p.
We denote H1∞ for the set of all bounded Lipschitz functions on X.
In the remaining part of this section, we consider (X, d, µ) a complete non-compact
metric-measure space with µ doubling. We also assume that X admits a Poincare´
inequality (Pq) for some 1 < q < ∞ as defined in Definition 3.7.5. By [30], Theorem
1.3.4, this is equivalent to say that there exists C > 0 such that for all f ∈ Lip and
for every ball B of X of radius r > 0 we have
(Pq)
∫
B
|f − fB|qdµ ≤ Crq
∫
B
|Lip f |qdµ.
Define q0 = inf {q ∈]1,∞[: (Pq) holds }.
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Lemma 3.7.7. Under these hypotheses, and for q0 < p < ∞, Lip ∩ H1p is dense in
H1p .
Proof. In [25] it was proved that for all 1 < p < ∞, Lip ∩M1p is dense in M1p when
X is of bounded diameter. The proof follows exactly the same argument if we do
not make any assumption on the diameter of X. Noting that under our hypotheses
H1p = M
1
p (see [27]), we get the lemma.
Proposition 3.7.8. Caldero´n-Zygmund lemma for Sobolev functions
Let (X, d, µ) be a complete non-compact metric-measure space with µ doubling, ad-
mitting a Poincare´ inequality (Pq) for some 1 < q < ∞. Then, Caldero´n-Zygmund
decomposition of Proposition 3.3.5 still holds in the present situation for f ∈ Lip∩H1p ,
q ≤ p <∞, replacing ∇f by Lip f .
Proof. The proof is similar, replacing ∇f by Df , using that D of Proposition 3.7.6
is linear. Since the χi are
C
ri
Lipschitz then ‖Dχi‖∞ ≤ Cri by item 1. of Theorem
3.7.6 and the bi’s are Lipschitz. We can see that g is also Lipschitz (see Remark 3.3.7
after Proposition 3.3.6). Using also the finite additivity of D and the property 2. of
Proposition 3.7.6, we get the equality µ− a.e.
Dg = Df −D(
∑
i
bi) = Df − (
∑
i
Dbi).
The rest of the proof goes as in Proposition 3.3.5.
Theorem 3.7.9. Let (X, d, µ) be a complete non-compact metric-measure space with
µ doubling, admitting a Poincare´ inequality (Pq) for some 1 < q < ∞. Then, there
exists C1, C2 such that for all f ∈ H1q +H1∞ and all t > 0 we have
(∗met)
C1t
1
q
(
|f |q∗∗ 1q (t)+|Lip f |q∗∗ 1q (t)
)
≤ K(f, t 1q , H1q , H1∞) ≤ C2t
1
q
(
|f |q∗∗ 1q (t)+|Lip f |q∗∗ 1q (t)
)
.
Proof. We have (∗met) for all f ∈ Lip∩H1q from the Caldero´n-Zygmund decomposition
that we have done. Now for f ∈ H1q , by Lemma 3.7.7, f = lim
n
fn in H
1
q , with fn
Lipschitz and ‖f − fn‖H1q < 1n for all n. Since for all n, fn ∈ Lip, there exist gn, hn
such that fn = hn + gn and ‖hn‖H1q + t
1
q ‖gn‖H1∞ ≤ Ct
1
q
(
|fn|q∗∗
1
q (t) + |Lip fn|q∗∗
1
q (t)
)
.
Therefore we find
‖f − gn‖H1q + t
1
q ‖gn‖H1∞ ≤ ‖f − fn‖H1q + (‖hn‖H1q + t
1
q ‖gn‖H1∞)
≤ 1
n
+ Ct
1
q
(
|fn|q∗∗
1
q (t) + |Lip fn|q ∗∗
1
q (t)
)
.
Letting n→∞, since |fn|q −→
n→∞
|f |q in L1 and |Lip fn|q −→
n→∞
|Lip f |q in L1, it comes
|fn|q∗∗(t) −→
n→∞
|f |q∗∗(t) and |Lip fn|q∗∗(t) −→
n→∞
|Lip f |q∗∗(t) for all t > 0. Hence (∗met)
holds for f ∈ H1q . We prove (∗met) for f ∈ H1q +H1∞ by the same argument of [17].
Theorem 3.7.10 (Interpolation Theorem). Let (X, d, µ) be a complete non-compact
metric-measure space with µ doubling, admitting a Poincare´ inequality (Pq) for some
1 < q < ∞. Then, for q0 < p1 < p < p2 ≤ ∞, H1p is an interpolation space between
H1p1 and H
1
p2
.
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Proof. Theorem 3.7.9 provides us with all the tools needed for interpolating, as we
did in the Riemannian case. In particular, we get Theorem 3.7.10.
We obtain then all the results of section 3.4, but now for metric-measure spaces.
Remark 3.7.11. Other Sobolev spaces on metric-measure spaces were introduced in
the last few years, for instance M1p , N
1
p , C
1
p , P
1
p . If X is a complete metric-measure
space satisfying (D) and (Pq) for some 1 < q < ∞, it can be shown that for q0 <
p ≤ ∞, all the mentioned spaces are equal to H1p with equivalent norms (see [27]). In
conclusion our interpolation result carries over to those Sobolev spaces.
Definition 3.7.12. A metric space X is called λ-quasi-convex if for all x1, x2 ∈ X,
there exists a rectifiable curve from x1 to x2 of length at most λd(x1, x2).
One can associate, canonically, to a λ-quasi-convex metric space a length metric space,
which is λ-bi-Lipschitz to the original one (see [11]).
Remark 3.7.13. The purpose of this remark is to extend our results to local as-
sumptions. Assume that (X, d, µ) is a complete metric-measure space, with µ locally
doubling, and admitting a local Poincare´ inequality (Pqloc) for some 1 < q <∞. Since
X is complete and (X,µ) satisfies a local doubling condition and a local Poincare´
inequality (Pqloc), then according to an observation of David and Semmes (see [11]),
every ball B(z, r), with 0 < r < min(r0, r1), is λ = λ(C(r0), C(r1)) quasi-convex,
C(r0) and C(r1) being the constants appearing in the local doubling property and in
the local Poincare´ inequality. Then, for 0 < r < min(r0, r1), B(z, r) is λ bi-Lipschitz
to a length space. Hence, we get a result analogous to Theorem 3.7.9. Indeed, the
proof goes as that of Theorem 3.1.2 in the local case noting that the Bj’s considered
there are then λ bi-Lipschitz to a length space with λ independent of j. Thus, Lemma
3.3.9 still holds (see Remark 3.3.10). Therefore, we get the characterization (∗met) of
K and by interpolating, we obtain the correspondance analogue of Theorem 3.7.10.
3.8 Carnot-Carathe´odory spaces
We refer to [27] for a survey on the theory of Carnot-Carathe´odory spaces.
Let Ω ⊂ Rn be a connected open set, X = (X1, ..., Xk) a family of vector
fields defined on Ω, with real locally Lipschitz continuous coefficient and |Xu(x)| =( k∑
j=1
|Xju(x)|2
) 1
2
. We equip Ω with the Lebesgue measure Ln and the Carnot-Carathe´odory
metric ρ associated to the Xi. Before continuing, let us recall the definition of the
Carnot-Carathe´odory metric.
Definition 3.8.1. An absolutely continuous curve γ : [a, b] 7→ Ω is admissible if
there exist measurable functions cj(t), a ≤ t ≤ b such that
k∑
j=1
c2j(t) ≤ 1 and γ′(t) =
k∑
j=1
cj(t)Xj(γ(t)).
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Definition 3.8.2. Carnot-Carathe´odory metric: Let x, y ∈ Ω, we define
ρ(x, y) = inf{T > 0; ∃ γ admissible : [0, T ] 7→ Ω , γ(0) = x , γ(T ) = y}.
If such a γ does not exist we set ρ(x, y) =∞. If ρ(x, y) <∞ ∀x, y ∈ Ω, then ρ defines
a distance called Carnot-Carathe´odory distance and the map id : (Ω, ρ) 7→ (Ω, |.|) is
continuous.
For the rest of the section, we assume that ρ defines a distance. Then, the metric
space (Ω, ρ) is a length space.
Proposition 3.8.3. |Xu| is an upper gradient of u ∈ C∞(Ω) on (Ω, ρ).
Theorem 3.8.4. Assume that id : (Ω, ρ)→ (Ω, |.|) is an homeomorphism. Then the
space (Ω, ρ,Ln) admits a weak local Poincare´ inequality (Pqloc), for some 1 ≤ q < ∞
as defined in Definition 3.7.5, if and only if there exist r1 > 0, λ ≥ 1 and C = C(q, r1)
such that (
−
∫
B˜
|u− uB˜|qdx
) 1
q
≤ Cr
(
−
∫
λB˜
|Xu|qdx
) 1
q
for all B˜ with radius r < r1 and λB˜ ⊂ Ω, and u ∈ C∞(λB˜), where B˜ is the ball
relative to the metric ρ of Carnot-Carathe´odory.
Definition 3.8.5. Let 1 ≤ p ≤ ∞. We define W 1p,X(Ω) as the set of f ∈ Lp(Ω) such
that |Xf | ∈ Lp(Ω), where Xf is defined in the distributional sense. We equip this
space with the norm
‖f‖W 1p,X = ‖f‖Lp(Ω) + ‖ |Xf | ‖Lp(Ω)
Remark 3.8.6. ([21]) For 1 ≤ p < ∞, W 1p,X(Ω) is nothing but the completion of
C∞(Ω) for this norm.
Theorem 3.8.7. Consider (Ω, ρ,Ln) where Ω is a connected open subset of Rn. Let
1 ≤ q < ∞. We assume that Ln is locally doubling, that id is an homeomorphism
and that the space admits a weak local Poincare´ inequality (Pqloc). Then, there exists
C1, C2 such that for every f ∈ W 1q,X +W 1∞,X and all t > 0, we have
C1t
1
q
(
|f |q∗∗ 1q (t)+|Xf |q∗∗ 1q (t)
)
≤ K(f, t 1q ,W 1q,X ,W 1∞,X) ≤ C2t
1
q
(
|f |q∗∗ 1q (t)+|Xf |q∗∗ 1q (t)
)
.
Proof. For all f ∈ W 1q,X , the proof goes as in the Riemannian case, using a Caldero´n-
Zygmund decomposition analogous to that done in Proposition 3.3.5, replacing ∇ by
X and noting that Lemma 3.3.9 holds in this case because (Ω, ρ) is a length space.
For f ∈ W 1q,X +W 1∞,X , the same argument of [17] works.
Theorem 3.8.8 (Interpolation of W 1p,X(Ω)). Let (Ω, ρ,Ln) be as in Theorem 3.8.7.
Let q0 = inf {q ∈ [1,∞[: (Pq) holds}. Then, for q0 < p1 < p < p2 ≤ ∞, W 1p,X is
an interpolation space between W 1p1,X and W
1
p2,X
. We obtain again all the results of
section 3.4.
Proof. Follows from Theorem 3.8.7 and the reiteration theorem.
66
3.9 Weighted Sobolev spaces
We refer to [28], [32] for the definitions used in this section.
Let Ω be an open subset of Rn equipped with the Euclidean distance, w ∈ L1,loc(Rn)
with w > 0, dµ = wdx. In all this section we assume that µ is q-admissible for some
1 < q <∞ (see [29] for the definition) which is equivalent to say, (see [27]), that µ is
doubling and there exists C > 0 such that for every ball B ⊂ Rn of radius r > 0 and
for every function ϕ ∈ C∞(B),
(Pq)
∫
B
|ϕ− ϕB|qdµ ≤ Crq
∫
B
|∇ϕ|qdµ
with ϕB =
1
µ(B)
∫
B
ϕdµ. The Aq weights, q > 1, satisfy these two conditions (see [29],
Chapter 15). We recall the defintion of Aq weights:
Definition 3.9.1. A weight w is a non-negative locally integrable function. We say
that w ∈ Ap, 1 < p <∞, if there exists a constant C such that for every ball B ⊂ Rn
(−
∫
B
w)(−
∫
B
w1−p
′
)p−1 ≤ C
with 1
p
+ 1
p′ = 1.
For p = 1, we say that w ∈ A1 if there is a constant C such that for every ball B ⊂ Rn
(−
∫
B
w) ≤ C w(x), for µ− a.e. x ∈ B .
Let us now give the defintion of the weighted Sobolev spaces and see how to
interpolate them:
Definition 3.9.2. For q ≤ p < ∞, we define the Sobolev space H1p (Ω, µ) to be the
closure of C∞(Ω) for the norm:
‖u‖H1p(Ω,µ) = ‖u‖Lp(µ) + ‖|∇u|‖Lp(µ).
We denote H1∞(Ω, µ) for the set of all bounded Lipschitz functions on Ω.
Theorem 3.9.3. Let Ω be as in above. Then, there exist C1, C2 such that for every
f ∈ H1q (Ω, µ) +H1∞(Ω, µ) and all t > 0, we have
C1t
1
q
(
|f |q∗∗ 1q + |∇f |q∗∗ 1q
)
(t) ≤ K(f, t 1q , H1q , H1∞) ≤ C2t
1
q
(
|f |q∗∗ 1q + |∇f |q∗∗ 1q
)
(t).
Proof. A Caldero´n-Zygmund decomposition as in Proposition 3.3.5 holds for u ∈
H1p (Ω, µ), q ≤ p < ∞. This decomposition will lead us as in the Riemannian case to
the proof of this theorem.
Theorem 3.9.4 (Interpolation of H1p (Ω, µ)). Under the same hypotheses, for q0 <
p1 < p < p2 ≤ ∞, H1p (Ω, µ) is an interpolation space between H1p1(Ω, µ) and H1p2(Ω, µ);
q0 = inf {q ∈]1,∞[: (Pq) holds}.
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Proof. This is a consequence of Theorem 3.9.3 and of the reiteration theorem.
Definition 3.9.5. For q ≤ p ≤ ∞, we define
W 1p (Ω, µ) = {u ∈ L1loc(Ω, dµ) : u and ∇u ∈ Lp(Ω, µ)}
with the norm
‖u‖W 1p (Ω,µ) = ‖u‖H1p(Ω,µ).
If w ∈ Ap for some 1 < p < ∞, then H1p (Ω, µ) = W 1p (Ω, µ), but in general
H1p (Ω, µ) * W 1p (Ω, µ) (for counterexamples see [29]).
Theorem 3.9.6. 1.([32]) If W 1p (Ω, µ) is a Banach space, then H
1
p (Ω, µ) ⊂ W 1p (Ω, µ).
2. The space H1p (Ω, µ) coincides with W
1
p (Ω, µ) if and only if W
1
p (Ω, µ) is a Banach
space and the Poincare´ inequality (Pp) ( defined at the beginning of this section) holds
for all functions u ∈ W 1p (Rn, µ).
Corollary 3.9.7. If there exists p1 > q0 such that W
1
p1
(Ω, µ) is a Banach space and
the Poincare´ inequality (Pp1) holds for all functions u ∈ W 1p1(Rn, µ), then the W 1p (Ω, µ)
interpolate for p1 ≤ p ≤ ∞.
Remark 3.9.8. Equip Ω with the Carnot-Carathe´odory distance associated to a fam-
ily of vector fields with real locally Lipschitz continuous coefficients instead of the
Euclidean distance. Under the same hypotheses as at the beginning of this section,
just replacing the balls B by the balls B˜ with respect to ρ, and ∇ by X and assum-
ing that id : (Ω, ρ) → (Ω, |.|) is an homeomorphism (see section 3.8), we obtain our
interpolation results. As an example we take vectors fields satisfying a Ho¨rmander
condition or vectors fields of Grushin type [19].
3.10 Lie Groups
In all this section, we consider G a connected Lie group. We assume that G is
unimodular and we let dµ be a fixed Haar measure on G. Let X1, ..., Xk be a family
of left invariant vector fields such that the Xi’s satisfy a Ho¨rmander condition
2. In
this case the Carnot-Carathe´odory metric ρ is a distance, and G equipped with the
distance ρ is complete and defines the same topology as that of G as a manifold (see
[15] p. 1148). An important result of Guivarc’h [24] says that, either there exists an
integer N such that crN ≤ V (r) ≤ CrN for all r > 1, or ecr ≤ V (r) ≤ CeCr for all
r > 1 with V (r) = V (x, r) = µ(B(x, r)), for all x ∈ G. In the first case we say that G
has polynomial growth, while in the second case G has exponential growth. For small
r, a result of [35] implies that there exists an integer n such that crn ≤ V (r) ≤ Crn
for 0 < r < 1. Hence G satisfies the local doubling property (Dloc) and the global
doubling property (D) if it has polynomial growth.
2We say that X satisfies a Ho¨rmander condition if there exists an integer p such that familly of
commutators of Xi’s up to length p span G at every point.
68
For every smooth function u we have∫
B
|u− uB|dµ ≤ rV (2r)
V (r)
∫
2B
|Xu|dµ
(see [37], [39]). This implies that G admits a local Poincare´ inequality (P1loc). If G
has polynomial growth, then it admits a global Poincare´ inequality (P1).
3.10.1 Non homogeneous Sobolev spaces on Lie groups
Definition 3.10.1. For 1 ≤ p ≤ ∞, we define the Sobolev space W 1p = {f ∈ Lp : |Xf | ∈ Lp},
Xf being defined in the distribution sense. W 1p is equipped with the norm:
‖u‖W 1p = ‖u‖p + ‖ |Xu| ‖p
where |Xu| =
(∑k
i=1 |Xiu|2
) 1
2
.
Remark 3.10.2. 1. W 1p equipped with this norm is a Banach space.
2. W 1∞ is the set of all bounded Lipschitz functions on G.
Definition 3.10.3. For 1 ≤ p <∞, we define the Sobolev space H1p as the completion
of C∞ functions for the norm:
‖u‖H1p := ‖u‖W 1p <∞.
By convention, we note H1∞ = W
1
∞.
Proposition 3.10.4. 1. H1p = W
1
p for all 1 ≤ p <∞.
2. C∞0 is dense in H
1
p for 1 ≤ p <∞.
3. ([22])The set of compactly supported Lipschitz functions is dense in H1p for 1 ≤
p <∞.
Interpolation of W 1p :
To interpolate the W 1pi , we distinguish between the polynomial and the exponential
growth cases. If G has polynomial growth, then we are in a global case. If G has
exponential growth, we are in the local case. In the two cases we obtain the following
theorem:
Theorem 3.10.5. Let G be a connected Lie group as at the beginning of this section.
Then, there exist C1, C2 such that for every f ∈ W 11 +W 1∞ and for all t > 0 we have
C1t
(
|f |∗∗(t) + |Xf |∗∗(t)
)
≤ K(f, t,W 11 ,W 1∞) ≤ C2t
(
|f |∗∗(t) + |Xf |∗∗(t)
)
.
Theorem 3.10.6. Let G be as above. Then, for all 1 ≤ p1 < p < p2 ≤ ∞, W 1p is
an interpolation space between W 1p1 and W
1
p2
, (q0 = 1 here). Therefore, we get all the
interpolation theorems of section 3.4.
Proof. Combine Theorem 3.10.5 and the reiteration theorem.
69
3.10.2 Homogeneous Sobolev spaces on Lie groups
Let G be connected Lie group as at the beginning of this section. We define the
homogeneous Sobolev space
.
W 1p in the same manner as in section 3.5 for Riemannian
manifolds.
Definition 3.10.7. For 1 ≤ p ≤ ∞, we define
.
E1p to be the vector space of distribu-
tions ϕ with |Xϕ| ∈ Lp, where Xϕ is the distributional gradient of ϕ. It is well known
that the elements of
.
E1p are in Lp,loc. We equip
.
E1p with the semi norm
‖ϕ‖ .
E1p
= ‖ |Xϕ| ‖p.
Definition 3.10.8. We define the homogeneous Sobolev space
.
W 1p as the quotient
space
.
E1p/R for the norm
‖ φ‖ .
W 1p
= inf
{
‖ |Xϕ| ‖p, ϕ ∈
.
E1p , ϕ = φ
}
.
Remark 3.10.9. For all ϕ ∈
.
E1p , ‖ϕ‖ .W 1p = ‖ |∇ϕ| ‖p.
Proposition 3.10.10. 1. ([22])
.
W 1p is a Banach space.
2. C∞ ∩
.
W 1p is dense in
.
W 1p for 1 ≤ p <∞.
Theorem 3.10.11. Let G be a as above and assume that G has polynomial growth.
Then
1. there exists C1 such that for every f ∈
.
W 11 +
.
W 1∞ and all t > 0
K(f, t,
.
W 11 ,
.
W 1∞) ≥ C1t|Xf |∗∗(t);
2. for 1 ≤ p <∞, there exists C2 such that for every f ∈
.
W 1p and every t > 0
K(f, t,
.
W 11 ,
.
W 1∞) ≤ C2t|Xf |∗∗(t).
Theorem 3.10.12. Under the hypotheses of Theorem 3.10.11, we have that for all
1 ≤ p1 < p < p2 ≤ ∞,
.
W 1p is an interpolation space between
.
W 1p1 and
.
W 1p2.
Proof. Combine Theorem 3.10.11 and the reiteration theorem.
3.11 Examples
The final section is devoted to present some examples for which our interpolation
results apply with the appropriate q0.
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1. Rn equipped with the Euclidean metric and the Lebesgue measure is a complete
Riemannian manifold satisfying (D) and (P1). Our results are already known
for Rn as we mentioned at the beginning (see [17], [6], [10]).
2. Every complete Riemannian manifold M that is quasi-isometric to a Rieman-
nian manifold with non-negative Ricci curvature (in particular every Riemannian
manifold with non-negative Ricci curvature) satisfies (D) and (P1). If the Ricci
curvature is just bounded from below, M satisfies then (Dloc) and (P1loc). Indeed
if the Ricci curvature is bounded from below that is there exists a > 0 such that
Ric ≥ −a2g, a Gromov result of [12] show that
µ(B(x, 2r)) ≤ 2ne
√
n−1arµ(B(x, r)) for all x ∈M , r > 0 .
On the other hand, Buser’s inequality [8] gives us∫
|u− uB| dµ ≤ c(n)earr
∫
B
|∇u| dµ .
Then for all 0 < R < ∞ we have (Dloc) and (P1loc) on all balls of radius less
than R. If the Ricci curvature is non-negative a = 0 we can take R = ∞ (see
also [36]), and hence M satisfies (D) and (P1).
3. A singular conical manifold with closed basis admits a Poincare´ inequality (P2)
for C∞ functions (see [16]). One can also see that it admits a Poincare´ inequality
(P1) by using the methods of [23], but such a manifold does not verify (D)
necessarily. If the basis is compact then we have (D).
4. The co-compact covering manifolds with polynomial growth deck transformation
group satisfy the doubling property and a Poincare´ inequality (P1)(see [37]).
5. For n ≥ 2, we consider Mn the manifold consisting in two copies of Rn \B(0, 1)
equipped with the Euclidean distance and the Lebesgue measure, glued smoothly
along the unit circles. We have then a complete Riemannian manifold. One
checks easily that on this manifold the volume has polynomial growth. Hence
Mn satisfies (D). It can be proved that Mn admits a Poincare´ inequality (Pq) if
and only if q > n.
6. Consider the Euclidean space Rn endowed with the measure µ = wLn, with w a
non-negative A∞ weight. Recall that w ∈ A∞ if for all ε > 0 there exists δ > 0
such that for every ball B ⊂ Rn and E ⊂ B the inequality Ln(E) ≤ δLn(B)
implies µ(E) ≤ εµ(B). The measure µ is then doubling. Define the quasi-
distance δ as for all x, y ∈ Rn, δ(x, y) = µ(Bx,y) 1n , where Bx,y is the Euclidean
ball of diameter |x− y|, containing x and y. The weight w is strongly A∞ if the
distance δ is equivalent to the geodesic distance dw associated to the Riemannian
metric w
1
nds. In this case the Lipschitz functions for the Euclidean distance are
also Lipschitz for the distance dw, and Lipw u(x) = w(x)
− 1
n Lipu(x). It is also
known that the doubling metric-measure space (Rn, dw, µ) admits a Poincare´
inequality (P1)(see [1], [18], [20]).
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7. Nilpotent Lie groups have polynomial growth, then they satisfy (D) and (P1).
Among the important nilpotents Lie groups we mention the Carnot groups.
Recall that a Carnot group is a connected and simply connected Lie groupG such
that the Lie algebra admits a stratification G = V1⊕...⊕Vm, [V1, Vi] = Vi+1, Vi =
0 for i > m. We consider X1, ..., Xk a basis of V1. We identify X1, ..., Xk to
a family of left invariant vector fields satisfying a Ho¨rmander condition. An
example of a Carnot group is the Heisenberg group Hn = Cn ×R, whose points
are denoted by [z, t], with the group operation: [z1, t1].[z2, t2] = [z1 +z2, t1 + t2 +
2Im(z1+z¯2)], z1, z2 ∈ Cn, t1, t2 ∈ R and z = (x, y) with x, y ∈ Rn. The distance
on Hn is the Carnot-Carathe´odory distance induced by the left invariant vector
fields : {
Xj(z, t) = Xj(x, y, t) = ∂xj + 2yj∂t
Yj(z, t) = Yj(x, y, t) = ∂yj − 2xj∂t
j = 1, ..., n which satisfy Ho¨rmander’s condition. The only non trivial commu-
tators are the [Xj, Yj] = −4∂t, j = 1, ..., n and the measure is nothing but the
Lebesgue measure Ln. Hn is a Carnot group and then W 1p is an interpolation
space between W 1p1 and W
1
p2
for all 1 ≤ p1 < p < p2 ≤ ∞.
8. Let X = R2 be equipped with the Euclidean metric and let µ be the measure
generated by the density dµ(x) = |x2|tdx, t > 0, where x2 denotes the second
coordinate of x. We have the doubling property (D), and a Poincare´ inequality
(Pq) in the sense of metric-meausre spaces if and only if q > t + 1 (see [27] p.
17).
9. Let X =
{
(x1, x2, ..., xn) ∈ Rn; x21 + ...+ x2n−1 ≤ x2n
}
be equipped with the Eu-
clidean metric of Rn and with the Lebesgue measure. X consists of two infinite
closed cones with a common vertex. X satisfies the doubling property and ad-
mits (Pq) in the sense of metric-measure spaces if and only if q > n ( [27] p. 17).
Denote by Ω the interior of X. Let H1p := H
1
p (X) be the closure of Lip0(X) for
the norm
‖f‖H1p = ‖f‖Lp(Ω) + ‖ |∇f | ‖Lp(Ω).
We define W 1p (Ω) as the set of all functions f ∈ Lp(Ω) such that ∇f ∈ Lp(Ω)
and equip this space with the norm
‖f‖W 1p (Ω = ‖f‖H1p .
We have seen that the H1p interpolate for n < p < ∞. It can be shown that
H1p ( W 1p (Ω) for p > n and H1p = W 1p (Ω) for 1 ≤ p < n. Hence the H1p
interpolate for 1 ≤ p < n although the Poincare´ inequality does not hold on X
for this values of p. In this way, we gave a negative answer to the question asked
in the end of the introduction. However, we ignore if we can interpolate the H1p
for all 1 ≤ p <∞ (see the next chapter for more details).
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Chapitre 4
Espaces de Sobolev sur le coˆne
Euclidien et lien avec
l’interpolation
4.1 Diffe´rents espaces de Sobolev
Le but de ce court chapitre est d’e´tudier un exemple ge´ome´trique ou` il faut faire
attention a` la fac¸on de de´finir l’espace de Sobolev. Soit
X =
{
(x1, x2, ..., xn) ∈ Rn;x21 + ...+ x2n−1 ≤ x2n
}
muni de la distance Euclidienne de Rn et la mesure de Lebesgue. X consiste en deux
coˆnes ferme´s infinis avec un point commun. X satisfait la proprie´te´ de doublement
et admet une ine´galite´ de Poincare´ (Pq) au sens des espaces me´triques mesure´s si et
seulement si q > n ( [1] p.17). De´signons par Ω l’inte´rieur de X, Ω1 le coˆne supe´rieur
de Ω et Ω2 le coˆne infe´rieur de Ω. Conside´rons sur X les espaces de Sobolev suivants:
1. Ap =
{
F |Ω; F ∈ W 1p (Rn)
}
=
{
f ∈ W 1p (Ω); ∃F ∈ W 1p (Rn); F |Ω = f
}
muni de la norme
‖f‖Ap = inf
{
‖F‖W 1p (Rn); F |Ω = f
}
.
2. Bp = C∞0 (Rn) pour la norme
‖f‖Bp = ‖f‖Lp(Ω) + ‖ |∇f | ‖Lp(Ω).
3. Cp = Lip0(X) pour la norme ‖.‖Bp .
4. Dp = W
1
p (Ω1)⊕W 1p (Ω2), muni de la norme ‖f‖Dp = ‖f1‖Bp(Ω1) + ‖f2‖Bp(Ω2).
5. Ep = W
1
p (Ω) muni de la norme ‖f‖W 1p (Ω) = ‖f‖Bp .
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Dans les points 4. et 5., le gradient est calcule´ au sens des distributions sur l’ouvert
conside´re´.
On a des e´galite´s et inclusions e´videntes entre ces espaces. On voit imme´diatement
que pour tout 1 ≤ p < ∞, Ap ⊂ Bp ⊂ Cp ⊂ Dp = Ep. Nous allons e´tudier les
inclusions re´ciproques pour p < n et p > n. Ces e´nonce´s sont
Proposition 4.1.1. Ces espaces sont tous e´gaux pour 1 ≤ p < n.
Proposition 4.1.2. On a Ap = Bp = Cp ( Ep pour n < p <∞.
4.2 Comparaison des espaces de Sobolev
Pour la facilite´ des de´monstrations, nous prendrons n = 2 et par une rotation d’angle
−pi
4
on peut conside´rer que X = {(x, y) ∈ R2; (x, y) ∈ (R+)2 ∪ (R−)2}, Ω = (R∗+)2 ∪
(R∗−)2, Ω1 = (R∗+)2, Ω2 = (R∗−)2.
Preuve de la Proposition 4.1.1. Nous commenc¸ons par de´montrer que Ep ⊂ Bp car
nous aurons besoin du fait que Cp = Ep dans la preuve de Ep ⊂ Ap. Nous avons
besoin du re´sultat de densite´ suivant:
Proposition 4.2.1. Pour 1 ≤ p < n, les fonctions f ∈ Ep qui ont un support ne
rencontrant pas une boule centre´e en 0 sont denses dans Ep.
Preuve de la Proposition 4.2.1. Soit f ∈ Ep. On e´crit f = f1 + f2 ou` fi = f |Ωi et
on s’inte´resse a` chaque fi. On peut donc supposer f = f1. Soit η une fonction C
∞
sur R, 0 ≤ η ≤ 2, η = 1 sur [2,∞[ et 0 sur ]−∞, 1]. On prend pour λ = (x, y) avec
x, y ∈ R, fk(λ) = f(λ)η(k(x+y)), k ∈ N∗. Pour tout k, le support de fk ne rencontre
pas une boule centre´e en 0. Ensuite fk converge vers f pour la norme Lp(Ω1). En effet
|f − fk| ≤ gk|f | ou` gk est l’indicatrice de Bk = {λ ∈ Ω1; k(x+ y) ≤ 2} et on applique
le the´ore`me de convergence domine´e de Lebesgue. Regardons maintenant les de´rive´es.
On a
∂x(f − fk) = ∂xfη(k(x+ y)) + kη′(k(x+ y))f
et
∂y(f − fk) = ∂yfη(k(x+ y)) + kη′(k(x+ y))f.
Le premier terme dans les deux de´rivations s’analyse comme avant. Pour le deuxie`me
terme on utilise l’ine´galite´ de Sobolev: on a ‖f‖Lp∗ <∞ ou` p∗ = 2p2−p (en fait, on peut
prolonger f dans W 1p (R2) et le prolongement ve´rifie l’ine´galite´ de Sobolev car p < 2
et Ω1 est un domaine d’extension pour W
1
p ). Par l’ine´galite´ de Ho¨lder on a(∫
Bk
|kη′(k(x+ y))f(x)|pdX
) 1
p
≤
(∫
Bk
|f |p∗dX
) 1
p∗
(∫
Bk
k2|η′(k(x+ y))|2dX
) 1
2
≤ C
(∫
Bk
|f |p∗dX
) 1
p∗
.
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Comme le terme de droite tend vers 0 par convergence domine´e, nous avons bien
ve´rifie´ que ∇(f − fk) tend vers 0 dans Lp.
Revenons maintenant a` l’inclusion Ep ⊂ Bp. Soit f ∈ Ep. Il existe une suite
(fn) ∈ Ep telle que pour tout n, fn a un support ne rencontrant pas une boule centre´e
en 0. Chaque fn se prolonge donc en une fonction hn ∈ W 1p (R2) dont le support
posse`de la meˆme proprie´te´. Ensuite par convolution et troncature on approche hn
dans W 1p (R2) par une fonction gn ∈ C∞0 (R2). Ainsi ‖f − gn‖W 1p (Ω) → 0 et on obtient
f ∈ Bp.
Il reste a` de´montrer que Ep ⊂ Ap (L’ide´e de l’argument est due a` Michel Pierre
que nous remercions). Soit u ∈ Ep. On e´crit r2 = x2 + y2 et
u =
x2
r2
u+
y2
r2
u = u1 + u2.
Nous allons montrer que u1 ∈ Ap et le meˆme raisonnement s’applique a` u2. On a
u1 ∈ Lp(Ω) et il vient
|∇u1| ≤ x
2
r2
|∇u|+ |∇(x
2
r2
)| |u| ≤ |∇u|+ C
r
|u|.
Comme u ∈ Ep, |∇u| ∈ Lp(Ω). Il reste a` ve´rifier que Cr |u| ∈ Lp(Ω). Pour cela on
de´montre l’ine´galite´ suivante:
(4.1)
∫∫
Ω
|u
r
|pdxdy ≤
(
p
2− p
)p ∫∫
Ω
|∇u|pdxdy ∀u ∈ Ep.
Soit u ∈ Lip0(X). On a∫∫
Ω1
|u
r
|pdλ =
∫ pi
2
0
∫ ∞
0
r−p|u(r, θ)|prdrdθ
=
∫ pi
2
0
∫ ∞
0
r1−p|u(r, θ)|pdrdθ
=
∫ pi
2
0
[
1
2− pr
2−p|u(r, θ)|p
]∞
0
dθ −
∫ pi
2
0
∫ ∞
0
1
2− pr
2−pp|u|p−1 sign u ∂u
∂r
dθdr
= − p
2− p
∫ pi
2
0
∫ ∞
0
|u
r
|p−1 sign u ∂u
∂r
rdrdθ
≤ p
2− p
(∫ pi
2
0
∫ ∞
0
|u
r
|prdrdθ
) p−1
p
(∫ pi
2
0
∫ ∞
0
|∂u
∂r
|prdrdθ
) 1
p
.
Apre`s simplification, on obtient (4.1) sur Ω1. On fait de meˆme pour l’inte´grale sur
Ω2 et donc (4.1) est valable pour tout u ∈ Lip0(X). Par densite´ on a (4.1) pour tout
u ∈ Cp, par suite pour tout u ∈ Ep car on a de´ja` de´montre´ Bp = Cp = Ep. Donc
u1 ∈ Ep, de meˆme pour u2.
On conside`re maintenant la fonction
v1(x, y) =
{
u1(x, y) si (x, y) ∈ Ω,
u1(x,−y) si (x, y) ∈ Xc.
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On a e´videmment que v1 est de´finie p.p. sur R2 et v1 ∈ Lp(R2). Puisque v1 est paire en
y, on a en scindant l’argument sur Ω1 et sur Ω2 que v1 ∈ W 1p (R∗+×R)⊕W 1p (R∗−×R).
Ensuite comme u1 est nulle si x = 0 et y 6= 0, on montre sans difficulte´s que la trace
de v1 sur {0} × R est nulle ce qui entraˆıne que ∇v1 est dans D′(R2) et co¨ıncide avec
(∇v1)1x>0 + (∇v1)1x<0. Donc v1 ∈ W 1p (R2), v1|Ω = u1 et ‖v1‖W 1p (R2) ≤ C‖u‖W 1p (Ω).
De meˆme, il existe v2 ∈ W 1p (R2) tel que v2|Ω = u2. D’ou` en posant v = v1 + v2 on a
u = v|Ω avec v ∈ W 1p (R2). Par suite Ep ⊂ Ap.
Preuve de la Proposition 4.1.2. En fait on a de´ja` Ap ⊂ Bp ⊂ Cp. Et d’apre`s les
inclusions de Sobolev, on a Cp ⊂ C(X), l’espace des fonctions continues et borne´es
sur X, avec inclusion continue. D’ou` Cp ( Ep car une fonction de Ep n’est pas
ne´cessairement continue en 0.
Il reste a` de´montrer que Cp ⊂ Ap. Ceci revient a` de´montrer que toute fonction de
Cp se prolonge en une fonction de W
1
p (R2) avec controˆle de la norme. Soit u ∈ Cp.
Soit χ ∈ C∞0 (R2) supporte´e par la boule unite´ avec χ ≡ 1 au voisinage de 0. On e´crit
la de´composition suivante dans Cp:
u = (u− u(0))χ+ u(0)χ+ u(1− χ) = u0 + u1 + u2.
On pose v1(λ) = u(0)χ(λ) pour λ ∈ R2. Alors v1 ∈ W 1p (R2), v1|Ω = u1 et ‖v1‖W 1p (R2) ≤
C‖u‖Bp car |u(0)| ≤ C‖u‖Bp si p > 2. Ensuite comme u2 est nulle au voisinage de 0,
il n’est pas difficile de la prolonger dans W 1p (R2). Il reste a` prolonger u0. Pour cela,
on reprend la me´thode de de´monstration de Ep ⊂ Ap de la Proposition 4.1.1. Il suffit
de montrer
(4.2)
∫∫
Ω
|u0
r
|pdλ ≤ C‖u0‖pBp
car on remarque que ‖u0‖Bp ≤ C‖u‖Bp . Notons A =
∫ ∫
Ω1∩|λ|>ε |u0r |pdλ, ou` ε > 0.
D’apre`s le the´ore`me de Morrey, on a |u0(λ)| ≤ C‖u0‖Bp |λ|α avec α = 1− 2p pour tout
λ ∈ Ω. En reprenant le calcul de (4.1) et puisque u0 a un support compact, on obtient
pour tout ε > 0 suffisamment petit
A =
∫ pi
2
0
∫ ∞
ε
r1−p|u0(r, θ)|pdrdθ
=
∫ pi
2
0
[
1
2− pr
2−p|u0(r, θ)|p
]∞
ε
dθ −
∫ pi
2
0
∫ ∞
ε
1
2− pr
2−pp|u0|p−1 sign u0 ∂u0
∂r
dθdr
=
pi
2
1
p− 2ε
2−p|u0(ε, θ)|p + p
p− 2
∫ pi
2
0
∫ ∞
ε
|u0
r
|p−1 sign u0 ∂u0
∂r
rdrdθ
≤ Cppi
2
‖u0‖pBp +
p
p− 2
(∫ pi
2
0
∫ ∞
ε
|u0
r
|prdrdθ
) p−1
p
(∫ pi
2
0
∫ ∞
ε
|∂u0
∂r
|prdrdθ
) 1
p
On a donc
(4.3) A ≤ Cppi
2
‖u0‖pBp +
p
p− 2A
p−1
p ‖u0‖Bp .
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Or A
p−1
p ‖u0‖Bp ≤ δA
p−1
p
α+ 1
δ
‖u0‖βBp pour tout δ > 0 et α, β positifs tels que 1α+ 1β = 1.
En prenant β = p et α = p
p−1 , on a donc
(4.4) A
p−1
p ‖u0‖Bp ≤ δA+
1
δ
‖u0‖pBp .
Comme A <∞, en incorporant (4.4) dans (4.3) on obtient
A(1− p
p− 2δ) ≤ (C
ppi
2
+
p
(p− 2)δ )‖u0‖
p
Bp
.
En choisissant δ < p−2
p
, on de´duit que
A =
∫ ∫
Ω1∩|X|>ε
|u0
r
|pdX ≤ C‖u0‖pBp .
En faisant tendre ε vers 0 et en faisant de meˆme sur Ω2, on obtient (4.2).
4.3 Lien avec l’interpolation
Les Ep s’interpolent pour 1 ≤ p ≤ ∞. Soit f ∈ E1 +E∞. On e´crit f = f |Ω1 + f |Ω2 =
f1 + f2. On a
K(f, t, E1, E∞) ≤ K(f1, t, E1, E∞) +K(f2, t, E1, E∞)
= K(f1, t,W
1
1 (Ω),W
1
∞(Ω)) +K(f2, t,W
1
1 (Ω),W
1
∞(Ω))
≤ K(f1, t,W 11 (Ω1),W 1∞(Ω1)) +K(f2, t,W 11 (Ω2),W 1∞(Ω2))(4.5)
≤ Ct (f ∗∗1 (t) + |∇f1|∗∗(t) + f ∗∗2 (t) + |∇f2|∗∗(t)) .(4.6)
On a utilise´ dans (4.5) les extensions suivantes continues pour 1 ≤ p ≤ ∞: j1 :
W 1p (Ω1)→ W 1p (Ω) tel que j1(f) = g avec g = f sur Ω1 et 0 sur Ω2 et j2 : W 1p (Ω2)→
W 1p (Ω) tel que j2(f) = g avec g = f sur Ω1 et 0 sur Ω2. Et dans (4.6) on a utilise´
la caracte´risation de la fonctionnelle K du chapitre 3 pour un espace ve´rifiant (D) et
(P1) .
Or {x ∈ Ω1; |f(x)| > λ} ⊂ {x ∈ Ω; |f(x)| > λ}, donc f ∗1 (t) ≤ f ∗(t), de meˆme pour
f ∗2 . De la meˆme fac¸on on a, |∇f1|∗∗(t) ≤ |∇f |∗∗(t) et |∇f2|∗∗(t) ≤ |∇f |∗∗(t). D’ou`
K(f, t, E1, E∞) ≤ 2Ct (f ∗∗(t) + |∇f |∗∗(t)). L’estimation infe´rieure e´tant e´vidente, on
obtient
K(f, t, E1, E∞) ∼ t (f ∗∗(t) + |∇f |∗∗(t)) .
Comme on a vu au chapitre 3, cette caracte´risation deK va nous permettre de conclure
que Ep est un espace d’interpolation entre E1 et E∞ pour tout 1 < p <∞.
Toutefois, les espaces que nous conside´rons au chapitre 3 sont les Cp (note´s H
1
p ).
On a vu qu’ils s’interpolent pour n < p ≤ ∞. Puisque Cp = Ep pour 1 ≤ p < n, ils
s’interpolent aussi pour 1 ≤ p < n bien que (Pq) ne soit pas vraie pour q < n. On en
de´duit que l’hypothe`se portant sur l’ine´galite´ de Poincare´ n’est pas ne´cessaire pour
e´tablir certaines proprie´te´s d’interpolation entre les espaces de Sobolev.
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Pour terminer nous ne savons pas de´terminer les espaces d’interpolation re´els entre
Cp0 et Cp1 avec 1 ≤ p0 < n < p1 < ∞. Le fait que Cpi = Api ne nous aide pas. Si
nous savions trouver un ope´rateur de prolongement qui est le meˆme dans les deux cas,
nous pourrions interpoler car on sait interpoler sur Rn. Le proble`me est que nous ne
savons pas si un tel ope´rateur existe.
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Chapitre 5
Real Interpolation of Sobolev
spaces related to a weight
Abstract. We study the interpolation property of Sobolev spaces of order 1 denoted
by W 1p,V , arising from Schro¨dinger operators with positive potential. We show that
they form a real interpolation scale for s0 < p < q0 on some classes of manifolds and
Lie groups, where s0, q0 depend on our hypotheses.
Re´sume´. On e´tudie l’interpolation des espaces de Sobolev d’ordre 1 note´s par
W 1p,V provenant des ope´rateurs de Schro¨dinger avec poids positif. On de´montre
qu’ils forment, sur certaines varie´te´s Riemanniennes et groupes de Lie, une e´chelle
d’interpolation re´elle pour s0 < p < q0, ou` s0, q0 de´pendent de nos hypothe`ses.
Dans tout ce chapitre, la re´fe´rence [6] de´signe le chapitre 3.
5.1 Introduction
In [2], the Schro¨dinger operator −∆ + V on Rn with V ∈ A∞, the Muckenhoupt
class (see [14]), is studied and the question whether the spaces defined by the norm
‖f‖p + ‖ |∇f | ‖p + ‖V 12f‖p or (‖ |∇f | ‖p + ‖V 12f‖p) interpolate is posed. In fact, it is
shown that:
‖ |∇f | ‖p + ‖V 12f‖p ∼ ‖(−∆ + V ) 12f‖p
whenever 1 < p < ∞ and p ≤ 2q, f ∈ C∞0 (Rn), where q > 1 is a Reverse Ho¨lder
exponent of V . Hence the question of interpolation can be solved a posteriori using
functional calculus and interpolation of Lp spaces. However, it is reasonable to expect
a direct proof.
Here we provide such an argument with p lying in an interval depending on the
Reverse Ho¨lder exponent of V by estimating the K-functional of interpolation. The
particular case V = 1 is treated in [6] (also V = 0). The method is actually valid on
some Lie groups and even some Riemannian manifolds in which we place ourselves.
Let us come to statements:
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Definition 5.1.1. Let M be a Riemannian manifold, V ∈ A∞. Consider for 1 ≤ p <
∞, the vector space E1p,V of C∞ functions f on M such that f, |∇f | and V f ∈ Lp(M).
We define the Sobolev space W 1p,V (M) = W
1
p,V as the completion of E
1
p,V for the norm
‖f‖W 1p,V = ‖f‖p + ‖ |∇f | ‖p + ‖V f‖p.
Definition 5.1.2. We denote by W 1∞,V (M) = W
1
∞,V the space of all bounded Lipschitz
functions f on M with ‖V f‖∞ <∞.
We have the following interpolation theorem for the non homogeneous Sobolev
spaces W 1p,V :
Theorem 5.1.3. Let M be a complete Riemannian manifold satisfying a local doubling
property (Dloc). Let V ∈ RHqloc for some 1 < q ≤ ∞. Assume that M admits a local
Poincare´ inequality (Psloc) for some 1 ≤ s < q. Then for s < p < q, W 1p,V is an
interpolation space between W 1s,V and W
1
q,V (see below for definitions).
Definition 5.1.4. Let M be a Riemannian manifold, V ∈ A∞. Consider for 1 ≤ p <
∞, the vector space W˙ 1p,V of distributions f such that |∇f | and V f ∈ Lp(M). It is
well known that the elements of W˙ 1p,V are in Lp,loc. We equip W˙
1
p,V with the semi norm
‖f‖W˙ 1p,V = ‖ |∇f | ‖p + ‖V f‖p.
In fact, this expression is a norm since V ∈ A∞ yields V > 0 µ− a.e..
Definition 5.1.5. We denote W˙ 1∞,V (M) = W˙
1
∞,V the space of all Lipschitz functions
f on M with ‖V f‖∞ <∞.
For the homogeneous Sobolev spaces W˙ 1p,V , we have
Theorem 5.1.6. Let M be a complete Riemannian manifold satisfying (D). Let
V ∈ RHq for some 1 < q ≤ ∞ and assume that M admits a Poincare´ inequality (Ps)
for some 1 ≤ s < q. Then, for s < p < q, W˙ 1p,V is an interpolation space between
W˙ 1s,V and W˙
1
q,V .
It is known that if V ∈ RHq then V + 1 ∈ RHq with comparable constants. Hence
part of Theorem 5.1.3 can be seen as a corollary of Theorem 5.1.6. But the fact that
V + 1 is bounded away from 0 also allows local assumptions in Theorem 5.1.3, which
is why we distinguish in this way the non homogeneous and the homogeneous case.
The proof of Theorem 5.1.3 and Theorem 5.1.6 is done by estimating the K-
functional of interpolation. We were not able to obtain a characterization of the
K-functional. However, this suffices for our needs. When q = ∞ (for example V
is a positive polynomial on Rn), then there is a characterization. The key tools to
estimate the K-functional will be a Caldero´n-Zygmund decomposition for Sobolev
functions and the Fefferman-Phong inequality (see section 5.3).
The paper is organized as follows. In section 5.2, we review the notions of Poincare´
inequality, Reverse Ho¨lder classes and summarize some properties for the Sobolev
spaces defined above under some additional hypotheses on M and V . After proving
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the Fefferman-Phong inequality and the Caldero´n-Zygmund decomposition tools in
section 5.3, we estimate in section 5.4 the K-functional of interpolation for non ho-
mogeneous Sobolev spaces in two steps: first of all for the global case and secondly
for the local case. We interpolate and get Theorem 5.1.3 in section 5.5. Section 5.6 is
devoted to prove Theorem 5.1.6. Finally, in section 5.7, we extend our interpolation
result to the case of Lie groups with an appropriate definition of W 1p,V .
Acknowledgements. I thank my Ph.D advisor P. Auscher for the useful discussions on
the topic of this paper.
5.2 Preliminaries
Throughout this paper we write 1E for the characteristic function of a set E and E
c
for the complement of E. For a ball B in a metric space, λB denotes the ball co-
centered with B and with radius λ times that of B. Finally, C will be a constant that
may change from an inequality to another and we will use u ∼ v to say that there
exist two constants C1,C2 > 0 such that C1u ≤ v ≤ C2u. Let M denotes a complete
non-compact Riemannian manifold. We write µ for the Riemannian measure on M ,
∇ for the Riemannian gradient, | · | for the length on the tangent space (forgetting
the subscript x for simplicity) and ‖ · ‖p for the norm on Lp(M,µ), 1 ≤ p ≤ +∞.
5.2.1 The doubling property and Poincare´ inequality
Definition 5.2.1. Let (M,d, µ) be a Riemannian manifold. Denote by B(x, r) the
open ball of center x ∈ M and radius r > 0 and by µ(B(x, r)) its measure. One
says that M satisfies the local doubling property (Dloc) if there exist constants r0 > 0,
0 < C = C(r0) <∞, such that for all x ∈M, 0 < r < r0 we have
(Dloc) µ(B(x, 2r)) ≤ Cµ(B(x, r)).
And M satisfies a global doubling property or simply doubling property (D) if one can
take r0 =∞. We also say that µ is a locally (resp. globally) doubling Borel measure.
Observe that if M satisfies (D) then
diam(M) <∞⇔ µ(M) <∞ ([1]).
Theorem 5.2.2 (Maximal theorem). ([10]) Let M be a Riemannian manifold satis-
fying (D). Denote byM the uncentered Hardy-Littlewood maximal function over open
balls of M defined by
Mf(x) = sup
B:x∈B
|f |B
where fE := −
∫
E
fdµ :=
1
µ(E)
∫
E
fdµ. Then
1. µ({x : Mf(x) > λ}) ≤ C
λ
∫
X
|f |dµ for every λ > 0;
2. ‖Mf‖p ≤ Cp‖f‖p, for 1 < p ≤ ∞.
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5.2.2 Poincare´ inequality
Definition 5.2.3 (Poincare´ inequality on M). Let M be a complete Riemannian
manifold, 1 ≤ s <∞. We say that M admits a local Poincare´ inequality (Psloc)
if there exist constants r1 > 0, C = C(r1) > 0 such that, for every function f ∈ C∞0 ,
and every ball B of M of radius 0 < r < r1, we have
(Psloc) −
∫
B
|f − fB|sdµ ≤ Crs −
∫
B
|∇f |sdµ.
M admits a global Poincare´ inequality (Ps) if we can take r1 =∞ in this definition.
Remark 5.2.4. By density of C∞0 in W
1
s , if (Psloc) holds for every function f ∈ C∞0 ,
then it holds for every f ∈ W 1s .
Let us recall some known facts about Poincare´ inequality with varying q. It is
known that (Pqloc) implies (Pploc) when p ≥ q (see [17]). Thus, if the set of q such that
(Pqloc) holds is not empty, then it is an interval unbounded on the right. A recent
result for Keith and Zhong [20] asserts that this interval is open in [1,+∞[ in the
following sense:
Theorem 5.2.5. Let (X, d, µ) be a complete metric-measure space with µ locally dou-
bling and admitting a local Poincare´ inequality (Pqloc), for some 1 < q < ∞. Then
there exists ε > 0 such that (X, d, µ) admits (Pploc) for every p > q − ε (see [20] and
section 3.4 of chapter 3: section 4 in [6]).
5.2.3 Reverse Ho¨lder classes
Definition 5.2.6. Let M be a Riemannian manifold. A weight w is a non-negative
locally integrable function on M . The reverse Ho¨lder classes are defined in the follow-
ing way: w ∈ RHq, 1 < q < ∞, if there exists a constant C such that for every ball
B ⊂M
(5.1)
(
−
∫
B
wqdµ
) 1
q
≤ C −
∫
B
wdµ.
The endpoint q =∞ is given by the condition: w ∈ RH∞ whenever, for any ball B,
(5.2) w(x) ≤ C −
∫
B
w for µ− a.e. x ∈ B.
We say that w ∈ RHqloc for some 1 < q < ∞ (resp. q = ∞) if there exists r2 > 0
such that (5.1) (resp. (5.2)) holds for all balls B of radius 0 < r < r2.
The smallest C is called the RHq (resp. RHqloc) constant of w.
Proposition 5.2.7. 1. RH∞ ⊂ RHq ⊂ RHp for 1 < p ≤ q ≤ ∞.
2. If w ∈ RHq, 1 < q <∞, then there exists q < p <∞ such that w ∈ RHp.
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3. A∞ =
⋃
1<q≤∞RHq.
Proof. These properties are standard, see for instance [14].
Proposition 5.2.8. (see section 11 in [2], [19]) Let V be a non-negative measurable
function. Then the following properties are equivalent:
1. V ∈ A∞.
2. For all r ∈]0, 1[, V r ∈ RH 1
r
.
3. There exists r ∈]0, 1[, V r ∈ RH 1
r
.
Remark 5.2.9. Propositions 5.2.7 and 5.2.8 still hold in the local case, that is, when
the weights are considered in a local reverse Ho¨lder class RHqloc for some 1 < q ≤ ∞.
5.2.4 The K method of real interpolation
The reader is referred to [7], [8] for details on the development of this theory. Here
we only recall the essentials to be used in the sequel.
Let A0, A1 be two normed vector spaces embedded in a topological Hausdorff
vector space V , and define for a ∈ A0 + A1 and t > 0,
K(a, t, A0, A1) = inf
a=a0+a1
(‖a0‖A0 + t‖a1‖A1).
For 0 < θ < 1, 1 ≤ q ≤ ∞, we denote by (A0, A1)θ,q the interpolation space
between A0 and A1:
(A0, A1)θ,q =
{
a ∈ A0 + A1 : ‖a‖θ,q =
(∫ ∞
0
(t−θK(a, t, A0, A1))q
dt
t
) 1
q
<∞
}
.
It is an exact interpolation space of exponent θ between A0 and A1, see [8] Chapter
II.
Definition 5.2.10. Let f be a measurable function on a measure space (X,µ). We
denote by f ∗ its decreasing rearrangement function: for every t > 0,
f ∗(t) = inf {λ : µ({x : |f(x)| > λ}) ≤ t} .
We denote by f ∗∗ the maximal decreasing rearrangement of f : for every t > 0,
f ∗∗(t) =
1
t
∫ t
0
f ∗(s)ds.
It is known that (Mf)∗ ∼ f ∗∗ and µ({x : |f(x)| > f ∗(t)}) ≤ t for all t > 0. We
refer to [7], [8], [9] for other properties of f ∗ and f ∗∗.
To end with this subsection let us quote the following theorem ([18]):
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Theorem 5.2.11. Let (X,µ) be a measure space where µ is a non-atomic positive
measure. Take 0 < p0 < p1 <∞. Then
K(f, t, Lp0 , Lp1) ∼
(∫ tα
0
(f ∗(u))p0du
) 1
p0
+ t
(∫ ∞
tα
(f ∗(u))p1du
) 1
p1
,
where 1
α
= 1
p0
− 1
p1
.
5.2.5 Sobolev spaces associated to a weight V
For the definition of the non homogeneous Sobolev spaces W 1p,V and the homogeneous
one W˙ 1p,V see the introduction. We begin by showing that W
1
∞,V and W˙
1
p,V are Banach
spaces.
Proposition 5.2.12. W 1∞,V equipped with the norm
‖f‖W 1∞,V = ‖f‖∞ + ‖ |∇f | ‖∞ + ‖V f‖∞
is a Banach space.
Proof. Let (fn)n be a Cauchy sequence in W
1
∞,V . Then it is a Cauchy sequence in W
1
∞
and converges to f in W 1∞. Hence V fn → V f µ− a.e.. On the other hand, V fn → g
in L∞, then µ− a.e. The unicity of the limit gives us g = V f .
Proposition 5.2.13. Assume that M satisfies (D) and admits a Poincare´ inequality
(Ps) for some 1 ≤ s < ∞ and that V ∈ A∞. Then, for s ≤ p ≤ ∞, W˙ 1p,V equipped
with the norm
‖f‖W˙ 1p,V = ‖ |∇f | ‖p + ‖V f‖p
is a Banach space.
Proof. Let (fn)n be a Cauchy sequence in W˙
1
p,V . There exist a sequence of functions
(gn)n and a sequence of scalar (cn)n with gn = fn − cn converging to a function g in
Lp,loc and ∇gn converging to ∇g in Lp (see [15]). Moreover, since (V fn)n is a Cauchy
sequence in Lp, it converges to a function h µ − a.e.. Lemma 5.3.1 in Section 5.3
below yields∫
B
(|∇(fn − fm)|s + |V (fn − fm)|s) dµ ≥ C(B, V )
∫
B
|fn − fm|sdµ
for all ball B of M . Thus, (fn)n is a Cauchy sequence in Ls,loc. Since (fn − cn) is
also Cauchy in Ls,loc, the sequence of constants (cn)n is Cauchy in Ls,loc and therefore
converges to a constant c. Take f := g + c. We have then gn + c = fn − cn + c → f
in Lp,loc. This yields fn → f in Lp,loc and so V fn → V f µ − a.e.. The unicity of the
limit gives us h = V f . Hence, we conclude that f ∈ W˙ 1p,V and fn → f in W˙ 1p,V which
finishes the proof.
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In the following proposition we characterize the W 1p,V . We have
Proposition 5.2.14. Let M be a complete Riemannian manifold and let V ∈ RHqloc
for some 1 ≤ q <∞. Consider, for 1 ≤ p < q,
H1p,V (M) = H
1
p,V = {f ∈ Lp : |∇f | and V f ∈ Lp}
and equip it with the same norm as W 1p,V . Then C
∞
0 is dense in H
1
p,V and hence
W 1p,V = H
1
p,V .
Proof. See the Appendix.
Therefore, under the hypotheses of Proposition 5.2.14, W 1p,V is the set of distribu-
tions f ∈ Lp such that |∇f | and V f belong to Lp.
5.3 Principal tools
We shall use the following form of Fefferman-Phong inequality. The proof is com-
pletely analogous to the one in Rn ( see [22], [2]):
Lemma 5.3.1. (Fefferman-Phong inequality). Let M be a complete Riemannian man-
ifold satisfying (D). Let w ∈ A∞ and 1 ≤ p < ∞. We assume that M admits also a
Poincare´ inequality (Pp). Then there exists a constant C > 0 depending only on the
A∞ constant of w, p and the constants in (D), (Pp), such that for all ball B of radius
R > 0 and u ∈ W 1p,loc∫
B
(|∇u|p + w|u|p)dµ ≥ C min(R−p, wB)
∫
B
|u|pdµ.
Proof. Since M admits a (Pp) Poincare´ inequality, we have∫
B
|∇u|pdµ ≥ C
Rpµ(B)
∫
B
∫
B
|u(x)− u(y)|pdµ(x)dµ(y).
This and ∫
B
w|u|pdµ = 1
µ(B)
∫
B
∫
B
w(x)|u(x)|pdµ(x)dµ(y)
lead easily to ∫
B
(|∇u|p + w|u|p)dµ ≥ [min(CR−p, w)]B
∫
B
|u|pdµ.
Now we use that w ∈ A∞: there exists ε > 0, independent of B, such that
E = {x ∈ B : w(x) > εwB} satisfies µ(E) > 12µ(B). Indeed since w ∈ A∞ then there
exists 1 ≤ p <∞ such that w ∈ Ap. Therefore,
µ(Ec)
µ(B)
≤ C
(
w(Ec)
w(B)
) 1
p
≤ Cε 1p .
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We take ε > 0 such that Cε
1
p < 1
2
. We obtain then
[min(CR−p, w)]B ≥ 1
2
min(CR−p, εwB) ≥ C ′min(R−p, wB).
This proves the desired inequality and finishes the proof.
Now, we will give two versions of a Caldero´n-Zygmund decomposition:
Proposition 5.3.2. Let M be a complete non-compact Riemannian manifold satisfy-
ing (D). Let V ∈ RHq, for some 1 < q < ∞ and assume that M admits a Poincare´
inequality (Ps) for some 1 ≤ s < q. Let f ∈ W 1p,V , s ≤ p < q, and α > 0. Then one
can find a collection of balls (Bi), functions g ∈ W 1q,V and bi ∈ W 1s,V with the following
properties
(5.3) f = g +
∑
i
bi
(5.4)
∫
∪iBi
Tqg dµ ≤ Cαqµ(∪iBi)
(5.5) supp bi ⊂ Bi,
∫
Bi
Tsbi dµ ≤ Cαsµ(Bi)
(5.6)
∑
i
µ(Bi) ≤ C
αp
∫
M
Tpf dµ
(5.7)
∑
i
1Bi ≤ N
where N, C depend only on the constants in (D), (Ps), p and the RHq constant of V .
Denote Trf = |f |r + |∇f |r + |V f |r for 1 ≤ r <∞.
Proof. Let f ∈ W 1p,V , α > 0. Consider Ω = {x ∈M :MTsf(x) > αs}. If Ω = ∅, then
set
g = f, bi = 0 for all i
so that (5.4) is satisfied thanks to the Lebesgue differentiation theorem. Otherwise
the maximal theorem (Theorem 5.2.2) and p ≥ s give us that
(5.8) µ(Ω) ≤ C
αp
∫
M
Tpf dµ <∞.
In particular Ω 6= M as µ(M) = ∞. Let F be the complement of Ω. Since Ω is an
open set distinct of M , let (Bi) be a Whitney decomposition of Ω ([11]). That is, the
balls Bi are pairwise disjoint and there exist two constants C2 > C1 > 1, depending
only on the metric, such that
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1. Ω = ∪iBi with Bi = C1Bi and the balls Bi have the bounded overlap property;
2. ri = r(Bi) =
1
2
d(xi, F ) and xi is the center of Bi;
3. each ball Bi = C2Bi intersects F (C2 = 4C1 works).
For x ∈ Ω, denote Ix = {i : x ∈ Bi}. By the bounded overlap property of the balls Bi,
we have that ]Ix ≤ N . Fixing j ∈ Ix and using the properties of the Bi’s, we easily
see that 1
3
ri ≤ rj ≤ 3ri for all i ∈ Ix. In particular, Bi ⊂ 7Bj for all i ∈ Ix.
Condition (5.7) is nothing but the bounded overlap property of the Bi’s and (5.6)
follows from (5.7) and (5.8). Since V ∈ RHq implies V q ∈ A∞ (because there exists
ε > 0 such that V ∈ RHq+ε and hence V q ∈ RH1+ ε
q
) and therefore V s ∈ RH q
s
by
Proposition 5.2.8, Lemma 5.3.1 yields
(5.9)
∫
Bi
(|∇f |s + |V f |s)dµ ≥ C min(V sBi , r−si )
∫
Bi
|f |sdµ.
We declare Bi of type 1 if V
s
Bi
≥ r−si and of type 2 if V sBi < r−si . One should read V sBi
as (V s)Bi but this is also equivalent to (VBi)
s since V ∈ RHq ⊂ RHs.
Let us now define the functions bi. Let (χi)i be a partition of unity of Ω sub-
ordinated to the covering (Bi), such that for all i, χi is a Lipschitz function sup-
ported in Bi with ‖ |∇χi| ‖∞ ≤ C
ri
. To this end it is enough to choose χi(x) =
ψ(
C1d(xi, x)
ri
)
(∑
k
ψ(
C1d(xk, x)
rk
)
)−1
, where ψ is a smooth function, ψ = 1 on [0, 1],
ψ = 0 on [1+C1
2
,+∞[ and 0 ≤ ψ ≤ 1. Set
bi =
{
fχi if Bi of type 1,
(f − fBi)χi ifBi of type 2.
Let us estimate
∫
Bi
Tsbi dµ. We distinguish two cases:
1. If Bi is of type 2, then∫
Bi
|bi|sdµ =
∫
Bi
|(f − fBi)χi|sdµ
≤ C
(∫
Bi
|f |sdµ+
∫
Bi
|fBi|sdµ
)
≤ C
∫
Bi
|f |sdµ
≤ C
∫
Bi
|f |sdµ
≤ Cαsµ(Bi)
≤ Cαsµ(Bi)
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where we used that Bi ∩ F 6= ∅ and the property (D). The Poincare´ inequality
(Ps) gives us ∫
Bi
|∇bi|sdµ ≤ C
∫
Bi
|∇f |sdµ
≤ CMTsf(y)µ(Bi)
≤ Cαsµ(Bi)
as y can be chosen in F ∩Bi. Finally,∫
Bi
|V bi|sdµ =
∫
Bi
|V (f − fBi)χi|sdµ
≤
∫
Bi
|V f |sdµ+
∫
Bi
|V fBi |sdµ
≤ (|V f |s)Biµ(Bi) + C(V s)Bi(|f |s)Biµ(Bi)
≤ Cαsµ(Bi) + (|∇f |s + |V f |s)Bi µ(Bi)
≤ Cαsµ(Bi).
We used that Bi ∩ F 6= ∅, Jensen’s inequality and (5.9), noting that Bi is of
type 2.
2. If Bi is of type 1, then∫
Bi
Tsbi dµ ≤
∫
Bi
Tsf dµ+ r
−s
i
∫
Bi
|f |sdµ
≤ C
∫
Bi
Tsf dµ
≤ Cαsµ(Bi)
where we used that Bi ∩ F 6= ∅ and that Bi is of type 1.
Set now g = f −∑i bi, where the sum is over balls of both types and is locally
finite by (5.7). The function g is defined almost everywhere on M , g = f on F
and g =
∑
2fBiχi on Ω where
∑
j means that we are summing over balls of type
j. Observe that g is a locally integrable function on M . Indeed, let ϕ ∈ L∞ with
compact support. Since d(x, F ) ≥ ri for x ∈ supp bi, we obtain∫ ∑
i
|bi| |ϕ| dµ ≤
(∫ ∑
i
|bi|
ri
dµ
)
sup
x∈M
(
d(x, F )|ϕ(x)|
)
and ∫ |bi|
ri
dµ =
∫
Bi
|f − fBi |
ri
χi dµ
≤
(
µ(Bi)
) 1
s′
(∫
Bi
|∇f |sdµ
) 1
s
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≤ Cαµ(Bi).
We used the Ho¨lder inequality, (Ps) and that Bi ∩ F 6= ∅, s′ being the conjugate of s.
Hence
∫ ∑
i
|bi||ϕ|dµ ≤ Cαµ(Ω) sup
x∈M
(
d(x, F )|ϕ(x)|
)
. Since f ∈ L1,loc, we conclude
that g ∈ L1,loc. (Note that since b ∈ L1 in our case, we can say directly that g ∈ L1,loc.
However, for the homogeneous case –section 5– we need this observation to conclude
that g ∈ L1,loc.) It remains to prove (5.4). Note that
∑
i
χi(x) = 1 and
∑
i
∇χi(x) = 0
for all x ∈ Ω. A computation of the sum ∑i∇bi leads us to
∇g = (∇f)1F +
∑
2fBi∇χi.
By definition of F and the differentiation theorem, |∇g| is bounded by α almost
everywhere on F . It remains to control ‖h2‖∞ where h2 =
∑
2fBi∇χi. Set h1 =∑
1fBi∇χi. By already seen arguments for type 1 balls, |fBi| ≤ Cαri. Hence, |h1| ≤
C
∑
1 1Biα ≤ CNα and it suffices to show that h = h1 + h2 is bounded by Cα. To
see this, fix x ∈ Ω. Let Bj be a Whitney ball containing x. We may write
|h(x)| =
∣∣∣∣∣∑
i∈Ix
(fBi − fBj)∇χi(x)
∣∣∣∣∣ ≤ C∑
i∈Ix
|fBi − fBj |r−1i .
Since Bi ⊂ 7Bj for all i ∈ Ix, the Poincare´ inequality (Ps) and the definition of Bj
yield
|fBi − fBj | ≤ Crj
(
(|∇f |s)7Bj
) 1
s ≤ Crjα.
Thus ‖h‖∞ ≤ Cα.
Let us now estimate
∫
Ω
Tqg dµ. We have∫
Ω
|g|qdµ =
∫
M
|(
∑
2fBiχi)|qdµ
≤ C
∑
2|fBi |qµ(Bi)
≤ CNαqµ(Ω).
We used the estimate
(|f |Bi)s ≤ (|f |s)Bi ≤ (MTsf)(y) ≤ αs
as y can be chosen in F ∩Bi. For |∇g|, we have∫
Ω
|∇g|qdµ =
∫
Ω
|h2|qdµ
≤ Cαqµ(Ω).
Finally, since by Proposition 5.2.8 V s ∈ RH q
s
, we get∫
Ω
V q|g|qdµ ≤
∑
2
∫
Bi
V q|fBi |qdµ
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≤ C
∑
2(V sBi |fBi |s)
q
sµ(Bi).
By construction of the type 2 balls and by (5.9) we have V sBi |fBi |s ≤ V sBi(|f |s)Bi ≤
C(|∇f |s + |V f |s)Bi ≤ Cαs. Then
∫
Ω
V q|g|qdµ ≤ C∑ 2αqµ(Bi) ≤ NCαqµ(Ω).
To finish the proof, we have to verify that g ∈ W 1q,V . For that we just have to
control
∫
F
Tqg dµ. As g = f on F , this readily follows from∫
F
Tqfdµ =
∫
F
(|f |q + |∇f |q + |V f |q)dµ
≤
∫
F
(|f |p|f |q−p + |∇f |p|∇f |q−p + |V f |p|V f |q−p)dµ
≤ αq−p‖f‖p
W 1p,V
.
Remark 5.3.3. The estimate
∫
F
Tqg dµ above is too crude to be used in the interpo-
lation argument. Note that (5.4) only involves control of Tqg on Ω = ∪iBi. Compare
with (5.11) in the next argument when q =∞.
Proposition 5.3.4. Let M be a complete non-compact Riemannian manifold satis-
fying (D). Let V ∈ RH∞ and assume that M admits a Poincare´ inequality (Ps) for
some 1 ≤ s <∞. Let f ∈ W 1p,V , s ≤ p <∞, and α > 0. Then one can find a collec-
tion of balls (Bi), functions bi ∈ W 1s,V and an almost everywhere Lipschitz function g
such that the following properties hold:
(5.10) f = g +
∑
i
bi
(5.11) ‖g‖W 1∞,V ≤ Cα
(5.12) supp bi ⊂ Bi,
∫
Bi
Tsbi dµ ≤ Cαsµ(Bi)
(5.13)
∑
i
µ(Bi) ≤ C
αp
∫
Tpf dµ
(5.14)
∑
i
χBi ≤ N
where C and N only depend on the constants in (D), (Ps), p and the RH∞ constant
of V .
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Proof. The only difference between the proof of this proposition and that of Proposi-
tion 5.3.2 is the estimation (5.11). Indeed, as we have seen in the proof of Proposition
5.3.2, we have |∇g| ≤ Cα almost everywhere. By definition of F and the differenti-
ation theorem, (|g| + |V g|) is bounded by α almost everywhere on F . We have also
seen that for all i, |f |Bi ≤ α. Fix x ∈ Ω, then
|g(x)| = |
∑
i∈Ix
fBi |
≤
∑
i∈Ix
|fBi |
≤ Nα.
It remains to estimate |V g|(x). We have
|V g|(x) ≤
∑
2
i:x∈BiV (x)|fBi|
≤ C
∑
2
i:x∈Bi(VBi)|fBi |
≤ C
∑
2
i:x∈Bi ((V
s)Bi(|f |s)Bi)
1
s
≤ C
∑
2
i:x∈Bi(|∇f |s + |V f |s)
1
s
Bi
≤ NCα
where we used the definition of RH∞, and Jensen’s inequality as s ≥ 1. We used also
(5.9) and the bounded overlap property of the Bi’s.
5.4 Estimation of the K-functional in the non ho-
mogeneous case
Denote for 1 ≤ r < ∞, Trf = |f |r + |∇f |r + |V f |r, Tr∗f = |f |r∗ + |∇f |r∗ + |V f |r∗,
Tr∗∗f = |f |r∗∗ + |∇f |r∗∗ + |V f |r∗∗. We have tTr∗∗f(t) =
∫ t
0
Tr∗f(u)du for all t > 0.
Theorem 5.4.1. Under the same hypotheses as in Theorem 5.1.3, with V ∈ RH∞,loc
and 1 ≤ s <∞, we have for every f ∈ W 1s,V +W 1∞,V and every t > 0
K(f, t
1
s ,W 1s,V ,W
1
∞,V ) ∼
(∫ t
0
Ts∗f(u)du
) 1
s
∼ (tTs∗∗f(t))
1
s .
Proof. We refer to [6] for an analogous proof.
Theorem 5.4.2. We consider the same hypotheses as in Theorem 5.1.3 with V ∈
RHqloc for some 1 < q <∞. Then
1. there exists C1 such that for every f ∈ W 1s,V +W 1q,V and every t > 0
K(f, t,W 1s,V ,W
1
q,V ) ≥ C1

∫ t qsq−s
0
Ts∗f(u)du
 1s + t(∫ ∞
t
qs
q−s
Tq∗f(u)du
) 1
q
 ;
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2. for s ≤ p < q, there exists C2 such that for every f ∈ W 1p,V and every t > 0
K(f, t,W 1s,V ,W
1
q,V ) ≤ C2

∫ t qsq−s
0
Ts∗f(u)du
 1s + t(∫ ∞
t
qs
q−s
(MTsf)∗
q
s (u)du
) 1
q
 .
Proof. In a first step we prove this theorem in the global case. This will help to
understand the proof of the more general local case.
5.4.1 The global case
Let M be a complete Riemannian manifold satisfying (D). Let V ∈ RHq for some
1 < q <∞ and assume that M admits a Poincare´ inequality (Ps) for some 1 ≤ s < q.
The principal tool to prove Theorem 5.4.2 in this case will be the Caldero´n-Zygmund
decomposition of Proposition 5.3.2.
We prove the left inequality by applying Theorem 5.2.11 with p0 = s and p1 = q
which gives for all f ∈ Ls + Lq:
K(f, t, Ls, Lq) ∼
∫ t qsq−s
0
f ∗s(u)du
 1s + t(∫ ∞
t
qs
q−s
f ∗q(u)du
) 1
q
.
Moreover, we have
K(f, t,W 1s,V ,W
1
q,V ) ≥ K(f, t, Ls, Lq) +K(|∇f |, t, Ls, Lq) +K(V f, t, Ls, Lq)
since the operator
I +∇+ V : (W 1s,V ,W 1q,V )→ (Ls, Lq)
is bounded.
Hence we conclude with
K(f, t,W 1s,V ,W
1
q,V ) ≥ C
∫ t qsq−s
0
Ts∗f(u)du
 1s + Ct(∫ ∞
t
qs
q−s
Tq∗f(u)du
) 1
q
.
We prove now item 2. Let f ∈ W 1p,V , s ≤ p < q and t > 0. We consider the
Caldero´n-Zygmund decomposition of f given by Proposition 5.3.2 with α = α(t) =
(MTsf)∗ 1s (t
qs
q−s ). Thus f can be written as f = b + g with b =
∑
i
bi where (bi)i, g
satisfy the properties of the proposition. For the Ls norm of b we have
‖b‖ss ≤
∫
M
(
∑
i
|bi|)sdµ
≤ N
∑
i
∫
Bi
|bi|sdµ
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≤ Cαs(t)
∑
i
µ(Bi)
≤ NCαs(t)µ(Ωt).
This follows from the fact that
∑
i
χBi ≤ N and Ωt = Ω =
⋃
i
Bi. Similarly we
get ‖ |∇b| ‖ss ≤ Cαs(t)µ(Ωt) and ‖V b‖ss ≤ Cαs(t)µ(Ωt). For g we have ‖g‖W 1q,V ≤
Cα(t)µ(Ωt)
1
q +
(∫
Ft
Tqfdµ
) 1
q
, where Ft = F in the Proposition 5.3.2 with this choice
of α.
Moreover, since (Mf)∗ ∼ f ∗∗ and (f + g)∗∗ ≤ f ∗∗ + g∗∗, we obtain
α(t) = (MTsf)∗ 1s (t
qs
q−s ) ≤ C(Ts∗∗f) 1s (t
qs
q−s ).
Hence, also noting that µ(Ωt) ≤ t
qs
q−s , we get for all t > 0
(5.15) K(f, t,W 1s,V ,W
1
q,V ) ≤ C
∫ t qsq−s
0
Ts∗f(u)du
 1s + t(∫
Ft
Tqfdµ
) 1
q
.
Let us estimate
∫
Ft
Tqfdµ. Consider Et a measurable set such that
Ωt ⊂ Et ⊂
{
x :MTsf(x) ≥ (MTsf)∗(t
qs
q−s )
}
and µ(Et) = t
qs
q−s . Remark that
∫
Et
(MTsf)rdµ =
∫ t qsq−s
0
(MTsf)∗r(u)du for r ≥ 1 (see
[23]: Chapter V, Lemma 3.17). Denote Gt := Et − Ωt. We have then∫
Ft
Tqfdµ =
∫
Ect
Tqfdµ+
∫
Gt
Tqfdµ
≤ C
∫ ∞
t
qs
q−s
(MTsf)∗
q
s (u)du+ C
∫
Gt
(Ts∗∗f)
q
s (t
qs
q−s )dµ
≤ C
∫ ∞
t
qs
q−s
(MTsf)∗
q
s (u)du+ Cµ(Et)(Ts∗∗f)
q
s (t
qs
q−s )
= C
∫ ∞
t
qs
q−s
(MTsf)∗
q
s (u)du+ Ct−q
∫ t qsq−s
0
Ts∗f(u)du

q
s
.(5.16)
Hence (5.15) and (5.16) yield
K(f, t,W 1s,V ,W
1
q,V ) ≤ C
∫ t qsq−s
0
Ts∗f(u)du
 1s + Ct(∫ ∞
t
qs
q−s
(MTsf)∗
q
s (u)du
) 1
q
which finishes the proof in that case.
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5.4.2 The local case
Let M be a complete non-compact Riemannian manifold satisfying a local doubling
property (Dloc). Consider V ∈ RHqloc for some 1 < q <∞ and assume that M admits
a local Poincare´ inequality (Psloc) for some 1 ≤ s < q.
Denote by ME the Hardy-Littlewood maximal operator relative to a measurable
subset E of M , that is, for x ∈ E and every f locally integrable function on M :
MEf(x) = sup
B:x∈B
1
µ(B ∩ E)
∫
B∩E
|f |dµ
where B ranges over all open balls of M containing x and centered in E. We say
that a measurable subset E of M has the relative doubling property if there exists a
constant CE such that for all x ∈ E and r > 0 we have
µ(B(x, 2r) ∩ E) ≤ CEµ(B(x, r) ∩ E).
This is equivalent to saying that the metric measure space (E, d/E, µ/E) has the dou-
bling property. On such a setME is of weak type (1, 1) and bounded on Lp(E, µ), 1 <
p ≤ ∞.
We prove now Theorem 5.4.2 in the local case. To fix ideas, we assume r0 = 5,
r1 = 8, r2 = 2. The lower bound of K in item 1. is trivial (same proof as for the
global case). It remains to prove the upper bound. For all t > 0, take α = α(t) =
(MTsf)∗ 1s (t
qs
q−s ).
Consider
Ω = {x ∈M :MTsf(x) > αs(t)} .
We have µ(Ω) ≤ t qsq−s . If Ω = M then∫
M
Tsf dµ =
∫
Ω
Tsf dµ
≤ C
∫ µ(Ω)
0
Ts∗f(r)dr
≤ C
∫ t qsq−s
0
Ts∗f(r)dr
Therefore
K(f, t,W 1s,V ,W
1
q,V ) ≤ Ct
q
q−s (Ts∗∗f)
1
q (t
qs
q−s ).
We thus obtain item 2. in this case.
Now assume Ω 6= M . Pick a countable set {xj}j∈J ⊂ M, such that M =⋃
j∈J
B(xj,
1
2
) and for all x ∈M , x does not belong to more than N1 balls Bj := B(xj, 1).
Consider a C∞ partition of unity (ϕj)j∈J subordinated to the balls 12B
j such that
0 ≤ ϕj ≤ 1, supp ϕj ⊂ Bj and ‖ |∇ϕj| ‖∞ ≤ C uniformly with respect to j. Consider
f ∈ W 1p,V , s ≤ p < q. Let fj = fϕj so that f =
∑
j∈J fj. We have for j ∈ J ,
fj, V fj ∈ Lp and ∇fj = f∇ϕj + ∇fϕj ∈ Lp. Hence fj ∈ W 1p (Bj). The balls Bj
satisfy the relative doubling property with the constant independent of the balls Bj.
This follows from the next lemma quoted from [3] p. 947 (For the proof, see Lemma
2.2.4 of Chapter 2 of this thesis).
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Lemma 5.4.3. Let M be a complete Riemannian manifold satisfying (Dloc). Then
the balls Bj above, equipped with the induced distance and measure, satisfy the relative
doubling property (D), with the doubling constant that may be chosen independently
of j. More precisely, there exists C ≥ 0 such that for all j ∈ J
(5.17) µ(B(x, 2r) ∩Bj) ≤ C µ(B(x, r) ∩Bj) ∀x ∈ Bj, r > 0,
and
(5.18) µ(B(x, r)) ≤ Cµ(B(x, r) ∩Bj) ∀x ∈ Bj, 0 < r ≤ 2.
Let us return to the proof of the theorem. For any x ∈ Bj we have
MBjTsfj(x) = sup
B:x∈B, r(B)≤2
1
µ(Bj ∩B)
∫
Bj∩B
Tsfjdµ
≤ sup
B:x∈B, r(B)≤2
C
µ(B)
µ(Bj ∩B)
1
µ(B)
∫
B
Tsfdµ
≤ CMTsf(x).(5.19)
where we used (5.18) of Lemma 5.4.3. Consider now
Ωj =
{
x ∈ Bj :MBjTsfj(x) > Cαs(t)
}
where C is the constant in (5.19). The set Ωj is an open subset of B
j then of M
and Ωj ⊂ Ω for all j ∈ J . For the fj’s, and for all t > 0, we have a Caldero´n-
Zygmund decomposition similar to the one done in Proposition 5.3.2: there exist
bjk, gj supported in B
j, and balls (Bjk)k of M , contained in Ωj, such that
(5.20) fj = gj +
∑
k
bjk
(5.21)
∫
Ωj
Tqgj dµ ≤ Cαq(t)µ(Ωj)
(5.22) supp bjk ⊂ Bjk,
∫
Bjk
Tsbjk dµ ≤ Cαs(t)µ(Bjk)
(5.23)
∑
k
µ(Bjk) ≤ Cα−p(t)
∫
Bj
Tpfj dµ
(5.24)
∑
k
χBjk ≤ N
with C and N depending only on q, p and the constant C(r0), C(r1), C(r2) in (Dloc)
and (Psloc) and the RHqloc condition of V , which is independent of B
j.
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The proof of this decomposition will be the same as that of Proposition 5.3.2, taking for
all j ∈ J a Whitney decomposition (Bjk)k of Ωj 6= M and using the doubling property
for balls whose radii do not exceed 3 < r0 and the Poincare´ inequality for balls whose
radii do not exceed 7 < r1 and the RHqloc property of V for balls whose radii do not
exceed 1 < r2. By the above decomposition we can write f =
∑
j∈J
∑
k
bjk+
∑
j∈J
gj = b+g.
Let us now estimate ‖b‖W 1s,V and ‖g‖W 1q,V .
‖b‖ss ≤ N1N
∑
j
∑
k
‖bjk‖ss
≤ Cαs(t)
∑
j
∑
k
(µ(Bjk))
≤ NCαs(t)
(∑
j
µ(Ωj)
)
≤ N1Cαs(t)µ(Ω).
We used the bounded overlap property of the (Ωj)j∈J ’s and that of the (Bjk)k’s for all
j ∈ J . It follows that ‖b‖s ≤ Cα(t)µ(Ω) 1s . Similarly we get ‖ |∇b| ‖s ≤ Cα(t)µ(Ω) 1s
and ‖V b‖s ≤ Cα(t)µ(Ω) 1s .
For g we have ∫
Ω
|g|qdµ ≤ N
∑
j
∫
Ωj
|gj|qdµ
≤ NCαq(t)
∑
j
µ(Ωj)
≤ N1NCαq(t)µ(Ω).
Analogously
∫
Ω
|∇g|qdµ ≤ Cαq(t)µ(Ω) and ∫
Ω
|V g|qdµ ≤ Cαq(t)µ(Ω). Then noting
that g ∈ W 1q,V (same argument as in the proof of the global case) we obtain
K(f, t,W 1s,V ,W
1
q,V ) ≤ ‖b‖W 1s + t‖g‖W 1q
≤ Cα(t)µ(Ω) 1s + Ctα(t)µ(Ω) 1q + t
(∫
Ft
Tqfdµ
) 1
q
≤ Ct qq−s (Ts∗∗f) 1s (t
qs
q−s ) + t
(∫ ∞
t
qs
q−s
(MTsf)∗
q
s (u)du
) 1
q
.
Thus, we get the desired estimation for f ∈ W 1p,V .
5.5 Interpolation of non homogeneous Sobolev spaces
Proof of Theorem 5.1.3. The proof of the case when V ∈ RH∞loc is the same as the
one in section 4 in [6]. Consider now V ∈ RHqloc for some 1 < q <∞. For s < p < q,
we define the interpolation space W 1p,q,s,V (M) = W
1
p,q,s,V between W
1
s,V and W
1
q,V by
W 1p,q,s,V = (W
1
s,V ,W
1
q,V ) q(p−s)
p(q−s) ,p
.
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We claim that W 1p,q,s,V = W
1
p,V with equivalent norms. Indeed, let f ∈ W 1p,q,s,V . We
have
‖f‖ q(p−s)
p(q−s) ,p
=
{∫ ∞
0
(
t
q(s−p)
p(q−s)K(f, t,W 1s,V ,W
1
q,V )
)p dt
t
} 1
p
≥
{∫ ∞
0
(
t
q(s−p)
p(q−s) t
q
q−s (Ts∗∗f)
1
s (t
qs
q−s )
)p dt
t
} 1
p
=
{∫ ∞
0
t
qs
q−s−1(Ts∗∗f)
p
s (t
qs
q−s )dt
} 1
p
=
{∫ ∞
0
(Ts∗∗f)
p
s (t)dt
} 1
p
≥ ‖f s∗∗‖
1
s
p
s
+ ‖ |∇f |s∗∗‖
1
s
p
s
+ ‖ |V f |s∗∗‖
1
s
p
s
∼ ‖f s‖
1
s
p
s
+ ‖ |∇f |s‖
1
s
p
s
+ ‖ |V f |s‖
1
s
p
s
= ‖f‖W 1p,V
where we used that for r > 1, ‖f ∗∗‖r ∼ ‖f‖r. Therefore W 1p,q,s,V ⊂ W 1p,V , with
‖f‖ q(p−s)
p(q−s) ,p
≥ C‖f‖W 1p,V .
On the other hand, let f ∈ W 1p,V . By the Caldero´n-Zygmund decomposition of
Proposition 5.3.2, f ∈ W 1s,V +W 1q,V . Next,
‖f‖ q(p−s)
p(q−s) ,p
≤ C
{∫ ∞
0
(
t
q(s−p)
p(q−s) t
q
q−s (Ts∗∗f)
1
s (t
qs
q−s )
)p dt
t
} 1
p
+ C
{∫ ∞
0
(
t
q(s−p)
p(q−s) t
(∫ ∞
t
qs
q−s
(MTsf)∗
q
s (u)du
) 1
q
)p
dt
t
} 1
p
≤ C‖f‖W 1p,V + C
{∫ ∞
0
t
q(s−p)
q−s tp−1
(∫ ∞
t
qs
q−s
(MTsf)∗
q
s (u)du
) p
q
dt
} 1
p
≤ C‖f‖W 1p,V + C
{∫ ∞
0
t−
p
q
(∫ ∞
t
(
u(MTsf)∗
q
s (u)
) du
u
) p
q
dt
} 1
p
≤ C‖f‖W 1p,V + C
{∫ ∞
0
t−
p
q
(∫ ∞
t
(
u(MTsf)∗
q
s (u)
) p
q du
u
)
dt
} 1
p
≤ C‖f‖W 1p,V +
C
1− p
q
{∫ ∞
0
t−
p
q (t(t
p
q
−1(MTsf)∗
p
s (t)))dt
} 1
p
= C‖f‖W 1p,V + C‖(MTsf)∗‖
1
s
p
s
≤ C‖f‖W 1p,V + C‖MTsf‖
1
s
p
s
≤ C‖f‖W 1p,V + C‖Tsf‖
1
s
p
s
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≤ C‖f‖W 1p,V
where we used the monotonicity of (MTsf)∗ together with pq < 1, the following Hardy
inequality ∫ ∞
0
[∫ ∞
t
g(u)du
]
tr−1dt ≤
(
1
r
)∫ ∞
0
[ug(u)]ur−1du
for r = 1 − p
q
> 0, the fact that ‖g∗‖l ∼ ‖g‖l for all l ≥ 1 and Theorem 5.2.2. Thus,
W 1p,V ⊂ W 1p,q,s,V with ‖f‖ q(p−s)
p(q−s) ,p
≤ C‖f‖W 1p,V .
LetAV = {q ∈]1,∞] : V ∈ RHqloc} and q0 = supAV , BM = {s ∈ [1, q0[: (Psloc) holds }
and s0 = inf BM .
Corollary 5.5.1. For all p, p1, p2 such that s0 < p1 < p < p2 < q0, W
1
p,V is an
interpolation space between W 1p1,V and W
1
p2,V
.
Proof. Since p1 > s0, M admits a Poincare´ inequality (Pp1loc) and since p2 < q0, item
1. of Proposition 5.2.7 gives us that V ∈ RHp2loc. Therefore, Theorem 5.1.3 yields
the corollary. (We could prove this corollary also using the reiteration theorem.)
Remark 5.5.2. If (P1loc) holds, then s0 = 1 and the strict inequality at s0 in Corollary
5.5.1 becomes large.
5.6 Interpolation of homogeneous Sobolev spaces
Denote for 1 ≤ r < ∞, T˙rf = |∇f |r + |V f |r, T˙r∗f = |∇f |r∗ + |V f |r∗ and T˙r∗∗f =
|∇f |r∗∗ + |V f |r∗∗. For the estimation of the functional K for homogeneous Sobolev
spaces we have the corresponding results:
Theorem 5.6.1. Under the hypotheses of Theorem 5.1.6 with q <∞ we have that
1. there exists C1 such that for every f ∈ W˙ 1s,V + W˙ 1q,V and all t > 0
K(f, t, W˙ 1s,V , W˙
1
q,V ) ≥ C1

∫ t qsq−s
0
T˙s∗f(u)du
 1s + t(∫ ∞
t
qs
q−s
T˙q∗f(u)du
) 1
q
 ;
2. for s ≤ p < q, there exists C2 such that for every f ∈ W˙ 1p,V and all t > 0
K(f, t, W˙ 1s,V , W˙
1
q,V ) ≤ C2

∫ t qsq−s
0
T˙s∗f(u)du
 1s + t(∫ ∞
t
qs
q−s
(
MT˙sf
)∗ q
s
(u)du
) 1
q
 .
Theorem 5.6.2. Under the hypotheses of Theorem 5.1.6 with V ∈ RH∞ we have that
1. there exists C1 such that for every f ∈ ˙W 1s,V + W˙ 1∞,V and every t > 0
K(f, t
1
s , W˙ 1s,V , W˙
1
∞,V ) ≥ C1t
1
s (T˙s∗∗f)
1
s (t);
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2. for s ≤ p <∞, there exists C2 such that for every f ∈ W˙ 1p,V and every t > 0
K(f, t
1
s , W˙ 1s,V , W˙
1
∞,V ) ≤ C2t
1
s (T˙s∗∗f)
1
s (t).
Before we prove Theorems 5.6.1, 5.6.2 and 5.1.6, we give two versions of a Caldero´n-
Zygmund decomposition.
Proposition 5.6.3. Let M be a complete non-compact Riemannian manifold satisfy-
ing (D). Let 1 ≤ q <∞ and V ∈ RHq. Assume that M admits a Poincare´ inequality
(Ps) for some 1 ≤ s < q. Let s ≤ p < q and consider f ∈ W˙ 1p,V and α > 0. Then
there exist a collection of balls (Bi)i, functions bi ∈ W˙ 1s,V and a function g ∈ W˙ 1q,V
such that the following properties hold:
(5.25) f = g +
∑
i
bi
(5.26)
∫
∪iBi
T˙qg dµ ≤ C αqµ(∪iBi)
(5.27) supp bi ⊂ Bi and
∫
Bi
T˙sbi dµ ≤ Cαsµ(Bi)
(5.28)
∑
i
µ(Bi) ≤ Cα−p
∫
T˙pf dµ
(5.29)
∑
i
χBi ≤ N
with C and N depending only on q, s and the constants in (D), (Ps) and the RHq
condition.
Proposition 5.6.4. Let M be a complete non-compact Riemannian manifold satisfy-
ing (D). Consider V ∈ RH∞. Assume that M admits a Poincare´ inequality (Ps) for
some 1 ≤ s < ∞. Let s ≤ p < ∞, f ∈ W˙ 1p,V and α > 0. Then there exist a collec-
tion of balls (Bi)i, functions bi ∈ W˙ 1s,V (M) and a function g such that the following
properties hold :
(5.30) f = g +
∑
i
bi
(5.31) T˙1g ≤ Cα µ− a.e.
(5.32) supp bi ⊂ Bi and
∫
Bi
T˙sbidµ ≤ Cαsµ(Bi)
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(5.33)
∑
i
µ(Bi) ≤ Cα−p
∫
T˙pf dµ
(5.34)
∑
i
χBi ≤ N
with C and N depending only on q, p and the constant in (D), (Ps) and the RH∞
condition.
The proof of these two decompositions goes as in the case of non homogeneous
Sobolev spaces, but taking Ω =
{
x ∈M :MT˙sf(x) > αs
}
as ‖f‖p is not under con-
trol. We note that in the non homogeneous case, we used that f ∈ Lp only to control
b ∈ Ls and g ∈ L∞ when V ∈ RH∞ and
∫
Ω
|g|qdµ when V ∈ RHq and q <∞.
Proof of Theorem 5.6.1 and 5.6.2. We refer to [6] for the proof of Theorem 5.6.2. The
proof of item 1. of Theorem 5.6.1 is the same as in the non homogeneous case. Let us
turn to inequality 2. Consider f ∈ W˙ 1p,V , t > 0 and α(t) = (MT˙sf)∗
1
s (t
qs
q−s ). By the
Caldero´n-Zygmund decomposition with α = α(t), f can be written f = b + g with
‖b‖W˙ 1s,V ≤ Cα(t)µ(Ω)
1
s and
∫
Ω
T˙qgdµ ≤ Cαq(t)µ(Ω). Since we have µ(Ω) ≤ t
qs
q−s , we
get then as in the non homogeneous case
K(f, t, W˙ 1s,V , W˙
1
q,V ) ≤ Ct
q
q−s (T˙s∗∗f)
1
s (t
qs
q−s ) + Ct
(∫ ∞
t
qs
q−s
(MT˙sf)∗
q
s (u)du
) 1
q
.
Proof of Theorem 5.1.6. We refer to [6] when q =∞. When q <∞, the proof follows
directly from Theorem 5.6.1. Indeed, item 1. of Theorem 5.6.1 gives us that
(W˙ 1s,V , W˙
1
q,V ) q(p−s)
p(q−s) ,p
⊂ W˙ 1p,V
with ‖f‖W˙ 1p,V ≤ C‖f‖ q(p−s)p(q−s) ,p, while item 2. gives us as in section 5.5 for non homoge-
neous Sobolev spaces, that
W˙ 1p,V ⊂ (W˙ 1s,V , W˙ 1q,V ) q(p−s)
p(q−s) ,p
with ‖f‖ q(p−s)
p(q−s) ,p
≤ C‖f‖W˙ 1p,V .
Let AV = {q ∈]1,∞] : V ∈ RHq} and q0 = supAV , BM = {s ∈ [1, q0[: (Ps) holds }
and s0 = inf BM .
Corollary 5.6.5. For all p, p1, p2 such that s0 < p1 < p < p2 < q0, W˙
1
p,V is an
interpolation space between W˙ 1p1,V and W˙
1
p2,V
.
Remark 5.6.6. If (P1) holds, then s0 = 1 and the strict inequality at s0 in Corollary
5.6.5 become large.
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5.7 Interpolation of Sobolev spaces on Lie Groups
Consider G a connected Lie group. Assume that G is unimodular and let dµ be a
fixed Haar measure on G. Let X1, ..., Xk be a family of left invariant vector fields such
that the Xi’s satisfy a Ho¨rmander condition. In this case the Carnot-Carathe´odory
metric ρ is a distance, and G equipped with the distance ρ is complete and defines
the same topology as the topology of G as manifold (see [12] p. 1148). It is known
that G has an exponential growth or polynomial growth. In the first case, G satisfies
the local doubling property (Dloc) and admits a local Poincare´ inequality (P1loc). In
the second case, it admits the global doubling property (D) and a global Poincare´
inequality (P1) (see [12], [16], [21], [24] for more details).
Definition 5.7.1 (Sobolev spaces W 1p,V ). For 1 ≤ p <∞ and for a weight V ∈ A∞,
we define the Sobolev space W 1p,V as the completion of C
∞ functions for the norm:
‖u‖W 1p,V = ‖f‖p + ‖ |Xf | ‖p + ‖V f‖p
where |Xf | =
(∑k
i=1 |Xif |2
) 1
2
.
Definition 5.7.2. We denote by W 1∞,V the space of all bounded Lipschitz functions f
on G such that ‖V f‖∞ <∞ which is a Banach space.
Proposition 5.7.3. Let V ∈ RHqloc for some 1 ≤ q <∞. Consider, for 1 ≤ p < q,
H1p,V = {f ∈ Lp(G) : |∇f | and V f ∈ Lp}
and equip it with the same norm as W 1p,V . Then as in Proposition 5.2.14 in the case
of Riemannian manifolds, C∞0 is dense in H
1
p,V and hence W
1
p,V = H
1
p,V
Interpolation of W 1p,V : Let V ∈ RHqloc for some 1 < q ≤ ∞. To interpolate the
W 1pi,V , we distinguish between the polynomial and the exponential growth cases. If G
has polynomial growth and V ∈ RHq, then we are in the global case. Otherwise we
are in the local case. In the two cases we obtain the following theorem:
Theorem 5.7.4. Let G be a connected Lie group as in the beginning of this section
and assume that V ∈ RHqloc with 1 < q ≤ ∞. Denote T1f = |f | + |Xf | + |V f |,
Tr∗f = |f |r∗ + |Xf |r∗ + |V f |r∗ for 1 ≤ r <∞.
a. If q <∞, we have that
1. there exists C1 > 0 such that for every f ∈ W 11,V +W 1q,V , and every t > 0
K(f, t,W 11,V ,W
1
q,V ) ≥ C1

∫ t qq−1
0
T1∗f(u)du
 1s + t(∫ ∞
t
q
q−1
Tq∗f(u)du
) 1
q
 ;
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2. for 1 ≤ p <∞, there exists C2 > 0 such that for every f ∈ W 1p,V and every
t > 0,
K(f, t,W 11,V ,W
1
q,V ) ≤ C2

∫ t qq−1
0
T1∗f(u)du+ t
(∫ ∞
t
q
q−1
(MT1f)∗q(u)du
) 1
q
 .
b. If q =∞, then for every f ∈ W 11,V +W 1∞,V and for every t > 0 we have
K(f, t,W 11,V ,W
1
∞,V ) ∼
∫ t
0
T1∗f(u)du.
Theorem 5.7.5. Let G be as above, V ∈ RHqloc, for some 1 < q ≤ ∞. Then, for
1 ≤ p1 < p < p2 < q0, W 1p,V is an interpolation space between W 1p1,V and W 1p2,V where
q0 = sup {q ∈]1,∞] : V ∈ RHqloc}.
Proof. Combine Theorem 5.7.4 and the reiteration theorem.
Remark 5.7.6. Define the homogeneous Sobolev spaces W˙ 1p,V as the vector space of
distributions f such that Xf and V f ∈ Lp and equip this space with the norm
‖f‖W˙ 1p,V = ‖ |Xf | ‖p + ‖V f‖p
and W˙ 1∞,V the space of all Lipschitz functions f on G with ‖V f‖∞ < ∞. Theses
spaces are Banach spaces. If G has polynomial growth, we obtain the interpolation
results analog to those of section 5.6
Examples: For examples of spaces for which our interpolation result applies see
section 11 in [6].
Examples of RHq weights in Rn for q < ∞ are the power weights |x|−α with
−∞ < α < n
q
and positive polynomials for q = ∞. We give an other example for
RHq weights in a Riemannian manifold M : consider f, g ∈ L1(M), 1 ≤ r < ∞ and
1 < s ≤ ∞, then V (x) = (Mf(x))−(r−1) ∈ RH∞ and W (x) = (Mg(x))
1
s ∈ RHq for
all q < s ( q = s if s = ∞) and hence V + W ∈ RHq for all q < s ( q = s if s = ∞)
(see [5], [4] for details).
Appendix
Proof of Proposition 5.2.14: We follow the method of Davies in [13]. Let L(f) =
L0(f) + L1(f) + L2(f) :=
∫
M
|f |pdµ + ∫
M
|∇f |pdµ + ∫
M
|V f |pdµ. We will prove the
proposition in three steps:
1. Let f ∈ H1p,V . Fix p0 ∈ M and let ϕ ∈ C∞0 (R) satisfies ϕ ≥ 0, ϕ(α) = 1 if
α < 1 and ϕ(α) = 0 if α > 2. Then put fn(x) = f(x)ϕ(
d(x,p0)
n
). Elementary
calculations establish that fn lies in H
1
p,V . Moreover,
L(f − fn) =
∫
M
|f(x){1− ϕ(d(x, p0)
n
)}|pdµ(x)
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+∫
M
|∇f(x){1− ϕ(d(x, p0)
n
)} − n−1f(x)ϕ′(d(x, p0)
n
)∇(d(x, p0))|pdµ(x)
+
∫
M
|V 12 (x)f(x)(1− ϕ(d(x, p0)
n
))|pdµ(x)
≤
∫
M
|f(x){1− ϕ(d(x, p0)
n
)}|pdµ(x)
+ 2p−1
∫
M
|∇f(x){1− ϕ(d(x, p0)
n
)}|pdµ(x)
+ 2p−1n−p
∫
M
|f(x)|p|ϕ′(d(x, p0)
n
)|pdµ(x)
+
∫
M
V p(x)|f(x)|p|1− ϕ(d(x, p0)
n
)|pdµ(x).
This converges to zero as n→∞ by the dominated convergence theorem. Thus
the the set of functions f ∈ H1p,V with compact support is dense in H1p,V .
2. Let f ∈ H1p,V with compact support. Let n > 0 and Fn : R → R be a smooth
increasing function such that
Fn(s) =

s if − n ≤ s ≤ n,
n+ 1 if s ≥ n+ 2,
−n− 1 if s ≤ −n− 2
and 0 ≤ F ′n(s) ≤ 1 for all s ∈ R. If we put fn(x) := Fn(f(x)) then |fn(x)| ≤
|f(x)| and limn→∞ fn(x) = f(x) for all x ∈ M . The dominated convergence
theorem yields
lim
n→∞
L0(f − fn) = lim
n→∞
∫
M
|f − fn|pdµ = 0
and
lim
n→∞
L2(f − fn) = lim
n→∞
∫
M
V p|f − fn|pdµ = 0
Also
lim
n→∞
L1(f − fn) = lim
n→∞
∫
M
|∇f − F ′n(f(x))∇f |pdµ(x)
= lim
n→∞
∫
M
|1− F ′n(f(x))|p|∇f(x)|pdµ(x)
= 0.
Therefore the set of bounded functions f ∈ H1p,V with compact support is dense
in H1p,V .
3. Let now f ∈ H1p,V be bounded and with compact support. Consider locally
finite coverings of M , (Uk)k, (Vk)k with Uk ⊂ Vk, Vk being endowed with a
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real coordinate chart ψk. Let (ϕk)k be a partition of unity subordinated to the
covering (Uk)k, that is, for all k, ϕk is a C
∞ function compactly supported in
Uk, 0 ≤ ϕk ≤ 1 and
∑∞
k=1 ϕk = 1. There exists a finite subset I of N such that
f =
∑
k∈I fϕk :=
∑
k∈I fk. Take ε > 0. The functions gk = fk ◦ ψ−1k (which
belongs to W 1p (Rn) since f and |∇f | ∈ Lp,loc) can be approximated by smooth
functions wk with compact support (standard approximation by convolution)
in such a way that wk = gk ∗ αk where αk ∈ C∞0 (Rn) is a standard mollifier,
suppwk ⊂ ψk(Vk) and ‖gk − wk‖W 1p ≤ ε2k . Define
hk(x) =
{
wk ◦ ψk(x) if x ∈ Vk,
0 otherwise.
Thus supphk ⊂ Vk and
‖fk − hk‖p =
(∫
Vk
|fk − hk|pdµ
) 1
p
= ‖gk − wk‖p ≤ ε
2k
.
‖ |∇(fk − hk)|‖p =
(∫
Vk
|∇(fk − hk)|pdµ
) 1
p
= ‖ |∇(gk − wk)| ‖p ≤ ε
2k
.
Hence the series
∑
k∈I(fk − hk) is convergent in W 1p . We have also
∑
k∈I(fk −
hk) = f − hε where hε =
∑
k∈I hk, and ‖f − hε‖W 1p ≤
∑
k∈I ‖fk − hk‖W 1p ≤ ε.
If lε := |f − hε|p then limε→0 ‖lε‖1 = 0 and there exists a compact set K which
contains the support of every lε. We have ‖hε‖∞ ≤ ]I‖f‖∞ for all ε > 0. Indeed∑
k∈I
|hk(x)| =
∑
k∈I
∫
Rn
|gk(y)|αk(ψk(x)− y)dy
=
∫
Rn
∑
k∈I
|fϕk(ψ−1k (y))|αk(ψk(x)− y)dy
≤ ‖f‖∞
∫
Rn
∑
k∈I
ϕk(ψ
−1
k (y))αk(ψk(x)− y)dy
≤ ‖f‖∞
∑
k∈I
∫
ψk(Uk)
ϕk(ψ
−1
k (y))αk(ψk(x)− y)dy
≤ ‖f‖∞
∑
k∈I
∫
Rn
αk(z)dz
≤ ]I‖f‖∞.
It follows that ‖lε‖∞ ≤ 2p−1(1 + ]I)‖f‖p∞ = C‖f‖p∞ (C being independent of ε
it depends just on f) for all ε > 0. We claim that these facts suffice to deduce
that limε→0
∫
M
lεV
pdµ = 0, that is
lim
ε→0
L2(f − lε) = 0.
Hence C∞0 is dense in H
1
p,V .
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4. It remains to prove the above claim. Since V ∈ RHploc, there exists r > p such
that V ∈ RHrloc and therefore V p ∈ Lt,loc where t = rp > 1. Hence, by Ho¨lder
inequality we get
0 ≤
∫
M
lεV
pdµ =
∫
K
lεV
pdµ
≤ ‖lε‖Lt′ (K) ‖V p‖Lt(K)
≤ C‖f‖
p
r∞ε
1
t′
for all ε > 0, t′ being the conjugate exponent of t. The proof of Proposition
5.2.14 is therefore complete.
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Partie II
Applications aux ine´galite´s
fonctionnelles
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Chapitre 6
Interpolation of Sobolev spaces,
Littlewood-Paley inequalities and
Riesz transforms on graphs
Ce chapitre est re´dige´ sous forme d’article en collaboration avec Emmanuel Russ.
Abstract. Let Γ be a graph endowed with a reversible Markov kernel p, and let P
the operator defined by Pf(x) =
∑
y p(x, y)f(y). Denote by ∇ the discrete gradient.
We give sufficient conditions on Γ in order to compare ‖∇f‖p and
∥∥(I − P )1/2f∥∥
p
uniformly in f for 1 < p < +∞. These conditions are different for p < 2 and p > 2.
The proofs rely on recent techniques developed to handle operators beyond the class
of Caldero´n-Zygmund operators. For our purpose, we also prove Littlewood-Paley
inequalities and interpolation results for Sobolev spaces in this context, which are of
independent interest.
6.1 Introduction and results
It is well-known that, if n ≥ 1, ‖∇f‖Lp(Rn) and
∥∥(−∆)1/2f∥∥
Lp(Rn) are comparable
uniformly in f for all 1 < p < +∞. This fact means that the classical Sobolev space
W 1,p(Rn) defined by means of the gradient coincides with the Sobolev space defined
through the Laplace operator. This is interesting in particular because ∇ is a local
operator, while (−∆)1/2 is not.
Generalizations of this result to geometric contexts can be given. On a Riemannian
manifold M , it was asked by Strichartz in [36] whether, if 1 < p < +∞, there exists
Cp > 0 such that, for all function f ∈ C∞0 (M),
(6.1) C−1p
∥∥∆1/2f∥∥
p
≤ ‖|∇f |‖p ≤ Cp
∥∥∆1/2f∥∥
p
.
Under suitable assumptions on M , which can be formulated, for instance, in terms
of the volume growth of balls in M , uniform L2 Poincare´ inequalities on balls of M ,
estimates on the heat semigroup (ı.e. the semigroup generated by ∆) or the Ricci
curvature, each of the two inequalities contained in (6.1) holds for a range of p’s
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(which is, in general, different for the two inequalities). The second inequality in (6.1)
means that the Riesz transform ∇∆−1/2 is Lp-bounded. We refer to ([4, 6, 9, 16]) and
the references therein.
In the present paper, we consider a graph equipped with a discrete gradient and a
discrete “Laplacian” and investigate the discrete counterpart of (6.1). To that purpose,
we prove, among other things, an interpolation result for Sobolev spaces defined via
the gradient, already considered in [31], as well as Lp bounds for Littlewood-Paley
functionals.
Let us give precise definitions of our framework. The following presentation is
borrowed from [21]. Let Γ be an infinite set and µxy = µyx ≥ 0 a symmetric weight
on Γ×Γ. We call (Γ, µ) a weighted graph. In the sequel, we write most of the time Γ
instead of (Γ, µ), somewhat abusively. If x, y ∈ Γ, say that x ∼ y if and only if µxy > 0.
For x, y ∈ Γ, a path joining x to y is a finite sequence of edges x0 = x, ..., xN = y such
that, for all 0 ≤ i ≤ N − 1, xi ∼ xi+1. The length of such a path is N . Assume that Γ
is connected, which means that, for all x, y ∈ Γ, there exists a path joining x to y. For
all x, y ∈ Γ, the distance between x and y, denoted by d(x, y), is the shortest length of
a path joining x and y. For all x ∈ Γ and all r ≥ 0, let B(x, r) = {y ∈ Γ, d(y, x) ≤ r}.
In the sequel, we always assume that Γ is locally uniformly finite, which means that
there exists N ∈ N∗ such that, for all x ∈ Γ, ]B(x, 1) ≤ N . If B = B(x, r) is a ball,
set αB = B(x, αr) for all α > 0, and write C1(B) = 4B and Cj(B) = 2
j+1B \ 2jB for
all integer j ≥ 2.
For any subset A ∈ Γ, set
∂A = {x ∈ A; ∃y ∼ x, y /∈ A} .
For all x ∈ Γ, set m(x) = ∑
y∼x
µxy. We always assume in the sequel that m(x) > 0 for
all x ∈ Γ. If A ⊂ Γ, define m(A) = ∑
x∈A
m(x). For all x ∈ Γ and r > 0, write V (x, r)
instead of m(B(x, r)) and, if B is a ball, m(B) will be denoted by V (B).
For all 1 ≤ p < +∞, say that a function f on Γ belongs to Lp(Γ,m) (or Lp(Γ)) if
‖f‖p :=
(∑
x∈Γ
|f(x)|pm(x)
)1/p
< +∞.
Say that f ∈ L∞(Γ,m) (or L∞(Γ)) if
‖f‖∞ := sup
x∈Γ
|f(x)| < +∞.
Define p(x, y) = µxy/m(x) for all x, y ∈ Γ. Observe that p(x, y) = 0 if d(x, y) ≥ 2.
Set also
p0(x, y) = δ(x, y)
and, for all k ∈ N and all x, y ∈ Γ,
pk+1(x, y) =
∑
z∈Γ
p(x, z)pk(z, y).
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The pk’s are called the iterates of p. Notice that, for all x ∈ Γ, there are at most N
non-zero terms in this sum. Observe also that, for all x ∈ Γ,
(6.2)
∑
y∈Γ
p(x, y) = 1
and, for all x, y ∈ Γ,
(6.3) p(x, y)m(x) = p(y, x)m(y).
For all function f on Γ and all x ∈ Γ, define
Pf(x) =
∑
y∈Γ
p(x, y)f(y)
(again, this sum has at most N non-zero terms). The length of the gradient ∇ on Γ
is defined, for all function f on Γ and all x ∈ Γ, by
∇f(x) =
(
1
2
∑
y∈Γ
p(x, y) |f(y)− f(x)|2
)1/2
(this definition is taken from [17]). Let us now define Sobolev spaces on Γ. Let
1 ≤ p ≤ +∞. Say that a scalar-valued function f on Γ belongs to the (inhomogeneous)
Sobolev space W 1,p(Γ) (see also [31], [25]) if and only if
‖f‖W 1,p(Γ) := ‖f‖Lp(Γ) + ‖∇f‖Lp(Γ) < +∞.
We will also consider the homogeneous versions of these spaces. For 1 ≤ p ≤ +∞,
define E˙1,p(Γ) as the space of all scalar-valued functions f on Γ such that ∇f ∈ Lp(Γ),
equipped with the semi-norm
‖f‖E˙1,p(Γ) := ‖∇f‖Lp(Γ) .
Then W˙ 1,p(Γ) is the quotient space E˙1,p(Γ)/(R ∩ Lp(Γ)), equipped with the corre-
sponding norm. Note that, for 1 ≤ p < +∞, R∩Lp(Γ) is equal to 0 if m(Γ) =∞ and
to R if m(Γ) < +∞, while for p = +∞, R ∩ L∞(Γ) = R. It is then routine to check
that both inhomogeneous and homogeneous Sobolev spaces on Γ are Banach spaces.
As in Rn or in the context of Riemannian manifolds, we wish to compare these
Sobolev spaces with the ones defined through a “Laplace” operator. It is easy to see
that, if f ∈ E˙1,2(Γ),
〈(I − P )f, f〉 =
∑
x,y
p(x, y)(f(x)− f(y))f(x)m(x)
=
1
2
∑
x,y
p(x, y) |f(x)− f(y)|2m(x)
= ‖∇f‖22 ,
where we use (6.2) in the second equality and (6.3) in the third one.
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Because of (6.3), the operator P is self-adjoint on L2(Γ) and I − P , which can
be considered as a discrete “Laplace” operator, is non-negative and self-adjoint on
L2(Γ). By means of spectral theory, one defines its square root (I − P )1/2. The
previous computation shows that
∥∥(I − P )1/2f∥∥
2
= ‖∇f‖2. We now focus on Lp
versions of this equality.
To that purpose, we consider separately two inequalities, the validity of which will
be discussed in the sequel. Let 1 < p < +∞. The first inequality we look at says that
there exists Cp > 0 such that, for all function f on Γ with, say, bounded support,
(Rp) ‖∇f‖p ≤ Cp
∥∥(I − P )1/2f∥∥
p
This inequality means that the sublinear operator ∇(I−P )−1/2, which is nothing but
the Riesz transform associated with (I − P ), is Lp-bounded1.
The second inequality under consideration says that there exists Cp > 0 such that,
for all function f ∈ E˙1,p(Γ),
(RRp)
∥∥(I − P )1/2f∥∥
p
≤ Cp ‖∇f‖p .
(The notations (Rp) and (RRp) are borrowed from [4].) We have just seen that (R2)
and (RR2) always hold. A well-known fact (see [32] for a proof in this context)
is that, if (Rp) holds for some 1 < p < +∞, then (RRp) holds with p′ such that
1/p + 1/p′ = 1, while the converse is unclear in this context (it is false in the case of
Riemannian manifolds, see [4]). Thus, we have to consider four distinct issues: (Rp)
for p < 2, (Rp) for p > 2, (RRp) for p < 2, (RRp) for p > 2.
Let us first consider (Rp) when p < 2. This problem was dealt with in [32], and
we just recall the result proved therein, which involves some further assumptions on
Γ. The first one is of geometric nature. Say that (Γ, µ) satisfies the doubling property
if there exists C > 0 such that, for all x ∈ Γ and all r > 0,
(D) V (x, 2r) ≤ CV (x, r).
Note that this assumption implies that there exist C,D > 0 such that, for all x ∈ Γ,
all r > 0 and all θ > 1,
(6.4) V (x, θr) ≤ CθDV (x, r).
Remark 6.1.1. Observe also that, since (Γ, µ) is infinite, it is also unbounded (since
it is locally uniformly finite) so that, if (D) holds, then m(Γ) = +∞ (see [30]).
The second assumption on (Γ, µ) is a uniform lower bound for p(x, y) when x ∼ y,
i.e. when p(x, y) > 0. For α > 0, say that (Γ, µ) satisfies the condition ∆(α) if, for
all x, y ∈ Γ,
(∆(α)) (x ∼ y ⇔ µxy ≥ αm(x)) and x ∼ x.
1Say that a sublinear operator T is Lp-bounded, or is of strong type (p, p), if there exists C > 0
such that ‖Tf‖p ≤ C ‖f‖p for all f ∈ Lp(Γ). Say that it is of weak type (p, p) if there exists C > 0
such that m ({x ∈ Γ, |Tf(x)| > λ}) ≤ Cλp ‖f‖pp for all f ∈ Lp(Γ) and all λ > 0.
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The next two assumptions on (Γ, µ) are pointwise upper bounds for the iterates of p.
Say that (Γ, µ) satisfies (DUE) (a on-diagonal upper estimate) if there exists C > 0
such that, for all x ∈ Γ and all k ∈ N∗,
(DUE) pk(x, x) ≤ Cm(x)
V (x,
√
k)
.
Say that (Γ, µ) satisfies (UE) (an upper estimate) if there exist C, c > 0 such that,
for all x, y ∈ Γ and all k ∈ N∗,
(UE) pk(x, y) ≤ Cm(x)
V (x,
√
k)
e−c
d2(x,y)
k .
Recall that, under assumption (D), estimates (DUE) and (UE) are equivalent (and
the conjunction of (D) and (DUE) is also equivalent to a Faber-Krahn inequality,
[17], Theorem 1.1). The following result holds:
Theorem 6.1.2. ([32]) Under assumptions (D), (∆(α)) and (DUE), (Rp) holds for
all 1 < p ≤ 2. Moreover, the Riesz transform is of weak (1, 1) type, which means that
there exists C > 0 such that, for all λ > 0 and all function f ∈ L1(Γ),
m
({
x ∈ Γ; ∇(I − P )−1/2f(x) > λ}) ≤ C
λ
‖f‖1 .
As a consequence, under the same assumptions, (RRp) holds for all 2 ≤ p < +∞.
When p > 2, assumptions (D), (UE) and (∆(α)) are not sufficient to ensure the
validity of (Rp), as the example of two copies of Z2 linked between with an edge shows
(see [32], Section 4). More precisely, in this example, the fact that (Rp) does not
hold is related to the absence of an L2 Poincare´ inequality on balls, as explained in
Section 4 of [32]2. Say that (Γ, µ) satisfies a scaled L2 Poincare´ inequality on balls
(this inequality will be denoted by (P2) in the sequel) if there exists C > 0 such that,
for any x ∈ Γ, any r > 0 and any function f locally square integrable on Γ such that
∇f is locally square integrable on Γ,
(P2)
∑
y∈B(x,r)
|f(y)− fB|2m(y) ≤ Cr2
∑
y∈B(x,r)
|∇f(y)|2m(y),
where
fB =
1
V (B)
∑
x∈B
f(x)m(x)
is the mean value of f on B. Under assumptions (D), (P2) and (∆(α)), not only
does (UE) hold, but the iterates of p also satisfy a pointwise Gaussian lower bound.
2On Riemannian manifolds, the L2 Poincare´ inequality on balls is neither necessary, nor sufficient
to ensure that the Riesz transform is Lp-bounded for all p ∈ (2,∞), see [4] and the references therein.
We do not know if the corresponding assertion holds in the context of graphs.
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Namely, there exist c1, C1, c2, C2 > 0 such that, for all n ≥ 1 and all x, y ∈ Γ with
d(x, y) ≤ n,
(LUE)
c1m(x)
V (x,
√
n)
e−C1
d2(x,y)
n ≤ pn(x, y) ≤ C2m(x)
V (x,
√
n)
e−c2
d2(x,y)
n .
Actually, (LUE) is equivalent to the conjunction of (D), (P2) and (∆(α)), and also
to a discrete parabolic Harnack inequality, see [21] (see also [5] for another approach
of (LUE)).
Let p > 2 and assume that (Rp) holds. Then, if f ∈ Lp(Γ) and n ≥ 1,
(Gp) ‖∇P nf‖p ≤ Cp
∥∥(I − P )1/2P nf∥∥
p
≤ C
′
p√
n
‖f‖p .
The first inequality in (Gp) follows from (Rp). The second one is due to the analyticity
of P on Lp(Γ). More precisely, as was explained in [32], assumption ∆(α) implies that
−1 does not belong to the spectrum of P on L2(Γ). As a consequence, P is analytic
on L2(Γ) (see [18], Proposition 3), and since P is submarkovian, P is also analytic on
Lp(Γ) (see [18], p. 426). Proposition 2 in [18] therefore yields the second inequality
in (Gp). Thus, condition (Gp) is necessary for (Rp) to hold. Our first result is that,
under assumptions (D), (P2) and (∆(α)), for all q > 2, condition (Gq) is also sufficient
for (Rp) to hold for all 2 < p < q:
Theorem 6.1.3. Let p0 ∈ (2,+∞]. Assume that (Γ, µ) satisfies (D), (P2), (∆(α))
and (Gp0). Then, for all 2 ≤ p < p0, (Rp) holds. As a consequence, if p′0 is such that
1/p0 + 1/p
′
0 = 1, (RRp) holds for all p
′
0 < p ≤ 2.
An immediate consequence of Theorem 6.1.3 and the previous discussion is the
following result:
Theorem 6.1.4. Assume that (Γ, µ) satisfies (D), (P2) and (∆(α)). Let p0 ∈
(2,+∞]. Then, the following two assertions are equivalent:
(i) for all p ∈ (2, p0), (Gp) holds,
(ii) for all p ∈ (2, p0), (Rp) holds.
Let us now focus on (RRp). As already seen, (RRp) holds for all p > 2 under (D),
(∆(α)) and (DUE), and for all p′0 < p < 2 under (D), (P2), (∆(α)) and (Gp0) if p0 > 2
and 1/p0 + 1/p
′
0 = 1. However, we can also give a sufficient condition for (RRp) to
hold for all p ∈ (q0, 2) (for some q0 < 2) which does not involve any assumption such
that (Gp0). For 1 ≤ p < +∞, say that (Γ, µ) satisfies a scaled Lp Poincare´ inequality
on balls (this inequality will be denoted by (Pp) in the sequel) if there exists C > 0
such that, for any x ∈ Γ, any r > 0 and any function f on Γ such that |f |p and |∇f |p
are locally integrable on Γ,
(Pp)
∑
y∈B(x,r)
|f(y)− fB|pm(y) ≤ Crp
∑
y∈B(x,r)
|∇f(y)|pm(y).
122
If 1 ≤ p < q < +∞, then (Pp) implies (Pq) (this is a very general statement on
spaces of homogeneous type, i.e. on metric measured spaces where (D) holds, see
[26]). The converse implication does not hold but an Lp Poincare´ inequality still has
a self-improvement in the following sense:
Proposition 6.1.5. Let (Γ, µ) satisfy (D). Then, for all p ∈ (1,+∞), if (Pp) holds,
there exists ε > 0 such that (Pp−ε) holds.
This deep result actually holds in the general context of spaces of homogeneous
type, i.e. when (D) holds, see [29].
Assuming that (Pq) holds for some q < 2, we establish (RRp) for q < p < 2:
Theorem 6.1.6. Let 1 ≤ q < 2. Assume that (D), (∆(α)) and (Pq) hold. Then, for
all q < p < 2, (RRp) holds. Moreover, there exists C > 0 such that, for all λ > 0,
(6.5) m
({
x ∈ Γ; ∣∣(I − P )1/2f(x)∣∣ > λ}) ≤ C
λq
‖∇f‖qq .
As a corollary of Theorem 6.1.2, Proposition 6.1.5 and Theorem 6.1.6, we get the
following consequence:
Corollary 6.1.7. Assume that (D), (∆(α)) and (P2) hold. Then, there exists ε > 0
such that, for all 2− ε < p ≤ 2, ‖∇f‖p ∼
∥∥(I − P )1/2f∥∥
p
.
In this corollary, the notation ‖∇f‖p ∼
∥∥(I − P )1/2f∥∥
p
means that there exists
Cp > 0 such that
C−1p ‖∇f‖p ≤
∥∥(I − P )1/2f∥∥
p
≤ Cp ‖∇f‖p
for all function f .
Let us briefly describe the proofs of our results. Let us first consider Theorem 6.1.3.
The operator T = ∇(I − P )−1/2 can be written as
T = ∇
(
+∞∑
k=0
akP
k
)
,
where the ak’s are defined by the expansion
(6.6) (1− x)−1/2 =
+∞∑
k=0
akx
k
for −1 < x < 1. The kernel of T is therefore given by
∇x
(
+∞∑
k=0
akpk(x, y)
)
.
It was proved in [33] that, under (D) and (P2), this kernel satisfies the Ho¨rmander
integral condition, which implies the H1(Γ)− L1(Γ) boundedness of T and therefore
its Lp(Γ)-boundedness for all 1 < p < 2, where H1(Γ) denotes the Hardy space on Γ
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defined in the sense of Coifman and Weiss ([15]). However, the Ho¨rmander integral
condition does not yield any information on the Lp-boundedness of T for p > 2. The
proof of Theorem 6.1.3 actually relies on a theorem due to Auscher, Coulhon, Duong
and Hofmann ([6]), which, given some p0 ∈ (2,+∞], provides sufficient conditions for
an L2-bounded sublinear operator to be Lp-bounded for 2 < p < p0. Let us recall this
theorem here in the form to be used in the sequel for the sake of completeness (see
[6], Theorem 2.1, [3], Theorem 2.2):
Theorem 6.1.8. Let p0 ∈ (2,+∞]. Assume that Γ satisfies the doubling property
(D) and let T be a sublinear operator acting on L2(Γ). For any ball B, let AB be a
linear operator acting on L2(Γ), and assume that there exists C > 0 such that, for all
f ∈ L2(Γ), all x ∈ Γ and all ball B 3 x,
(6.7)
1
V 1/2(B)
‖T (I − AB)f‖L2(B) ≤ C
(M(|f |2))1/2 (x)
and
(6.8)
1
V 1/p0(B)
‖TABf‖Lp0 (B) ≤ C
(M(|Tf |2))1/2 (x).
If 2 < p < p0 and if, for all f ∈ Lp(Γ), Tf ∈ Lp(Γ), then there exists Cp > 0 such
that, for all f ∈ L2(Γ) ∩ Lp(Γ),
‖Tf‖Lp(Γ) ≤ Cp ‖f‖Lp(Γ) .
Notice that, to simplify the notations in our foregoing proofs, the formulation of
Theorem 6.1.8 is slightly different from the one given in [3] and in [6], since the family
of operators (Ar)r>0 used in these papers is replaced by a family (AB) indexed by the
balls B ⊂ Γ, see Remark 5 after Theorem 2.2 in [3]. Observe also that this theorem
extends to vector-valued functions (this will be used in Section 6.3). Finally, here and
after, M denotes the Hardy-Littlewood maximal function: for any locally integrable
function f on Γ and any x ∈ Γ,
Mf(x) = sup
B3x
1
V (B)
∑
y∈B
|f(y)|m(y),
where the supremum is taken over all balls B containing x. Recall that, by the Hardy-
Littlewood maximal theorem, since (D) holds,M is of weak type (1, 1) and of strong
type (p, p) for all 1 < p ≤ +∞.
Following the proof of Theorem 2.1 in [6], we will obtain Theorem 6.1.3 by applying
Theorem 6.1.8 with AB = I− (I−P k2)n where k is the radius of B and n is an integer
only depending from the constant D in (6.4).
As far as Theorem 6.1.6 is concerned, note first that (RRp) cannot be derived
from (Rp′) in this situation (where 1/p + 1/p
′ = 1), since we do not know whether
(Rp′) holds or not under these assumptions. Following [4], we first prove (6.5). The
proof relies on a Caldero´n-Zygmund decomposition for Sobolev functions, which is the
adaptation to our context of Proposition 1.1 in [4] (see also [2] in the Euclidean case
and [7] for the extension to a weighted Lebesgue measure):
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Proposition 6.1.9. Assume that (D) and (Pq) hold for some q ∈ [1,∞) and let
p ∈ [q,+∞). Let f ∈ E˙1,p(Γ) and α > 0. Then one can find a collection of balls
(Bi)i∈I , functions (bi)i∈I ∈ E˙1,q(Γ) and a function g ∈ E˙1,∞ such that the following
properties hold:
(6.9) f = g +
∑
i∈I
bi,
(6.10) ‖∇g‖∞ ≤ Cα,
(6.11) supp bi ⊂ Bi,
∑
x∈Bi
|∇bi|q(x)m(x) ≤ CαqV (Bi),
(6.12)
∑
i∈I
V (Bi) ≤ Cα−q
∑
x∈Γ
|∇f |q(x)m(x),
(6.13)
∑
i∈I
χBi ≤ N,
where C and N only depend on q, p and on the constants in (D) and (Pq).
As in [4], we rely on this Caldero´n-Zygmund decomposition to establish (6.5). The
argument also uses the Lp(Γ)-boundedness, for all 2 < p < +∞, of a discrete version
of the Littlewood-Paley-Stein g-function (see [34]), which does not seem to have been
stated before in this context and is interesting in itself. For all function f on Γ and
all x ∈ Γ, define
g(f)(x) =
(∑
l≥1
l
∣∣(I − P )P lf(x)∣∣2)1/2 .
Observe that this is indeed a discrete analogue of the g-function introduced by Stein
in [34], since (I − P )P l = P l − P l+1 can be seen as a discrete time derivative of P l
and P is a Markovian operator.
It is easy to check that the sublinear operator g is bounded in L2(Γ). Indeed, as
already said, the assumption (∆(α)) implies that the spectrum of P is contained in
[a, 1] for some a > −1. As a consequence, P can be written as
P =
∫ 1
a
λdE(λ),
so that, for all integer l ≥ 1,
(I − P )P l =
∫ 1
a
(1− λ)λldE(λ)
and, for all f ∈ L2(Γ),∥∥(I − P )P lf∥∥2
2
=
∫ 1
a
(1− λ)2λ2ldEf,f (λ).
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It follows that, for all f ∈ L2(Γ),
‖g(f)‖22 =
∑
l≥1
l
∥∥(I − P )P lf∥∥2
2
=
∫ 1
a
(1− λ)2
∑
l≥1
lλ2ldEf,f (λ)
=
∫ 1
a
(
λ
1 + λ
)2
dEf,f (λ)
≤ ‖f‖22 .
It turns out that, as in the Littlewood-Paley-Stein semigroup theory, g is also Lp-
bounded for 1 < p < +∞:
Theorem 6.1.10. Assume that (D), (P2) and (∆(α)) hold. Let 1 < p < +∞. There
exists Cp > 0 such that, for all f ∈ Lp(Γ),
‖g(f)‖p ≤ Cp ‖f‖p .
Actually, this inequality will only be used for p > 2 in the sequel, but the result,
which is interesting in itself, does hold and will be proved for all 1 < p < +∞. The
proof for p > 2 relies on the vector-valued version of Theorem 6.1.8, while, for p < 2,
we use the vector-valued version of the following result (see [3], Theorem 2.1 and also
[12] for an earlier version:)
Theorem 6.1.11. Let p0 ∈ [1, 2). Assume that Γ satisfies the doubling property (D)
and let T be a sublinear operator of strong type (2, 2). For any ball B, let AB be a
linear operator acting on L2(Γ). Assume that, for all j ≥ 1, there exists g(j) > 0 such
that, for all ball B ⊂ Γ and all function f supported in B,
(6.14)
1
V 1/2(2j+1B)
‖T (I − AB)f‖L2(Cj(B)) ≤ g(j)
1
V 1/p0(B)
‖f‖Lp0
for all j ≥ 2 and
(6.15)
1
V 1/2(2j+1B)
‖ABf‖L2(Cj(B)) ≤ g(j)
1
V 1/p0(B)
‖f‖Lp0
for all j ≥ 1. If
∑
j≥1
g(j)2Dj < +∞ where D is given by (6.4), then T is of weak type
(p0, p0), and is therefore of strong type (p, p) for all p0 < p < 2.
Going back to Theorem 6.1.6, once (6.5) is established, we conclude by applying
real interpolation theorems for Sobolev spaces, which are also new in this context.
More precisely, we prove:
Theorem 6.1.12. Let q ∈ [1,+∞) and assume that (D), (Pq) and (∆(α)) hold.
Then, for all q < p < +∞, W˙ 1,p(Γ) =
(
W˙ 1,q(Γ), W˙ 1,∞(Γ)
)
1− q
p
,p
.
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As an immediate corollary, we obtain:
Corollary 6.1.13 (The reiteration theorem). Assume that Γ satisfies (D), (Pq) for
some 1 ≤ q < +∞ and (∆(α)). Define q0 = inf {q ∈ [1,∞) : (Pq) holds}. For q0 <
p1 < p < p2 ≤ +∞, if 1
p
=
1− θ
p1
+
θ
p2
, then W˙ 1,p(Γ) =
(
W˙ 1,p1(Γ), W˙ 1,p2(Γ)
)
θ,p
.
Corollary 6.1.13, in conjunction with (6.5), conclude the proof of Theorem 6.1.6.
Notice that, since we know that Sobolev spaces interpolate by the real method, we do
not need any argument as the one in Section 1.3 of [4].
Let us finally mention that, in [4], in the context of Riemannian manifolds, the
authors also obtain a characterization of the validity of (Rp) for all p ∈ (2, p0) (with
some p0 > 2) in terms of a reverse Ho¨lder inequality for harmonic functions on balls.
We intend to discuss the corresponding issue on graphs in a forthcoming paper.
The plan of the paper is as follows. After recalling some well-known estimates
for the iterates of p and deriving some consequences (Section 6.2), we first prove
Theorem 6.1.10, which is of independent interest, in Section 6.3. In Section 6.4, we
prove Theorem 6.1.3 using Theorem 6.1.8. Section 6.5 is devoted to the proof of
Proposition 6.1.9. Theorem 6.1.12 is established in Section 6.6 and, in Section 6.7, we
prove Theorem 6.1.6.
6.2 Kernel bounds
In this section, we gather some estimates for the iterates of p and some straightforward
consequences of frequent use in the sequel. We always assume that (D), (P2) and
(∆(α)) hold. First, as already said, (LUE) holds. Moreover, we also have the following
pointwise estimate for the discrete “time derivative” of pl: there exist C, c > 0 such
that, for all x, y ∈ Γ and all l ∈ N,
(6.16) |pl(x, y)− pl+1(x, y)| ≤ Cm(y)
lV (x,
√
l)
e−c
d2(x,y)
l .
This “time regularity” estimate, which is a consequence of the L2 analyticity of P ,
was first proved by Christ ([13]) by a quite difficult argument. Simpler proofs have
been given by Blunck ([11]) and, more recently, by Dungey ([22]).
Thus, if B is a ball in Γ with radius k, f any function supported in B and i ≥ 2,
one has, for all x ∈ Ci(B) and all l ≥ 1,
(6.17)
∣∣P lf(x)∣∣+ l ∣∣(I − P )P lf(x)∣∣ ≤ C
V (B)
e−c
4ik2
l ‖f‖L1 .
This “off-diagonal” estimate follows from (UE) and (6.16) and the fact that, for all
y ∈ B, by (D),
V (y, k) ∼ V (B) and V (y, k)
V (y,
√
l)
≤ C sup
(
1,
(
k√
l
)D)
.
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Similarly, if B is a ball in Γ with radius k, i ≥ 2 and f any function supported in
Ci(B), one has, for all x ∈ B and all l ≥ 1,
(6.18)
∣∣P lf(x)∣∣+ l ∣∣(I − P )P lf(x)∣∣ ≤ C
V (2iB)
e−c
4ik2
l ‖f‖L1 .
Finally, for all ball B with radius k, all i ≥ 2, all function f supported in Ci(B) and
all l ≥ 1,
(6.19)
∥∥∇P lf∥∥
L2(B)
≤ C√
l
e−c
4ik2
l ‖f‖L2(Ci(B)) .
See Lemma 2 in [32]. If one furthermore assumes that (Gp0) holds for some p0 > 2,
then, by interpolation between (6.19) and (Gp0), one obtains, for all p ∈ (2, p0) and
all f supported in Ci(B),
(6.20)
∥∥∇P lf∥∥
Lp(B)
≤ Cp√
l
e−c
4ik2
l ‖f‖Lp(Ci(B)) .
Inequalities (6.19) and (6.20) may be regarded as “Gaffney” type inequalities, in the
spirit of [24].
6.3 Littlewood-Paley inequalities
In this section, we establish Theorem 6.1.10.
The case 1 < p < 2: We apply the vector-valued version of Theorem 6.1.11 with
T = g and p0 = 1 and, for all ball B with radius k, AB defined by
AB = I − (I − P k2)n,
where n is a positive integer, to be chosen in the proof. More precisely, we consider,
for f ∈ L2(Γ) and x ∈ Γ,
Tf(x) =
(√
l(I − P )P lf(x)
)
l≥1
,
so that T maps L2(Γ) into L2(Γ, l2).
Let B be a ball and f supported in B. Let us first check (6.14). Using the expansion
(I − P k2)n =
n∑
p=0
Cpn(−1)pP pk
2
,
we obtain
T (I − AB)f =
(
αl(I − P )P lf
)
l≥1
where
αl :=
∑
0≤p≤n; l≥pk2
Cpn(−1)p
√
l − pk2.
Since it follows from (6.17) that
(6.21)
1
V (2j+1B)
∥∥(I − P )P lf∥∥2
L2(Cj(B))
≤ C
l2V 2(B)
e−c
4jk2
l ‖f‖2L1 ,
we will be able to go on thanks to the following estimate:
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Lemma 6.3.1. There exists C > 0 only depending on n such that, for all j ≥ 2,∑
l≥1
|αl|2
l2
e−c
4jk2
l ≤ C4−2nj.
Proof of Lemma 6.3.1: If mk2 ≤ l < (m + 1)k2 for some integer 0 ≤ m ≤ n,
one obviously has
(6.22) |αl| ≤ Ck
√
m+ 1,
where C > 0 only depends on n, while, if l > (n+ 1)k2, one has
(6.23) |αl| ≤ Cl− 2n−12 k2n.
This estimate follows from the following inequality, valid for any Cn function ϕ on
[0,+∞):
(6.24)
∣∣∣∣∣
n∑
p=0
Cpn(−1)pϕ(t− pk2)
∣∣∣∣∣ ≤ C supu≥ t
n+1
∣∣ϕ(n)(u)∣∣ k2n,
where C > 0 only depends on n (see [23], problem 16, p. 65). It follows from (6.22)
that, for all 0 ≤ m ≤ n,∑
mk2<l≤(m+1)k2
|αl|2
l2
e−c
4jk2
l ≤ C
∑
mk2<l≤(m+1)k2
(m+ 1)k2
l2
e−c
4jk2
l
≤ C
∫ (m+1)k2
mk2
(m+ 1)k2
t2
e−c
4jk2
t dt
≤ Ce−c4j
where C, c > 0 only depend on n. Similarly,∑
l>(n+1)k2
|αl|2
l2
e−c
4jk2
l ≤ C
∑
l>(n+1)k2
l−(2n−1)k4n
l2
e−c
4jk2
l
≤ C
∫ +∞
(n+1)k2
k4n
t2n+1
e−c
4jk2
t dt
≤ C4−2nj
∫ +∞
0
e−c/w
w2n+1
dw
= C4−2nj,
which concludes the proof of Lemma 6.3.1.
Finally, one obtains
1
V 1/2(2j+1B)
‖T (I − AB)f‖L2(2j+1B\2jB),l2 ≤ C
4−nj
V (B)
‖f‖L1 ,
which means that (6.14) holds with g(j) = 4−nj, and one just has to choose n >
D
2
in order to have
∑
j
g(j)2Dj < +∞.
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Let us now check (6.15). Since
AB =
n∑
p=1
Cpn(−1)pP pk
2
,
it is enough to prove that, for all j ≥ 1 and all 1 ≤ p ≤ n,
(6.25)
1
V 1/2(2j+1B)
∥∥∥P pk2f∥∥∥
L2(Cj(B))
≤ g(j) 1
V (B)
‖f‖L1(B) .
For all x ∈ Cj(B), (6.17) yields∣∣∣P pk2f(x)∣∣∣ ≤ Ce−c′ 4jp
V (B)
‖f‖L1(B)
if j ≥ 2, and ∣∣∣P pk2f(x)∣∣∣ ≤ C
V (B)
‖f‖L1(B)
for j = 1. As a consequence,∥∥∥P pk2f∥∥∥
L2(Cj(B))
≤ Ce
−c′ 4j
p
V (B)
V 1/2(2j+1B) ‖f‖L1(B) ,
so that (6.25) holds. This ends the proof of Theorem 6.1.10 when 1 < p < 2.
The case 2 < p < +∞: This time, we apply the vector-valued version of
Theorem 6.1.8 with the same choices of T and AB. Let us first check (6.7), which
reads in this situation as
1
V 1/2(B)
‖T (I − AB)f‖L2(B,l2) ≤ C
(M|f |2)1/2 (y)
for all f ∈ L2(Γ), all ball B ⊂ Γ and all y ∈ B. Fix such an f , such a ball B and
y ∈ B. Write
f =
∑
j≥1
fχCj(B) :=
∑
j≥1
fj.
The L2-boundedness of g and AB and the doubling property (D) yield
1
V 1/2(B)
‖T (I − AB)f1‖L2(B),l2 ≤
C
V 1/2(B)
‖f‖L2(4B) ≤ C
(M|f |2)1/2 (y).
Let j ≥ 2. Using the same notations as for the case 1 < p < 2, one has
‖T (I − AB)fj‖2L2(B,l2) =
∑
l≥1
|αl|2
∑
x∈B
∣∣(I − P )P lfj(x)∣∣2m(x).
For all x ∈ B, it follows from (6.18) and the Cauchy-Schwarz inequality that∣∣(I − P )P lfj(x)∣∣ ≤ C
l
e−c
′ 4jk2
l
1
V (2jB)
∑
z∈2j+1B
|fj(z)|m(z)
≤ C
l
e−c
′ 4jk2
l
1
V 1/2(2j+1B)
( ∑
z∈2j+1B
|fj(z)|2m(z)
)1/2
≤ C
l
e−c
′ 4jk2
l
(M|f |2 (y))1/2 .
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As a consequence, by Lemma 6.3.1,
‖T (I − AB)fj‖2L2(B,l2) ≤ C
(∑
l≥1
|αl|2
l2
e−c
4jk2
l
)
M (|f |2) (y)V (B)
≤ CV (B)4−2njM (|f |2) (y),
which yields (6.7) by summing up on j ≥ 1.
To prove (6.8), it suffices to establish that, for all 1 ≤ j ≤ n, all ball B ⊂ Γ and all
y ∈ B, ∥∥∥TP jk2f∥∥∥
L∞(B,l2)
≤ C (M‖Tf‖2l2 (y))1/2 .
Let x ∈ B. By Cauchy-Schwarz and the fact that∑
y∈Γ
pjk2(x, y) = 1
for all x ∈ Γ, one has, for any function h ∈ L2(Γ),∣∣∣P jk2h(x)∣∣∣ ≤ (P jk2 |h|2 (x))1/2 .
It follows that, for all l ≥ 1,∣∣∣P jk2(√l(I − P )P lf)(x)∣∣∣2 ≤ P jk2 (l ∣∣(I − P )P lf ∣∣2) (x),
so that ∑
l≥1
∣∣∣P jk2(√l(I − P )P lf)(x)∣∣∣2 ≤ P jk2 (∑
l≥1
l
∣∣(I − P )P lf ∣∣2) (x)
= P jk
2 (‖Tf‖2l2) (x)
≤ CM (‖Tf‖2l2) (y),
which is the desired estimate. Thus, (6.8) holds and the proof of Theorem 6.1.10 is
therefore complete.
6.4 Riesz transforms for p > 2
In the present section, we establish Theorem 6.1.3, applying Theorem 6.1.8 with the
same choice of AB as in Section 6.3. One has ‖AB‖2,2 = 1. In view of Theorem 6.1.8,
it suffices to show that
(6.26)
1
V 1/2(B)
∥∥∥T (I − P k2)nf∥∥∥
L2(B)
≤ C (M(|f |2))1/2 (x)
and
(6.27)
1
V 1/p0(B)
∥∥∥T (I − (I − P k2)n) f∥∥∥
Lp0 (B)
≤ C (M(|Tf |2))1/2 (x)
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for all f ∈ L2(Γ), all x ∈ Γ and all ball B ⊂ Γ containing x. Fix such data f, x and
B.
Proof of (6.34): Set fi = fχCi(B) for all i ≥ 1. The L2-boundedness of T (I −
P k
2
)n yields
(6.28)
1
V 1/2(B)
∥∥∥T (I − P k2)nf1∥∥∥
L2(B)
≤ C
V 1/2(B)
‖f1‖L2(Γ) ≤ C
(M(|f |2))1/2 (x).
Fix now i ≥ 2. In order to estimate the left-hand side of (6.34) with f replaced by fi,
we use the expansion
(I − P )−1/2 =
+∞∑
l=0
alP
l,
where the al’s are defined by (6.6) (observe that, for all l ≥ 0, al > 0). Therefore, one
has
(I − P )−1/2(I − P k2)nfi =
+∞∑
l=0
alP
l(I − P k2)nfi
=
+∞∑
l=0
al
n∑
j=0
Cjn(−1)jP l+jk
2
fi
=
+∞∑
l=0
dlP
lfi,
where
dl =
∑
0≤j≤n, jk2≤l
(−1)jCjnal−jk2 .
It follows that ∣∣∣T (I − P k2)nfi(x)∣∣∣ ≤ +∞∑
l=1
|dl| ∇P lfi(x)
for all x ∈ B. Indeed, if x ∈ B and l = 0, ∇P lfi(x) = ∇fi(x) = 0 because fi is
supported in Ci(B). Thus, one has∥∥∥T (I − P k2)nfi∥∥∥
L2(B)
≤
+∞∑
l=1
|dl|
∥∥∣∣∇P lfi∣∣∥∥L2(B) .
According to (6.19), one has
(6.29)
∥∥∥T (I − P k2)nfi∥∥∥
L2(B)
≤ C
+∞∑
l=1
|dl| e
−c 4ik2
l√
l
‖f‖L2(2i+1B\2iB) .
We claim that the following estimates hold for the dl’s:
Lemma 6.4.1. There exists C > 0 only depending on n with the following properties:
for all integer l ≥ 1,
(i) if there exists an integer 0 ≤ m ≤ n such that mk2 < l < (m + 1)k2, |dl| ≤
C√
l−mk2 ,
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(ii) if there exists an integer 0 ≤ m ≤ n such that l = (m+ 1)k2, |dl| ≤ C,
(iii) if l > (n+ 1)k2, |dl| ≤ Ck2nl−n− 12 .
We postpone the proof of this lemma to the Appendix and end the proof of (6.34).
According to (6.29), one has
(6.30)
∥∥∥T (I − P k2)nfi∥∥∥
L2(B)
≤ C
n∑
m=0
∑
mk2<l<(m+1)k2
|dl| e
−c 4ik2
l√
l
‖f‖L2(2i+1B\2iB)
+ C
n∑
m=0
∣∣d(m+1)k2∣∣ e−c 4im+1
k
√
m+ 1
‖f‖L2(2i+1B\2iB)
+ C
∑
l>(n+1)k2
|dl| e
−c 4ik2
l√
l
‖f‖L2(2i+1B\2iB)
:= S1 + S2 + S3.
For S1, Lemma 6.4.1 yields
|S1| ≤ C
n∑
m=0
∑
mk2<l<(m+1)k2
e−c
4ik2
l√
l
√
l −mk2 ‖f‖L2(2i+1B\2iB) .
But, for each 1 ≤ m ≤ n,
∑
mk2<l<(m+1)k2
e−c
4ik2
l√
l
√
l −mk2 ≤ C
∫ (m+1)k2
mk2
e−c
4ik2
t√
t−mk2√tdt
≤ C
∫ 1
0
e−c
4i
n(1+w)√
w(w + 1)
dw
≤ Ce−c4i ,
where C, c > 0 only depend on n. For m = 0,
∑
0<l<k2
e−c
4ik2
l
l
≤
∫ 1
0
e−c
4i
u
du
u
≤ Ce−c4i .
Therefore,
(6.31) |S1| ≤ Ce−c4i ‖f‖L2(2i+1B\2iB) .
As for S2, Lemma 6.4.1 gives at once
(6.32) |S2| ≤ Ce−c4i ‖f‖L2(2i+1B\2iB) ,
where C, c > 0 only depend on n once more. Finally, for S3, Lemma 6.4.1 provides
|S3| ≤ Ck2n
∑
l>(n+1)k2
l−n−
1
2
e−c
4ik2
l√
l
‖f‖L2(2i+1B\2iB) .
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But one clearly has
∑
l>(n+1)k2
l−n−
1
2
e−c
4ik2
l√
l
≤
∫ +∞
(n+1)k2
t−n−
1
2
e−c
4ik2
t√
t
dt
= (4ik2)−n
∫ +∞
n+1
4i
u−ne−
c
u
du
u
≤ Ck−2n4−in
∫ +∞
0
u−ne−
c
u
du
u
≤ C4−in,
so that, since k ≥ 1,
(6.33) |S3| ≤ C4−in ‖f‖L2(2i+1B\2iB) .
Summing up the upper estimates (6.31), (6.32) and (6.33) and using (6.30), one obtains
(6.34)
∥∥∥T (I − P k2)nfi∥∥∥
L2(B)
≤ C4−in ‖f‖L2(2i+1B\2iB) .
The definition of the maximal function and property (6.4) yield
‖f‖L2(2i+1B\2iB) ≤ V 1/2(2i+1B)
(M(|f |2)(x))1/2 ≤ C2(i+1)D/2V (B)1/2 (M(|f |2)(x))1/2 .
Choosing now n >
D
4
and summing up over i ≥ 1, one concludes from (6.28) and
(6.34) that∥∥∥T (I − P k2)nf∥∥∥
L2(B)
≤ C
(
+∞∑
i=0
2i(
D
2
−2n)
)
V (B)1/2
(M(|f |2)(x))1/2 ,
which ends the proof of (6.34).
Proof of (6.27): We use the following lemma:
Lemma 6.4.2. For all p ∈ (2, p0), there exists C, α > 0 such that, for all ball B ⊂ Γ
with radius k, all integer i ≥ 1 and all function f ∈ L2(Γ) supported in Ci(B), and
for all j ∈ {1, ..., n} (where n is chosen as above), one has(
1
V (B)1/p
)∥∥∥∇P jk2f∥∥∥
Lp(B)
≤ Ce
−α4i
k
1
V (2i+1B)1/2
‖f‖L2(Γ) .
Proof of Lemma 6.4.2: This proof is very similar to the one of Lemma 3.2 in
[6], and we will therefore only indicate the main steps. Consider first the case when
i = 1. If j = 2m for some integer m ≥ 0, (6.20) yields
(6.35)
∥∥∥∇P jk2f∥∥∥
Lp(B)
≤ C√
k
∥∥∥Pmk2f∥∥∥
Lp(Γ)
.
Using (UE), and noticing that, by (D), for y ∈ B, V (y, k√m) ∼ V (B), one has, for
all x ∈ Γ and all y ∈ B,
pmk2(x, y) ≤ C
V (B)
exp
(
−cd
2(x, y)
mk2
)
m(y).
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As a consequence, for all x ∈ Γ,∣∣∣Pmk2f(x)∣∣∣ ≤ C
V 1/2(B)
‖f‖L2(4B) .
The L2 contractivity of P shows that∥∥∥Pmk2f∥∥∥
L2(Γ)
≤ C ‖f‖L2(4B) ,
so that,
(6.36)
∥∥∥Pmk2f∥∥∥
Lp(Γ)
≤ CV (B) 1p− 12 ‖f‖L2(Γ) .
Finally, (6.36) and (6.35) yield the conclusion of Lemma 6.4.2 when i = 1 and j = 2m.
If j = 2m+ 1, argue similarly, writing j = m+ (m+ 1).
Consider now the case when i ≥ 2 and assume that j = 2m (one argues similarly
if j = 2m+ 1 = m+ (m+ 1)). Let χl the characteristic function of Cl(B) for all l ≥ 1.
One has, for all x ∈ Γ,
∇P jk2f(x) ≤
∑
l≥1
∇Pmk2χlPmk2f(x) =:
∑
l≥1
gl(x).
By (6.35) and (6.4),
1
V 1/p(B)
‖gl‖Lp(B) ≤ C
(
V (2l+1B)
V (B)
)1/p
e−c4
l
k
1
V 1/p(2l+1B)
∥∥∥Pmk2f∥∥∥
Lp(2l+1B\2lB)
≤ C2(l+1)D/p e
−c4l
k
1
V 1/p(2l+1B)
∥∥∥Pmk2f∥∥∥
Lp(2l+1B\2lB)
.
Using (UE) and arguing as in the proof of Lemma 3.2 in [6], one obtains
(6.37)
1
V (2l+1B)
∥∥∥Pmk2f∥∥∥2
L2(Cl)
≤ Kil 1
V (2i+1B)
‖f‖2L2(Ci)
and, for all x ∈ 2l+1B \ 2lB,
(6.38)
∣∣∣Pmk2f(x)∣∣∣ ≤ Kil2(i+2)D 1
V 1/2(2i+1B)
‖f‖L2(2i+1B\2iB) ,
where
Kil =

Ce−c4
i
if l ≤ i− 2,
C if i− 1 ≤ l ≤ i+ 1,
Ce−c4
l
if l ≥ i+ 2.
Interpolating between (6.37) and (6.38) therefore yields
1
V 1/p(2l+1B)
∥∥∥Pmk2f∥∥∥
Lp(Cl)
≤ Kil2(i+2)D(1−
2
p) 1
V 1/2(2i+1B)
‖f‖L2(Ci) .
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Summing up in l, one ends the proof of Lemma 6.4.2 as in [6].
To prove (6.27), it is enough to show that, if p ∈ (2, p0), there exists Cp > 0 such
that, for all j ∈ {1, ..., n}, all function f ∈ L2loc(Γ) with ∇f ∈ L2loc(Γ), all ball B ⊂ Γ
with radius k and any point x ∈ B,
1
V 1/p(B)
∥∥∥∇P jk2f∥∥∥
Lp(B)
≤ C (M(|∇f |2))1/2 (x).
But, since for all l ≥ 0, P l1 = 1, one has
∇P lf = ∇P l(f − f4B),
so that
∇P jk2f ≤
∑
l≥1
∇P jk2(χl(f − f4B)).
One concludes the proof of (6.27) as in [6], using the Poincare´ inequality and Lemma
6.4.2.
6.5 The Caldero´n-Zygmund decomposition for func-
tions in Sobolev spaces
The present section is devoted to the proof of Proposition 6.1.9, which follows the one
of Proposition 1.1 in [4]. Let f ∈ E˙1,p(Γ), α > 0. Consider Ω = {x ∈ Γ :M(|∇f |q)(x) > αq}.
If Ω = ∅, then set
g = f , bi = 0 for all i ∈ I
so that (6.10) is satisfied thanks to the Lebesgue differentiation theorem and the
other properties in Proposition 6.1.9 obviously hold. Otherwise the Hardy-Littlewood
maximal theorem gives
m(Ω) ≤ Cα−p‖(∇f)q‖
p
q
p
q
= Cα−p
(∑
x
|∇f |p(x)m(x)
)
(6.39)
< +∞.
In particular, Ω is a proper open subset of Γ, as m(Γ) = +∞ (see Remark 6.1.1).
Let (Bi)i∈I be a Whitney decomposition of Ω ([15]). That is, Ω is the union of the
Bi’s, the Bi’s being pairwise disjoint, and there exist two constants C2 > C1 > 1,
depending only on the metric, such that, if F = Γ \ Ω,
1. the balls Bi = C1Bi are contained in Ω and have the bounded overlap property;
2. for each i ∈ I, ri = r(Bi) = 12d(xi, F ) where xi is the center of Bi;
3. for each i ∈ I, if Bi = C2Bi, Bi ∩ F 6= ∅ (C2 = 4C1 works).
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For x ∈ Ω, denote Ix = {i ∈ I; x ∈ Bi}. By the bounded overlap property of the
balls Bi, there exists an integer N such that ]Ix ≤ N for all x ∈ Ω. Fixing j ∈ Ix and
using the properties of the Bi’s, we easily see that
1
3
ri ≤ rj ≤ 3ri for all i ∈ Ix. In
particular, Bi ⊂ 7Bj for all i ∈ Ix.
Condition (6.13) is nothing but the bounded overlap property of the Bi’s and (6.12)
follows from (6.13) and (6.39). The doubling property and the fact that Bi ∩ F 6= ∅
yield:
(6.40)
∑
x∈Bi
|∇f |q(x)m(x) ≤
∑
x∈Bi
|∇f |q(x)m(x) ≤ αqV (Bi) ≤ CαqV (Bi).
Let us now define the functions bi’s. Let (χi)i∈I be a partition of unity of Ω
subordinated to the covering (Bi)i∈I , which means that, for all i ∈ I, χi is a Lipschitz
function supported in Bi with ‖∇χi‖∞ ≤ C
ri
and
∑
i∈I
χi(x) = 1 for all x ∈ Γ (it
is enough to choose χi(x) = ψ
(
C1d(xi, x)
ri
)(∑
k
ψ
(
C1d(xk, x)
rk
))−1
, where ψ ∈
D(R), ψ = 1 on [0, 1], ψ = 0 on [1+C1
2
,+∞) and 0 ≤ ψ ≤ 1). Note that ∇χi is
supported in 2Bi ⊂ Ω. We set bi = (f − fBi)χi. It is clear that supp bi ⊂ Bi. Let us
estimate
∑
x∈Bi |∇bi|q(x)m(x). Since
∇bi(x) = ∇((f − fBi)χi)(x) ≤ max
y∼x
χi(y)∇f(x) + |f(x)− fBi |∇χi(x)
and since χi(y) ≤ 1 for all y ∈ Γ, we get by (Pq) and (6.40) that∑
x∈Bi
|∇bi|qm(x) ≤ C
(∑
x∈Bi
|∇f |q(x)m(x) +
∑
x∈Bi
|f − fBi |q(x)|∇χi|q(x)m(x)
)
≤ CαqV (Bi) + CC
q
rqi
rqi
∑
x∈Bi
|∇f |q(x)m(x)
≤ C ′αqV (Bi).
Thus (6.11) is proved.
Set g = f −
∑
i∈I
bi. Since the sum is locally finite on Ω, g is defined everywhere on
Γ and g = f on F .
It remains to prove (6.10). Since
∑
i∈I
χi(x) = 1 for all x ∈ Ω, one has
g = fχF +
∑
i∈I
fBiχi
where χF denotes the characteristic function of F . We will need the following lemma:
Lemma 6.5.1. There exists C > 0 such that, for all j ∈ I, all u ∈ F ∩ 4Bj and all
v ∈ Bj,
|g(u)− g(v)| ≤ Cαd(u, v).
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Proof: Since
∑
i∈I
χi = 1 on Γ, one has
(6.41)
g(u)− g(v) = f(u)−
∑
i∈I
fBiχi(v)
=
∑
i∈I
(f(u)− fBi)χi(v).
For all i ∈ I such that v ∈ Bi,
|f(u)− fBi| ≤
+∞∑
k=0
∣∣fB(u,2−kri) − fB(u,2−k−1ri)∣∣+ ∣∣fB(u,ri) − fBi∣∣ .
For all k ≥ 0, (Pq) yields
(6.42)∣∣fB(u,2−kri) − fB(u,2−k−1ri)∣∣ = 1V (u, 2−k−1ri)
∣∣∣∣∣∣
∑
z∈B(u,2−k−1ri)
(
f(z)− fB(u,2−kri)
)
m(z)
∣∣∣∣∣∣
≤ C
V (u, 2−kri)
∑
z∈B(u,2−kri)
∣∣f(z)− fB(u,2−kri)∣∣m(z)
≤
 C
V (u, 2−kri)
∑
z∈B(u,2−kri)
∣∣f(z)− fB(u,2−kri)∣∣qm(z)
 1q
≤ C2−kri
 1
V (u, 2−kri)
∑
z∈B(u,2−kri)
|∇f(z)|qm(z)
 1q
≤ C2−kri (M (∇f)q)
1
q (u)
≤ C2−kαri ≤ C2−kαrj,
where the penultimate inequality relies on the fact that u ∈ F and the last one from
the fact that Bi ∩Bj 6= ∅. Moreover, since u ∈ 4Bj,
B(u, ri) ⊂ B(xj, ri + d(u, xj))
⊂ B(xj, ri + 4rj) ⊂ 7Bj.
Since one also has Bi ⊂ 7Bj, one obtains, arguing as before,
(6.43)
∣∣fB(u,ri) − fBi∣∣ ≤ ∣∣fB(u,ri) − f7Bj ∣∣+ ∣∣f7Bj − fBi∣∣
≤ C
V (7Bj)
∑
z∈7Bj
∣∣f(z)− f7Bj ∣∣m(z)
≤ Cαrj.
It follows from (6.42) and (6.43) that
|f(u)− fBi | ≤ Cαrj ≤ Cαd(u, v),
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since
rj =
1
2
d(xj, F ) ≤ 1
2
d(xj, u) ≤ 1
2
d(xj, v) +
1
2
d(v, u)
≤ 1
2
rj +
1
2
d(v, u).
This ends the proof of Lemma 6.5.1 because of (6.41).
To prove (6.10), it is clearly enough to check that |g(x)− g(y)| ≤ Cα for all x ∼ y ∈ Γ.
Let us now prove this fact, distinguishing between three cases:
1. Assume that x ∈ Ω. Then, x ∈ Bj for some j ∈ I, and for all y ∼ x, y ∈ 2Bj ⊂
Ω, so that χF (x) = χF (y) = 0. It follows that
g(y)− g(x) =
∑
i∈I
(
fBi − fBj
)
(χi(y)− χi(x)),
so that |g(y)− g(x)| ≤∑i∈I ∣∣fBi − fBj ∣∣∇χi(x) := h(x). We claim that |h(x)| ≤
Cα. To see this, note that, for all i ∈ I such that ∇χi(x) 6= 0, we have
|fBi−fBj | ≤ Crjα. Indeed, d(x,Bi) ≤ 1, which easily implies that ri ≤ 3rj+1 ≤
4rj, hence Bi ⊂ 10Bj. As a consequence, we have, arguing as before again,
|fBi − f10Bj | ≤
1
V (Bi)
∑
y∈Bi
|f(y)− f10Bj |m(y)
≤ C
V (Bj)
∑
y∈10Bj
|f(y)− f10Bj |m(y)
≤ Crj
 1
V (10Bj)
∑
y∈10Bj
|∇f |q(y)m(y)
 1q
≤ Crjα(6.44)
where we used Ho¨lder inequality, (D), (Pq) and the fact that (|∇f |q)10Bj ≤
M(|∇f |)q(z) for some z ∈ F ∩Bj. Analogously |f10Bj − fBj | ≤ Crjα. Hence
|h(x)| =
∣∣∣∣∣ ∑
i∈I; x∈2Bi
(fBi − fBj)∇χi(x)
∣∣∣∣∣
≤ C
∑
i∈I; x∈2Bi
|fBi − fBj |r−1i
≤ CNα.
2. Assume now that x ∈ F \ ∂F . In this case |g(y)− g(x)| = |f(y)− f(x)| ≤ Cα
by the definition of F .
3. Assume finally that x ∈ ∂F .
i. If y ∈ F , we have |g(y)− g(x)| = |f(x)− f(y)| ≤ C∇f(x) ≤ Cα.
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ii. Consider now the case when y ∈ Ω. There exists j ∈ I such that y ∈ Bj.
Since x ∼ y, one has x ∈ 4Bj, Lemma 6.5.1 therefore yields
|g(x)− g(y)| ≤ Cαd(x, y) ≤ Cα.
Therefore the proof of Proposition 6.1.9 is complete.
Remark 6.5.2. It is easy to get the following estimate for the bi’s: for all i ∈ I,
1
V (Bi)
‖bi‖1 ≤
1
V (Bi)1/q
‖bi‖q ≤ Cαri.
Indeed, the first inequality follows from Ho¨lder and the fact that bi is supported in Bi.
Moreover, by (Pq) and (6.40),
1
V (Bi)1/q
‖bi‖q =
1
V (Bi)1/q
‖f − fBi‖Lq(Bi) ≤ Cri
1
V (Bi)1/q
‖∇f‖Lq(Bi) ≤ Cαri.
6.6 An interpolation result for Sobolev spaces
To prove Theorem 6.1.12, we will characterize the K functional of interpolation for
homogeneous Sobolev spaces in the following theorem.
Theorem 6.6.1. Under the same hypotheses as Theorem 6.1.12 we have that
1. there exists C1 such that for every f ∈ W˙ 1,q(Γ) + W˙ 1,∞(Γ) and all t > 0
K(f, t
1
q , W˙ 1,q, W˙ 1,∞) ≥ C1t
1
q (|∇f |q∗∗) 1q (t);
2. for q ≤ p <∞, there exists C2 such that for every f ∈ W˙ 1,p(Γ) and every t > 0
K(f, t
1
q , W˙ 1,q, W˙ 1,∞) ≤ C2t
1
q (|∇f |q∗∗) 1q (t).
Proof: We first prove item 1. Assume that f = h+ g with h ∈ W˙ 1,q, g ∈ W˙ 1,∞,
we then have
‖h‖W˙ 1,q + t
1
q ‖g‖W˙ 1,∞ ≥ ‖∇h‖q + t
1
q ‖∇g‖∞
≥ K(∇f, t 1q , Lq, L∞)
≥ Ct 1q (|∇f |q∗∗) 1q (t).
Hence we conclude that K(f, t
1
q , W˙ 1,q, W˙ 1,∞) ≥ C1t
1
q (|∇f |q∗∗) 1q (t).
We prove now item 2. Let f ∈ W˙ 1,p, q ≤ p < ∞. Let t > 0, we consider the
Caldero´n-Zygmund decomposition of f given by Proposition 6.1.9 with α = α(t) =(
M(|∇f |)q
)∗ 1
q
(t). Thus we have f =
∑
i∈I
bi + g = b + g where (bi)i∈I , g satisfy the
properties of the proposition. We have the estimate
‖∇b‖qq ≤
∑
x∈Γ
(∑
i∈I
|∇bi|
)q
(x)m(x)
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≤ CN
∑
i∈I
∑
x∈Bi
|∇bi|q(x)m(x)
≤ Cαq(t)
∑
i∈I
V (Bi)
≤ Cαq(t)m(Ω),
where the Bi’s are given by Proposition 6.1.9 and Ω is defined as in the proof of
Proposition 6.1.9. The last inequality follows from the fact that
∑
i∈I
χBi ≤ N and
Ω =
⋃
i
Bi. Hence ‖∇b‖q ≤ Cα(t)m(Ω)
1
q . Moreover, since (Mf)∗ ∼ f ∗∗ (see [10]), we
obtain
α(t) = (M(|∇f |)q)∗ 1q (t) ≤ C (|∇f |q∗∗) 1q (t).
Hence, also noting that m(Ω) ≤ t (see [10] again), we get K(f, t 1q , W˙ 1,q, W˙ 1,∞) ≤
Ct
1
q |∇f |q∗∗ 1q (t) for all t > 0 and obtain the desired inequality.
Proof of Theorem 6.1.12: The proof follows directly from Theorem 6.6.1.
Indeed, item 1. of Theorem 6.6.1 gives us that
(W˙ 1,q, W˙ 1,∞)1− q
p
,p ⊂ W˙ 1,p
with ‖f‖W˙ 1,p ≤ C‖f‖1− qp ,p, while item 2. gives us that
W˙ 1,p ⊂ (W˙ 1,q, W˙ 1,∞)1− q
p
,p
with ‖f‖1− q
p
,p ≤ C‖f‖W˙ 1,p .
Hence W˙ 1,p = (W˙ 1,q, W˙ 1,∞)1− q
p
,p with equivalent norms.
6.7 The proof of (RRp) for p < 2
In view of Theorem 6.1.12 and since (RR2) holds, it is enough, for the proof of Theorem
6.1.6, to establish (6.5).
Proof of (6.5): We follow the proof of (1.9) in [4]. Consider such an f and fix
λ > 0. Perform the Caldero´n-Zygmund decomposition of f given by Proposition 6.1.9.
We also use the following expansion of (I − P )1/2:
(6.45) (I − P )1/2 =
+∞∑
j=0
aj(I − P )P j
where the (aj)’s were already considered in Section 6.4. For each i ∈ I, pick the
integer k such that 2k ≤ r(Bi) < 2k+1 and define ri = 2k. We split the expansion
(6.45) into two parts:
(I − P )1/2 =
r2i∑
j=0
aj(I − P )P j +
+∞∑
j=r2i+1
aj(I − P )P j := Ti + Ui.
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We first claim that
(6.46) m
({
x ∈ Γ; ∣∣(I − P )1/2g(x)∣∣ > λ}) ≤ C
λq
‖∇f‖qq .
Indeed, one has
m
({
x ∈ Γ; ∣∣(I − P )1/2g(x)∣∣ > λ}) ≤ C
λ2
∥∥(I − P )1/2g∥∥2
2
≤ C
λ2
‖∇g‖22 ,
and since ∇g ≤ Cλ on Γ and ‖∇g‖q ≤ C ‖∇f‖q, we obtain
‖∇g‖22 ≤ Cλ2−q ‖∇g‖qq ≤ Cλ2−q ‖∇f‖qq ,
which ends the proof of (6.46).
We now claim that, for some constant C > 0,
(6.47) m
({
x ∈ Γ;
∣∣∣∣∣∑
i∈I
Tibi(x)
∣∣∣∣∣ > λ
})
≤ C
λq
‖∇f‖qq .
To prove (6.47), write
(6.48)
m
({
x ∈ Γ;
∣∣∣∣∣∑
i∈I
Tibi(x)
∣∣∣∣∣ > λ
})
≤ m
(⋃
i
4Bi
)
+m
({
x /∈
⋃
i
4Bi;
∣∣∣∣∣∑
i∈I
Tibi(x)
∣∣∣∣∣ > λ
})
.
Observe first that, by (D) and Proposition 6.1.9,
m
(⋃
i
4Bi
)
≤ C
∑
i∈I
V (4Bi) ≤ C
λq
‖∇f‖qq .
As far as the second term in the right-hand side of (6.48) is concerned, it can be
estimated by
m
({
x /∈
⋃
i
4Bi;
∣∣∣∣∣∑
i∈I
Tibi(x)
∣∣∣∣∣ > λ
})
≤ 1
λ2
∑
x∈Γ
∣∣∣∣∣∑
i∈I
χΓ\4Bi(x)Tibi(x)
∣∣∣∣∣
2
m(x).
Arguing as in [4, 12, 28], we estimate this last quantity by duality. Fix a function
u ∈ L2(Γ,m) with ‖u‖2 = 1. One has∣∣∣∣∣∑
x∈Γ
∑
i∈I
χΓ\4Bi(x)Tibi(x)u(x)m(x)
∣∣∣∣∣ ≤∑
i∈I
+∞∑
j=2
Ai,j
where, for all i ∈ I and all j ≥ 2,
Ai,j :=
∑
x∈2j+1Bi\2jBi
|Tibi(x)| |u(x)|m(x).
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On the one hand, if i, j are fixed,
‖Tibi‖L2(2j+1Bi\2jBi) ≤
r2i∑
k=0
|ak|
∥∥(I − P )P kbi∥∥L2(2j+1Bi)\2jBi) .
Given 0 ≤ k ≤ r2i , one has, for all x ∈ 2j+1Bi \ 2jBi, using (6.16),∣∣(I − P )P kbi(x)∣∣ ≤∑
y∈Bi
|pk(x, y)− pk+1(x, y)| |bi(y)| ≤
∑
y∈Bi
C
kV (y,
√
k)
e−c
d2(x,y)
k |bi(y)|m(y).
Using (6.4) and arguing exactly as in [4] (relying, in particular, on Remark 6.5.2), we
obtain
∥∥(I − P )P kbi∥∥L2(2j+1Bi\2jBi) ≤ C rik
(
ri√
k
)2D
e−c
4jr2i
k V 1/2(2j+1Bi)λ.
Since
ak ∼ 1√
kpi
(see Appendix), it follows that
‖Tibi‖L2(2j+1Bi\2jBi) ≤ Ce−c4
j
V 1/2(2j+1Bi)λ.
One concludes, as in [4], that (6.47) holds.
What remains to be proved is that
(6.49) m
({
x ∈ Γ;
∣∣∣∣∣∑
i∈I
Uibi(x)
∣∣∣∣∣ > λ
})
≤ C
λq
‖∇f‖qq .
Define, for all j ∈ Z,
βj =
∑
i∈I; ri=2j
bi
ri
,
so that, for all j ∈ Z, ∑
i∈I; ri=2j
bi = 2
jβj.
One has ∑
i∈I
Uibi =
∑
i∈I
∑
k>r2i
ak(I − P )P kbi
=
∑
k>0
ak(I − P )P k
∑
i∈I; r2i<k
bi
=
∑
k>0
ak(I − P )P k
∑
i∈I; r2i=22j<k
bi
=
∑
k>0
ak(I − P )P k
∑
j; 4j<k
2jβj.
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For all k > 0, define
fk =
∑
j; 4j<k
2j√
k
βj.
It follows from the previous computation and Theorem 6.1.10 that∥∥∥∥∥∑
i∈I
Uibi
∥∥∥∥∥
q
≤ C
∥∥∥∥∥∥
(
+∞∑
k=1
1
k
|fk|2
)1/2∥∥∥∥∥∥
q
.
To see this, we estimate the left-hand side of this inequality by duality, as in [4] and
use the fact that |ak| ≤ C√
k
for all k ≥ 1. Since, by Cauchy-Schwarz,
|fk|2 ≤ 2
∑
j; 4j<k
2j√
k
|βj|2 ,
one obtains ∥∥∥∥∥∥
(
+∞∑
k=1
1
k
|fk|2
)1/2∥∥∥∥∥∥
q
≤
∥∥∥∥∥∥
(∑
k∈Z
|βk|2
)1/2∥∥∥∥∥∥
q
.
By the bounded overlap property,∥∥∥∥∥∥
(∑
k∈Z
|βk|2
)1/2∥∥∥∥∥∥
q
q
≤ C
∑
x∈Γ
∑
i∈I
|bi(x)|q
rqi
m(x),
so that, using Remark 6.5.2, one obtains∑
x∈Γ
∑
i∈I
|bi(x)|q
rqi
m(x) ≤ Cλq
∑
i∈I
V (Bi).
As a conclusion,
m
({
x ∈ Γ;
∣∣∣∣∣∑
i∈I
Uibi(x)
∣∣∣∣∣ > λ
})
≤ C
∑
i∈I
V (Bi) ≤ C
λq
‖∇f‖qq ,
which is exactly (6.49). The proof of (6.5) is therefore complete.
Appendix
We prove Lemma 6.4.1. For all l ≥ 0, al = (2l)!
4l(l!)2
, and, as already used in Section
6.7, the Stirling formula shows al ∼ 1√pil . Therefore, there exists C > 0 such that, for
all l ≥ 1,
0 < al ≤ C√
l
.
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Assume first that mk2 < l < (m+ 1)k2 for some integer 0 ≤ m ≤ n. For each integer
j ≥ 0 such that jk2 ≤ l, one has l − jk2 > 0 and j ≤ m, so that |al−jk2| ≤ C√
l−jk2
≤
C√
l−mk2 . It follows at once that
|dl| ≤ C√
l −mk2
for some C > 0 only depending on n.
Assume now that l = (m + 1)k2 for some 0 ≤ m ≤ n. For each j ≥ 0 such that
jk2 ≤ l and l − jk2 > 0, one has j ≤ m again, so that |al−jk2 | ≤ C√l−mk2 = Ck ≤ C.
Moreover, a0 = 1. One therefore has
|dl| ≤ C + Cm+1n ≤ C,
where, again, C only depends on n.
Finally, assume that l > (n + 1)k2. The classical computation of Wallis integrals
shows that
al =
2
pi
∫ pi
2
0
(sin t)2l dt = ϕ(l)
where, for all x > 0, ϕ(x) =
2
pi
∫ pi
2
0
(sin t)2x dt. We can then invoke (6.24) and are
therefore left with the task of estimating ϕ(n). But, for all x > 0,
∣∣ϕ(n)(x)∣∣ = 2
pi
∣∣∣∣∣
∫ pi
2
0
(2 log sin t)n e2x log sin tdt
∣∣∣∣∣ ≤ 2pi
∫ pi
2
0
|2 log sin t|n e2x log sin tdt := 2
pi
In(x).
We now argue as in the “Laplace” method. For all δ ∈ (0, pi
2
)
, one clearly has, for all
x > 1,
(6.1)
0 ≤ In(x) ≤
∫ pi
2
−δ
0
|2 log sin t|n e2x log sin tdt+
∫ pi
2
pi
2
−δ
|2 log sin t|n e2x log sin tdt
≤
(
sin
(pi
2
− δ
))2x−2
In(1) + Jn(x) = Cn,δα
2x−2 + Jn(x)
where Cn,δ > 0 only depends on n and δ, 0 < α = sin
(
pi
2
− δ) < 1 and Jn(x) :=∫ pi
2
pi
2
−δ
|2 log sin t|n e2x log sin tdt.
Observe now that Jn(x) =
∫ δ
0
|2 log cosu|n e2x log cosudu. Since log(cosu) ∼ −u2
2
when u → 0, we fix δ > 0 such that, for all 0 < u < δ, −3
4
u2 ≤ log(cosu) ≤ −1
4
u2,
which implies
(6.2)
Jn(x) ≤ C
∫ δ
0
u2ne−
1
2
xu2du
≤ C
(
1√
x
)2n+1 ∫ +∞
0
v2ne−v
2
dv ≤ Cx−n− 12 .
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It follows from (6.1) and (6.2) that, for all x > 1,∣∣ϕ(n)(x)∣∣ ≤ Cx−n− 12 ,
which, joined with (6.24), yields assertion (iii) in Lemma 6.4.1, the proof of which is
now complete.
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Chapitre 7
Gagliardo-Nirenberg inequalities
on manifolds
Abstract. We prove Gagliardo-Nirenberg inequalities on some classes of manifolds,
Lie groups and graphs.
Re´sume´. On de´montre des ine´galite´s de Gagliardo-Nirenberg sur certaines classes
de varie´te´s Riemanniennes, groupes de Lie et graphes.
7.1 Introduction
The classical Sobolev inequality
(7.1) ‖f‖p∗ ≤ C‖ |∇f | ‖p
with 1
p∗ =
1
p
− 1
n
is well known to hold on Rn for every f ∈ W 1p (Rn) and for every
1 ≤ p < n. It is also known that (7.1) holds on a compact Riemannian n-manifold
M . As an example of complete non-compact Riemannian manifold satisfying (7.1),
we can take a complete Riemannian n-manifold M with non-negative Ricci curvature.
If there exists v > 0 such that for all x ∈ M , µ(B(x, 1)) ≥ v, then M satisfies (7.1).
Here µ(B(x, 1)) is the Riemannian volume of the open ball B(x, 1). For more general
cases where we have (7.1) for some p’s depending on the hypotheses, see [22]. Note
that if (7.1) holds for some 1 ≤ p < n then it holds for all p ≤ q < n (see Chapter 3
in [22]).
Cohen-Meyer-Oru [7], Cohen-Devore-Petrushev-Xu [6], improved (7.1) in the Eu-
clidean case and obtained the following Gagliardo-Nirenberg type inequality
(7.2) ‖f‖1∗ ≤ C‖ |∇f | ‖
n−1
n
1 ‖f‖
1
n
B
−(n−1)
∞,∞
.
for all f ∈ W 11 (Rn), with 1∗ = nn−1 . The proof of (7.2) is rather involved and based
on wavelet decompositions, weak l1 type estimates and interpolation results.
Using a simple method relying on weak type estimates and pseudo-Poincare´ in-
equalities, Ledoux obtained in [19] the following extension of (7.2). He proved that
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for 1 ≤ p < l <∞ and for every f ∈ W 1p (Rn)
(7.3) ‖f‖l ≤ C‖ |∇f | ‖θp‖f‖1−θ
B
θ
θ−1∞,∞
where θ = p
l
and C > 0 only depends on l, p and n.
In the same paper, he extended (7.3) to the case of Riemannian manifolds. If p = 2
he observed that (7.3) holds without any assumption on M . If p 6= 2 he assumed that
the Ricci curvature is non-negative and obtained (7.3) with C > 0 only depending on
l, p when 1 ≤ p ≤ 2 and on l, p and n when 2 < p <∞.
He also proved that a similar inequality holds on Rn, Riemannian manifolds with
non-negative Ricci curvature, Lie groups and Cayley graphs, replacing the B
θ
θ−1∞,∞ norm
by the M
θ
θ−1∞ norm (see definitions below).
Rivie`re-Strzelecki [21], [24], obtained non linear versions of Gagliardo-Nirenberg
inequalities. They got for every f ∈ C∞0 (Rn)
(7.4)
∫
Rn
|∇f |p+2 ≤ C‖f‖2BMO
∫
Rn
|∇2f |2|∇f |p−2.
Recently, Martin and Milman [20] developed a new symmetrization approach to
obtain the Gagliardo-Nirenberg inequalities (7.3) and, therefore the Sobolev inequal-
ities (7.1) in Rn. They also proved a variant of (7.4). The method of [20] to prove
(7.3) is different from that of Ledoux. It relies essentially on an interpolation result
for Sobolev spaces and pseudo-Poincare´ inequalities in the Euclidean case.
In this paper, we prove analogous results on Riemannian manifolds, Lie groups
and graphs making some additional hypotheses on these spaces. This will be done by
adapting Martin and Milman’s method and making use of our interpolation results in
[3]. More precisely we obtain in the case of Riemannian manifolds:
Theorem 7.1.1. Let M be a complete non-compact Riemannian manifold satisfying
(D) and (Pq) for some 1 ≤ q < ∞. Moreover, assume that M satisfies the pseudo-
Poincare´ inequalities (P ′q) and (P
′
∞). Consider α < 0. Then, there exists C > 0 such
that for every f ∈ (W 1q +W 1∞) ∩Bα∞,∞ with f ∗(∞) = 0 and |∇f |∗(∞) = 0, we have
(7.5) |f |q∗∗ 1q (s) ≤ C|∇f |q∗∗ |α|q(1+|α|) (s)‖f‖
1
1+|α|
Bα∞,∞
where |f |q∗∗ 1q denotes (|f |q∗∗) 1q .
Recall that for all t > 0
f ∗(t) = inf {λ;µ({|f | > λ}) ≤ t};
f ∗(∞) = inf {λ;µ({|f | > λ}) <∞}
and
f ∗∗(t) =
1
t
∫ t
0
f ∗(s)ds.
Using this symmetrization result we prove
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Theorem 7.1.2. Let M be a complete Riemannian manifold satisfying the hypotheses
of Theorem 7.1.1. Then (7.3) holds for all q ≤ p < l <∞.
Corollary 7.1.3. Let M be a Riemannian manifold with non-negative Ricci curvature.
Then (7.3) holds for all 1 ≤ p < l <∞.
This corollary is exactly what Ledoux proved in [19]. We obtain further general-
izations.
Corollary 7.1.4. Consider a complete Riemannian manifold M satisfying (D), (P1)
and assume that there exists C > 0 such that for all x, y ∈M , for all t > 0
(G) |∇xpt(x, y)| ≤ C√
tµ(B(y,
√
t))
.
Then inequality (7.3) holds for all 1 ≤ p < l <∞.
Note that a Lie group of polynomial growth satisfies the hypotheses of Corollary
7.1.4 (see 4. of section 7.7). Hence on such a group we have (7.3) for all 1 ≤ p < l <∞.
For such group, Ledoux [19] only showed the validity of the variant of (7.3) replacing
the Besov norm by the Morrey norm.
Another example that shows the generalization of [19] is given by taking a Galois
covering manifold of a compact manifold whose deck transformation group is of poly-
nomial growth (see 3. of section 7.7).
We get also the following Corollary:
Corollary 7.1.5. Let M be a complete Riemannian manifold satisfying (D) and (P2).
Then (7.3) holds for all 2 ≤ p < l <∞.
Note that inequality (7.3) with p = 2 needs no assumption on M , so our results
are only interesting when p 6= 2.
In the following theorem, we show a variant of Theorem 7.1.1 replacing the Besov
norm by the Morrey norm.In the Euclidean case, the Morrey space is strictly smaller
than the Besov space. So the following Theorem 7.1.6 (resp. Corollary 7.1.7) is weaker
than Theorem 7.1.1 (resp. Theorem 7.1.2). For Riemannian manifolds, the Besov and
Morrey spaces are not directly comparable in general.
Theorem 7.1.6. Let M be a complete non-compact Riemannian manifold satisfying
(D) and (Pq) for some 1 ≤ q <∞. Consider q ≤ p <∞ and α < 0. Then, for every
f ∈ (W 1q +W 1∞) ∩Mα∞ we have
|f |q∗∗ 1q (s) ≤ C|∇f |q∗∗ |α|q(1+|α|) (s)‖f‖
1
1+|α|
Mα∞
.
Corollary 7.1.7. Under the hypotheses of Theorem 7.1.6, let q0 = inf {q ∈ [1,∞[: (Pq) holds }
and consider q0 < p < l < ∞1. Thus, as above, we recover Ledoux’s inequality (7.3)
replacing the Besov norm by the Morrey norm.
1if q0 = 1, we allow 1 ≤ p < l <∞
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We finish with the following non linear Gagliardo-Nirenberg theorem:
Theorem 7.1.8. Let M be a complete non-compact Riemannian manifold satisfying
(D) and (Pq) for some 1 ≤ q <∞. Moreover, assume that M satisfies (P ′q) and (P ′∞).
Let p ≥ max(2, q). Then for every f ∈ C∞0 (M)∫
M
|∇f |p+1dµ ≤ C‖f‖B−1∞,∞
∫
M
|∇2f |2|∇f |p−2dµ.
The paper is organized as follows. In section 7.2, we give the definitions on a
Riemannian manifold of Besov and Morrey spaces, Sobolev spaces, doubling property,
Poincare´ and pseudo-Poincare´ inequalities. In section 7.3, we see how to obtain under
our hypotheses Ledoux’s inequality (7.3) and different Sobolev inequalities. Section
7.4 is devoted to prove Theorem 7.1.1 and Theorem 7.1.6. In section 7.5 we give
another symmetrization inequality. We prove Theorem 7.1.8 in section 7.6. Finally,
in section 7.7 we give some examples and extensions of our result.
Acknowledgements. I thank my Ph.D advisor P. Auscher for his comments and
advice about the topic of this paper. I am also indebted to J. Mart´ın and M. Milman
for the useful discussions I had with them, especially concerning Theorem 7.4.2.
7.2 Preliminaries
Throughout this paper C will be a constant that may change from an inequality to
another and we will use u ∼ v to say that there exist two constants C1,C2 > 0 such
that C1u ≤ v ≤ C2u.
Let M be a complete non-compact Riemannian manifold. We write µ for the
Riemannian measure on M , ∇ for the Riemannian gradient, | · | for the length on
the tangent space (forgetting the subscript x for simplicity) and ‖ · ‖p for the norm
on Lp(M,µ), 1 ≤ p ≤ +∞. We denote C∞0 := C∞0 (M) the space of C∞ functions
compactly supported defined on M . Let Pt = e
t∆, t ≥ 0, be the heat semigroup on
M and pt the heat kernel.
7.2.1 Besov and Morrey spaces
For α < 0, we introduce the Besov norm
‖f‖Bα∞,∞ = sup
t>0
t−
α
2 ‖Ptf‖∞ <∞
for measurable functions f such that this makes sense and say f ∈ Bα∞,∞ (we shall
not try here to give the most general definition of the Besov space).
Lemma 7.2.1. We have for every f ∈ Bα∞,∞
(7.6) ‖f‖Bα∞,∞ ∼ sup
t>0
t−
α
2 ‖Pt(f − Ptf)‖∞.
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Proof. It is clear that supt>0 t
−α
2 ‖Pt(f − Ptf)‖∞ ≤ (1 + 2α2 )‖f‖Bα∞,∞ . On the other
hand
t−
α
2 Ptf = t
−α
2 (Ptf − P2tf) + 2α2 (2t)−α2 P2tf.
By taking the supremun over all t > 0, we get
‖f‖Bα∞,∞ ≤ sup
t>0
t−
α
2 ‖Pt(f − Ptf)‖∞ + 2α2 ‖f‖Bα∞,∞ .
Thus, ‖f‖Bα∞,∞ ≤ 11−2α2 supt>0 t
−α
2 ‖Pt(f − Ptf)‖∞.
For α < 0, the Morrey space Mα∞ is the space of locally integrable functions f for
which the Morrey norm
‖f‖Mα∞ := sup
r>0, x∈M
r−α|fB(x,r)| <∞
where fB := −
∫
B
fdµ = 1
µ(B)
∫
B
fdµ.
7.2.2 Sobolev spaces on Riemannian manifolds
Definition 7.2.2 ([2]). Let M be a C∞ Riemannian manifold of dimension n. Write
E1p for the vector space of C
∞ functions ϕ such that ϕ and |∇ϕ| ∈ Lp, 1 ≤ p < ∞.
We define the Sobolev space W 1p as the completion of E
1
p for the norm
‖ϕ‖W 1p = ‖ϕ‖p + ‖ |∇ϕ| ‖p.
We denote W 1∞ for the set of all bounded Lipschitz functions on M .
Proposition 7.2.3. Let M be a complete Riemannian manifold. Then C∞0 is dense
in W 1p for 1 ≤ p <∞ (see [2]).
Definition 7.2.4. Let M be a C∞ Riemannian manifold of dimension n. For 1 ≤
p ≤ ∞, we define
.
E1p to be the vector space of distributions ϕ with |∇ϕ| ∈ Lp, where
∇ϕ is the distributional gradient of ϕ. It is well known that the elements of
.
E1p are in
Lp,loc. We equip
.
E1p with the semi norm
‖ϕ‖ .
E1p
= ‖ |∇ϕ| ‖p.
Definition 7.2.5. We define the homogeneous Sobolev space
.
W 1p as the quotient space
.
E1p/R for the norm
‖ φ‖ .
W 1p
= inf
{
‖ |∇ϕ| ‖p, ϕ ∈
.
E1p , ϕ = φ
}
.
Remark 7.2.6. For all ϕ ∈
.
E1p , ‖ϕ‖ .W 1p = ‖ |∇ϕ| ‖p.
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7.2.3 Doubling property and Poincare´ inequalities
Definition 7.2.7 (Doubling property). Let (M,d, µ) be a Riemannian manifold. De-
note by B(x, r) the open ball of center x ∈ M and radius r > 0 and by µ(B(x, r)) its
measure. One says that M satisfies the doubling property (D) if there exists a constant
Cd > 0 such that for all x ∈M, r > 0 we have
(D) µ(B(x, 2r)) ≤ Cdµ(B(x, r)).
Observe that if M satisfies (D) then
diam(M) <∞⇔ µ(M) <∞ (see [1]).
Definition 7.2.8 (Poincare´ inequality). A complete Riemannian manifold M admits
a Poincare´ inequality (Pq) for some 1 ≤ q <∞ if there exists a constant C such that
for all f ∈ C∞0 and for every ball B of M of radius r > 0, we have
(Pq)
(
−
∫
B
|f − fB|qdµ
) 1
q ≤ Cr
(
−
∫
B
|∇f |qdµ
) 1
q
Remark 7.2.9. Since C∞0 is dense in W
1
q , if M admits (Pq) for all f ∈ C∞0 then
(Pq) holds for all f ∈ W 1q . In fact, by Theorem 1.3.4 in [16], M admits (Pq) for all
f ∈ E˙1q .
The following recent result of Keith and Zhong [17] improves the exponent of
Poincare´ inequality:
Theorem 7.2.10. Let (X, d, µ) be a complete metric-measure space with µ locally
doubling and admitting a local Poincare´ inequality (Pq), for some 1 < q < ∞. Then
there exists ε > 0 such that (X, d, µ) admits (Pp) for every p > q − ε.
Definition 7.2.11 (Pseudo-Poincare´ inequality for the heat semigroup). A Rieman-
nian manifold M admits a pseudo-Poincare´ inequality for the heat semigroup (P ′q) for
some 1 ≤ q <∞ if there exists a constant C such that for all f ∈ C∞0 and all t > 0,
we have
(P ′q) ‖f − Ptf‖q ≤ Ct
1
2‖ |∇f | ‖q.
M admits a pseudo-Poincare´ inequality (P ′∞) if there exists C > 0 such that for every
bounded Lipschitz function f we have
(P ′∞) ‖f − Ptf‖∞ ≤ Ct
1
2‖ |∇f | ‖∞.
Remark 7.2.12. Again by density of C∞0 in W
1
q , if M admits (P
′
q) for some 1 ≤ q <
∞ for all f ∈ C∞0 then M admits (P ′q) for all f ∈ W 1q .
Definition 7.2.13 (Pseudo-Poincare´ inequality for averages). A complete Rieman-
nian manifold M admits a pseudo-Poincare´ inequality for averages (P ′′q ) for some
1 ≤ q <∞ if there exists a constant C such that for all f ∈ C∞0 and for every ball B
of M of radius r > 0, we have
(P ′′q ) ‖f − fB(.,r)‖q ≤ Cr‖ |∇f | ‖q.
Remark 7.2.14. (Lemma 5.3.2 in [22]) If M is a complete Riemannian manifold
satisfying (D) and (Pq) for some 1 ≤ q <∞, then it satisfies (P ′′q ). Hence (P ′′q ) holds
for all f ∈
.
E1q .
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7.3 Ledoux’s and Sobolev inequalities
7.3.1 Ledoux’s inequality
Proof of Theorem 7.1.2. Let us see how to obtain Ledoux’s inequality (7.3) from The-
orem 7.1.1. ConsiderM satisfying the hypotheses of Theorem 7.1.1 and take q < p < l.
From (7.5), we see that
‖ |f |q∗∗ 1q ‖X ≤ C‖ |∇f |q∗∗
1
q ‖
|α|
1+|α|
X |α|
1+|α|
‖f‖
1
1+|α|
Bα∞,∞
with X = Ll which is a rearrangement invariant space (see [5], section 2 of [20]) and
Xa =
{
f : |f |a ∈ X,with ‖f‖Xa = ‖ |f |a ‖
1
a
X
}
.
By taking α = p
p−l we get (7.3) for p > q. For q = p, note that (7.5) implies the weak
type inequality (q, l), that is µ({|f | > λ}) ≤
(
C
λ
‖ |∇f | ‖
q
l
q ‖f‖1−
q
l
Bα∞,∞
)l
. Consequently the
strong type (q, l), that is ‖f‖l ≤ C‖ |∇f | ‖
q
l
q ‖f‖1−
q
l
Bα∞,∞
, follows by Maz’ya’s truncation
principle (see [13], [19]).
Proof of Corollary 7.1.3. Remark that Riemannian manifolds with non-negative Ricci
curvature satisfy (D) with (Cd = 2
n), (P1). They also satisfy (P
′
p) for all 1 ≤ p ≤ ∞,
where the constant C is numerical for 1 ≤ p ≤ 2 and only depends on n for 2 < p ≤ ∞
(see [19]). Thus Theorem 7.1.2 applies on such manifolds with q = 1.
Before we prove Corollary 7.1.4, we give the following two lemmas. Let 2 < p ≤ ∞.
Consider the following condition: there exists C > 0 such that for all t > 0
(Gp) ‖ |∇et∆| ‖p→p ≤ C√
t
.
Lemma 7.3.1. ([11]) Let M be a complete Riemannian manifold M satisfying (D)
and the Gaussian heat kernel upper bound, that is, there exist C, c > 0 such that for
all x, y ∈M , for all t > 0
(7.7) pt(x, y) ≤ C
µ(B(y,
√
t))
e−c
d2(x,y)
t .
Then (G) holds if and only if (G∞) holds.
Lemma 7.3.2. Let M be a complete Riemannian manifold. If the condition (Gp)
holds for some 1 < p ≤ ∞ then M admits a pseudo-Poincare´ inequality (P ′p′), p′ being
the conjugate of p (1
p
+ 1
p′ = 1).
Proof. For f ∈ C∞0 , we have
f − et∆f = −
∫ t
0
∆es∆f ds.
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Remark that (Gp) gives us that ‖∆es∆f‖p′ ≤ C√s‖ |∇f | ‖p′ . Indeed
‖∆es∆f‖p′ = sup
‖g‖p=1
∫
M
∆es∆f g dµ
= sup
‖g‖p=1
∫
M
f ∆es∆g dµ
= sup
‖g‖p=1
∫
M
∇f.∇es∆g dµ
≤ ‖ |∇f | ‖p′ sup
‖g‖p=1
‖ |∇es∆g| ‖p
≤ C√
s
‖ |∇f | ‖p′ .
Therefore
‖f − et∆f‖p′ ≤ C‖ |∇f | ‖p′
∫ t
0
1√
s
ds = C
√
t‖ |∇f | ‖p′
which finishes the proof of the lemma.
Proof of Corollary 7.1.4. The fact that M satisfies (D) and admits (P1), hence (P2),
gives us the Gaussian heat kernel upper bound (7.7). Since (G) holds, Lemma 7.3.1
gives that (G∞) holds too. Thus we obtain by Lemma 7.3.2 that M admits a pseudo-
Poincare´ inequality (P ′1). We claim that (P
′
∞) holds on M . Indeed, (7.7) yields
‖f − et∆f‖∞ ≤ sup
x∈M
∫
M
|f(x)− f(y)|pt(x, y)dµ(y)
≤ C‖ |∇f | ‖∞ sup
x∈M
1
µ(B(x,
√
t))
∫
M
d(x, y)e−c
d2(x,y)
t dµ(y)
≤ C√t‖ |∇f | ‖∞ sup
x∈M
1
µ(B(x,
√
t))
∫
M
e−c
′ d2(x,y)
t dµ(y)
≤ C√t‖ |∇f | ‖∞ sup
x∈M
1
µ(B(x,
√
t))
µ(B(x,
√
t))
= C
√
t‖ |∇f | ‖∞
where the last estimate is a straightforward consequence of (D). Therefore, we have all
we need to apply Theorem 7.1.1 with q = 1. The inequality (7.3) for all 1 ≤ p < l <∞
follows then by Theorem 7.1.2.
Remark 7.3.3. Under the hypotheses of Corollary 7.1.4, Theorem 7.1.6 and Theorem
7.1.8 also hold.
Proof of Corollary 7.1.5. First we know that (G2) always holds on M then Lemma
7.3.2 gives us that (P ′2) holds on M . Secondly (D) and (P2) yields (P
′
∞) as we have
just seen above. Hence Theorem 7.1.2 applies with q = 2.
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7.3.2 The classical Sobolev inequality
Proposition 7.3.4. Consider a complete non-compact Riemannian manifold satisfy-
ing the hypotheses of Theorem 7.1.1 and assume that 1 ≤ q < ν with ν > 0 . From
(7.3) and under the heat kernel bound ‖Pt‖q→∞ ≤ Ct−
ν
2q , one recovers the classical
Sobolev inequality
‖f‖q∗ ≤ C‖ |∇f | ‖q
with 1
q∗ =
1
q
− 1
ν
. Consequently, we get
‖f‖p∗ ≤ C‖ |∇f | ‖p
with 1
p∗ =
1
p
− 1
ν
for q ≤ p < ν.
Proof. Recall that ‖f‖Bα∞,∞ ∼ supt>0 t−
α
2 ‖Pt(f − Ptf)‖∞. The pseudo-Poincare´ in-
equality (P ′q), (7.3) and the heat kernel bound ‖Pt‖q→∞ ≤ Ct−
ν
2q yield
‖f‖q∗ ≤ C‖ |∇f | ‖θq
(
sup
t>0
t−
1
2‖f − Ptf‖q
)1−θ
≤ C‖ |∇f | ‖q.
Thus we get (7.1) with p = q < ν and 1
q∗ =
1
q
− 1
ν
.
7.3.3 Sobolev inequalities for Lorentz spaces
For 1 ≤ p ≤ ∞, 0 ≤ r <∞ we note L(p, r) the Lorentz space of functions f such that
‖f‖L(p,r) =
(∫ ∞
0
(f ∗∗(t)t
1
p )r
dt
t
) 1
r
<∞
and
‖f‖L(p,∞) = sup
t
t
1
pf ∗(t) <∞.
Consider a complete non-compact Riemannian n-manifold M satisfying (D) and
(Pq) for some 1 ≤ q <∞. Moreover, assume that the following global growth condition
(7.8) µ(B) ≥ Crσ
holds for every ball B ⊂ M of radius r > 0 and for some σ > q.Using Remark 4 in
[15], we get
(7.9) f ∗∗(t)− f ∗(t) ≤ Ct 1σ |∇f |q∗∗ 1q (t)
for every f ∈
.
E1q . We can write (7.9) as
(7.10) f ∗∗(t)− f ∗(t) ≤
[
Ct
1
σ |∇f |q∗∗ 1q (t)
]1−θ
(f ∗∗(t)− f ∗(t))θ, 0 ≤ θ ≤ 1.
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Take 1
r
= 1−θ
p∗ +
θ
l
, 1
m
= 1−θ
m0
+ θ
m1
with 0 ≤ θ ≤ 1, p > q, m0 ≥ q and 1p∗ = 1p − 1σ .
Then from (7.10) and Ho¨lder’s inequality, we get the following Gagliardo-Nirenberg
inequality for Lorentz spaces
(7.11) ‖f‖L(r,m) ≤ C‖ |∇f | ‖1−θL(p,m0)‖f‖θL(l,m1).
We used also the fact that for 1 < p ≤ ∞ and 1 ≤ r ≤ ∞
‖f‖L(p,r) ∼
[∫ ∞
0
(
t
1
pf ∗(t)
)r dt
t
] 1
r
to obtain the term ‖ |∇f | ‖L(p,m0) (see [23] Chapter 5, Theorem 3.21).
If we take θ = 0 and m0 = m = p, r = p
∗, (7.11) becomes
(7.12) ‖f‖L(p∗,p) ≤ C‖ |∇f | ‖p.
Noting that p∗ > p (hence ‖f‖L(p∗,p∗) ≤ C‖f‖L(p∗,p)), (7.12) yields (7.1) with 1p∗ = 1p− 1σ
and q < p ≤ σ. Using Theorem 7.2.10, we get (7.1) for every q0 < p ≤ σ where
q0 = inf {q ∈ [1,∞[; (Pq) holds } . If q0 = 1 the strict inequality at q0 becomes large.
Remark 7.3.5. In [22], it was proved that under (D), (P ′′q ) and (7.8) with σ > q
we have (7.1) for all q ≤ p < σ. Since (D) and (Pq) yield (P ′′q ) we cover under our
hypotheses this result and we get moreover the limiting case p = σ.
7.4 Proof of Theorem 7.1.1 and Theorem 7.1.6
The main tool to prove these two theorems is the following two characterizations of
the K functional of interpolation for the homogeneous Sobolev norm.
Theorem 7.4.1. ([3]: Chapter 3 of this thesis) Let M be a complete Riemannian
manifold satisfying (D) and (Pq) for some 1 ≤ q <∞. Consider the K functional of
interpolation for the spaces
.
W 1q and
.
W 1∞ defined as
K(F, t,
.
W 1q ,
.
W 1∞) = inf
f=h+g
h∈
.
E1q , g∈
.
E1∞
(‖ |∇h| ‖q + t‖ |∇g| ‖∞)
where f ∈
.
E1q +
.
E1∞ such that F = f .
Then
1. there exists C1 such that for every F ∈
.
W 1q +
.
W 1∞ and all t > 0
K(F, t
1
q ,
.
W 1q ,
.
W 1∞) ≥ C1t
1
q |∇f |q∗∗ 1q (t) where f ∈
.
E1q +
.
E1∞ such that F = f ;
2. for q ≤ p <∞, there exists C2 such that for every F ∈
.
W 1p and every t > 0
K(F, t
1
q ,
.
W 1q ,
.
W 1∞) ≤ C2t
1
q |∇f |q∗∗ 1q (t) where f ∈
.
E1p such that F = f.
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Theorem 7.4.2. Let M be as in Theorem 7.4.1. For f ∈ W 1q + W 1∞, consider the
functional of interpolation K ′ defined as follows:
K ′(f, t) = K ′(f, t,
.
W 1q ,
.
W 1∞) = inf
f=h+g
h∈W 1q , g∈W 1∞
(‖ |∇h| ‖q + t‖ |∇g| ‖∞) .
Let f ∈ W 1q +W 1∞ such that f ∗(∞) = 0 and |∇f |∗(∞) = 0. We have
(7.13) K ′(f, t
1
q ) ∼ t 1q (|∇f |q∗∗) 1q (t)
where the implicit constants do not depend on f and t. Consequently for such f ’s,
K ′(f, t
1
q ) ∼ K(f, t 1q ,
.
W 1q ,
.
W 1∞).
Proof. Obviously
t
1
q (|∇f |q∗∗) 1q (t) ≤ K(f, t 1q ,
.
W 1q ,
.
W 1∞) ≤ K ′(f, t
1
q )
for all f ∈ W 1q +W 1∞. For the converse estimation, we distinguish three cases:
1. Let f ∈ C∞0 . For t > 0, we consider the Caldero´n-Zygmund decomposition
given by Proposition 5.5 in [3] (Proposition 3.5.5 in this thesis) with α(t) =
(M(|∇f |q))∗ 1q (t) ∼ (|∇f |q∗∗) 1q (t). We can write then f = b+ g with ‖ |∇b| ‖q ≤
Cα(t)t
1
q and g Lipschitz with ‖ |∇g| ‖∞ ≤ Cα(t) (see also the proof of Theorem
1.4 in [3]: Theorem 3.1.4 in this thesis). One can verify that since f ∈ C∞0 one
has in addition b ∈ Lq hence in W 1q and g bounded, hence in W 1∞. Therefore,
we get (7.13).
2. Let f ∈ W 1q . There exists a sequence (fn)n such that for all n, fn ∈ C∞0 and
‖f − fn‖W 1q → 0. Since |∇fn|q → |∇f |q in L1, it follows that |∇fn|q∗∗(t) →
|∇f |q∗∗(t) for all t > 0. We have seen in item 1. that for every n there exists
gn ∈ W 1∞ such that ‖ |∇(fn − gn)| ‖q + t
1
q ‖ |∇gn| ‖∞ ≤ Ct
1
q (|∇fn|q∗∗)
1
q (t). Then
‖ |∇(f − gn)| ‖q + t
1
q ‖ |∇gn| ‖∞ ≤ ‖ |∇(f − fn)| ‖q +
(
‖ |∇(fn − gn)| ‖q + t
1
q ‖ |∇gn| ‖∞
)
≤ εn + Ct
1
q (|∇fn|q∗∗)
1
q (t)
where εn → 0 when n→∞. We let n→∞ to obtain (7.13).
3. Let f ∈ W 1q + W 1∞ such that f ∗(∞) = 0 and |∇f |∗(∞) = 0. Fix t > 0 and
p0 ∈M . Consider ϕ ∈ C∞0 (R) satisfying ϕ ≥ 0, ϕ(α) = 1 if α < 1 and ϕ(α) = 0
if α > 2. Then put fn(x) = f(x)ϕ(
d(x,p0)
n
). Elementary calculations establish
that fn lies in W
1
q hence K
′(fn, t
1
q ) ≤ Ct 1q |∇fn|q∗∗
1
q (t). It is shown in [3] that
K(f, t
1
q ,W 1q ,W
1
∞) ∼
(∫ t
0
|f |q∗(s)ds
) 1
q
+
(∫ t
0
|∇f |q∗(s)ds
) 1
q
.
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All these ingredients yield
K ′(f, t) ≤ K ′(f − fn, t) +K ′(fn, t)
≤ K(f − fn, t,W 1q ,W 1∞) +K ′(fn, t)
≤ C
(∫ t
0
|f − fn|q∗(s)ds
) 1
q
+ C
(∫ t
0
|∇f −∇fn|q∗(s)ds
) 1
q
+ C
(∫ t
0
|∇fn|q∗(s)ds
) 1
q
.(7.14)
Now we invoke the following theorem from [18] page 67-68 stated there in the
Euclidean case. As the proof is the same, we state it in the more general case:
Theorem 7.4.3. Let M be a measured space. Consider a sequence of measurable
functions (ψn)n and g on M such that µ{|g| > λ} < ∞ for all λ > 0 with
|ψn(x)| ≤ |g(x)|. If ψn(x)→ ψ(x) µ− a.e. then (ψ − ψn)∗(t)→ 0 ∀t > 0.
We apply this theorem three times:
a. with ψn = |f − fn|q, ψ = 0 and g = 2qf q. Using the Lebesgue dominated
convergence theorem we obtain
∫ t
0
|f − fn|q∗(s)ds→ 0.
b. with ψn = |∇f − ∇fn|q, ψ = 0 and g = C(|∇f |q + |f |q), where C only
depends on q, since
∇fn = ∇f1B(p0,n)+
(
1
n
fϕ′(
d(x, p0)
n
)∇(d(x, p0)) +∇fϕ(d(x, p0)
n
)
)
1B(p0,n)c .
So again by the Lebesgue dominated convergence theorem we get
∫ t
0
|∇f −
∇fn|q∗(s)ds→ 0.
c. with ψn = |∇fn|q, ψ = |∇f |q and g = C(|∇f |q + |f |q), C only depending
on q, so we get
∫ t
0
|∇fn|q∗(s)ds→
∫ t
0
|∇f |q∗(s)ds.
Thus passing to the limit in (7.14) yields K ′(f, t
1
q ) ≤ Ct 1q |∇f |q∗∗ 1q (t) and finishes the
proof.
Proof of Theorem 7.1.1. Let t > 0, f ∈ W 1q +W 1∞ such that f ∗(∞) = 0 and |∇f |∗(∞) =
0. Observe that
(7.15) (f − Ptf)q∗∗
1
q (s) ≤ Ct 12 |∇f |q∗∗ 1q (s).
Before proving(7.15), let us see how to conclude from it desired symmetization in-
equality. Indeed, (7.15) yields
|f |q∗∗ 1q (s) ≤ C[ |f − Ptf |q∗∗
1
q + |Ptf |q∗∗
1
q ](s)
≤ C[t 12 |∇f |q∗∗ 1q + tα2 t−α2 |Ptf |q∗∗
1
q ](s)
≤ Ct 12 |∇f |q∗∗ 1q (s) + Ctα2 sup
t>0
(
t−
α
2 |Ptf |q∗∗
1
q (s)
)
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≤ Ct 12 |∇f |q∗∗ 1q (s) + Ctα2 sup
t>0
t−
α
2 ‖Ptf‖∞
= Ct
1
2 |∇f |q∗∗ 1q (s) + Ctα2 ‖f‖Bα∞,∞ .
Therefore we get
|f |q∗∗ 1q (s) ≤ C inf
t>0
(
t
1
2 |∇f |q∗∗ 1q (s) + tα2 ‖f‖Bα∞,∞
)
≤ C|∇f |q∗∗ |α|q(1+|α|) (s)‖f‖
1
1+|α|
Bα∞,∞
.
It remains to prove (7.15). The main tool will be the pseudo-Poincare´ inequalities
(P ′q), (P
′
∞) and Theorem 7.4.2.
Let f ∈ W 1q +W 1∞ such that f ∗(∞) = 0 and |∇f |∗(∞) = 0. Assume that f = h+g
with h ∈ W 1q , g ∈ W 1∞, we then have
f − Ptf = (h− Pth) + (g − Ptg).
Let s > 0. The pseudo-Poincare´ inequalities (P ′q) and (P
′
∞) yield
‖h− Pth‖q + s
1
q ‖g − Ptg‖∞ ≤ Ct 12 (‖ |∇h| ‖q + s
1
q ‖ |∇g| ‖∞).
Since
K(f, s
1
q , Lq, L∞) ∼
(∫ s
0
(f ∗(u))qdu
) 1
q
= s
1
q |f |q∗∗ 1q (s)
we obtain
s
1
q |f − Ptf |q∗∗
1
q (s) ∼ inf
f−Ptf=h′+g′
h′∈Lq , g′∈L∞
(‖h′‖q + s
1
q ‖g′‖∞)
≤ inf
f=h+g
h∈W 1q , g∈W 1∞
(‖h− Pth‖q + s
1
q ‖g − Ptg‖∞)
≤ Ct 12 inf
f=h+g
h∈W 1q , g∈W 1∞
(‖ |∇h| ‖q + s
1
q ‖ |∇g| ‖∞)
= Ct
1
2K ′(f, s
1
q ).
Applying Theorem 7.4.2, we obtain the desired inequality (7.15).
Proof of Theorem 7.1.6. The proof of this theorem is similar to that of Theorem 7.1.1.
Here the key ingredients will be the pseudo-Poincare´ inequality for averages (P ′′q ) that
holds for all f ∈ E˙1q and which follows from (D) and the Poincare´ inequality (Pq). We
also make use of Theorem 7.4.2.
7.5 Another symmetrization inequality
In this section we prove another symmetrization inequality which was used in [20] to
prove Gagliardo-Nirenberg inequalities with a Triebel-Lizorkin condition.
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Theorem 7.5.1. Let M be a complete non-compact Riemannian manifold satisfying
(D) and (Pq) for some 1 ≤ q < ∞. Moreover, assume that M satisfies the pseudo-
Poincare´ inequalities (P ′q) and (P
′
∞). Consider α < 0. Then there exists C > 0 such
that for every f ∈ W 1q + W 1∞ with f ∗(∞) = 0 and |∇f |∗(∞) = 0 and satisfying
(sup
t>0
t−
α
2 |Ptf(.)|) ∈ Lq + L∞ we have
(7.16) |f |q∗∗ 1q (s) ≤ C|∇f |q∗∗ |α|q(1+|α|) (s)
[(
sup
t>0
t−
α
2 |Ptf(.)|
)q∗∗ 1
q
(s)
] 1
1+|α|
, s > 0.
Proof. From
|f |q ≤ 2q−1
(
|f − Ptf |q + t
αq
2 sup
t>0
t−
αq
2 |Ptf |q
)
we obtain
|f |q∗∗ 1q (s) ≤ C
(
|f − Ptf |q∗∗
1
q (s) + t
α
2
(
sup
t>0
t−
α
2 |Ptf |
)q∗∗ 1
q
(s)
)
≤ C
(
t
1
2 |∇f |q∗∗ 1q (s) + tα2
(
sup
t>0
t−
α
2 |Ptf |
)q∗∗ 1
q
(s)
)
.
It follows that
|f |q∗∗ 1q (s) ≤ C inf
t>0
(
t
1
2 |∇f |q∗∗ 1q (s) + tα2
(
sup
t>0
t−
α
2 |Ptf |
)q∗∗ 1
q
(s)
)
≤ C|∇f |q∗∗ |α|q(1+|α|) (s)
(
sup
t>0
t−
α
2 |Ptf |
)q∗∗ 1
q(1+|α|)
(s).
7.6 Proof of Theorem 7.1.8
Proof. Let f ∈ C∞0 . Since p+ 1 ≥ 2, integrating by parts, we get
‖ |∇f | ‖p+1p+1 = −
∫
M
div(|∇f |p−1∇f)fdµ.
Moreover we have div(|∇f |p−1∇f) ≤ C|∇f |p−1|∇2f |, then
‖ |∇f | ‖p+1p+1 ≤ C
∫
M
|∇f |p−1|∇2f ||f |dµ.
Let I =
∫
M
|∇f |p−1|∇2f ||f |dµ. Then
I =
∫ ∞
0
(|∇f |p−1|∇2f ||f |)∗(s)ds
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=∫ ∞
0
(|∇f | p−22 + p2 |∇2f ||f |)∗(s)ds
≤
∫ ∞
0
(|∇f | p2 )∗(s)|f |q∗ 1q (s)(|∇f | p−22 |∇2f |)∗(s)ds
=
∫ ∞
0
|∇f |q∗ p2q (s)|f |q∗ 1q (s)(|∇f | p−22 |∇2f |)∗(s)ds
≤
∫ ∞
0
|∇f |q∗∗ p2q (s)|f |q∗∗ 1q (s)(|∇f | p−22 |∇2f |)∗(s)ds.
Thanks to Theorem 7.1.1, we get
I ≤ ‖f‖
1
2
B−1∞,∞
∫ ∞
0
|∇f |q∗∗ p+12q (s)(|∇f | p−22 |∇2f |∗)(s)ds
≤ ‖f‖
1
2
B−1∞,∞
(∫ ∞
0
|∇f |q∗∗ p+1q (s)ds
) 1
2
(∫ ∞
0
(
(|∇f | p−22 |∇2f |)∗(s)
)2
ds
) 1
2
≤ ‖f‖
1
2
B−1∞,∞
(∫
M
|∇f |p+1dµ
) 1
2
(∫
M
|∇f |p−2|∇2f |2dµ
) 1
2
which finishes the proof.
Remark 7.6.1. Let M be a complete Riemannian manifold satisfying (D) and (Pq)
for some 1 ≤ q < ∞. Then Theorem 7.1.8 holds replacing the Besov norm B−1∞,∞ by
the Morrey norm M−1∞ . This can be proved using Theorem 7.1.6.
7.7 Examples and Extensions
1. Rn equipped with the Euclidean metric and the Lebesgue measure is a complete
Riemannian manifold satisfying (D) and (P1), (P
′
1), (P
′
∞). Thus Theorem 7.1.1,
Theorem 7.1.2, Theorem 7.1.6 and Theorem 7.1.8 apply with q = 1 and s = n.
These theorems were already proved in [20] for Rn as we have mentioned at the
beginning.
2. Every complete Riemannian manifold M with non-negative Ricci curvature sat-
isfies (D) with s = n and (P1), (P
′
1), (P
′
∞). Then our results apply on such a
manifold with q = 1 as we have seen in Corollary 7.1.3.
3. Galois manifolds of compact manifolds whose deck transformation group is of
polynomial growth satisfy (D), (P1), (G) (see [12]). Therefore Corollary 7.1.4,
Theorem 7.1.6 and Theorem 7.1.8 (with q = 1) apply on such manifolds.
4. We consider a connected unimodular Lie group G equipped with a Haar measure
and a family of left invariant vertor fields X1, ..., Xk satisfying a Ho¨rmander
condition. If G has polynomial growth, then it satisfies (D), (P1) and (G) (see
[9]). As we have said in the introduction, we have then Corollary 7.1.4 on such
groups. Also Theorem 7.1.6 and Theorem 7.1.8 hold with q = 1.
For n ∈ [d,D], we have µ(B) ≥ Crn for any ball B of radius r > 0 (d being the
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local dimension of G and D the dimension at infinity). Hence subsection 7.3.3
applies in this case.
5. We have the analogous of the theorems mentioned in the introduction if we con-
sider instead of a Riemannian manifold M a connected, infinite locally uniformly
finite graph endowed with a positive measure m and satisfying moreover the dou-
bling property (D) and the Poincare´ and pseudo-Poincare´ inequalities as in the
hypotheses of Theorem 7.1.1, Theorem 7.1.6 and Theorem 7.1.8. (For the char-
acterization of the functional K of interpolation of homogeneous Sobolev spaces
on such graphs we refer to [4]: Chapter 6 of this thesis. The non homogenous
case is not treated in [4] but using the same method we get the characterisation
of K as in the case of non homgeneous Sobolev spaces on Riemannian man-
ifolds.) As an example of graphs verifying the hypotheses of Theorem 7.1.6,
we consider the Cayley graph of finitely generated group. It was proved in [8],
[22], that (P1) holds on these graphs and as a consequence (Pp) holds for all
1 ≤ p ≤ ∞. Hence, we get the analogous of Theorem 7.1.6 with q = 1.
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Re´sume´. Ce me´moire est le rapport de mes deux anne´es de the`se d’octobre 2005
a` octobre 2007. Dans cette the`se, nous e´tudions l’interpolation re´elle des espaces de
Sobolev et ses applications.
Le manuscrit est constitue´ de deux parties.
Dans la premie`re partie, nous de´montrons au premier chapitre que les espaces de
Sobolev non homoge`nes W 1p (resp. homoge`nes W˙
1
p ) sur les varie´te´s Riemanniennes
comple`tes ve´rifiant la proprie´te´ de doublement et une ine´galite´ de Poincare´ forment
une e´chelle d’interpolation re´elle pour un intervalle de valeurs de p. Nous e´tendons ce
re´sultat a` d’autres cadres ge´ome´triques.
Dans un deuxie`me court chapitre, nous comparons diffe´rents espaces de Sobolev
sur le coˆne Euclidien et nous regardons le lien de ces espaces avec l’interpolation.
Nous montrons sur cet exemple que l’hypothe`se de Poincare´ n’est pas une condition
ne´cessaire pour pouvoir interpoler les espaces de Sobolev.
Dans le dernier chapitre de cette partie, nous de´finissons les espaces de Sobolev
non homoge`nes W 1p,V (resp. homoge`nes W˙
1
p,V ) associe´ a` un potentiel positif V sur
une varie´te´ Riemannienne. Nous de´montrons que si la varie´te´ ve´rifie la proprie´te´ de
doublement et une ine´galite´ de Poincare´ et si de plus V est dans une classe de Ho¨lder
inverse, ces espaces forment aussi une e´chelle d’interpolation re´elle pour un intervalle
de valeurs de p. Nous e´tendons ce re´sultat aux cas des groupes de Lie.
Dans la deuxie`me partie, dans un premier chapitre en collaboration avec E. Russ,
nous e´tudions sur un graphe ve´rifiant la proprie´te´ de doublement et une ine´galite´ de
Poincare´, la Lp bornitude de la transforme´e de Riesz pour p > 2 et son ine´galite´ inverse
pour p < 2. Pour notre but, nous de´montrons aussi des re´sultats d’interpolation des
espaces de Sobolev et des ine´galite´s de Littlewood-Paley.
Dans le deuxie`me chapitre, nous de´montrons en utilisant notre re´sultat d’interpola-
tion, des ine´galite´s de Gagliardo-Nirenberg sur les varie´te´s Riemanniennes comple`tes
ve´rifiant le doublement, des ine´galite´s de Poincare´ et pseudo-Poincare´. Ce re´sultat
s’applique aussi dans le cadre des groupes de Lie et des graphes.
Mots cle´s: Interpolation re´elle; espaces de Sobolev; ine´galite´ de Poincare´; proprie´te´
de doublement; classes de Ho¨lder inverses; varie´te´s Riemanniennes; groupes de Lie;
espaces me´triques mesure´s; graphes; transforme´e de Riesz, ine´galite´s de Gagliardo-
Nirenberg.
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