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Abstract 
This paper reflects on a popular and influential theory unique to Information Systems (IS), 
namely representation theory, which is widespread in research on conceptual modelling. We 
review scholarly work in this domain and discuss why and how studies using representation 
theory need to transcend their focus of research and link their findings to further 
consequential variables of interest. We propose an innovative research design that builds 
upon, and converges, Representation Theory and the established Technology Acceptance 
Model as an example for an extended study. We conclude by discussing how the example of 
this research study may inspire IS researchers to overcome traditional theory boundaries and 
converge rather than diverge existing approaches to IS research in related domains. 
1.  Introduction 
The Information Systems (IS) discipline is relatively new. It evolved at the intersection of 
historically well-established research fields such as Management Science, Computer 
Science, Organizational Theory and others (Vessey et al., 2002). Researchers studying in 
the IS area have mostly originated from one of these reference disciplines, bringing with 
them not only a range of methods and methodologies but also a diversity of underlying 
philosophical assumptions towards research, and, going deeper, towards understanding and 
cognition of reality, language, and truth. However, as we understand our discipline as being 
concerned with “the effective design, delivery, use and impact of information technology in 
organizations and society” (Avison and Fitzgerald, 1995, p. xi), we feel that it is – as opposed 
to some of its so-called “foundational reference disciplines” – quite uniquely placed at the 
interface of technology and organization, i.e., it addresses the interaction in human-machine 
systems (Lee, 2001). 
The evolution of IS research since its inception has led to the consequence that most of the 
theories used stem from its reference disciplines. Overall, a wide range of different 
foundational theories is being used in IS research leading to a considerable extent of 
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 diversity (Robey, 1996; Vessey et al., 2002; Benbasat and Zmud, 2003), coined by the term 
“fragmented adhocracy” (Banville and Landry, 1989). The wide range of use has also 
resulted in an ongoing quest for a cumulative tradition, in the hope of evolving to a self-aware 
research discipline that builds on the existing body of knowledge, has an awareness for the 
remaining open challenges, and is guided by a methodological procedure in its future 
research efforts (Kuhn, 1962; Keen, 1980; Weber, 1997). 
The ongoing debate on what constitutes the IS field has centred on the question of what are 
the core theories unique to Information Systems that define the discipline and, from a 
broader perspective, its body of knowledge (Benbasat and Weber, 1996). The argument 
used in this context is that a reliance on foundational theories from reference disciplines 
distracts from the main game – namely, identifying, articulating and foremost researching 
core phenomena that give IS its identity (Weber, 1987). In other words, unless the IS 
discipline evolves based on a unique core that comprises topics, theories and 
methodologies, there is a danger for the IS discipline remaining an intellectual convocation of 
individuals that pledge allegiance to other disciplines while studying phenomena nominally 
ascribed to Information Systems (King, 1993). 
Looking at how to address the state of diversity, Benbasat and Weber (1996) classify three 
types of diversity, being diversity in the phenomena that are being studied, diversity in the 
theoretical foundations that guide such studies, and diversity in the research methods used 
to study. 
In this paper we reflect on the progress in a dedicated subset of the IS field, addressing 
selected instances of these three types of diversity. We focus on conceptual modelling and 
its associated phenomena, an area that is widely regarded as inevitable to IS development 
(Kottemann and Konsynski, 1984; Karimi, 1988). It also has repeatedly been proposed as 
one of the core artefacts in IS research overall (Weber, 1997; Frank, 1999). In terms of 
theoretical foundations we look at the emergence of a promising candidate for conceptual 
modelling theories, namely models of representation (Wand and Weber, 1990; 1993; 1995) – 
referred to as representation theory. In terms of research methods we investigate the 
principles of representational analysis (Rosemann et al., 2004) – also referred to as 
ontological analysis. 
The aim of our paper is to assess the current state of research in this specific domain and to 
give guidance on how to progress this state. While models of representation and the process 
of representational analysis per se have been shown to result in relevant findings, there 
remains a need for these studies to transcend beyond their current research scope. We 
argue that representation theory and associated research efforts can be further advanced to 
exert wider influence on Information Systems if this stream of research is put into a wider 
context by studying the impact of the obtained findings on further phenomena relevant to our 
research domain. We recapitulate existing scholarly approaches and then discuss a research 
design that aims at expanding the scope of representation theory and method of 
representational analysis by converging it with other IS-specific theories, in our case the 
Technology Acceptance Model. 
We proceed as follows. In section 2 we recite the main principles of representation theory 
and review previous work in this area with consideration paid to the scope and focus of the 
analyses. In section 3 we present and discuss a research model that converges 
representation theory and the Technology Acceptance Model and briefly outline the stages of 
our research. This paper concludes in section 4 with a discussion of contributions and 
guidance on how fellow researchers may extend the scope of theory and related method. 
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 2.  Conceptual Modelling and Representation Theory 
2.1.  Models of Representation and Representational Analyses 
Significant attention has been paid to the role that conceptual models play in the process of 
Information Systems development (Wand and Weber, 2002). Most of the related attention 
has been directed at the domain of information systems analysis and design (ISAD), which is 
concerned with the development and engineering of IS artefacts based on the identification, 
elicitation and documentation of certain domain requirements. In particular the process of 
conceptual modelling, i.e., building a representation of selected phenomena in the problem 
domain for the purpose of understanding and communication among stakeholders (Kung and 
Sølvberg, 1986; Mylopoulos, 1992; Siau, 2004), is believed to be an inevitable means to 
requirements engineering (Kottemann and Konsynski, 1984; Karimi, 1988). The quality of 
conceptual models used in the requirements engineering phase of IS development 
processes has been shown to have a determining impact on the acceptability and usability of 
the final IS artefact to be built (Lauesen and Vinter, 2001). As the cost of fixing errors grows 
exponentially with the elapsed time to discovery during the implementation process (Moody, 
1998), an adequate problem domain representation through conceptual models may reveal 
errors such as faulty requirements specifications in an early stage of IS development. 
Conceptual modelling as such is a well-researched subject in IS (Wand and Weber, 2002). 
However, the majority of past studies has focused on the development of new approaches to 
conceptual modelling (Punter and Lemmen, 1996; Galliers and Swan, 2000) rather than on 
the critical evaluation and improvement of existing approaches (Moody, 2005). Several 
researchers state that there is a need to shift academic resources from development to 
evaluation and to strive for progress in the field of theoretical foundations and quality 
frameworks for conceptual modelling (Oei et al., 1992; Punter and Lemmen, 1996; Galliers 
and Swan, 2000; Wand and Weber, 2002; Moody, 2005). 
Researchers are concerned that the lack of rigorous and mature theoretical foundations for 
conceptual modelling can result in the development of Information Systems that are unable 
to completely capture relevant phenomena of real world domains (Wand and Weber, 1995). 
This concern stems from the observation that during requirements engineering for 
Information Systems development modellers are confronted with the need for a conceptual 
structure on which to base the representation of requirements. The criticism has always been 
the lack of theories that provide conceptual modelling activities with such structures. In fact, 
most of the existing approaches for modelling have been developed on the basis of practical 
wisdom rather than on a scientific theory (Bubenko, 1986). 
Over time, a number of approaches have been proposed to present theoretical guidance for 
the development, evaluation and use of conceptual modelling, e.g., (Siau et al., 1996; 
Falkenberg et al., 1998; Agerfalk and Eriksson, 2004; Rockwell and Bajaj, 2004). Most 
notable are the approaches based on theories of ontology, e.g., (Milton and Kazmierczak, 
2004; Guizzardi, 2005), especially the work of Wand and Weber (1990; 1993; 1995) towards 
a theory of representation derived from an ontology defined by Bunge (1977), that became 
widely known as the Bunge-Wand-Weber representation model. 
Generally, ontology studies the nature of the world and attempts to organize and describe 
what exists in reality, in terms of the properties of, the structure of, and the interactions 
between real-world things (Bunge, 1977; Shanks et al., 2003). As computerized Information 
Systems are representations of real world systems, Wand and Weber suggest that ontology 
can be used to help define and build Information Systems that contain the necessary 
representations of real world constructs. Yet, the philosophical nature of theories of ontology, 
their terminology and overall scope, however, are not very conducive to application in the 
context of Information Systems, or more specifically conceptual modelling. Thus, it was 
Wand and Weber’s (1990; 1993; 1995) adoption of an ontology defined by Bunge (1977) that 
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 facilitated the wider uptake of this theoretical model within the Information Systems 
community. The works of Wand and the Weber, the Bunge-Wand-Weber set of models 
actually comprise three models (Wand and Weber, 1995; Weber, 1997), viz., the 
representation model, the state-tracking model and the decomposition model. However, it is 
mainly the representation model that has typically been used in IS research. 
The BWW representation model (short: the BWW model) specifies a number of constructs 
that conceptual modelling languages that purport to model information systems domains 
need to provide representations for. Some minor model alterations have been carried out 
over the years by Wand and Weber (1993; 1995) and Weber (1997), but the current key 
constructs of the BWW model can be grouped into the following clusters: things including 
properties and types of things; states assumed by things; events and transformations 
occurring on things; and systems structured around things (refer to (Weber, 1997; Rosemann 
et al., 2006) for a complete list of constructs and clusters). 
The BWW representation model has over recent years achieved significant levels of 
scholarly attention and dissemination, documented by well over one hundred publications 
drawing on this model in contexts such as comparison of modelling languages (Rosemann et 
al., 2006), modelling language foundations (Wand et al., 1995), model quality measurement 
(Gemino and Wand, 2005) or method engineering (Wand, 1996). Aside from the 
demonstrated usefulness in studies of phenomena associated with conceptual modelling the 
BWW representation model has also been used in related research domains, for instance in 
studies on Information Systems requirements engineering (Soffer et al., 2001). 
Most notably, the BWW model is used as a reference benchmark for the representational 
analysis of conceptual modelling languages in order to determine their representational 
capabilities and deficiencies. In this process, the constructs of the BWW representation 
model (e.g., thing, state, transformation) are compared with the language constructs of the 
modelling language (e.g., event, activity, actor). The basic assumption is that any deviation 
from a 1-1 relationship between the constructs in the representation model and the 
corresponding constructs in the modelling language leads to a situation of representational 
deficiency in the use of the language, potentially causing confusion to its users. Two principal 
evaluation criteria may be studied: ontological completeness and ontological clarity. The 
study of ontological completeness is the analysis of the extent to which a modelling language 
has a deficit of constructs mapping to the set of constructs proposed in the BWW 
representation model. The study of ontological clarity involves the analysis of the extent to 
which modelling language constructs are deemed overloaded, i.e., they map to two or more 
constructs in the BWW model, redundant, i.e., two or more language constructs map to the 
same construct in the BWW model, or excess, i.e., they map to none of the constructs in the 
BWW model (see Figure 1). 
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Figure 1. Types of Potential Representational Deficiencies (Weber, 1997) 
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 In terms of procedural guidelines, Rosemann et al. (2004) discussed how the method of 
representational analysis has over time been refined and revised to achieve higher levels of 
research maturity. Figure 2 gives the overall research method of representational analysis. 
2.2.  A Research Review: Identifying the Scope of Analysis 
Similar to the widespread acceptance of the BWW representational model in IS research, the 
research method of representational analysis has also gained wide-spread dissemination in 
studies related to conceptual modelling (Green and Rosemann, 2004). It has in several 
instances been shown to deliver insights into features and shortcomings of languages that 
purport to model real world domains. Due to space restrictions, we limit our review of such 
studies to a discussion of selected examples of BWW-based studies of phenomena 
associated with various conceptual modelling languages. 
Wand and Weber (1993) discussed the general applicability of the BWW representation 
model in the evaluation of the representational capability of conceptual modelling languages 
in their evaluation of the Entity-Relationship Modelling Language. The study comprised an 
analytical evaluation of the language constructs with respect to the achieved levels of 
ontological completeness and ontological clarity. From their analysis Wand and Weber 
concluded that the BWW model provides the rudiments of a theory that can facilitate 
systematic insights into the nature and use of modelling languages. 
Green and Rosemann (2000) used the BWW representation model to analyse the Event-
Driven Process Chain (EPC) notation, focusing on both ontological completeness and clarity. 
Their findings have been empirically validated through interviews and surveys (Green and 
Rosemann, 2001). In a second iteration of their empirical study Green and Rosemann (2002) 
identified the modelling role (e.g., business analyst, technical analyst), that the modelling 
subject occupies in the referred modelling initiative, as a contingency variable that moderates 
the perceived criticality of identified representational deficiencies. The role that the modelling 
subject occupies determines the views that he or she takes towards conceptual models. For 
instance, some interviewees questioned by Green and Rosemann (2002), who had a need 
for considering multiple modelling views (e.g., data, process, function, organization) due to 
their role in the referred modelling initiative, perceived representational deficiencies with 
respect to construct redundancy as less critical than respondents that occupied a different 
modelling role. For them, seemingly redundant constructs provided the benefit of complexity 
reduction rather than a deficiency. 
Further empirical studies on the EPC notation with the help of the BWW model by Davies et 
al. (2004) found that the modelling experience also explains some of the variances between 
responses for each of the representational deficiencies explored. Less experienced 
modellers often have not yet encountered modelling scenarios in which certain 
representational deficiencies would induce problems in the use of the language. For 
instance, if a modeller has not yet used a certain potentially ambiguous language construct 
he/she would not know how critically a related deficiency would impact his/her modelling. 
Similarly, more experienced modellers often have an array of work-arounds for modelling 
problems they have encountered in their work and are thereby able to overcome deficiencies 
that may be critical without such work-arounds. 
The same study found empirical support for the contingency effect of the modelling purpose 
that was earlier hypothesised by Rosemann et al. (2000) to also moderate the perceived 
criticality of representational deficiencies. Modelling purposes (e.g., workflow engineering, 
systems specification, business requirements documentation) determine representational 
requirements to a model. In the area of process modelling, for instance, workflow 
engineering has the requirements of sound and precise process models without deadlocks or 
starvation areas (Kiepuszewski et al., 2003). These requirements are, however, of less 
relevance to business requirements documentation purposes, which determine a different set 
of representation needs that a model has to meet. 
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 The study of the BPMN language by Recker et al. (2006) found empirical evidence for the 
proposition that the modelling tool in which a modelling language is implemented can have 
the capacity to countervail some representational deficiencies. Hence, the extent of tool 
support for a given modelling language will moderate the criticality of its representational 
deficiencies. For instance, Recker et al. (2006) found that existing deficiencies in BPMN with 
regards to the decomposition of models and processes were often not experienced as such 
due to existing tool support in the form of a model repository and object links. 
In line with the findings of Davies et al. (2004), the study by Recker et al. (2006) further found 
that in modelling practice, language users often do not use the modelling language in its 
original version. Instead of using a ‘vanilla’ specification of a language, organizations often 
follow a set of modelling conventions that restricts the set of language constructs to be used 
and sometimes even applies new meanings to particular constructs. Consequently, in cross-
organizational studies consideration has to be paid to the factor that existing modelling 
conventions may restrict or alter the original specification of a language, which in turn may 
have an impact on its representational capabilities and the way that language users perceive 
potential deficiencies. 
The BWW model was also used to explore representational deficiencies of object-oriented 
modelling languages such as OML (Opdahl and Henderson-Sellers, 2001) and UML (Opdahl 
and Henderson-Sellers, 2002). Both evaluations remain on an analytical level and 
investigated the completeness and clarity of the language specifications under observation. 
Similar to the works of Green and Rosemann (2001), Opdahl and Henderson-Sellers point 
out the moderating effect that different modelling purposes (e.g., representing a problem 
domain versus representing the proposed structure of information systems) may have on the 
criticality of the explored representational deficiency in the use of the language. 
As an example for work that explores representational deficiencies of modelling languages in 
combination, Green et al. (2004) analytically examined the ontological completeness of four 
leading standards for enterprise system interoperability, including BPEL4WS v1.1, BPML, 
WSC, and ebXML v1.1. A minimal ontological overlap (MOO) analysis (Wand and Weber, 
1995; Weber, 1997) has been conducted in order to determine the set of modelling 
standards with a minimum number of overlapping constructs but with maximal ontological 
completeness (MOC), i.e., maximum expressiveness, between the selected standards. The 
study identified two sets of standards that, when used together, allow for the most expressive 
power with the least overlap of constructs, viz., ebXML and BPEL4WS, and, ebXML and 
WSCI. The results of the analysis remain to be tested empirically. 
Other analyses based on the BWW representation model that are not recapitulated in detail 
here include further evaluations of schema modelling languages (Weber and Zhang, 1996), 
structured analysis modelling languages (Rohde, 1995), process modelling languages 
(Recker et al., 2006) and interoperability choreography modelling languages (Green et al., 
2005). 
In summation, the demonstrated usefulness of representational analysis is documented by 
over thirty applications (Green and Rosemann, 2004). However, our brief review shows that 
while previous findings based on representational analyses have been proven to be of 
relevance, the scholarly work has mostly stayed on the level of representational capabilities 
of modelling languages. Either capabilities and/or deficiencies were analytically identified or 
the theorized effects of these deficiencies were empirically explored or tested.  
After more than two decades and a large multitude of such studies we believe that, in spite of 
the track record of demonstrated usefulness, the intense focus of previous and current 
scholarly work based on representation theory on the capabilities of modelling languages 
induces an illusion of research progress in regard of a cumulative tradition. Research 
progress can not solely be achieved by an abundance of papers more or less replicating the 
findings of previous representational analyses. In fact, we are concerned that the rich basis 
of representation theory may get lost in a rather inward looking research stream with a high 
focus on repeating the same methodology for yet another phenomenon associated with 
conceptual modelling. 
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 We do not dispute that several conceptual modelling researchers have ventured beyond this 
traditional focus. However, a dominant share of existing studies, whilst contributing to the 
impressive levels of maturity and dissemination of both theory and method, remained within 
the narrow scope of language evaluation. Hence we see a need for representational analysis 
to transcend beyond the level of modelling language capabilities. Figure 2 shows how the 
research scope of representational analysis may be extended beyond the focus of previous 
studies and depicts potential consequential dependant variables that may be studied. 
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Figure 2. Research Method of Representational Analysis and the Quest for the Dependent Variables 
The method of representational analysis in general provides a rich theoretical basis of 
propositions that may be used to study further consequential dependant variables of interest. 
Wand and Weber themselves saw the opportunity for further research: 
“In general, future theoretical and empirical research on grammars should investigate their 
effectiveness or efficiency. […] Empirical work could now be done to determine the impacts, 
if any, that these deficiencies have on users of these grammars.” (Wand and Weber, 2002, p. 
365) 
As an example for studies that address further dependant variables outside of modelling 
language capabilities, Gemino and Wand (2005) investigated the consequences of 
representational propositions regarding the use of optional versus mandatory properties in 
data models on the complexity of understanding the resulting model. As another example, 
Recker et al. (2006) mention the possible need for considering how to derive modelling 
methodologies based on representational principles. This can, for instance, be achieved by 
initially modelling with a clear rather than complete set of language constructs to facilitate 
modelling without complexity. In a second iteration this model could then be enriched with a 
second set of language construct that add to its completeness at the cost of increased 
construct overload, redundancy or excess. As Figure 2 indicates, other interesting aspects to 
study are the effect of validated representational propositions (e.g., language constructs 
should not be overloaded) on the perceived intuitiveness of the resulting model, as well as 
factors arising from the notion of construct excess. In order to study the latter with respect to, 
for example, model quality (e.g., perceived understandability, effectiveness for problem 
solving or domain comprehension tasks), models that contain language constructs that the 
theory advocates to be unclear in nature and purpose (Weber, 1997, p. 100) can be 
compared in laboratory experiments with those that do not contain excess constructs. 
Obviously, many other endogenous variables potentially contribute to the outcomes of such 
studies. The framework on conceptual modelling proposed by Wand and Weber (2002) that 
distinguishes the modelling language from the modelling method and the resulting model 
may be used as a starting point for identifying areas of evaluation in which potential causal 
relationships (e.g., language - model, language - method) have not yet been fully explored. 
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 We see potential to identify and integrate further related theories ascribed to the Information 
Systems discipline in such studies. Thereby, the state of research could be advanced by 
means of creative and novel theory adaptations and applications that have not yet been 
envisaged. In summing up, we observe that many stimulating research challenges stem from 
the principles of representation theory and representational analysis. In our own research we 
have sought to take on some of these challenges. In the next section we briefly outline a 
research model that sets out to study the consequences that representational capabilities 
have on the user acceptance of a modelling language. 
3.  A Proposed Research Model 
Forthcoming from Wand and Weber’s (2002, p. 365) comments on the need to study the 
impact of representational deficiencies on the effectiveness, usefulness and/or efficiency of a 
modelling language we sought to study the impact of ontological completeness and clarity on 
the perceived usefulness and ease of use of a language. As such, we restrict our 
investigation in the sense that we do not consider other related phenomena such as, for 
instance, the quality of the model produced. We acknowledge that other areas of evaluation 
remain in which the consequences of representational deficiencies still need to be explored. 
In this context of acceptance, the Technology Acceptance Model (TAM) (Davis, 1986; Davis, 
1989) postulates (and has shown via an extensive number of empirical studies) that 
perceived usefulness (PU) and perceived ease of use (PEOU) of an IS artefact directly 
influence an individual’s intention to use an IS artefact (Davis, 1989; Davis et al., 1989; 
Moore and Benbasat, 1991). Such intention in turn has been found to accurately predict the 
actual use of the artefact (Davis et al., 1989; Venkatesh and Davis, 1996). 
Hence, we see an opportunity to converge, if not amalgamate, two of the most influential 
approaches to IS research overall. The extensive amount of research related to TAM has 
reportedly made it one of the most influential and commonly employed IS models overall 
(Lee et al., 2003; King and He, 2006). Its advantages include the parsimony and explanatory 
power of the model (Venkatesh and Davis, 2000) and the well-researched and validated 
measurement inventory with high levels of reliability and validity of constructs and 
measurement scales (Davis, 1989; Segars and Grover, 1993). The large number of TAM 
studies will not be recapitulated here and instead the reader is referred to the annotated 
overview given in, for instance, (Lee et al., 2003). One interesting point, however, must be 
made. King and He (2006) found in their rigorous meta-analysis of TAM that, despite of its 
recent adoptions, e.g., to the method context (Moody, 2003), extensions, e.g., the TAM2 
model (Venkatesh and Davis, 2000), and revisions, e.g., the UTAUT model (Venkatesh et al., 
2003), primarily the classical model is of high reliability and explanatory power and obtains 
high levels of robustness. As such, we deem TAM in its original form a suitable starting point 
for our line of investigation. 
The interesting observation to be made with respect to representation theory is that TAM 
specifies a general model of IS acceptance that needs to be tailored to the specific research 
context (Fichman, 1992). As we in our research are concerned with conceptual modelling 
and the languages used for such efforts, we see an opportunity to link these two theories to 
study the acceptance of modelling languages. Along similar lines, Venkatesh and Davis 
(1996; 2000) argue that it is necessary to better understand the determinants of PU and 
PEOU as the generality of TAM, which allows for wide applicability, induces a lack of focus 
on the particular artefact under observation. Thus, we will explicitly explore the determinants 
of PU and PEOU in the context of conceptual modelling languages by drawing on the 
principles of representational analysis. 
Starting with PU, Moody (2003) argues that the original definition of PU (Davis, 1989) must 
be extended to reflect the objectives of the particular task for which the artefact is being 
used. Adopting this insight to the context of conceptual modelling, we can perceive PU as 
“the degree to which a person believes that a particular language will be effective in 
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 achieving the intended modelling objective”. This definition reflects the notion of rational 
selection (Rescher, 1973), which states that, generally, those methods will be adopted that 
outperform others in achieving intended objectives, viz., which are more effective. Based on 
this understanding a link can be theorized to the argument that ‘good’ languages are those 
that contain all the constructs needed to produce complete representations of relevant 
phenomena in a real-world domain (Weber, 1997). Clearly, the notion of a complete 
language (without construct deficit) reflects the notion of an effective language with respect 
to the objective of conceptual modelling to build a representation of selected phenomena in 
the problem domain (Mylopoulos, 1992; Wand and Weber, 2002; Siau, 2004). Accordingly, 
we argue that ontological completeness is a determinant of the PU of a conceptual modelling 
language (see Figure 3), based on the argument that PU represents a perceptual judgment 
of an artefact’s effectiveness (Rescher, 1973). 
PEOU, adopting its original definition (Davis, 1989) to the context of conceptual modelling, 
can be understood as “the degree to which a person believes that using a particular 
language would be free of effort”. Modelling “free of effort” means modelling without 
complexity (Gemino and Wand, 2005), which in turn provides another link to representation 
theory. Weber (1997) argues that, in addition to the question of “what” can be represented, 
also the question of “how” it can be represented is of importance. He argues that the clarity 
of a language describes how unambiguously the meaning of its constructs is specified and 
thus, how much effort is needed to apply desired real-world meaning to them. The notion of 
clarity embraces the three situations of construct overload, redundancy and excess, i.e., a 
formative relationship exists between these sub-constructs and the construct of ontological 
clarity. Again, one can observe a link between the notion of clarity of a language and PEOU 
of a language with respect to the aim of conceptual modelling to facilitate communication and 
understanding among stakeholders (Mylopoulos, 1992; Wand and Weber, 2002; Siau, 2004). 
We argue accordingly that ontological clarity is a determinant of PEOU of a language (see 
Figure 3). 
Aside from these primary constructs of the research model, in every scientific study it is 
necessary to identify and take into account endogenous variables that potentially impose a 
strong contingent effect on the ‘independent variable – dependent variable’ relationship. 
Moderating variables must be identified based on the respective context (Fichman, 1992). 
We draw on variables that have previously been identified, and validated, to pose 
consequences for our particular research context. Previous representational analyses of 
process modelling languages (see section 2) identified and explored the contextual factors of 
modelling role, modelling purpose, modelling tool, modelling conventions and modelling 
experience that moderate the level of the perceived criticality of the identified 
representational deficiencies, and which we accordingly include in our model (see Figure 3). 
Aside from these contextual factors we draw on one of the mostly noted limitations of 
previous TAM studies, namely the impact of ‘voluntariness’ on adoption decisions. Moore 
and Benbasat (1991) first recognized that the acceptance behaviour of individuals may also 
be influenced by a mandate from superiors, expressed in a moderating effect of a variable 
‘voluntariness’, which in turn has been included in some related studies (Venkatesh and 
Davis, 2000; Venkatesh et al., 2003). In the case of conceptual modelling we note that 
indeed in most cases the usage of a particular modelling language is mandated in 
organizations by superiors such as modelling coaches, consultants or other influential 
individuals. Accordingly, we argue that the extent of voluntariness impacts the causal 
relationship between the intention to continue to use a modelling language and the actual 
usage of the language. 
Figure 3 shows the overall research model, adapted to our selected research case of the 
BPMN modelling language. In previous work (Recker et al., 2006) we have identified and 
empirically tested representational deficiencies of BPMN in the form of construct deficit, 
redundancy, overload, and excess, which will now be used to derive measurement items for 
each representational deficiency. 
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Figure 3. Proposed Research Model in the context of the BPMN process modelling language 
Forthcoming from the formulation of the research model we will operationalise the 
hypotheses and measurement items contained in our model in an empirical instrument. The 
level of dissemination and maturity of TAM, and its measurement inventory, allows us to 
develop an appropriate instrument by adopting existing measurement scales to the context of 
process modelling languages. Nevertheless, this task poses a number of challenges. Most 
notably, several researchers have noted limitations related to the conceptualization of ‘usage’ 
(e.g., frequency, duration) (DeLone and McLean, 2003) and the use of self-reported 
measurements (Lee et al., 2003). Also, the definition of ‘intention to use’ must be slightly 
modified to ‘intention to continue to use’. This adoption reflects the fact that only when a 
modelling individual has started using a language for modelling tasks is he or she able to 
explore its potential representational deficiencies and form an opinion about its usefulness 
and ease of use. Second, we will convert the measurement instrument to a web-based 
survey. We will distribute the survey amongst both actual and potential adopters of BPMN. In 
order to account for the fact that user perceptions and intentions may change over time (Lee 
et al., 2003) we will conduct a longitudinal study measuring these quantities at two points in 
time, (a) in a period of early adoption and exposure to BPMN, and (b) in a later period of 
increased familiarity with the modelling language. This allows us not only to counteract the 
criticism of most acceptance studies being restricted to cross-sectional studies (Agarwal and 
Karahanna, 2000), but also to account for, and further explore, the moderating effect of 
modelling experience on representational deficiencies and their impact on language 
acceptance. Also, it allows us to study the impact of representational deficiencies not only on 
an individual’s early intention to start to use a modelling language but also on the decision to 
continue to use it after a period of prolonged exposure. Finally, a web-based format of the 
instrument allows us to gather data from a multitude of potential respondents across different 
regions and cultures, thereby overcoming the bias of restricted contextual settings and 
supporting potential cross-contextual analyses. 
We would like to note here an obvious limitation of this proposed research. The presented 
study draws heavily on the principles of representation theory and TAM. Hence, the focus of 
study is restricted by the filtering lenses that these models employ. Accordingly, the research 
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 model may lack other, potentially relevant, endogenous variables that may also pose an 
effect on user acceptance of modelling languages. Nevertheless, the scope of the proposed 
model enables us to focus work on gaining insights into the expressiveness of the 
combination of the two theories, and to avoid the necessity to translate findings from different 
theoretical bases. 
4.  Contributions & Outlook 
This paper reviewed and discussed the state of progress of IS research using representation 
theory. We argued that models of representation provide a mature theoretical basis for 
scholars researching conceptual modelling artefacts and activities. However, the state of 
progress in this particular area of research has mostly remained on the level of language 
capabilities. We argued in this paper that the underlying representation theory provides a 
fruitful basis to transcend beyond this level of investigation to study further phenomena of 
interest associated with conceptual modelling. In fact, it is time researchers moved outside 
the confines of traditional studies. Some prior research, such as the work by Gemino and 
Wand (2003; 2005), serve as stimulating examples for studies that use the richness of the 
theory to derive research hypotheses over and above the level of language capabilities. In 
our own research we are dedicated to further transcend the given research horizon to further 
progress the state of maturity and dissemination of representation theory and 
representational analysis. In this paper we outlined an example of research that links 
propositions and findings from representation theory with other theories in our discipline, 
such as the question of acceptance of IS artefacts. 
In future work we continue along two lines of investigation in particular. We will continue our 
work on the acceptance of modelling languages. At current we are developing and testing a 
measurement scales inventory to then conduct empirical studies on the adoption and 
acceptance of modelling languages in order to test the hypothesized relationships in our 
research model. In a related stream of research, we continue our work on the effect of 
representational deficiencies on the quality of the model produced. We have evaluated and 
empirically confirmed representational deficiencies of a selected process modelling language 
and communicated our findings to the developers of the modelling language in order to 
influence a revision of the language specification. After distribution of the revised process 
modelling language specification we will, as a last step in this research, assess and compare 
the quality of the resultant business process models produced using the revised modelling 
language. 
As a concluding remark we would like to add that we have found the research method of 
representational analysis very useful in understanding and exploring the challenges related 
to conceptual modeling and we expect this type of research to continue to give stimulating 
input to both academic and practical work in the area of conceptual modeling in the future. 
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