Abstract.-We have evaluated the performance of two classes of probabilistic models for substitution rate variation over phylogenetic trees. In the first class, branch rates are considered to be independent and identically distributed (i.i.d.) stochastic variables. Three versions with respect to the underlying distribution (Gamma, Inverse Gaussian, and LogNormal) are considered. The i.i.d. models are compared with the autocorrelated (AC) model, where rates of adjacent nodes in the tree are AC, so that a node rate is LogNormal distributed around the rate of the parent node. The performance of different models is evaluated using three empirical data sets. For all data sets, it was clear that all tested models extracted substantial knowledge from data when posterior divergence time distributions were compared with the prior distributions and, furthermore, that they clearly outperformed a molecular clock. Moreover, the descriptive power of the i.i.d. models, as evaluated by Bayes factors, was either equal to or clearly better than that of the AC model. The latter effect increased with extended taxon sampling. Likewise, under none of the models could we find compelling evidence, in any of the data sets, for rate correlation between adjacent branches/nodes. These findings challenge previous suggestions of universality of autocorrelation in sequence evolution. We also performed an additional comparison with a divergence time prior including calibration information from fossil evidence. Adding fossil information to the prior had negligible effect on Bayes factors and mainly affected the width of the posterior distribution of the divergence times, whereas the relative position of the mean divergence times were largely unaffected. [Bayesian statistics; divergence times; fossil calibration; phylogenetics; probabilistic modeling; substitution rates.] Models for variation of substitution rates over an evolutionary tree have become an important tool in
Models for variation of substitution rates over an evolutionary tree have become an important tool in systematic biology and comparative genomics (e.g., Sanderson 1997 Sanderson , 2002 Thorne et al. 1998; Bickel 2000; Huelsenbeck et al. 2000; Kishino et al. 2001; Aris-Brosou and Yang 2002; Thorne and Kishino 2002; Drummond et al. 2006; Lepage et al. 2007; Rannala and Yang 2007; Himmelmann and Metzler 2009) . One reason is that they provide a means to estimate divergence times, that is, the "age" of events such as speciations or gene duplications in an evolutionary tree. In the last few years, a wealth of papers on organismal "molecular timescales" has been published (e.g., Eizirik et al. 2001; Arnason and Janke 2002; Bremer et al. 2004; Hedges et al. 2004; Pereira and Baker 2006; Wahlberg 2006; Chatterjee et al. 2009; Hipsley et al. 2009 ). Besides the direct interest for systematics, divergence times constitute an important tool in comparative genomics (Cheng et al. 2005; Fares et al. 2006; Maughan 2007; Smith et al. 2009 ) and enable correlation either with other major events in organism evolution (Battistuzzi et al. 2004; Hedges et al. 2004) or with known geological events (Sanmartín and Ronquist 2004; de Queiroz 2005) .
In addition, explicit modeling of divergence times and substitution rates provides a means to formulate informative prior distributions for branch lengths. Results from a study by Yang and Rannala (2005) indicate that Bayesian analysis is very sensitive to the choice of branch length priors. They emphasize that the usage of uniform branch length priors may inflate posterior clade probabilities and recommend the use of exponential priors. However, it is more biologically satisfying to factorize the branch lengths into divergence times and substitution rates and formulate priors for these entities as this allows the inclusion of relevant prior information from different sources into these priors. One example is the incorporation of fossil calibration into priors for divergence times (e.g., Kishino et al. 2001; Drummond et al. 2006; Yang and Rannala 2006; Himmelmann and Metzler 2009; Ho and Phillips 2009; Inoue et al. 2010) . In other cases, for example, when studying gene family evolution, fossil calibration might not be available and the interest might lie in relative divergence times only or in divergence times relative to a given species tree. One example of the latter is the integrated models for gene and sequence evolution (e.g., Arvestad et al. 2004; Åkerborg et al. 2009 ), where a gene duplication and loss model provides a prior distribution for divergence times in the gene tree. The inclusion of prior information clearly has a pivotal impact in studies of divergence times and evolutionary rates and should be applied in experimental studies when available. However, it is also clear that the models of rate evolution themselves must be appropriate to allow correct estimation of the divergence times for nodes not given by the prior evidence or when prior information is lacking altogether.
Two main model flavors have been proposed for substitution rate variation, differing in whether temporal autocorrelation among lineages is included in the model or not. In a recent study, Lepage et al. (2007) claimed that autocorrelation is an important and general feature in substitution rate evolution. However, Ho (2009) , after reviewing the theoretical and empirical bases for 330 SYSTEMATIC BIOLOGY VOL. 60 this claim, recommends caution regarding its generality and that further investigations clearly are needed to properly assess the role of autocorrelation in substitution rate evolution.
In this study, we evaluate the performance of two classes of probabilistic models of substitution rate variation during evolution. The first is a class of models, where the rates are modeled as independent and identically distributed (i.i.d.) variables over the branches of the tree, without autocorrelation among lineages. Three variants with respect to the underlying density distributions, Gamma, Inverse Gaussian (IG), and LogNormal (LN), were described in Linder (2003, see also Drummond et al. 2006; Lepage et al. 2007; Rannala and Yang 2007) . As a reference class, we compare these model variants with the autocorrelated (AC) model described by Thorne and co-workers (Thorne et al. 1998; Kishino et al. 2001) . In their study, Lepage et al. (2007) suggest that previously reported failures to detect autocorrelation are due to insufficient taxon sampling. We therefore test the effect of taxon sampling using two data sets of different size extracted from the same angiosperm superset. In our analyses, we focus on the intrinsic performance of the rate models, that is, under noninformative prior conditions (in the sense of being flat and not concentrated to a small parameter range or including a priori known constraints). However, to examine the impact of a calibration prior for divergence times, we also perform an analysis of a simian data set using a divergence time prior that includes fossil information on divergence times.
MATERIALS AND METHODS

Substitution Model
The data in the models used in this study consist of aligned DNA sequences; the models can, however, easily be generalized to data in the form of amino acid or codon sequences. We follow standard methods for phylogeny reconstruction from sequence data. At each site in a sequence, substitutions are modeled as a reversible Markov process; here, we will use the general time-reversible model described by Tavaré (1986) . The conditional probability (or the likelihood) Pr [D|T, , θ] that the substitution process has produced sequence data D given a tree T with branch lengths and model parameters θ is computed using the standard algorithmic framework described in Felsenstein (1981) and modified to accommodate rate variation across sites by Yang (1994) .
Models of Change in Substitution Rate
The hypothesis of a molecular clock (Zuckerkandl and Pauling 1965) states that the rate of substitution, r, remains constant throughout a phylogenetic tree. Thus, if we let p(u) denote the parent node of u, u denote the length of the branch between p(u) and u (measured in expected number of substitutions per site), and t u denote the divergence time of u, then the set of divergence times t and r can be estimated simply by replacing u with r(t p(u) − t u ) in the likelihood function. Gillespie (1991) discussed the unrealistic nature of the molecular clock hypothesis and suggested alternative models to describe nucleotide substitution. The general approach is to model the mean number of substitutions, that is, the branch lengths themselves, as a stochastic process over the tree.
Independent and identically distributed rates.-We first consider a model where rates evolve episodically or in quantum leaps associated to, for example, speciation or gene duplication events. This could be seen as related to the ideas behind a punctuated model of rate evolution (see, e.g., Eldredge and Gould 1972; Pagel et al. 2006 , see also Drummond et al. 2006) . Dependence between rates of two subsequent branches is considered negligible, and we model the mean rates over branches as independent stochastic variables. The branch length may then be written as a product of the mean rate and the time interval of the branch:
where the branch rate r u denotes the mean rate over the branch between p(u) and u. In the model class described by Linder (2003 , see also Drummond et al. 2006 Lepage et al. 2007; Rannala and Yang 2007) , branch rates are defined to be i.i.d. random variables. This model will be referred to as the i.i.d. rate model (also known as the uncorrelated relaxed clock model, e.g., Drummond et al. 2006) . Gillespie (1991) briefly discussed a version of the i.i.d. model but pointed out that it was not clear what underlying probability distribution should be used. Thus, different choices of underlying distributions will be investigated empirically. Three 2-parameter distribution classes have been selected, the Gamma, IG, and LN distributions. Their density for a rate r u will be commonly denoted by Pr[r u |r, σ 2 ], where r and σ 2 correspond to the mean and the variance of the distribution.
To solve convergence problems in the numerical calculations encountered in an earlier implementation (data not shown), we treat the two branches connected to the root as a single branch and constrain them to have the same branch rate. The joint density of all branch rates is Pr[r|r,
where the product is taken over the set r of branch rates in T.
AC rates.-As a reference model, we consider the model described by Thorne and co-workers (Thorne et al. 1998; Kishino et al. 2001; Thorne and Kishino 2002) where rates are AC over the tree. A rationale for this is that the rates are determined by heritable factors and therefore evolve gradually, implying that rate differences will 331 tend to increase with time (Thorne et al. 1998) . Here, node rates are modeled and the length of a branch is approximated by
where the node rate ρ u denotes the specific rate at node u. The model states that the rate of node u, ρ u , is LN distributed with mean ρ p(u) and variance ρ 2 p(u) (e ν(t p(u) −t u ) − 1), where ν is a parameter that describes how the variance increases with time (formally, this process corresponds to a geometric Brownian motion model). The process has no equilibrium distribution to start in; the starting rate of the model, corresponding to the substitution rate at the root, ρ R , is instead considered an unknown parameter. We will refer to this model as the AC rate model, and to simplify notation, we will henceforth use r and σ 2 to denote the parameters so that r = ρ R and σ 2 = ν. If we denote the LN density of a rate ρ u conditioned on the parental rate ρ p(u) and σ 2 by Pr[ρ u |ρ p(u) , σ 2 ], the joint density Pr[ρ|r, σ 2 , t, T] of the set of node rates, ρ, conditioned on r, σ 2 , t, and T is
The model was recognized to be overparameterized by Kishino et al. (2001) , and to remedy the problem they forced one of the child nodes of the root of the tree to have the same rate as the root. We observe that this strategy as well as the one we apply for the i.i.d. models merely are ad hoc solutions. Recently, Rannala and Yang (2007) proposed a more elegant solution to this problem for the AC model. However, in this study, we have followed the practice of Kishino et al. (2001) , and the node rates of the root R and the constrained child of R (here arbitrarily chosen as the right child) are therefore not included in ρ.
Including times and rates in the substitution model.-The model of rate change can be incorporated into the conditional probability, Pr[D|T, ], which was derived above in the Substitution Model section. We can use Equation 1 or 3, respectively, to replace the branch lengths with a vector of rates r and the divergence times t. We then write this probability as Pr[D|T, r, t, θ], where r indicates either r or ρ, depending on the rate model used.
The Bayesian Approach and Markov Chain Monte Carlo
We use Bayesian inference combined with a Markov chain Monte Carlo (MCMC) approach to estimate parameter values of the model. To reduce the estimation load, the tree T is taken from previously published analyses and the substitution parameters θ are estimated in a preceding maximum likelihood analysis using PAUP* (Swofford 1998); henceforth, T and θ are therefore assumed known and omitted from notation. We use a standard Metropolis-Hastings algorithm and inference is based on the following posterior density distribution:
The prior for r is computed from the rate model used, that is, from Equation 2 or 4. We apply a linear birthdeath process with hyperparameters (λ, μ) as a prior for the relative divergence times, t; the time for the root t R is fixed to 1.0 to avoid overparameterization. A prior for the divergence times can easily be achieved using the results of Thompson (1975) . Notice that this yields relative divergence times. To evaluate the impact of prior information of divergence times, we also apply the divergence time prior described by Yang and Rannala (2006) to one of the data sets. This prior is based on a birth-death process and a gamma distribution for calibration times from fossil evidence (to simplify comparison, the sampling fraction of Yang and Rannala [2006] , is here set to one; notice also that the root time is now free to vary). This yields calibrated divergence times. For the hyperparameters of the r and t priors, that is, r, σ 2 , λ, and μ, we use uniform priors in the interval (0, M), where M is a sufficiently large number. We use M = 10 for λ and μ, whereas for r and σ 2 , we use M = 1000. Each MCMC analysis consists of four independent chains, with different starting points, each comprising 100,000,000 iterations. A state of the chain is sampled every 10,000 iterations. The chains seem to reach the stationary distribution quickly, and we discard the first 1000 sampled states in every run as burn-in (for the angiosperm data, burn-in was 5000). To evaluate the convergence of our analyses, we use the Gelman and Rubin (1992) convergence tests as implemented in the R package Coda (Plummer et al. 2006) .
MCMC output evaluation.-For a parameter s, we compute the following estimates from the posterior density, that is, the MCMC chain, the posterior mean, s = sPr[s|D]ds, where Pr[s|D] is the marginal posterior distribution of s, and the 90% equal tail posterior intervals, (s 0.05 , s 0.95 ), where the limits are the 5% and 95% quantiles of Pr [s|D] . To enhance comparison across models, we compute some additional statistics. The first is ω s , the mean normalized width of the 90% posterior interval over a parameter vector s, that is, ω s is the mean value of (s 0.95 − s 0.05 )/ŝ over all s in s; this is computed for r and t. Second, for the i.i.d. models, we compute the posterior estimate of the coefficient of variation CV = √ σ 2 /r of the rates. For the AC model, we instead compute CV as the posterior estimate of the average of √ṽ u /ρ p(u) over all u except the root, wherẽ v u is the "variance" of the LN rate distribution at node u computed using σ 2 , ρ p(u) , and the divergence times of u and p(u). We further compute the posterior estimate of the average correlation of r p(u) and r u over all nodes u such that r u is a free parameter.
Lastly, we use Bayes factors to evaluate how well a model describes the data. The Bayes factor L
is the arithmetic mean of the likelihood for model M i over the prior distribution, is numerically hard to compute, and various approximations have therefore been suggested (e.g., Newton and Raftery 1994; Gelman and Meng 1998) . We use a measure proposed by Newton and Raftery (1994, p. 22, equation 16) , who, using an importance sampling argument, suggested that a stabilized harmonic mean over the posterior distribution, which we denoteL M i , could be used to approximate L
. This estimator is based on a mixture of the prior and posterior distribution; here we have used a mixture parameter δ = 0.1 (see Lartillot and Philippe 2006 ; our results are stable also for other values, e.g., δ = 0.05 and δ = 0.5). This estimator has the advantage of being easily computed directly from the MCMC output. Using a model and data for which the likelihood was analytically known, Lartillot and Philippe (2006) showed that while this estimator had a good accuracy for low-dimensional models, it overestimated the likelihood of complex models with higher parameter dimensionality. Because we compare models with equal number of parameters, a bias between models due to differences in dimensionality should not be a problem. However, for the high-dimensional model the comparisons by Lartillot and Philippe (2006) were based on single samples. Therefore, it has not been investigated if and how the accuracy of the tested likelihood estimators vary among models with high but equal dimensionality with respect to analytically known values. Until this has been resolved, some caution might be advised regarding Bayes factors computed using likelihood estimators. For convenience of presentation, we use an arbitrary calibration table for Bayes factors loosely based on the tables given in Jeffreys (1961) and Raftery (1996) . Thus, a log L M 1 /L M 2 of 1 − 5 is considered positive and ≥ 5 strong evidence for model M 1 . We here use Bayes factors to 1) test for a molecular clock and 2) compare performance of models. For (1) we perform additional analyses using a molecular clock model, that is, with a single rate r for all branches of the tree and a uniform prior in the interval (0, 1000) for r. The MCMC analysis is performed as described above, except that it suffices to run the chains for only 10,000,000 iterations (with every 1000 iterations sampled) for the analyses to converge.
Data
The models, with noninformative divergence prior, are applied to three DNA sequence sets (described below) to compare the performance of the four rate models described above, that is, the i.i.d./Gamma, i.i.d./IG, and i.i.d./LN models and the AC model. We have chosen data sets for which robust phylogenies were available.
Eudicots.-This data set consists of the protein-coding chloroplast gene rbcL from 21 species of eudicots, a monophyletic group of flowering plants. The data set is a subset of the data studied in Qiu et al. (1999) . After removal of regions at the 5' and 3' ends with missing data for several taxa, the sequence length is 1164 nucleotides. The rooted tree (Fig. 1a) for the eudicots was extracted from the result of Qiu et al. (1999) , which was based on five mitochondrial, nuclear, and plastid genes. The selection of taxa was based on well-supported clades that overlapped among the studies of Qiu et al. (1999 Qiu et al. ( , 2006 and Jansen et al. (2007) .
Angiosperms.-To evaluate the potential effect of the number of sampled taxa on Bayes factor results, we also analyzed a larger data set extracted from the study of Qiu et al. (1999) that is a superset of the eudicot data above. We used the same selection criteria as above to sample rbcL sequences from 79 species of angiosperms; the rooted tree, derived from Qiu et al. (1999) , is provided in the online supplementary material (available from http://www.sysbio.oxfordjournals.org/). The sequences were edited in the same way so that 1164 nucleotides were used in the analysis.
Simians.-The third data set comprises the mitochondrial tRNA and rRNA genes from 9 species of Simiiformes (monkeys and apes). This is a subset of the ← FIGURE 1. Results from the eudicot and angiosperm analyses. a) Relative divergence times for the eudicot analysis. White bars indicate prior mean and 90% prior intervals. Posterior means and 90% posterior intervals for the i.i.d./Gamma, i.i.d./IG, i.i.d./LN, and AC models (i.e., the i.i.d. models with underlying Gamma, IG, and LN distributions and the AC model, respectively) are given by the yellow, green, blue, and red bars, respectively. We have arbitrarily chosen to scale the tree to the posterior relative divergence time estimates for the i.i.d./Gamma model. b) Substitution rates for the eudicot analysis. Posterior means and 90% posterior intervals for the i.i.d./Gamma, i.i.d./IG, i.i.d./LN, and AC models are given by the yellow, green, blue, and red bars, respectively. For the 3 i.i.d. models, r for node i on the x-axis relates to branch rate r i , whereas for the AC model, it relates to the node rate ρ i , where node numbers correspond to those given in (a). Notice that estimates of r for node 20 are missing; this is because in the i.i.d. model r 20 = r 39 and for the AC model ρ 20 = r. c) Comparison of divergence times for the eudicot and angiosperm analysis. Mean divergence times and 90 % posterior interval for each interior node of the eudicot tree and the corresponding nodes of the angiosperm tree from the i.i.d./Gamma, i.i.d./IG, i.i.d./LN, and AC models are given by the yellow, green, blue, and red bars, respectively. The means from the eudicot analysis are marked by horizontal bars, whereas the means from the angiosperm analysis are marked by crosses and plotted slightly to the right of the corresponding eudicot measures. The divergence times from the angiosperm analysis are rescaled so that the mean divergence time corresponding to node 39 are the same for both analyses. Notice that the time for the node 40 (i.e., the root node) is fixed to 1.0 in the eudicot analysis. data published in Hudelot et al. (2003) with sequence length 3571 nucleotides. The rooted tree (Fig. 2a) was derived from the tree in Hudelot et al. (2003) and corresponds to the current view of simian relationships. This data set is analyzed with both a noninformative, relative divergence time prior and a calibrated prior including information from fossil evidence (Yang and Rannala 2006) . As the performance of the different i.i.d. models tends to be very similar, we chose to only evaluate the i.i.d./Gamma model and the AC model in the analysis with the calibrated prior. We used the following gamma priors for the divergence time of two calibration nodes, directly taken from Yang and Rannala (2006) . For the Homo and Pan divergence, we used Gamma(186.2, 2672.6), corresponding to an expected divergence time of 7 Ma, and for the divergence of Pongo from the African apes, we used Gamma(186.9, 1337.7), ← FIGURE 2. Results from the analyses of the simian tRNA data set. a) Relative times from the noninformative version and (b) absolute divergence times from the calibrated version of the analyses. White bars indicate prior mean and 90% prior intervals. Notice that the prior interval bar for the root is truncated in (b); the end of the interval is indicated by the number above the arrow. Posterior means and 90% posterior intervals for the i.i.d./Gamma, i.i.d./IG, i.i.d./LN, and AC models are given by the yellow, green, blue, and red bars, respectively. We have arbitrarily chosen to scale the trees to the posterior relative divergence time estimates for the i.i.d./Gamma model, and to enhance comparison, the tree in (a) is calibrated, posterior to analysis, using the the fossil calibration for node 13 (Yang and Rannala 2006) . c) Relative substitution rates from the noninformative version and (d) absolute substitution rates from the calibrated version of the analyses. Posterior means and 90% posterior intervals for the i.i.d./Gamma, i.i.d./IG, i.i.d./LN, and AC models are given by the yellow, green, blue, and red bars, respectively. The x-axis labels correspond to node numbers in (a) and (b), respectively. For the three i.i.d. models, r for node i on the x-axis relates to branch rate r i , whereas for the AC model, it relates to the node rate ρ i .
corresponding to an expected divergence time of 14 Ma (Yang and Rannala 2006) .
RESULTS
Results from the Eudicot Data Set
For the eudicot data, the Bayes factor comparison among the models is presented in Table 1 . For the eudicot data set, it is obvious that a molecular clock is very strongly rejected (log(L i.i.d./Gamma /L clock ) = 45.26). Moreover, while there is no evidence that either of the i.i.d. models has better explanatory power than the others (i. The mean normalized width of the 90% posterior intervals for substitution rates. c The CV of substitution rates. For the AC model, CV is achieved by computing the variance for each node using the parental node rates, the branch times, and the model parameters and then taking the mean CV over these nodes. The table lists Tables 2 and 3 , in particular for estimates related to the rate distribution, that is, r, σ 2 , and CV. This suggests that the i.i.d./IG analysis, despite passing the Gelman and Rubin (1992) convergence test, may not have converged completely. We also note from the parameter traces that the i.i.d./LN model analysis also occasionally visits a similar local suboptima and that it also displays a slightly different distribution of r, σ 2 , and CV compared with the i.i.d./Gamma analysis (Tables 2 and 3 ). The times and rates of the AC model clearly show a different distribution than the i.i.d. models, with older mean divergence times and mean rates generally slightly lower and with tighter distributions, as also shown by ω t (Table 2 ). Figure 1a also shows the prior distribution of relative divergence times, and it is obvious that the inclusion of rate models extracts substantial information about the divergence times from the data. The posterior means of t clearly deviate from the prior means, which in general are distributed closer to the leaves.
The observed rate correlation between adjacent branches in the eudicot tree (Table 2) is very low for all i.i.d. models, and in all cases, the posterior interval includes both negative and positive correlation values and can, thus, not be considered significantly different from zero. This is also true for the AC model, where we would expect correlation as it is built into the model. The average correlation between AC node rates is larger than that for i.i.d. branch rates but is still low and not significantly different from zero ( Table 2) .
The posterior distributions of the hyperparameters vary slightly between the i.i.d. models and the AC model ( Table 3 ). Note that the interpretation of σ 2 is different for the i.i.d. and the AC models. It is therefore more convenient to compare the posterior coefficient of variation CV shown in Table 2 , which for the AC model falls within the range of those of the i.i.d. models.
Results from the Angiosperm Data Set
The Bayes factor result from the eudicot data favored the i.i.d. models over the AC model. We also investigated a larger angiosperm data set extracted from the data of Qiu et al. (1999) . This data set is a superset of the eudicot data above and allows us to evaluate the effect of sample size on our results. The Bayes factor comparison among the models for the angiosperm data is presented in Table 1 . The results from the two analyses are very much alike. Similar to the results from the eudicot data set, a molecular clock is very strongly rejected (log (L m /L m )=139.8. Likewise, the trend, observed in the eudicot data, that the i.i.d. models perform better than the AC model holds also for the angiosperm data and there is now a strongly supported difference in explanatory power between the models; the largest log Bayes factor being 6.24 for the i.i.d./IG versus the AC model. The posterior parameter distributions for the angiosperm data are quite bulky, and only summary statistics are provided in Tables 2 and 3 ; the posterior estimates of t and r are provided as online supplementary material. To compare the divergence time estimates from the angiosperm analysis to the corresponding ones from the eudicot analysis, we rescaled the angiosperm divergence times so that the posterior mean divergence time corresponding to node 39 in the eudicot tree has the same values in both trees. The result is shown in Figure 1c and shows a good congruence between the estimates from the two analyses. For most of the nodes, the posterior means are very similar, while as could be expected, the posterior intervals for the angiosperm data are narrower. The latter effect can also be seen from the values of ω t and similarly for ω r ( Table 2 ). The correlations between adjacent rates are slightly higher than for the eudicot data but remains very low and for most analyses are still not significant. The exception is the AC analysis where the correlation, while still low, now has a 90% posterior interval that excludes zero. This is probably an effect of higher power from the larger taxon sampling in the angiosperm analysis.
Results from the Simian Data Set
We first discuss the result from the analysis using noninformative divergence time prior, that is, without information about calibration times included. Table 1 shows the result of Bayes factor comparison. A molecular clock is strongly rejected (log (L m /L m ) = 10.29), while there is very little difference in descriptive power among the remaining models. The Bayes factors are somewhat (0.91-0.98) in favor of the AC model but cannot strictly be considered positive evidence.
The results for the i.i.d. models are among themselves extremely similar both for relative divergence times and substitution rates (Fig. 2) and for the hyperparameters (Table 3 ). The posterior mean of the relative divergence times for the AC model deviates from those of the i.i.d. models and here has a slightly wider posterior distribution, as evaluated by ω t (Table 2) . Nevertheless, when posterior distributions are compared with the prior distribution, it is obvious that all models extract substantial divergence time information from the data. The overall pattern of the substitution rate distributions is generally similar among all models, but the variation among the AC node rates tends to be higher than among the i.i.d. branch rates. The normalized width of the posterior interval ω r for all models is narrower than for the eudicot data, ω r for the AC model being widest.
As with the eudicot data set, the observed correlation between adjacent rates is very low among the i.i.d. models. The AC model has a slightly higher average correlation, but all posterior intervals include both positive and negative values, that is, they are not significantly different from zero.
The posterior estimate of r is slightly lower for the AC model than for the i.i.d. models, whereas those for the hyperparameters of the prior for t (i.e., λ and μ) are somewhat higher. For σ 2 , the i.i.d. models have almost identical CV, while the AC CV is clearly higher.
Calibrated divergence time prior.-The simian data set was also evaluated using the calibrated divergence time prior of Yang and Rannala (2006) combined with the i.i.d./Gamma and AC rate models. The result from the Bayes factor comparison (Table 1) is similar to that of the noninformative version of the divergence time prior; a molecular clock is strongly rejected and the difference between the variable rate models cannot be considered positive. However, the Bayes factor is now instead slightly (0.92) in favor of the i.i.d./Gamma model. The absolute values of divergence time, substitution rate, and hyperparameter estimates will obviously be different between the noninformative and calibrated versions of the models. Nevertheless, it is instructive to compare relative values of corresponding model versions. In Figure 2 , the tree from the noninformative version in (a) is calibrated (posterior to analysis) using the fossil information for node 13 and drawn in the same scale as the tree from the calibrated version in (b). Disregarding the root, it is clear that although the prior mean divergence times are quite different, the posterior mean divergence times of the noninformative and calibrated version of the corresponding models are very closely aligned. However, for both the i.i.d./Gamma and the AC models, the widths of the 90% divergence time interval for the calibrated version vary strongly over the tree. Nevertheless, both the i.i.d./Gamma and the AC 90% posterior intervals are, in most cases, clearly narrower than corresponding prior intervals; moreover, ω t is lower than for the noninformative versions and both ω t and ω r are now slightly smaller for the AC model than for the i.i.d./Gamma model. While the mean CV for the i.i.d./Gamma model is of the same approximate size in both versions, it is clearly reduced for the AC model. The correlation between adjacent rates, although still low, is higher for the calibrated version of the models (Table 2) , and for the AC model, the 90% posterior interval now includes no negative values. Finally, we note that the calibrated divergence time prior requires a higher ratio between birth rate and death rate (λ/μ) than does the noninformative prior (Table 3) .
DISCUSSION
We have compared the performance of 2 different classes of probabilistic models for substitution rate variation over an evolutionary tree. The first class is a class of models where branch rates are modeled as i.i.d. (uncorrelated) stochastic variables. We considered three versions of this model with respect to the underlying density distribution, Gamma, IG, and LN. The second class is the AC rate model described by Thorne and coworkers (Thorne et al. 1998; Kishino et al. 2001) , where there is autocorrelation between rates of adjacent nodes. We also tested the performance of these models against a molecular clock model. Bayes factors can be considered the Bayesian equivalent to likelihood ratio tests between two hypotheses. We have here used it to obtain two important results. First, a molecular clock model could clearly be rejected, the Bayes factor evidence against it was strong for all data sets. Second, we used Bayes factors to compare the relative explanatory power of the tested models. For the eudicot data set, we found positive evidence (log (L m /L m ) = 2.62) in favor of the i.i.d. models over the AC model. To investigate if this could be a spurious effect of insufficient power due to low taxon sampling (e.g., as suggested by Lepage et al. 2007 ), we analyzed an extended version of the eudicot data set that include rbcL sequences from 58 additional angiosperm species. We could safely discard the possibility of spurious support for i.i.d. models. In fact, the Bayes factor in favor of the i.i.d. models increased to 6.24, supplying strong evidence for better explanatory of the i.i.d. models over the AC model. For the simian data set, we performed analyses using both a noninformative prior and an informative divergence time prior based on fossil calibration points (Yang and Rannala 2006) . There was no compelling evidence in favor of any of the models over the others. Using the noninformative prior, the largest Bayes factor was 0.98 in favor of the AC model over the i.i.d./Gamma model, which could be considered borderline to positive evidence. However, in the analysis using the calibrated prior, this result was reversed, providing a Bayes factor of 0.92 in favor of the i.i.d./Gamma model over the AC model.
To further investigate possible autocorrelation between rates, we also studied the correlation between rates of adjacent branches or nodes. If the rates have evolved in a AC-like manner so that adjacent rates are AC, we would expect to observe a clear positive correlation of adjacent rates estimated also under the i.i.d. models. However, for all data sets, the observed correlation under all i.i.d. models was very low and could not be considered different from zero (Table 2 ). This is in agreement with the result of Drummond et al. (2006) , where no correlation could be found for the i.i.d. models tested in their study. For the AC model, where AC is explicitly included in the model, we only found a significant correlation in the analysis of the angiosperm data set and in the analysis of the simian data set using a calibrated time prior. We note that Rannala and Yang (2007) suggested that a bias introduced in the MCMC implementation of Drummond et al. (2006) could cause underestimation of autocorrelation; however, this implementation bias does not apply to our results. It is, furthermore, conceivable that the data sets investigated here represent extreme cases where the variance grows so quickly over time that it obscures autocorrelation, that is, they represent cases with abnormally high values of σ 2 . However, when compared with estimates from other studies, the σ 2 values observed here do not seem extreme. For example, the value of σ 2 = 0.975 for the rbcL sequences in the angiosperm data is actually lower than the estimate of σ 2 for rbcL in the analysis of Thorne and Kishino (2002, note that σ 2 = ν in their notation), when scaled to their timescale. The calibrated σ 2 estimate for the simian data, although in the same order of magnitude, lies slightly higher than those for the genes reported by Thorne and Kishino. The result of our model comparison is in conflict with the conclusion of the recent study by Lepage et al. (2007) . For most of their investigated data sets, they obtained Bayes factor evidence in favor of autocorrelated models, and it was only for data sets with relatively low taxon sampling that the i.i.d. models performed best. They therefore proposed that dense taxon sampling is required to discriminate between AC and i.i.d. models. Although our result supports the finding of Lepage et al. (2007) that increased sampling improves discriminating power, it provides a counterexample to their conclusion of a universal prevalence of AC models outperforming i.i.d. models. We never found any evidence of better explanatory power of the AC model; for the eudicot and angiosperm data, we instead found positive and even strong evidence in favor of the i.i.d. models. Nor did we find any compelling evidence of correlation when comparing the rate estimates directly. This supports the more cautious view of Ho (2009) about the generality of autocorrelation in rate evolution. In his paper, he reviewed several factors that may be important determinants of the mode of rate evolution. As an example, different rate models may be appropriate for data sets from different organelles or from different evolutionary depths. For instance, Drummond et al. (2006) discussed a hypothetical evolutionary scenario where stochastic (uncorrelated) rate variation dominates in both recent and very distant timescales, while there may be a window between these extremes where autocorrelation could play a role; the extent of this window is, however, not known. Moreover, it is possible that the type of rate evolution may vary between the level of nucleotides, as used here, and that of amino acids, as used by Lepage et al. (2007) , although the mechanism might not be trivial. For example, would heritable factors with an impact on rate evolution, thus leading to autocorrelation, have its main effect on sites that are selectively neutral or on sites under functional selection? The same question can be posed for the effect of environmental or stochastic factors that may cause punctuated rate changes. There are also methodological differences between the studies, for example, Lepage et al. (2007) used normal approximation of the substitution probabilities, thermodynamic integration to compute the Bayes factors, and, lastly, more restrictive priors for the hyperparameters than we have done. In a recent investigation, Inoue et al. (2010) evaluated the impact of some of these factors on divergence time estimation, and this is clearly an interesting subject for further studies. Another interesting aspect is how well the different models estimate rates and divergence times generated from other models; some 340 SYSTEMATIC BIOLOGY VOL. 60 efforts have been made in this direction using simulation studies (Ho et al. 2005; Drummond et al. 2006) . Some concerns have been expressed that inadequate estimation, in particular underestimation, of the uncertainty of branch lengths from sequence data, as well as too restricted prior distributions for the hyperparameters (e.g., for the rate model) might bias the Bayes factor comparison (Thorne J.L., personal communication). As we have used a full likelihood approach for the substitution model, rather than a normal approximation approach, our analysis should be less prone to these estimation problems. We have also strived to make the hyperparameter priors as noninformative as possible by using uniform priors over the interval [0, M]. The choice of M was verified to be large enough so that no visible truncation of the marginal posterior distribution appeared for any data set (i.e., choosing a larger M should not substantially change the result).
For all data sets, it is clear that all models that have been examined appear to perform well in the sense that the data add substantial knowledge to the inference of the posterior distributions of the relative divergence times when compared with the prior distributions. The estimates of relative divergence time and substitution rates were almost identical among the i.i.d. models for all data sets; the choice of distribution underlying the i.i.d. model thus seems to have little effect on these estimates, but the i.i.d./Gamma model appeared to have somewhat nicer convergence properties in our analyses. The relative divergence time estimates for the AC model clearly differed from those of the i.i.d. models, both in the position of the posterior mean and in the width of the posterior interval of individual relative divergence times. Nevertheless, we could not really discern any systematic trend applicable to all data sets.
We also investigated how inclusion of fossil calibration information into the divergence time prior affected the results. Various calibration approaches have been suggested (for a recent review, see Ho and Phillips 2009 ; see also Inoue et al. 2010 ), but for a Bayesian analysis, it is natural to implement calibration information in the prior divergence time distribution. Here, we applied the prior model described by Yang and Rannala (2006) , which augments a birth-death process with gamma priors accommodating uncertainty in the fossil calibration, and the i.i.d./Gamma and AC models, respectively, to the simian data set. The estimated divergence times correspond well with those of Rannala and Yang (2007) and Chatterjee et al. (2009) . The main effect of the prior on the divergence time estimation, besides calibrating the timescale, is on the width of the individual posterior divergence time distributions, while the relative position of the posterior mean is quite robust. The 90% posterior intervals vary strongly; they are very narrow close to the calibration nodes but extremely wide closer to the root. We propose that one reason for this is the position of the calibration nodes, that is, constraints imposed by calibration nodes closer to the root could potentially affect more nodes and the pattern would have been less varied.
Other variants of AC models, where the principal difference is in the underlying distribution, have been described (Bickel 2000; Huelsenbeck et al. 2000; ArisBrosou and Yang 2002; Lepage et al. 2007 ; see also Sanderson 1997 Sanderson , 2002 . We have here chosen to compare the i.i.d. models with the original AC model (e.g., with an LN distribution), which more or less has become the reference model for comparisons and also has the advantage of having the same number of parameters as the i.i.d. models. However, we emphasize that further studies with varied taxon sampling density and including other variants of AC as well as of i.i.d. models (e.g., Drummond et al. 2006 ) would be interesting.
The design of our analysis displays some differences compared with all studies mentioned so far in this section. Some of the differences stem from our explicit aim to reduce possible prior constraints on the analysis as we want to compare the intrinsic behavior of the different models under noninformative priors. One example is that we (similar to Lepage et al. 2007 ) in our analyses of angiosperm data do not include fossil evidence into the prior for divergence times as we predicted that this probably would cause homogenization among results from different models. However, as noted above this prediction was not really verified by our comparison between the noninformative and the calibrated versions of the i.i.d./Gamma and AC models for the simian data. We use a birth-death process (Thompson 1975) as prior for relative divergence times. Although other priors for divergence times have been proposed (Thorne et al. 1998; Kishino et al. 2001; Drummond et al. 2006; Lepage et al. 2007 ), the birth-death process is the classic model for branching processes both in mathematics and in biology and is the natural null model choice for analyses above population level. Lepage et al. (2007) found that although the best choice, as indicated by Bayes factor comparison, of divergence time prior appears to vary with the data set, the prior did not appear to have strong influence on the posterior estimates of the relative divergence times. Our results from analyses with noninformative and calibrated divergence time prior suggest the same conclusion.
In general, our analyses required a very large number of iterations for convergence and, moreover, one experience we draw from our study is that our current MCMC implementation is too slow to be applicable to larger data sets. Clearly, an important conclusion is that we need to improve the efficiency of our implementation. One improvement is suggested by Drummond et al. (2006, but see criticism by Rannala and Yang 2007) , who apply an approximation based on discretization of the rate distribution. An alternative approximation approach was proposed byÅkerborg et al. (2008), who instead discretize the distribution of divergence times. This allowed a dynamic programming algorithm for estimating t and r and was shown to yield considerable speed improvement. 
