ABSTRACT Depolarizing collisions are elastic or quasielastic collisions that equalize the populations and destroy the coherence between the magnetic sublevels of atomic levels. In astrophysical plasmas, the main depolarizing collider is neutral hydrogen. We consider depolarizing rates on the lowest levels of neutral and singly ionized alkaly-earths Mg I, Sr I, Ba I, Mg II, Ca II, and Ba II, due to collisions with H
INTRODUCTION
Since the discovery of the linearly polarized component of the Fraunhofer spectrum observed close to the solar limb (Stenflo et al. 1983b,a) , much effort has been devoted to understand the physical mechanisms involved in its formation, which is dominated by scattering in the continuum and spectral lines (Stenflo 1994 (Stenflo , 1997 Trujillo Bueno & Landi Degl'Innocenti 1997; Fluri & Stenflo 1999; Landi Degl'Innocenti & Landolfi 2004) . Special attention has received, observationally and theoretically, the influence of weak or tangled magnetic fields on resonance line polarization through the Hanle effect (Moruzzi & Strumia 1991) , which has opened a new diagnostic window for the magnetism in the solar atmosphere (e.g., Stenflo 1982 Stenflo , 1991 Leroy 1989; Bommier et al. 1994; Faurobert-Scholl 1993; Faurobert-Scholl et al. 1995; Lin et al. 1998; Trujillo Bueno 2001; Trujillo Bueno & Manso Sainz 2002; López Ariste & Casini 2005; Trujillo Bueno et al. 2005) . By contrast, elastic depolarizing collisions have received relatively little attention in this context, a neglect motivated by their apparent lack of diagnostic value. However, collisions compete with magnetic fields to depolarize the atomic levels, which must be properly accounted for to calibrate Hanle effect diagnostic techniques; besides, by broadening the atomic energy levels, they modulate the magnetic field strength at which the Hanle effect is sensitive (Lamb 1970) .
Alkaline-earth metals, atomic and singly ionized, show some of the strongest resonant lines in the Fraunhofer spectrum and their resonance polarization patterns have proved remarkable too. Their interpretation has posed important theoretical challenges. Thus, the Ca II infrared triplet and the Mg I b-lines (Stenflo et al. 2000) provided the first clear manifestation of the presence of atomic polarization in metastable levels in the solar chromosphere (Manso Sainz & Trujillo Bueno 2003; Trujillo Bueno 2001 , consistently with our results here, see Section 4); the polarization pattern around the H-and K-lines of Ca II Stenflo 1980) , and the h and k-lines of Mg II (Henze & Stenflo 1987) , arise from the interference between the upper 2 P levels (Stenflo 1980; Belluzzi & Trujillo Bueno 2012) . Resonance lines of alkali-earths have proved essential to diagnose unresolved fields in the solar atmosphere. The remarkable scattering polarization signal in the Sr I at 460.7 nm Faurobert et al. 2001; Bommier & Molodij 2002) , in particular, has been extensively observed with the aim of diagnosing tangled magnetic fields in the solar atmosphere (Stenflo 1982; Faurobert-Scholl 1993 , 1994 Faurobert-Scholl et al. 1995; Bianda et al. 1999; Trujillo Bueno et al. 2004) .
Depolarizing collisions in alkali and alkaline earth atoms with a foreign noble gas have been throughly studied theoretically and experimentally (see Lamb & ter Haar 1971; Omont 1977; Baylis 1978 , and references therein). However, in the solar atmosphere the most important depolarizing collider is neutral hydrogen (Lamb 1970) . Rough estimates for the depolarizing rates can be obtained from a dipole-dipole van der Waals approximation for the atom-H
• (Lamb & ter Haar 1971 , see also Landi Degl'Innocenti & Landolfi 2004 . More recently, Derouich et al. (2003b Derouich et al. ( ,a, 2004b Derouich et al. ( ,a, 2005 ; Derouich & Barklem (2007) used ab initio interaction potentials and a semi-classical approach using straight line trajectories at different impact parameters. Kerkeni et al. (2000) ; Kerkeni (2002) ; Kerkeni & Bommier (2002) ; Kerkeni et al. (2003) have calculated depolarizing rates with neutral hydrogen with a fully quantum mechanical approach for the interaction Hamiltonian and dynamics. We follow a similar approach here. We computed ab initio potential curves of the atom-H
• system and then solved the dynamics within the scattering matrix formalism. From them, we calculated the depolarizing collision rates for a Maxwellian distribution of colliders.
The most important results of the present work are summarized in Table 1 , which gives the depolarizing rates for the lowestlying energy levels of Mg I, Sr I, Ba I, Mg II, Ca II, and Ba II. Figure 3 shows the relative importance of these depolarizing -Partial Grotrian diagrams with the lowest energy levels of the most abundant alkaline earth metals. All levels (except the 2 S and 2 D terms of the Mg I at 8.6 and 8.8 ev) and resonance transitions between them considered in this work are represented. The fine structure energy splitting in Mg and Ca are exaggerated for clarity.
rates in the solar atmosphere as compared to the radiative (polarizing) rates in the main resonance lines of these atoms and ions ( Figure 1 ). The next section introduces the general theoretical framework used and Section 3 details the calculations performed for each individual atom and ion considered. The impact on the formation of the scattering polarization patterns in the solar atmosphere is discussed in Section 4.
THEORETICAL METHODOLOGY FOR COLLISIONAL RATES
A complete treatment of the Hanle effect on an atom A requires the resolution of the master equations considering radiative transitions, collisional transitions, and the interaction with the magnetic fields. Such formalism has been presented by several authors (e.g., Bommier & Sahal-Brechot 1978; Bommier 1980; Landi Degl'Innocenti & Landolfi 2004) . In this work we focus only on deriving the collisional rates caused by collisions with neutral hydrogen atoms, which may have a significant depolarization effect. These collisions are of the type
between an atom A in a state |α, J, M with total angular momentum J, magnetic quantum number M , and energy E A α,J (α comprises all aditional quantum numbers to characterize the state), and a hydrogen atom H in its ground state, with total angular momentum S = 1/2, and magnetic quantum number M S . We consider only low energy collisions (E ≪ 10 eV), for which the perturber atom (neutral hydrogen) remains on the ground level after the collision, and the state of the atom under consideration may change only between levels of the same LS term (i.e., α = α ′ ). We call elastic collisions those for which J ′ = J, and quasi-elastic collisions those for which J ′ = J. The density matrix of the two atoms system is represented as
where k = v is the wavevector, parallel to the relative velocity vector, v, between the A and H atoms, of modulus k = 2µ(E − E A α,J − E H S )/ 2 , with µ = m A m H /(m A + m H ) being the reduced mass of the colliding atoms and E the total energy of the system. Our interest here focus on the polarization of the atom A, for which we consider its coherence between J 1 , M 1 and J 2 , M 2 states. Neutral hydrogen atoms, with density N H • , interact isotropically with the A atoms, and all the M S sublevels have the weight 1/(2S + 1). Since we are not interested on the final state of the hydrogen atoms, we sum over all the final states of H
• by simply making S 1 = S 2 and M 1 S = M 2 S (i.e., we consider only diagonal terms in the density matrix). Under these conditions, the reduced density matrix for the A subsystem can be written as
where f (T, v) is the velocity distribution of the perturbers, here the usual Maxwell-Boltzmann one,k ≡v denotes the polar and azimuthal angles of k vector with respect to the frame of the observation. In the above equation the coherence terms between states of A atom with different αJ states are neglected. The multipole moments of the density matrix are then defined as
where the notation used by Degl'Innocenti (Landi Degl'Innocenti & Landolfi 2004 ) has been adopted. The contribution of collisional transitions to the rate of change of the density matrix elements can be written as (Bommier 1980 
where
are the elastic depolarization rates, as defined in equation ( 
are the inelastic rates. 
which determines the scattering amplitude. This f corresponds to a single collision and therefore does not present isotropic symmetry but cylindrical around the incoming velocityk. The scattering amplitude depends on the three coordinates of k, involving the resolution of a set of three-dimensional differential equations. To reduce the problem, it is convenient to perform a partial wave expansion, i.e. expand the wave function in terms of eigenfunctions of the total angular momentum, J t = ℓ + j, where ℓ is the orbital angular momentum of H with respect to A and j = J + S is the angular momentum of the two fragments. Using the partial wave expansion of the incident plane wave, after some algebra (Arthurs & Dalgarno 1960; Rowe & McCaffery 1979; Alexander & Davis 1983; Child 1996 ) the scattering amplitude become
where we have introduced the collective quantum number n ≡ jℓαJS to simplify the notation, and where M t and m are the projections of J t and j on the z-axis. In this expression
, with S Jt n,n ′ (E) being the scattering Smatrix, which provides all the information about the collision event for a given total angular momentum J t . These S-matrices are obtained by integrating a set of coupled differential equations, as described below.
Following Alexander & Davis (1983) , it is convenient to expand the scattering amplitude in terms of spherical tensors, as for the density matrix, whose state-multipoles are given by
where the state multipoles are given by (Kerkeni et al. 2000; Kerkeni 2002 )
The rate constant state multipoles of Eq. (8) are directly obtained as
The B(J, J ′ ; K ′ ) quantities are a generalization of the Grawert factors defined as (Kerkeni et al. 2000; Kerkeni 2002 )
Note that the multipole expansion of the cross section, Eq. (17), presents the same symmetry properties of that of the rates of Eq. (7), associated to the spherical symmetry introduced by the integration over an isotropic distribution ofk in Eq. (6).
Calculation of S-matrix
Until here, the treatment is general to any atom A, and the full problem has been formalized in terms of the S-matrix elements. In order to evaluate it, we should then particularize to the problem under study, which considers atoms A with no nuclear spin colliding with an Hydrogen atom. The total Hamiltonian of the system is given by
where ℓ is the end-over-end orbital angular momentum associated to the internuclear distance R.
The total wave function is expanded as
where Y JtMt n are eigenfunctions of the total angular momentum, with eigenvalue J t , defined in a space-fixed frame with the z-axis parallel to the observation direction as
where m ℓ , m and M t are the projections of ℓ, j and J t on the space-fixed z-axis, respectively. In this expression, the wavefunc-
where |SM S are the eigenfunctions of H, and the A( 2SA+1 L J ) atoms are described by the states
where J = L + S A is the total angular momentum of A (L is the orbital electronic part, described by the functions |ϕ LML ; S A the spin of A, described by the |S A M A functions). Introducing Equation (22) into the Schrödinger equation, multiplying by Y JtMt jℓ;αJ |, and integrating over electronic and angular variables, the following system of coupled differential equations result:
These close-coupling equations are solved numerically using a Fox-Goodwin-Numerov method (Gadéa et al. 1997 ), subject to the usual boundary conditions:
from where the scattering matrix S Jt nn ′ (E) is obtained. The resolution of the close-coupling equations, Eq. (26), requires the evaluation of the electronic Hamiltonian matrix elements described below.
Electronic matrix elements and approximations
The space-fixed functions of Equation (23) are eigenfunctions of ℓ 2 with eigenvalues 2 ℓ(ℓ + 1). However, the matrix elements of the electronic terms of the Hamiltonian, H el and H A SO , deserve some comments. For treating these two terms we are considering three approximations, which are the commonly used in the previous quantum treatments of collisional depolarization of atoms (Kerkeni et al. 2000; Kerkeni 2002 ):
1. First, the spin-orbit is considered as constant as a function of the internuclear distance R and is entirely due to A atom. It is therefore convenient to consider the isolated Hamiltonian of the A atom,
whose eigenfunctions are those of Equation (25), with eigenvalues E A LSA,J . Here, we shall use the experimental values obtained from NIST. For this reason, the non-relativistic electronic Hamiltonian is partitioned as 3. Finally, the third is the usual Born-Oppenheimer approximation solving the non-relativistic electronic equation
These calculations are performed in a body-fixed frame, with the z-axis along the internuclear vector R, related by a rotation to the space-fixed frame used in the whole treatment described above. In this new frame, the projections are denoted by greek letters, Λ being the projection of L on the body-fixed z-axis, while M L is its projection of the space-fixed z-axis. In addition, in this approximation L is not a good quantum number due to the cylindrical symmetry of the problem, but it will be considered as constant since the orbital angular momentum of hydrogen is zero. Finally, the calculations are done for a total spin
matrix elements of the present treatment as described below.
For doing this transformation we shall define the functions for the total spin in the body-fixed frame as
and the functions of the fragments, Eq. (24), in the body-fixed frame as
where the functions |ϕ St LΛ are the functions obtained in Eq. (30). Finally, the eigenfunctions of well defined total angular momentum in the body-fixed frame are expressed as
where θ, φ are the polar angles of R; D J * MΩ are rotation Wigner functions (Zare 1988) corresponding to the M and Ω projections on the z-axis of the space-fixed and body-fixed frames, respectively.
Using Equations (32)- (33), the H el matrix elements in the body-fixed representation take the form
Using the transformations between the space-fixed and body-fixed funtions,
the electronic Hamiltonian in the space-fixed frame takes the form
which is equivalent to those reported by Launay & Roueff (1977a,b) for some particular case.
QUANTUM DYNAMICAL RESULTS
An important feature of the atoms in the alkaline-earth series is the positionning of the two first excited states, as discussed by Allouche et al. (1992) 1 configuration. The situation for cations, with a single valence electron, is analogous but simpler. The importance of these arguments will be discussed below and emphasizes the need of a careful choice of the electronic basis to get accurate atomic energies for the excited states.
The electronic basis set used for magnesium and strontium are the all-electron, augmented correlation-consistent polarized core-valence basis sets, aug-cc-pVTZ (Woon & Dunning 2013) . For calcium the Def2-QZVP basis set was used, obtained from EMSL database (Weigend & Ahlrichs 2005) . For barium, 10 electron small-core scalar relativistic effective core potentials, together with the corresponding valence basis sets (Lim et al. 2006 ), ECP46MDF, were employed. For hydrogen we used the augmented, correlation-consistent, polarized basis set, aug-cc-pVTZ, of Dunning & Jr. (1989) .
The electronic adiabatic potentials, V S LΛ (R), were calculated in two steps. First, the molecular orbitals were obtained using a complete active space self consistent field (CASSCF) method, with an active space including ns, np, (n − 1)s, (n − 1)p, (n − 1)d orbitals of the alkaline-earth atom, and the 1s of hydrogen. In some cases, additional s, p, d orbitals were introduced to properly account for A + − H − ionic states and get the desired degeneracy in the different atomic asymptotes. Second, with these reference states, a multi-reference configuration interaction (MRCI) method (Werner & Knowles 1988) , was used to include the electronic correlation. All these calculations were performed with the MOLPRO package (MOLPRO is a package of ab initio programs designed by H. J. Werner et al. version 2006) . Some potential curves are shown in Fig. 2 .
The close coupled (CC) equations (26) were solved for each LS A term, including all possible J-levels, |L−S A | ≤ J ≤ L+S A , for all the systems considered in this work. The differential equations were integrated using a spatial grid of 20000 points in the interval 1 ≤ R ≤ 50 a.u. The V S LΛ (R) ab initio points, calculated in a considerably coarser grid, were interpolated using cubic splines. The CC equations were integrated for 1000 energies in the interval E=10 to 50000 cm −1 , and for each total angular momentum J t , 0 ≤ J t ≤ J max , where J max was determined as that for which the S-matrix becomes diagonal at E=50000 cm −1 . Depending on the system and state considered, J max was between 500 and 1500. The S-matrices were then used to calculate σ K αJ→α ′ J ′ (E) according to equation (18) . Finally, the state-multipoles of the rates, given in Eq. (7), were calculated by integrating numerically over a Maxwell-Boltzman distribution, Eq. (5), using the energy grid described above. From them the total inelastic rates, Eq. (12), and the depolarization rates, Eq. (11), were obtained.
The ratesC(αJ) (see Eq. 12) and g K (αJ) (see Eq. 11) were fitted using the following simple analytical functions (T being the temperature and N H the neutral hydrogen number density):
where N H is the neutral hydrogen number density (in cm −3 ), and the a K (s −1 cm 3 ) and b K coefficients are given in Table 1 . The cations present the simplest structure, with a closed shell core and a single active electron. The a 1 coefficient for the ground 2 S state increases with the size of the core, from Mg II to Ca II, to Ba II. This is because the larger the cation, the larger the number of partial waves required for convergence, which yields larger cross sections, and inelastic and depolarizing rates. A similar trend is observed for a 1 in the excited 2 P • states of the cations, even when the 1 Σ state correlating to Mg II (3p, 2 P ) is about twice deeper than in Ca II and Ba II (Fig. 2) . The a 0 is significantly smaller for Ba II ( 2 P ) than for Ca II ( 2 P ), while the potential curves involved for these two systems are rather similar (Fig. 2) . The reason for this is the strong dependence (∼ Z 4 ) of the fine structure splitting with the atomic number Z -the energy separation between the J = 1/2 and 3/2 levels is 91.6, 222.9, and 1690. + . The adiabatic potential energy curves used in the present Born-Oppenheimer quantum ab initio approximation are more involved as a consequence of the avoided crossings (Khemiri et al. 2013 ). This behaviour is the responsible of the anomaly of the Mg II ( 2 D) levels. 
LΛ (R) potential energy curves correlating to the atom A( 2S A +1 L), as indicated in each panel. In all cases the zero of energy is at the non relativistic energy of atoms at infinite distance.
The neutral alkaline-earth atoms are more complex, since they have a closed shell core surrounded by two electrons, and there are many other ionic states correlating to the different electronic terms of the cations which may cross with the excited electronic states. The ground state is always an isotropic 1 S state, and the main transition is towards the 1 P • state. For heavier atoms, the 1 P
• state produces a progressively more complex structure, due to avoided crossings with ionic and low-lying covalent states. For Mg I ( 1 P • ) this crossing produce a double well in the 2 Σ and 2 Π states with a rather long interaction length (Fig. 2) . The a i values obtained in this work are very close to those reported by Kerkeni (2002) , within 1-2 %, showing that the potential curves are rather similar.
The potential energy curves correlating to Sr I ( 1 P • ) are very close to those correlating to 1 D state. A precise description of this situation is difficult and the results of the calculations become rather sensitive to the electronic basis used and the method applied. This may be the reason why the present results differ from those of Kerkeni et al. (2003) in about 10-15%. For Ba I the situation is even worse because its adiabatic curves are the result of many avoided crossings between different covalent and ionic states (Allouche et al. 1992) , and the 2 Σ and 2 Π potential energy curves present a very complex structure (Fig. 2) . Due to the long range of the interaction, the number of partial waves required to get convergence increases noticeably, producing a significant increase of the inelastic and depolarizing rates, which are far larger than in the other cases studied here.
In the quantum ab initio approach used here and most previous studies (Kerkeni 2002; Kerkeni et al. 2003) , an adiabatic description of the electronic states is used. In this description, the states correlating to given states of the A(α, J) + H fragments change adiabatically as they cross with others, essentially of ionic character. This change is consistent with the commonly used Born-Oppenheimer approximation, in which it is assumed that the electrons move much faster than the nuclei, which allows an instantaneous transition from a covalent A(α, J) + H state to ionic
, at the precise distance where their energies coincide.
The opposite (diabatic) situation is the one in which this covalent/ionic transitions are neglected, considering that the A(α, J)+ H character is preserved for all the internuclear distances. Such description is the one used in the semiclassical approach of Brueckner (1971) ; Anstee & O'Mara (1995) ; Derouich et al. (2003b) . This different treatment of the interaction potential may explain the dissagrement found for the depolarization rates obtained for Sr I 460.7 nm line between the adiabatic quantum ab initio method in Table 1 and the diabatic semiclassical method of Faurobert-Scholl et al. (1995) . For example, our results for Mg II( 2 P ) are very close to the ones by Kerkeni (2002) (also adiabatic), but the semiclassical results of Derouich et al. (2003b) are larger by about a 10%.
The adiabatic description is better suited for low collision energies while the diabatic one is better at high energies. Actually, a combined description is needed, in which transitions between covalent and ionic states are allowed by including the non-adiabatic couplings, thus allowing transitions among different L, S A manifolds. In order to accomplish this, it is convenient to change from the adiabatic representation, where the couplings show very sharp variations at the crossings, to a diabatic representation that includes the couplings among the different states. Such diabatization procedure has been already done for some of the states of MgH (Belayev et al. 2012 ) and CaH + (Habli et al. 2011) . Some work in this direction is now being done in order to assess the necessity of a more exact treatment for the collisional depolarization of atoms in excited electronic states including inelastic transitions between different L, S A manifolds.
DEPOLARIZING COLLISIONS IN THE SOLAR ATMOSPHERE
Now, we study the effect of the calculated depolarizing elastic collisions on the formation of resonance polarization patterns in the solar atmosphere. In particular, we consider the resonant lines of Mg I, and Mg II, Sr I, Ca II, Ba I, and Ba II listed in Table 2 , and a semiempirical model of the quiet solar atmosphere such as the C model of Fontenla et al. (Fontenla et al. 1993, FAL-C) .
The generation of atomic polarization in atomic levels is detemined by the radiative rates involving those levels. The radiation field in the solar atmosphere is quasi-thermal and relatively weak, the number of photons per mode beingn ≪ 1. For excited levels, radiative rates are therefore, dominated by spontaneous decay (no absorptions to upper lying levels); in ground and metastable levels, the only possible radiative rates are absorptions towards upper lying ones. The mean-life time of an excited level u is thus τ life = 1/ ℓ A uℓ , where A uℓ is the Einstein coefficient for spontaneous emission in the u → ℓ transition and the sum extends over all ℓ levels radiatively connected to u; the mean-life time of the ground or metastable level ℓ is τ life = 1/ u B ℓu J(ν uℓ ), where B ℓu is the Einstein coefficient for absorption, J = φ ν dν dΩ 4π I is the mean intensity (over the solid angle Ω), integrated over the absorption profile φ ν , and the sum extends over all the levels radiativelly connected to ℓ. Thus, consider the singly ionized akaline earths (see Figure 1 ). For the excited levels 2 P 
The coefficients A uℓ compiled from the NIST database are tabulated in Table 2 , from which the B ℓu = A uℓ c 2 2hν 3 g u /g ℓ derive (c is the speed of light, h the Planck constant, ν the frequency of the transition, and g i = 2J i + 1 the degeneracy of the level). The mean intensity J varies at each point in the atmosphere. Deep in the atmosphere the radiation field is trapped and close to Planckian J ≈ B ν (B ν is the Planck function); in the upper layers of the atmosphere the radiation field may escape through the free boundary and J strongly separates from B ν . The calculation of the actual values of J requires computing the radiation field consistent with the excitation state of the atoms in the atmosphere (non-LTE problem). The population of an atomic level i may be expressed as
where N is the total number density of atoms, A is the abundance of the element in the usual logarithmic scale in which A H = 12 (A Ca = 6.36, A Mg = 7.58, A Sr = 2.97, A Ba = 2.13; Grevesse et al. 1996) , α is the fraction of the ionization state considered (for simplicity, here we assumed it is given according to the Saha formula; Mihalas 1978) , E i the excitation energy of the level, k B the Boltzmann constant, and T the temperature, g i = 2J i + 1 the degeneracy of the level, u(T ) the partition function of the ion (we used the tables of Irwin 1981) , and b i the departure coefficient from a purely LTE population. The rigorous calculation of J for the radiation field and the b i for the atomic levels requires the solution of a set of non-linear, non-local, integro-differential equations -the NLTE problem (e.g., Mihalas 1978) . We made the simple, rough estimate b i ≈ 1 for all the levels of interest, from which the intensity may be obtained integrating the radiative transfer equation
are the absorption and emission coefficients, respectively, with N ℓ and N u being the population of the lower and upper level of the transition and φ ν the Voigt absorption profile. Considering the solar atmosphere as a plane-parallel atmosphere, the element of path along a ray is ds = dz/ cos θ, with z the height and θ the inclination angle of the ray with respect to the vertical. Equation (37) was numerically integrated using a short-characteristics scheme (Kunasz & Auer 1988) ; a Gaussian N µ -point quadrature was used for the angular integration and a trapezoidal N ν -point rule for the frequency integral (here, N µ = 21 and N ν = 11 were used).
For resonance transitions at optical frequencies (ν) and for the temperatures characteristic of the solar atmosphere (T ∼ 6000 K), B ℓu J ∼ B ℓu B ν (T ) ∼ A uℓ exp(−hν/K B T ) (K B is the Boltzmann constant), i.e., B ℓu J ≪ A uℓ and hence, the mean life time of ground and metastable levels (ℓ) is a few orders of magnitude larger than the radiative life time of excited levels u:
The variation with height of g (K) in the solar atmosphere is dominated by the exponential stratification of density, with just a minor correction from T due to the weak dependence of the collisional rates (b K ∼ 0.3-0.4 according to Table 1 ), falling six orders of magnitude from the bottom of the photosphere to the high chromosphere 2000 km above (see Figure 3) .
The role of depolarizing collisions on the formation of the scattering polarization patterns is determined by the relative importance of the radiative (polarizing) and the collisional (depolarizing) rates at the height where the line forms. We may estimate the formation height, H, of a spectral feature roughly as that for which the optical distance to the free surface (at z max ) is zmax H κdz/µ ≈ 1. Taking into account the definition of κ (after Equation (37)) and Equation (36): (Kramida et al. 2013) where ∆ν D is the thermal Doppler width of the transition and a strict exponential stratification N = N 0 exp(−z/H) (N 0 ≈ 1.2 × 10 17 cm −3 , H ≈ 130 km for FAL-C), has been assumed for the total number density. Figure 3 shows the regions where the core of several important alkaline-earth resonance lines form (vertical stripes) at different heliocentric distances, from disk center (cos θ = 1; lowest part of the stripe), to cos θ = 0.1 (upper part of the stripe) characteristic of observations close to the solar limb.
The Mg II h and k-lines form very high in the chromosphere, just short of the transition region. At those heights, due to the low density (and despite the temperature rise), the radiative rates of the upper level 2 P
• 3/2 is several orders of magnitude larger than the collisional depolarizing rates. The atomic polarization induced in that level will remain largely unaffected by collisions.
Calcium is 16 times less abundant than magnesium and the corresponding Ca II H and K-lines at 396 and 393 nm form ∼500 km lower in the chromosphere, but the radiative decay rate of the level 2 P
• 3/2 is still orders of magnitude larger than g K and its atomic polarization remains unaffected by depolarizing collisions. The infrared triplet lines between the metastable 2 D levels and the excited 2 P levels form lower in the chromosphere. Interestingly, the τ
is larger than g K in that region, which guarantees that the atomic polarization generated in the metastable levels survives to the depolarizing collisions. Certainly this must be the case since it has long been shown that the origin of the observed scattering polarization pattern in this triplet (Stenflo et al. 2000) , must be the differential absorption of light polarization components (dichroism) due to the presence of a sizable amount of atomic polarization in the metastable levels (Manso Sainz & Trujillo Bueno 2003 ). Yet, g K is still of the order of the radiative rates, which means that the actual values of the observed polarization are modulated by the value of the collisions, and precise values of g K are mandatory for the accurate diagnostic of chromospheric magnetic fields via the Hanle effect in these important lines.
The corresponding D 1,2 lines of Ba II ( 2 S − 2 P ), and the triplet ( 2 D − 2 P ) form even deeper, in the region of the minimum of temperature (see Figure 3 ). The collisional rates are still unable to compete with the strong radiative rates involving the 2 P 3/2 level, but they are high enough to completely depolarize the metastable levels 2 D. Mg I is a minority species even in the region of the minimum of temperature which makes it very sensitive to NLTE effects. In fact, our estimate for the ionization fraction α using the Saha-formula grossly overestimates the abundance of Mg III in the upper part of the chromosphere in NLTE conditions. More realistic calculations show that Mg II is the dominant ionization state in most of the chromosphere and that, as a consequence, there is a residual but important increase in the column density of Mg I. Correcting for the amount of Mg I in the chromosphere slightly raises the height of formation at disk center of the b-lines, but has an important impact for oblique observations close to the limb. The lines then form at ∼800-1000 km, a region where the collisional rates are slightly larger than the radiative rates of the metastable lower levels of this triplet τ −1 life ( 3 P • ), yet not large enough to completely depolarize them. This is important because the Mg I b-lines show a clear scattering polarization pattern (Stenflo et al. 2000) whose formation, has been argued, could only be understood by the presence of atomic polarization in the metastable 3 P • levels (Trujillo Bueno 2001). The Sr I resonant line at 460.7 nm has been extensively used for the diagnostics of unresolved/disorganized/turbulent fields in the solar atmosphere through the Hanle effect (e.g., Stenflo 1982; Faurobert-Scholl 1993; Faurobert et al. 2001; Trujillo Bueno et al. 2004; Bommier et al. 2005) . One of the reasons for this interest is that it shows one of the largest linear polarization signals in the visible solar limb. The 460.7 nm line forms in the upper photosphere and the close to the limb observations correspond to ∼ 400 km (Trujillo Bueno et al. 2004 ). At such height, g K < τ −1 life ( Figure 3 ) and depolarizing collisions cannot destroy the atomic polarization generated in the strong resonance line. Yet, they are of the same order of magnitude and collisions modulate the observed signal. Therefore, accurate depolarizing rates are necessary for precise measurements of the turbulent magnetic fields in the solar photosphere.
CONCLUSIONS
The main results of this work are summarized in Table 1 and Figure 3 . Table 1 gives the effective depolarizing collisional rates averaged over a Maxwellian distribution of velocities for the colliders (T ≤ 10000 K), for low lying levels of four neutral and singly ionized alkalines of astrophysical relevance. The C (K) (αJ ′ ← αJ) collisional rates needed to solve the master equations, Eq.(4), with the radiative terms required for a complete treatment, have been fitted and the corresponding parameters are listed in the appendix.
The cross-sections have been computed from interatomic potentials calculated using the most up-to-date ab initio methods using an adiabatic approach, and the rates using a quantum time-independent close coupling approach. For the excited electronic states there are many curve crossing with ionic states which introduce complicated features in the energy curves considered. At these crossings there are non-adiabatic couplings which may induce inelastic transitions among different L, S A manifolds. Because of the many crossings observed in this work, it is concluded that it is necessary to go beyond the adiabatic quantum ab initio method used here or the diabatic semiclassical method (Brueckner 1971; Anstee & O'Mara 1995; Derouich et al. 2003b) in order to incorporate inelastic transitions for these kind of systems, in order to get more realistic results. Figure 3 summarizes the relative importance of the depolarizing collisions and the (polarizing) radiative rates in the solar atmosphere. We have considered the effect of depolarizing collisions on the polarization pattern of resonance lines of the studied species.
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APPENDIX
The modeling of the observed spectral line polarization requires the knowledge of all the C (K) (α ′ J ′ ← αJ) collisional rates. In this work we consider the quasi-elastic (or weakly inelastic) rates, with α ′ = α. We fitted all such collisional rates by using the following analytical function:
T 5000 b c T /5000 N H .
The term c
T /5000 has been added to fit some of the terms presenting very different slopes at low and high temperatures. In general, all the C (K) (αJ ← αJ) and C (0) (αJ ′ ← αJ) (with J ′ = J) show a monotonously increasing behavior which is very nicely fitted by the functional form given above. For K > 0, and J = J ′ , there are some cases for which the calculated C (K) (αJ ′ ← αJ) show an oscillation at low temperatures. Such behavior is not well reproduced without the term c T /5000 , but in all the cases the fit is good for T > 5000. The fitting parameters thus obtained for all the systems and electronic terms (α) are listed in the following Tables. From these C (K) (αJ ′ ← αJ) coefficients the total rateC(αJ), given in Eq. (12), and the elastic depolarization rates D (K) (αJ), given in Eq. (10), are easily obtained. It is worth mentioning that the fits in Table 1 were obtained independently to those listed below. It is also important to note that since the fits to C (K) (αJ ′ ← αJ) and C (K) (αJ ← αJ ′ ) were obtained independently, they do not strictly satisfy the detailed balance relationships. 
