In this paper, we propose to tackle the problem of reducing discrepancies between multiple domains referred to as multi-source domain adaptation and consider it under the target shift assumption: in all domains we aim to solve a classification problem with the same output classes, but with labels' proportions differing across them. This problem, generally ignored in the vast majority papers on domain adaptation papers, is nevertheless critical in real-world applications, and we theoretically show its impact on the adaptation success. To address this issue, we design a method based on optimal transport, a theory that has been successfully used to tackle adaptation problems in machine learning. Our method performs multi-source adaptation and target shift correction simultaneously by learning the class probabilities of the unlabeled target sample and the coupling allowing to align two (or more) probability distributions. Experiments on both synthetic and real-world data related to satellite image segmentation task show the superiority of the proposed method over the state-of-the-art.
Introduction
In many real-world applications, it is desirable to use models trained on largely annotated data sets (or source domains) to label a newly collected, and therefore unlabeled, data set (or target domain). However, differences in the probability distributions between them hinder the success of the direct application of learned models to the latter. To overcome this problem, recent machine learning research has devised a family of techniques, called domain adaptation (DA) , that deals with situations where test and training samples (also called source and target samples) follow different probability distributions [1, 2] . The inequality between joint distributions can be characterized in a variety of ways depending on the assumptions made about the conditional and marginal distributions. Among those, covariate shift (or sample selection bias) considers the situation where the inequality between probability density functions (pdfs) is due to the change in the marginal distributions [3, 4, 5, 6, 7, 8, 9] . Figure 1 : Illustration of the importance of proportion estimation for target shift: (a) the data of 2 source and 1 target domains with different class proportions is visualized; (b) DA method based on OT [21] transports instances across different classes due to class proportions imbalance; (c) the transportation obtained when the true class proportions are used to reweigh instances; (d) transportation obtained with JCPOT that is nearly identical to the one obtained with an a priori knowledge about the class proportions.
Despite numerous methods proposed in the literature to solve the DA problem under covariate shift assumption, very few considered the situation where the change in joint distribution is caused by a shift in the distribution of the outputs, a setting usually called target shift. In practice this means that a change in the class proportions across domains is at the base of the shift: such a situation is known as choice-based or endogenous stratified sampling in econometrics [10] or prior probability shift [11] . In the classification context, target shift was first introduced in [12] and referred to as the class imbalance problem. In order to solve it, several approaches were proposed. In [13] , authors assumed that the shift in the target distribution was known a priori, while in [14] , partial knowledge of the target shift was supposed to be available. In both cases, assuming prior knowledge about class proportions in the target domain seems quite restrictive in practice. More recent methods that avoid making this kind of assumption are [15] and [16] . In the former, authors used a variation of the EM approach to deal with target shift, which relies on a computationally expensive estimation of the conditional distribution. In the latter, authors estimate the proportions in both domains directly from observations. Their approach, however, also relies on computationally expensive optimization over kernel embeddings of probability functions and thus suffers from the same weaknesses as that of [15] . Despite a rather small amount of works that can be found in the literature on the subject, target shift often occurs in practice, especially in applications related to anomaly/novelty detection [17, 18, 19] , or in tasks where spatially located training sets are used to classify large areas, as in remote sensing image classification [20] .
In this paper, we propose a new algorithm for correcting the target shift based on optimal transport (OT). The recent appearance of efficient formulations of OT [22] has allowed its application in DA, as OT allows to learn explicitly the transformation of a given source pdf into the pdf of the target sample. In this work, we build upon a recent work on DA [23] , where authors successfully casted the DA problem as an OT problem, and extend it to deal with the target shift setting. Our motivation to propose new specific algorithms for target shift stems from the fact that many popular DA algorithms designed to tackle covariate shift cannot handle the target shift equally well. This is illustrated in Figure 1 , where we show that the DA method based on OT mentioned above fails to restrict the transportation of mass across instances of different classes when the class proportions of source and target domains differ. However, as we show in the following sections, our model, called Joint Class Proportion and Optimal Transport (JCPOT), manages to do it correctly. Furthermore and contrary to the original contribution, we consider a much more challenging case of multi-source domain adaptation, where more than one source domains with changing distributions of outputs are used for learning. To the best of our knowledge, this is the first multi-source algorithm that efficiently leverages the target shift and shows an increasing performance with the increasing number of source domains considered.
The rest of the paper is organized as follows. In Section 2, we briefly present regularized OT and its application to DA. Section 3 details the target shift problem and provides a generalization bound for this learning scenario. In Section 4, we present the proposed JCPOT method for unsupervised DA when no labels are used for adaptation. In Section 5, we provide comparisons to state-of-art methods for synthetic data in the single and multi-source adaptation cases and we report results for a real life case study performed in remote sensing pixel classification.
Optimal Transport
Basics and notation OT can be seen as the search for a plan that moves (transports) a probability measure µ 1 onto another measure µ 2 with a minimum cost given by some function c. In our case, we use the squared Euclidean distance L 2 2 , but other domain-specific measures, more suited to the problem at hand, could be used instead. In the relaxed formulation of Kantorovitch [24] , OT seeks for an optimal coupling that can be seen as a joint probability distribution between µ 1 and µ 2 . In other words, if we define Π(µ 1 , µ 2 ) as the space of probability distributions over R 2 with marginals µ 1 and µ 2 , the optimal transport is the coupling γ ∈ Π(µ 1 , µ 2 ), which minimizes the following quantity:
where c(x 1 , x 2 ) is the cost of moving x 1 to x 2 (issued from distributions µ 1 and µ 2 , respectively).
In the discrete versions of the problem, i.e. when µ 1 and µ 2 are defined as empirical measures based on vectors in R d , the previous equation reads:
where ·, · F is the Frobenius dot product, C ≥ 0 is a cost matrix ∈ R n1×n2 , representing the pairwise costs of transporting bin i to bin j, and γ is a joint distribution given by a matrix of size n 1 × n 2 , with marginals defined as µ 1 and µ 2 . Solving equation (1) is a simple linear programming problem with equality constraints, but its dimensions scale quadratically with the size of the sample. Alternatively, one can consider a regularized version of the problem, which has the extra benefit of being faster to solve.
Entropic regularization [22] added a regularization term to γ that controls the smoothness of the coupling through the entropy of γ. The entropy regularized version of the discrete OT reads:
where h(γ) = − ij γ ij (log γ ij − 1) is the entropy of γ. Similarly, denoting the Kullback-Leibler divergence (KL) as KL(γ, ρ) = ij γ ij (log 
KL(γ, ζ).
For an undefined µ 2 , γ is solely constrained by the marginal µ 1 and is the solution of the following closed-form projection:
where the division has to be understood component-wise.
As it follows from this proposition, the entropy regularized version of OT can be solved with a simple algorithm based on successive projections over the two marginal constraints and admits a closed form solution. We refer the reader to [25] for more details on this subject.
Application to domain adaptation A solution to the two domains adaptation problem based on OT has been proposed in [21] . It consists in estimating a transformation of the source domain sample that minimizes their average displacement w.r.t. target sample, i.e. an optimal transport solution between the discrete distributions of the two domains. The success of the proposed algorithm is due to an important advantage offered by OT metric over other distances used in DA (e.g. MMD): it preserves the topology of the data and admits a rather efficient estimation. The authors further added a regularization term used to encourage instances from the target sample to be transported to instances of the source sample of the same class, therefore promoting group sparsity in γ thanks to the · p q norm with q = 1 and p = 
Domain adaptation under the target shift
In this section, we formalize the target shift problem and provide a generalization bound that shows the key factors that have an impact when learning under it.
To this end, let us consider a binary classification problem with K source domains, each being represented by a sample of size n (k) , k = 1, . . . , K, drawn from a probability distribution
Here 0 < π k S < 1 and P 0 , P 1 are marginal distributions of the source data given the class labels 0 and 1, respectively with P 0 = P 1 . We also possess a target sample of size n drawn from a probability distribution
This last condition is a characterization of target shift used in previous theoretical works on the subject [18] .
Following [26] , we define a domain as a pair consisting of a distribution P D on some space of inputs Ω and a labeling function f D : Ω → [0, 1]. A hypothesis class H is a set of functions so that ∀h ∈ H, h : Ω → {0, 1}.
Given a convex loss-function l, the probability according to the distribution P D that a hypothesis h ∈ H disagrees with a labeling function f D (which can also be a hypothesis) is defined as
In the multi-source case, when the source and target error functions are defined w.r.t. h and f
or f T , we use the shorthand
The ultimate goal of multi-source DA then is to learn a hypothesis h on K source domains that has the best possible performance in the target one.
To this end, we define the combined error of source domains as a weighted sum of source domains error functions:
We further denote by f α S the labeling function associated to the distribution mixture P α S = N k=1 α j P j S . In multi-source scenario, the combined error is minimized in order to produce a hypothesis that is used on the target domain. Here different weights α k can be seen as measures reflecting the proximity of the corresponding source domain distribution to the target one.
For the target shift setup introduced above, we can prove the following proposition. Proposition 2. Let H denote the hypothesis space of predictors h : Ω → {0, 1} and l be a convex loss function. [27] between two probability distributions P S and P T . Then, for any fixed α the following holds for any h ∈ H:
where λ = min h∈H α S (h) + T (h) represents the joint error between the combined source error and the target one 1 .
The second term in the bound can be minimized for any α k when π T = π k S , ∀k. This can be achieved by using a proper reweighting of the class distributions in the source domains, but requires to have access to the target proportion which is assumed to be unknown. In the next section, we propose to estimate optimal proportions by minimizing the sum of the Wasserstein distances between all reweighted sources and the target distribution. We show in the Supplementary material that under some mild assumptions, the weights that minimize the Wasserstein distance between the weighted source and target distribution is exactly the target proportion in the asymptotic case, i.e.when using the true class distributions.
Joint Class Proportion and Optimal Transport (JCPOT)
In this section, we introduce the proposed JCPOT method, that aims at finding the optimal transportation plan and estimating class proportions jointly. The main underlying idea behind JCPOT is that we reweigh instances in the source domains in order to compensate for the discrepancy between the source and target domains class proportions.
Data and class-based weighting
We assume to have access to several data sets corresponding to K different domains
with each instance being associated with one of the C classes of interest. In the following, we use the superscript (k) when referring to quantities in one of the source domains (e.g µ (k) ) and the equivalent without superscript when referring to the same quantity in the (single) target domain (e.g. µ). Let y (k) i be the corresponding class, i.e. y (k) i ∈ {1, . . . , C}. We are also given a target domain X, populated by n instances defined in R d . The goal of unsupervised multi-source adaptation is to recover the classes y i of the target domain samples, which are all unknown.
JCPOT works under the target shift assumption presented in Section 3. For every source domain, we assume that its data points follow a probability distribution function or probability measure µ
is an associated probability mass. By denoting the corresponding vector of mass as
..,n (k) } , and δ X (k) the corresponding vector of Dirac measures, one can write
Note that when the data set is a collection of independent data points, the weights of all instances in the sample are usually set to be equal. In this work, however, we use different weights for each class of the source domain so that we can adapt the proportions of classes w.r.t. the target domain. To this end, we note that the measures can be decomposed among the C classes as
the proportion of class c in X (k) . By construction, we have h
Since we chose to have equal weights in the classes, we define two linear operators D
×C that allow to express the transformation from the vector of mass m (k) to the class proportions h (k) and back:
otherwise.
1 allows to retrieve the class proportions with
2 returns weights for all instances for a given vector of class proportions with
where the masses are distributed equiproportionnally among all the data points associated to one class.
Multi-source domain adaptation with JCPOT
As illustrated in Section 1, having matching proportions between the source and the target domains helps in finding better couplings, and, as shown in Section 3 it also enhances the adaptation results.
To this end, we propose to estimate the class proportions in the target domain by solving a constrained Wasserstein barycenter problem [25] for which we use the operators defined above to match the proportions to the uniformly weighted target distribution. The corresponding optimization problem can be written as follows:
where the regularized Wasserstein distances are defined as
. λ k are convex coefficients ( k λ k = 1) accounting for the relative importance of each domain. Here, we define the set Γ = {γ
as the set of couplings between each source and the target domains. This problems leads to K marginal constraints γ T k 1 n = 1 n /n w.r.t. the uniform target distribution, and K marginal constraints D
This problem admits a closed form solution that we establish in the following result. Proposition 3. The solution of the projection defined in Equation 6 is given by:
The initial problem can now be solved through an Iterative Bregman projections scheme where the matrix updates for coupling matrix can be computed in parallel for each domain.
Classification in the target domain
When both the class proportions and the corresponding coupling matrices are obtained, we need to perform adapt source and target samples and classify unlabeled target instances. Below, we provide two possible ways that can be used to perform these tasks.
Barycentric mapping In [23] , the authors proposed to use the OT matrices to estimate the position of each source instance as the barycenter of the target instances, weighted by the mass from the source sample. This approach extends to multi-source setting and naturally provides a target-aligned position for each point from each source domain. These adapted source samples can then be used to learn a classifier and apply it directly on the target sample. In the sequel, we denote the variations of JCPOT that use the barycenter mapping as JCPOT-PT. For this approach, [23] noted that too much regularization has a shrinkage effect on the new positions, since the mass spreads to all target points in this configuration. Also, it requires the estimation of a target classifier, trained on the transported source samples, to provide predictions for the target sample. In the next paragraph we propose a novel approach to estimate target labels that relies only on the OT matrices.
Label propagation
We propose alternatively to use the OT matrices to perform label propagation onto the target sample. Since we have access to the labels in the source domains and since the OT matrices provide the transportation of mass, we can measure for each target instance the proportion of mass coming from every class. Therefore, we propose to estimate the label proportions for the target sample with L =
where the component l c,i in L contains the probability estimate of target sample i to belong to class c. Note that this label propagation technique can be seen as boosting, since the expression of L corresponds to a linear combination of weak classifiers from each source domain. To the best of our knowledge, this is the first time such type of approach is proposed in DA. In the following, we denote it by JCPOT-LP where LP stands for label propagation.
Experimental results
In this section, we present the results of our algorithm for both synthetic and real-world data from the task of remote sensing classification. Table 1 : Results on multi-source simulated data and pixel classification results obtained on the Zurich Summer data set.
Baseline and state-of-the-art methods We compare the proposed JCPOT algorithm to two other methods designed to tackle target shift, namely betaEM, the variation of the EM algorithm proposed in [15] and betaKMM, an algorithm based on the kernel embeddings proposed in [16] 2 . As explained in 4.3, our algorithms can obtain the target labels in two different ways, either based on label propagation (JCPOT-LP) or based on transporting points and applying a standard classification algorithm after transformation (JCPOT-PT). Furthermore, we also consider two additional DA algorithms that use OT [21] : OTDA-LP and OTDA-PT that align the domains based on OT but without considering the discrepancies in class proportions.
Synthetic data
Data generation In the multi-source setup, we sample 20 source domains, each consisting of 500 instances and a target domain with 400 instances. We vary the source domains' class proportions randomly while keeping the target ones equal to [0.2; 0.8]. For more details on the generative process and some additional empirical results regarding the accuracy of proportion estimation, the sensitivity of JCPOT to hyper-parameters tuning and the running times comparison, we refer the interested reader to the Supplementary material.
Results Table 1 illustrates average performances over five runs for each domain adaptation task when the number of source domains varies from 2 to 20. As betaEM, betaKMM and OTDA are not designed to work in the multi-source scenario, we fusion the data from all source domains and use it as a single source domain. From the results, we can see that the algorithm with label propagation (JCPOT-LP) provides the best results and outperforms other state-of-the-art DA methods. On the other hand, all methods addressing specifically the target shift problem perform better that the OTDA method designed for covariate shift. This result justifies our claim about the necessity of specially designed algorithms that take into account the shifting class proportions in DA.
Real-world data from remote sensing application
Data set We consider the task of classifying superpixels from satellite images at very high resolution into a set of land cover/land use classes [20] . We use the 'Zurich Summer' data set 3 , composed of 20 images issued from a large image acquired by the QuickBird satellite over the city of Zurich, Switzerland in August 2002 where the features are extracted as described in [28, Section 3.B] . For this data set, we consider a multi-class classification task corresponding to the classes Roads, Buildings, Trees and Grass shared by all images. The number of superpixels per class is imbalanced and varies across images: thus it represents a real target shift problem. We consider 18 out of the 20 images, since two images exhibit a very scarce ground truth, making a reliable estimation of the true classes proportions difficult. We use each image as the target domain (average class proportions with standard deviation are [0.25 ± 0.07, 0.4 ± 0.13, 0.22 ± 0.11, 0.13 ± 0.11]) while considering remaining 17 images as source domains. Figure 2 presents both the original and the ground truths of several images from the considered data set. One can observe that classes of all three images have very unequal proportions compared to each other. Results The results over 5 trials obtained on this data set are reported in the lower part of Table 1 . The proposed JCPOT method based on label propagation significantly improves the classification accuracy over the other baselines. The results show an important improvement over the "No adaptation" case, with an increase reaching 10% for JCPOT-LP. We also note that the results obtained by JCPOT-LP outperform the "Target only" baseline. This shows the benefit brought by multiple source domains as once properly adapted, they represent a much larger annotated sample that the target domain sample alone. This claim is also confirmed by an increasing performance of our approach with the increasing number of source domains. Overall, the obtained results show that the proposed method handles the adaptation problem quite well and thus allows to avoid manual labeling in real-world applications.
Conclusions
In this paper we proposed JCPOT, a novel method dealing with target shift: a particular and largely understudied DA scenario occurring when the difference in source and target distributions is induced by differences in their class proportions. To justify the necessity of accounting for target shift explicitly, we presented a theoretical result showing that unmatched proportions between source and target domains lead to inefficient adaptation. Our proposed method addresses the target shift problem by tackling the estimation of class proportions and the alignment of domain distributions jointly in optimal transportation framework. We used the idea of Wasserstein barycenters to extend our model to the multi-source case in the unsupervised DA scenario. In our experiments considering both synthetic and real-world data, the proposed JCPOT method outperforms current state-of-the-art methods and provides a reliable estimation of proportions in the unlabeled target sample.
In the future, we plan to investigate the application of our algorithm to anomaly and novelty detection in order to deal with cases of highly imbalanced proportions. This would allow to apply our method in many important tasks related to health-care, fraud detection or wildlife animals detection: areas were this problem is largely presented. Finally, we also plan to adapt our strategy to other domain adaptation settings, where the shift happens in the conditional distributions, or where only subsets of classes (possibly disjoint) are present in every domains.
Supplementary material 1 Proof of Proposition 2
Proposition 2. Let H denote the hypothesis space of predictors h : Ω → {0, 1} and l be a convex loss function. Let disc l (P S , P T ) = max h,h ∈H | S (l(h, h )) − T (l(h, h ))| be the discrepancy distance [27] between two probability distributions P S and P T . Then, for any fixed α the following holds for any h ∈ H:
where λ = min h∈H α S (h) + T (h) represents the joint error between the combined source error and the target one.
Proof.
Here lines (1) and (2) are obtained due to the validity of the triangle inequality for the classification error function [29] . Regarding the disc l discrepancy term, we obtain:
The final result is obtained by combining the last expression with (3) from the proof.
We further note that this result can be made data dependent for predefined families of loss functions l such as 0-1 loss and q loss often used in classification and regression, respectively. To this end, one may apply [27, Corollary 6 and 7] in order to replace the true distributions P 0 and P 1 by their empirical counterparts.
Proof of optimal weight as minimum of Wasserstein distance
In this section, we prove that the minimization of the Wasserstein distance between a weighted source distribution and a target distribution yields the optimal proportion estimation. To proceed, let us consider the multi-class problem with C classes, where the target distribution is defined as
with P i being a distribution of class i ∈ {1, . . . , C}. Similar to the previous section, the source distribution with weighted classes can be then defined as
where π ∈ ∆ C are coefficients lying in the probability simplex ∆ C def = {α ∈ R C + :
C i=1 α i = 1} that reweight the corresponding classes.
As the proportions of classes in the target distribution are unknown, our goal is to reweigh source classes distributions by solving the following optimization problem:
We can now state the following proposition. Proposition. Assume that ∀i, α ∈ {∆ C |α i = 0, P i = j α j P j }. Then, for any distribution P T , the unique solution π * minimizing 4 is given by π T .
Proof. We first note that for any two probability distributions P 1 and P 2 , W (P 1 , P 2 ) ≥ 0 and W (P 1 , P 2 ) = 0 if and only if P 1 = P 2 as Wasserstein distance is a valid metric on the space of probability measures. In this case, when π * = π T , W (P π * S , P T ) = 0 and thus π * = π T is a feasible solution of the optimization problem given in 4. On the other hand, for a given solutionπ such that ∃i ∈ {1, . . . , C} :π * i = π T i , we have due to the assumption made in the statement of the proposition that α ∈ ∆ C and j ∈ {1, . . . , i − 1, i + 1, . . . , C} : P j = k∈A:i∈A α k P k and thus W (Pπ * S , P T ) > 0. This last condition roughly means that none of the class distributions for classes {1, . . . , i − 1, i + 1, . . . , C} can be expressed as a weighted sum involving class distribution P i . Hence, π = π T is the unique solution of the optimization problem 4.
Note that this result extends straightforwardly to the multi-source case where the optimal solution of minimizing the sum of the Wasserstein distance for all source distributions is the target domain proportions. As real distributions are accessible only through available finite samples, in practice, we propose to minimize the Wasserstein distance between the empirical target distributionP T and the empirical source distributionsP k S . The convergence of the exact solution of this problem with empirical measures can be characterized using the concentration inequalities established for Wasserstein distance in [30, 31] where the rate of convergence is inversely proportional to the number of available instances in source domains and consequently, to the number of source domains.
Proof of Proposition 3
For the sake of completeness, we recall that the considered optimization problem has the following form:
where the regularized Wasserstein distances can be expressed as
. λ k are convex coefficients ( k λ k = 1) accounting for the relative importance of each domain.
In order to solve it for K constraints related to the unknown proportions h, we formulate the problem as a Bregman projection with prescribed row sum (∀k
This problem admits a closed form solution that we establish in the following result.
From Equation 16 we get
and finally, since
which concludes the proof.
Experimental results
In this section, we provide the details on the generative process of the synthetic data used in the main paper and present results of several other experiments that we could not include into the main paper due to lack of space.
Data set generation
In the main paper, we considered the multi-source scenario for which we generated a binary classification problem with the instances of each class were drawn from the Gaussian distributions N −1 0 , 0.3I and N 1 0 , 0.3I , respectively. The pseudo-code of the proposed algorithm is given in Algorithm 1.
Proportion estimation
Here we study the deviation of the estimated proportions from their true value in terms of the L 1 distance. The results of this study are presented in Table 2 . From this table, we can see that our method provides a reliable estimate of the target class proportions for all cases considered.
Number of source domains Table 2 : Accuracy of proportions estimation for simulated and real-world data.
Sensitivity to hyper-parameters
Figures 3a and 3b illustrate the classification results obtained by JCPOT when varying the regularization parameter λ and the overall size of source samples in source domains, respectively in a setting with 4 source and 1 target domains. In the latter scenario, we vary the sample size by increasing it by 500 for the source domains (125 instances per domain) and by 200 for the target domain. From these figures, we observe that higher values of λ can lead to a decrease in the performance of our algorithm, while the source domains' sample size does not appear to have a high influence on the results. 
, ∀ k 6: while cpt < maxIter and err > threshold do 7: for all k = 1, . . . , K do 8:
for all k = 1, . . . , K do 11:
err ← ||h (cpt) − h (cpt−1) || 2 , 13: cpt ← cpt + 1 14: return h, ∀k ζ 
Running time comparison
In Table 3 , we give the running times of all the algorithms considered in the empirical evaluation of the main paper for the simulated data. From the results, we can see that betaEM is the less computationally demanding method closely followed by the proposed JCPOT method and OTDA. We note also that betaKMM is the most computationally heavy method. Table 3 : Running times (in seconds) of all baselines considered in the main paper.
