elaboration of this sample case by Eckhorn et al. (1988) , and by Singer and his colleagues (Gray et al., 1989; Singer, 1993 Singer, , 1994 Singer, , 1999a ; Singer and Gray, 1995; Engel et al., 1997; Roelfsema and Singer, 1998; HerculanoHouzel et al., 1999), into the "temporal binding hypothesis." These authors extended von der Malsburg's ideas by proposing that the solution of the binding problem is that populations of cells that represent low-level features (for example, neurons in primary visual cortex) synchronize their activity when they respond to different elements that are to be linked in the analysis of a scene. Singer's laboratory and others have presented supporting evidence, discussed in more detail below, that synchronous activity can be observed in these cells and that it can be modulated by stimulus features related to binding.
The Structure of the Binding Problem
There seem to be a number of problems with the idea of binding by a temporal code. Perhaps the most obvious is that the hypothesis is not a theory about how binding is computed; it is a theory only of how binding is signaled. The theory proposes that the result of the binding computation is represented by synchronous neuronal activity. This begs the question of what algorithms are actually used to solve the binding problem-how does the visual system decide which elements are part of single objects and which belong to different objects? To segment a complex image is computationally quite challenging, as is evident from the substantial literature on the topic in computer vision (e.g., Pal and Pal, 1993).
Image segmentation requires information from multiple sources. Simple features such as collinearity, color, texture, and common motion, which might easily be extracted from representations in primary visual cortex, only begin to define a solution to the problem, and even these feature-based combination rules must operate over wider areas of visual space than can plausibly be processed by neurons in V1. Consider the arrow segmentation cartoon of Figure 1A . Here, the cues of collinearity and common color seen by small V1 receptive fields at locations y and z would lead to an incorrect binding of contours to objects. Strategies for grouping in complex cases like the one shown must also take These numbers suggest that cortical neurons receive abundant excitatory input and are embedded in a netinput spikes. Therefore, a neuron that emits a spike when at least 4 inputs arrive within a 5 ms window would work of highly convergent signals. Because of the recurrent nature of the network, it is likely that most excitatory discharge only 1 spike/s by chance. This is a sufficiently low background rate to allow us to identify spikes from neurons receive similar inputs and emit spikes under similar conditions. This does not mean that all neurons this neuron as an indication that something special has occurred, leading to at least 4 spikes from the 10 input in a mini-column fire identically, but only that the conditions that lead to a response of any one neuron are likely neurons within a short time interval. A spike from this hypothetical neuron would indicate that at least 4 of the to involve considerable activity from a large number of its inputs and its targets. A conservative estimate is that 10 input neurons were active together. We cannot tell which group of 4, but the 210 possibilities (10 choose each neuron receives several hundred excitatory input spikes for each spike it emits (Shadlen and Newsome, 4) could be further refined by combination with other neurons that received input from partially overlapping 1994, 1998). This number depends on a number of factors, such as cortical area and layer. The precise interinputs. Coincidences of 3 events occur with a probability of nearly 10% and would occur about 10 times/s by pretation depends on factors influencing the efficacy of synaptic input, such as synaptic failure rates, synaptic chance. Coincidences among 5 or more inputs would very rarely occur by chance, but at this point the idea adaptation, and dendritic amplification. But it nonetheless seems certain that cortical neurons receive many begins to lose relevance to the binding problem-by inventing a neuron that responds when more than half input spikes in the interval between one output spike and the next. of its inputs are active, we have effectively solved the binding problem by connecting the right neurons and It therefore seems inevitable that many input spikes will arrive-in apparent synchrony-within any brief time building a "cardinal" neuron.
We can still grant that if a neuron were to receive window while the cortical column is active. Realizing this, what special significance can be attached to "synsparse excitatory input-meaning that very few excitatory input events arrive in the intervals between its own chronous" spikes? In a window of, say, 5-10 ms, the answer would appear to be none: in effect, all spikes spikes-then it is reasonable to suppose that a set of excitatory inputs arriving within a short time of one anoccur in synchrony with other spikes. We cannot imagine how a neuron could sort the synchronous "binding" other (say, within 5 ms) could lead to production of a spike sooner rather than later. This notion of coincidence spikes from those that occur by virtue of cortical design.
Perhaps we should consider a shorter time window. detection was formulated clearly by Abeles (1982a). The idea seems only to be of value when cortical neurons
The same numerical argument suggests that synchronous events are less common if we define a narrower operate in a regime characterized by low firing rates and sparse effective input. But when cortical cells operate window of synchrony. Perhaps a neuron could receive as few as 10-20 spikes in one tenth of an interspike in this regime, there is no binding problem-if firing rates are low and the number of effective inputs to a neuron interval. Synchronous spikes occurring within a millisecond or less could be regarded as distinctive, making is small, there is no need to tag them, or select among them, or multiplex a grouping signal with signals reprea synchrony code on this time scale more plausible computationally. There are two problems with this idea. senting other attributes. We bring up these numbers to illustrate that the idea of spike synchrony as a signal First, there is no biophysical evidence that cortical neurons can respond selectively to synchronous input of can work, but only in a regime that seems inconsistent with what we know about the cerebral cortex. 
. Experimental Task to Test the Temporal Correlation Hypothesis
A monkey is trained to fixate on a small spot (blue). Several overlapping arrows appear, one of which is cued transiently (red). After a delay period, the fixation point is extinguished and the monkey is required to shift gaze to the other end of the cued arrow. The arrangement of the objects is adjusted to stimulate two neurons in an early visual area whose receptive fields are shown by the broken ellipses in the task panels. Figure 1B) is using an eye movement technique on the same animals, Fries and his colleagues established conditions in which associated not with an increase but with a decrease in correlated firing. one eye's percept was reliably dominant. They showed that under conditions in which this eye was presumed The second criticism is that because no perceptual judgments were made during the experiments, evidence to be dominant, cortical correlations were enhanced. When the tested eye was presumed to be suppressed, that the chosen stimulus configurations actually promoted perceptual binding was circumstantial-the excorrelation was reduced. The authors suggest that this result reveals a role for correlated activity in perceptual periments typically used stimuli that promoted bindinglike effects in human observers, but did not establish dominance during binocular rivalry. Regrettably, the neural measurements were not made at the same time that experimental animals perceived the stimuli in the same way. This concern has not been directly addressed as the rivalry measurements, nor were the visual stimulation conditions similar for the two cases. Thus, the claim by Singer and his colleagues, but they have conducted several studies in an effort to approach the issue of that the changes in correlation were due to perceptual changes can only be taken as an intriguing conjecture perceptual relevance. ture-from-motion discrimination task and again showed that in the absence of unambiguous cues to depth, Kiorpes et al., 1998). It is possible that Roelfsema and colleagues' animals were not true unilateral amblyopes, the animals' perceptual judgments were reflected in changes in firing rate. Logothetis and his colleagues suggesting that the reported effects on interneuronal correlation may have been related to factors other than have studied neural activity while animals reported which eye controlled perception during binocular rivalry amblyopia. It is also notable that the difference in correlation between the eyes reached significance in only (Logothetis and Schall, 1989a; Leopold and Logothetis, 1996; Sheinberg and Logothetis, 1997; Logothetis, 1998). two of four animals tested with bar stimuli, and in only one of three animals tested with grating stimuli. ThereThey found that neurons in several visual areas modulated their firing rates in association with changes in fore, the results, while suggestive, cannot be taken to rivalry dominance, which occur without changes in the the tail of an object whose head has been cued. Suppose we record from two neurons with separated receptive visual stimulation conditions. These results are more compelling than the rivalry experiments of Fries et al.
fields (green ellipses). We can align the display so that the two receptive fields either do or do not fall on con-(1997, discussed above), because Logothetis and his colleagues directly compared neural activity and behavtours belonging to the same object (Figures 2A and 2B , 1996) . The temporal binding hypothesis makes clear predictions for all these cases, and both trasted that with correlated activity when the two recording sites represented different regions of the dispositive and negative findings could be clearly discerned and interpreted. play; they found no differences in correlated activity between the two conditions. Lamme and Spekreijse did not attempt to relate correlated activity directly to perBinding without Synchrony ception by analyzing trials on which the animals made
In the preceding sections, we examined the temporal errors, and it is notable that the peaks in their published binding hypothesis and reevaluated many of the data correlograms are so broad that they may not indicate that have been held to support it. We now turn to the synchrony in the sense of spike timing covariation, as issue that led to the hypothesis in the first place, the discussed above (Brody, 1999c). Nonetheless, the claridea that binding is a special problem that cannot be ity of their negative findings is striking.
solved by "conventional" mechanisms of neural signaling (von der Malsburg, 1981). Such "conventional" thinkIn summary, the results of these studies all suggest that changes in perceptual state are not associated with ing would postulate that, like other complex problems in perception, the binding problem is solved by the succhanges in correlated cortical activity. At least when recordings are made from areas outside the primary cessive elaboration of progressively more complex representations of visual scenes. It does not seem that visual cortex, perceptual changes are invariably associated with changes in firing rate. It is of course not necesthere is any good reason to abandon this strategy. We need not embrace "grandmother cell" theories but simsary to the temporal binding hypothesis that rate modulations be absent when perceptual changes occur.
ply consider that higher cortical areas encode scene attributes and object identity, along with other results Nonetheless, it is striking that perceptual changes are associated with changes in firing rate and are not associof perceptual analysis, in the distributed rate-encoded activity of populations of neurons. ated with changes in response correlations.
Rigorously Testing the Temporal Binding Hypothesis
While explanations of this kind have not received extensive attention, at least one serious attempt has been Most of the data that are usually held to support the temporal binding hypothesis prove to be flawed or cirmade to explain feature binding in this way (Olshausen et al., 1993 (Olshausen et al., , 1995 Tsotsos, 1995) . This theory postulates cumstantial; experiments that seem to test the hypothesis more directly generally yield negative results. Still, convergence to cells in higher cortical areas but acknowledges that some problems cannot easily be it can be argued that, despite more than 10 years of research, the right experiment has not been done. What solved by simple convergence. These problems are addressed by special circuits, controlled by the pulvinar, kind of experiment might we devise to provide a true test of the hypothesis? which act dynamically to alter the flow and combination of visual signals. The "binding problem" in this theory In Figure 2 , we outline a proposed experimental design, which has some features in common with that of is implicitly solved in higher cortical areas that receive the dynamically routed and recombined information. No Lamme and Spekreijse (1998). Recall the binding display caricatured in Figure 1A . This nest of superimposed specially coded form of neural activity is required. its gaze to a particular target based on the display's These observations are related to binding because properties. Neurons in LIP indicate qualitatively by their the designation of salience can be based on information response to the visual display whether or not the target derived from a separate spatial location-a visual stimuin the response field is the one that will be chosen, and lus within the receptive field of a parietal neuron can be quantitatively the degree to which perceptual evidence designated as salient by another stimulus outside the supports this choice. This response pattern is perfectly neuron's receptive field. This property is captured in formed to represent the generation and evaluation of a experiments in which a monkey is instructed to make perceptual hypothesis (Shadlen and Newsome, 1996; eye movements to one of two visual targets depending Kim and Shadlen, 1999). on properties of a third stimulus placed elsewhere in Our proposal represents only the skeleton of an alterthe visual field. For example, neurons in parietal cortex native to the various theories we considered above. To respond to a visual stimulus within their receptive fields put solid theoretical flesh on its bones will require suband also to a complex motion stimulus placed outside stantial refinement and experimental scrutiny. For examthe receptive field, which serves to instruct a gaze shift ple, feature binding for the purpose of reaching and to the receptive field stimulus (Shadlen and Newsome, scanning may not be the same as binding for perceptual 1996). These neurons encode the binding between one awareness-the neural circuits that mediate object idensensory stimulus (the instruction) and a second, behavtification may be distinct from those that control grasp iorally relevant stimulus within the receptive field (Assad and gaze (Ungerleider and Mishkin, 1982; Goodale, and Maunsell, 1995; Platt and Glimcher, 1997; Eskandar 1993; Goodale and Humphrey, 1998; but see also Franz and Assad, 1999; Horwitz and Newsome, 1999; Kim and et al., 1999). We have not specified with precision how Shadlen, 1999; see also Leon and Shadlen, 1998, for a the computation is performed-yet it is clear that the review).
calculations involved can be done within the "convenHow do such observations relate to the binding of tional" framework of rate-modulated neural representaobject features? We do not imagine that binding is tions, without recourse to a new and special kind of solved by making movements of the eyes and limbs.
signal. These ideas are also attractive because they are However, neural circuits that guide reaching and gaze consistent with neurological evidence on parietal lobe depend on a solution to the binding problem. The control damage. This formulation also tames the combinatorial of grasp, for example, presupposes knowledge of spaexplosion of features and objects because the grouptial relationships between features and the object to ings are constrained by possible action (Churchland et which they are bound. Lifting a pencil by its eraser or a al., 1994). Features are bound together to the extent teacup by its handle, or shifting gaze to the tail of an that one feature can be viewed as an instruction to act arrow based on the sight of the tip (Figure 2 ), all require in some way upon another. that the binding problem be solved. We propose that the requisite computations, which begin in primary visual Conclusion cortex and are elaborated in successive visual represenWe have presented a critical evaluation of the hypothetations, are completed and synthesized in the parietal sis that a temporal code based on synchrony of spike lobe. Specifically, the parietal cortex determines the reltiming represents the process of feature binding. We evance of local features to particular behaviors, based on instructions from other locations in the visual field considered several lines of reasoning that suggest that the theory is inadequate in conception and impoverished in support. The theory is incomplete in that it describes the signature of binding without detailing how binding is computed. Moreover, while the theory is proposed for early stages of cortical processing, both neurological evidence and the perceptual facts of binding suggest that it must be a high-level computation. Consideration of the architecture of the cerebral cortex suggest that it lacks the mechanisms needed to decode synchronous spikes and to treat them as a special code. There is ample experimental evidence for correlated cortical activity but little that directly or compellingly links this activity to binding. In contrast, there is considerable evidence that the rate-modulated activity of cortical cell populations is crucial in mediating perceptual binding. The conclusion seems inescapable that the theory as proposed is untenable. Nonetheless, the theory has sparked renewed interest in the problem of binding and has provoked a great deal of important research. It has also highlighted the crucial question of neural timing and the role of time in nervous system function. The problems that gave rise to the theory are still important problems that remain to be solved, and it is certain that the efforts of the theory's proponents and opponents will advance our knowledge both of higher visual functions and of the algorithms used by that most enigmatic of computers, the cerebral cortex.
