Most attempts to integrate FrameNet in NLP systems have so far failed because of its limited coverage. In this paper, we investigate the applicability of distributional and WordNetbased models on the task of lexical unit induction, i.e. the expansion of FrameNet with new lexical units. Experimental results show that our distributional and WordNet-based models achieve good level of accuracy and coverage, especially when combined.
Introduction
Most inference-based NLP tasks require a large amount of semantic knowledge at the predicateargument level. This type of knowledge allows to identify meaning-preserving transformations, such as active/passive, verb alternations and nominalizations, which are crucial in several linguistic inferences. Recently, the integration of NLP systems with manually-built resources at the predicate argument-level, such as FrameNet (Baker et al., 1998) and PropBank (Palmer et al., 2005) has received growing interest. For example, Shen and Lapata (2007) show the potential improvement that FrameNet can bring on the performance of a Question Answering (QA) system. Similarly, several other studies (e.g. (Bar-Haim et al., 2005; Garoufi, 2007) ) indicate that frame semantics plays a central role in Recognizing Textual Entailment (RTE). Unfortunately, most attempts to integrate FrameNet or similar resources in QA and RTE systems have so far failed, as reviewed respectively in (Shen and Lapata, 2007) and . These studies indicate limited coverage as the main reason of insuccess. Indeed, the FrameNet database only contains 10,000 lexical units (LUs), far less than the 210,000 entries in WordNet 3.0. Also, frames are based on more complex information than word senses, so that their manual development is much more demanding Subirats and Petruck, 2003) .
Therefore, there is nowadays a pressing need to adopt learning approaches to extend the coverage of the FrameNet lexicon by automatically acquiring new LUs, a task we call LU induction, as recently proposed at SemEval-2007 (Baker et al., 2007 . Unfortunately, research in this area is still somehow limited and fragmentary. The aim of our study is to pioneer in this field by proposing two unsupervised models for LU induction, one based on distributional techniques and one using WordNet as a support; and a combined model which mixes the two. The goal is to investigate to what extent distributional and WordNet-based models can be used to induce frame semantic knowledge in order to safely extend FrameNet, thus limiting the high costs of manual annotation.
In Section 2 we introduce the LU induction task and present related work. In Sections 3, 4 and 5 we present our distributional, WordNet-based and combined models. Then, in Section 6 we report experimental results and comparative evaluations. Finally, in Section 7 we draw final conclusions and outline future work.
Task Definition and Related Work
As defined in (Fillmore, 1985) , a frame is a conceptual structure modeling a prototypical situation, evoked in texts through the occurrence of its lexical units. A lexical unit (LU) is a predicate that linguistically expresses the situation of the frame. Lexical units of the same frame share semantic arguments. For example the frame KILLING has lexical units such as assassin, assassinate, blood-bath, fatal, murderer, kill, suicide that share semantic arguments such as KILLER, INSTRUMENT, CAUSE, VICTIM. Building on this frame-semantic model, the Berkeley FrameNet project (Baker et al., 1998) has been developing a frame-semantic lexicon for the core vocabulary of English since 1997. The current FrameNet release contains 795 frames and about 10,000 LUs. Part of FrameNet is also a corpus of 135,000 annotated example sentences from the British National Corpus (BNC).
LU induction is a fairly new task. Formally, it can be defined as the task of assigning a generic lexical unit not yet present in the FrameNet database (hereafter called unknown LU) to the correct frame(s). As the number of frames is very large (about 800) the task is intuitively hard to solve. A further complexity regards multiple assignments. Lexical units are sometimes ambiguous and can then be mapped to more than one frame (for example the word tea could map both to FOOD and SO-CIAL EVENT). Also, even unambiguous words can be assigned to more than one frame -e.g. child maps to both KINSHIP and PEOPLE BY AGE.
LU induction is relevant to many NLP tasks, such as the semi-automatic creation of new FrameNets, and semantic role labelling. LU induction has been integrated at SemEval-2007 as part of the Frame Semantic Structure Extraction shared task (Baker et al., 2007) , where systems are requested to assign the correct frame to a given LU, even when the LU is not yet present in FrameNet. Johansson and Nugues (2007) approach the task as a machine learning problem: a Support Vector Machine trained on existing LUs is applied to assign unknown LUs to the correct frame, using features derived from the WordNet hierarchy. Tested on the FrameNet gold standard, the method achieves an accuracy of 0.78, at the cost of a low coverage of 31% (i.e. many LUs are not assigned). Johansson and Nugues (2007) also experiment with a simple model based on standard WordNet similarity measures (Pedersen et al., 2004) , achieving lower performance. Burchardt and colleagues (2005) present Detour, a rule-based system using words in a WordNet relation with the unknown LU to find the correct frame. The system achieves an accuracy of 0.39 and a coverage of 87%. Unfortunately this algorithm requires the LU to be previously disambiguated, either by hand or using contextual information.
In a departure from previous work, our first model leverages distributional properties to induce LUs, instead of relying on pre-existing lexical resources as WordNet. This guarantees two main advantages.
First, it can predict a frame for any unknown LU, while WordNet based approaches can be applied only to words having a WordNet entry. Second, it allows to induce LUs in languages for which WordNet is not available or has limited coverage. Our second WordNet-based model uses sense information to characterize the frame membership for unknown LU, by adopting a semantic similarity measure which is sensitive to all the known LUs of a frame.
Distributional model
The basic idea behind the distributional approach is to induce new LUs by modelling existing frames and unknown LUs in a semantic space, where they are represented as distributional co-occurrence vectors computed over a corpus.
Semantic spaces are widely used in NLP for representing the meaning of words or other lexical entities. They have been successfully applied in several tasks, such as information retrieval (Salton et al., 1975) and harvesting thesauri (Lin, 1998) . The intuition is that the meaning of a word can be described by the set of textual contexts in which it appears (Distributional Hypothesis (Harris, 1964) ), and that words with similar vectors are semantically related. In our setting, the goal is to find a semantic space model able to capture the notion of frame -i.e. the property of "being characteristic of a frame". In such a model, an unknown LU is induced by first computing the similarity between its vector and the vectors of the existing frames, and then assigning the LU to the frame with the highest similarity.
Assigning unknown LUs to frames
In our model, a LU l is represented by a vector l whose dimensions represent the set of contexts C of the semantic space. The value of each dimension is given by the co-occurrence value of the LU with a contextual feature c ∈ C, computed over a large corpus using an association measure. We experiment with two different association measures: normalized frequency and pointwise mutual information. We approximate these measures by using Maximum Likelihood Estimation, as follows:
where |l, c| denotes the co-occurrence counts of the pair (l, c) in the corpus, | * , c| = l∈L |l, c|, |l, * | = c∈C |l, c| and finally | * , * | = l∈L,c∈C |l, c|. A frame f is modeled by a vector f , representing the distributional profile of the frame in the semantic space. We here assume that a frame can be fully described by the set of its lexical units F . We implement this intuition by computing f as the weighted centroid of the set F , as follows:
where w lf is a weighting factor, accounting for the relevance of a given lexical unit with respect to the frame, estimated as:
where |l| denotes the counts of l in the corpus. From a more cognitive perspective, the vector f represents the prototypical lexical unit of the frame.
Given the set of all frames N and an unknown lexical unit ul, we assign ul to the frame f max ul which is distributionally most similar -i.e. we intuitively map an unknown lexical unit to the frame whose prototypical lexical unit f has the highest similarity with ul:
In our model, we used the traditional cosine similarity:
Choosing the space
Different types of contexts C define spaces with different semantic properties. We are here looking for a space able to capture the properties which characterise a frame. The most relevant of these properties is that LUs in the same frame tend to be either cooccurring or substitutional words (e.g. assassin/kill or assassinate/kill) -i.e. they are either in paradigmatic and syntagmatic relation. In an ideal space, a high similarity value sim D would be then given both to assassinate/kill and to assassin/kill. We explore three spaces which seem to capture the above property well: Word-based space: Contexts are words appearing in a n-window of the lexical unit. Such spaces model a generic notion of semantic relatedness. Two LUs close in the space are likely to be related by some type of generic semantic relation, either paradigmatic (e.g. synonymy, hyperonymy, antonymy) or syntagmatic (e.g. meronymy, conceptual and phrasal association). 1 Syntax-based space: Contexts are syntactic relations (e.g. X-VSubj-man where X is the LU), as described in (Padó, 2007) . These spaces are good at modeling semantic similarity. Two LUs close in the space are likely to be in a paradigmatic relation, i.e. to be close in a is-a hierarchy (Budanitsky and Hirst, 2006; Lin, 1998; Padó, 2007) . Indeed, as contexts are syntactic relations, targets with the same part of speech are much closer than targets of different types.
Mixed space: In a combination of the two above spaces, contexts are words connected to the LU by a dependency path of at most length n. Unlike wordbased spaces, contexts are selected in a more principled way: only syntactically related words are contexts, while other (possibly noisy) material is filtered out. Unlike syntax-based spaces, the context c does not explicitly state the type of syntactic relation with the LU: this usually allows to capture both paradigmatic and syntagmatic relations.
WordNet-based model
In a departure from previous work, our WordNetbased model does not rely on standard WordNet similarity measures (Pedersen et al., 2004) , as these measures can only be applied to pairs of words, while we here need to capture the meaning of whole frames, which typically consist of larger sets of LUs. Our intuition is that senses able to evoke a frame can be detected via WordNet, by jointly considering the WordNet synsets activated by all LUs of the frame.
We implement this intuition in a weaklysupervised model, where each frame f is represented as a set of specific sub-graphs of the WordNet hyponymy hierarchy. As different parts of speech have different WordNet hierarchies, we build a subgraph for each of them: S n f for nouns, S v f for verbs and S a f for adjectives. 2 These sub-graphs represent the lexical semantic properties characterizing the frame. An unknown LU ul of a given part of speech is assigned to the frame whose corresponding sub-graph is semantically most similar to one of the senses of ul:
where sim W N is a WordNet-based similarity measure. In the following subsections we will describe how we build sub-graphs and model the similarity measure for the different part of speech. Figure 1 reports an excerpt of the noun subgraph for the frame PEOPLE BY AGE, covering the suitable senses of its nominal LUs {adult, baby, boy, kid, youngster, youth}.
The relevant senses (e.g. sense 1 of youth out of the 6 potential ones) are generally selected, as they share the most specific generalizations in WordNet with the other words.
Nouns. To compute similarity for nouns we adopt conceptual density (cd) (Agirre and Rigau, 1996) , a semantic similarity model previously applied to word sense disambiguation tasks.
Given a frame f and its set of nominal lexical units F n , the nominal subgraph S n f is built as follows. All senses of all words in F n are activated in WordNet. All hypernyms H n f of these senses are then retrieved. Every synset σ ∈ H n f is given a cd score, representing the density of the WordNet subhierarchy rooted at σ in representing the set of nouns F n . The intuition behind this model is that the larger the number of LUs in F n that are generalized by σ is, the better it captures the lexical semantics intended by the frame f . Broader generalizations are penalized as they give rise to bigger hierarchies, not well correlated with the full set of targets F n .
To build the final sub-graph S n f , we apply the greedy algorithm proposed by Basili and colleagues (2004) . It first computes the set of WordNet synsets that generalize at least two LUs in F n , and then selects the subset of most dense ones S n f ⊂ H n f that cover F n . If a LU has no common hypernym with other members of F n , it is not represented in S n f , and its similarity is set to 0 . S n f disambiguates words in F n as only the lexical senses with at least one hypernym in S n f are considered. Figure 1 shows the nominal sub-graph automatically derived using conceptual density for the frame PEOPLE BY AGE. The word boy is successfully disambiguated, as its only hypernym in the sub-graph refers to its third sense (a male human offspring) which correctly maps to the given frame. Notice that this model departs from the first sense heuristics largely successful in word sense disambiguation: most frames in fact are characterized by non predominant senses. The only questionable disambiguation is for the word adult: the wrong sense (adult mammal) is selected. However, even in these cases, the cd values are very low (about 10 −4 ), so that they do not impact much on the quality of the resulting inference. Using this model, LU induction is performed as follows. Given an unknown lexical unit ul, for each frame f ∈ N we first build the sub-graph S n f from the set F n ∪ {ul}. We then compute sim W N (f, ul) as the maximal cd of any synset σ ∈ S n f that generalizes one of the lexical senses of ul. In the example baby would receive a score of 0.117 according to its first sense in WordNet 2.0 ("baby,babe,infant"). In a final step, we assign the LU to the most similar frame, according to Eq. 6
Verbs and Adjectives. As the conceptual density algorithm can be used only for nouns, we apply different similarity measures for verbs and adjectives.
For verbs we exploit the co-hyponymy relation: the sub-graph S v f is given by all hyponyms of all verbs F v in the frame f . Similarity sim W N (f, ul) is computed as follows:
|K| > τ AND ∀l ∈ K, l is a co-hyponym of ul otherwise
As for adjectives, WordNet does not provide a hyponymy hierarchy. We then compute similarity simply on the basis of the synonymy relation, as follows:
l is a synonym of ul otherwise (8)
Combined model
The methods presented so far use two independent information sources to induce LUs: distributional similarity sim D and WordNet similarity sim W N . We also build a joint model, leveraging both approaches: we expect the combination of different information to raise the overall performance. We here choose to combine the two approaches using a simple back-off model, that uses the WordNet-based model as a default and backs-off to the distributional one when no frame is proposed by the former. The intuition is that WordNet should guarantee the highest precision in the assignment, while distributional similarity should recover cases of low coverage.
Experiments
In this section we present a comparative evaluation of our models on the task of inducing LUs, in a leave-one-out setting over a reference gold standard.
Experimental Setup
Our gold standard is the FrameNet 1.3 database, containing 795 frames and a set L of 7,522 unique LUs (in all there are 10,196 LUs possibly assigned to more than one frame). Given a lexical unit l ∈ L, we simulate the induction task by executing a leaveone-out procedure, similarly to Burchardt and colleagues (2005) . First, we remove l from all its original frames. Then, we ask our models to reassign it to the most similar frame(s) f , according to the similarity measure 3 . We repeat this procedure for all lexical units. Though our experiment is not completely realistic (we test over LUs already in FrameNet), it has the advantage of a reliable gold standard produced by expert annotators. A second, more realistic, small-scale experiment is described in Section 6.2. We compute accuracy as the fraction of LUs in L that are correctly re-assigned to the original frame. Accuracy is computed at different levels k: a LU l is correctly assigned if its gold standard frame appears among the best-k frames f ranked by the model using the sim(l, f ) measure. As LUs can have more than one correct frame, we deem as correct an assignment for which at least one of the correct frames is among the best-k.
We also measure coverage, intended as the percentage of LUs that have been assigned to at least one frame by the model. Notice that when no sense preference can be found above the threshold , the WordNet-based model cannot predict any frame, thus decreasing coverage.
We present results for the following models and parametrizations (further parametrizations have revealed comparable performance).
Dist-word : the word-based space described in Section 3. Contextual features correspond to the set of the 4,000 most frequent words in the BNC. 4 The association measure between LUs and contexts is the pointwise mutual information. Valid contexts for LUs are fixed to a 20-window.
Dist-syntax : the syntax-based space described in Section 3. Context features are the 10,000 most frequent syntactic relations in the BNC 5 . As association measure we apply log-likelihood ratio (Dunning, 1993 ) to normalized frequency. Syntactic relations are extracted using the Minipar parser.
Dist-mixed : the mixed space described in Sec-tion 3. As for the Dist-word model, contextual features are 4,000 and pointwise mutual information is the association measure. The maximal dependency path length for selecting each context word is 3. Syntactic relations are extracted using Minipar. WNet-full : the WordNet based model described in Section 4.
WNet-bsense : this model is computed as WNetfull but using only the most frequent sense for each LU as defined in WordNet.
Combined : the combined method presented in Section 5. Specifically, it uses WNet-full as a default and Dist-word as back-off.
Baseline-rnd : a baseline model, randomly assigning LUs to frames.
Baseline-mostfreq : a model predicting as best-k frames the most likely ones in FrameNet -i.e. those containing the highest number of LUs.
Experimental Results
Table 1 reports accuracy and coverage results for the different models, considering only 6792 LUs with frequency higher than 5 in the BNC, and frames with more than 2 lexical units (to allow better generalizations in all models). Results show that all our models largely outperform both baselines, achieving a good level of accuracy and high coverage. In particular, accuracy for the best-10 frames is high enoungh to support tasks such as the semi-automatic creation of new FrameNets. This claim is supported by a further task-driven experiment, in which we asked 3 annotators to assign 60 unknown LUs (from the Detour system log) to frames, with and without the support of the Dist-word model's predictions as suggestions 6 . We verified that our model guarantee an annotation speed-up of 25% -i.e. in average an annotator saves 25% of annotation time by using the system's suggestions.
Distributional vs.
WordNet-based models. WordNet-based models are significantly better than distributional ones, for several reasons. First, distributional models acquire information only from the contexts in the corpus. As we do not use a FrameNet annotated corpus, there is no guarantee that the usage of a LU in the texts reflects exactly the semantic 6 For this purpose, the dataset is evenly split in two parts.
properties of the LU in FrameNet. In the extreme cases of polysemous LUs, it may happen that the textual contexts refer to senses which are not accounted for in FrameNet. In our study, we explicitly ignore the issue of polisemy, which is a notoriously hard task to solve in semantics spaces (see (Schütze, 1998) ), as the occurrences of different word senses need to be clustered separately. We will approach the problem in future work. The WordNet-based model suffers from the problem of polisemy to a much lesser extent, as all senses are explicitly represented and separated in WordNet, including those related to the FrameNet gold standard.
A second issue regards data sparseness. The vectorial representation of LUs with few occurrences in the corpus is likely to be semantically incomplete, as not enough statistical evidence is available. Particularly skewed distributions can be found when some frames are very rarely represented in the corpus. A more in-depth descussion on these two issues is given later in this section.
Regarding the WordNet-based models, WNet-full in most cases outperforms WNet-bsense. The first sense heuristic does not seem to be as effective as in other tasks, such as Word Sense Disambiguation. Although sense preferences (or predominance) across two general purpose resources, such as WordNet and FrameNet, should be a useful hint, the conceptual density algorithm seems to produce better distributions (i.e. higher accuracy), especially when several solutions are considered. Indeed, for many LUs the first WordNet sense is not the one represented in the FrameNet database.
As for distributional models, results show that the Dist-word model performs best. In general, syntactic relations (Dist-syntax model) do not help to capture frame semantic properties better than a simple window-based approach. This seems to indicate that LUs in a same frame are related both by paradigmatic and syntagmatic relations, in accordance to the definition given in Section 3.2 -i.e. they are mostly semantically related, but not similar.
Coverage. Distributional models show a coverage 15% higher than WordNet-based ones. Indeed, as far as corpus evidence is available (i.e. the unknown LU appears in the corpus), distributional methods are always able to predict a frame. WordNet-based mod- Table 1: Accuracy and coverage of different models on best-k ranking with frequency threshold 5 and frame threshold 2 els cannot make predictions in two specific cases. First, when the LU is not present in WordNet. Second, when the function sim W N does not has sufficient relational information to find a similar frame. This second factor is particularly evident for adjectives, as Eq. 8 assigns a frame only when a synonym of the unknown LU is found. It is then not surprising that 68% of the missed assignment are indeed adjectives.
Results for the Combined model suggest that the integration of distributional and WordNet-based methods can offer a viable solution to the coverage problem, as it achieves an accuracy comparable to the pure WordNet approaches, while keeping the coverage high. Data Sparseness. A major issue when using distributional approaches is that words with low frequency tend to have a very sparse non-meaningful representation in the vector space. This highly impacts on the accuracy of the models. To measure the impact of data sparseness, we computed the accuracy at different frequency cuts -i.e. we exclude LUs below a given frequency threshold from centroid computation and evaluation. Figure 2 reports the results for best-10 assignment at different cuts, for the Dist-word model. As expected, accuracy improves by excluding infrequent LUs. Only at a frequency cut of 200 performance becomes stable, as statistical evidence is enough for a reliable prediction. Yet, in a real setting the improvement in accuracy implies a lower coverage, as the system would not classify LUs below the threshold. For example, by discarding LUs occurring less than 200 times in the corpus, we obtain a +0.12 improvement in accuracy, but the coverage decreases to 57%. However, uncovered LUs are also the most rare ones and their relevance in an application may be negligible.
Lexical Semantics, Ambiguity and Plausible Assignments. The overall accuracies achieved by our methods are "pessimistic", in the sense that they should be intended as lower-bounds. Indeed, a qualitative analysis of erroneous predictions reveals that in many cases the frame assignments produced by the models are semantically plausible, even if they are considered incorrect in the leave-one-out test. Consider for example the LU guerrilla, assigned in FrameNet to the frame PEOPLE BY VOCATION. Our mixed model proposes as two most similar frames MILITARY and TERRORISM, which could still be considered plausible assignment. The same holds for the LU caravan, for which the most similar frame is VEHICLE, while in FrameNet the LU is assigned only to the frame BUILDINGS. These cases are due to the low FrameNet coverage, i.e LUs are not fully annotated and they appear only in a subset of their potential frames. The real accuracy of our models is therefore expected to be higher.
To explore the issue, we carried out a qualitative analysis of 5 words (i.e. abandon.v, accuse.v, body.n, charge.v and partner.n) . For each of them, we randomly picked 60 sentences from the BNC corpus, and asked two human annotators to assign to the correct frame the occurrence of the word in the given sentence. For 2 out of 5 words, no frame could be found for most of the sentences, suggesting that the most frequent frames for these words were missing from FrameNet 7 . We can then conclude that 100% accuracy cannot be considered as the upperbound of our experiment, as word usage in texts is not well reflected in the FrameNet modelling.
Further experiments. We also tested our models on a realistic gold-standard set of 24 unknown LUs extracted from the SemEval-2007 corpus (Baker et al., 2007) . These are words not present in FrameNet 1.3 which have been assigned by human annotators to an existing frame 8 . WNet-full achieves an accuracy of 0.25 for best-1 and 0.69 for best-10, with a coverage of 67%. A qualitative analysis showed that the lower performance wrt to our main experiment is due to higher ambiguity of the LUs (e.g. we assign tea to SOCIAL EVENT instead of FOOD).
Comparison to other approaches. We compare our models to the system presented by Johansson and Nugues (2007) and Burchardt and colleagues (2005) . Johansson and Nugues (2007) evaluate their machine learning system using 7,000 unique LUs to train the Support Vector Machine, and the remaining LUs as test. They measure accuracy at different coverage levels. At 80% coverage accuracy is about 0.42, 10 points below our best WordNetbased system. At 90% coverage, the system shows an accuracy below 0.10 and is significantly outperformed by both our distributional and combined methods. These results confirm that WordNet-based approaches, while being highly accurate wrt distributional ones, present strong weaknesses as far as coverage is concerned. Furthermore, Johansson and Nugues (2007) show that their machine learn-7 Note that the need of new frames to account for semantic phenomena in free texts has been also demonstrated by the SemEval-2007 competition. 8 The set does not contain 4 LUs which have no frame in FrameNet.
ing approach outperforms a simple approach based on WordNet similarity: thus, our results indirectly prove that our WordNet-based method is more effective than the application of the similarity measure presented in (Pedersen et al., 2004) .
We also compare our results to those reported by Burchardt and colleagues (2005) for Detour. Though the experimental setting is slightly different (LU assignment is done at the text-level), they use the same gold standard and leave-one-out technique, reporting a best-1 accuracy of 0.38 and a coverage of 87%. Our WordNet-based models significantly outperform Detour on best-1 accuracy, at the cost of lower coverage. Yet,our combined model is significantly better both on accuracy (+5%) and coverage (+8%). Also, in most cases Detour cannot predict more than one frame (best-1), while our accuracies can be improved by relaxing to any best-k level.
Conclusions
In this paper we presented an original approach for FrameNet LU induction. Results show that models combining distributional and WordNet information offer the most viable solution to model the notion of frame, as they allow to achieve a reasonable trade-off between accuracy and coverage. We also showed that in contrast to previous work, simple semantic spaces are more helpful than complex syntactic ones. Results are accurate enough to support the creation and the development of new FrameNets.
As future work, we will evaluate new types of spaces (e.g. dimensionality reduction methods) to improve the generalization capabilities of the space models. We will also address the data sparseness issue, by testing smoothing techniques to better model low frequency LUs. Finally, we will implement the presented models in a complex architecture for semi-supervised FrameNets development, both for specializing the existing English FrameNet in specific domains, and for creating new FrameNets in other languages.
