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Distributed classification of multiple observation
sets by consensus
Effrosyni Kokiopoulou and Pascal Frossard
Abstract—We consider the problem of distributed classification
of multiple observations of the same object that are collected
in an ad-hoc network of vision sensors. Assuming that each
sensor captures a different observation of the same object, the
problem is to classify this object by distributed processing in
the network. We present a graph-based problem formulation
whose objective function captures the smoothness of candidate
labels on the data manifold formed by the observations of the
object. We design a distributed average consensus algorithm for
estimating the unknown object class by computing the value
of the above smoothness objective function for different class
hypotheses. It initially estimates the objective function locally
based on the observation of each sensor. As the distributed
consensus algorithm progresses, all observations are progressively
taken into account in the estimation of the objective function.
We illustrate the performance of the distributed classification
algorithm for multi-view face recognition in an ad-hoc network
of vision sensors. When the training set is sufficiently large, the
simulation results show that the consensus classification decision
is equivalent to the decision of a centralized system with access
to all observations.
I. INTRODUCTION
Over the past few years novel multimedia architectures such
as vision sensor networks have rapidly emerged. Typically,
these networks have an ad-hoc organization i.e., there is no
central coordinator node and the topology can be arbitrary
and dynamic (e.g., due to sensor motion). Moreover, the
visual sensor nodes in such networks have limitations in
their computation and communication capabilities. Rinner et
al. [1], [2] and Akyildiz et al. [3] provide an overview of
platforms that have been recently developed for visual sensor
networks, which lend themselves as off-the-self computing
infrastructures for conducting various scene analysis tasks
in smart environments. The emergence of such distributed
multimedia architectures poses new challenges to the analysis
of multimedia information, which has to be done now dis-
tributively. We quote from [1]: “Existing computer vision algo-
rithms often are not designed with collaboration of distributed
nodes in mind. For pervasive smart cameras, however, this
aspect is highly important. Hence, ways have to be found how
algorithms can be adopted for such environments.” Therefore,
the relevant algorithms have to be (re-)designed such that they
accommodate collaborative processing, while at the same time
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Fig. 1. Ad-hoc network of vision sensors.
respecting the computation and communication constraints of
the underlying network (see e.g., [4]).
In this paper, we consider the problem of classifying an ob-
ject, whose multiple observations are collected in a distributed
fashion in a vision sensor network with ad-hoc topology (see,
e.g., [5], [6], [7]). Fig. 1 illustrates the scenario of interest,
where each vision sensor captures an observation of the
same object in the context of (distributed) scene analysis, for
example. The problem consists in the distributed classification
of the observed object at all sensors such that a consensus
decision is reached by aggregating partial information pro-
vided by each local observation. It is important to note that
this problem is different from the well-studied problem of
distributed classification in the presence of a fusion center (see,
e.g., [8], [9], [10]), where the information from all sensors
is gathered in order to reach the final classification decision.
On the contrary, the ad-hoc sensor networks considered in
this paper are purely distributed, and there is no possibility of
transmitting directly information from the sensors to a central
coordinator node.
We first present a graph-based problem formulation that
defines a smoothness criterion of candidate labels on the
data manifold. This criterion reflects the so-called smoothness
assumption that is commonly used in semi-supervised learning
[11]; namely two closeby data samples on the manifold are
likely to share the same class label. It permits to define the
objective function of the distributed classification problem,
whose solution should satisfy the smoothness assumption.
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Our distributed classification algorithm further capitalizes on
the fact that the multiple observations belong to the same
class. In particular, each sensor captures an observation of
the same object (see also Fig. 1) and computes its nearest
neighbors among the labelled examples. Under a certain class
hypothesis, those neighbors contribute to the local computation
of a portion of the objective function value. Those portions
are summed distributively by means of average consensus
[12], [13], so that all observations are progressively taken
into account and the total value of the objective function
is computed at all sensors. This process is repeated for all
class hypotheses. The sensors eventually reach a consensus
classification decision, by picking the class resulting in the
smoothest label assignment.
We illustrate the performance of the proposed distributed
algorithm in multi-view face recognition in a simulated ad-hoc
network of vision sensors. When the training set is sufficiently
large, the simulation results show that the consensus classifi-
cation decision is equivalent to the decision of a centralized
system that would have access to all observations.
The rest of the paper is organized as follows. We for-
mally define the problem of distributed classification in sensor
networks with ad-hoc topology in Section II and then in
Section III we present our graph-based problem formulation.
In Section IV we introduce our distributed classification algo-
rithm, which is solely based on consensus-based distributed
averaging. In the sequel, in Section V, we show the feasibility
of our algorithm in the context of distributed multi-view face
recognition. Finally, we discuss the related work in Section
VI.
II. DISTRIBUTED CLASSIFICATION OF MULTIPLE
OBSERVATIONS
Let us formally define the problem of distributed classifica-
tion of multiple observations in an ad-hoc sensor network.
We consider a network of m sensors and we model the
network topology as an undirected graph Gs = (Vs, Es)
with nodes Vs = {1, . . . ,m} corresponding to sensors. An
edge (i, j) ∈ Es is drawn if and only if the sensor i can
communicate with the sensor j. Then, we associate a weight
W (i, j) with each edge (i, j) ∈ Es. We call weight matrix the
matrix W that gathers the edge weights W (i, j). Note that
W is a sparse matrix whose sparsity pattern is driven by the
network topology. We denote the set of neighbors for node i
as Ni = {j| (i, j) ∈ Es}.
We assume that each sensor j captures a single (unlabelled)
observation x(u)j of an object f . Each observation is different
from its peers and has the following form,
x
(u)
j , U(ηj)f, j = 1, . . . ,m. (1)
In the above, U(ηj) denotes a transformation applied on the
object f with parameters ηj . For instance, the transformation
could be a (in-plane or out-of-plane) rotation and ηj could
denote the rotation angle. Hence, there are m observations
of the object f that are recorded over the sensor network
and there is one-to-one correspondence among sensors and
observations.
sensor network
graph
data graph
labelled example
unlabelled  example
sensor
Fig. 2. Conceptual distinction between the two graphs of the problem. Gs
(resp. Gd) denotes the graph of the sensor network topology (resp. the data
graph). In Gd, the filled (resp. empty) circles correspond to labelled (resp.
unlabelled) examples.
Assume further that the data set is organized in two parts
X = {X(l), X(u)}, where X(l) = {x1, x2, . . . , xl} =
{x(l)1 , x(l)2 , . . . , x(l)l } ⊂ Rd and X(u) = {xl+1, . . . , xn} =
{x(u)1 , . . . , x(u)m } ⊂ Rd, where n = l + m. Let also L =
{1, . . . , c} denote the label set. The l examples in X(l) are
labelled Y(l) := {y1, y2, . . . , yl}, yi ∈ L and common
to all sensors, and the m examples in X(u) are unlabelled
and distributed. Each of these examples corresponds to an
observation made at a sensor, which is not available to the
other sensors. The problem of distributed classification can be
formally defined as follows.
Problem 1. Assume that each sensor j has a copy of the
labelled set {X(l),Y(l)} in addition to its single observation
x
(u)
j defined in (1). Assume also that each sensor knows its
neighbors and the weights of its links to them. The problem
is to reach a consensus classification decision where each
sensor predicts the correct class c∗ of the object of interest
f , by aggregating via local communication information from
all available observations over the network.
III. GRAPH-BASED PROBLEM FORMULATION
We present a graph-based formulation of Problem 1, which
is inspired by Label Propagation [14]. The latter is a very
popular method for semi-supervised classification [11], which
refers to the problem of assigning (possibly different) class
labels to a set of given test data samples. It can be seen as a
generalization of the problem of assigning a set of multiple test
observations to a single class, which is the focus of the present
work. Label Propagation is a well known method for semi-
supervised classification that takes into account the manifold
structure of the data by means of a graph.
We make use of a smoothness assumption, which states that
if data samples x1 and x2 are similar, then their corresponding
labels y1 and y2 should be close. We represent the data labels
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with a 1-of-c encoding, which permits to form a binary label
matrix of size n × c, whose ith row encodes the class label
of the ith example. The class label is basically encoded in
the position of the nonzero element. Denote by M the set of
matrices with nonnegative entries of size n × c. Notice that
any matrix M ∈ M provides a labelling of the data set by
applying the following rule: yi = maxj=1,...,cMij . We denote
the initial label matrix as Y ∈ M where Yij = 1 if xi belongs
to class j and 0 otherwise.
We further form the k nearest neighbor (k-NN) graph
denoted as Gd = (Vd, Ed), where the vertices Vd correspond
to the data samples X . Typically, an edge eij ∈ Ed is drawn if
and only if xj is among the k nearest neighbors of xi. Hence,
the k-NN graph captures the affinity of the data samples in the
ambient space. It is common practice to assign weights on the
edge set of Gd, gathered in a weight matrix H ∈ Rn×n. The
(normalized) similarity matrix S ∈ Rn×n is further defined as
S = D−1/2HD−1/2, (2)
where D is a diagonal matrix with entries Dii =
∑n
j=1Hij .
It is important to distinguish between the two graph models
involved in our problem: the sensor graph and the data graph.
Figure 2 illustrates the conceptual distinction between the two.
In the sequel, we first review briefly the basics of Label
Propagation. Then we present our problem formulation first in
centralized settings, which serve as performance benchmark,
and then in distributed settings.
A. Label Propagation.
The algorithm computes a real valued M∗ ∈ M based on
which the final classification is performed using the rule yi =
maxj=1,...,cM
∗
ij . This is done via a regularization framework
with a cost function defined as
Φ(M) =
1
2
( n∑
i,j=1
Hij‖ 1√
Dii
Mi − 1√
Djj
Mj‖2 (3)
+µ
n∑
i=1
‖Mi − Yi‖2
)
,
where Mi denotes the ith row of M . The computation of
M∗ is done by solving the quadratic optimization problem
M∗ = argminM∈M Φ(M). Intuitively, we are seeking for an
M∗ that is smooth along the edges of similar pairs (xi, xj) and
at the same time close to Y when evaluated on the labelled
data X(l). The first term in the definition of Φ(M) is the
smoothness term and the second is the fitness term.
It can be shown [14] that the solution to the minimization
of Φ(M) is given by
M∗ = β(I − αS)−1Y, (4)
where α = 11+µ and β =
µ
1+µ .
Since the algorithm has been designed for semi-supervised
learning, where the unlabeled data samples may have different
class labels, the estimated class of Label Propagation in
Problem 1 is finally obtained by majority voting on M∗.
B. Problem formulation in centralized settings
We now exploit the special structure of the problem, namely
that the multiple observations belong to the same class. If we
define a binary class label vector λ = [λ1, . . . , λc] ∈ Rc, the
optimal classification of Problem 1 should have only one non-
zero entry, with the form λ = [0, . . . , 1︸︷︷︸
c∗
, . . . , 0]. Intuitively,
we seek for one of the c vectors λ with only one non-zero
entry, which best reflects the manifold smoothness assumption.
This optimal vector results in similar class label assignments
for pairs that are similar.
The label smoothness criterion is alternatively captured by
the following objective function
Qc(M) =
n∑
i,j=1
Sij‖Mi −Mj‖2, (5)
where Mi (resp. Mj) denotes the ith (resp. jth) row of
M . The objective function above becomes equivalent to the
smoothness term of eq. (3) when S is row-stochastic i.e., the
sum of each row is equal to one.
Since all multiple observations belong to the same class, M
can be defined as
M =
c∑
p=1
λpZp, (6)
where λp ∈ {0, 1},
∑c
p=1 λp = 1 and Zp is defined as
Zp =

 Y (l) ∈ Rl×c
1e⊤p ∈ Rm×c

 ∈ Rn×c. (7)
In the above, Y (l) denotes the submatrix of Y associated with
the labeled data X(l), and ep is the canonical basis vector
whose pth element is one and the rest is zero.
With the above definition of M , it can be shown [15] that
the objective function (5) can be written in the following form,
Qc(λ) = C +
∑
i≤l,j>l
Sij‖Yi − λ‖2 +
∑
i>l,j≤l
Sij‖Yj − λ‖2,
where C =
∑
i≤l,j≤l Sij‖Yi − Yj‖2 is a constant term that
does not depend on λ.
C. Problem formulation in distributed settings
Observe that the evaluation of the cost function Qc(λ)
defined above is not feasible in distributed settings. In this
case, the nearest neighbors of each example can be chosen only
among the labelled ones, as each sensor does not have access
to the unlabelled examples apart from its own observation.
For this reason, we adopt a slightly modified cost function in
distributed settings, which is discussed below.
For each candidate vector λ, each sensor j locally computes
a smoothness criterion as a weighted summation over the
labelled examples that reads
r(j) =
l∑
i=1
Sji‖Yi − λ‖2 (8)
where Yi denotes the ith row of the label matrix Y . The
weight Sji denotes the similarity of the unlabeled observation
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xj (collected at sensor j) with the labeled data sample xi.
The global smoothness function Qd then aggregates the local
criteria as
Qd(λ) =
n∑
j=l+1
r(j) (9)
where the index j runs over the unlabelled examples (obser-
vations). Notice that when an unlabelled example xj (j > l) is
similar to a labelled example xi (i.e., the weight Sji is large),
then minimizing the above objective function will result in
labels that are smooth across similar examples. Hence, we
need to solve the following optimization problem.
Optimization problem: OPT
min[λ1,...,λc]Qd([λ1, . . . , λc])
subject to
λp ∈ {0, 1}, p = 1, . . . , c,∑c
p=1 λp = 1.
IV. THE DISTRIBUTED CLASSIFICATION ALGORITHM
In what follows, we discuss first how one can compute
distributively the sum of local functions with consensus algo-
rithms. Then we introduce our proposed distributed algorithm
for solving the classification problem OPT.
A. Distributed consensus
Distributed consensus [12], [13] has recently become an
important computational tool for various aggregation tasks
in ad-hoc sensor networks. We consider distributed linear
iterations of the following form
zt+1(i) = W (i, i)zt(i) +
∑
j∈Ni
W (i, j)zt(j), (10)
for i = 1, . . . ,m, where zt(j) represents the value computed
by sensor j at iteration t. The above iteration can be compactly
written in the following form
zt+1 = Wzt. (11)
Consensus can be employed for the problem of distributed
averaging, as we explain below. Assume that initially each
sensor i reports a scalar value z0(i) ∈ R. We denote by z0 =
[z0(1), . . . , z0(m)]
⊤ ∈ Rn the vector of initial values on the
network. Denote by
z¯0 =
1
m
m∑
i=1
z0(i) (12)
the average of the initial values of the sensors. The problem of
distributed averaging therefore becomes typically to compute
z¯0 at each sensor by distributed linear iterations of the form
of (11). Iteration (11) converges to the average for every z0 if
and only if
lim
t→∞
W t =
11⊤
m
, (13)
where 1 is the vector of ones [13]. Indeed, notice that in this
case
z∗ = lim
t→∞
zt = lim
t→∞
W tz0 =
11⊤
m
z0 = z¯01.
Algorithm 1 The distributed MASC algorithm
1: Input to each sensor:
l: number of labelled data.
X(l) ∈ Rd×l, Y (l): labelled examples.
x(u) ∈ Rd×1: unlabelled example (observation).
2: Output at each sensor:
pˆ: estimated unknown class.
3: Initialization at each sensor:
4: Form the k-NN graph G˜d of the data set {X(l), x(u)}.
5: Compute the weight matrix H˜ ∈ R(l+1)×(l+1) of G˜d.
6: Compute the diagonal matrix D˜, where D˜i,i =
∑l+1
j=1 H˜ij .
7: Compute S˜ = D˜−1/2H˜D˜−1/2.
8: for p = 1 : c do
9: Each sensor sets λ = [0, . . . , 1︸︷︷︸
p
, . . . , 0].
10: Each sensor j computes r(j) =
∑l
i=1 S˜l+1,i‖Yi−λ‖2.
11: q(p) =
∑m
j=1 r(j) :=average_consensus(r).
12: end for
13: pˆ = argminp q(p)
B. Distributed classification
We are ready now to describe the distributed algorithm.
First, each sensor j computes the nearest neighbors of its
observation x(u)j among the labelled examples and further
computes the associated similarity weights. Next, it computes
the value of the objective function Qd(λ) (see eq. (9)) for each
candidate class p. The aforementioned computation involves
first a local computation step and then a distributed computa-
tion step. In particular, for a certain class p, the neighbors of
x
(u)
j contribute to the calculation of a portion r(j) of the objec-
tive function value, which involves only local computation (see
eq. (8)). Next, those portions are averaged distributively, by
means of average consensus, so that all observations are taken
into account and the total value of the objective function is
computed at all sensors, according to eq. (9). The evaluation of
Qd(λ) is repeated for all candidate classes and eventually the
sensors reach a consensus classification decision, by picking
the class that results in the minimum value of the objective
function.
We call the proposed algorithm distMASC i.e., distributed
MAnifold Smoothing under Constraints. For notational ease,
we drop the subscript j from x(u)j when it is clear from
the context that we refer to sensor j. The main steps are
shown in Algorithm 1, where we have used a slightly different
notation: we have attached a tilde to those quantities that
are different from Section III-C due to the partial informa-
tion of each sensor. For example, the local similarity matrix
S˜ ∈ R(l+1)×(l+1), which gathers the similarity weights of the
local data set {X(l), x(u)} at each sensor, is not to be confused
with the global similarity matrix S ∈ Rn×n associated with the
whole dataset {X(l), X(u)}. We discuss below the proposed
distributed algorithm in details.
First, each sensor computes the k-NN graph of its own data
set {X(l), x(u)} and forms the corresponding S˜ matrix of size
(l+1)×(l+1) (Lines 4-7). Next, each class hypothesis is tested
(loop 8-12). For each class hypothesis p, each sensor j first
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Fig. 3. Flow of computation, which is repeated for each hypothesis p, p = 1, . . . , c. The stars in the last row of each similarity matrix correspond to the
nearest neighbors of the observation x(u) among the labelled examples. The computation of r(j) in the first row is local, i.e., no communication among the
sensors is required.
computes a scalar number r(j) that involves local computation
only; namely a weighted sum of the nonzero entries of the last
row of S˜ (i.e., (l + 1)th row). This corresponds to a portion
of the value of the objective function, which captures the
smoothness of the label assignment under the current class
hypothesis. In order to compute the value of the objective
function q(p), the partial sums r(j) need to be summed
together and this involves distributed computation. This step is
performed by distributed average consensus (Line 11), where
the summation of all r’s is computed at each sensor. Note that
this will result in a scaled version of q(p), due to presence
of 1/m in the average. However, this has no influence on
the classification decision, which is taken in Line 13 by all
sensors, after all hypotheses have been tested. At the end of
the algorithm, all sensors reach a consensus decision.
Figure 3 shows schematically the flow of the distributed
computation in Line 11 of Algorithm 1 for a single hypothesis
p. We show the general structure of the similarity matrix S˜
formed at each sensor j, j = 1, . . . ,m (assuming that the
labelled data samples are ordered according to their class
labels). Observe that the upper left block of S corresponding
to the labelled set is common to all similarity matrices of the
sensors, as they all have a copy of X(l). The only difference
is in their last row, whose non-zero entries correspond to the
nearest neighbors of their own observation x(u) among the
labelled examples (indicated by asterisks in Figure 3). Notice
that those entries contribute to the computation of the partial
sums r(j) in Line 10, which involves only local computation.
Then, the sum of all values r(j), j = 1, . . . ,m is computed
distributively by average consensus, which yields the value of
the objective function q(p) for the current class hypothesis p.
All observations contribute to the final classification decision,
thanks to the employment of average consensus.
a) Computational cost analysis: Let us discuss the com-
putational cost of distributed MASC. In what follows, de-
note by T the number of required consensus iterations and
k¯ = E{|Nj |} the average number of neighbors of a node in
the sensor network. The main computational steps that each
sensor has to perform consists of (see also Algorithm 1):
• The construction of k-NN graph among the labelled
examples that scales as O(l2), where l denotes the number
of labelled examples. However, this can be performed off-
line (e.g., before the deployment of the sensor network).
• Local computation of the nearest neighbors of x(u)j
among the labeled data X(l). This requires computing
the distance of x(u)j to all labelled examples and scales
as O(l).
• Local computation of r(·) in Line 10. It scales as O(kc),
because it involves only the last row of S˜ that contains
only k non-zero entries (see also Fig. 3), where k is the
set of nearest neighbors of each data sample in the data
graph.
• Distributed computation of the objective function via
distributed averaging in Line 11. This scales as O(k¯T c),
which corresponds to the cost of linear iteration (10),
repeated T times until convergence, for each class hy-
pothesis.
If we omit the off-line cost of forming the graph among
the labelled samples, we conclude that the total average
computational cost per sensor is O(l+ (k + k¯T )c).
Given the fact the number of consensus iterations T in-
creases when more sensors are added to the network, one
would expect that the cost per sensor will also increase with
the network size. However, one can practically overcome this
problem by resorting to accelerated consensus methods, such
as polynomial filtering [16], which admit an almost negligible
increase of T with respect to the network size, by means
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Fig. 4. The objective function values q(p), p = 1, . . . , c, sorted in ascending
order.
of increased convergence rate (see [16, Sec. V-B] for more
details). Hence, distributed MASC is of very low complexity
and thus appropriate for sensor networks.
Furthermore, the costs of communication stay similar to
those of distributed average consensus solutions, which are
very low. In particular, the number of messages per sensor
scales as O(k¯T c), see also eq. (10).
C. Further remarks
Each sensor is able to provide an estimate of the unknown
class even before the consensus process starts. This is possible
by using its local r value as a (crude) approximation to the
objective function value and looping over all class hypotheses.
Then, while distributed consensus progresses, information
from all observations is propagated over the network, the
approximations to the objective function are refined and the
partial classification decisions are updated. Eventually, the
approximations of the objective function values converge and
the sensors reach a consensus classification decision. The latter
may even occur long before the function values stabilize. In
what follows, we analyze why this is the case.
Observe that the consensus decision is reached when the
approximation error of consensus at each sensor becomes
smaller than half of the gap between the smallest qi and
second smallest qj value of the objective function. Denote
the gap between them by δ = qj − qi > 0 as shown in Fig.
4. The marks on the horizontal axis represent the sorted list
(in ascending order) of the objective function values q(p) for
p = 1, . . . , c. Therefore, as long as the approximation error
of consensus at each sensor is smaller than δ/2, the order
between the estimates q˜i and q˜j cannot change, and the con-
sensus decision has been reached. From this point on, further
consensus iterations will decrease the approximation error, but
they will have no influence on the consensus decision.
V. SIMULATION RESULTS
A. Setup
We compare our distributed algorithm with a distributed
baseline scheme for the classification of multiple observations
consisting of k-NN followed by majority voting. Each sensor
computes a local classification decision using k-NN classifica-
tion on the labeled set X(l), and the final decision is obtained
by majority voting across sensors. We also compare with two
centralized algorithms: Label Propagation (see Sec. III-A) and
centralized MASC (see Sec. III-B). In the centralized scenario,
each algorithm has access to all observations X(u) and can
further form a full similarity matrix S ∈ Rn×n. We illustrate
the performance of all methods in distributed face recognition.
Fig. 5. Sample face images from the UMIST database. The number of
different poses for each subject is varying.
Fig. 6. Distributed multi-view face recognition in a vision sensor network.
Each facial image corresponds to the observation of a sensor. The problem is
to estimate the unknown class in a distributed fashion.
Note that our goal is not to present a new method for multi-
view face recognition, but rather to use this application as a
showcase in order to illustrate the feasibility and the behavior
of our distributed classification algorithm.
In the construction of the sensor networks, we use the ran-
dom geographic graph model [17]. According to this model,
we randomly distribute m sensor nodes on a 2-dimensional
unit area. Two nodes are adjacent if their Euclidean distance
is smaller than ǫ =
√
logm
m , which ensures connectedness with
high probability. We also assign weights on the edges of the
sensor network graph. We provide more information about the
weights in the sequel in Section V-C.
In all algorithms we use Gaussian weights defined as
Hij =
{
exp(− ‖xi−xj‖22σ2 ) when (i, j) ∈ E ,
0 otherwise,
(14)
where each xi corresponds to a raw facial image represented
as a high-dimensional vector in Rd. The parameter σ in the
above equation is set equal to half of the median of pairwise
distances obtained from a large (random) sample of points.
Finally, we set the number of nearest neighbors k to 3 in all
methods.
We consider the case of a vision sensor network, such as the
one shown in Fig. 1, where the face of a subject is captured by
different cameras organized in an ad-hoc network. Each ob-
servation in this case represents a facial image captured under
different viewing angles. Observe again that all observations
belong to the same class and the problem resides in estimating
the unknown class i.e., recognizing the subject.
We used the UMIST database [18] in our simulations. The
UMIST database contains 20 people under different poses. The
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Fig. 7. Difference in performance between MASC and its distributed version versus the number of training samples (per class).
number of different views per subject varies from 19 to 48.
Fig. 5 illustrates a sample subject from the UMIST database
along with its first 20 views. Fig. 6 illustrates a snapshot of
the simulated network. The facial image next to each sensor
corresponds to its own observation. In order to simulate a
generic scenario, we assign randomly the different face poses
among the sensors.
B. Classification Performance
In the first experiment we will investigate the classification
performances of all methods: distributed MASC, distributed
k-NN + majority voting, centralized MASC and centralized
Label Propagation (LP). We assume that the distributed av-
erage consensus in Line 11 of Algorithm 1 has converged to
the asymptotic solution. In other words, we assume that the
distributed summation is exact. The purpose of this experiment
is to investigate whether the distributed algorithm suffers
any loss in performance due to the partial information and
what are the factors that influence this phenomenon. We
set µ = 0.1 in LP that worked best in this data set. We
investigate the behavior of all methods, when the number
of multiple observations m varies from 4 to 10 with step 2.
For each particular value of m, we measure the classification
error rate for different sizes of training set. In particular, we
increase gradually the number of training examples per class
and measure the average classification error rate over 100
random experiments. Each random experiment corresponds to
a random split of the data set into training (labelled) and test
(unlabelled) sets. We do many random experiments in order
to avoid any bias in the measured classification performances,
due to a particular realization of the labeled and unlabeled
data sets.
Figs 7(a)-7(d) show the obtained results for different number
m of multiple observations, when the number of training
examples per class increases from 4 to 8 with step 1. First,
we see that distributed MASC outperforms the distributed
baseline scheme of k-NN followed by majority voting as well
as the (centralized) LP, which does not exploit the fact that all
observations belong to the same class.
Second, we observe that there is a small loss in performance
of distributed MASC with respect to its centralized counter-
part. To see why this happens, it is important to realize that the
k-NN graph in the distributed case is different than the graph
in the centralized case. This is due to the fact that the multiple
observations are collected distributively. Hence, the neighbors
of an observation x(u) can be selected only among the labelled
Copyright (c) 2010 IEEE. Personal use is permitted. For any other purposes, Permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.
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Fig. 8. Classification performance versus number of multiple observations, for both methods. Each curve corresponds to different number of training samples
per class.
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Fig. 9. Average classification error rate vs consensus iterations, for different weight matrices.
examples, whereas in the centralized case they may be selected
among all (labelled and unlabelled) examples. This is the main
reason for the difference in performance in Fig. 7, which is
more pronounced when the training set is small. However,
it is exactly this difference in the construction of the k-NN
graph that allows for the distributed MASC algorithm to have
much lower computational cost than that of centralized MASC.
Essentially, this is the main characteristic that makes it efficient
and feasible in distributed settings. However, this comes at the
cost of a small performance loss, which however reduces when
the training set is sufficiently large.
Fig. 8 illustrates the same results as Fig. 7 in a different
way. In particular, it illustrates the behavior of classification
performances of both MASC methods with respect to the
number of multiple observations, when the size of the training
set is fixed. The number of multiple observations m varies
from 4 to 10 with step 2. Each curve corresponds to a
fixed number of training samples per class, denoted by p.
Unsurprisingly, we observe that an increase in the number of
observations tends to improve the classification performance
in both algorithms.
C. Consensus Performance
In the previous experiment, we assumed that the distributed
summation in Line 11 of Algorithm 1 is exact. In this experi-
ment we drop this assumption and we investigate the effect of
employing distributed consensus for the computation of this
sum. Note that our goal in this particular experiment is to study
the effect of consensus on the classification performances. For
this reason, we use the same k-NN graph of distributed MASC
in its centralized counterpart. This way, the performance
difference of the two algorithms is only due to the summation
part.
First, we split randomly the data set into training and test
sets, by including two examples per class in the labelled set
X(l) and the rest is assigned to the test set. We form m = 10
multiple observations, which are drawn randomly from the test
set, and we use k = 1 in the construction of the k-NN graph.
Fig. 9 shows the average classification error rate (over 500
random experiments) measured on a certain sensor, say the
first one, when the number of iterations in distributed consen-
sus varies from 1 to 100 with step 5. Each random experiment
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in this case corresponds to a random realization of the labelled
and unlabelled data sets, as well as random generation of the
underlying sensor network. We use two different weights from
the literature[13], namely the Maximum-degree weights:
W (i, j) =


1
n , (i, j) ∈ Es
1− d(i)n , i = j
0 otherwise,
(15)
and the Metropolis weights:
W (i, j) =


1
1+max{d(i),d(j)} , (i, j) ∈ Es
1−∑(i,j)∈EW (i, k), i = j
0 otherwise,
(16)
where d(i) denotes the degree of the ith node. The weights
above are known to satisfy condition (13) and therefore lead
the iteration zt+1 = Wzt to asymptotic convergence to the
average z¯0 = 1m
∑m
i=1 z0(i). Observe that fairly few iterations,
namely between 30 and 40, provide sufficient accuracy in the
computation of the distributed sum, in order to offer similar
performance as the centralized MASC algorithm.
VI. RELATED WORK
In this section, we provide a more detailed exposition of the
related work in the field. We start with consensus algorithms
for various distributed problems in vision sensor networks
and then we discuss distributed classification, first in general
settings and then in relation to distributed consensus.
A. Consensus algorithms for vision sensor network problems
The methods that we are going to discuss below are not
directly related to the algorithm proposed in this paper as they
address different problems. However, we believe that it is ad-
vantageous to mention them as they are all based on distributed
consensus, which further emphasizes the importance of the
latter as a powerful tool for distributed information processing
in vision sensor networks.
Distributed consensus [12], [13], [19], [20], [21] has re-
cently become an important computational tool for multimedia
data analysis and various aggregation tasks in ad-hoc sensor
networks. In general, the main goal of distributed consensus is
to reach a global solution iteratively in ad-hoc networks using
only local computation and communication, while staying
robust to changes in the network topology.
The authors in [22] propose a message-passing version of
the Kalman-Consensus Filter (KCF) [23] for target tracking in
sensor networks with a limited sensing range. The proposed
algorithm reaches a consensus on estimates obtained by local
Kalman filters in a hybrid architecture formed by a fusion
center and a peer-to-peer network. Recently, this distributed
tracking algorithm has been applied in [24] for tracking
multiple targets in a self-configuring camera network.
The authors in [25], [6] have generalized the Euclidean
distributed consensus algorithm to non-Euclidean manifolds.
In particular, they have considered SE(3), which is the group of
rigid-body transformations consisting of rotations in SO(3) and
translations. They have applied their algorithm to distributed
object pose estimation [25] as well as distributed face pose
estimation [6]. A different approach is proposed in [26] for ob-
ject pose averaging in distributed camera networks. It mainly
differs from the approach above in that it includes a rigidity
penalty term to distributed consensus, which penalizes the
estimates that deviate from the model. Therefore, it bypasses
the need for special handling of rotations.
B. Distributed classification
The authors in [9] propose a distributed multi-target classi-
fication algorithm for sensor networks. The authors formulate
the classification problem as a multiple hypothesis testing
problem and propose a decision fusion methodology by aggre-
gating local classifier decisions to a fusion center. Since the
number of hypothesis grows exponentially with the number
of targets, the authors propose a sub-optimal approach of
partitioning the hypothesis space.
A parallel active-set algorithm was proposed in [27] for
distributed Support Vector Machines (SVM) training. The
authors propose a relaxation to the dual of the SVM training
optimization problem, which further permits the partition of
the (relaxed) problem into subproblems that can be solved by
Lagrangian decomposition and gradient projection. Despite the
general scope of the proposed algorithm, the main focus has
been on its computational efficiency, rather on its feasibility
and implementation aspects in the context of wireless sensor
networks.
The overview article [28] discusses the problem of dis-
tributed classification with non-parametric kernel methods
[29], where the goal is to learn a global classification function
from distributed data in wireless sensor networks. The method
proposed in this work is fundamentally different from the
methods discussed in [28] in that it tries to predict directly the
single unknown class label based on the multiple observations,
rather than trying to learn the classification function itself.
The reader is referred to [28] and references therein, for more
details on the related methods for nonparametric distributed
learning.
Finally, we mention that there are approaches that address
the problem by distributed feature extraction followed by
(centralized) classification at the fusion center. For instance,
Yang et. al. in [30] propose a distributed scheme for segmen-
tation and classification of human actions using a network of
wearable motion sensors. It is assumed that sensors are able
to transmit local feature vectors to a central computer, where
the global classification is performed.
C. Consensus-based distributed classification
Consensus-based methods for distributed classification in
ad-hoc sensor networks have recently started to emerge. The
authors in [5] propose two consensus algorithms for distributed
SVM training for binary classification. The main idea of the
first algorithm is to exchange support vectors between adjacent
sensor nodes until consensus on the separating hyperplane has
been reached. However, it was shown that it results in a sub-
optimal solution. The second proposed algorithm computes
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the optimal solution, at the price of increased communication
though.
Another distributed SVM algorithm has been recently pro-
posed in [31] that avoids the communication of support vectors
between adjacent sensor nodes. The main idea is to cast the
SVM optimization problem as the solution of several local
convex optimization subproblems solved at each sensor, which
are coupled by consensus constraints imposed on the classifier
parameters (i.e., hyperplane and bias). The resulting problem
is solved using the alternating direction method of multipliers
[12] involving only node-to-node message exchanges. The
generalization of the distributed algorithm to nonlinear SVMs
is discussed in [32].
The above approaches are conceptually the closest to the
method proposed in this work under the same perspective of
being consensus-based. However, a few things should be kept
in mind. First, SVMs are binary classifiers and, to the best
of our knowledge, their multi-class extension to distributed
settings has not been studied yet. On the contrary, our method
inherently operates on multi-class problems. Second, the above
methods, unlike our algorithm, have not been explicitly de-
signed for the problem of multiple observations classification
considered in this paper. Applying such methods directly
on multiple observations will most likely result into several
different estimated class labels available at each sensor and
one is confronted then with the problem of fusing them in
order to reach a single consensus decision. This is due to the
fact that consensus is imposed on the classifier parameters and
not on the estimated class label, as done by our method.
VII. CONCLUSIONS
We studied the problem of classification of multiple obser-
vations in the scenario where the observations are collected
distributively. We showed that distributed classification in
ad-hoc sensor networks can be effectively performed using
distributed consensus. In particular, we proposed a distributed
graph-based algorithm that aggregates information from all
observations across the network and leads to a consensus
classification decision among the sensors. We have illustrated
its performance in the context of distributed multi-view face
recognition. The simulation results have shown that, when the
training set is sufficiently large, the classification decision of
the distributed algorithm is equivalent to that of the centralized
algorithm. Furthermore, the convergence of the distributed
classification algorithm is very fast thanks to the effective
consensus strategy.
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