Abstract. To analyze the standard intertwining operators for induced representations of a reductive group, one is naturally led to study certain integrals over the corresponding unipotent radical N . A Levi component M acts on N by the adjoint action, and so we may decompose the integral according to the Ad(M )-orbits. We treat unitary and classical cases in which M is the product G × H of two groups related by the norm correspondence of Kottwitz-Shelstad. The result is a Weyl integration-type formula for the integral over N . Our expression for the functional illuminates the interaction between the matched conjugacy classes of G and H. This is part of an ongoing project to relate the poles of these operators to twisted endoscopy.
Introduction
LetG be a unitary or classical group over a local field F of characteristic 0, and P = M N a maximal parabolic subgroup. Here N is the unipotent radical of P , and M is its Levi component. Then M may be written as a product of groups G × H, with G a general linear group, and H a reductive group of the same kind asG. In this paper we study the case in which G and H naturally act on vector spaces of the same dimension (in other words they are viewed as groups of matrices of the same size). Through an isomorphism between these vector spaces, we may view H as a subgroup of G. The purpose of this paper is to decompose the Haar measure dn on N , or more directly the Ad(M )-measure d m n on N , via a "norm correspondence", parametrizing these orbits by regular semisimple elements in H. Up to measure 0, there is an equality Here T runs over the conjugacy classes of maximal tori of H. By T r we denote suitably regular elements of T . We have written n(γ) for an element of N constructed from γ; the reader will find it written out in matrix form in Section 4. In fact, the stabilizer of n(γ) is the diagonal embedding T ∆ of T in M . Moreover the union over T is disjoint. Upon computing the Jacobian of this change of variables, we obtain our key results. 
Here D is the usual discriminant in H, and D θ is the twisted discriminant via a suitable involution θ. We write W H (T ) for the Weyl group of T in H. The sign ± is '+' in the odd orthogonal case, and '−' in all other cases.
Our methods also apply to the case whenG and H are unitary; in this case we have: M/T∆ f (Ad(g × h)n(γ)) dm dt ∆ dγ.
Here det F denotes the determinant of γ − 1 as an F -linear map, and is the rank of H.
We have written this paper to further the work of , [6] , [7] ), a study of the residues of intertwining operators of induced representations. Such intertwining operators are defined through an integral over N . The essential elements of the eponymous formula may be found there, and those papers also treat the cases when the sizes of G and H do not agree. In particular our n(γ) is a case of a section of the norm correspondence from [8] .
Our result relies on two main points, which we believe are new. One point is that the map γ → n(γ), which is found in the papers of Goldberg-Shahidi, gives the only (generic) section of the norm correspondence in the equal-sized case. This is what allows us to parametrize the set of orbits so simply, rather than as a more difficult sum. We do not treat the considerably more difficult case of the non-generic fibres, as are dealt with in [10] and in [6] .
The second point is the calculation of the Jacobian in this paper amends the calculation in [5] . (The Jacobian calculated in [5] was done only for the Lie algebra.) This correction was discovered through a desire to rewrite the residues as certain character identities, after applying the endoscopic theory of transfer. This is work in progress, but the present paper bolsters this approach. The work in the case of quasisplit SO(6) presented in [11] shows how our residue calculations can be interpreted by means of this theory in a precise manner using only local tools, something which has been predicted by other means (L-functions) whose origins are not local and generally unavailable. Indeed, the local approach discussed here and elsewhere in the work of Shahidi was meant to define these objects inductively through the poles of intertwining operators.
This paper fits into a new program of Cogdell and Shahidi [4] , that of computing generalized Bessel functions. We have decomposed a measure on the space of orbits of N , a homogeneous space, and this measure is an important instance of the generalized functionals considered in this program.
In Section 2 we set up notation. We rewrite some of the language of [5] in coordinate-free language, using linear transformations rather than matrices. We also specify the myriad choices of Haar measure, based on the reader's choice of measures on G, H, and maximal tori T of H.
In Section 3 we set up a correspondence between elements of N and elements of H, and in particular define the section n(h). This may be written out simply with matrices; this is done in Section 4. In Section 5 we investigate the fibres of this correspondence. We believe Proposition 4 is new; it will be important in the next section.
In Section 6 we introduce the important map
Here T reg,−1 denotes the regular elements γ ∈ T for which γ − 1 is invertible. (A slight variant is used in the case of H odd orthogonal.)
The main result of this section, Proposition 5, is that the union of the images of the X T has full measure in N . This means that the old "sum over sections of the norm correspondence" is a singleton in this case. In Section 7 we compute the Jacobian of X T , in terms of a function δ of T reg . We were inspired by the classic Jacobian computation for the Weyl integration formula found in [3] . In Sections 8 and 9 we rewrite δ in terms of discriminant factors.
Finally in Section 10 we apply the results of this paper to the theory of intertwining operators for classical groups in the p-adic case.
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Preliminaries and Notation
Let F be a local field of characteristic 0. This includes the real numbers R, the p-adic numbers Q p , and finite extensions.
2.1. Group Theory. We consider two slightly different set-ups, depending on whether we wish for G to be an orthogonal/symplectic group or a unitary group.
For the orthogonal/symplectic group, let V be a finite-dimensional vector space over F with a nondegenerate inner product Φ. Assume that Φ is either symmetric or antisymmetric.
If we are studying a unitary group, let E be a quadratic extension of F . Let V be a finitedimensional vector space over E with a nondegenerate inner product Φ. Assume that Φ is Hermitian with respect to the non-trivial F -automorphism of E. In this paper when we speak of dimensions of vector spaces, we will mean the dimension as F -spaces. The various linear transformations will be viewed as F -linear transformations, for example when computing determinants.
WriteG =G(Φ) for the isometries of Φ, that is
Let W be a totally isotropic r-dimensional subspace of V . We then have the flag
Write P = P F for the stabilizer of this flag inG; that is
Write N for the unipotent radical of P ; that is the set of n ∈ P so that n restricts to the identity on the three spaces W , W • /W , and V /W
• . To specify a Levi component of P , pick an r-dimensional totally isotropic subspace W of V so that W + W is direct and nonisotropic. Let X = (W + W )
• . Then V is an orthogonal direct sum of X and W + W . Then let M be the common stabilizer of the vector spaces W, X, and W inG. Then M is a Levi component of P , so that P = M N . Write Φ X for the restriction of Φ to X; it is nondegenerate (see, for example, [1] ).
Let m ∈ M and suppose that m acts on W, X, and W via linear maps g, h, and g respectively. Then the condition that m preserves Φ implies that h ∈ H and g = (g * ) −1 . Here g * : W → W is the adjoint to g defined by Φ(g * (w ), w) = Φ(w , g(w)), for w ∈ W and w ∈ W . Thus M is isomorphic to G × H, where G = GL(W ). Let n ∈ N . Then n(w) = w for w ∈ W and there are linear maps
• If w ∈ W then n(w ) = w + ξ (w ) + η(w ). The condition that n be inG is equivalent to the two conditions i) ξ
Here ξ * : W → X denotes the adjoint to ξ defined by
for x ∈ X and w ∈ W . Also η * : W → W denotes the adjoint to η defined by
for w ∈ W and w ∈ W . In particular, ξ is determined by ξ. Since n is determined by ξ and η we may write n = n(ξ, η). Then the condition that n ∈G may be written simply as
We have n(ξ 1 , η 1 )n(ξ 2 , η 2 ) = n(ξ 1 +ξ 2 , η 1 +η 2 −ξ 1 ξ * 2 ) and n(ξ, η) −1 = n(−ξ, −η −ξξ * ). Suppose that m ∈ M corresponds to g × h, and n = n(ξ, η) ∈ N . Then Ad(m)(n) = mnm −1 = n(gξh −1 , gηg * ). We will investigate orbits and stabilizers under this action.
For the rest of this paper we make the vital assumption that dim X = dim W = r.
2.2. Differential Theory. We will follow the time-honored convention of using the Fraktur analogues of the Latin font to denote the Lie algebra of a given group. Thus we write g, h, n, etc. for the Lie algebras of G, H, N , etc. Let u ∈ n. Then u(w) = 0 for w ∈ W and there are linear maps
The condition that u be in n is equivalent to the two conditions
As before this means we may write a given u ∈ n as u(A, B), where the condition is simply that B be skew-Hermitian on W . Note that Ad(g × h)u(A, B) = u(gAh −1 , gBg * ).
Proof. We have | det(Ad(g ×h); n)| = χ(g ×h) for some character χ : G×H → R >0 . In fact, χ(g ×h) is some power of | det(g)|, which we may compute by putting
The result follows, since det(gηg
In this paper, we will make use of differential forms on an F -group. For the reader's convenience we recall this theory.
Definition 2. Let X be an F -manifold of dimension n. For a point p ∈ X, write T p X for the tangent space to X at p. Write Alt n (T p X) for the space of alternating forms on n-tuples of vectors in T p X. A differential form ω on X is a smooth choice of alternating forms ω(p) ∈ Alt n (T p X) for each point p ∈ X.
If u 1 , . . . , u n are coordinates on an open subset U of X, then there is a smooth function f on U so that ω| U corresponds to the form f du 1 ∧ · · · ∧ du n . Then a measure |ω| on X may be assembled by combining |f | with the product of Haar measures on the additive group of F via the u i . (For details see [2] .) In this case |ω| is called the measure associated to ω. It is independent of the choice of coordinates. If G is an Lie group over F , this gives a one-to-one correspondence between left-invariant differential forms ω G on G and (left) Haar measures dg = |ω G | on G.
Suppose Y is another F -manifold of dimension n. If h : Y → X is smooth, and ω is a differential form on X of top degree, then a pullback form h * (ω) on Y is defined by the equation
Recall the following result of differential topology.
Suppose that dh does not vanish at any point of Y , and that the preimage of each point of X has precisely d points. Then we have the identity
We recall the following definition from [3] , Chapter IX, Section 6, Number 1.
be an exact sequence of vector spaces, of dimensions s, s + t, and t, respectively. Let α ∈ Alt t (U ) and α ∈ Alt s (U ). Then there is an alternating form α ∩ α ∈ Alt s+t (U ), which is characterized by the following property. If v ∈ U t and v ∈ (U ) s , then
In this section we assume that we are given an isomorphism ξ :
. The image of this map we denote by H ∆ (resp. h ∆ ). One always needs to make various normalizations of Haar measures when discussing integration formulas. In this section we expound on these choices. We will suppose as given a maximal torus T of H, and choices of Haar measure dg on G, dh on H, and dγ on T . As above these correspond to left-invariant differential forms ω G , ω H , and ω T on these groups. For simplicity we identify these forms ω with the alternating forms ω(1) at the identity. We obtain a differential form ωξ H (resp.
Generally, if S and S are algebraic groups with S ⊂ S and differential forms ω S and ω S in place, we define ω S/S so that ω S = ω S/S ∩ ω S . Thus we obtain ω H/T , ω G/ ξ H , ω M/H∆ , and ω M/T∆ .
using Definition 3. Here i 2 (B) = (0, B).
To see this, note that we may assume C 1 , . . . , C Q span h. Then we have
and (2.2) follows. Breaking down ω G along the subgroup ξ H of G, we obtain
On the other hand we have
The lemma follows.
Finally, we fix our form ω N on N .
Definition 5. Write ϕ : g ⊕ h → n for the isomorphism of vector spaces given by
Define ω N so that
Norm Correspondence
Definition 6. Suppose that (ξ, η) satisfy condition (2.1), and that ξ and η are isomorphisms. Let Norm(ξ, η) : X → X be the linear transformation given by
then the pair (gξ, gηg * ) also satisfies condition (2.1), and
iii) Suppose that (ξ 1 , η) also satisfies condition (2.1). Then there is an h ∈ H so that Norm(
Proof. For i), it is straightforward to compute that Norm(ξ, η) Norm(ξ, η) * = 1. Part ii) is immediate. For part iii), the hypothesis implies that ξξ
This h does the trick.
Definition 7.
Write Y for the set of isomorphisms η : W → W for which there exists an isomorphism ξ : X → W so that (ξ, η) satisfies condition (2.1).
In other words, Y is closed under the action of G. This follows from Lemma 2(ii).
where ξ : X → W is any map satisfying the criteria of Lemma 7.
The fact that N is well-defined follows from the lemmas above.
Here is a way to produce elements n(ξ, η) satisfying condition (2.1).
Definition 9. Let ξ : X → W and h ∈ H with h − 1 invertible. Set
We gather together a few simple properties of η(h):
Lemma 4. With η(h) defined as above we have:
The first property simply says that n(h) ∈ N , and the last property shows that h is in the image of Norm. We therefore view η(h) as a section of the norm map.
Matrices
We have chosen to write most of this paper in the language of linear transformations rather than matrices. This was done for several reasons. It allowed us to treat the various cases of classical and unitary groups fairly uniformly, without bothering with coordinates and J's. Moreover, we found that constraining ourselves to match up domains and targets led us more directly to the proofs. However one must eventually succumb to tradition, so in this section we begin the translation of this paper into the usual formulation with matrices, picking commonly used forms. We will continue this process in Section 9.
4.1. Orthogonal Case. Pick (ordered) bases e 1 , . . . , e r of W and e 1 , . . . , e r of W with Φ(e i , e j ) = δ ij . Pick a basis f 1 , . . . , f r of X, and define ξ : X → W by ξ(f i ) = e i . Write J for the matrix of the form Φ X with respect to this basis. Write J + for the r × r symmetric matrix
Then the matrix of the form Φ with respect to the basis e 1 , . . . , e r , f 1 , . . . , f r , e r , . . . , e 1 of V is
Moreover, identifying h with its matrix relative to f 1 , . . . , f r we may write
relative to this basis of V .
Symplectic Case.
In this case r is even. Pick bases e 1 , . . . , e r of W and e 1 , . . . , e r of W with Φ(e i , e j ) = (−1) j δ ij . Write J − for the r × r antisymmetric matrix
Pick a basis f 1 , . . . , f r of X so that J − is the matrix of Φ X with respect to this basis. Define
As above we may write 
This is the domain of η(·) and n(·). Note that −1 ∈ H −1 , and therefore this set is nonempty.
Proposition 3. We have {Norm(ξ, η) | n(ξ, η) ∈ N with ξ, η invertible} = H −1 .
Proof. This follows from the definition of Norm(ξ, η) and part ii) of Lemma 4. 5.2. The map ν. We fix again an isomorphism ξ : X → W .
This is immediate.
Proof. We have
Using Lemma 4 this reduces to simply g = ξ (aa * ) as desired.
The advantage of studying ν is the following relation between the fibres of ν and the fibres of N .
Lemma 6. Suppose that η 1 , η 2 ∈ Y , and that
Proof. For i = 1, 2, pick invertible maps ξ i satisfying condition (2.1) with η i . Let γ i = Norm(ξ i , η i ). The hypothesis implies that there is an h ∈ H so that γ 2 = hγ 1 h −1 . By the first part of Lemma 5, we have
; then a calculation shows that ν(η 1 ) = ν(η 3 ).
The map X: Group Theory
Fix an isomorphism ξ : X → W .
Definition 12. Let T be a maximal torus in H. Let T ±1 = T ∩ H ±1 and T reg,±1 be the set of elements γ ∈ T ±1 which are regular in T . Write T ∆ for the subgroup of M given by
Write [T reg,±1 ] for the set of conjugacy classes in H which meet T reg,±1 . Let
Then T reg,±1 is open in T and N r is open in N . Since n(ξ, − 1 2 ξξ * ) ∈ N r , this subset is nonempty and therefore dense in N . 6.1. Case where H is not odd orthogonal. Since −1 = −1 X ∈ T −1 , this subset is nonempty and thus dense in T ; it follows that T reg,−1 is also nonempty and dense in T .
Definition 13. Let N T be the subset
When the choice of T is clear from context, we may simply write X for X T .
Proposition 5. X T is surjective.
Proof. Let n = n(ξ 0 , η 0 ) ∈ N T , and say N ([η 0 ]) = [γ], with γ ∈ T reg,−1 . In particular, γ − 1 is invertible. So we may write γ = h −1 Norm(ξ 0 , η 0 )h = Norm(ξ, η(γ)), for some h ∈ H. By Lemma 6, there is a g 1 ∈ G so that ν(η(γ)) = ν(η 1 ), where
, for some ξ 1 .
We may now put η 1 = η(γ)g * for some g ∈ G, and ξ 1 = ξa for a ∈ GL(X). By Proposition 4, we have that g = ξ (aa * ). Also note that
By Lemma 2 (ii), and Equation (6.1), it follows that Norm(ξ 1 , η 1 ) = Norm(ξ 0 , η 0 ) = hγh −1 . But a calculation shows that Norm(ξa, η(γ)g * ) = a −1 γa, and it follows that ah centralizes γ. Using this fact and Equation (6.2), we compute that
Unwinding the definitions gives n(ξ 1 , η 1 ) = X T ( ξ (ah) × h, γ) and
Definition 14. If T is a torus in H, write W H (T ) = N H (T )/T .
Proposition 6. X T is a finite map. More precisely, the fibre containing an element
Proof. One should check that these elements are indeed in the fibre; this is straightforward. Suppose that g 1 ξh
We obtain from this that xξh
, and in particular that
, and since the γ are regular we must have w ∈ N H (T ), as desired.
6.2.
Case where H is odd orthogonal. Since 1 ∈ T 1 , as before T reg,1 is dense in T .
Here are some modifications that can be made in the odd orthogonal case.
Definition 15. Let N T be the subset
Proposition 7. In this case X T is surjective, and the fibre containing an element
Proof. The proofs above are easily modified.
The Map X: Differential Theory
The subset N T is nonempty and open in N (in the classical topology). The union of the conjugates of the T r = T reg,±1 , as T runs over conjugacy classes of maximal tori in H, is an open set of full measure in H
• . Therefore the union of the N T is open and of full measure in N .
Proposition 8. Let T be a maximal torus in H, f ∈ C c (N ), and d m n an Ad(M )-invariant measure on N . Then
Proof. This follows from Propositions 2, 5, and 6. (Use Proposition 7 for the odd orthogonal case.)
The sum is taken over conjugacy classes of maximal tori in H.
Proof. This follows from the fact that the disjoint union of the sets N T is open and dense in N .
Definition 16. Fix a Haar measure dn on N and associated differential form ω N on N . Let υ : W → W be given by υ = (ξξ
Write Ω N for the Ad(M )-invariant differential form associated to this measure.
For any multivector u ∈ n dim n we have
We will compute the form X *
Remark: In the Goldberg-Shahidi papers, a different choice of υ is made, and so their choice of measure differs from ours by a scalar in some cases. In fact, they have used the map υ of Section 9 below. By Lemma 7 below, their measure in the orthogonal case is the product of ours with | det(J)| r− 1 2 in the orthogonal case. Since | det(J − )| = 1 our measures agree in the symplectic case.
7.1. The Differential, H not odd orthogonal. We compute dX T at the basepoint (1 × 1, γ) ∈ (M/T ∆ ) × T reg,−1 . Using the classic differential notation we put g = 1 + A, h = 1 + B, and γ 1 = γ(1 + Z), for A ∈ g, B ∈ h, and Z ∈ t. Approximating to first order near our basepoint, we have
Here we use the notation u(A, B) to denote the map from V to itself which is 0 on W , A on X, and B − A * on W .
It follows that
We are not in the tangent space to N at the identity, so we transport this back to n via
The Differential, H of type (B). Modifying the above results gives
7.3. Pullback Formula, Case H not odd orthogonal.
Definition 17. Given γ ∈ T −1 , let
It is easy to check that c(γ) ∈ h. Since it commutes with γ (for regular γ) it is also in t.
Similarly one sees that if Z ∈ t, then
Definition 18. Let γ ∈ T −1 . Write β : h/t → h/t for the transformation given by
Write ζ : t → t for the transformation given by
By (7.1) we have
Generally, if α and β are differential forms on M/T ∆ and T r , respectively, denote simply by α ∧ β the form pr * 1 α ∧ pr * 2 β on (M/T ∆ ) × T r , where pr i is the projection to the ith coordinate. (Following [3] .) Proposition 10. We have
Since we are dealing with differential forms of top degree, there is a function δ(g × h, γ) on (M/T ∆ ) × T r so that
Since X(g ×h, γ) = Ad(g ×h)X(1×1, γ), Ω N is Ad(M )-invariant, and ω M/T∆ is left M -invariant, we have δ(g × h, γ) = δ (1 × 1, γ) . It therefore suffices to show that δ(1 × 1, γ) = δ(γ) as defined above. Thus we compute both sides of (7.4) at points ( 
By definition this is equal to
By Equations (7.3) and (7.2), this is equal to
By equation (2.3), this is equal to
It is easy to see that (γ − 1)
. Therefore the expression (7.5) is equal to
Using Lemma 1 this is
It follows that expression (7.6) is equal to
On the other hand, let us input the same multivector into ω M/T∆ ∧ δω T . We have
Using the standard decomposition ω M/T∆ = ω M/H∆ ∩ ω H∆/T∆ , the above is equal to
By Corollary 1 this is
Since this is equal to (7.7), it follows that X *
T Ω N = ω M/T∆ ∧ δω T , as desired.
7.4. Pullback Formula, H odd orthogonal. Here is how one may modify the formulas of the previous section:
Definition 19. Let γ ∈ T 1 . Write β : h/t → h/t for the transformation given by
Note that δ − (γ) = δ(−γ). We obtain as above the following proposition.
Proposition 11. We have
Write G(X) for the group GL(X), and g(X) for its Lie algebra. Let θ :
Here, g(X) θ,x = {A ∈ g(X) | Ax = xdθ(A)}.
In fact g(X) θ,x is the Lie algebra of the group G(X) θ,x = {g ∈ G(X) | gx = xθ(g)}. Let us take a moment to compute g(X) θ,x in the case that x = (γ ± 1) −1 .
Proposition 12. Let T be a maximal torus in H. i) Let γ ∈ T reg,−1 and
Here the superscript
• denotes the connected component.
Proof. We prove the first part; the second is similar. It is straightforward to check that T ⊆ G(X)
, and note that ν(
Applying ν to both sides of this equation gives gγg −1 = γ, thus g commutes with γ and also with x = (γ − 1) −1 . Then by cancelling the appearances of x in Equation (8.1), we obtain that g ∈ H. It then follows that g ∈ H
• . So g is in the centralizer H
Corollary 2. It follows that in both cases, g(X) θ,x = t. Proof. We give the proof when H is not odd orthogonal. The odd orthogonal case is similar. Let α be a root of T in H. One computes that for B ∈ h α and γ ∈ T −1 we have
Since γ commutes with (γ − 1) −1 , the transformation (γ − 1)
and therefore we have
it is generally true as in Proposition 9 that
The result follows.
This is as far as we will go with unitary groups. To wrap up the unitary case:
Proof. This follows from Propositions 9, 10, and 13. Note that dim F H = r 2 4 when r = dim F X.
Proposition 14. Assume H is classical. When H is not odd orthogonal we have
When H is odd orthogonal we have
Proof. In the course of this proof, we freely use notation from Section 4. We may pick the split forms of J and T since this calculation may be done over the algebraic closure of F . Symplectic Case: Let = r 2 . We have
with this notation. We also have
We have dθ(X) = J − X t J − . For i, j ∈ − , . . . , −1, 1, . . . , write E i,j for the matrix whose only nonzero entry is a 1 in the (i, j) entry. (For negative integers −k use r + 1 − k.) With this convention we have Ad(
Note that g i,−i is one-dimensional. Thus Ad(x) • dθ preserves g i,j for all i, j. Set
In fact,
We may similarly decompose D(γ). Let
We have D(i, j) = a i a
Even Orthogonal Case: We have
We have H = O(J). Assume that J = J + and that T is the diagonal torus. We use the same formulas for γ and (γ − 1) −1 as in the symplectic case. We have dθ(X) = J −1 X t J, so that dθ(E i,j ) = −E −j,−i . Moreover, Ad(x)E i,j = (a i − 1) −1 (a j − 1)E i,j . Defining g i,j and D θ (i, j) exactly as before, we have
Let h i,j = Span{E i,j − E −j,−i }, and define D(i, j) as before. Note that this time h i,−i = {0}. Now the calculation becomes
as desired. The odd orthogonal case is similar to the even orthogonal case.
in the symplectic and even orthogonal cases, and
in the odd orthogonal case.
Theorem 2. Let f ∈ C c (N ), and d m n the measure of Definition 16. Then
in in the symplectic and even orthogonal cases, and
As usual, T runs over conjugacy classes of tori in H.
Proof. This follows from Proposition 9 and Corollary 3.
Rewriting D θ
We continue in this section with more explicit matrices to enable the reader to adapt these results in the orthogonal and symplectic cases. The matrices of the linear transformations referred to in this section will all be with respect to the bases specified in Section 4. 9.1. Orthogonal Case. Write υ : W → W for the transformation defined by υ(e i ) = e i . Note that υ is self-adjoint. This allows us to define an antiinvolution τ : G → G via
One checks that the matrix of τ (g) is the transpose of the matrix of g. In [5] , one considers the involution ε : G → G given by
where w r : W → W corresponds to the permutation matrix comprised of ones down the antidiagonal.
Proof. It is straightforward to check that
and it follows that, generally for x ∈ G(X), we have
The proposition follows.
Lemma 7. The matrix of the transformation ξξ * υ is J −1 .
Proof. One checks that Φ((ξξ
and therefore the matrix of (ξξ
Corollary 4. We may write D θ ((γ ± 1)
Here we view the argument of D ε as a matrix in GL r (F ) via the given choice of basis (and using ξ for (γ − 1) −1 ).
9.2. Symplectic Case. Again write υ : W → W for the transformation defined by υ(e i ) = e i . Note that υ * = −υ. We again have an antiinvolution τ : G → G via τ (g) = υ −1 g * υ whose matrix is the transpose of the matrix of g. In [5] , one considers the involution ε : G → G given by ε(g) = u Proposition 16. The matrix of the ξξ * υ is J − , and
Proof. This follows as in the orthogonal case.
Corollary 5. We may write D θ ((γ − 1) −1 ) = D ε ((γ − 1) −1 ).
Again we view the argument of D ε as a matrix in GL r (F ).
Application to Intertwining Operators
The integration formula in this paper is a crucial ingredient in an ongoing project: computing the residues of intertwining operators on induced representations from P to G. In this section we would like to give a brief sketch of the context, and then the improved expression for the residues. We restrict to p-adic fields F . Write q for the order of the residue field of F .
The history of this project includes ( [9] , [5] , [6] , [7] ) which treat the quasisplit classical groups. One may go to these sources for full details. One takes a self-dual supercuspidal unitary representation (π H , V H ) of H. For a complex number s ∈ C with Re(s) > 0, we have the induced representations I(s, π G ⊗ π H ) = IndG P (π G ⊗ | det | s ⊗ π H ⊗ 1 N ) ofG. One has an intertwining operator A = A(s, π G ⊗ π H ) on I(s, π G ⊗ π H ) given by the formula
for a certain Weyl group element w 0 . It is known that the integral over N converges for Re(s) > 0, and we are interested in the residue at s = 0. To get complex-valued functions of s from this set-up, they choose a section of functions f = f s ∈ I(s, π G ⊗ π H ) assembled from some choice of vectors v G ∈ V G , v H ∈ V H , and an open compact subset L of M r (F ). One also chooses linear functionalsṽ G andṽ H in the dual spacesṼ G andṼ H , respectively. These choices of vectors and linear functionals give matrix coefficients ψ(g) = (ṽ G , π G (g)v G ) of G and f H (h) = (ṽ H , π H (h)v H ) of H. Denote the central character of π G by ω. Choose a compactly supported function f G so that for all g ∈ G,
The residue obtained from these choices is denoted R(f G , f H ). Let A be a set of representatives for F × /F ×2 , and w k (g, h) = vol T (T ∩ −k g −1 Lh). (Here we identify T with a subgroup of G implicitly via ξ.)
The main result of [12] , enhanced by Theorem 2, gives the following: 
