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This paper is concerned with the existence and stability of periodic solutions for
a coupled system of nonlinear parabolic equations under nonlinear boundary
conditions. The approach to the problem is by the method of upper and lower
solutions and its associated monotone iterations. This method leads to the exis-
tence of maximal and minimal periodic solutions which can be computed from a
linear iteration process in the same fashion as for parabolic initial-boundary value
problems. A sufficient condition for the stability of a periodic solution is also given.
These results are applied to three model problems arising from chemical kinetics,
ecology, and population biology. Q 1999 Academic Press
1. INTRODUCTION
Periodic behavior of solutions of parabolic boundary-value problems
arises from many biological, chemical, and physical systems, and various
methods have been proposed for the study of the existence and qualitative
property of periodic solutions. Most of the work in the earlier literature is
devoted to scalar semilinear parabolic equations under either Dirichlet or
Ž w x.Neumann boundary conditions cf. 2, 3, 7, 10]12, 16 . The work by
w xAmman 2 is concerned with the existence of maximal and minimal
solutions by the method of upper and lower solutions, and his approach to
w xthe existence proof is similar to that used by Kolesov 11 and is based on
Ž w x.Schauder’s fixed point theorem in a suitable Banach space see, also 3, 6 .
In recent years attention has been given to periodic solutions of coupled
systems of parabolic equations under linear boundary conditions, and
Ž wdifferent methods for the existence problem have been used cf. 1, 4, 5, 9,
x.10, 13]15, 20]22, 25, 26 . Most of the discussions on coupled systems are
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for special model problems such as the Lotka]Volterra competition model
Ž w x. Žcf. 1, 9, 10, 15, 20 and the competitor]competitor]mutualist model cf.
w x. w x5, 21, 25, 26 . The recent work by Leung and Ortega 13 treats a coupled
system of two equations for a class of nonlinear reaction functions, and
their result is applicable to a model problem arising from autocatalytic
chemistry. However, the above works are for parabolic equations with
linear boundary conditions, and it appears that little discussion is devoted
to parabolic systems with nonlinear boundary conditions.
In this paper we use the method of upper and lower solutions and its
associated monotone iteration to treat a class of coupled systems of
nonlinear parabolic equations under nonlinear boundary conditions, in-
cluding a combination of linear and nonlinear conditions. The system of
equations under consideration is given in the form
› ui y L u s f t , x , u t ) 0, x g VŽ . Ž .i i i› t
B u s g t , x , u t ) 0, x g › VŽ . Ž .i i i
1.1Ž .
u 0, x s u T , x x g V , i s 1, . . . , N ,Ž . Ž . Ž . Ž .i i
Ž . p Ž .where u s u , . . . , u , V is a bounded domain in R p s 1, 2, . . . with1 N
boundary › V, and for each i, L and B are given in the respective form,i i
p 2 p› u › ui iŽ i. Ž i.L u ’ a t , x q b t , xŽ . Ž .Ý Ýi i jk j› x › x › xj k jj, ks1 js1
› ui
B u ’ a q b t , x u i s 1, . . . , N ,Ž . Ž .i i i i i›n
Ž .with ›r›n denoting the outward normal or conormal derivative on › V.
Ž . Ž .The functions f ?, u and g ?, u are, in general, nonlinear in u, and T is ai i
fixed positive constant. It is assumed that for each i s 1, . . . , N, L is ai
uniformly elliptic operator on V ’ V j › V and B is of either Dirichleti
Ž . Ž Ž . .type a s 0, b ’ 1 or of Neumann]Robin type a s 1, b t, x G 0 ,i i i i
and it is allowed to be different type for different i. For a Dirichlet
Ž .boundary condition the function g ’ g t, x is always considered inde-i i
pendent of u.
The purpose of this paper is to show the existence of maximal and
minimal periodic solutions and to obtain a sufficient condition for the
stability of a given periodic solution. The main conditions for the existence
problem are the existence of a pair of ordered upper and lower solutions
and some quasimonotone nondecreasing property of the nonlinear func-
Ž . Ž .tions f ?, u and g ?, u . Since the latter condition is trivially satisfied byi i
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scalar periodic boundary value problems our existence result extends those
w xin 2, 3, 7 to parabolic equations with nonlinear boundary conditions.
Moreover, since the sequence of iterations in our monotone iteration
process is governed by the standard linear scalar initial-boundary problem
with known initial function, the method can be easily developed into a
computational algorithm for numerical periodic solutions of the system in
Žthe same fashion as that for parabolic initial-boundary value problems see
.Remark 2.1 .
The plan of the paper is as follows: In Section 2 we show the existence
Ž .of maximal and minimal periodic solutions of 1.1 by the method of upper
and lower solutions. The periodic property of the solution in this paper is
always meant to be a T-periodic solution with a fixed T ) 0. Section 3 is
devoted to the stability of a given periodic solution. In Section 4 we apply
the above results to three model problems arising from chemical kinetics,
ecology, and population biology.
2. MAXIMAL AND MINIMAL PERIODIC SOLUTIONS
mq aw . w . w . Ž .Let D s 0, ‘ = V, D s 0, ‘ = V, S s 0, ‘ = › V, and let C Q
mŽ .be the set of functions in C Q that are Holder continuous in Q with¨
Ž .exponent a g 0, 1 , where V s V j › V and Q is any one of the above
1, 2Ž .domains. Also, let C D be the set of functions that are once continu-
ously differentiable in t and twice continuously differentiable in x, and
Ž .C D be the set of continuous functions that are T-periodic in t forT
Ž . Ž . Ž .t, x g D. The T-periodic property of a function u t, x in C D is in theT
Ž . Ž . Ž .sense that u t, x s u t q T , x for all t, x g D. The set of vector-valued
mq a 1, 2Ž . Ž . Ž . Ž .functions u ’ u , . . . , u with u in C Q , C D , and C D for1 N i T
mq a Ž . 1, 2Ž .all i s 1, . . . , N are denoted, respectively, by C Q , C D , and
Ž . Ž .C D . For the nonlinear functions f and g in 1.1 we setT i i
f t , x , u ’ f t , x , u , . . . , f t , x , uŽ . Ž . Ž .Ž .1 N
2.1Ž .
g t , x , u ’ g t , x , u , . . . , g t , x , u .Ž . Ž . Ž .Ž .1 N
It is assumed throughout the paper that the coefficients of L and thei
aŽ . Ž . Ž .functions f t, x, ? are in C D , the boundary functions g t, x, ? andi i
Ž . a Ž . 1qa Ž .b t, x are in C S , and › V is of class C for some a g 0, 1 . Ini
addition, we make the following main hypothesis.
Ž . Ž .H i For each i s 1, . . . , N and x g V, the coefficients of L1 i
Ž . Ž . Ž .and the functions f t, x, ? , g t, x, ? , and b t, x are T-periodic in t.i i i
Ž . Ž . Ž . Ž .ii The vector functions f ?, u , g ?, u in 2.1 are quasimono-
tone nondecreasing C1-functions of u for u in a subset J of R N.
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Ž . Ž .It is clear from hypothesis H - ii that for each i s 1, . . . , N, there exist
positive constants K , K X such thati i
< <f t , x , u y f t , x , v F K u y vŽ . Ž .i i i
u, v g J , 2.2Ž . Ž .X < <g t , x , u y g t , x , v F K u y vŽ . Ž .i i i
< < < < < <where u y v s u y ¤ q ??? q u y ¤ . Moreover, the quasimonotone1 1 N N
Ž . Ž .nondecreasing property of f ?, u , g ?, u implies that
K u q f t , x , u G K ¤ q f t , x , vŽ . Ž .i i i i i i for u G v u, v g J . 2.3Ž . Ž .X XK u q g t , x , u G K ¤ q g t , x , vŽ . Ž .i i i i i i
Ž . Ž Ž . Ž ..Recall that a vector function f ?, u s f ?, u , . . . , f ?, u is said to be1 N
Ž .quasimonotone nondecreasing in J if, for each i s 1, . . . , N, f ?, u isi
nondecreasing with respect to all components u of u g J when j / i. Thej
Ž .subset J in hypothesis H is taken as the sector between a pair of upper1
and lower solutions which are defined as follows:
1, 2Ž . Ž . Ž .DEFINITION 2.1. A function u ’ u , . . . , u in C D l C D is˜ ˜ ˜1 N
Ž .called an upper solution of 1.1 if
u y L u G f t , x , u in DŽ .Ž .˜ ˜ ˜i i i it
B u G g t , x , u on SŽ .˜ ˜i i i 2.4Ž .
u 0, x G u T , x in V , i s 1, . . . , N .Ž . Ž . Ž .˜ ˜i i
Ž .Similarly, u ’ u , . . . , u is called a lower solution if it satisfies theˆ ˆ ˆ1 N
Ž .inequalities in 2.4 in reversed order.
A pair of upper and lower solutions u, u are said to be ordered if u G u˜ ˆ ˜ ˆ
Ž .on D. It is assumed that problem 1.1 has a pair of ordered upper and
Ž .lower solutions u, u, and the subset J in hypothesis H is taken as the˜ ˆ 1
sector
² :u, u ’ u g C D ; u F u F u .Ž . 4ˆ ˜ ˆ ˜
Notice that the upper and lower solutions in Definition 2.1 are not
required to be periodic in T which is useful in applications. For notational
convenience we set
L u ’ u y L u q K u , B u ’ B u q K X uŽ .i i i i i i i i i i i i it
F t , x , u ’ K u q f t , x , u ,Ž . Ž .i i i i 2.5Ž .
G t , x , u ’ K X u q g t , x , u .Ž . Ž .i i i i
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Starting from either uŽ0. s u or uŽ0. s u as an initial iteration we˜ ˆ
 Žm.4  Žm. Žm.4construct a sequence u ’ u , . . . , u from the linear uncoupled1 N
iteration process
L uŽm. s F t , x , uŽmy1. in DŽ .i i i
B uŽm. s G t , x , uŽmy1. on SŽ .i i i 2.6Ž .
uŽm. 0, x s uŽmy1. T , x in V , m s 1, 2, . . . .Ž . Ž . Ž .i i
Since for each m s 1, 2, . . . the above system involves only a linear scalar
initial boundary-value problem the general assumptions on the coefficients
 Žm.4of L and B and the functions f and g imply that the sequence u isi i i i
Žm. Ž0.Ž w x.  4well defined cf. 8, 17 . Denote the sequence by u when u s u and˜
 Žm.4 Ž0.by u when u s u, and refer to them as maximal and minimalˆ
sequences, respectively. The following lemma gives the monotone property
of these sequences.
Žm. Žm. 4  4LEMMA 2.1. The maximal and minimal sequences u , u possess
the monotone property
Žm. Žmq1. Žmq1. Žm.u F u F u F u F u F u on D. 2.7Ž .ˆ ˜
Ž0. Ž0. Ž1. Ž0. Ž . Ž . Ž .Proof. Let w s u y u , where u s u. By 2.5 , 2.6 , and 2.4 ,˜
Ž0. Ž0.the components w of w satisfy the relationi
Ž0. Ž0. Ž0.L w s u y L u q K u y K u q f t , x , uŽ .Ž .˜ ˜ ˜Ž . Ž .i i i i i i i i i it
s u y L u y f t , x , u G 0,Ž .Ž .˜ ˜ ˜i i i it
X XŽ0. Ž0. Ž0.B w s K u q B u y K u q g t , x , u G 0,Ž .˜ ˜Ž . Ž .i i i i i i i i i
Ž0. Ž0.w 0, x s u 0, x y u T , x s u 0, x y u T , x G 0.Ž . Ž . Ž . Ž . Ž .˜ ˜ ˜i i i i i
By the positivity lemma for parabolic initial-boundary value problems,
Ž0. Ž1. Ž0.Ž w x.w G 0 in D, i s 1, . . . , N cf. 17 . This proves u F u . A similari
argument using the property of a lower solution gives uŽ1. G uŽ0.. Let
Ž1. Ž1. Ž1. Ž . Ž . Ž .w s u y u . Then, by 2.6 , 2.5 , and 2.3 ,
Ž1. Ž0. Ž0.L w s F t , x , u y F t , x , u G 0,Ž . Ž .i i i i
Ž1. Ž0. Ž0.B w s G t , x , u y G t , x , u G 0,Ž . Ž .i i i i
Ž1. Ž1. Ž1. Ž0. Ž0.w 0, x s u 0, x y u 0, x s u T , x y u T , x G 0.Ž . Ž . Ž . Ž . Ž .i i i i i
It follows again by the positivity lemma that w Ž1. G 0. The above conclu-i
Ž0. Ž1. Ž1. Ž0. Ž .sions show that u F u F u F u . The monotone property 2.7 fol-
lows by an induction argument.
C. V. PAO700
In view of Lemma 2.1 the pointwise limits
Žm. Žm.lim u t , x s u t , x , lim u t , x s u t , x 2.8Ž . Ž . Ž . Ž . Ž .
m“‘ m“‘
Ž .exist and satisfy the relation u F u F u F u on D. It is clear from 2.8ˆ ˜
Žm. Žmy1.Ž . Ž . Ž . Ž . Ž . Ž .and u 0, x s u T , x that u 0, x s u T , x and u 0, x s u T , x
on V. In the following theorem we show that u and u are the respective
Ž .maximal and minimal periodic solutions of 1.1 . The maximal and minimal
property of u, u is in the sense that if u is any other periodic solution of
Ž . ² :1.1 in u, u then u F u F u.ˆ ˜
THEOREM 2.1. Let u, u be a pair of ordered upper and lower solutions of˜ ˆ
Žm.Ž . Ž .  4 Ž .1.1 , and let hypothesis H hold. Then the sequence u gi¤en by 2.61
Ž0.with u s u con¤erges monotonically from abo¤e to a maximal periodic˜
Žm. Ž0.Ž .  4solution u of 1.1 , and the sequence u with u s u con¤erges monoton-ˆ
ically from below to a minimal periodic solution u. Moreo¤er,
Žm. Žmq1. Žmq1. Žm.u F u F u F u F u F u F u F u on D. 2.9Ž .ˆ ˜
Ž . Ž .Proof. To show that the limits u, u in 2.8 are solutions of 1.1 we use
 Žm.4 Ž .an integral representation for the sequence u governed by 2.6 , where
Žm. Žm. Žm. Ž .u stands for either u or u . Let G t, x; t , j be the fundamentali
Ž . Ž .solution of L , and let G t, x; t , j be the Green’s function of L , B .i i i i
Define
› Gi XR t , x ; t , j s t , x ; t , j q b q K G t , x ; t , j ,Ž . Ž . Ž . Ž .i i i i›nx
J Žm. t , x s G t , x ; 0, j uŽm. T , j dj ,Ž . Ž . Ž .Hi , 0 i i
V 2.10Ž .
J Žm. t , x s G t , x ; 0, j uŽm. T , j dj ,Ž . Ž . Ž .Hi , 1 i i
V
J Žm. t , x s R t , x ; 0, j uŽm. T , j dj i s 1, . . . , N .Ž . Ž . Ž . Ž .Hi , 2 i i
V
By the integral representation for solutions of linear parabolic initial-
Žm. Ž .boundary value problems the solution u of 2.6 for the case a s 0i i
Ž .Dirichlet condition is given by
uŽm. t , x s J Žmy1. t , xŽ . Ž .i i , 1
t Žmy1.q dt G t , x ; t , j F t , j , u t , j djŽ . Ž .Ž .H H i i
0 V
› Gt iq dt t , x ; t , j c t , j dj , 2.11Ž . Ž . Ž .H H i›n0 › V j
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Ž .where c t, x is the density of a double layer potential which is governedi
by the integral equation
› G G t , xŽ .t i i
c t , x s 2 dt t , x ; t , j c t , j dj y 2 2.12Ž . Ž . Ž . Ž .H Hi i ž /›n b t , xŽ .0 › V j i
Ž w x. Ž .cf. 17, p. 62 . In the case a s 1 Neumann or Robin condition thei
integral representation of uŽm. isi
uŽm. t , x s J Žmy1. t , xŽ . Ž .i i , 0
t Žmy1.q dt G t , x ; t , j F t , j , u t , j djŽ . Ž .Ž .H H i i
0 V
t Žmy1.q dt G t , x ; t , j c t , j dj , 2.13Ž . Ž . Ž .H H i i
0 › V
Žm.Ž .where c t, x is the density of a single layer potential which is governedi
by
tŽm. Žm. Žm.c t , x s 2 dt R t , x ; t , j c t , j dj y 2 H t , x . 2.14Ž . Ž . Ž . Ž . Ž .H Hi i i i
0 V
Ž . Ž .In the above equation, R t, x; t , j is given by 2.10 andi
tŽm. Žm. Žm.H t , x s J t , x q dt G t , x ; t , j F t , j , u t , j djŽ . Ž . Ž . Ž .Ž .H Hi i , 2 i i
0 V
q G t , x , uŽm. t , x . 2.15Ž . Ž .Ž .i
Ž . Ž . Ž .By letting m “ ‘ in 2.11 , 2.13 , and 2.14 and applying the dominated
convergence theorem, we see that
t
u t , x s J t , x q dt G t , x ; t , j F t , j , u t , j djŽ . Ž . Ž . Ž .Ž .H Hi i , 1 i i
0 V
› Gt iq dt t , x ; t , j c t , j dj if a s 0,Ž . Ž .H H i i›n0 › V j
2.16Ž .
t
u t , x s J t , x q dt G t , x ; t , j F t , j , u t , j djŽ . Ž . Ž . Ž .Ž .H Hi i , 0 i i
0 V
t Uq dt G t , x ; t , j c t , j dj if a s 1,Ž . Ž .H H i i i
0 › V
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UŽ . Ž . Ž . Ž .where u t, x stands for either u t, x or u t, x and c t, x is governed byi
the integral equation
tU Uc t , x s 2 dt R t , x ; t , j c t , j dj y 2 H t , x .Ž . Ž . Ž . Ž .H Hi i i i
0 V
Ž . Ž .In the relations 2.15 and 2.16 the functions J , J , J , and H are ini, 0 i, 1 i, 2 i
Ž . Ž . Žm.the same form as those in 2.10 and 2.15 , respectively, except that u isi
Ž .replaced by u . Based on the integral equations in 2.16 the usuali
regularity argument for parabolic initial-boundary value problems shows
Ž . Ž . Ž .that u t, x satisfies the equations in 1.1 , including the condition u 0, xi i
Ž . Ž w x.s u T , x cf. 17, p. 64 .i
Ž . Ž . Ž .We next show u t, x s u t q T , x for all t ) 0 so that both u t, x and
Ž . Ž . Ž . Ž . Ž .u t, x are periodic solutions of 1.1 . Let ¤ t, x s u t, x y u t q T , x ,i i i
Ž . Ž . Ž . Ž .i s 1, . . . , N. Since, by the hypothesis H , L t , f t, ? , and g t, ? are1 i i i
Ž .T-periodic in t, we see from 1.1 that
› ui¤ y L t ¤ s t , x y L t u t , xŽ . Ž . Ž . Ž . Ž .i i i i it › t
› uiy t q T , x y L t q T u t q T , xŽ . Ž . Ž .i i› t
s f t , x , u t , x y f t , x , u t q T , xŽ . Ž .Ž . Ž .i i
N › fis t , x , h ¤ t , x ,Ž . Ž .Ý j› ujjs1 2.17Ž .
B ¤ s B u t y B u t q T , xŽ . Ž .i i i i i i
s g t , x , u t , x y g t , x , u t q T , xŽ . Ž .Ž . Ž .i i
N › gi Xs t , x , h ¤ t , x ,Ž . Ž .Ý j› ujjs1
¤ 0, x s u 0, x y u T , x s 0 i s 1, . . . , N ,Ž . Ž . Ž . Ž .i i i
Ž . X Ž .where h ’ h t, x and h ’ h t, x are some intermediate values between
Ž . Ž .u t, x and u t q T , x . By the quasimonotone nondecreasing property of
Ž . Ž . Ž .f ?, u and g ?, u in H ,1
› f › gi i Xt , x , h G 0, t , x , h G 0 for all j / i .Ž . Ž .
› u › uj j
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w x w xIt follows from Lemma 10.9.1 of 17, p. 564 or Lemma 3.2 of 18 that
Ž . Ž . Ž .¤ t, x G 0 in D. Replacing ¤ by y¤ in 2.17 leads to ¤ t, x F 0 in D.i i i i
Ž . Ž . ŽThis yields ¤ t, x s 0 which proves the periodic property u t, x s u t qi
.T , x .
To show the maximal and minimal property of the solutions u and u we
observe from the quasimonotone nondecreasing property of f and g that
Ž . ² :every solution u of 1.1 in u, u is an upper solution as well as a lowerˆ ˜
solution. By considering u and u as a pair of ordered upper and lowerˆ
solutions the argument in the proof of Lemma 2.1 yields u G uŽm. G u forˆ
every m. Letting m “ ‘ gives u G u. A similar argument using u, u as˜
ordered upper and lower solutions leads to u F u. This completes the
proof of the theorem.
The periodic solutions given by Theorem 2.1 are, in general, not unique.
Ž . Ž .However, if u 0, x s u 0, x then we have the following uniqueness result.˜ ˆ
Ž .THEOREM 2.2. Let the conditions in Theorem 2.1 hold. If u 0, x s˜
U UŽ . Ž . Ž .Ž Ž ..u 0, x then u t, x s u t, x ’ u t, x and u is the unique periodicˆ
Ž . ² :solution of 1.1 in u, u .ˆ ˜
Ž . Ž . Ž . Ž .Proof. When u 0, x s u 0, x the relation 2.9 implies that u 0, x s˜ ˆ
Ž .Ž Ž .. Ž .u 0, x ’ u x . By considering the system 1.1 as the usual initial-0
Ž . Ž .boundary value problem with the initial condition u 0, x s u x the0
well-known existence]uniqueness result for parabolic systems implies that
Ž . Ž . Ž w x.u t, x s u t, x on D see Theorem 9.7.1 or Lemma 10.9.1 of 17 . The
uniqueness of the solution uU follows from the maximal and minimal
property of u and u.
Ž .When N s 1 the quasimonotone nondecreasing properties of f ?, u1
Ž .and g ?, u are trivially satisfied. As a consequence of Theorems 2.1 and1
2.2 we have the following conclusion for scalar parabolic equations with
nonlinear boundary conditions.
COROLLARY 2.1. Let u, u be a pair of ordered upper and lower solutions˜ ˆ
Ž . Ž . Ž .of 1.1 for the case N s 1. Assume that hypothesis H - i holds, and1
Ž . Ž . 1 ² :f ?, u and g ?, u are C -functions of u for u g u, u . Then all theˆ ˜1 1
Ž . Ž .conclusions in Theorem 2.1 hold true. If , in addition, u 0, x s u 0, x then˜ ˆ
Ž . ² :the solution of 1.1 is unique in u, u .ˆ ˜
Ž . Ž . Ž Ž . Ž ..If g t, x, u s g t, x or f t, x, u s f t, x is independent of u for alli i i i
Ž . Ž Ž Ž ..i then the quasimonotone nondecreasing property of g ?, u or f ?, u in
Ž .H is trivially satisfied. By an application of Theorems 2.1 and 2.2 we1
have the following result for nonlinear parabolic systems with linear
Žboundary conditions or linear parabolic systems with nonlinear boundary
.conditions .
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COROLLARY 2.2. Let the hypothesis in Theorem 2.1 be satisfied except
Ž . Ž . Ž Ž . Ž ..that g t, x, u s g t, x or f t, x, u s f t, x is independent of u for e¤eryi i i i
i. Then all the conclusions in Theorem 2.1 hold true. Moreo¤er, the unique-
Ž . Ž .ness result in Theorem 2.2 holds if u 0, x s u 0, x .˜ ˆ
Ž .Remark 2.1. a The uniqueness result in Theorem 2.2 is with respect
² :to the sector u, u , and different pairs of upper and lower solutionsˆ ˜
outside this sector lead to other solutions. Notice that upper and lower
solutions are not required to be periodic in t, and therefore the maximal
and minimal sequences are not necessarily periodic functions.
Žm. Žm.Ž .  4  4b Since the sequence of iterations u , u in the iteration
Ž .process 2.6 are governed by the usual linear parabolic initial-boundary
problems where the initial function is explicitly known for each m, numeri-
cal values of these sequences can be obtained by solving a corresponding
discrete system of equations either by the finite difference method or by
the finite element method. In fact, the convergence of analogous discrete
sequences of iterations for a suitable finite difference system and some
other related topics in numerical analysis have been discussed recently in
w x19 .
3. STABILITY OF PERIODIC SOLUTIONS
Ž .It is seen from Theorem 2.1 that under the hypothesis H the exis-1
tence of a pair of ordered upper and lower solutions ensures the existence
of a periodic solution. This result can be used to investigate the stability of
a given periodic solution through the construction of suitable upper and
lower solutions. For simplicity we limit our discussion to the case where
Ž .g ’ g t, x is independent of u and the elliptic and boundary operatorsi i
are given in the form
L u ’ D =2 u , B u ’ Bu ’ a › u r›n q b u i s 1, . . . , N ,Ž .i i i i i i i i i
3.1Ž .
where D ) 0, a G 0, b G 0 are all constants with a q b ) 0. It is welli
known that the smallest eigenvalue l of the eigenvalue problem0
=2f q lf s 0 in V , Bf s 0 on › V , 3.2Ž .
Ž .is nonnegative and its corresponding eigenfunction f x is positive in V.
In fact, l ) 0 if b ) 0 and l s 0 if b s 0.0 0
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U Ž U U . Ž .Let u s u , . . . , u be a given periodic solution of 1.1 , and for any1 N
r ) 0 we set
› fi U < <b ’ b r ’ max t , x , u q d ; t , x g D , d F r , 3.3Ž . Ž . Ž . Ž .i j i j ½ 5› uj
Ž . Ž .where d s d , . . . , d G o. By the hypothesis H , b G 0 for all j / i if1 N 1 i j
U Ž . Ž .u q r g J, where r s r, . . . , r . Let D s diag D , . . . , D be the di-1 N
Ž .agonal matrix whose elements are the positive constants in 3.1 , and let
Ž Ž .. Ž .B ’ b r be the N-by-N matrix whose elements b are given by 3.3 .r i j i j
In view of the nonnegative property of b for j / i the matrix A ’ l Di j r 0
Ž w x. Uy B is an M-matrix cf. 24 . To ensure the stability of u we make ther
following hypothesis
Ž .H There exists r ) 0 such that2
N
b r F l D for all i s 1, . . . , N 3.4Ž . Ž .Ý i j 0 i
js1
and strict inequality holds for at least one i.
Ž .Without any loss of generality we may assume that the equations in 1.1
are all coupled so that the matrix A is irreducible. These assumptionsr
Ž w x.imply that the smallest eigenvalue of A is real and positive cf. 24 . Thisr
property leads to the following.
U Ž U U .THEOREM 3.1. Let u ’ u , . . . , u be a gi¤en periodic solution of1 N
Ž . Ž . Ž .1.1 with g ’ g t, x and L u , B u gi¤en by 3.1 , and let u be the solutioni i i i i i
Ž . Ž .of the same problem except that the condition u 0, x s u T , x be replaced
Ž . Ž . Ž . Ž .by u 0, x s u x . Assume that hypotheses H and H hold with0 1 2
² U U :J ’ u y r, u q r . Then there exists e ) 0 such that
U ye tu t , x y u t , x F r e f x t ) 0, x g V 3.5Ž . Ž . Ž . Ž . Ž .
whene¤er it holds at t s 0.
U Ž . Ž . Ž .Proof. Let u s u q p t f x , i s 1, . . . , N, where 0 F p t F r is a˜i i i i
1 Ž .C -function to be determined. Then u s u , . . . , u satisfies the bound-˜ ˜ ˜1 N
Ž .ary and initial requirements in 2.4 if
BuU q p Bf G g t , x ,Ž .i i i
uU 0, x q p 0 f x G uU T , x q p T f x i s 1, . . . , N .Ž . Ž . Ž . Ž . Ž . Ž . Ž .i i i i
U Ž .Since u is a solution of 1.1 and Bf s 0 and f G 0, the above inequali-
Ž . Ž . Ž .ties are satisfied if p 0 G p T . In view of 3.2 the differential inequali-i i
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Ž .ties in 2.4 are also satisfied if
uU y D =2 uU q pX q l D p f G f t , x , uU q pfŽ . Ž . Ž .i i i i 0 i i it
i s 1, . . . , N ,Ž .
Ž . Ž .where p s p , . . . , p . It is clear from 1.1 and the mean-value theorem1 N
that the above inequality is equivalent to
pX q l D p f G f t , x , uU q pf y f t , x , uUŽ . Ž . Ž .i 0 i i i i
N › fis ?, j p f ,Ž .Ý jž /› ujjs1
Ž . U Uwhere j ’ j t, x is an intermediate value between u and u q pf. By
Ž . Ž .the definition of b r in 3.3 it suffices to find p F r such thati j
N
Xp q l D p G b r p i s 1, . . . , NŽ . Ž .Ýi 0 i i i j j
js1
which may be expressed in the form
pX q A p G o ,r
where A s l D y B . By choosing p as the solution of the equationr 0 r
X Ž . Ž .p q A p s o with p 0 s r we see from the property of A that p 0 Gr r
Ž .p T and
0 F p t F reye t t ) 0Ž . Ž .
for some constant e ) 0. With this choice of p the function u s uU q pf˜
Ž . Uis an upper solution of 1.1 . A similar argument shows that u s u y pfˆ
is a lower solution. By Theorem 2.1 there exist a maximal solution u and a
minimal solution u such that
U U Uu y pf F u F u F u F u q pf t ) 0, x g V .Ž .
Ž .Moreover, if the periodic condition in 1.1 is replaced by the initial
Ž . Ž .condition u 0, x s u x , then the pair u, u are also upper and lower˜ ˆ0
solutions of the corresponding initial-boundary problems whenever
U Ž . Ž . Ž . Ž . U Ž . Ž . Ž .u 0, x y p 0 f x F u x F u 0, x q p 0 f x . By the comparison0
Ž .theorem for parabolic initial-boundary problems the unique solution
Ž . Ž . Ž . Ž . Ž . Ž w x.u t, x of 1.1 with u 0, x s u x satisfies the relation 3.5 cf. 17 .0
This proves the theorem.
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Ž . Ž .Theorem 3.2 implies that, under the hypotheses H and H , the1 2
U Žperiodic solution u is exponentially asymptotically stable in the sense of
. ULyaponov stability . Moreover, u is globally asymptotically stable if condi-
Ž .tion 3.4 holds for every r.
4. APPLICATIONS
Ž .It is seen from Theorem 2.1 that under the hypothesis H the exis-1
tence of a pair of ordered upper and lower solutions ensures the existence
of a maximal and a minimal periodic solution. The determination of upper
Ž .and lower solutions depends mainly on the nonlinear functions f ?, u and
Ž .g ?, u . In this section we give some application of the theorem to three
model problems arising from chemical kinetics, ecology, and population
Ž . Ž .dynamics, where the reaction and boundary functions f ?, u , g ?, u are
explicitly given.
4.1. A Belouso¤ ]Zhabotinskii system
A simplified Belousov]Zhabotinskii reaction]diffusion system for the
chemical concentrations u, ¤ , such as bromous acid and bromide ion, are
Ž w x.given by cf. 17, 23
u y L u s u a y bu y c¤Ž .t 1 in D¤ y L ¤ s yc u¤t 2 1
B u s h t , x , B ¤ s h t , x on SŽ . Ž .1 1 2 2
4.1Ž .
u 0, x s u T , x , ¤ 0, x s ¤ T , x in V ,Ž . Ž . Ž . Ž .
aŽ . Ž .where a, b, c, and c are positive functions in X ’ C D l C D , and1 T
Ž .for each i s 1, 2 the operators L and B are the same as those in 1.1i i
Ž . a Ž .and h is a nonnegative function in C S l C S . By letting w s M y ¤i T
Ž .for a sufficiently large constant M the system 4.1 is transformed into the
Ž . Ž . Ž .form 1.1 with u , u s u, w and with1 2
f u , w s u a y bu y c M y w ,Ž . Ž .1
f u , ¤ s c u M y wŽ . Ž .2 1 4.2Ž .
g t , x s h t , x , g t , x s b M y h t , x .Ž . Ž . Ž . Ž .1 1 2 2 2
Ž . Ž Ž . Ž .. Ž .It is clear from 4.2 that the functions f u, w , f u, w , and g , g1 2 1 2
Ž . w . w xsatisfy the conditions in H with J s 0, ‘ = 0, M .1
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Ž . Ž . Ž . ŽIt is easy to see that the pair u, w s u, M y ¤ and u, w s u, M y˜ ˜ ˜ ˆ ˆ ˆ ˆ
.¤ are ordered upper and lower solutions of the transformed problem of˜
Ž . Ž . Ž .4.1 if u, ¤ and u, ¤ satisfy the relation˜ ˜ ˆ ˆ
0, 0 F u , ¤ F u , ¤ F M , M 4.3Ž . Ž . Ž . Ž . Ž .ˆ ˆ ˜ ˜
and the inequalities
u y L u G u a y bu y c¤ , ¤ y L ¤ G yc u¤ ,Ž .˜ ˜ ˜ ˜ ˆ ˜ ˜ ˆ˜t 1 t 2 1
u y L u F u a y bu y c¤ , ¤ y L ¤ F yc u¤ ,Ž .ˆ ˆ ˆ ˆ ˜ ˆ ˆ ˜ˆt 1 t 2 1
B u G h t , x G B u , B ¤ G h t , x G B ¤ ,Ž . Ž .˜ ˆ ˜ ˆ1 1 1 2 2 2 4.4Ž .
u 0, x G u T , x , u 0, x F u T , x ,Ž . Ž . Ž . Ž .˜ ˜ ˆ ˆ
¤ 0, x G ¤ T , x , ¤ 0, x F ¤ T , x .Ž . Ž . Ž . Ž .˜ ˜ ˆ ˆ
Ž . Ž . Ž .By direct computation, the pair of constants u, ¤ s M , M and u, ¤˜ ˜ ˆ ˆ1 2
Ž . Ž .s 0, 0 satisfy all the inequalities in 4.4 if
M a y bM F 0, B M G h , B M G h . 4.5Ž . Ž .1 1 1 1 1 2 2 2
Ž . Ž .Assume that h t, x k 0 and h rb is bounded on S, i s 1, 2. Then thei i i
Ž .requirements in 4.5 are fulfilled by any constants M , M satisfying1 2
 4M G max arb, h rb , M G h rb . 4.6Ž . Ž .1 1 1 2 2 2
With a suitable choice of M , M , and with M G M for i s 1, 2, the pair1 2 i
Ž . Ž . Ž . Ž .u, w s M , M and u, w s 0, 0 are ordered upper and lower solu-˜ ˜ ˆ ˆ1 2
Ž . Ž . Ž . Ž .tions of 1.1 , where f , f and g , g are given by 4.2 . By Theorem 2.11 2 1 2
Ž .or Corollary 2.2 , this problem has maximal and minimal periodic solu-
Ž . Ž . Ž . Ž . Ž . Ž .tions u, w , u, w such that 0, 0 F u, w F u, w F M , M . This im-1 2
Ž . Ž . Ž . Ž .plies that the pair u, ¤ ’ u, M y w and u, ¤ ’ u, M y w are peri-
Ž .odic solutions of 4.1 and satisfy the relation 0 F u F u F M , 0 F ¤ F ¤1
Ž . Ž . Ž .F M . By the hypothesis h t, x k 0, i s 1, 2, the solutions u, ¤ , u, ¤2 i
Ž .cannot be the trivial function 0, 0 .
Ž . Ž .To show that u, ¤ and u, ¤ are nonuniform positive periodic solutions
Ž . Ž . Ž .in 0, ‘ = V it suffices to show that u, ¤ ) 0, 0 . Consider the linear
scalar initial-boundary problem
z y L z q c M z s 0, B z s h t , x , z t , x s ¤ t , x ,Ž . Ž . Ž .t 1 1 1 2 2 0 0
4.7Ž .
Ž .where t ) 0 is any positive constant. It is easily seen from u t, x F M0 1
and the standard comparison theorem for parabolic initial-boundary prob-
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Ž . Ž . w . Ž w x. Ž . Ž .lems that ¤ t, x G z t, x on t , ‘ = V cf. 17 . Since z t , x s ¤ t , x0 0 0
Ž ./ 0, the maximum principle implies that z t, x ) 0 for t ) t , x g V.0
Ž . w .This leads to ¤ t, x ) 0 in t , ‘ = V. A similar argument shows that0
Ž . w .u t, x ) 0 in t , ‘ = V. To summarize the above conclusions we have0
the following
Ž .THEOREM 4.1. Let h G 0 with h k 0, and let h rb be bounded oni i i i
w x Ž .0, T = › V, i s 1, 2. Then problem 4.1 has nonuniform periodic solutions
Ž . Ž .u, ¤ , u, ¤ such that
0 - u t , x F u t , x , 0 - ¤ t , x F ¤ t , x , t ) 0, x g V .Ž . Ž . Ž . Ž . Ž .
4.8Ž .
Ž . Ž .Moreo¤er, the positi¤e periodic solution is unique if u, ¤ s u, ¤ .
Ž U U .To investigate the stability of a positive periodic solution u , ¤ we
Ž .consider the transformed problem of 4.1 with L u and B u given byi i i i
Ž . Ž .3.1 . This leads to a system of two equations in the form of 1.1 with
Ž . Ž . Ž . Ž . Ž . Ž U U .u , u s u, w and with f , f , g , g given by 4.2 . Since u , w ’1 2 1 2 1 2
Ž U U .u , M y ¤ is the corresponding periodic solution of the transformed
problem and
› f › f1 1
u , w s a y 2bu y c M y w , u , w s cu ,Ž . Ž . Ž .
› u › w
› f › f2 2
u , w s c M y w , u , w s yc u ,Ž . Ž . Ž .1 1› u › w
Ž .the conditions in H are satisfied by a sufficiently small r ) 0 if2
a y 2buU y c¤U q cuU - l D ,Ž . 0 1
4.9Ž .
U Uc ¤ y c u - l D .1 1 0 2
Ž U U .This is a stability condition for the periodic solution u , ¤ . If we choose
 4 w x Ž .M s max h rb on 0, T = V, and use the relation 4.8 , then the2 2 2
Ž .stability condition 4.9 holds whenever
w x2b y c G 0, a F l D , c h rb F l D on 0, T = V .Ž .0 1 1 2 2 0 2
4.10Ž .
By an application of Theorem 3.1 we have the following.
Ž U U .THEOREM 4.2. Let the hypotheses in Theorem 4.1 hold and let u , ¤
Ž . Ž .be a positi¤e periodic solution of 4.1 where L and B are gi¤en by 3.1 . Ifi i
Ž U U . Ž .u , ¤ satisfies condition 4.9 then it is exponentially asymptotically stable.
Ž .In particular, this stability result is true if condition 4.10 is satisfied.
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4.2. A competition model
As a second example we consider a Volterra]Lotka competition model
with two competing species where the reaction rates of the competition
follow the hypothesis of the Holling]Tanner interaction mechanism. The
equations governing the competing species u, ¤ are given by
u y L u s u a y b u y c ¤r 1 q s uŽ .Ž .t 1 1 1 1 1 in D ,
¤ y L ¤ s ¤ a y b ur 1 q s u y c ¤Ž .Ž .t 2 2 2 2 2
B u s 0, B ¤ s 0 on S,1 2
4.11Ž .
u 0, x s u T , x , ¤ 0, x s ¤ T , x in V ,Ž . Ž . Ž . Ž .
Ž .where for each i s 1, 2, L and B are the same as those in 1.1 , a , b ,i i i i
and c are positive functions in X , and s is a nonnegative function in X .i i
Ž .It is obvious that when s s s s 0, the system 4.11 is reduced to the1 2
classical Volterra]Lotka competition model which has been investigated
Ž w x. Ž .by many investigators cf. 1, 9, 10, 15, 20 . The extended system 4.11
Ž .under the Neumann boundary condition i.e., b ’ 0 has been investi-i
w x Ž .gated recently in 9 . One of the main concerns for problem 4.11 is
whether, and when, the two competing species can coexist. In the present
periodic problem the coexistence problem is ensured if the system has a
positive periodic solution. To show this we again make a transformation by
letting w s M y ¤ for a sufficiently large constant M ) 0, and transform
Ž . Ž . Ž . Ž .4.11 into the form 1.1 with u , u s u, w and1 2
f t , x , u , w s u a y b u y c M y w r 1 q s u ,Ž . Ž . Ž .1 1 1 1 1
f t , x , u , w s y M y w a y b ur 1 q s u y c M y w ,Ž . Ž . Ž . Ž .2 2 2 2 2
4.12Ž .g t , x , u , w s 0, g t , x , u , w s b M .Ž . Ž .1 2 2
Ž . Ž .It is easy to see that the functions f , f , g , g given above possess the1 2 1 2
Ž . w . w xquasimonotone nondecreasing property in H with J s 0, ‘ = 0, M .1
Ž . Ž . Ž . Ž .Moreover, the pair u, w ’ u, M y ¤ , u, w ’ u, M y ¤ are ordered˜ ˜ ˜ ˆ ˆ ˆ ˆ ˜
Ž . Ž .upper and lower solutions of the transformed problem if u, ¤ and u, ¤˜ ˜ ˆ ˆ
Ž . Ž .satisfy the relation 4.3 , the boundary-initial inequalities in 4.4 with
h s h s 0, and the differential inequalities1 2
u y L u G u a y b u y c ¤r 1 q s u ,Ž .˜ ˜ ˜ ˜ ˆ ˜Ž .t 1 1 1 1 1
¤ y L ¤ G ¤ a y b ur 1 q s u y c ¤ ,Ž .˜ ˜ ˜ ˆ ˆ ˜Ž .t 2 2 2 2 2
4.13Ž .
u y L u F u a y b u y c ¤r 1 q s u ,Ž .ˆ ˆ ˆ ˆ ˜ ˆŽ .t 1 1 1 1 1
¤ y L ¤ F ¤ a y b ur 1 q s u y c ¤ .Ž .ˆ ˆ ˆ ˜ ˜ ˆŽ .t 2 2 2 2 2
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Ž . Ž .It is obvious that problem 4.11 has, always, the trivial solution 0, 0 . To
show the existence of nontrivial solutions we consider the periodic eigen-
value problem
f y L f y a f s l f in D ,Ž .i i i i i i it
B f s 0 on S,i i 4.14Ž .
f 0, x s f T , x in V i s 1, 2 .Ž . Ž . Ž .i i
Ž .It is known that the principle eigenvalue l ’ l a is real and itsi i i
Ž w x.corresponding eigenfunction f may be chosen positive cf. 10 . More-i
over, each of the scalar periodic boundary-value problems
u y L u s u a y b u , B u s 0, u 0, x s u T , x ,Ž . Ž . Ž .t 1 1 1 1
4.15Ž .
¤ y L ¤ s ¤ a y c ¤ , B ¤ s 0, ¤ 0, x s ¤ T , xŽ . Ž . Ž .t 2 2 2 2
Ž .has only the trivial solution u s 0 and ¤ s 0, respectively, if l a G1 1
Ž . U U0, l a G 0, and each has a unique positive solution u and ¤ , respec-2 2
Ž . Ž . Ž w x. Ž .tively, if l a - 0, l a - 0 cf. 10 . This implies that problem 4.111 1 2 2
Ž . Ž .has only the trivial solution 0, 0 if l a G 0 and it has the semitriviali i
Ž U . Ž U . Ž .solutions u , 0 , 0, ¤ if l a - 0, i s 1, 2.i i
To show the existence of a positive periodic solution we seek a pair of
Ž . Ž .positive functions u, ¤ , u, ¤ in the form˜ ˜ ˆ ˆ
u , ¤ s M , M u , ¤ s d f , d f , 4.16Ž . Ž . Ž . Ž . Ž .˜ ˜ ˆ ˆ1 2 1 1 2 2
Ž .where, for each i, f is the positive eigenfunction of 4.14 , and M and di i i
are some positive constants with d F M . It is easy to verify that, for anyi i
Ž . Ž .M F M, the pair in 4.16 satisfy 4.3 and the boundary-initial inequalitiesi
Ž . Ž .in 4.4 with h s h s 0 . Moreover, by choosing d sufficiently small,1 2 i
Ž .this pair satisfy all the inequalities in 4.13 if
w x w xM ) M ’ max a rb , M ) M ’ max a rc ,1 1 1 1 2 2 2 2
Ž . Ž .t , x gD t , x gD 4.17Ž .
l a - yc M , l a - yb M r 1 q s M .Ž . Ž . Ž .1 1 1 2 2 2 2 1 1 1
Ž .Under this condition, and the choice of any M ) M , the pair u, w s˜ ˜2
Ž . Ž . Ž .M , M y d f and u, w s d f , M y M are ordered upper andˆ ˆ1 2 2 2 1 1 2
Ž . Ž . Ž . Ž . Ž .lower solutions of 1.1 with u , u s u, w when f , f and g , g are1 2 1 2 1 2
Ž .given by 4.12 . As a consequence of Theorem 2.1 the transformed prob-
Ž . Ž . Ž .lem of 4.11 has maximal and minimal periodic solutions u, w , u, w
such that
d f , M y M F u , w F u , w F M , M y d f .Ž . Ž . Ž . Ž .1 1 2 1 2 2 2
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Ž .This implies that the original problem 4.11 possesses periodic solutions
Ž . Ž .u, ¤ and u, ¤ such that
d f F u F u F M , d f F ¤ F ¤ F M on D.1 1 1 2 2 2
Ž . Ž .Clearly, neither u, ¤ nor u, ¤ is a constant solution if either b k 0 fori
i s 1, 2, or b s b ’ 0 and1 2
a c y a c a b y a b1 2 2 1 2 1 1 2
/ const., / const. 4.18Ž .
b c y b c b c y b c1 2 2 1 1 2 2 1
To summarize the above conclusion we have the following
Ž . Ž .THEOREM 4.3. Let l a , i s 1, 2, be the principle eigen¤alue of 4.14i i
Ž . Ž .that satisfies condition 4.17 . Then problem 4.11 has positi¤e periodic
Ž . Ž .solutions u, ¤ , u, ¤ such that
0 - d f F u t , x F u t , x , 0 - d f F ¤ t , x F ¤ t , xŽ . Ž . Ž . Ž .1 1 2 2
t G 0, x g V . 4.19Ž . Ž .
Moreo¤er, these solutions are nonuniform on D if either b k 0 for i s 1, 2,i
Ž .or b s b ’ 0 and condition 4.18 holds.1 2
4.3. A competitor]competitor]mutualist model
Our final application is for a reaction]diffusion model of mutualism of
Volterra]Lotka type which involves interactions among a mutualist]com-
petitor u, a competitor ¤ , and a mutualist w. The system of equations
governing u, ¤ , and w are given by
u y L u s u a y b u y c ¤r 1 q s w ,Ž .Ž .t 1 1 1 1 1
¤ y L ¤ s ¤ a y b u y c ¤ ,Ž .t 2 2 2 2
w y L w s w a y c wr 1 q s u in D ,Ž .Ž .t 3 3 3 3 4.20Ž .
B u s 0, B ¤ s 0, B w s 0 on S,1 2 3
u 0, x s u T , x , ¤ 0, x s ¤ T , x ,Ž . Ž . Ž . Ž .
in V ,
w 0, x s w T , xŽ . Ž .
where for each i s 1, 2, 3, the operators L , B and the rate functions a ,i i i
Ž .b , c , and s possess the same properties as those in 4.11 . It is clear that,i i i
in the absence of w, the above system is again reduced to the standard
Ž .Volterra]Lotka competition model. The system 4.20 has been studied by
w xZheng 26 for the usual initial-boundary problem with constant reaction
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w x w xrates a , b , c , and s , and by Tineo 21 and Zhao 25 for periodici i i i
solutions with the Neumann boundary condition by comparison methods
w xand a dynamical system approach, respectively. Recently, Du 5 investi-
gated the coexistence problem by the degree method and bifurcation
techniques. Our aim is to construct suitable upper and lower solutions so
that the coexistence of the competing species can be ensured.
Again, by letting ¤ s M y V for a sufficiently large constant M ) 0,
Ž . Ž . Ž .problem 4.20 is transformed into the form of 1.1 with u , u , u s1 2 3
Ž .u, V, w and
f u , V , w s u a y b u y c M y V r 1 q s wŽ . Ž . Ž .Ž .1 1 1 1 1
f u , V , w s y M y V a y b u y c M y V ,Ž . Ž . Ž .Ž .2 2 2 2
4.21Ž .
f u , V , w s w a y c wr 1 q s u ,Ž . Ž .Ž .3 3 3 3
g t , x s 0, g t , x s Mb , g t , x s 0.Ž . Ž . Ž .1 2 2 3
Ž .The above transformation implies that the functions f ’ f , f , f and1 2 3
Ž . Ž .g ’ g , g , g given by 4.21 are quasimonotone nondecreasing and1 2 3
Ž . w . w x w .satisfy the hypothesis H with J ’ 0, ‘ = 0, M = 0, ‘ . Suppose there1
Ž . Ž .exist functions u ’ u, ¤ , w , u ’ u, ¤ , w in X such that ¤ F M˜ ˜ ˜ ˜ ˆ ˆ ˆ ˆ ˜
0, 0, 0 F u , ¤ , w F u , ¤ , w 4.22Ž . Ž . Ž . Ž .ˆ ˆ ˆ ˜ ˜ ˜
and u and u satisfy the relation˜ ˆ
u y L u G u a y b u y c ¤r 1 q s w ,Ž .˜ ˜ ˜ ˜ ˆ ˜Ž .t 1 1 1 1 1
¤ y L ¤ G ¤ a y b u y c ¤ ,˜ ˜ ˜ ˆ ˜Ž .t 2 2 2 2
w y L w G w a y c wr 1 q s u ,Ž .˜ ˜ ˜ ˜ ˜Ž .t 3 3 3 3
u y L u F u a y b u y c ¤r 1 q s w ,Ž .ˆ ˆ ˆ ˆ ˜ ˆŽ .t 1 1 1 1 1
¤ y L ¤ F ¤ a y b u y c ¤ ,ˆ ˆ ˆ ˜ ˆŽ .t 2 2 2 2 4.23Ž .
w y L w F w a y c wr 1 q s u ,Ž .ˆ ˆ ˆ ˆ ˆŽ .t 3 3 3 3
B u G 0 G B u , B ¤ G 0 G B ¤ , B w G 0 G B w ,˜ ˆ ˜ ˆ ˜ ˆ1 1 2 2 3 3
u 0, x G u T , x , u 0, x F u T , x ,Ž . Ž . Ž . Ž .˜ ˜ ˆ ˆ
¤ 0, x G ¤ T , x , ¤ 0, x F ¤ T , x ,Ž . Ž . Ž . Ž .˜ ˜ ˆ ˆ
w 0, x G w T , x , w 0, x F w T , x .Ž . Ž . Ž . Ž .˜ ˜ ˆ ˆ
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It is easy to verify that the pair
˜ ˆu , V , w s u , M y ¤ , w u , V , w s u , M y ¤ , wŽ . Ž .Ž . Ž .˜ ˜ ˜ ˆ ˜ ˆ ˆ ˆ ˜ ˆ
Ž .are ordered upper and lower solutions of 1.1 where f and g are given byi i
Ž .4.21 . Hence, for the existence of periodic solutions, it suffices to find a
Ž . Ž .pair of u, ¤ , w , u, ¤ , w .˜ ˜ ˜ ˆ ˆ ˆ
Ž .Consider the eigenvalue problem 4.14 for i s 1, 2, 3. It is easy to see
Ž . Ž . Ž .that problem 4.20 has only the trivial solution 0, 0, 0 if l a G 0 fori i
Ž . Ž .each i. Assume that l a - 0 for i s 1, 2, 3. Then problem 4.20 pos-i i
Ž U . Ž U . Ž U . Usesses the semitrivial solutions u , 0, 0 , 0, ¤ , 0 , and 0, 0, w , where u ,
¤U , and wU are the positive periodic solutions of the scalar problems in the
Ž . Ž .form of 4.15 . Under some additional conditions similar to those in 4.17 ,
Ž U U . Ž U U .there may exist semitrivial solutions in the forms U , V , 0 , U , 0, W ,
Ž U U .and 0, V , W . To ensure the coexistence problem we construct a pair of
functions
u , ¤ , w s M , M , M , u , ¤ , w s d f , d f , d f , 4.24Ž . Ž . Ž . Ž . Ž .˜ ˜ ˜ ˆ ˆ ˆ1 2 3 1 1 2 2 3 3
where, for each i s 1, 2, 3, M and d are positive constants with di i i
Ž .sufficiently small and f is the positive periodic eigenfunction of 4.14 . Iti
Ž . Ž .is clear from the periodic property of f that the pair in 4.24 satisfy 4.22i
Ž .and the boundary-initial conditions in 4.23 . Moreover, by choosing
a t , x a t , xŽ . Ž .1 2
M s max , M s max ,1 2b t , x c t , xŽ . Ž .Ž . Ž .t , x gD t , x gD1 2 4.25Ž .
M s max a t , x 1 q M s t , x rc t , x ,Ž . Ž . Ž .Ž .3 3 1 1 3
Ž .t , x gD
Ž .all the differential inequalities in 4.23 are satisfied if
l a d f F d f yb d f y c M ,Ž . Ž . Ž . Ž .1 1 1 1 1 1 1 1 1 1 2
l a d f F d f yb M y c d f ,Ž . Ž . Ž . Ž .2 2 2 2 2 2 2 1 2 2 2
l a d f F d f yc d f .Ž . Ž . Ž . Ž .3 3 3 3 3 3 3 3 3
Since d can be chosen arbitrarily small, the above inequalities are satis-i
fied if
l a - yM c , l a - yM b , l a - 0. 4.26Ž . Ž . Ž . Ž .1 1 2 1 2 2 1 2 3 3
˜Ž .Under this condition, and the choice of M ) M , the pair u, V, w s˜ ˜2
ˆŽ . Ž . Ž .M , M y d f , M and u, V, w s d f , M y M , d f are orderedˆ ˆ1 2 2 3 1 1 2 3 3
upper and lower solutions of the transformed problem. By Theorem 2.1
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Ž .the transformed problem of 4.20 has maximal and minimal periodic
Ž . Ž . Ž . Ž . Ž .solutions u, V, w and u, V, w such that u, V, w G u, V, w ) 0, 0, 0 .
Ž . Ž .This implies that u, ¤ , w and u, ¤ , w , where ¤ s M y V and ¤ s M y V,
are positive periodic solutions of the original problem. Furthermore, these
solutions are nonconstants if either b k 0 for i s 1, 2, 3 or b ’ 0, and thei i
algebraic system
b u q c ¤r 1 q s w s a , b u q c ¤ s a , c wr 1 q s u s aŽ . Ž .1 1 1 1 2 2 2 3 3 3
4.27Ž .
Ž .has no constant positive solution u, ¤ , w . To summarize the above conclu-
sion we have the following
Ž .THEOREM 4.4. Under the condition 4.26 , where M , i s 1, 2, 3, are gi¤eni
Ž . Ž . Ž . Ž .by 4.25 , problem 4.20 has positi¤e periodic solutions u, ¤ , w , u, ¤ , w
such that
0 - d f F u F u F M , 0 - d f F ¤ F ¤ F M ,1 1 1 2 2 2 4.28Ž .
0 - d f F w F w F M .3 3 3
Moreo¤er, these solutions are nonconstants if either b k 0 for i s 1, 2, 3, ori
Ž .b s b s b s 0, and the algebraic system in 4.27 has no positi¤e constant1 2 3
solution.
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