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Abstract
In this article, we show how to modify the proof of the Abelian Subvariety Theorem by Bost
(Périodes et isogénies des variétés abeliennes sur les corps de nombres, Séminaire Bourbaki,
1994–95, Theorem 5.1) in order to improve the bounds in a quantitative respect and to extend the
theorem to subspaces instead of hyperplanes. Given an abelian variety A deﬁned over a number
ﬁeld  and a non-trivial period  in a proper subspace W of tAK with K a ﬁnite extension
of , the Abelian Subvariety Theorem shows the existence of a proper abelian subvariety B of
AQ, whose degree is bounded in terms of the height of W, the norm of , the degree of 
and the degree and dimension of A. If A is principally polarized then the theorem is explicit.
© 2004 Elsevier Inc. All rights reserved.
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0. Introduction
In 1990 Masser and Wüstholz started a series of papers on period relations for abelian
varieties [24–29]. As an application they obtained a proof of the Tate Conjecture,
different from the proof originally given by Faltings in 1983. One of the central results
in the work of Masser and Wüstholz states that, given an abelian variety A deﬁned
over a number ﬁeld , there exists only a ﬁnite number of -isomorphism classes of
abelian varieties deﬁned over  which are isogenous to A. Their approach consists in
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giving a bound for the degree of a minimal abelian subvariety B of A whose tangent
space at the origin contains a given period of the lattice associated to A. The proof
is a completely effective version of the analytic subgroup theorem by Wüstholz [46]
in the special case where the group is an abelian variety and where torsion points are
considered. No other known method gives such precise quantitative results.
In 1995 Bost [3] gave a Bourbaki talk on the work of Masser and Wüstholz. In 1997
and 1999 he also gave lectures at the Institut Henri Poincaré in Paris [5], where he
explained many details of the proofs not presented in [3]. One of the interesting aspects
of his approach is the intrinsic and geometric version of the argument originally given
by Masser and Wüstholz. Several new tools were introduced. For example, the use
of Arakelov geometry which had meanwhile become available. Arithmetic intersection
theory allows, among others, to deﬁne the height of an algebraic variety in general [7].
This height has nice functorial properties. Other geometric ingredients are hermitian
vector bundles on the spectrum of the ring of integers of a number ﬁeld and the related
concept of Arakelov degree and slopes. An interesting aspect is the use of semistability
in transcendence. His approach avoids theta functions, the study of the moduli space of
polarized abelian varieties and the construction of auxiliary functions as they appear in
the work of Masser and Wüstholz. As a consequence proofs and effective computation
are more direct.
In this paper, we present the proof of the Abelian Subvariety Theorem. We focus our
attention on the analytic estimates. 1 We improve the bounds given by Bost [3] in a
quantitative respect and we extend the theorem to subspaces rather than hyperplanes.
We consider an abelian variety A of dimension g deﬁned over a number ﬁeld  of
absolute degree d = [ : Q]. Let L be a symmetric ample line bundle on A. We denote
by tAK the stalk at zero of the tangent bundle of AK where K is a ﬁnite extension
of . Let W be a proper subspace of tAK of codimension s. Let 0: K → C be an
embedding and  a non-trivial period of A0(C) such that  ∈ W0 . We consider on
tA0 the norm || · ||0 induced by the ﬁrst Chern class of L0 . We call exp: tA0 → A0
the exponential map. We denote by h(A) the Faltings height of A and by h(W) the
height of the space W, (see 1.1 and 1.5 for notation). We prove the following
Theorem 1 (Abelian Subvariety Theorem). There exists a proper, non-trivial abelian
subvariety B of AQ such that
(g − 1)(− 1)s, (1)
degL0BC(g)(degL A)
−1
s max
(
degL A, hdr, dr log(dr)
)− g
s
(−1) , (2)
where
h = max(1, h(A), log degL A, h(W)),
r = max(1, ||||20),
1 The author intends to thank Bost for hand-written notes in which the main arguments of this section
were given.
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 = dimB,
1 = dim(B ∩ expW0)
and C(g) is a constant depending only on g. If L is a principal polarization for A we
can set
C(g) = (5g)g5 .
Note that condition (1) ensures that dim tB ∩ W01 (if not 1 = 0) and that
tB + W0 = tA0 (if not s =  − 1). If 1 = 0 or s =  − 1 relation (1) is
contradicted.
Using an idea given by Masser and Wüstholz [26], we can deduce the following:
Corollary 1. Under the same hypotheses of the Abelian Subvariety Theorem there exists
a proper abelian subvariety B of AQ such that
 ∈ tB = tA0
and
degL0BC(g)max
(
degL A, hdr
)(g)
where C(g) and (g) are constants depending only on g. In particular we can set
(g) = 5g .
As a nice application of our Abelian Subvariety Theorem in [45], we improve in a
quantitative respect the estimate given by Masser and Wüstholz for a minimal elliptic
isogenies, see [24]. Our proof is effective and puts in light the geometric aspects of the
problem. Estimates of this type have been studied by David [9] and later by Pellarin
[39]. However, their bounds are weaker in the dependence on the degree d of the ﬁeld
of deﬁnition of A and on the constants. This simplest case has been a test for the more
general case of abelian varieties. The geometrical techniques used here can possibly
also be used to improve the result of Masser and Wüstholz for abelian varieties. Further
technical difﬁculties are expected. For instance the more complicate structure of the
ring of endomorphisms for an abelian variety of dimension larger than 2, or the bigger
range for dimensions of a proper abelian subvariety may cause problems.
A very ambitious conjecture is that the degree of the isogeny, at least in the case
of elliptic curves, does not depend on the elliptic curve at all, but just on its ﬁeld of
deﬁnition. This would imply for instance that an elliptic curve deﬁned over a number
ﬁeld  has only ﬁnitely many torsion points deﬁned over . This result was proven by
Mazur [32,33], in the case that the ﬁeld of deﬁnition is the ﬁeld of rational numbers.
It was later generalized by Merel [34] for number ﬁelds. However, how to extend the
result to an arbitrary abelian variety seems to be unknown. In order to deduce the
conjecture with the classical approach one shall prove that, under the same hypotheses
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of the Abelian Subvariety Theorem, there exists a proper, non-trivial abelian subvariety
B of AQ whose degree is bounded only in terms of dimension, degree and ﬁeld of
deﬁnition of A.
We now say something about the structure of this work. In the ﬁrst chapter we ﬁx
notation and we recall the main properties of abelian varieties, Moret–Bailly models,
non-reduced subschemes and heights. In Chapter 2–4 we prove the Abelian Subvariety
Theorem. We give a proof of the Slope Inequality which gives a relation between
the analytic and algebraic quantities attached to a morphism of modules. We deﬁne
non-reduced subschemes of A of dimension zero and an arithmetic ﬁltration in order
to be able to apply the Slope Inequality to our problem, (Chapter 2). We estimate
the norms of the evaluation operators. Here the classical Schwarz Lemma, which is
fundamental for all modern transcendence proofs, is replaced, on Bost’s suggestion,
by the Phragmen–Lindelöf Theorem to obtain a better lemma, (Chapter 3). For the
algebraic estimates we refer to [3,15]. Using the Slope Inequality and these estimates,
we prove that there exists a section of a line bundle on A which vanishes on a non-
reduced torsion subscheme. By the Multiplicity Estimate, Theorem 3, we conclude that
there exists a proper abelian subvariety of AQ of bounded degree, (Chapter 4). Finally,
in the appendix we recall basic properties of the Arakelov degree.
1. Preliminaries and notation
Let OK be the ring of integers of a number ﬁeld K. We denote by S = SpecOK
and by S = SpecK . If E is an OK -module and R an OK -algebra, we denote by EK
and RK the tensor product E ⊗OK K and R ⊗OK K , respectively. If X is a scheme
over S, we denote by XK the ﬁber product of X and S over S. If K is ﬁxed we might
denote XK simply by X. If  is a ﬁnite subscheme of X we denote by K the ﬁber
product of  and S over S. If : K → C is an embedding we will write X for the
ﬁber product X × C. Let E be a sheaf of OX -modules on X , we denote by E the
sheaf on X given by pull-back E = p∗1E , here p1 is the canonical projection of the
ﬁber product X on X . We denote by X(K) = HomZ(S,X) the set of points of X
with value in K.
1.1. Abelian varieties
Let A be an abelian variety of dimension g, deﬁned over a number ﬁeld K and L
an ample line bundle on A. The Euler–Poincaré characteristic (A,L) is deﬁned as
the alternating sum of the Hi(A,L) dimensions. The degree of A with respect to L
is deﬁned as the intersection number of the ﬁrst Chern class c1(L) with itself g-times.
The Riemann–Roch theorem [22, Theorem 3.10] gives the relation
(A,L) = 1
g! degL A. (3)
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If L is an ample line bundle then the ith cohomology group vanishes for every i = 0,
so (A,L) = dim H 0(A,L), (see [22, Corollary 3.11]). One says that L is a principal
polarization for A if (A,L) = 1. We denote the stalk of the tangent bundle of the
variety A at zero by tA. We indicate the sheaf of differentials by A and its stalk at
zero by tˇA. On an abelian variety the global forms are translation invariant, this is a
consequence of the fact that the translation maps are isomorphisms, [37, Paragraph 11,
Proposition, p. 98].
Let : K → C be an embedding. Let exp: Lie(A) = tA → A(C) be the
exponential map of A, we denote by A its kernel. The ﬁrst Chern class c1(L)
of L is an element of H 2(A,Z) = H 2(A ,Z). There exists a unique translation
invariant representative of c1(L). It deﬁnes an alternating 2-form E(1, 2) on A
with values in Z such that E(ix, iy) = E(x, y) and E = ImH where H is a
hermitian form on tA × tA [22, Lemma 3.1, 3.4]; [37, I.2 pp. 18–21]. Since L is
ample H turns out to be positive deﬁned, thus it can be seen as a positive element
	 in 1,1(tˇA), we deﬁne the g-exterior product by d
 = 	 ∧ · · · ∧ 	 [22, 3.3].
The determinant of E does not depend on the embedding , we denote it by det E.
From [22, Theorem 2.3] we have the following relation:
√
det E = (A,L) =
∫
FA
d
, (4)
where FA is a fundamental domain with respect to the lattice A .
1.1.1. Trivialization
In this section, to avoid heavy notation, we identify A with A and a line bundle
L on A with L.
We consider on tA the hermitian metric induced by the ﬁrst Chern class of L. We
denote the related norm || · ||. We denote by | · | the standard Euclidean norm on C.
We endow the trivial bundle OtA on tA with the norm
||f (z)||z∗L = |f (z)|em(z), (5)
where f is a section of OtA and m(z) = −2 ||z||2.
The line bundle exp∗ L is trivial on tA. By the Appel–Humbert theorem [37, p. 20] a
trivialization : OtA → exp∗ L is given identifying (z, f (z)) and (z+ , e(z)f (z)) for
 ∈ A and automorphic factor e(z) = (z)e−H(,z)+ 2H(,) where (H, ) is a Appel–
Humbert couple. Since (5) is compatible with this identiﬁcation it deﬁnes a metric on
L whose ﬁrst Chern form is equal to 	. Thus the metric induced by L on exp∗ L and
the one deﬁned by (5) are equal up to a multiplicative constant. Then we can choose
a trivialization such that the isomorphism : OtA → exp∗ L is an isometry, (see also
[13, p. 70]).
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Let  be an open set of tA on which exp is a homeomorphism. Let LD be the D
tensor product of L and s a section of LD(exp()). For every z ∈  we have
||s(exp z)||LD = |f (z)|em(z), (6)
with f = (exp∗ s) and m(z) = −2D||z||2.
Let FA be a fundamental domain for the lattice A = ker(exp). Then (4) gives
(A,LD) = ∫ FA d
 with d
 = 	D ∧ · · · ∧ 	D the g-exterior power of the translation
invariant representative 	D of c1(LD).
By deﬁnition the normalized Haar-measure on A satisﬁes
1 =
∫
A
d =
∫
FA
exp∗ d. (7)
Since the Haar-measure is unique we can write
d

exp∗ d
= (A,LD). (8)
1.1.2. Injectivity radius
The radius of injectivity of A with respect to the metric on tA induced by L
is the largest real number i (A, L) such that the restriction of the exponential map
to the open ball with center in zero and radius i (A, L) is a homeomorphism. By
deﬁnition
i (A, L) = 12 min0 =
∈ ||
||. (9)
Minkowski’s theorem (see [8, VIII.4.3]) yields
i (A, L)−
1
2 (degLA)
1
2g . (10)
An important estimate for the radius of injectivity is due to Masser and Wüstholz [25,
Lemma 8.6]. For every line bundle L on A one has
1
[K : Q]
∑
: K→C
i (A, L)
−2c(g)max
(
1, h(A)+ 1
2
log (A,L)
)
(11)
where c(g) is a positive real constant depending only on g and h(A) is the Faltings
height of A (see Section 1.5). Effective versions, when L is a principal polarization for
A, have been given by Graftieaux [15, Proposition 2.11] and by David and Philippon
[10, Appendix, Lemma 6.7, 6.8]. In this case one can set c(g) = 2g4.
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1.2. Arithmetic varieties
Deﬁnition 1. An arithmetic variety X over OK is a scheme over SpecOK such that
: X → SpecOK is a quasi-projective ﬂat morphism of schemes. Moreover we require
that there exists a section P: SpecOK → X and that the generic ﬁber is smooth and
proper.
The set of complex points X (C) = HomZ(SpecC,X ) is the disjoint union of com-
plex varieties X (C) = ∐: K→CX(C). Indeed, if P : SpecC → XK is a complex
point, then the composition K ◦ P : SpecC → SpecK induces an embedding  =
(P)" from K to C.
The notion of hermitian vector bundle is given in Appendix A.1.
Deﬁnition 2. Let X be an arithmetic variety over SpecOK . A hermitian vector bundle
E on X is a pair (E, h) where E is a locally free sheaf of ﬁnite rank on X , and
(E(C), h) is a hermitian vector bundle on X (C) invariant under conjugation. If E has
rank 1 one says that E is a hermitian line bundle.
Invariant under conjugation means that if  and c are conjugated embeddings of
K, then for every open set U of X the map id ⊗ c: E(U)⊗ C→ E(U)⊗c C is an
isometry, in particular we get ||s|| = ||s||c .
Example. In the special case of S := SpecOK , we have that SC =∐{: K→C} SpecC.
In fact SC = Spec(OK ⊗Z C) = Spec(K⊗QC). Let f (x) be an element of Q[x] such
that KQ[x]/(f (x)). Then K ⊗Q C is isomorphic to C[x]/(f (x)). In the ﬁeld C the
polynomial f (x) splits in d = [K : Q] linear factors f (x) =∏di=1 (x − i ). By Galois
theory there exists an isomorphism between the embeddings {: K → C} and the roots
of f (x). Thus we can write f (x) = ∏(x − ). By the Chinese Reminder Theorem
we get the isomorphism C[x]/(∏(x − ))∏C[x]/(x − ). Therefore, SC =
Spec
∏
C[x]/(x − ) =
∐
: K→CSpecC and we have the following commutative
diagram:
SC = Spec(C[x]/ (f (x))) −−−−→ SpecC 
S = SpecK −−−−→ SpecQ 
S = SpecOK −−−−→ SpecZ.
In an analogous way, if X is a S-scheme then XC = ∐: K→C X, where X is the
ﬁber product of X and SpecC over SpecK through the embedding .
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A sheaf on an afﬁne variety is locally free if and only if its global sections are a
projective module, (see [18, Chapter II, Paragraph 5].
For a ﬁnitely generated module over a Dedekind-domain the notions of torsion free,
ﬂat and projective module coincide, (see [12, Theorem 13, p. 95]. Therefore there exists
an isomorphism of categories between the category of locally free sheaves of ﬁnite rank
over SpecOK and the category of ﬁnitely generated torsion free OK -modules. For this
reason we will identify the objects of the two categories.
1.2.1. The push-forward of a Hermitian vector bundle
Let E be a hermitian vector bundle on an arithmetic variety : X → SpecOK .
The work of Moret–Bailly [36, Lemma 1.4.2] shows that the push forward ∗E of
a locally free sheaf E on X to SpecOK is still locally free.
We want to induce a metric on the vector bundle E = H 0(S,∗E) = H 0(X , E) on
SpecOK . For each section s ∈ E we deﬁne
||s||2E, =
∫
X(C)
||sx ||2E d(x), (12)
with d a measure on X and || · ||2E = h,x(·, ·). In the special case of an abelian
variety we will choose d to be the normalized Haar measure, i.e. the only normalized
measure, invariant under the group law. In the case of a projective space one can use
the Fubini-Study metric [16, Example 2, p. 30].
1.3. Moret–Bailly models
Deﬁnition 3. A semiabelian scheme : A → SpecOK is a smooth group scheme
(separated and of ﬁnite type), such that the components of its ﬁbers are extensions of
abelian varieties by tori (semiabelian group), and its generic ﬁber is an abelian variety.
A semiabelian scheme A is in particular an arithmetic variety, thus for any line
bundle L on A the direct image ∗L is a locally free sheaf on SpecOK , (Section 1.2).
If L is a hermitian ample line bundle, we can endow the vector bundle ∗L with the
push-forward metric (1.2.1). The bundle ∗L = (∗L, ||s||2L) is an hermitian vector
bundle on SpecOK of rank equal to dim H 0(A,L).
We are going to recall the deﬁnition of MB-models given in [4, 4.3.1].
Let A be an abelian variety over Q, L an ample symmetric line bundle over A and
Q a ﬁnite subset of A(Q). A MB-model of (A,L,Q) over a number ﬁeld K is
deﬁned as the data
• a semiabelian scheme : A→ SpecOK ,
• an isomorphism i : AAQ of abelian varieties over Q,
• a cubist hermitian line bundle L on A (in the sense of [35]),
• an isomorphism LLQ,
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• for each point P ∈ Q a section P: SpecOK → A of  such that the geometric
point PQ coincides with i(P ),
which satisfy the following condition: there exists a subscheme K of A ﬂat and ﬁnite
over SpecOK such that i−1(KQ) coincides with the Mumford group K(L2) (see [22,
4.1]).
The properties of MB-model we are going to use are summarized in the following
theorem (see [4, Theorem 4.10]; [3, 4.2] for the semistability in (iii)).
Theorem 2. (i) Existence: There exists a MB-model for the data (A,L,Q) deﬁned
over a ﬁnite extension of the ﬁeld of deﬁnition of A and Q.(ii) Néron-Tate height: For any MB-model and any P ∈ Q the Arakelov degree
d̂egn P∗L coincides with the normalized Néron-Tate height of P associated to L.
(iii) Semistability: The vector bundle ∗L is semistable and its slope is
ˆ(∗L) = −12h(A)+
1
4
log
(A,L)
(2)g
,
where h(A) is the Faltings height of A (see Section 1.5).
(iv) Compatibility of a MB-model with scalar extension. If we have a MB-model of
(A,L,Q) over some number ﬁeld K and K is a ﬁnite extension of K, then the model
got by extension of scalar from OK to OK is a MB-model of (A,L,Q) over the
number ﬁeld K.
1.4. Non-reduced subschemes
If X is a scheme we denote by Xtop its underlying topological space and by OX its
structural sheaf. If j : Y → X is a closed immersion, we denote by IY = ker j" the
ideal sheaf of Y and by I tY its tth power.
1.4.1. Subschemes of multiplicity t
The cokernel OY,t of the natural inclusion I tY → OX deﬁnes a scheme Yt =
(Y top, j−1OY,t ), (see [18, Example II.3.2.5]). We call Yt the subscheme of X of mul-
tiplicity t at Y.
The exact sequence
0 −−−−→ IY /I tY −−−−→ OX/I tY −−−−→ OX/IY −−−−→ 0
induces a closed immersion it : Y → Yt .
1.4.2. Schematic image and closure of a scheme
Let f : Z → X be a morphism of schemes. Then there is a unique closed subscheme
Y of X with the following property: the morphism f factors through Y, and if Y ′ is any
76 E. Viada / Journal of Number Theory 112 (2005) 67–115
other closed subscheme of X through which f factors, then Y → X factors trough Y ′
too. The scheme Y is called the schematic image of Z in X. If f is an immersion
then the scheme Y is called the schematic closure of Z in X (see [18, Exercise
II.3.11.d]).
Example. A point P of A with value in OK is deﬁned as a morphism of schemes
P: S → A. Since A is a scheme over S, the morphism P is a closed immersion. We
denote by Pt , meaning Pt : St → A, the subscheme of A of multiplicity t at P .
The scheme A is smooth over S thus the push forward via  ◦ Pt of the structural
sheaf OP,t of Pt is a locally free sheaf over S.
If we consider an abelian variety over S = SpecK and a point P : S → A deﬁned
over K, we can deﬁne the subscheme Pt : St → A of multiplicity t at P . If A,P
is a MB-model of A,P then the subscheme Pt is the schematic closure in A of the
subscheme Pt .
1.4.3. Multiplicity along a subspace
Let A be an abelian variety of dimension g deﬁned over a number ﬁeld , and let
L be an ample symmetric hermitian line bundle over A. We denote by S the scheme
SpecK with K a ﬁnite extension of . We consider a reduced closed subscheme of
dimension zero K :
∐
S → A with values in A(K), i.e. a disjoint union of points
P : S → A deﬁned over K. We suppose that the neutral element 0A: SpecK → A of
A belongs to K .
Since A is smooth we have the isomorphism OA/I20AK ⊕ I0A/I20A = K ⊕ tˇA. We
denote by SW,1 the spectrum of K ⊕ Wˇ , with W a subspace of tAK . The inclusion
W ↪→ tA induces a surjection of algebras OA0/I20A → K ⊕ Wˇ and hence a closed
embedding of schemes
0A,W,1: SW,1 ↪→ A.
We consider the schematic image SW,t of the scheme SW,1 × · · · × SW,1 under the
addition morphism
+t : A× · · · × A︸ ︷︷ ︸
t−times
−→ A.
We call 0A,W,t : SW,t → A the subscheme of A of multiplicity t at 0A along W.
If P is any point of A different from the origin we consider the translation by −P
−P : A → A. We deﬁne the subscheme PW,t of multiplicity t at P along W as the
pull-back via the isomorphism −P of the scheme 0A,W,t .
Let t : K → N+ be a multiplicity map that associates to any P ∈ K the multi-
plicity t (P ). We denote K,W,t =∐P∈K PW,t(P ) the scheme of multiplicity t along W
at K . In the following work we will suppose 0A ∈ K and to every natural number
m ∈ N we associate the multiplicity function m: → {2m,m} such that m(0A) = 2m
and m(P ) = m for 0A = P ∈ K .
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Let (: A → S,L,) be a MB-model for (A,L,K). We denote by SW,t the
schematic closure of SW,t in A and we call
0A,W,t : SW,t → A
the subscheme of A of multiplicity t at 0A along W.
Since A is smooth, the scheme 0A,W,t is a ﬂat ﬁnite subscheme of A hence afﬁne.
For each point P ∈ K we deﬁne the scheme PW,t(P ) of multiplicity t (P ) at P along
W as the schematic closure of PW,t(P ) in A, or equivalently as the pull-back via the
translation map −P of the immersion 0A,W,t . Finally, we deﬁne the scheme associated
to K,W,t as W,t = ∐P∈K PW,t(P ). The scheme W,t is not always a subscheme
of A. We recall that, from the deﬁnition of MB-model, for every point P ∈ K there
exists a section P: SpecOK → A. Therefore, there is a natural epimorphism from
W,t to the schematic closure of K,W,t . This is an isomorphism only if the ideals
(IP )P∈ are pairwise coprime.
1.5. Heights
1.5.1. Faltings height
Let : A → S be a MB-model for the abelian variety A and 0A: S → A be the
zero section. We denote by A/S the sheaf of relative differentials of A with respect
to S = SpecOK . Since the global forms are translation invariant, it follows that
	A/S = ∗ ∧g A/S  0∗A ∧g A/S ,
with 0A the neutral element of A and g the dimension of A. Moreover 	A/S ⊗
CH 0(A(C),∧gA(C)), for any embedding : K → C. On the canonical line
bundle 	A/S , we consider the natural hermitian inner product
h(,) = i
g
(2)g
∫
A(C)
 ∧ c,
where  = ⊗ 1 and c is the complex conjugate of ⊗ 1.
The normalized Arakelov degree (Appendix A.2.2) of 	A/S = (	A/S , h), which
does not depend on K and on the choice of A, is called the Faltings height of A
h(A) = d̂egn	A/S . (13)
1.5.2. Height of a subspace
Any subspace W of the tangent space tAK deﬁnes a hermitian OK -module W =
tA ∩W , where tA is the stalk at zero of the tangent bundle of A. The hermitian inner
product on W is the one induced by tA. We deﬁne the height of the subspace W as
h(W) = −d̂egnW.
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An important result on the maximal slope of the dual space Wˇ of a subspace W of the
tangent space tAK is due to Bost [3, (5.41)]. For all ﬁnite extensions K of K and any
subspace W ⊂ tAK we have
ˆmax(Wˇ)c(g)max(1, h(A), log degL A, h(W)), (14)
where c1(g) is a positive real constant depending only on g. An explicit version in the
case of principal polarization is given in [14, Remark 4.8], at the end of the section
Gromov-type lemma. One can set c(g) = 14g5.
2. The ingredients of the proof
We would like to give an idea of the structure for the Abelian Subvariety Theorem’s
proof, referring also to the classical Baker’s method in transcendence.
We start with an abelian variety A over a number ﬁeld  and a symmetric ample
line bundle L on A. We consider a N-torsion sub-scheme K of A, with K a ﬁnite
extension of . We denote by (A,L,) a MB-model of (A,L,K). Bundles on A
deﬁne OK -modules and metrics. We can then use Arakelov geometry, in particular
the slopes inequality (Property 1) which concerns an injective morphism : E → F
between hermitian OK -modules. The module E is given by the global sections of LD
with D a positive integer. The module F is given by the restriction of these sections
at a highly non-reduced subscheme with support on . The morphism  is then the
restriction morphism. A ﬁltration of F is deﬁned in order to split the problem and
consider, stepwise, the evaluation at  with a certain order of multiplicity.
We want to prove the existence of a section s ∈ E in the kernel of . The Multiplicity
Estimate, Theorem 3, shows how to associate to such a section an abelian subvariety B
of AQ with bounded degree. If we can contradict the slopes inequality, then  cannot
be injective, so the required section exists.
According to Baker terminology, the so called ‘constructive part’ concerns the evalu-
ation at zero, i.e. the terms F0,k of the ﬁltration. We suppose that the rank of E is big
enough (choose D large enough) in order to have a section s of E vanishing at zero
with multiplicity at least 2gM .
The so called ‘de-constructive part’ concerns the evaluation at the non-zero points of
, i.e. the terms Fk of the ﬁltration. We want to conclude that the section produced in
the constructive part has vanishing order at least gM at the non-zero points of . In
other words, we want s to be in the kernel of . The idea behind it is that a section
of L is related to a holomorphic function on the tangent space of A at zero. Such a
function has quite rigid behavior, so if it is very small at zero it cannot be too big in
a small neighborhood (Schwarz Lemma).
In order to contradict the slopes inequality we must estimate its right- and left-
hand sides. The algebraic estimates are summarized in the bounds given in [3,15] for
d̂egn E and for the slopes of the G0,k and Gk . The analytic estimates, on which we
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focus our work, concern the norm of the evaluation operators. We need to apply the
Phragmen–Lindelöf Theorem, to reﬁne the classical Schwarz Lemma.
We substitute these estimates in the slopes inequality and we see that there exists a
choice of the parameters D, M and N which contradict the inequality. We choose D
and N as small as possible and M as big as possible. These values produce the wished
bound for the degree of B.
2.1. The slopes inequality
Let E be a hermitian vector bundle over SpecOK and F a vector bundle over
SpecOK . Let : E → F be a morphism of bundles. We consider a ﬁltration
F = FM ⊃ FM−1 ⊃ · · · ⊃ F1 ⊃ F0 = 0
such that the quotients Gi = Fi/Fi−1 are torsion free.
On −1(Fi) or −1(Fi)/−1(Fi−1) we consider the restriction or quotient metrics
induced by E. We endow the vector bundles Gi with hermitian metrics, note that
these metrics are not a priori related to others. We denote by i : 
−1(Fi) → Gi the
composition of  and the natural projection.
Property 1. Let : E → F be injective and non-trivial then
d̂egn E
M∑
i=1
(
rk(−1(Fi)/−1(Fi−1))
)(
ˆmax(Gi)+
1
[K : Q]
∑
: K→C
log ||i ||
)
.
Proof. Consider the injective map i : −1(Fi)/−1(Fi−1) → Gi induced by i and
the natural projection.
Since Fi/Fi−1 is torsion free and i is an inclusion, the module −1(Fi)/−1(Fi−1)
is torsion free, so −1(Fi−1) is a direct summand of −1(Fi). By Property A.2 we get
d̂egn (
−1(Fi)/−1(Fi−1)) = d̂egn −1(Fi)− d̂egn −1(Fi−1).
Recall that
∑M
i=1 d̂egn 
−1(Fi)− d̂egn −1(Fi−1) = d̂egn E. It follows
d̂egn E =
M∑
i=1
d̂egn (
−1(Fi)/−1(Fi−1))

M∑
i=1
rk(−1(Fi)/−1(Fi−1))ˆmax(−1(Fi)/−1(Fi−1)). (15)
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If i = 0 then rk(−1(Fi)/−1(Fi−1)) = 0 and so there is no contribution to the
right-hand side of (15). If i = 0 then we apply Property A.7 in the appendix and we
ﬁnd
d̂egn E
M∑
i=1
(
rk(−1(Fi)/−1(Fi−1))
)(
ˆmax(Gi)+
1
[K : Q]
∑
: K→C
log ||i ||
)
.
Note that ||i || = ||i || because on the submodules of E we consider the induced
metrics. 
2.2. Ideals sheaves
We deﬁne the torsion subscheme K as follows. We consider a non-trivial period
 of A contained in a subspace W of tAK . For a natural number N we consider the
reduced N-torsion points Pi : S → A such that P topi,0 = exp0
i
N
, where 0: K → C
is a ﬁxed embedding. We consider the disjoint union of these points K = ∐Ni=1 Pi .
Let (: A→ S,L,) be a MB-model for (A,L,K). Here K is a ﬁeld of deﬁnition
for W, K and A. For any positive integer M, we consider the non-reduced scheme
K,W,gM = 0A,W,2gM ∐0A =P∈K PW,gM where g is the dimension of A. Note that the
multiplicity at zero is 2gM and at the other points of K is gM.
We would like to spend a word on the notation. The index K reminds us that we are
working on A, the ﬁber product of A and SpecK over SpecOK . The index W reminds
us that we differentiate with respect to the variables determined by the subspace W.
The multiplicity index gM reminds us that we consider a non-reduced subscheme with
multiplicity at least 2gM at zero and multiplicity at least gM at the non-zero points
of K . The notation are unfortunately quite heavy, but they are the clearest we could
ﬁnd.
The schemes K,W,gM and W,gM are afﬁne schemes, hence we identify a sheaf
on K,W,gM or W,gM with the module of its global sections. Moreover, we identify
projective OK -modules of ﬁnite rank with locally free sheaves on W,gM . The module
of global sections of a sheaf on W,gM is an OK -module that coincides with the
module of global sections of the push-forward of the sheaf on SpecOK . Thus we will
identify locally free sheaves on W,gM and their push-forward to SpecOK .
By deﬁnition K,W,gM is the generic ﬁber of W,gM thus OK,W,gM = O,W,gM⊗OK K and since K is ﬂat over OK we have an embedding of algebras O,W,gM ↪→
OK,W,gM . Intersecting subsheaves of OK,W,gM with O,W,gM we produce OK -
modules.
We want to deﬁne a ﬁltration of OK -modules associated to the subscheme K,W,gM .
There exist closed immersions 0A = 0A,W,0 ↪→ 0A,W,1 · · · ↪→ 0A,W,2gM ↪→ K,W,gM ,
see 1.4.3. For any integer 1k2gM let us denote by I0A,W,k the sheaf of ideals of
0A,W,k−1 in K,W,gM .
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We deﬁne OK -modules associated to these ideals as follows:
I0A,W,k = I0A,W,k ∩O,W,gM.
The ascending chain
I0A,W,2gM ⊂ · · · ⊂ I0A,W,k ⊂ · · · ⊂ I0A,W,1 ⊂ OK,W,gM
deﬁnes the ﬁltration
I0A,W,2gM ⊂ · · · ⊂ I0A,W,k ⊂ · · · ⊂ I0A,W,1 ⊂ O,W,gM
of saturated submodules of O,W,gM , hence the quotients I0A,W,k/I0A,W,k+1 are torsion
free. There exists a natural map
I : Symk(Wˇ )→ I0A,W,k/I0A,W,k+1. (16)
Since any formal group over a ﬁeld of characteristic zero is an additive formal group
the map I is an isomorphism, (see [19, Theorem 1]).
We recall that tA = tA ⊗OK K . We consider the saturated submodule W = W ∩ tA
of tA. It follows that Wˇ = I0A,W,1/I0A,W,2.
Lemma (Graftieaux [15, Lemma 2.2]). There exists an isomorphism
I0A,W,k/I0A,W,k+1(I0A,W,1/I0A,W,2)k.
The map I restricts to an injective morphism of OK -modules
J : Symk(Wˇ)→ I0A,W,k/I0A,W,k+1, (17)
whose cokernel is annihilated by k!.
For each point P ∈ K we reproduce the previous construction and we deﬁne OK -
modules IP,W,k for which the quotients IP,W,k/IP,W,k+1 are torsion free. There is a
natural isomorphism
Symk(Wˇ )→ IP,W,k/IP,W,k+1 (18)
and there exists an injection of modules
Symk(Wˇ)→ IP,W,k/IP,W,k+1, (19)
whose cokernel is annihilated by k!.
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We can conclude that for each point P ∈  the module k!IP,W,k/IP,W,k+1 is a
submodule of Symk(Wˇ). We will use this injection to deﬁne a metric on the quotient
modules G0,k and Gk (see (22) and (23) below).
2.3. Restriction morphism
For any integer D we consider the D tensor power LD of the invertible sheaf L
on A.
We denote the push-forward via  of the line bundle LD by
E = ∗LD
and the pull-back via W,gM of the line bundle LD by
F = ∗W,gMLD.
Since : A→ S is an arithmetic variety E is a locally free sheaf on SpecOK of rank
equal to the dimension of H 0(A,LD), (see 1.2.1). Being the pull-back, F is a locally
free sheaves over SpecOK [18, II, Proposition 5.8].
We denote the restriction map that sends a global section s ∈ LD to its pull-back
via W,gM by
: E → F.
We remark that the precise deﬁnition of F is F = (W,gM)∗∗W,gMLD but we identify
the OK -module of the global sections of (W,gM)∗∗W,gMLD with the OK -module
of the global sections of ∗W,gMLD .
We have E ⊗K = H 0(A,LD)⊗ K and F ⊗K = H 0(K,W,gM,∗K,W,gMLD).
By ﬂatness of K over OK the restriction map : E → F is injective if and only if
: H 0(A,LD)⊗ K → H 0(K,W,gM,∗K,W,gMLD) is injective.
2.4. Arithmetic ﬁltration
For 0kgM we denote by I,W,k = I0A,W,2gM⊕0A =P∈IP,W,k , for convenience
we set I0A,W,0 = O,W,gM and IP,W,0 = OP,W,gM . We deﬁne
F0,k = I0A,W,2gM−k ⊗ ∗LD for 0k2gM,
Fk = I,W,gM−k ⊗ ∗LD for 0kgM. (20)
The descending chain of OK -modules
O,W,gM ⊃ · · · ⊃ I0A,W,2gM ⊃ I,W,0 ⊃ · · · ⊃ I,W,gM
E. Viada / Journal of Number Theory 112 (2005) 67–115 83
induces the ﬁltration of the module F on SpecOK
0 = F0 ⊂ F1 ⊂ · · · ⊂ FgM = F0,0 ⊂ · · · ⊂ F0,2gM−1 ⊂ F0,2gM = F.
We can then consider the corresponding quotients
G0,2gM−k = F0,2gM−k/F0,2gM−k−1
= (I0A,W,k/I0A,W,k+1)⊗ ∗LD for 0k2gM − 1,
GgM−k = FgM−k/FgM−k−1
= (⊕0A =P∈IP,W,k/IP,W,k+1)⊗ ∗LD for 0kgM − 1.
(21)
Note that by deﬁnition the ideals modules are saturated, thus the G0,i and Gi are
torsion free modules.
2.5. Evaluation operators
We want to deﬁne a metric on the quotients G0,k and Gk . From morphisms (16)
and (17) we deduce that for all 0k2gM − 1 one has
G0,2gM−k,  SymkWˇ ⊗ 0∗ALD ,
k!G0,2gM−k ⊆ SymkWˇ ⊗ 0∗ALD.
(22)
From morphisms (18) and (19) we deduce that for all 0kgM − 1 one has
GgM−k, 
⊕
0A =P∈K
SymkWˇ ⊗ P ∗LD ,
k!GgM−k ⊆
⊕
0A =P∈
SymkWˇ ⊗ P∗LD. (23)
We assumed to have a hermitian line bundle L on A and we endowed tA with the
hermitian inner product deﬁned by the ﬁrst Chern class of L, (see 1.1). We consider
on tˇA the dual hermitian product of tA and on Wˇ the quotient metric. We endow
P ∗LD with the pull-back metric given by LD . We then canonically induce a hermitian
product on the symmetric product, tensor product, direct sum and subbundle. We deﬁne
on GgM−k and G0,2gM−k a hermitian inner product such that morphisms (22) and (23)
are isometries on the image.
Deﬁnition 4. For 0kgM − 1, we deﬁne morphisms gM−k: −1(FgM−k) →
GgM−k to be the composition of the restriction map  and the natural projection
FgM−k → GgM−k = FgM−k/FgM−k−1. For 0k2gM − 1, we deﬁne morphisms
0,2gM−k: −1(F0,2gM−k) → G0,2gM−k to be the composition of the restriction map
 and the natural projection F0,2gM−k → G0,2gM−k = F0,2gM−k/F0,2gM−k−1.
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3. Analytic estimates
3.1. Bounds for the evaluation operators at zero
In order to avoid heavy notation in the proofs of this chapter and in Lemma 1
we omit the index . We shall then keep in mind that we are dealing with complex
varieties.
We deﬁne ε = min (1,i (A,L)) where i (A,L) is the radius of injectivity of L,
(see 1.1.2). With respect to the inner product induced by c1(LD), we choose an or-
thonormal basis e1, . . . , eg of tˇA such that the subspace Wˇ is spanned by e1, . . . , eg−s .
Let z1, . . . , zg be the corresponding coordinates. The form d
 is the g-exterior power
of the ﬁrst Chern form of LD . The Riemann form associated to LD is HD . If I is a
multi-index (i1, . . . , ig) then zI is the monomial zi11 · .. ·zigg ∈ Sym|I |
(
tˇA
)
, we denote by
|I | =∑ ik the norm of I and by I ! =∏gj=1 ij !. Given a multi-index I = (i1, . . . , ig)
we denote by Isub the sub-index (ig−s+1, . . . , ig), if Isub = 0 then zI ∈ Sym|I |
(
Wˇ
)
.
Let I, J be two multi-indices of norm k and let zI , zJ be the related monomial
of Symk
(
tˇA
)
. We consider on Symk
(
tˇA
)
two different inner products. The ﬁrst one is
deﬁned by
〈zI , zJ 〉LD =
∫
B(0,ε)
zI zJ e−D||z||2 d
,
with B(0, ε) the ball on tA with center in zero and radius ε. The second one is the
induced quotient metric as we have described in A.1.7
〈zI , zJ 〉Symk = Symk(HˇD)
(
zI , zJ
)
.
Lemma 1. We use the above notation.
(i) There exists a constant C (g, k, ε) such that
|| · ||2
LD
= C (g, k, ε) || · ||2Symk .
(ii) The following estimate holds
ge−Dε2 k!
(k + g)! ε
2(k+g)C (g, k, ε) g k!
(k + g)! ε
2(k+g).
Proof. (i) The action of the unitary group G is irreducible on Symk (tˇA) (see [20,
I.4]). From Parseval’s formula it follows that 〈·, ·〉LD = 0 if and only if 〈·, ·〉Symk = 0.
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We deﬁne 
1 = inf ||w||LD||w||Symk where w varies on Sym
k
(
tˇA
) \{0}. The set W 1 = {w ∈
Symk
(
tˇA
) : ||w||LD = 
1||w||Symk } is a subspace of Symk (tˇA). The two norms are
G-invariant hence the space W 1 is G-invariant. The irreducibility of the action implies
W 1 = Symk (tˇA).
(ii) We choose the basis ei of tˇA so that the Riemann form of LD has a diagonal
representation and ||z||2 =∑ |zi |2. From (i) we know that C (g, k, ε) is the same for
all elements in Symk
(
tˇA
)
, then it is enough to compute it for one polynomial. Let us
consider the function
r2k =
(∑
|zi |2
)k = ∑
|I |=k
k!
I ! |z
I |2,
where the last equality is the generalized binomial formula. From (50) in the appendix
we know that
||zI ||2Symk =
I !
k! .
Then we can write ∫
B(0,ε)
(∑
|zi |2
)k
e−D
∑ |zi |2 d

=
∑
|I |=k
k!
I !
∫
B(0,ε)
|zI |2e−D||z||2d

=
∑
|I |=k
||zI ||2
LD
||zI ||2Symk
= C (g, k, ε)
(
g + k − 1
k
)
. (24)
We now estimate the integral∫
B(0,ε)
(∑
|zi |2
)k
e−D
∑ |zi |2 d
.
Passing to polar coordinates we get∫
B(0,ε)
(∑
|zi |2
)k
e−D
∑ |zi |2d

= vol
(
S2g−1
) ∫ ε
0
r2k+2g−1e−Dr2 dr (25)
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where S2g−1 is the unitary ball and vol indicates its volume. The minimum of the
function e−Dr2 for r ∈ (0, ε) is attained in r = ε thus∫
B(0,ε)
(∑
|zi |2
)k
e−D
∑ |zi |2 d

vol
(
S2g−1
)
e−Dε2 ε
2(k+g)
2 (k + g) . (26)
The maximum of the function e−Dr2 for r ∈ (0, ε) is attained in r = 0 thus∫
B(0,ε)
(∑
|zi |2
)k
e−D
∑ |zi |2 d

vol
(
S2g−1
) ε2(k+g)
2 (k + g) . (27)
We recall that the volume of the (2g − 1)-dimensional ball is
vol
(
S2g−1
)
= 2
g
(g − 1)! .
From (26), (27) and (24) we deduce the requested bounds. 
We are now ready to give an estimate for the norm of the evaluation operator 0,k ,
(Deﬁnition 4). We recall that the norm of a morphism between hermitian OK -modules
is the operator norm.
Lemma 2. For any integer 0k2gM − 1 and any embedding : K → C the norm
of the evaluation operator 0,k satisﬁes the inequality
||0,2gM−k||2Dg(A,L)−geDε
2

(k + g)!
k! ε
−2(k+g)
 ,
where ε = min(1,i (A, L)).
Proof. We estimate ||0,2gM−k||2 = sups =0
||0,2gM−k(s)||2G0,2gM−k
||s||2
LD
with s a non-trivial
section of −1(F0,2gM−k).
As ﬁrst step we ﬁnd a lower bound for
||s||2
LD
=
∫
A
||sz||2LD d,
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with d the normalized Haar-measure. From relations (7) and (8) we get
||s||2
LD
=
∫
FA
||sz||2LD exp∗ d
∫

||sz||2LD(A,LD)−1d
,
where  is an open of tA on which exp is a homeomorphism and d
 is associated to
c1(LD). In particular, we can choose  to be the open ball B(0, ε) with center in zero
and radius ε.
Replacing formula (6) in the integral above we get
||s||2
LD
(A,LD)−1
∫
B(0,ε)
|f (z)|2e−D||z||2 d
. (28)
The holomorphic function f (z) can be developed in Taylor power series
f (z) =
∑
I
aI z
I
where I is a multi-index and aI ∈ C. Then
||s||2
LD
(A,LD)−1
∫
B(0,ε)
∣∣∣∣∣∑
I
aI z
I
∣∣∣∣∣
2
e−D||z||2 d
.
Parseval’s formula yields
∫
B(0,ε)
∣∣∣∣∣∑
I
aI z
I
∣∣∣∣∣
2
e−D||z||2d
 =
∑
I
|aI |2
∫
B(0,ε)
|zI |2e−D||z||2 d
.
Lemma 1 gives the relation∫
B(0,ε)
|zI |2e−D||z||2d
 = C (g, |I |, ε) ||zI ||2Sym|I |
with
C (g, k, ε)−1 −geDε2 (k + g)!
k! ε
−2(k+g).
Therefore
||s||2
LD
(A,LD)−1
∑
I
|aI |2C (g, |I |, ε) ||zI ||2Symk . (29)
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As second step we estimate the norm of the image of the section s
||0,2gM−k (s) ||2G0,2gM−k
=
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
|I |=k,Isub=0
aI ⊗ zI
∣∣∣∣∣∣
∣∣∣∣∣∣
2
0∗ALD⊗SymkWˇ

∑
|I |=k
||aI ||20∗ALD · ||z
I ||2Symk
=
∑
|I |=k
|aI |2e−D||0||2 · ||zI ||2Symk ,
recall that Isub = (ig−s+1, . . . , ig), so if Isub = 0 then zI ∈ Sym|I |
(
Wˇ
)
.
Finally we use steps 1 and 2 to estimate the norm of the evaluation operator
||0,2gM−k||2 = sup
s =0
||0,2gM−k (s) ||2G0,2gM−k
||s||2
LD
 sup
s =0
(A,LD)
C (g, k, ε)
∑
|I |=k |aI |2 · ||zI ||2Symk∑
|I | |aI |2 · ||zI ||2Symk
 (A,LD)C (g, k, ε)−1 .
We conclude recalling that 
(
A,LD
) = Dg(A,L). 
3.2. Bounds for the evaluation operators
First we are going to state the analogous of Lemma 2 for the operators k .
Lemma 3. For any integer 0kgM − 1 and any embedding : K → C the norm
of the evaluation operators ||gM−k|| satisﬁes the inequality
||gM−k||2 (N − 1)Dg (A,L)−geDε
2

(k + g)!
k! ε
−2(k+g)
 ,
where ε = min
(
1,i (A, L)
)
.
Proof. This proof is similar to Lemma 2. Let f be a trivialization of a non-trivial section
s in the domain of gM−k . We recall that the function |f (z) |2e−D||z||2 is periodic
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with respect to the fundamental domain FA. We denote by Pi = iN so Pi = expPi .
From formula (28) we deduce that for each point Pi ∈ K we have
||s||2
LD
(A,LD)−1
∫
B(Pi ,ε)
|f (z) |2e−D||z||2 d
.
Let
∑
I c
i
I z
I be the Taylor expansion of the function f centered in Pi . We denote
simply by
∑
I cI z
I the Taylor expansion of the function f centered in Pi0 such that∑
|I |=k |cI |2||zI ||2Symk is maximal.
From Parseval’s formula and Lemma 1 we deduce
||s||2
LD
(A,LD)−1
∑
I
|cI |2C (g, |I |, ε) ||zI ||2Symk . (30)
Now we estimate the norm of the image of the section s
||gM−k (s) ||2GgM−k
=
∣∣∣∣∣∣
∣∣∣∣∣∣
 ∑
|I |=k,Isub=0
c1I ⊗ zI , . . . ,
∑
|I |=k,Isub=0
cN−1I ⊗ zI
∣∣∣∣∣∣
∣∣∣∣∣∣
2
⊕iP ∗i LD⊗SymkWˇ

N−1∑
i=1
∑
|I |=k
||ciI ||2P ∗i LD · ||z
I ||2Symk
=
N−1∑
i=1
∑
|I |=k
|ciI |2e−D||Pi ||
2 · ||zI ||2Symk
(N − 1)
∑
|I |=k
|cI |2e−D
||||2
N2 · ||zI ||2Symk . (31)
Finally, we estimate the norm of the operator gM−k using (30) and (31).
||gM−k||2 = sup
s =0
||gM−k (s) ||2GgM−k
||s||2
LD
 sup
s =0
(A,LD)(N − 1)
C (g, k, ε)
∑
|I |=k |cI |2 · ||zI ||2Symk∑
|I | |cI |2 · ||zI ||2Symk
(N − 1)(A,LD)C (g, k, ε)−1 .
This concludes the proof. 
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We want to improve the bound for the norm of the operators k . The idea is to use
the fact that every section in the domain of k has a zero of multiplicity at least 2gM
in zero and to apply a special form of the Schwarz Lemma.
Let us consider the spaces
 = {f : C→ C holomorphic : ∃ C ∈ R |f (z) |CeD|z|2 ∀z ∈ C},
 = {f : C→ C holomorphic : ∃ C ∈ R |f (z) |Ce2Dy2 ∀z ∈ C},
with z = x + iy a complex variable and D a positive integer.
We endow  with the norm ||f || = supz∈C |f (z) |e−D|z|2 and  with the norm
||f || = supz∈C |f (z) |e−2Dy2 .
Lemma 4. The map
j : (, || · ||) −→ (, || · ||)
: f (z) $−→ f (z) e−Dz2
is an isometric isomorphism.
Proof. Since
|f (z) e−Dz2 |e−2Dy2 = |f (z) ||e−D
(
x2−y2+2ixy)|e−2Dy2
= |f (z) |e−D
(
x2−y2)e−2Dy2 = |f (z) |e−D|z|2 .
we have ||j (f )|| = ||f ||. Moreover j is an isomorphism because e−Dz2 = 0. 
We apply the Phragmen–Lindelöf Theorem [41, 12.9], to reﬁne the classical Schwarz
Lemma and use this to get the bound in Lemma 5. The Phragmen–Lindelöf Theorem
is a generalization, for a certain class of functions, of the maximum modulo theorem
from bounded to unbounded regions.
Property 2 (Schwarz Lemma). Let f be a function in . We suppose that f has a zero
of order at least T at RZ with R a real number and that the function |f (z)| is R-real
periodic. Let us consider the strip
 =
{
z = x + iy : |y| T
2DR2
}
.
If T 2DR2 then for every z ∈  we have∣∣∣∣ f (R · z)
(sin z)T
∣∣∣∣  ||f ||e −T 22DR2 .
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Proof. The function
g (z) = f (R · z)
(sin z)T
is holomorphic because of the vanishing multiplicity of f at R · Z. Let z = x +
iy, we recall that | sin (x + iy) |2 = | sin x cosh y + i cos x sinh y|2 = (sin x cosh y)2 +
(cos x sinh y)2. Since (cosh y)2 > (sinh y)2 we have that | sinh y| | sin (z) | cosh y.
Since f belongs to  we have
|g (z) | ||f || e
2DR2y2
| sinh y|T , (32)
where z = x + iy.
We want to verify that g satisﬁes the hypothesis of the Phragmen–Lindelöf Theorem.
We have to control that the function g does not grow too fast when |x| goes to ∞.
Because of the periodicity assumption we have |g(z)| | f (Rz)(sin z)T |K , where K is the
compact region {x+iy : |x|1/2, |y|T/DR2}. Thus |g(z)|C with C a constant.
By the Phragmen–Lindelöf Theorem we conclude that the maximum of the holo-
morphic function g(z) on the strip  is attained on its boundary , i.e.
|g (z) | sup
w∈
|g (w) |. (33)
Now we want to estimate g (z) on the boundary . Because of (32) it is enough to
estimate e2DR
2y2
| sinh y|T for |y| = T/2DR2. The function is even hence we shall study it
only for positive values of y. Since e−1 13e then, for any y1, we have that sinh y =
1
2 (e
y − e−y) 13ey which in turn is estimate by 13eye2y . For this last estimate
just remark that 13eyey−1.1. It follows that for y1 the relation e
2DR2y2
| sinh y|T 
e2DR
2y2
e2Ty
holds. In particular if we set y = T2DR2 1 we have e2DR
2y2−2Ty = e−T 2/2DR2 . Now
by (32) we deduce
|g (z) | ||f ||e
−T 2
2DR2
and from (33) the requested inequality follows. 
Remark 1. Since | sinh y|ey , the real function S (y) = e2DR2y2| sinh y|T is bounded from
below by e2DR2y2−Ty . Thus miny e2DR
2y2−Ty miny S(y). The minimum of
e2DR
2y2−Ty is attained for y = T4DR2 and its value is e
−T 2
4DR2
. This means that another
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choice of the strip  or a better approximation of | sinh y|T would not have essentially
given any better result but just a slightly better constant.
Remark 2. The points of minimum of S (y) are the same as s (y) = logS (y). The
ﬁrst derivative of s (y) is
s′ (y) = 4DR2y − T  coth y. (34)
The function s′ (y) has just one zero given by the intersection of the line 4DR2
T
y and
the function coth y. This zero is a point of minimum because s (y) goes to inﬁnity for
y that goes to zero or to inﬁnity. If 4DR2
T
< 1 then the line 4DR2
T
y intersects coth y
for a value y0 such that coth y0 is ’about’ 1. By the relation (34) it follows that y0
approaches T4DR2 . This explains why we shall suppose T > 4DR
2
, moreover it gives
an approximation of the value of y for which S(y) attains its minimum.
We are now ready to produce the ‘good’ bound for ||k||.
Lemma 5. Let s be a global section of LD in the domain of gM . If gM2D||||2
then for any 0kgM − 1 and any embedding : K → C that coincide with 0 on
the ﬁeld of deﬁnition of Pi ∈ K , the norm of the evaluation operator gM−k satisﬁes
the inequality
||gM−k||2(N − 1)Dg(A,L)22g
(
k + g − 1
k
)
e
4Dε2− (gM)
2
D||||2 ε−2(g+k) ,
where ε = min
(
1,i (A,L)
)
.
Proof. We recall that Pi = iN  and exp0 Pi = Pi . The pull-back exp∗ s = f (t) is
an holomorphic function with a zero of order at least 2gM at Z · . From relation
(6) and Lemma 4 it follows that the restriction f(z) = f (z/||||)e− 2Dz2 satisﬁes the
hypotheses of Property 2, where R = ||||, T = 2gM and
g(z) = f(z||||)
(sin z)2gM
.
If 2gM2D||||2 then
|g(z)| ||f||e
−(2gM)2
2D||||2
for any z in the strip  = {z = x + iy : |y| gMD||||2 }.
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In particular we get |f (Pi )|2e−D||Pi ||2 ||f||2e
−(2gM)2
D||||2 , where Pi = iN .
Now we estimate the k-derivative fk(z) at Pi . Note that if a section is in the domain
of gM−k then f k−j (Pi ) := f k−j (z/||||)∣∣∣ iN |||| = 0 for 1jk, thus fk( iN ||||) =
f k(Pi )e−

2D||Pi ||2
. By assumption fk has a zero of order at least 2gM − k at zero. By
Cauchy’s estimate [21, Corollary 4.3] the norm ||fk|| is bounded by k!e2D||f||. We
suppose gM2D||||2. Applying Property 2 we deduce
|f k(Pi )|2e−D||Pi ||2 ||fk||2e
−(gM)2
D||||2 . (35)
Cauchy’s estimate gives
fk(z) = k!
2i
∫
B(z,ε)
f(t)
(t − z)k+1 dt
where B(z, ε) is the circle of radius ε and center z. Let z = x + iy, then we have
|fk(z)|2e−4Dy2  k!
2
42
e−4Dy2
∣∣∣∣∫
B(z,ε)
f(t)
(t − z)k+1 dt
∣∣∣∣2
 k!
2
42
22gvol(S1)2ε−2(g+k) max
t∈B(z,ε)
(
e−4Dy2
∫
B(t,ε)
|f ()|2e−D||||2d

)
 k!222gε−2(g+k)e4Dε2
× max
t∈B(z,ε)
∫
B(t,ε)
|f ()|2e−D||||2 d

 k!222g(A,LD)ε−2(g+k)e4Dε2 ||s||2
LD
.
Here the second inequality arises from Cauchy’s estimate for f(t). For the third in-
equality recall that y2 2(y2 + ε2). We then deduce
∣∣∣∣f k(Pi )k!
∣∣∣∣2 e−D||Pi ||222g(A,LD)ε−2(g+k)e4Dε2 ||s||2LDe−(gM)2D||||2 . (36)
Now we are ready to estimate ||gM−k(s)||2 as follows:
||gM−k(s)||2GgM−k
=
∣∣∣∣∣∣
∣∣∣∣∣∣
 ∑
|I |=k,Isub=0
c1I ⊗ zI , . . . ,
∑
|I |=k,Isub=0
cN−1I ⊗ zI
∣∣∣∣∣∣
∣∣∣∣∣∣
2
⊕iP ∗i LD⊗SymkWˇ
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=
N−1∑
i=1
∣∣∣∣f k(Pi )k!
∣∣∣∣2 e−D||Pi ||2 ∑
|I |=k
I !
k!
(N − 1)
(
k + g − 1
k
)
22gDg(A,L)ε−2(g+k)e4Dε2 ||s||2
LD
e
−(gM)2
D||||2 . (37)
This gives the result. 
4. The proof of the Abelian Subvariety Theorem
4.1. Choice of the parameters
If we suppose that the restriction morphism : E → F (see 2.3) is injective then
we are in the condition to apply Property 1 for the map : E → F and the ﬁltration
{F0,i , Fi}, where the corresponding quotients G0,i , Gi are hermitian vector bundles
as speciﬁed in 2.5.
The idea to prove Lemma 6 is the following. On one side we use Theorem 2 to
ﬁnd a lower bound for the left-hand side of the slope inequality. On the other side we
use the analytic estimates for the evaluation operators to ﬁnd an upper bound for the
right-hand side of the slope inequality. We then choose the parameters N, M and D
so that lower and upper bounds are sharp enough to contradict the slope inequality. In
this way we can conclude that  is non-injective.
Let A be an abelian variety of dimension g deﬁned over a number ﬁeld  and
L a symmetric ample line bundle on A. Let W be a subspace of tAK with K a ﬁnite
extension of . Let 0: K → C be an embedding and  ∈ W0 be a non-trivial period of
A0 . We consider the torsion subscheme K,W,gM = 0A,W,2gM
∐N−1
i=1 Pi,W,gM , where
P
top
i,0 = exp0
i
N
and M, N are positive integers. We suppose that K is a ﬁeld of
deﬁnition for the points Pi and for a MB-model of (A,L,K).
Lemma 6. If M, N and D are integers satisfying
gM  2Dr, N2, D2,
Dg  22g−2s+1gg−sg!(degL A)−1Mg−s ,
M2  25c(g)N2gDrd(D +Mh+M logM + logN) (38)
then
: H 0(A,LD)→ H 0(K,W,gM,∗K,W,gMLD)
is not injective. Here h = max(1, h(A), log degL A, h(W)), r = max(1, ||||20), d =[ : Q], s is the codimension of W and c(g) is a constant depending only on g. If L
is a principal polarization for A we can set c(g) = 14g5.
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Proof. Recall that  is injective if and only if the restriction morphism  is injective,
see 2.3. By contradiction we assume that  is injective. We prove that
d̂egn E >
gM∑
k=1
(
rk−1(Fk)/−1(Fk−1)
)(
ˆmax(Gk)+
1
[K : Q]
∑

log ||k||
)
+
2gM∑
k=1
(
rk−1(F0,k)/−1(F0,k−1)
)
×
(
ˆmax(G0,k)+
1
[K : Q]
∑

log ||0,k||
)
. (39)
This contradicts Property 1 for an injective map. Thus  and  cannot be injective.
We will denote the right-hand side of the above inequality by RHS and the left-hand
side by LHS.
Using Theorem 2(iii), we get
d̂egn E = Dg(A,L)
(
−1
2
h(A)+ 1
4
log
Dg(A,L)
(2)g
)
hence, for D2,
LHS − 1
2
hDg(A,L) (40)
Now we estimate the right-hand side. The Pi are torsion points, by Theorem 2(ii) we
have d̂egn P ∗i LD = 0. We use inclusions (22) and (23) to bound ˆmax(G0,2gM−k) and
ˆmax(GgM−k). From Properties A.3 and A.5 in the appendix, we get the estimates
ˆmax(G0,2gM−k)  k(ˆmax(Wˇ)+ 3g log g)+ k log k for 0k2gM − 1,
ˆmax(GgM−k)  k(ˆmax(Wˇ)+ 3g log g)+ k log k for 0kgM − 1.
From relation (14) we deduce
ˆmax(G0,2gM−k)  c1(g)k(log k + h) for 0k2gM − 1,
ˆmax(GgM−k)  c1(g)k(log k + h) for 0kgM − 1,
where
h = max(1, h(A), log degL A, h(W)).
In the case of principal polarization we can set c1(g) = 14g5.
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We supposed that  is injective thus
(rk−1(F0,k)− rk−1(F0,k−1))rkG0,k for 1k2gM
and
(rk−1(Fk)− rk−1(Fk−1))rkGk for 1kgM.
Using isomorphisms (22) and (23) we can compute
rkG0,2gM−k =
(
k + g − s − 1
g − s − 1
)
for 0k2gM − 1,
rkGgM−k = (N − 1)
(
k + g − s − 1
g − s − 1
)
for 0kgM − 1.
Since the logarithm is a concave function, relations (11) implies
1
[K : Q]
∑
: K→C
log ε−2 c2(g)h (41)
and in the case of principal polarization c2(g) = 4g4. Lemma 2 and relation (41) yield
1
[K : Q]
∑
: K→C
log ||0,2gM−k||2gc2(g)(D + k log k + kh).
We recall that the degree of the ﬁeld of deﬁnition of a N-torsion point of A is at
most N2gd with d = [ : Q] and  the ﬁeld of deﬁnition of A. We suppose that
gM2D||||2. Using Lemma 3 and 5 and (41) we deduce
1
[K : Q]
∑
: K→C
log ||gM−k||  2gc2(g)(D + k log k + kh+ logN)
− g
2
N2gd
M2
D||||2 . (42)
We set c(g) = max(c1(g), 2gc2(g)). We can give a ﬁrst bound for RHS
RHS  2c(g)
2gM∑
k=1
(
k + g − s − 1
g − s − 1
)
(D + kh+ k log k)
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+2c(g)(N − 1)
gM∑
k=1
(
k + g − s − 1
g − s − 1
)
(D + kh+ k log k + logN)
−g
2

(N − 1)
gM∑
k=1
(
rk−1(Fk/Fk−1)
)( M2
N2gdD||||2
)
.
To estimate the negative part of this upper bound it remains to ﬁnd a lower bound for∑gM
i=1(rk
−1(Fi)/−1(Fi−1)) = rk FgM . By deﬁnition FgM = I0A,W,2gM ⊗∗LD , i.e.
it is the module of sections of LD with a zero of multiplicity at least 2gM along W
at 0A, therefore from (17) we have
rk FgMDg(A,L)−
(
2gM + g − s
g − s
)
.
We deduce the bound
RHS  22g−2s+1c(g)gg−sMg−s (D + gMh+ gM log(gM))
+2g−s+1c(g)gg−sMg−s(N − 1) (D + gMh+ gM log(gM)+ logN)
−g
2

(N − 1)
[
Dg(A,L)−
(
2gM + g − s
g − s
)]
M2
N2gdD||||2 ,
that implies
RHS  22g−2s+2c(g)gg−s+2(N − 1)Mg−s(D +Mh+M logM + logN)
−g
2

(N − 1)[Dg(A,L)− 22g−2sgg−sMg−s] M
2
N2gdD||||2 . (43)
We suppose that N2 and that
Dg(A,L)  22g−2s+1gg−sMg−s ,
M2  25c(g)N2gDd||||2(D +Mh+M logM + logN).
Under these conditions, from (43), we deduce
RHS − hDg(A,L).
This contradicts (40) and proves (39). 
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Remark 3. In special cases one could remarkably improve the constant. This can be
useful for applications. We give a couple of example in view of our work [45]. Suppose
that g = 4 and s = 2 then the last two conditions in Lemma 6 become
D4  2(A,L)−1(4M + 1)(8M + 1),
M2  c(g)N8Drd(D +Mh+M logM + logN).
For g = 3 and s = 2 we have
D3  2(A,L)−1(6M + 1),
M2  c(g)N8Drd(D +Mh+M logM + logN).
Finally for g = 2 and s = 1 we get
D2  2(A,L)−1(4M + 1),
M2  c(g)N8Drd(D +Mh+M logM + logN).
4.2. A multiplicity estimate
Let A be an abelian variety of dimension g deﬁned over a number ﬁeld  and L a
symmetric ample line bundle on A. Let : → Q be an embedding.
We consider the addition morphism
+ : A× · · · × A︸ ︷︷ ︸
g−times
−→ A
(P1, . . . , Pg) $−→ P1 + · · · + Pg.
Let S be a subscheme of A of dimension zero. We denote by : Sg → A the schematic
image of S× · · · × S under the addition morphism.
If B is an abelian subvariety of AQ we denote by r: AQ → AQ/B the natural
projection.
Theorem 3 (Multiplicity estimate). If the restriction map
 : H 0(A,L) −−−−→ H 0(Sg,∗OSg ⊗ L)
is non-injective then there exists an abelian subvariety B of AQ, different from AQ,
such that
length(r(S)) · degL0BdegL A.
with length(r(S)) the length of the scheme r(S).
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We recall that the length of a module M is the length of a chain 0 = M0 ⊂ · · · ⊂
Mr = M with Mi/Mi−1 simple (see [31, p. 12]). The length of an afﬁne scheme is
the length of the module of global sections of its structural sheaf.
Results of this type have been established by Wüstholz [47], Philippon [40] and
further reﬁnement given by Nakamaye [38], Denis [11].
4.3. Conclusion: Abelian Subvariety Theorem
Proof. Let us consider the D tensor product LD of a line bundle L on A. We consider
the torsion subscheme S = 0A,W,2M ∐N−1i=1 Pi,W,M = K,W,M , where P topi,0 = exp0 i′N
and M and N are integers. The period , the subspace W of tAK of codimension s and
the embedding 0 are given in the hypothesis of the Abelian Subvariety Theorem and
′ is the smallest period such that an integer multiple is . We suppose that K is big
enough to be a ﬁeld of deﬁnition for W, S and a MB-model of (A,L,K). Note that
the minimal ﬁeld of deﬁnition of S has degree at most N2gd where d := [ : Q] is the
degree of the ﬁeld  of deﬁnition of A. The schematic image of K,W,M×· · ·×K,W,M
under the addition morphism, turns out to be K,W,gM (see Notation 2.2).
Lemma 6 tells us that if we choose N, D and M satisfying conditions (38) then the
hypothesis of the Multiplicity Estimate Theorem are satisﬁed for the subscheme S and
the sheaf LD . It follows that there exists an abelian subvariety B of AQ different from
A, such that
length(r(S)) degLD0BdegLD A,
whence
length(r(S)) degL0BD
cdegL A, (44)
with 1cg the codimension of B in A.
Using (17) and (19) we compute the length of the subscheme r(S). If B = 0, i.e.
c = g, then
length(r(S)) = N
(
g − s +M
g − s
)
N M
g−s
(g − s)! . (45)
If B = 0, i.e. 1cg − 1, then r(S) contains 0A/B,W/W∩tB ,M and so
length(r(S))"(S+ B/B)
(
− s +M
− s
)
"(S+ B/B) M
−s
(− s)! , (46)
where  is the codimension of B ∩ expW0 in A.
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If N, D and M satisfy the conditions
NMg−s > (g − s)!DgdegL A,
" (S+ B/B)Mg−s > (g − s)!DcdegL A for 1cg − 1,
" (S+ B/B)Mc > c!DcdegL A for 1cg − 1 (47)
then, from (45) we exclude the case B = 0 and from (46) we exclude the case
g = , which implies dim(B ∩ expW0)1 and the case  = c + s which implies
tB⊥ ∩W0 = tB⊥ . Since the neutral element of A is in S we see that "(S+B/B)1.
Conditions (38) and (47) are compatible. They are satisﬁed if we choose N depending
only on g, and D and M to be the integer parts of
D∗ = CD(degL A)
t(g−s)
g
− 1
s max
(
degL A, hdr, dr log(rd)
) g−s
s ,
M∗ = CM(degL A)t−
1
s max
(
degL A, hdr, dr log(rd)
) g
s ,
where d = [ : Q], h = max(1, h(A), log degL A, h(W)), r = max(1, ||||20), s the
codimension of W, CD and CM real positive constants and t a natural number. In
particular, we can choose the following values:
t = 0,
N = 2(g − s)!22g−2s+1gg−s ,
CsM  29g−2s+3gg−s+2g!c(g)g+1N2g
2+1,
C
g
D = 22g−2s+1gg−sg!Cg−sM ,
here c(g) is the constant appearing in Lemma 6 and in the particular case of principal
polarization c(g) = 14g5. Substituting those values in (44) and taking in account (46),
we deduce (2), where
C = 2 cg (2g−2s+1)g cg (g−s)g! cg− s +1(− s)Cc−+
s
g
(g−c)
M . (48)
Note that the worse values of the constants are obtained for c = g − 1 and s = 1.
In general we can set CsM = 29g−2s+3gg−s+2c(g)g+1N2g
2+1 so that the constants CM ,
CD and C depend only on g.
C(g) = 2(g−1)(4g3+11g+4)g!2g2(g−1)+2gg(g−1)(g3−g2+6).
We can exclude (g− 1)(− c)s(g− c). In this case the relation "(S+B/B)M−s
2(− s)!DcdegL A is compatible with conditions (38) and (47). All conditions are sat-
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isﬁed by the above values of N, D and M. Then degL0B
(
(− s)!DcdegL A
)
/ ("(S
+B/B)M−s) < 1 contradicting B = 0. This concludes the proof. 
Remark 4. Choosing different values of the constants we get statements similar to the
Abelian Subvariety Theorem, where conditions (1) and (2) are slightly different. There
are no change in the substantial bounds, but this remark might be useful for possible
applications. For example in [45] the degree of A is ﬁxed. In this case it will be better
to choose t = 1 and N, CM and CD as above. We can then exclude g(−c) > s(g−c).
This would give degL0B( − s)!
Dc
M−s degL A < 1 contradicting B = 0. The upper
bound for the degree of B becomes
degL0BC(g)(degL A)
(1−) (s−1)s + sg max
(
degL A, hdr, dr log(dr)
)− g
s
(−1) .
In the special cases we considered in remark 3 we can improve the constant C(g). In
particular for g = 4 and s = 2 or g = 2 and s = 1 we have
CD = 216c(g) 32 ,
CM = 222c(g)3.
For g = 3 and s = 2 we get
CD = 219c(3) 32
CM = 228c(3)3.
Recall that we can set C(g) = (− s)!CcD/C−sM .
4.4. Corollary 1
Proof. We can use a method introduced by Masser and Wüstholz in [26, Sections 1 and
10] and recalled by Bost [3, Proposition 5.2 and 5.3]. The idea is the following. If the
abelian subvariety B0 produced by the Abelian Subvariety Theorem contains  as period
then we are done. If not one considers an orthogonal complement B⊥0 of B0 such that
degL0B
⊥
0 degL A degL0B0. The period "(B0 ∩ B⊥0 ) decomposes in a period 
0 of
B0 and a period 1 ∈ W0+ tB0 of B⊥0 . One can apply the Abelian Subvariety Theorem
to the abelian variety B⊥0 , the period 1 and the subspace W1 = tB⊥0 ∩ (W0 + tB0) in
order to get a proper abelian subvariety B1 of B⊥0 . One applies a recursive method till,
for a question of dimension, t is a period of Bt for some integer t < dim W . Then 
is a period of the abelian subvariety B = B0 + · · · + Bt .
Note that condition (1) ensures that the subspaces Wi are proper of strictly decreasing
dimensions. If the codimension of Wi is not 1 we can choose one equation among the
one deﬁning Wi and replace Wi by this new subspace of codimension 1. This means
we can suppose that the codimension of Wi is one.
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The degree of B is bounded by the product of the degree of the Bi . It remains to
give an upper bound for these degrees.
We want to show that the weakest bound for the degree of B is given when the
dimension of each Bi is one. First note that if  > 1 then the bound given via
relation (2) improves. So we can suppose tBi ⊂ Wi . Second note that for each step
of the recursion the bound for the degree of the Bi does not improve because the
degree of B⊥i−1 appears. If we suppose that B = B ′0+· · ·+B ′t ′ and that i0 is the ﬁrst
index for which dimB ′i0 > 1, then degL0B
′
i0
dimB ′i0
i0
∏i0+dimB ′i0−1j=i0 j with j
the bound produced by relation (2) for degL0Bj (see also (49) below). We can then
assume that B = B0+· · ·+Bg−2 with dimBi = 1. So we need g−1 steps to conclude
the recursion.
Note that the ﬁeld of deﬁnition of Bi does not occur. Indeed the degree d appears just
in relation (42), where we use an upper bound for the degree of the ﬁeld of deﬁnition
of the i/Ni associated to Bi . For each Bi the period i is also a period of A, so an
upper bound for this degree is N2gi d with d the degree of the ﬁeld of deﬁnition of A
and g its dimension.
We denote by B⊥i an orthogonal complement of Bi in B⊥i−1 such that degL0B
⊥
i 
degL0B
⊥
i−1degL0Bi . For a matter of notation we set B
⊥−1 = A, W0 = W and 0 = .
Note that since the dimension of Bi is 1 then tBi ⊂ Wi , otherwise condition (1) would
be contradicted. Let i ∈ Wi be a period of B⊥i−1 such that "(Bi−1 ∩ B⊥i−1)i−1 =

i−1+i with 
i−1 ∈ Wi−1 a period of Bi−1. We denote ri = max(1, ||i ||20) and hi =
max(1, h(B⊥i−1), h (Wi), log degL0B
⊥
i−1). Applying the Abelian Subvariety Theorem we
deduce that
degL0BiC(g)max
(
degL0B
⊥
i−1, hidri, dri log(dri)
)
= i . (49)
It remains to estimate ri , hi and degL0B
⊥
i−1 in terms of r, h, degL A and g. We need
to use estimates of [3, Proposition 5.3]; [26, pp. 411, 452]. Namely, for any abelian
subvariety B of A0 and any subspace W of tAQ we have
" (B ∩ B⊥) 
(
degL0B
)2
h(tB)  c3(g)max(1, h(A), log degL A, log degL0B)
h((W0 + tB) ∩ tB⊥)  c4(g)max
(
1, h(tB), h(W)
)
,
h(B)  c5(g)(1+ log degB)+ h(A).
From which we deduce
degL0B
⊥
i  degL A
i−1∏
j=0
degL0Bj ,
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hi  c6(g)max
1, h(A), h(W), log
degL A i−1∏
j=0
degL0Bj
 ,
ri  max
1,
i−1∏
j=0
degL0Bj
4 ||||20
 .
For the last inequality note that ||i ||2(degL0Bi−1)4||i−1||2. It follows
degL0Bi  C1(g)
i−1∏
j=0
degL0Bj
4 max
1, log
i−1∏
j=0
degL0Bj

×max (degLA, hdr, dr log(dr)) ,
whence
degL0BiC1(g)
i−1∏
j=0
degL0Bj
4+max (degLA, hdr, dr log(dr))
with  small.
By a recursive substitution we see that
degL0BiC2(g)
(
degL0B0
)(4+)(i) (
max
(
degLA, hdr, dr log(dr)
))(i)
.
In order to compute the exponent note that (1) = 1 and (i) = (i−1)+(4+)(i−1).
In particular (i) = (5+ )i−1. Therefore,
degL0BiC2(g)
(
degL0B0
)(4+)(5+)i−1 (
max
(
degLA, hdr, dr log(dr)
))(5+)i−1
.
Using estimate (2) for B0 we conclude
degL0BiC3(g)
(
max
(
degLA, hdr, dr log(dr)
))(5+)i
.
We deduce
g−2∏
j=0
degL0BjC4(g)
(
max
(
degLA, hdr, dr log(dr)
)) (5+)g−1
4+ .
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Choosing  small enough we can write
g−2∏
j=0
degL0BjC4(g)
(
max
(
degLA, hdr, dr log(dr)
)) 5g−1
4 +′
for ′ a small positive real number, (g) = (5g−1/4)+ 1. 
Remark 5. We could avoid to suppose that dimBi = 1. In the exponent of bound (49)
produced by relation (2) shall appear the dimension i of Bi . Similar computation as
above for B = B0 + · · · + Bt gives a bound of the form
degL0BC(g)max
(
degL A, hdr, dr log(dr)
)5t+2∏ti=0 i .
It is easy to see that if w is an hyperplane then tB ⊂ W . In the case of principal
polarization we can set C(g) = (5g)60g7 .
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Appendix A.
We recall here basic facts of Arakelov geometry used in the proof of the Abelian
Subvariety Theorem. For more literature about hermitian vector bundles we can refer
to [3, Appendix A]; [6, Section 4]; [15,42,44].
A.1. Hermitian vector bundles
Deﬁnition A.1. Let X be a complex variety and E a holomorphic vector bundle on X.
A hermitian metric h on E is a hermitian inner product on each ﬁber Ez of E , varying
smoothly with z ∈ X.
The real part of a hermitian inner product gives a Riemannian metric called the
induced Riemannian metric. When we speak of distance, area or volume on a complex
manifold with hermitian metric, we always refer to the induced Riemannian metric. We
remark that to construct hermitian inner products it is enough to deﬁne them locally
and then to glue the local deﬁnitions using a smooth partition of unity.
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Deﬁnition A.2. A hermitian vector bundle E on X is a pair (E, h), where E is a locally
free sheaf of ﬁnite rank on X and h is a hermitian metric on E .
The metric h is a positive element of the space of the smooth global sections
A0(X, E∨ ⊗ Ec∨). Here Ec is the complex conjugate bundle and E∨ the dual bun-
dle (see [16, p. 27]).
Given hermitian vector bundles on a variety one can canonically deﬁne hermitian
dual, direct sum, tensor product, quotient, pull back, symmetric and exterior product
vector bundles. We recall here these standard operations.
Let E = (E, h) and E ′ = (E ′, h′) be hermitian vector bundles.
A.1.1. Dual
The section dual of h deﬁnes the metric on E∨. We have the following local con-
struction. The metric h induces the isomorphism z: Ecz → E∨z , a $→ hz(·, a), this is
a smooth morphism. We locally deﬁne
h∨z : E∨z × Ec∨z −→ C
(v, v′) $−→ hz(−1z (v′),−1z (v)).
A.1.2. The direct sum E ⊕ E ′
We have a canonical embedded
j : A0(X, E∨ ⊗ Ec∨)⊕A0(X, E ′∨ ⊗ E ′c∨)→ A0(X, (E ⊕ E ′)∨ ⊗ (E ⊕ E ′)c∨).
We set h⊕h′ := j (h)+ j (h′). In particular for a point z we have that this norm is the
sum of the norms,
(h⊕ h′)z : (E ⊕ E ′)z × (E ⊕ E ′)cz −→ C
(v, v′, w,w′) $−→ hz(v,w)+ h′z(v′, w′).
A.1.3. The tensor product E ⊗ E ′
There exists a natural embedding j of the tensor product of global sections in the
global sections of the tensor product. We set h⊗h′ = j (h⊗ h′). For a point z ∈ X we
have
(h⊗h′)z : (E ⊗ E ′)z × (E ⊗ E ′)cz −→ C
(
∑
i ei ⊗ ei ′,
∑
j fj ⊗ fj ′) $−→
∑
i,j hz(ei, fj ) · h′z(ei ′, fj ′).
A special case of the tensor product is the kth power of a hermitian vector bundle E⊗k .
The k-symmetric group Sk acts on this bundle. From the explicit expression of the
inner product it follows that h⊗k is invariant under this action.
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A.1.4. Exact sequences
Given an exact sequence of vector bundles
0 −−−−→ E ′ −−−−→ E −−−−→ E ′′ −−−−→ 0.
We deﬁne the restriction norm h′ to be the image of h under the map (⊗ c)∨. The
image of h∨ under the map  ⊗ c is an element h′′∨ ∈ A0(X, (E ′′ ⊗ E ′′c)) whose
dual h′′ := (h′′∨)∨ ∈ A0(X, (E ′′ ⊗ E ′′c)∨) deﬁnes the quotient hermitian inner product
on E ′′.
A.1.5. The pull-back f ∗E
Let f : Y → X be a morphism of complex manifold and E a hermitian vector bundle
on X. Since (f ∗E ⊗ f ∗Ec)∨ = (f ∗E)∨ ⊗ (f ∗E)c∨ = f ∗E∨ ⊗ f ∗Ec∨ = f ∗(E∨ ⊗ Ec∨)
the element f ∗h canonically deﬁnes a hermitian inner product on f ∗E .
A.1.6. The kth exterior product ∧kE
The kth exterior product ∧kE is a quotient bundle of the tensor product E⊗k . On
E⊗k we induce the inner product h⊗k . We deﬁne ∧kh as the quotient hermitian product
induced by h⊗k . For a point z ∈ X we compute (∧kh)z explicitly
(∧kh)z : ∧kEz ×∧kEz −→ C
(v1 ∧ · · · ∧ vk, w1 ∧ · · · ∧ wk) $−→ det(hz(vi, wj ))i,j .
A.1.7. The kth symmetric product SymkE
Let kE be the subbundle of E⊗k ﬁxed under the action of the k-symmetric group
Sk . We are going to show that the bundle SymkE is isomorphic to kE . We consider
the exact sequence
0 −−−−→ K −−−−→ E⊗k S−−−−→ kE −−−−→ 0,
where S is the projector S(t) = 1|Sk |
∑
∈Sk (t). Then the kernel K can be identiﬁed
with (S − Id)E⊗k . The exact sequence
0 −−−−→ Rk −−−−→ E⊗k −−−−→ SymkE −−−−→ 0
deﬁnes SymkE . The projector S is trivial on Rk . In fact an element of K is of the
form u := 1
k!
∑
∈Sk (t) − t . By deﬁnition of Rk we have that ((t)) = (t) thus
(u) = 0. The projection  is trivial on K. In fact a generator of Rk is of the
form (t) − (t) with ,  ∈ Sk . Thus S((t) − (t)) = 0. This implies that the map
S: SymkE −→ kE given by S(t) = 1|Sk |
∑
∈Sk (t), where t is any representative of
t , is an isomorphism. It follows that the quotient hermitian product induced by h⊗k via
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 on SymkE coincides with the bull-back metric S∗hk , where hk is the restriction
of h⊗k to kE . Hence we set Symkh := S∗hk .
For a given point z ∈ X we compute ||eI ||, where we use the following notations:
{e1, · · ·, en} is an orthogonal basis of Ez; eI = ei11 ⊗ · · · ⊗ einn is an element of Ekz ,
eI = S(eI ) and I = (i1, . . . , in); moreover |I | =∑ ik and I ! =∏nj=1 ij !. So we have
||eI ||2Symk =
1
|Sk|2
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
∈Sk
(eI )
∣∣∣∣∣∣
∣∣∣∣∣∣
2
k
= 1
(k!)2
∑
,
hz((eI ), (eI )).
Note that
hz((eI ), (eI )) =
{
0 : (eI ) = (eI )
1 : (eI ) = (eI ).
If we set F = {(, ) s. t. ((eI ) = (eI ))}, it follows
||eI ||2Symk =
1
(k!)2
∑
(,)∈F
1 = 1
(k!)2 "F =
1
(k!)2 k!I ! =
I !
k! . (50)
This shows that Symk h is positive.
A.2. The Arakelov degree
We denote by p a prime ideal of OK and by vp the associated non-archimedean
valuation. Let E be a projective OK -module of rank 1. The isomorphism jp: Ep →
OKp between the localizations at p is unique up to a unit of OKp, (see [2, II, 5.2,
Theorem 1]). We extend the valuation at a prime ideal p of OK to E as follows
vp(s) = vp(jp(s)) for any element s ∈ E. The absolute value associated to p is
||(s)||vp = N−vp(s)p where Np = "(OK/p) is the absolute norm of an ideal.
We indicate by MK the set of absolute valuations on K, by M0K the set of the non-
archimedean ones and by M∞K the archimedean ones. Note that for every embedding
: K → C there exists a unique archimedean valuation v such that || · || = || · ||v .
Deﬁnition A.3. Let E be a hermitian line bundle over SpecOK . For any non-zero
section s in E we give the equivalent deﬁnitions of Arakelov degree
d̂egE = log " (E/sOK)−
∑
: K→C
log ||s||, (51)
d̂egE = −
∑
v∈M0K
log ||(s)||v −
∑
v∈M∞K
log ||s||v. (52)
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If E is a hermitian vector bundle of rank r, we deﬁne
d̂egE = d̂eg ∧r E.
The real number d̂eg E does not depend on the choice of the section.
Proof. We want to prove that log " (E/sOK) = −∑v∈M0K log ||(s)||v .
From [2, II.2.4, Theorem 1, II.3.3, Property A.6 and the corollary of Property A.7],
we get that for every projective OK -module of rank 1
(E/sOK) =
∏
p
(E/sOK)p =
∏
p
(Ep/sOKp).
Using the isomorphism jp: Ep → OKp we deduce that (E/sOK) =
∏
p(OKp/jp(s)
OKp)
∏
p(OK/p)vp(jp(s)). We consider the cardinalities "(E/sOK) =
∏
vp
(Np)
vp(jp(s)) =∏v∈M0K ||s||−1v .
We now prove that d̂egE does not depend on the choice of the section s. Let t be
another global section, then t = ks for some k ∈ K∗. We deduce
−
∑
v∈M0K
log ||(t)||v −
∑
v∈M∞K
log ||t ||v
= −
∑
v∈M0K
log ||(ks)||v −
∑
v∈M∞K
log ||ks||v
= −
∑
v∈M0K
log ||(s)||v −
∑
 :K→C
log ||s|| −
∑
v∈MK
log ||k||v
= −
∑
v∈M0K
log ||(s)||v −
∑
 :K→C
log ||s||,
the last equality because of the product formula
∏
v∈MK ||k||v = 1 for an element in
K∗ (see [12, III, Theorem 18]). 
A.2.1. Some properties of the Arakelov degree
Property A.1. Let E and F be hermitian vector bundles over SpecOK of rank n and
m respectively. Let L be a hermitian line bundle over SpecOK and L∨ its dual. Then
(1) d̂eg (E ⊗ F) = md̂egE + nd̂egF ,
(2) d̂eg (E ⊕ F) = d̂egE + d̂egF ,
(3) d̂egL∨ = −d̂egL.
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Proof. (1) The case of a line bundle follows directly from the relations
||s ⊗ t || = ||s|| · ||t ||,
vp(s ⊗ t) = vp(s)+ vp(t).
For the general case consider the isometric isomorphism
∧nm(E ⊗ F)(∧nE)⊗m ⊗ (∧mF)⊗n,
(see [1, III.1, Property A.4]).
(2) Let k = rk(E ⊕ F) = n + m. The claim follows from (1) and the isometric
isomorphism:
∧k(E ⊕ F)
k⊕
i=0
∧iE ⊗∧k−iF = ∧nE ⊗∧mF
(see [1, III.5, Exercise 7] or [31, Theorem C2]).
(3) By the deﬁnition of inverse sheaf we have a canonical isomorphism i: L∨⊗L→
OK . We endow OK with the norm ||1|| = 1 for every embedding , so that i is an
isometry and d̂eg (L∨ ⊗ L) = 0. From (1) we get d̂egL∨ + d̂egL = 0. 
A.2.2. Normalized degree and slope
We deﬁne the normalized Arakelov degree of E by
d̂egn E =
1
[K : Q] d̂egE
and the normalized slope by
ˆ(E) = 1
rkE
d̂egn E.
These numbers are invariant under extensions of scalars. Let K be a ﬁnite extension
of K, then i": SpecOK −→ SpecOK is ﬁnite, and by base change we have EOK =
E ⊗OK OK. If s ∈ E we still call s the global section of EOK given by s ⊗ 1. The
extension formula (see [12, III, 1.15]) says that∏
w∈MK,w|v
||s||w = ||s||[K:K]v .
Here w|v means that w equals v when restricted to K. Using deﬁnition (52) of degree
it immediately follows that d̂egEOK = [K : K]d̂egE.
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A.2.3. Saturated submodules
A submodule F of a module E is saturated if F = (F⊗OKK)∩E. If F is not saturated
we deﬁne its saturation Fs = (F ⊗OK K) ∩ E. If E is a ﬁnitely generated projective
module over a Dedekind domain then the saturation of a submodule F is torsion free
and ﬁnitely generated thus it is projective. If E is a hermitian vector bundle over
SpecOK , then d̂egF s d̂egF where we consider the induced inner products. Indeed,
by deﬁnition, ∧rF ⊂ ∧rFs . Using deﬁnition (51) of Arakelov degree it trivially follows
that d̂egF s d̂egF .
Property A.2. Let E be a hermitian vector bundle on SpecOK and F a saturated sub-
bundle of E. We endow F and E/F with the restriction and quotient metrics canonically
induced by E, then
d̂egE = d̂egF + d̂egE/F .
Proof. Since F is saturated E/F is projective therefore F and E/F are direct summands
of E. We deﬁne the canonical isometric isomorphism
I : ∧ mF ⊗∧nE/F −→ ∧ m+nE
f1 ∧ · · · ∧ fm ⊗ e1 · · · ∧en $−→ f1 ∧ · · · ∧ fm ∧ e1 · · · ∧em.
where rank F = m and rank E/F = n.
The isomorphism is canonical, indeed for any representative of n classes e1, . . . , en ∈
E/F and any m elements f1, . . . , fm ∈ F the exterior power f1∧· · ·∧fm∧e1 · · ·∧em
does not depend on the choice of the representative. Now apply Property A.1. 
A.2.4. The canonical polygon and slopes
On a subbundle F of E we consider the restriction metric. In the Cartesian product
[0 , rkE] × R we consider the set of points (rk F, d̂egn F ) where F varies over all
subbundle of E. The minimal convex function which bounds from above these points
is a piecewise linear function PE : [0 , rkE] −→ R called the canonical polygon of E
(see [3, A.3]). We say that E is semi-stable if PE is a linear function.
We remark that PE(0) = 0 and PE(rkE) = d̂egn E. For every i ∈ [1, rkE] we
deﬁne the ith slope
ˆi (E) = PE(i)− PE(i − 1).
We deﬁne maximal and minimal slopes
ˆmax(E) = ˆ1(E),
ˆmin(E) = ˆrkE(E).
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Since the function PE is convex, the (ˆi )1 i rkE is a decreasing sequence of real
numbers and
∑
i ˆi = d̂egn E.
Stuhler [43] and Grayson [17] deﬁne a canonical ﬁltration proving that if ij is any
point of discontinuity of the ﬁrst derivative of PE then there exists a unique submodule
Ej of E of rank ij such that PE(ij ) = d̂egn Ej .
A.2.5. Some properties of slopes
Property A.3. Let E1, . . . , EN be hermitian vector bundles over SpecOK then
ˆmax(⊕Ni=1Ei) = max1 iN ˆmax(Ei).
Proof. Of course ˆmax(⊕Ni=1Ei) max1 iN ˆmax(Ei), so it is sufﬁcient to show
ˆmax(⊕Ni=1Ei) max1 iN ˆmax(Ei).
It is enough to prove it for E1 ⊕ E2, then use induction.
There exists a saturated submodule F of E1⊕E2 of rank r such that ˆmax(E1⊕E2) =
1
r
d̂egn F , where r is the ﬁrst point of discontinuity of the ﬁrst derivative of PE . Consider
the commutative diagram
0 −−−−→ F 1 = F ∩ E1 −−−−→ F −−−−→ F 2 = F/F1 −−−−→ 0    
0 −−−−→ E1 −−−−→ E1 ⊕ E2 −−−−→ E2 −−−−→ 0
Let r1 and r2 be the rank of F1 and F2, respectively. The metrics are the induced ones,
so we get
d̂egn F
r
= d̂egn F 1 + d̂egn F 2
r
 r1ˆmax(E1)+ r2ˆmax(E2)
r1 + r2
 max (ˆmax(E1), ˆmax(E2)). 
Property A.4. Let E be a hermitian vector bundle and L a hermitian line bundle over
SpecOK , then
ˆmax(E ⊗ L) = ˆmax(E)+ d̂egn L.
Proof. First we prove that ˆmax(E⊗L) ˆmax(E)+ d̂egn L. Let F be a submodule of
E ⊗ L of rank r such that ˆmax(E ⊗ L) = 1r d̂egn F .
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Consider the submodule F1 = F ⊗ L−1 ⊂ E ⊗ L⊗ L−1 = E. We have
ˆmax(E ⊗ L) =
d̂egn F
r
= d̂egn (F 1 ⊗ L)
r
.
From Property A.1 we get
d̂egn F
r
= d̂egn F 1 + r d̂egn L
r
 ˆmaxE + d̂egn L.
It remains to prove ˆmax(E⊗L) ˆmaxE+d̂egn L. For this just consider a submodule
Fr of E of rank r such that ˆmaxE = 1r d̂egn F r . The module Fr ⊗ L is a submodule
of E ⊗ L and d̂egn (F r ⊗ L) = d̂egn F r + r d̂egn L hence ˆmax(E ⊗ L) ˆ(F r ⊗ L) =
ˆmaxE + d̂egn L. 
Property A.5. Let E be a hermitian vector bundle of rank r over SpecOK then
ˆmax(Symk(E))k
(
ˆmax(E)+ 3r log r
)
.
For the proof see [15, Proposition A.1].
Let E and F be hermitian vector bundles over SpecOK and : E → F a morphism
of bundles. We deﬁne the norm of  to be the operator norm
|||| = sup
0 =s∈E
||(s)||
||s|| .
Property A.6. Let : E → F be a non-trivial injective morphism. Then
d̂egn E
rkE∑
i=1
ˆi (F )+
1
[K : Q]
∑

log || ∧rkE ||.
Proof. Let E be a line bundle. Since  is injective, " ((E)/(s)OK) = " (E/sOK).
Therefore,
d̂egn E = d̂egn (E)+ 1[K:Q]
∑

log ||(s)||||(s)||
 ˆmax(F )+ 1[K:Q]
∑

log ||||. (53)
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Let rkE = rk(E) > 1. We consider the injective map ∧rkE: ∧rkEE → ∧rkE(E).
From (53) we get
d̂egn ∧rkE E = d̂egn ∧rkE (E)+
1
[K : Q]
∑

log
|| ∧rkE (s)||
|| ∧rkE (s)|| . (54)
Since ˆi ((E)) ˆi (F ) for irkE, we have
d̂egn (E) =
rkE∑
i
ˆi ((E))
rkE∑
i
ˆi (F ). 
Remark. Since || ∧r || ||||r , we deduce from Property A.6 that
d̂egn E
rkE∑
i
ˆi (F )+
rkE
[K : Q]
∑

log ||||.
Property A.7. If : E → F is injective and non-trivial then
ˆmax(E) ˆmax(F )+
1
[K : Q]
∑

log ||||.
Proof. Let Er be a submodule of E of rank r such that d̂egn Er/r = ˆmax(E). The
restriction map |Er : Er → (Er) is bijective.
By Property A.6
ˆmax(E) =
d̂egn Er
r
 d̂egn (Er)
r
+
∑
 log || ∧r |Er ||
[K : Q]r
and from the remark above
ˆmax(E) ˆmax(F )+
1
[K : Q]
∑

log |||Er ||. 
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