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Abstract—Synthetic Biology aspires to design and compose bi-
ological systems that implement specified behaviour in engineered
biological system. When designing such systems, hypothesis test-
ing via computational modelling and simulation is vital in order
to reduce the need of costly wet lab experiments. As a case study,
we here discuss the use of computational modelling and stochastic
simulation of engineered genetic circuits that implement Boolean
AND and OR gates that have been reported in the literature. We
present performance analysis results for nine different state-of-
the-art stochastic simulation algorithms and analyse the dynamic
behaviour of the proposed gates. Stochastic simulations verify the
desired functioning of the proposed gate designs.
I. INTRODUCTION
Synthetic Biology is a relatively new discipline that aspires
to design and compose biological systems that implement
designer specified behaviour [1]. Synthetic Biology allows sci-
entists to engineer biochemical systems that perform tasks that
otherwise would not exist in nature, by harnessing mechanisms
that have successfully proliferated all forms of life.
Even small biochemical systems such as bacterial cells
possess many robust mechanisms that allow them to main-
tain homeostasis and increase their probability of survival.
Life is regulated by genetic networks that encode complex
behaviour. Scientists can re-use, re-configure and re-purpose
these genetic mechanisms for practical applications such as
natural computation. For example, synthetic cells that have
been designed to perform simple computational tasks benefit
from massive parallelism via biological reproduction at no
extra development cost to the designer. This would result in
the biological equivalent of a supercomputing cluster, where a
large number of individually unremarkable compute nodes are
pooled together to provide tremendous computational power.
The interactions within genetic networks are difficult for
humans to comprehensively understand and mentally visualise.
It is thus necessary to build models of these networks and
analyse their behaviour through simulation. Building these
systems in the wet lab is costly particularly with regard to
man hours. Therefore, hypothesis testing via modelling and
simulation is vital when engineering synthetic systems.
Biochemical systems are traditionally modelled with dif-
ferential equations, however this continuous deterministic ap-
proach is not optimal when considering small genetic systems.
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Fig. 1. The genetic devices functioning as an AND and OR gate. Inputs to
the gates are the molecular species IPTG and aTc. The output of the gate is
given by the expressed amount of GFP molecules. The input molecules induce
expression of GFP to perform the desired Boolean computations. (See text for
details).
Discrete stochastic modelling and simulation can capture the
inherent noise present in small systems and provides a mecha-
nistic account of the system’s trajectory. Crucially, differential
equations can not model genetic switches and only considers
them in a constant partially-on state. On the other hand a
discrete model can accurately simulate genetic switches and
demonstrate the behaviour of transcription networks.
The Stochastic Simulation Algorithm (SSA) was intro-
duced by Gillespie and produces mathematically exact system
trajectories [2], [3]. This algorithm is computationally expen-
sive and multiple runs are required to produce error bounded
results. When simulations begin to take days, weeks or months
to complete, performance considerations become important.
High performance computing can take advantage of the natural
parallel independence of SSA runs whilst different algorithmic
variants can provide large performance improvements for
individual runs.
The article is structured as follows: we begin with a presen-
tation of the Boolean gates under consideration in Section II,
and of our stochastic simulation software in Section III. Results
of the performance benchmarking and model behaviour are
presented in Section IV, and a conclusion is given in Section V.
II. MODELLING TWO SYNTHETIC GENETIC LOGIC GATES
Synthetic Boolean logic gates have been addressed in var-
ious studies [4], [5], [6] and are of interest as the fundamental
building blocks of potential biological computing. The devices
discussed in this paper are constructed using the genetic
subcomponents of the XOR gate designed by Beal et. al [4].
Here, we consider two important logic gates: AND and OR.
Both gates use two inducers, aTc and IPTG, as inputs. aTc
and IPTG inhibit the activities of TetR and LacI proteins,
respectively. The genetic designs of the gates are presented in
Figure 1.
Figure 1a illustrates a genetic AND gate, which receives
two input signals: aTc and IPTG. In this system, the transcrip-
tion factors LacI and TetR are expressed by genes controlled
by a single promoter. The aTc and IPTG molecules bind to
TetR and LacI, respectively, to prevent them from inhibit-
ing the production of GFP by binding to the corresponding
promoter which up-regulates the expression of GFP. If both
IPTG and aTc are set to high, then neither LacI nor TetR
can inhibit the GFP production and thus GFP production will
be high.
Figure 1b illustrates a genetic OR gate, comprising two
separate mechanisms for inducing GFP production. Each
mechanism has a unique promoter for each of the two GFP
genes present in the system, allowing for individual activation
of either GFP gene. As with the genetic AND gate, IPTG and
aTc are used as inputs for the genetic OR gate. The production
of GFP in the first mechanism is repressed by LacI whilst
the second is repressed by TetR. As in the AND gate IPTG
and aTc regulate LacI and TetR respectively. Because there
are two separate GFP genes present controlled by two unique
mechanisms, GFP can be produced when IPTG is set to high
or when aTc is set to high.
The stochastic model comprises a set of reaction channel
rules governing the kinetic and stochastic behaviour of the
system. Tables I and II present the rules and the kinetic
constants of the devices described above. If we consider the
AND gate, Rules r1 to r3 describe the expression the LacI
and TetR proteins from gene_LacI_TetR, regulated by the
same promoter. Rules r4 and r5 describe the binding of LacI
and IPTG and TetR and aTc, respectively. Rules r6a and
r6b describe the inhibition activity of LacI, i.e. its binding to
the promoter that upregulates the GFP production. Rules r7a
and r7b define the same process for TetR. Rule r8 describes
the expression of GFP. Rules r9 to r12 define the degradation
process of various molecular species. The input molecules aTc
and IPTG are kept constant in our model to stop them being
TABLE I. KINETIC RULES FOR THE BOOLEAN AND GATE.
(a) AND gate
Rule Kineticconstant
r1 : gene_LacI_TetR
k1! gene_LacI_TetR + mrna_LacI_TetR k1 = 0.12
r2 : mrna_LacI_TetR
k2! mrna_LacI_TetR + LacI k2 = 0.1
r3 : mrna_LacI_TetR
k3! mrna_LacI_TetR + TetR k3 = 0.1
r4 : LacI + IPTG
k4! LacI-IPTG k4 = 1.0
r5 : TetR + aTc
k5! TetR-aTc k5 = 1.0
r6a : gene_GFP + LacI
k6a! gene_GFP-LacI k6a = 1.0
r6b : gene_GFP-LacI
k6b! gene_GFP + LacI k6b = 0.01
r7a : gene_GFP + TetR
k7a! gene_GFP-TetR k7a = 1.0
r7b : gene_GFP-TetR
k7b! gene_GFP + TetR k7b = 0.01
r8 : gene_GFP
k8! gene_GFP + GFP k8 = 1.0
r9 : GFP
k9! k9 = 0.001
r10 : LacI
k10! k10 = 0.01
r11 : TetR
k11! k11 = 0.01
r12 : mrna_LacI_TetR
k12! k12 = 0.001
TABLE II. KINETIC RULES FOR THE BOOLEAN OR GATE.
(b) OR gate
Rule Kineticconstant
r1   r5 same as the rules r1   r5 of the AND gate
r6a : gene_GFP1 + LacI
k6a! gene_GFP1-LacI k6a = 1.0
r6b : gene_GFP1-LacI
k6b! gene_GFP1 + LacI k6b = 0.01
r7a : gene_GFP2 + TetR
k7a! gene_GFP2-TetR k7a = 1.0
r7b : gene_GFP2-TetR
k7b! gene_GFP2 + TetR k7b = 0.01
r8 : gene_GFP1
k8! gene_GFP1 + GFP k8 = 1.0
r9 : gene_GFP2
k9! gene_GFP2 + GFP k9 = 1.0
r10   r13 same as the rules r9   r12 of the AND gate
quickly consumed and thus maintain a persistent output state
in the model.
III. SIMULATION
Simulation of the stochastic models detailed in Section II
is performed using the Gillespie SSA [2], [3]. This Markov
Chain Monte Carlo method considers the execution of each
and every reaction in the system and is thus computationally
expensive. At each reaction execution, the system state vector
of molecular species is adjusted and thus a time-series trajec-
tory of the system can be logged. To perform simulations of
the models described in Section II we use our ngss (next gener-
ation stochastic simulator) software. Ngss simulates stochastic
models provided in SBML format [7] and generates time-series
for all the molecular species present in the system. Time-
series are outputted as either plain text comma separated values
or in a compressed HDF5 format. The software is written
in C++ with attention paid to performance and is compiled
natively on Linux, Windows and Mac platforms. Ngss supports
parallelisation of runs via OpenMP and for use on clusters with
MPI. The Linux version of ngss compiles statically so that no
dependencies need to be installed on cluster machines.
Ngss supports nine different variants of the SSA that
each employ various optimisations in order to improve com-
putational performance. Eight exact SSA formulations are
included. These are Direct Method (DM) [3] and First Re-
action Method (FRM) [2], Next Reaction Method (NRM) [8],
Optimised Direct Method (ODM) [9], Sorting Direct Method
(SDM) [10], Logarithmic Direct Method (LDM) [11], Partial
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Fig. 2. Algorithm benchmark performance results in rps of each algorithm
for the AND gate with aTc and IPTG in high-high (constant 1000 1000) and
low-low (constant 0 0) input configuration. Each algorithm’s performance was
evaluated as the mean of a total of 100 runs.
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Fig. 3. GFP expression in the AND (left) and (OR) gate over time for
the aTc/IPTG input combinations low-low, low-high, high-low, and high-
high. Error bars denote the standard deviations of 100 statistically independent
samples.
Propensities Direct Method (PDM) [12] and Composition Re-
jection (CR)) [13]. An approximation algorithm, Tau Leaping
(TL) [14] is also considered.
As we are concerned with improving the simulation time
for a particular model, we benchmarked the performance of
each of the mentioned SSA variants for the Boolean gate
models. For each algorithm, 100 runs were performed and each
simulation completed to 6000 seconds of simulation time. The
metric for measuring performance used is reactions per second
(rps). Rps is calculated by dividing the number of reactions
executed by the amount of computational (process) time re-
quired. For each model we tried four different configurations
of gate inputs aTc and IPTG (high-high, high-low, low-high
and low-low) where low is zero molecules and high is 1000
molecules. Our benchmarking experiments were performed on
a single core of an Intel Core i7-3770 CPU @ 3.40GHz with
8GB RAM.
IV. RESULTS
We found that the algorithmic performance profiles of the
different input combinations for both the OR gate and AND
gate were very similar, with identical algorithm performance
rankings per input combination. Figure 2 shows the algorithmic
performance for the AND gate model in the high-high and
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Fig. 4. Heat map visualisation of the AND gate transfer function obtained
by stochastic simulation. Colors indicate GFP expression for different aTc,
IPTG input values. The top inlay shows the steady-state response of the gate
for varying IPTG amounts under constant aTc = 1000, the right inlay shows
the gate response for varying aTc under constant IPTG = 1000.
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Fig. 5. Heat map visualisation of the OR gate transfer function obtained
by stochastic simulation. Colors indicate GFP expression for different aTc,
IPTG input values. The bottom inlay shows the steady-state response of the
gate for varying IPTG amounts under constant aTc = 0, the left inlay shows
the gate response for varying aTc under constant IPTG = 0.
low-low configurations. These results demonstrate that small
differences in a model (in this case, the concentrations of
two species) may result in large differences in algorithmic
performance profiles. We can see that for the low low config-
uration TL is the fastest performing simulation algorithm, and
outperforms others by an order of magnitude. However, in all
other configurations ODM is the better algorithmic selection
and strongly outperforms TL (see Figure 2). Whilst many
SSA runs can be distributed over nodes of a HPC cluster,
the minimum possible simulation time is still bounded by
the time required for one run. Therefore, the selection of the
fastest algorithm for simulating a given model results in a
performance increase irrespective of the use of HPC facilities.
Trajectories of both gate dynamics are shown in Figure 3
for the four different input combinations of low and high
aTc and IPTG. The gates quickly approach a steady state
with output concentrations that implement the desired Boolean
logics. During the short transient period, GFP is produced in
marginal quantities even in the absence of input signals, but
this expression is suppressed once LacI and TetR repress
the respective promoters and the present GFP degrades.
Figures 4 and 5 show the transfer functions (gate output
for varying input values) of the AND and OR gates. In
principle, the genetic AND and OR devices closely implement
the requested transfer functions and express high GFP amounts
under the presence of both (AND gate) or either of the two
inputs (OR gate). Yet, the simulations also reveal that the gate
outputs follow their inputs more or less linearly and do not
implement a clear switching behavior where the output concen-
tration would drastically change around some critical threshold
input value. Depending on the application, the observed linear
behavior can cause problems by accumulating errors when
complicated circuits are composed by feeding the output of
one gate into other downstream gates.
V. CONCLUSION
We have demonstrated the value of computational mod-
elling and simulation for the design of synthetic biological
systems by analysing Boolean AND and OR gates. In this
case study, simulation results have verified the design of the
proposed circuits, but also detected a potential weakness in the
design.
We are currently improving our existing software suite, the
Infobiotics Workbench IBW [15], that assists in the design
and rapid prototyping of synthetic biological systems, by
providing tools for a) the specification of synthetic biological
systems, b) simulation of their behaviour, c) verification of the
specification via model checking, and d) eventual compilation
into nucleic acid sequences that code for genes implement-
ing the desired behaviour. While this paper focuses on the
stochastic simulation capabilities of IBW, model checking and
biocompilation aspects of the software applied to the same
biological systems are presented in Ref. [16].
We have also shown that even minor differences in a
computational model, e.g. its boundary conditions, can result
in large changes in algorithmic performance. It is important,
therefore, to select the fastest algorithm for a given model.
Whilst SSAs are highly parallelisible with respect to the natural
parallel independence of simulation runs, minimising an indi-
vidual run’s computational time will result in a proportional
improvement to overall simulation time. Therefore, we have
developed software (ssapredict) [17] that makes an accurate
automatic selection of the best algorithm for a given model.
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