
















































































































point.InsteadofͳǤ ݔݕwespuriouslywritedownͳǤ ݕݔ.Thegrosserroris ௚݁ ൌ ሺݕ െ ݔሻȀͳͲ ൅ ሺݔ െ



















































form(cf. Mood et al. 1974)
௥݂ା௚൫݁௥ ൅ ௚݁൯ ൌ න ௥݂ሺ݁௥ ൅ ߝሻ
ஶ
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௏ூ ሺ݁௥ ൅ ௚݁ሻ
௥݂ା௚




























݁௥ ൅ ௚̱݁ܰሺ݁௚ǡ ߪ௥ଶሻ
andincaseofthevarianceinflationmodel,wherethemeanispreservedandthevarianceisinflated:































ܪ଴ǣ̱࢟ܰሺ࡭࢞ǡ ߪ଴ଶࡼିଵሻǡ ሺ࢞ǡ ߪ଴ଶሻ א Թ௨ ൈ Թା
where࢞denotestheunknownݑͲvectorofmodelparametersand࡭isthe݊ ൈ ݑdesignmatrixrelating
observationsandparametersandhavingሺ࡭ሻ ൌ ݍ.ࡼdenotestheknown݊ ൈ ݊Ͳmatrixofweightsand
ߪ଴ଶistheunknownapriorivariancefactor.(4)isclearlyacompositehypothesiswithݑ ൅ ͳnuisance
parametersࣂ ൌ ሺ࢞ǡ ߪ଴ଶሻ.Otherpossiblehypothesesmayinvolvevariancecomponentsasadditional
nuisanceparametersorworkwithfixedߪ଴ଶinstead.Inthelattercasetheformulation(4)ismodifiedto







































































(4) Findtwocriticalvaluesܿ௠௜௡ǡ ܿ௠௔௫suchthatܲ ቀܶሺ࢟ሻ ൏ ܿ௠௜௡ቚܪ଴ቁ ൅ ܲ ቀܶሺ࢟ሻ ൐ ܿ௠௔௫ቚܪ଴ቁ ൌ ߙ.In
particular,choseܿ௠௜௡ ൌ െλforaoneͲsidedtest.
(5) Observeݕ.
(6) Ifܶሺ࢟ሻ ൏ ܿ௠௜௡orifܶሺ࢟ሻ ൐ ܿ௠௔௫thenrejectܪ଴,otherwiseacceptܪ଴.
Foroutlierdetectioningeodesyweoftenusethefollowingteststatistics(Baarda 1968, Pope 1976, Teunissen 
2000, Lehmann 2012b):
x posterior/priorvarianceratio: ௚ܶ ൌ ࢋො்ܲࢋො ሺሺ݊ െ ݍሻߪ଴ଶሻΤ 
x individualnormalizedresiduals: ௡ܶǡ௜ ൌ Ƹ݁௜ ൫ߪ଴ඥݍ௘Ƹ೔௘Ƹ೔൯ൗ ǡ ݅ ൌ ͳǡǥ ǡ ݊
x individualstudentizedresiduals: ௦ܶǡ௜ ൌ Ƹ݁௜ ටݍ௘Ƹ೔௘Ƹ೔ ࢋො
்ܲࢋො ሺ݊ െ ݍሻΤൗ ݅ ൌ ͳǡǥ ǡ ݊
x extremenormalizedresiduals: ௡ܶ ൌ ቚ ௡ܶǡ௜ ቀ࢟ቁቚ
x extremestudentizedresiduals: ௦ܶ ൌ ቚ ௦ܶǡ௜ ቀ࢟ቁቚ
Ƹ݁ isthe݊Ͳvectorofresiduals(estimatedobservationerrors)withelements Ƹ݁௜andݍ௘Ƹ೔௘Ƹ೔denotethediagonal
elementsofthecofactormatrix









ܲ൫ȁ ௡ܶǡ௜ȁ ൐ ͳǤͻ͸หܪ଴൯ ൌ ͲǤͲͷ
weareinclinedtorejectܪ଴in(5)ifȁ ௡ܶǡ௜ȁexceeds1.96.
Underthehypothesisܪ଴in(4)or(5)wefindthat
௦ܶǡ௜̱߬ሺ݊ െ ݍ െ ͳሻ
hasa߬Ͳdistributionwith݊ െ ݍ െ ͳdegreesoffreedom.ThisdistributionisderivedbyThompson (1935).Itis
introducedtogeodesybyPope (1976)andislateradoptedbyKoch (1999)andothers.
Thedistributionsof ௡ܶand ௦ܶaremoredifficulttoderive.Thecommonapproximationisthefollowing:
௫ܶ ൏ ܿisequivalenttoห ௫ܶǡ௜ห ൏ ܿforall݅ ൌ ͳǡǥ ǡ ݊whereݔ א ሼ݊ǡ ݏሽ.Ifthese݊randomeventswerenearly
independentthenwecouldwrite
ͳ െ ߙ ൌ ܲ൫ ௫ܶ ൏ ܿ൯ ൎෑܲ൫െܿ ൏ ௫ܶǡ௜ ൏ ܿ൯
௡
௜ୀଵ
ൌ ሺͳ െ ߙԢሻ௡
Thisistosay:Thetestwithteststatistic ௫ܶandsignificancelevelɲisreplacedbyafamilyof݊testswith



















































to(Barnett and Lewis 1994) forthefollowingsynopsis:
1.Inherentalternatives:Accordingtomechanism(A),allobservationerrorscomefromthesamenonͲ
normaldistribution:


















ࣂ א ȣ଴ǡ ݅ ൌ ͳǡǥ ǡ ݊ଵ
ࣂ א ȣ஺ǡ ݅ ൌ ݊ଵ ൅ ͳǡǥ ǡ ݊

HereweemployHawkins’mechanism(B).ܹሺࣂሻǡ ࣂ א ȣ஺maytheresultofeitherameanshiftmodel(1)or






meanshiftmodel(Baarda 1968, Pope 1976, Koch 1999, Teunissen 2000, Kargoll 2012).
3.Slippagealternatives:Afixedandknownnumber݊ଵofobservationerrorsiscentralnormallydistributed
accordingto(4)or(5),buttheremaining݊ଶ ൌ ݊ െ ݊ଵobservationerrorscomefromadistributionwith
differentparameters.Letܫଵandܫଶdenotetheunknowndisjointsubsetsofሼͳǡ ǥ ǡ ݊ሽwith݊ଵand݊ଶ
elements,respectively.Thenwecanformulate
   ܪ஺ǣ ݕ௜̱ܹሺࣂሻǡ ൜
ࣂ א ȣ଴ǡ ݅ א ܫଵ




















݂ሺ݁ሻ ൌ ሺͳ െ ߝሻ ௥݂ሺ݁ሻ ൅ ߝ ௥݂ା௚ሺ݁ሻ
Inthegeodeticliteraturethistypeofdistributionisusedforoutlierdetectionorrobustestimationin
(Yang1991, Hekimoglu and Koch 2000, Gui et al. 2011, Lehmann and Scheffler 2011).Wecanformulate















௅݂஼൫ݕȁߤǡ ߤ ൅ ݁௚ǡ ߪ௥ଶǡ ߝ൯ ൌ
ͳ
ߪ௥ξʹߨ
൭ሺͳ െ ߝሻ expቆെ
ሺݕ െ ߤሻଶ
ʹߪ௥ଶ
ቇ ൅ ߝ expቆെ



























invariant(UMPI)tests.Theteststatistics ௚ܶǡ ௡ܶǡ௜ ǡ ௦ܶǡ௜areUMPIteststatisticswithrespecttothemeanshift
model. ௚ܶcanbederivedfromaslippageordeterministicalternativewith݊ଶ ൌ ݊ െ ݑ(Teunissen 2000, Kargoll 
2012).
௡ܶǡ௜ ǡ ௦ܶǡ௜canbederivedfromadeterministicalternativeandasingleoutlierinthe݅Ͳthobservation,i.e.
݊ଶ ൌ ͳ.Onecouldexpecttheteststatistics ௡ܶǡ ௦ܶtoberelatedsomehowtotheslippagealternativewith
݊ଶ ൌ ͳ.ButnoUMPIpropertyhasyetbeenrigorouslyderived.Thiswouldbedifficulttoaccomplish
becausetheextremeresiduals ௡ܶǡ ௦ܶarenonlinearfunctionalsofݕ.Butatleastapproximatelywecan

































































see(Lehmann and Scheffler 2011).Intheextremecasethatonlyoneparameterݔ௜isofprimaryinterest,we
returnto(17),(18)withݔොreplacedbyݔො௜.
Clerici and Harris (1980)introducethenotionsofpremiumandprotectiontogeodeticoutlierdetection.Later
theyapplytheconcepttodisplacementanalysis,whichisinprincipleequivalenttothedetectionof














































 ܪ஺ௌெௌǣ ݕ௜̱ܰ൫ࢇ௜࢞ ൅ ߜ௜௞ ௚݁ǡ ߪ௥ଶ൯ǡ ࢞ א Թ௨ǡ ݇ א ሼͳǡǥ ǡ ݊ሽǡ ௚݁ א Թ̳Ͳǡ ݅ ൌ ͳǡǥ ǡ ݊
 ܪ஺ௌ௏ூǣ ݕ௜̱ܰ൫ࢇ௜࢞ǡ ߪ௥ଶ ൅ ߜ௜௞ߪ௚ଶ൯ǡ ࢞ א Թ௨ǡ ݇ א ሼͳǡǥ ǡ ݊ሽǡ ߪ௚ଶ א Թାǡ ݅ ൌ ͳǡǥ ǡ ݊
 ܪ஺ெெௌǣݕ௜followsPDF ௅݂஼൫ݕ௜ȁࢇ௜࢞ǡ ࢇ௜࢞ ൅ ௚݁ǡ ߪ௥ଶǡ ߝ൯ǡ ࢞ א Թ௨ǡ ௚݁ א Թ̳Ͳǡ ݅ ൌ ͳǡǥ ǡ ݊
 ܪ஺ெ௏ூǣݕ௜followsPDF ௌ݂஼൫ݕ௜ȁࢇ௜࢞ǡ ߪ௥ଶǡ ߪ௥ଶ ൅ ߪ௚ଶǡ ߝ൯ǡ ࢞ א Թ௨ǡ ߪ௚ଶ א Թାǡ ݅ ൌ ͳǡǥ ǡ ݊
whereߜ௜௞istheKroneckersymbolandࢇ࢏denotesthe݅Ͳthrowof࡭.ThePDFs ௅݂஼ǡ ௌ݂஼ arefrom(15),(16).
Theslippagealternativeshaveݑ ൅ ʹandthemixturealternativeshaveݑ ൅ ͳnuisanceparameters.
Theobservationequationsreadfortheslippagealternatives
ݕ௜ ൌ ݔଵ ൅ ݔଶ݅ ൅ ݁௥ǡ௜ ൅ ߜ௜௞ ௚݁ǡ ݅ ൌ ͳǡǥ ǡ ݊
andforthemixturealternatives
ݕ௜ ൌ ݔଵ ൅ ݔଶ݅ ൅ ݁௥ǡ௜ ൅ ܾ ௚݁ǡ௜ǡ ݅ ൌ ͳǡǥ ǡ ݊
whereܾisaBernoullirandomvariatewithprobabilityߝ ൌ ͳȀ݊.Underܪ଴theleastsquaresestimateofthe
parametervector(intercept,slope)canbeobtainedbysimpleleastsquarescalculusas








൱ ቀͳ ڮ ͳͳ ڮ ݊ቁ࢟
ItiswellͲknownthat࢞ෝȁܪ଴isanunbiasedestimate,thereforetheMSEsequalthevariancestobeobtained
bycovariancepropagationappliedto(21):
















ܧ൛࢞ෝȁܪ஺ௌெௌൟ ൌ ሺ࡭்࡭ሻିଵ࡭்ܧ ቄ࢟ȁܪ஺ௌெௌቅ ൌ ࢞ ൅ ሺ࡭்࡭ሻିଵࢇ௞் ௚݁ǡ ࢇ௞ ൌ ሺͳ݇ሻ
ܧ൛࢞ෝȁܪ஺ெெௌൟ ൌ ሺ࡭்࡭ሻିଵ࡭்ܧ ቄ࢟ȁܪ஺ெெௌቅ ൌ ࢞ ൅ ሺ࡭்࡭ሻିଵ࡭்ሺͳ ڮ ͳሻ்ߝ ௚݁
whereܧ ቄ࢟ȁܪ஺ெெௌቅisderivedfromtheexpectationof(15),whichisbysimpleprobabilitycalculusobtained








ሺെ͵ሺ݊ ൅ ͳሻ ൅ ͸݇ሻ
bias൫ݔොଵหܪ஺ௌெௌ൯ ൌ ߝ ௚݁
bias൫ݔොଶหܪ஺ெெௌ൯ ൌ Ͳ
(Thelattertwotermscanalsobefounddirectly,ifoneconsidersthestraightlinesolutionforcoincident












ߪ௥ଶ ൅ ሺߝ െ ߝ;ሻ ௚݁ଶ.Thisyieldsthecovariancematrixof࢟ȁܪ஺ெெௌas









൫ߪ௥ଶ ൅ ሺߝ െ ߝ;ሻ ௚݁ଶ൯
Withtheseexpressionswefind
MSE൫ݔොଵหܪ஺ௌெௌ൯ ൌ var൫ݔොଵหܪ஺ௌெௌ൯ ൅ bias൫ݔොଵหܪ஺ௌெௌ൯; ൌ
Ͷ݊ ൅ ʹ
݊; െ ݊
ߪ௥ଶ ൅ Ͷ ൬






MSE൫ݔොଶหܪ஺ௌெௌ൯ ൌ var൫ݔොଶหܪ஺ௌெௌ൯ ൅ bias൫ݔොଶหܪ஺ௌெௌ൯; ൌ
ͳʹ
݊Ϳ െ ݊
ߪ௥ଶ ൅ ͵͸ ൬






MSE൫ݔොଵหܪ஺ெெௌ൯ ൌ var൫ݔොଵหܪ஺ெெௌ൯ ൅ bias൫ݔොଵหܪ஺ெெௌ൯; ൌ
Ͷ݊ ൅ ʹ
݊; െ ݊
൫ߪ௥ଶ ൅ ሺߝ െ ߝ;ሻ ௚݁ଶ൯ ൅ ߝ;݁௚ଶ
MSE൫ݔොଶหܪ஺ெெௌ൯ ൌ var൫ݔොଶหܪ஺ெெௌ൯ ൅ bias൫ݔොଶหܪ஺ெெௌ൯; ൌ
ͳʹ
݊Ϳ െ ݊
൫ߪ௥ଶ ൅ ሺߝ െ ߝ;ሻ ௚݁ଶ൯
9.3MSEsoftheleastsquaresestimatesinthevarianceinflationmodel
Since(16)hasexpectationߤ(Lehmann 2012a),weclearlyseethat
ܧ ቄ࢟ȁܪ஺ௌ௏ூቅ ൌ ܧ ቄ࢟ȁܪ஺ெ௏ூቅ ൌ ܧ ቄ࢟ȁܪ଴ቅ ൌ ࡭࢞
Consequently,࢞ෝȁܪ஺ௌ௏ூand࢞ෝȁܪ஺ெ௏ூareunbiasedestimates,buthavedifferentvariances.Forܪ஺ௌ௏ூthe
covariancematrixof࢟is












઱௫ො௫ොȁܪ஺ௌ௏ூ ൌ ሺ࡭்࡭ሻିଵߪ௥ଶ ൅ ሺ࡭்࡭ሻିଵܽ௞்ܽ௞ሺ࡭்࡭ሻିଵߪ௚ଶ
Thisyields
MSE൫ݔොଵหܪ஺ௌ௏ூ൯ ൌ var൫ݔොଵหܪ஺ௌ௏ூ൯ ൌ
Ͷ݊ ൅ ʹ
݊; െ ݊
ߪ௥ଶ ൅ Ͷ ൬





MSE൫ݔොଶหܪ஺ௌ௏ூ൯ ൌ var൫ݔොଶหܪ஺ௌ௏ூ൯ ൌ
ͳʹ
݊Ϳ െ ݊
ߪ௥ଶ ൅ ͵͸ ൬





Bysimpleprobabilitycalculuswefindthatthevarianceof(16)equalsߪ௥ଶ ൅ ߝߪ௚ଶ(Lehmann 2012a),which
yields
઱௬௬ȁܪ஺ெ௏ூ ൌ ൫ߪ௥ଶ ൅ ߝߪ௚ଶ൯ࡵ
઱௫ො௫ොȁܪ஺ெ௏ூ ൌ ൫ߪ௥ଶ ൅ ߝߪ௚ଶ൯ሺ࡭்࡭ሻିଵ











apartfromthetrivialcases ௚݁ ൎ Ͳorߪ௚ ൎ Ͳorߝ ൎ Ͳ.
Forslippagealternativesthiswouldhappenfortheinterceptparameterݔଵiftheoutlieroccursat
݇ ൎ ሺʹ݊ ൅ ͳሻȀ͵,cf.(24),(28),whilefortheslopeparameterݔଶthisisobtainedinthecenterofthe






































































































mustbe| ௚݁ȁ ൒ ͵ߪ௥whileforܪ஺ௌ௏ூitmustbeߪ௚ ൒ ʹߪ௥toreachanoperableprotectionprovidedbyݔො௜ᇱ,i.e.


















itisnecessarytoemployadifferentteststatisticinordergetaneffectiveprotectionalreadyat| ௚݁ȁ ൏ ͷߪ௥.
Thisisbeyondthescopeofthispaper.If ௡ܶyieldsagoodprotectionthenwecanfindtheoptimalcritical
value(hereܿ ൎ ͵,whereatthesametimethepremiumislow).Moreover,itbecomesevidentthathere
thechoiceofܿisnottoodecisive.
NotethatthevaluesderivedfromFig.4Ͳ6cannotbeassumedtoholdingeneral.Foranyotherobservation
modelthecomputationsmustberepeated.Forexample,theoptimalcriticalvaluewouldtendtoincrease
with݊assuggestedby(8).

υϋ PreprintofJournalofGeodesy(2013)87(4)373Ͳ386.DOI:10.1007/s00190Ͳ012Ͳ0607Ͳy


Fig.4Premium(green)andprotectionofslippagealternatives(S)inthemeanshiftmodel(MS,blue)andinthevariance
inflationmodel(VI,red)fortheslopeparameterofastraightlinefitthrough10equidistantdatapointsversuscriticalvalueܿof
theextremenormalizedresidual ௡ܶ

Fig.5SameasFig.4,butmixturealternativesinsteadofslippagealternatives
υό PreprintofJournalofGeodesy(2013)87(4)373Ͳ386.DOI:10.1007/s00190Ͳ012Ͳ0607Ͳy


Fig.6SameasFig.5,butinterceptparameterinsteadofslopeparameter
11.Conclusions
Ifoneissatisfiedwithaplausibleteststatisticforoutlierdetectionsuchasextremenormalizedor
studentizedresidualsandwithaintuitiveguessorexperienceͲbasedchoiceofthesignificancelevelɲor
equivalentlyofthecriticalvalueܿthenthereisnoneedtoinvokeanyalternativehypothesisܪ஺.Thisis
whyitsimportanceisoftenignored.Butifonedesirestomeasuretheperformanceofoutlierdetectionor
eventooptimizeitinanywaythenitisnecessarytodecideonanappropriateܪ஺.Besidesthepower,
premiumandprotectionareverywellͲsuited,evenbetterͲsuitedmeasuresofperformanceforoutlier
tests.
Thereisasubstantialwealthofformsofpossibleܪ஺.Thisgivestheuserthegreatflexibilitytoformulate
hisܪ஺onthebasisofhisexperiences.Whateverisknownaboutlocation,numberandstochasticbehavior
ofthegrosserrorscausingtheoutlierstobedetectedcanbeincorporatedand,nolessimportant,
whateverisnotknowncanbeomitted.However,onlyafractionofpossibleܪ஺hasevenbeenconsidered,
namelythose,forwhichUMPIteststatisticscanbetheoreticallyderived.Itisnotguaranteedthatthese
teststatisticsworkalsoforotherܪ஺.
Informertimes,whencriticalvalueshadtobelookedupinstatisticaltables,itwasonlypossibleto
formulateܪ଴andܪ஺andtochoseܶandɲinsuchawaythatanappropriatelookupͲtableforthe
correspondingcriticalvalueisavailable.Thissubstantiallyrestrictedthefreedomofchoiceandthe
possibilityofoptimization.Butsincepowerfulcomputersareavailableeverywhere,itisnolonger
forbiddentousetheMonteCarlomethodforcomputingmeasuresofperformanceandforoptimizing
outliertests.Onecanevendispensewiththederivationoftheanalyticalformulasgiveninsection9,
because൫ݔො௜หܪ൯and൫ݔො௜หܪ൯canaswellbecomputedbytheMonteCarlomethodinthesameway
as൫ݔො௜ᇱหܪ൯and൫ݔො௜ᇱหܪ൯.
Intheconsideredpracticalexampleitturnedoutthatactuallyverysimilaralternativehypothesesshow
differentperformances.Hence,anoutliertestoptimizedforoneܪ஺maynotbesuitedforanother.The
userinterestedinagoodperformanceoftheoutlierdetectionforhisproblemhastorepeatthe
υύ PreprintofJournalofGeodesy(2013)87(4)373Ͳ386.DOI:10.1007/s00190Ͳ012Ͳ0607Ͳy

computationsperformedinsection9onitsownproblem.Hecantryotherteststatisticsandrejection
rules.

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