Abstract. One of the main issues concerning automatic design of W-operators is the one of generalization. Considering the designing of W-operators as a particular case of designing a pattern recognition system, in this work we propose a new approach for the automatic design of binary W-operators. This approach consists on a functional representation of the conditional probabilities for the whole set of patterns viewed by a given window, instead the values of the characteristic function. The estimation of its parameters is achieved by means of a nonlinear regression performed by an artificial feed-forward neural network based on a weighted mean square error cost function. Experimental results show that, for the applications presented in this work, the proposed approach leads to better results than one of the best existing methods of generalization within the family of W-operators, like is the case of pyramidal multiresolution.
Introduction
The W-operators are a class of nonlinear operators, within the domain of Computational Mathematical Morphology [1, 2] . The designing process of these operators is based on the estimation of joint probabilities [3] , or conditional probabilities [4] , for the patterns viewed by a given window. The estimation is made from training examples, formed by pairs of observed and ideal images. Observed images represent the problem to be solved and ideal images correspond to the desired output. Using these probabilities, W-operators are designed and characterized by characteristic functions that minimize some given cost function or error measure. One of the main issues that appear in the automatic design of W-operators is the one of generalization. It occurs when certain patterns are not found during training.
Some approaches have been proposed to circumvent this problem such as: automatic programming of binary morphological machines, pyramidal multiresolution [1] , decision trees, genetic algorithms, adaptive algorithms, incremental splitting intervals (ISI), and multilevel training [3] .
In this paper we propose a new approach for generalization in the design of Woperators: instead of generalizing the characteristic function, computed from the estimation of the conditional probabilities, we apply artificial neural networks to appro ximate the conditional probabilities, and then deduce the characteristic function from this approximation. We chose artificial neural networks because of their ability of generalization and because they generate nonlinear boundaries [6] . Finally, the network learning is based on the weighted mean square error (WMSE) cost function [7] .
Following this introduction, Section 2 recalls the formulation of the statistical design of binary W-operators. Section 3 describes the proposed approach. In Section 4, we present two application examples, and finally, in Section 5, we summarize this work and outline future possible developments.
W-operators
Let consider a binary image as a function H: E{0,1}, where E is a rectangular subset of Z 2 . The set of all possible images from E to {0,1} will be denoted by {0,1} 
Statistical Design of Binary W-operators
To perform the statistical design of W-operators, we model the images to be processed (i.e., observed images) and their desired images (i.e., ideal images) as realizations of two stationary and stochastic processes O and I , respectively [1, 2] . In this context, the goal of the statistical design is to find a W-operator Ψ such that, given 
In the above equation,
is the conditional probability, given the obser- 
Generalizing Conditional Probabilities Using Artificial FeedForward Neural Networks
In this section, we describe the proposed generalization for the automatic design of binary W-operators. This approach consists of finding two functions that, for any window configuration u , approximate the estimated values of the conditional proba-
. In order to achieve such generalization, we use neural networks, a supervised learning tool from Machine Learning, that are widely used to solve classification and regression problems [6] [7] [8] . In our case, the neural networks are used to estimate the parameters of a nonlinear regression. Based on the fact that an artificial feed-forward neural network of three layers is capable of approximating any Borel measurable function [9] , for the network architecture shown in Fig. 1 (using the representation from [8] ), where the layer 
where, . Furthermore, approximating the right side of equation (5) with the right side of the last expression, we obtain the following relationship that defines a nonlinear regression:
From the above equation, it follows that the function that generalizes the conditional probability
, for the window configuration u , has the following form:
is generalized by the following expression: b for an artificial feed-forward neural network, using equation (6) . Hence, the network training will be based on the WMSE cost function, allowing us to use the marginal probability, or frequency,   (9), as the cost function for training an artificial neural network has two important advantages compared with the MSE: 1) the noise-contaminated observations have less influence on the cost function and 2) if there are no noisy observations, the network can avoid over-fitting [7] .
In equation (9) . The method to be employed for the network training is the Levenberg-Marquardt backpropagation error, using equation (9) as the cost function to be minimized.
Experimental Results
In this section, we present two applications of the proposed approach. The goal of the first experiment is to filter the noise in images of retinal angiographies. The angiographies were segmented using an algorithm based on Fuzzy Mathematical Morphology (FMM) [10] . The dataset of this experiment is formed by 4 pairs of observed and ideal images of 565x584 pixels. Observed images are the segmented ones, and their associated ideal images are taken from the DRIVE database [11] . The goal of the second experiment is to detect edges in objects contained in noisy images. For this case, the dataset is composed of 4 noiseless images of the following sizes: 350x156, 300x270, 637x563 and 401x393 pixels. Observed images are obtained adding synthetic salt-pepper noise, with a density of 0.1, to images from the dataset. Ideal images (i.e., images with the edges) are obtained by applying the morphological gradient denotes the erosion of the image H by the structuring element B . For the current experiment, we use a square structuring element of size 3x3 pixels. Table 1 summarizes the results from noise filtering in images of retinal angiographies, both before and after the application of W-operators. According to these values, the proposed approach produces a substantial reduction of noise in the angiographies compared with the pyramidal multiresolution, which can be corroborated by the error rate (ER) and the false positive rate (FPR) values. In the case of the false negative rate (FNR), multiresolution has a slight advantage over W-operators designed using neural networks. Fig. 2 shows an example of the generalization with neural networks (Fig. 2-c ) and pyramidal multiresolution (Fig. 2-d) to the sample image of Fig. 2-b . The image shown in Fig. 2-b is the result of applying FMM segmentation to image of Fig. 2-a. (a) (b) (c) (d) Fig. 3 shows an example of the result of applying the generalization with neural networks ( Fig. 3-b) , pyramidal multiresolution ( Fig. 3-c ) and morphological gradient ( Fig. 3-d) to the sample image of Fig. 3 -a. 
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Concluding remarks
In this paper we have proposed a new approach for the automatic design of binary Woperators. The idea behind this work is to consider the design of W-operators as a particular case of designing a pattern recognition system. Thus, the method consist in the estimation of the parameters of two functions that generalize the conditional probabilities for the whole set of window configurations. The estimation is achieved by nonlinear regression performed by an artificial feed-forward neural network of three layers, whose training is based on the minimization of the WMSE cost function. This approach allows us to represent W-operators by the parameters of the trained neural network, avoiding the storage of the large amount of data needed to represent characteristic functions, even using techniques like ISI or pyramidal multiresolution.
Experimental results showed that, for the examples presented in this work, the proposed approach allows us to achieve better results than one of the best existing methods for the generalization of characteristic functions of W-operators, like is the case of the pyramidal multiresolution.
Further work should include the extension of the proposed method for the automatic design of W-operators to process gray-scale and color images.
