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1 Introduction
1.1 Contexte et objectifs
La socie´te´ STNA participe a` la certification des e´quipements utilise´s
pour la navigation ae´rienne. Dans ce cadre la division 3R s’inte´resse aux
e´quipements ILS. Ces e´quipements, situe´s au sol, sont utilise´s lors de l’atter-
rissage. Leur objectif de fiabilite´ est fonction de la cate´gorie de l’e´quipement.
Cet objectif est caracte´rise´ par une valeur de MTBO, appele´e MTBO objec-
tif. Cette valeur est de´duite de l’e´tude par arbre de de´faillance du syste`me
complet.
La de´monstration de l’atteinte de cet objectif est re´alise´e a` l’aide de tests
se´quentiels dont la dure´e doit au moins eˆtre supe´rieure a` 1 an (pour prendre
en compte les diffe´rents environnements d’exploitation). Ces tests sont de´crits
dans la norme MIL-HDBK-781.
La mise en oeuvre de cette de´marche demande un temps de test juge´
excessif (plus de 2 ans), aussi des e´tudes ont e´te´ mene´es pour tenter de re´duire
cette dure´e de test. La piste explore´e jusqu’a` pre´sent consiste a` augmenter
le niveau du risque du consommateur. Le STNA souhaite dans un premier
temps e´tudier cette piste en faisant apparaˆıtre toutes les hypothe`ses sous-
jacentes, puis dans un second temps regarder si d’autres pistes sont possibles.
1.2 Glossaire
ILS : Instrument Landing System,
MTBO : Mean Time Between Outages
MTBF : Mean Time Between Failures
1.3 Notations
P(A/B) : probabilite´ d’avoir A sachant que l’on a B, avec A et B deux
e´ve´nements
Pθ(B) : probabilite´ d’avoir B lorsque la valeur du parame`tre est e´gale a` θ
Eθ(X) : espe´rance mathe´matique de la variable ale´atoire X lorsque la
valeur du parame`tre est e´gale a` θ
ν : la variable ale´atoire temps d’arreˆt, c’est a` dire le temps ne´cessaire
pour prendre une de´cision.
1.4 Documents de re´fe´rence
1. MIL-HDBK-781A : Handbook for reliability test methods, plans,
and environments for engineering, development, qualification, and pro-
duction. 1 Apr 1996. Department of Defense (USA).
2. ILS Certification Requirements, Final report, DERA/WSS/WX1/CR980799/2.3,
January 2000, M. Powe and S. Harding.
3. Sequential Analysis : Wald A., 1947, John Wiley & Sons, New York
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4. Sequential Life Tests in Exponential Case, Epsein B. and Sobel
M., 1955, Annals of Mathematical Statistics, Volume 26, pp 82-93
5. Common European Guidance Materiel on Certification of
ILS and MLS Ground System (first draft).
6. Sequential Analysis : tests and confidence intervals, D. Sieg-
mund, 1985, Springer-Verlag.
7. All weather operations group (AWOG) co-ordination mee-
ting, report of the project team on certification, 26th-27th October
2000
8. Probabilite´s et statistiques, 2. Proble`mes a` temps mobiles,
D. Dacunha-Castelle, M. Duflo, Masson, 1983
9. Sequential Tests of Statistical Hypotheses, B.K. Ghosh, Addison-
Wesley publishing company, 1970
1.5 Pre´sentation du rapport
Ce document pre´sente les premie`res re´flexions mene´es sur le the`me de la
possibilite´ de faire intervenir le MTBO the´orique dans l’e´valuation du MTBO
des e´quipements ILS.
Le MTBO the´orique est le MTBO obtenu a` l’issue de la conception de
l’e´quipement. Cette valeur est e´tablie par le concepteur de l’e´quipement a`
l’aide d’e´tudes de suˆrete´ de fonctionnement prenant en compte les diffe´rents
composants de l’ILS et son architecture.
Ce rapport est compose´ de six parties.
Cette introduction constitue la premie`re partie.
La deuxie`me partie de´taille quelques de´finitions.
La troisie`me partie explicite la relation existant entre le risque producteur
et le risque consommateur dans le cadre des tests statistiques classiques.
La quatrie`me partie concerne les tests se´quentiels. Les principes et les
principaux re´sultats sont pre´sente´s.
La cinquie`me partie pre´sente les de´monstrations associe´es aux principales
caracte´ristiques des tests se´quentiels de´crits dans la quatrie`me partie.
La sixie`me partie pre´cise les caracte´ristiques des tests se´quentiels dans le
cadre du MTBO.
La septie`me et dernie`re partie partie met en e´vidence une piste d’ame´lioration
du temps de tests.
L’annexe pre´sente les e´changes de courrier e´lectronique.
2 De´finitions
Quand on cherche a` choisir entre une hypothe`se H0(θ = θ0) et une
hypothe`se H1(θ= θ1), on choisit une statistique, c’est-a`-dire une variable
ale´atoire dont on connaˆıt la loi au moins lorsque l’hypothe`se H0 est vraie.
On compare ensuite sa valeur observe´e a` une valeur the´orique (de´termine´e a`
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partir de sa loi). Cette comparaison permet de de´cider quelle hypothe`se peut
eˆtre conside´re´e comme vraie, avec quel risque d’erreur.
On conside`re 2 types d’erreurs :
— accepter l’hypothe`se H1 alors que c’est l’hypothe`se H0 qui est vraie,
— accepter l’hypothe`se H0 alors que c’est l’hypothe`se H1 qui est vraie.
Re´alite´
Choix H0 H1
H0 1− α β
H1 α 1− β
Le niveau de confiance du test est e´gal a` 1− α
La puissance du test est : 1− β .
La probabilite´ α est appele´e risque du producteur (ou risque de premie`re
espe`ce) car la valeur α correspond a` la probabilite´ de choisir H1 alors que H0
est vraie, ou autrement dit, a` la probabilite´ de rejeter H0 alors que H0 est
vraie. Cela correspond pour le producteur de l’e´quipement a` la probabilite´
que son e´quipement soit conside´re´ comme non conforme alors que celui ci est
conforme.
La probabilite´ β est appele´e risque du consommateur (ou risque de
deuxie`me espe`ce) car la valeur β correspond a` la probabilite´ de choisir H0
alors que H1 est vraie, ou autrement dit, a` la probabilite´ de ne pas rejeter
H0 alors que H0 est fausse. Cela correspond pour le consommateur a` la
probabilite´ qu’il conside`re l’ e´quipement conforme alors que celui-ci n’est pas
conforme.
3 Tests classiques
Dans les tests classiques (non se´quentiels) utilise´s en statistique, on ob-
serve un phe´nome`ne et on cherche a` partir de cette observation a` prendre
une de´cision. Le nombre d’observations est donc un nombre fixe´ : n. Sui-
vant le type de phe´nome`ne observe´ on se´lectionne une statistique dont on
connait la loi. Soit γ(n, λ) cette statistique. Elle est une fonction du nombre
d’observations n et d’un parame`tre λ.
On cherche a` tester H0 : λ = λ0 contre H1 : λ = λ1.
On se fixe la valeur de α (risque du producteur), on en de´duit la valeur
du seuil k permettant de de´cider, puis de la valeur de k on de´duit la valeur
de β
P (γ(n, λ0) ≥ k) = α
P (γ(n, λ1) < k) = β.
Il existe donc, dans le cadre des tests classiques, une relation entre la
valeur du risque de premie`re espe`ce α et la valeur du risque de deuxie`me
espe`ce β.
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4 Les tests se´quentiels : Ge´ne´ralite´s
4.1 Cadre de travail.
Le cadre de de´part est le meˆme que celui de´veloppe´ pour les tests clas-
siques, c’est-a`-dire que l’on cherche a` de´cider entre 2 hypothe`ses :
H0 : θ = θ0 contre H1 : θ = θ1.
On souhaite donc faire un test pour choisir laquelle de ces deux valeurs,
θ0 ou θ1, (toutes deux fixe´es par l’expe´rimentateur) est la plus plausible.
La the´orie des tests se´quentiels s’applique pour θ0 et θ1 quelconques (fixe´s)
(dans les applications au MTBO, nous introduirons une relation du type
d× θ0 = θ1).
L’apport des tests se´quentiels par rapport a` la the´orie classique consiste
essentiellement en une volonte´ de re´duire les couˆts et donc les de´lais d’expe´rimentations.
En effet, on peut montrer que la taille des e´chantillons ne´cessaires pour
prendre une de´cision dans un cadre se´quentiel est nettement infe´rieure a`
celle requise par la the´orie classique (pour des e´quipements identiques). L’ap-
proche se´quentielle s’impose donc naturellement dans le cadre des essais sur
l’ I.L.S. (Instrument Landing System) e´tant donne´ leur prix et leur effectif
restreint.
4.2 Approche ge´ne´rale de la the´orie des tests se´quentiels.
Avant de situer le proble`me dans un cadre plus concret, nous allons abor-
der brie`vement les justifications the´oriques que l’on peut obtenir dans les cas
ge´ne´raux.
On dispose d’un e´chantillon x1, ..., xn iid (inde´pendantes identiquement
distribue´es) de taille n fixe´e repre´sentant les donne´es. Cet e´chantillon corres-
pond a` n observations inde´pendantes d’une meˆme variable ale´atoire. Le cas
particulier des donne´es lie´es aux I.L.S. sera analyse´ dans la section 6 de´die´e
aux applications. On suppose que chaque xi est l’observation d’une variable
ale´atoire de densite´
f (x, θ) ,
de´pendant d’un parame`tre θ. On cherche a` tester
H0 : θ = θ0 contre H1 : θ = θ1.
Dans la the´orie classique, le Lemme de Neyman Pearson nous permet de
proposer la re`gle de de´cision suivante : On choisit l’hypothe`se H1 si
Ln =
n∏
i=1
f (xi, θ1)
f (xi, θ0)
> Kα,
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ou` Kα est obtenu a` partir du niveau α que l’on se fixe pour le test. On pose :
α = P (accepter H1upslopeθ = θ0)
= Pθ0(Ln ≥ Kα)
= Risque de premie`re espe`ce
= Risque du producteur.
Celle ci de´pend donc de α, de la taille n de l’e´chantillon et de θ0.
On de´finit de meˆme :
β = P (accepter H0upslopeθ = θ1)
= Pθ1(Ln < Kα)
= Risque de deuxie`me espe`ce
= Risque du consommateur.
La puissance d’un test est alors de´finie par
1− β = P (accepter H1upslopeθ = θ1)
= Pθ1(Ln ≥ Kα)
Celle ci de´pend donc de α, de la taille n de l’e´chantillon et de θ1.
Dans le cadre des tests classiques, une fois la taille de l’e´chantillon fixe´e,
il est ne´cessaire de se fixer α, les valeurs de Kα et de β sont de´duites de ces
valeurs.
Dans le cadre des tests se´quentiels, la taille de l’e´chantillon n’est pas fixe´,
et il est ne´cessaire de se fixer les deux niveaux α et β auxquels on souhaite
placer notre test.
4.2.1 Tests se´quentiels non tronque´s
La taille de l’e´chantillon n’est plus fixe´e dans le cadre se´quentiel, on ra-
joute des donne´es xi une par une, et a` chaque nouvelle donne´e, on se demande
si on peut re´pondre a` la question accepter ou non H0 ou si on a besoin
d’observations supple´mentaires.
L’e´quivalent se´quentiel de la re`gle de de´cision pre´ce´dente est le The´ore`me
de Wald qui nous indique de poursuivre la collecte de donne´es tant que :
B ≤ Ln =
n∏
i=1
f (xi, θ1)
f (xi, θ0)
≤ A.
On stoppe la proce´dure en choisissant H0 de`s que Ln ≤ B ou H1 de`s que
A ≤ Ln.
Cette re`gle de de´cision s’appelle le test se´quentiel du rapport des proba-
bilite´s (TSRP). Les constantes A et B sont de´termine´es a` partir de α et β.
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Ce sont des fonctions dont on peut montrer que (cf de´monstrations section
suivante) :
A (α, β) ≤ 1− β
α
B (α, β) ≥ β
1− α.
En pratique on utilisera :
A =
1− β
α
et B =
β
1− α.
Cela nous conduit a` prendre des se´curite´s plus grandes que les valeurs no-
minales (c’est-a`-dire des erreurs de premie`re et deuxie`me espe`ce resp. plus
petite et plus grande que α et β) puisque A ≥ A (α, β) et B ≤ B (α, β) , et
donc des e´chantillons le´ge`rement plus grands. Cependant on peut montrer,
(Wald) que cette erreur est ne´gligeable.
Deux fonctions s’ave`rent utiles afin de ve´rifier la qualite´ d’un test se´quentiel :
la fonction d’efficacite´ et la fonction ASN (Average Sample Number).
On appelle fonction d’efficacite´ la probabilite´ que l’on note P (θ/α, β, θ0, θ1)
de choisir l’hypothe`se H0 lorsque θ varie.
On montre plus loin que l’on peut l’approximer par :
L (θ) = P (θ/α, β, θ0, θ1) ' A
h(θ) − 1
Ah(θ) −Bh(θ) ,
ou` h (θ) est la solution de :∫ +∞
−∞
[
f (x, θ1)
f (x, θ0)
]h(θ)
f (x, θ) dx = 1.
C’est une fonction de la valeur du parame`tre θ. Dans le cadre du MTBO,
le parame`tre θ est exprime´ en fonction de θ1(cad θ = k × θ1). Elle est
repre´sente´e dans le rapport DERA ainsi que dans MIL-HDBK-781A sous
le nom MTBOtrue versus probability of acceptance.
On remarquera que L (θ0) = 1 − α = Pθ0 (accepter H0) et que L (θ1) = β =
Pθ1 (accepter H0) .
Dans un test se´quentiel, on doit se fixer : α, β, θ0 et θ1. Par contre la taille
N de l’e´chantillon au moment de la de´cision est ale´atoire. Afin d’e´valuer la
qualite´ et l’inte´reˆt des tests se´quentiels, on sera amene´ a` e´valuer la valeur
moyenne de cette taille, c’est ce que l’on appelle la fonction ASN. On
montrera plus loin que :
Eθ (N) ' L (θ) logB + (1− L (θ)) logA
Eθ (Z1)
avec
Eθ (Z1) =
∫ +∞
−∞
[
f (x, θ1)
f (x, θ0)
]
f (x, θ) dx.
La fonction ASN est donc aussi une fonction de θ qui est repre´sente´e dans le
rapport DERA ainsi que dans MIL-HDBK-781A sous le nom MTBOtrue
versus expected test time.
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4.2.2 Tests se´quentiels tronque´s
Lorsque le nombre maximal d’expe´riences que l’on peut effectuer est li-
mite´, pour des raisons e´conomiques par exemple, on utilise alors les tests
tronque´s, c’est-a`-dire que l’on s’impose de prendre une de´cision avant d’at-
teindre une certaine taille d’e´chantillon. Nous verrons dans la partie applica-
tion au MTBO (section 6), comment on de´termine ces bornes dans ce cas.
Les tests utilise´s dans le cadre du rapport DERA et de MIL-HDBK-781A
sont des tests se´quentiels tronque´s. Cette troncature ayant une influence sur
les risques du producteur et du consommateur, il faut modifier la constante
A afin de re´duire cet effet. On prend (DERA page 26) :
A =
(1− β) (d+ 1)
2αd
et B =
β
1− α
avec
α : risque du producteur
β : risque du consommateur
d : rapport entre θ0 et θ1
(
d =
θ0
θ1
)
.
Cela nous permet alors d’appliquer la proce´dure des tests se´quentiels clas-
siques sans tenir compte de l’influence de la troncature sur les diffe´rents
risques.
5 De´monstrations mathe´matiques
5.1 Equivalence entre les 2 mode´lisations
Soit Xi la variable ale´atoire qui repre´sente le temps entre chaque outage,
on a fXi(xi; θ) =
1
θ
exp
(
−1
θ
xi
)
. On a le test se´quentiel Φ suivant :
on continue de tester ⇐⇒ B < L(x1, x2, . . . , xn; θ1)
L(x1, x2, . . . , xn; θ0)
< A
⇐⇒ B <
n∏
i=1
fXi(xi; θ1)
fXi(xi; θ0)
< A
⇐⇒ B <
(
θ0
θ1
)n
exp
[
−
(
1
θ1
− 1
θ0
) n∑
i=1
xi
]
< A
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Soit Rt le nombre d’outages a` t, on a P (Rt = r) = exp
(
− t
θ
)
.
(
t
θ
)r
r!
. On
a le test se´quentiel suivant :
on continue de tester ⇐⇒ B < L(r; θ1)
L(r; θ0)
< A
⇐⇒ B <
exp
(
− t
θ1
)
.
(
t
θ1
)r
r!
exp
(
− t
θ0
)
.
(
t
θ0
)r
r!
< A
⇐⇒ B <
(
θ0
θ1
)r
exp
[
−
(
1
θ1
− 1
θ0
)
.t
]
< A
Les 2 mode´lisations sont e´quivalentes lorsqu’on prend n = r et
n∑
i=1
xi = t.
On notera le rapport des vraisemblances L(θ0; θ1).
5.2 Approximation de A et de B
On a la re`gle de de´cision :
on continue de tester ⇐⇒ B < L(θ0; θ1) < A,
on arreˆte et on accepte H0 ⇐⇒ L(θ0; θ1) ≤ B,
on arreˆte et on accepte H1 ⇐⇒ A ≤ L(θ0; θ1).
On pose α = Pθ0(accepter H1) et β = Pθ1(accepter H0). On peut appro-
cher A et B par
A =
1− β
α
et B =
β
1− α.
5.2.1 Preuve de A ≤ 1− β
α
, B ≥ β
1− α
Si on accepte H1, on a
A ≤ L(θ0; θ1) ⇐⇒ A
n∏
i=1
fXi(xi; θ0) ≤
n∏
i=1
fXi(xi; θ1)
⇐⇒ A
∫
H1
n∏
i=1
fXi(xi; θ0)dx1 . . . dxn ≤
∫
H1
n∏
i=1
fXi(xi; θ1)dx1 . . . dxn
⇐⇒ Aα ≤ 1− β
⇐⇒ A ≤ 1− β
α
.
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De meˆme, on a sous H0 en acceptant H0 :
L(θ0; θ1) ≤ B ⇐⇒
n∏
i=1
fXi(xi; θ1) ≤ B
n∏
i=1
fXi(xi; θ0)
⇐⇒
∫
H0
n∏
i=1
fXi(xi; θ1)dx1 . . . dxn ≤ B
∫
H0
n∏
i=1
fXi(xi; θ0)dx1 . . . dxn
⇐⇒ β ≤ B (1− α)
⇐⇒ β
1− α ≤ B
Pour la suite, on pose A =
1− β
α
, B =
β
1− α, dans ce cas, on note :
α′ = Pθ0(accepter H1) det β
′ = Pθ1(accepter H0).
5.2.2 Pour α et β petits, on a α′ ' α et β′ ' β
Par l’approximation, on a
α′ ≥ α et β′ ≥ β . (1)
On applique de nouveau ce qui pre´ce`de avec A =
1− β
α
et B =
β
1− α
et α′ et β′, on obtient :
1− β
α
≤ 1− β
′
α′
β′
1− α′ ≤
β
1− α
=⇒

α′ ≤ α
1− β 1− β
′
β′ ≤ β
1− α1− α
′
=⇒

α′ ≤ α
1− β
β′ ≤ β
1− α
Or
1
1− β ∼0 1 et
1
1− α ∼0 1, donc
α′ ≤ α et β′ ≤ β (2)
d’apre`s (1) et (2) , on a α′ ' α et β′ ' β.
5.3 Equation des droites
Relation aux limites entre le nombre d’outages observe´ (r) et le temps
d’observation (t).
5.3.1 Droite infe´rieure
Elle ve´rifie :
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B = L(θ0; θ1) ⇐⇒ B =
(
θ0
θ1
)r
exp
[
−
(
1
θ1
− 1
θ0
)
.t
]
⇐⇒ log(B) = r log θ0
θ1
−
(
1
θ1
− 1
θ0
)
.t
⇐⇒ r =
(
1
θ1
− 1
θ0
)
log
θ0
θ1
t+
log(B)
log
θ0
θ1⇐⇒ r = a+ bt.
5.3.2 Droite supe´rieure
Elle ve´rifie :
A = L(θ0; θ1) ⇐⇒ r =
(
1
θ1
− 1
θ0
)
log
θ0
θ1
t+
log(A)
log
θ0
θ1⇐⇒ r = c+ bt.
5.4 Fonction d’efficacite´
L(θ) = Pθ(accepter H0) ' A
h(θ) − 1
Ah(θ) −Bh(θ)
ou` h(θ) est la solution de
∫
R
(
f (x; θ1)
f (x; θ0)
)h(θ)
f (x; θ) dx = 1.
Avant de continuer, montrons que h(θ) existe. Posons pour cela,
M(u) =
∫
R
(
f (x; θ1)
f (x; θ0)
)u
f (x; θ) dx. On peut remarquer que
M(u) = Eθ [exp(uZ1)] ou` Z1 = log
f(X1; θ1)
f(X1; θ0)
.
En fait, M(u) est convexe. En effet, M ′′(u) = Eθ [Z21 exp(uZ1)] > 0.
Enfin, si M ′(0) = Eθ (Z1) est diffe´rent de ze´ro alors il existe un u(θ)
(diffe´rent de ze´ro) tel que
M(u(θ)) = 1.
Si on pose f∗(x; θ) =
(
f (x; θ1)
f (x; θ0)
)h(θ)
f(x; θ), alors
— f∗ est une densite´ sur R,
Ref. : IXI/SDO/00/P093/N1 - Rev. : 0 - Date : 10 juin 2016 10
- MOSTI
— le test se´quentiel Φ′ : test de H : f(x) = f(x; θ) contre H∗ : f(x) =
f∗(x; θ)) avec la re`gle de de´cision suivante :
continuer a` tester si :
Ah(θ) <
n∏
i=1
f∗(xi; θ)
f(xi; θ)
< Bh(θ),
accepter H si Ah(θ) >
n∏
i=1
f∗(xi; θ)
f(xi; θ)
,
accepter H∗ si :
n∏
i=1
f∗(xi; θ)
f(xi; θ)
> Bh(θ),
est e´quivalent au test se´quentiel Φ qui pre´ce`de. En effet, on continue de
tester si
Ah(θ) <
n∏
i=1
f∗(xi; θ)
f(xi; θ)
< Bh(θ) ⇐⇒ Ah(θ) <
n∏
i=1
(
f(xi; θ1)
f(xi; θ0)
)h(θ)
< Bh(θ)
⇐⇒ A <
n∏
i=1
f(xi; θ1)
f(xi; θ0)
< B.
Comme θ est fixe´ dans le test Φ′ et que les deux tests sont e´quivalents,
PH(accepter H) = Pθ(accepter H0) et donc L(θ) = 1− PH(accepter H∗).
D’apre`s les approximations de la section 4.2.1, on a

Ah(θ) ' 1− PH∗(accepter H)
PH(accepter H∗)
Bh(θ) ' PH∗(accepter H)
1− PH(accepter H∗)
ce qui entraˆıne
PH(accepter H∗) ' 1−B
h(θ)
Ah(θ) −Bh(θ)
L(θ) ' A
h(θ) − 1
Ah(θ) −Bh(θ) .
5.5 Fonction ASN
On veut montrer que
Eθ(ν) ' L(θ) logB + (1− L(θ)) logA
Eθ(Z1)
ou` ν est le temps d’arreˆt du test, Zk de´finie par
Zk = log
f(Xk; θ1)
f(Xk; θ0)
et on pose Sn =
n∑
k=1
Zk.
Pour cela, il suffit de montrer que
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— 1. Eθ(Sν) = Eθ(ν)Eθ(Z1),
2. Eθ(Sν) ' L(θ) logB + (1− L(θ)) logA.
5.5.1 De´monstration du premier point
(Sn − nEθ(Z1))n≥1 est une martingale relativement a` la tribu engendre´e
par X1, . . . , Xn (note´e Fn). En effet,
Eθ(Sn − nEθ(Z1) / Fn−1) = Eθ(Sn/Fn−1)− nEθ(Z1)
Eθ(Sn − nEθ(Z1) / Fn−1) = Sn−1 + Eθ(Zn/Fn−1)− nEθ(Z1)
Eθ(Sn − nEθ(Z1) / Fn−1) = Sn−1 + Eθ(Zn)− nEθ(Z1)
Eθ(Sn − nEθ(Z1) / Fn−1) = Sn−1 − (n− 1)Eθ(Z1)
Corollaire du the´ore`me de Wald : Soit (Xn)n une martingale et ν un
temps d’arreˆt, on a
E(Xν) = E(X1) .
Application : on obtient
Eθ(Sν − νEθ(Z1)) = Eθ(S1 − 1× Eθ(Z1))
= 0
et donc
Eθ(Sν) = Eθ(ν)Eθ(Z1).
5.5.2 De´monstration du deuxie`me point
On sait que Sν prend approximativement deux valeurs logB et log A avec
comme probabilite´s respectives Pθ(Sν ≤ logB) et Pθ(Sν ≥ logA). Donc il
vient que
Eθ(Sν) = Pθ(Sν ≤ logB) logB + Pθ(Sν ≥ logA) logA .
De plus, on a de´ja` vu que Pθ(Sν ≤ logB) ' L(θ) et que Pθ(Sν ≥ logA) '
1− L(θ). Ce qui entraˆıne le re´sultat voulu, a` savoir
Eθ(Sν) ' L(θ) logB + (1− L(θ)) logA.
6 Applications au Proble`me du MTBO
6.1 Pre´sentation des donne´es
Les donne´es lie´es a` l’observation du fonctionnement de l’ILS se pre´sentent
comme une suite d’intervalles de temps que l’on note xi, ou` xi repre´sente le
temps se´parant le (i− 1)e`me ”outage” du ie`me.
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n xn
∑n
i=1 xi
0 0 0
1 175 175
2 1505 1680
3 4488 6168
4 2382 8550
5 16 8566
6 1165 9731
7 244 9975
8 9240 19215
9 3 19218
10 6126 25344
11 4708 30052
12 3148 33200
13 3447 36647
14 5 36652
15 3554 40206
16 388 40594
17 7578 48172
18 5073 53245
19 215 53460
20 2622 56082
21 2802 58884
Afin de visualiser les donne´es, on peut tracer la taille de l’e´chantillon (qui
est en fait une variable ale´atoire) en fonction du temps d’observation qui
varie continuˆment. Chaque point d’inflexion de la courbe repre´sente donc
une interruption de fonctionnement du mate´riel. Il est ainsi aise´ et intuitif de
repe´rer les instruments de´fectueux. Nous verrons plus loin comment le test
se´quentiel s’adapte a` ce graphique et a` l’analyse intuitive que nous en faisons.
6.2 Mode´lisation
Deux approches sont possibles. Elles sont e´quivanlentes et sont de´taille´es
ci-apre`s..
6.2.1 Mode`le exponentiel.
De manie`re classique, on peut prendre comme variable ale´atoire (cad
comme donne´es) les temps d’attente entre les outages, c’est a` dire qu’a` chaque
fois que l’on observe un outage, on rajoute une donne´e a` l’e´chantillon cor-
respondant au temps d’attente se´parant les deux derniers outages. A chaque
fois que cela arrive, la taille de l’e´chantillon conside´re´ passe donc de n a` n+1.
Soit xi le temps se´parant le (i − 1)e`me ”outage” du ie`me. On conside`re
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alors que les xi suivent une loi exponentielle de parame`tre
(
1
θ
)
de densite´ :
1
θ
e−
x
θ 1[x>0]dx
6.2.2 Mode`le Poissonien.
Pour ce mode`le, on conside`re que l’on a n observations : ri le nombre
d’outages observe´s sur la dure´e ti. Si l’on observe sur un temps total t ,
les donne´es sont alors fournies par le nombre d’outages survenus pendant le
temps t. On note r ce nombre. Le mode`le ade´quat est celui d’un processus
de poisson, chaque variable Rt suivant une loi de Poisson de parame`tre
(
t
θ
)
.
On a :
Pθ [Rt = r] =
(
t
θ
)r(
e−
t
θ
r!
)
.
Ces deux mode`les sont strictement e´quivalents, e´tant donne´ le fait que si
l’on s’arre`te au temps t correspondant au ie`me ”outage”, on a l’e´galite´ :
t =
n∑
i=1
xi.
6.2.3 De la the´orie a` la pratique.
Comme on l’a vu pre´ce´demment, le test consiste a` continuer de tester
tant que :
B ≤ Ln =
n∏
i=1
f (xi, θ1)
f (xi, θ0)
≤ A,
avec :
A =
(1− β) (d+ 1)
2αd
et B =
β
1− α.
Dans le cadre du mode`le exponentiel cela nous donne :
Ln =
n∏
i=1
1
θ1
e
− xi
θ1
1
θ0
e
− xi
θ0
=
(
θ0
θ1
)n
exp
[
−
n∑
i=1
xi
(
1
θ1
− 1
θ0
)]
.
Les donne´es xi repre´sentant l’intervalle de temps entre deux outages,
∑n
i=1 xi =
t repre´sente le temps total d’observation de l’e´quipement. On continue de tes-
ter tant que :
logB
log
(
θ0
θ1
) +
(
1
θ1
− 1
θ0
)
log
(
θ0
θ1
) t < n < logA
log
(
θ0
θ1
) +
(
1
θ1
− 1
θ0
)
log
(
θ0
θ1
) t,
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t’0
r0
temps
Nombre d’outages
r=c
+b
t
r=a
+b
t
on continue de tester
on accepte H0
on refuse H0
on refuse H0
on accepte H0
Figure 1 – Test squentiel tronqu.
que l’on peut e´crire sous forme d’e´quation de droites :
a+ bt < n < c+ bt.
On continue donc de tester tant que le nombre d’outages est entre ces deux
bornes (de´pendant du temps d’observation). Dans la pratique, on a de´ja
signale´ que l’on utilisait les tests tronque´s, il nous faut donc calculer la borne
t0 repre´sentant le temps maximal de test ainsi que n0, la taille maximale
d’e´chantillon. D’apre`s Epstein & Sobel 1955, on prend pour n0, le plus petit
entier n qui ve´rifie :
χ2(1−α),2n
χ2β,2n
>
θ1
θ0
= d
avec α, β et d fixe´s et χ2s,t repre´sentant la loi du Chi-deux a` deux parame`tres
s et t.
Une fois de´termine´ n0, on calcule T0 :
T0 = θ0
χ2(1−α),2n0
2
.
Le test se´quentiel est donc comple`tement de´termine´ lorsque α, β et d sont
fixe´s. On peut re´sumer la proce´dure par le graphique suivant :
Afin de comple´ter l’analyse de ce test, il faut obtenir graphiquement la
fonction d’efficacite´ et le temps moyen pour prendre une de´cision (Expected
Test Time). Rappelons que la fonction d’efficacite´ s’e´crit
L (θ) = P (θ/α, β, θ0, θ1) ' A
h(θ) − 1
Ah(θ) −Bh(θ) .
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Dans le cas exponentiel qui nous occupe, Wald montre qu’il existe une rela-
tion entre θ et h (θ) :
θ =
(
θ0
θ1
)h(θ)
− 1
h (θ)
(
1
θ1
− 1
θ0
) .
En faisant varier h (θ) sur les re´els, et en conside´rant que L (θ1) = β =Pθ1(accepter
H0) et que L (θ0) = 1 − α,= Pθ0(accepter H0) on peut obtenir le graphe de
cette fonction. C’est ce qui est obtenu page 35 du rapport DERA (fig 2-5)
avec la le´gende MTBOtrue versus probability of acceptance (courbe
θ, L(θ)). On fixe les valeurs de d (= θ0
θ1
), de α et de β : nous obtenons ainsi
les valeurs de A et B.
Une fois obtenu le graphe de L (θ) , on obtient celui du temps moyen de
de´cision qui s’exprime :
Eθ (ν) ' L (θ) logB + (1− L (θ)) logA
Eθ (Z1)
.
Nous avons vu plus haut que :
Eθ (Z1) =
∫ +∞
−∞
[
f (x, θ1)
f (x, θ0)
]
f (x, θ) dx.
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En de´taillant le calcul on a :
Eθ (Z1) =
∫ +∞
0
[
log
(
θ0
θ1
)
−
(
1
θ1
− 1
θ0
)
x
]
1
θ
e−
x
θ dx
= log
(
θ0
θ1
)
−
(
1
θ1
− 1
θ0
)
Eθ (X)
= log
(
θ0
θ1
)
−
(
1
θ1
− 1
θ0
)
θ.
On est donc en mesure de calculer et de tracer la fonction ASN (θ, L(θ))
repre´sentant le temps moyen ne´cessaire pour prendre une de´cision.
7 Possibilite´ d’ame´lioration
Comme nous l’avons indique´ a` plusieurs reprises, le risque de premie`re
espe`ce note´ α ou risque du producteur repre´sente la probabilite´ de rejeter H0
en faisant les calculs sous l’hypothe`se H0 (C’est a` dire lorqu’en re´alite´ H0 est
vraie).
Pour une valeur θ0 = 2θ1 on conside`re que ce risque doit eˆtre fixe´ a` 10%.
Le producteur peut envisager ce risque de la fac¸on suivante : lorsque
le vrai MTBO est e´gal a` 2 fois la valeur minimale requise, on ne rejettera
l’e´quipement, en moyenne, que dans 10% des cas. Ce risque ne semble pas
pouvoir eˆtre remis en cause.
Le risque de deuxie`me espe`ce β ou risque du consommateur repre´sente
la probabilite´ de rejeter H1 en faisant les calculs sous l’hypothe`se H1 (C’est-
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a`-dire lorqu’en re´alite´ H1 est vraie). Si l’on conside`re que rejeter H1 c’est
accepter H0 c’est le risque de conside´rer comme bon un e´quipement de qualite´
insuffisante.
La probabilite´ comple´mentaire 1− β repre´sente alors la probabilite´ d’ac-
cepter H1 calcule´e sous l’hypothe`se H1 : c’est la probabilite´ de conside´rer
comme de´fectueux un mate´riel qui l’est.
Il nous semble tout d’abord que les membres du groupe AWOG, reprenant
les conclusions du rapport DERA, font la confusion dans le document ”All
weather operations group (AWOG) co-ordination meeting” (paragraphe 2.3
et 3.3 ) entre cette probabilite´ (1 − β) = 60% et la probabilite´ que le vrai
MTBO soit supe´rieur a` 4000 heures sachant que l’on a accepte´ H0. D’autre
part, le rapport signale que l’on peut moduler cette probabilite´ en fonction du
moment de l’acceptation, par exemple apre`s un an sans interruption (outage).
Nous avons demande´ des explications a` Mr Powe, sur le descriptif du
calcul re´alise´ concernant la probabilite´ que le vrai MTBO soit supe´rieur a`
4000 heures sachant que l’on a accepte´ H0. En effet, le rapport DERA date´
de Janvier 2000 indique seulement page 70 :
”As an example, if a level 4 localizer is accepted after 12000 hours with
one outage, it has been demonstrated that the true MTBO is greater than
4000 hours to a confidence level of 78% (fig 2-5)”. la re´ponse est fournie
en annexe. Nous n’avons pas e´te´ capables de comprendre cette re´ponse ni
d’apporter une justification mathe´matique aux valeurs fournies. De plus les
auteurs eux-meˆmes ne semblent pas convaincus par leur calcul.
Nous pouvons effectuer le calcul de cette probabilite´ conditionnelle dans
le cas d’un test classique (non se´quentiel) pour constater que cette probabilite´
et la quantite´ 1− β ne sont pas identiques en ge´ne´ral.
Etat de la nature (inconnu) Etat de la nature (inconnu)
H0 H1
De´cision H0 1− α (90%) β (40%)
De´cision H1 α (10%) 1− β (60%)
Supposons que l’on ait accepte´ H0 et posons nous la question de savoir
quelle est alors la probabilite´ que H0 soit vraie. Il s’agit donc de la probabilite´
conditionnelle que H0 soit vraie sachant que l’on a accepte´ H0.
Avec :H0 : θ = θ0 et H1 : θ = θ1
La formule Bayes nous donne alors :
P [θ = θ0 upslopeH0 accepte´e ] =
P [H0 accepte´eupslopeθ = θ0]× P [θ = θ0]
D
ou`D = P [H0 accepte´eupslopeθ = θ0] .P [θ = θ0]+P [H0 accepte´eupslopeθ = θ1] .P [θ = θ1] .
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Pour faire ce calcul, il faut alors affecter des probabilite´s a priori sur
H0 et H1. En l’absence d’information, on peut conside´rer que P [θ = θ0] =
P [θ = θ1] =
1
2
. On trouve alors :
P [θ = θ0 upslopeH0 accepte´e] =
0.45
0.65
= 0.69.
Ce calcul pourrait, bien suˆr, eˆtre affine´ pour entrer dans la proble´matique
des tests se´quentiels et aurait l’avantage de faire intervenir des informations
a priori sur l’e´tat de la nature (dans notre cas l’e´tat de l’e´quipement), ce qui
est l’objectif du travail.
En conclusion, il nous paraˆıt possible de faire des calculs concernant la
probabilite´ que le vrai MTBO soit supe´rieur a` 4000 heures sachant que l’hy-
pothe`se H0 a e´te´ accepte´e. C’est cette valeur qui semble inte´resser les experts.
Cette probabilite´ peut eˆtre e´value´e sous diffe´rentes conditions, en mettant des
probabilite´s a priori sur le parame`tre θ, ce qui revient a` conside´rer θ comme
une variable ale´atoire. On rejoint ainsi l’approche baye´sienne.
Ces probabilite´s a priori permettraient de tenir compte des informations
disponibles sur θ.
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8 Annexe
From: POWE Matthew D <Matthew.POWE@nats.co.uk>
To: ’’’M. Bernard Garel’’’ <garel@len7.len7.enseeiht.fr>
Subject: RE: Dera report
Date: Mon, 8 Jan 2001 13:33:01 -0000
X-Mailer: Internet Mail Service (5.5.2650.21)
Bernard,
Happy new year.
The DERA report doesn’t describe the computation of the confidence
percentages although they can be computed in a manner similar to the method
described for computing the confidence limits. The confidence percentages
(that the MTBO is greater than that required) when acceptance occurs after j
outages can be computed as follows:
Confid.% = 100*(1 - prob(accepting at or before j outages assuming that the
constant failure rate system’s MTBO is equal to the requirement.))
In the example given, the probability of equipment with a true MTBO of 4000
hours being accepted at or before 12000 hours (using the accept boundary in
Fig. 2-5) is 0.11+0.11 = 0.22. The corresponding confidence statement that
can be made if, for example, an acceptance decision was made with one outage
after 12000 hours, is therefore:
It has been demonstrated that the true MTBO is greater than 4000 hours to a
confidence level of 100*(1 - 0.22) = 78%.
\textbf{
Although I have some doubts that a higher degree of confidence than the
}
\textbf{test’s nominal 60% value should be stated
}, the method does correctly reflect
that more trust can be placed in a system’s reliability if an early
acceptance is made.
Hope this helps
Regards
Matthew
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