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Abstract—We derive information-theoretic converses (i.e.,
lower bounds) for the minimum time required by any algorithm
for distributed function computation over a network of point-
to-point channels with finite capacity, where each node of the
network initially has a random observation and aims to compute
a common function of all observations to a given accuracy with a
given confidence by exchanging messages with its neighbors. We
obtain the lower bounds on computation time by examining the
conditional mutual information between the actual function value
and its estimate at an arbitrary node, given the observations in
an arbitrary subset of nodes containing that node. The main
contributions include: 1) A lower bound on the conditional
mutual information via so-called small ball probabilities, which
captures the dependence of the computation time on the joint
distribution of the observations at the nodes, the structure of the
function, and the accuracy requirement. For linear functions, the
small ball probability can be expressed by Le´vy concentration
functions of sums of independent random variables, for which
tight estimates are available that lead to strict improvements over
existing lower bounds on computation time. 2) An upper bound
on the conditional mutual information via strong data processing
inequalities, which complements and strengthens existing cutset-
capacity upper bounds. 3) A multi-cutset analysis that quantifies
the loss (dissipation) of the information needed for computation
as it flows across a succession of cutsets in the network. This
analysis is based on reducing a general network to a line network
with bidirectional links and self-links, and the results highlight
the dependence of the computation time on the diameter of the
network, a fundamental parameter that is missing from most of
the existing lower bounds on computation time.
Index Terms—Distributed function computation, computation
time, small ball probability, Le´vy concentration function, strong
data processing inequality, cutset bound, multi-cutset analysis
I. INTRODUCTION AND PREVIEW OF RESULTS
A. Model and problem formulation
The problem of distributed function computation arises in
such applications as inference and learning in networks and
consensus or coordination of multiple agents. Each node of
the network has an initial random observation and aims to
compute a common function of the observations of all the
nodes by exchanging messages with its neighbors over discrete
memoryless point-to-point channels and by performing local
computations. A problem of theoretical and practical interest is
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to determine the fundamental limits on the computation time,
i.e., the minimum number of steps needed by any distributed
computation algorithm to guarantee that, when the algorithm
terminates, each node has an accurate estimate of the function
value with high probability.
Formally, a network consisting of nodes connected by
point-to-point channels is represented by a directed graph
G = (V, E), where V is a finite set of nodes and E ⊆ V × V
is a set of edges. Node u can send messages to node v only
if (u, v) ∈ E . Accordingly, to each edge e ∈ E we associate
a discrete memoryless channel with finite input alphabet Xe,
finite output alphabet Ye, and stochastic transition law Ke
that specifies the transition probabilities Ke(ye|xe) for all
(xe, ye) ∈ Xe × Ye. The channels corresponding to different
edges are assumed to be independent. Initially, each node v has
access to an observation given by a random variable (r.v.) Wv
taking values in some space Wv . We assume that the joint
probability law PW of W , (Wv)v∈V is known to all the
nodes. Given a function f :
∏
v∈VWv → Z, each node aims
to estimate the value Z = f(W ) via local communication and
computation. For example, when f is given by the identity
mapping Z = W , the goal of each node is to estimate the
observations of all other nodes in the network.
The operation of the network is synchronized, and takes
place in discrete time. A T -step algorithm A is a collection
of deterministic encoders (ϕv,t) and estimators (ψv), for all
v ∈ V and t ∈ {1, . . . , T}, given by mappings
ϕv,t : Wv × Yt−1v← → Xv→, ψv : Wv × YTv← → Z,
where Xv→ =
∏
u∈Nv→ X(v,u) and Yv← =
∏
u∈Nv← Y(u,v).
Here, Nv← , {u ∈ V : (u, v) ∈ E} and Nv→ , {u ∈ V :
(v, u) ∈ E} are, respectively, the in-neighborhood and the out-
neighborhood of node v. The algorithm operates as follows: at
each step t, each node v computes Xv,t , (X(v,u),t)u∈Nv→ =
ϕv,t
(
Wv, Y
t−1
v
) ∈ Xv→, and then transmits each message
X(v,u),t along the edge (v, u) ∈ E . For each (u, v) ∈ E , the
received message Y(u,v),t at each t is related to the transmitted
message X(u,v),t via the stochastic transition law K(u,v). At
step T , each node v computes Ẑv = ψv(Wv, Y Tv ) as an
estimate of Z, where Yv,t , (Y(u,v),t)u∈Nv← ∈ Yv← for
t ∈ {1, . . . , T}.
Given a nonnegative distortion function d : Z × Z → R+,
we use the excess distortion probability P
[
d(Z, Ẑv) > ε
]
to
quantify the computation fidelity of the algorithm at node v.
A key fundamental limit of distributed function computation
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2is the (ε, δ)-computation time:
T (ε, δ) , inf
{
T ∈ N :∃ a T -step algorithm A such that
max
v∈V
P
[
d(Z, Ẑv) > ε
] ≤ δ}. (1)
If an algorithm A has the property that
max
v∈V
P
[
d(Z, Ẑv) > ε
] ≤ δ,
then we say that it achieves accuracy ε with confidence 1− δ.
Thus, T (ε, δ) is the minimum number of time steps needed
by any algorithm to achieve accuracy ε with confidence 1−δ.
The objective of this paper is to derive general lower bounds
on T (ε, δ) for arbitrary network topologies, discrete memory-
less channel models, continuous or discrete observations, and
functions f .
Previously, this problem (for real-valued functions and
quadratic distortion) has been studied by Ayaso et al. [1]
and by Como and Dahleh [2] using information-theoretic
techniques. This problem is also related to the study of com-
munication complexity of distributed computing over noisy
channels. In that context, Goyal et al. [3] studied the problem
of computing Boolean functions in complete graphs, where
each pair of nodes communicates over a pair of independent
binary symmetric channels (BSCs), and obtained tight lower
bounds on the number of serial broadcasts using an approach
tailored to that special problem. The technique used in [3]
has been extended to random planar networks by Dutta et
al. [4]. Other related, but differently formulated, problems
include communication complexity and information complex-
ity in distributed computing over noiseless channels, surveyed
in [5]; minimum communication rates for distributed com-
puting [6]–[8], compression, or estimation based on infinite
sequences of observations, surveyed in [9, Chap. 21]; and
distributed computing in wireless networks, surveyed in [10].
Some achievability results for specific distributed function
computation problems can be found in [1], [11]–[18].
B. Method of analysis and summary of main results
Our analysis builds upon the information-theoretic frame-
work proposed by Ayaso et al. [1] and Como and Dahleh [2].
The underlying idea is rather natural and exploits a fundamen-
tal trade-off between the minimal amount of information any
good algorithm must necessarily extract about the function
value Z when it terminates and the maximal amount of
information any algorithm is able to obtain due to time and
communication constraints. To be more precise, given any set
of nodes S ⊆ V , let WS , (Wv)v∈S denote the vector of
observations at all the nodes in S. The quantity that plays a
key role in the analysis is the conditional mutual information
I(Z; Ẑv|WS) between the actual function value Z and the
estimate Ẑv at an arbitrary node v, given the observations in
an arbitrary subset of nodes S containing v.
Consider an arbitrary T -step algorithm A that achieves
accuracy ε with confidence 1 − δ. Then, as we show in
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Fig. 1: A four-node network with a cut defined by S = {2, 3}
and Sc = {1, 4}. The cutset ES consists of edges (1, 2) and
(4, 3), marked in blue.
Lemma 1 of Sec. II-A, this mutual information can be lower-
bounded by
I(Z; Ẑv|WS) ≥ (1− δ) log 1E[L(WS , ε)] − h2(δ), (2)
where h2(δ) , −δ log δ − (1 − δ) log(1 − δ) is the binary
entropy function, and
L(wS , ε) , sup
z∈Z
P[d(Z, z) ≤ ε|WS = wS ]
= sup
z∈Z
P[d(f(W ), z) ≤ ε|WS = wS ]
is the conditional small ball probability of Z = f(W ) given
WS = wS . The conditional small ball probability quantifies
the difficulty of localizing the value of Z = f(W ) in a
“distortion ball” of size ε given partial knowledge about the
value of W , namely WS = wS . For example, as discussed in
Sec. IV, when f is a linear function of the observations W , the
conditional small ball probability can be expressed in terms
of so-called Le´vy concentration functions [19], for which tight
estimates are available under various regularity conditions.
On the other hand, if A is a T -step algorithm, then the
amount of information any node v has about Z once A
terminates can be upper-bounded by a quantity that increases
with T and also depends on the network topology and on the
information transmission capabilities of the channels connect-
ing the nodes. To quantify this amount of information, we
consider a cut of the network, i.e., a partition of the set of
nodes V into two disjoint subsets S and Sc , V\S , such
that v ∈ S. The underlying intuition is that any information
that nodes in S receive about WSc must flow across the
edges from nodes in Sc to nodes in S. The set of these
edges, denoted by ES , is referred to as the cutset induced by
S. Figure 1 illustrates these concepts on a simple four-node
network. We then have the following upper bound [1], [2] (see
also Lemma 2 in Sec. II-B):
I(Z; Ẑv|WS) ≤ TCS . (3)
The quantity CS , referred to as the cutset capacity, is the sum
of the Shannon capacities of all the channels located on the
edges in the cutset ES . Thus, if there exists a cut (S,Sc) with
a small value of CS , then the amount of information gained
by the nodes in S about Z will also be small. Note that the
cutset upper bound grows linearly with T . However, when the
initial observations W are discrete, we also know that
I(Z; Ẑv|WS) ≤ I(WSc ; Ẑv|WS) ≤ H(WSc |WS)
3where H(WSc |WS) is the conditional entropy of WSc given
WS , which does not depend on T . In fact, we sharpen this
bound by showing in Lemma 5 in Sec. II-D that
I(Z; Ẑv|WS) ≤
(
1− (1− ηv)T
)
H(WSc |WS). (4)
Here, ηv is defined as
ηv = sup
I(U ;Yv)
I(U ;Xv)
where the supremum is over all triples (U,Xv, Yv) of r.v.’s,
such that U takes values in an arbitrary alphabet, U → Xv →
Yv is a Markov chain, Xv takes values in Xv←, Yv takes values
in Yv←, and the conditional probability law PYv|Xv is equal
to the product of all the channels entering v. As we discuss in
detail in Sec. II-C, this constant is related to so-called strong
data processing inequalities (SDPIs) [20], and quantifies the
information transmission capabilities of the channels entering
v. When ηv < 1, the upper bound (4) is strictly smaller than
H(WSc |WS). With the upper bound (4), we can strengthen
the cutset bound to the following:
I(Z; Ẑv|WS) ≤ min
{
TCS ,
(
1− (1− ηv)T
)
H(WSc |WS)
}
.
(5)
Combining the bounds in (2) and (5), we conclude that, if
there exists a T -step algorithm A that achieves accuracy ε
with confidence 1− δ, then
T ≥ max
{
1
CS
(
(1− δ) log 1
E[L(WS , ε)]
− h2(δ)
)
,
log
(
1− 1H(WSc |WS)
(
(1− δ) log 1E[L(WS ,ε)] − h2(δ)
))
log(1− ηv)
}
;
(6)
moreover, this inequality holds for all choices of S ⊂ V and
v ∈ S. The precise statements of the resulting lower bounds
on T (ε, δ) are given in Theorem 1 and Theorem 2.
The lower bound in (6) accounts for the difficulty of
estimating the value of Z = f(W ) given only a subset of
observations WS through the small ball probability L(WS , ε),
and for the communication bottlenecks in the network through
the cutset capacity CS and the constants ηv . The presence of
L(WS , ε) in the bound ensures the correct scaling of T (ε, δ) in
the high-accuracy limit ε→ 0. In particular, when the function
f is real-valued and the probability distribution of Z = f(W )
has a density, it is not hard to see that L(WS , ε) = O(ε), and
therefore T (ε, δ) grows without bound at the rate of log(1/ε)
as ε→ 0. By contrast, the bounds of Ayaso et al. [1] saturate
at a finite constant even when no computation error is allowed,
i.e., when ε = 0. Detailed comparison with existing bounds
is given in Sec. IV, where we particularize our lower bounds
to the computation of linear functions. Moreover, in certain
cases our lower bound on T (ε, δ) tends to infinity in the
high-confidence regime δ → 0. By contrast, existing lower
bounds that rely on cutset capacity estimates remain bounded
regardless of how small we make δ.
Throughout the paper, we provide several concrete examples
that illustrate the tightness of the general lower bound in (6).
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Fig. 2: A six-node network partitioned into three sets, S1 =
{1, 4}, S2 = {2, 5}, and S3 = {3, 6}. Here, P1 = {1, 4},
P2 = {1, 2, 4, 5}, and the cutsets EP1 = {(2, 1), (2, 4)},
EP2 = {(3, 2), (6, 5)}, EPc1 = {(1, 5), (4, 5)}, and EPc2 ={(2, 3), (5, 6)} are disjoint. Observe that nodes in S1 commu-
nicate only with nodes in S2 and S1, nodes in S2 communicate
only with nodes in S1,S2,S3, and nodes in S3 communicate
only with nodes in S2,S3. The bidirected chain reduced from
the network is shown on the right.
In particular, Example 1 in Sec. II-E concerns the problem
of computing the mod-2 sum of two independent Bern( 12 )
random variables in a network of two nodes communicating
over binary symmetric channels (BSCs). For that problem, we
obtain a lower bound on T (0, δ) that matches an achievable
upper bound within a factor of 2. In Example 2 in Sec. II-E,
we consider the case where the nodes aim to distribute their
discrete observations to all other nodes, and obtain a lower
bound on T (0, δ) that captures the conductance of the network,
which plays a prominent role in the previously published
bounds of Ayaso et al. [1]. In Sec. V, we study two more
examples: computing a sum of independent Rademacher ran-
dom variables in a dumbbell network of BSCs, and distributed
averaging of real-valued observations in an arbitrary network
of binary erasure channels (BECs). Our lower bound for the
former example can precisely capture the dependence of the
computation time on the number of nodes in the network,
while for the latter example it captures the correct dependence
of the computation time on the accuracy parameter ε.
A significant limitation of the analysis based on a single cut
(S,Sc) of the network is that it only captures the flow of infor-
mation across the cutset ES , but does not account for the time
it takes the algorithm to disseminate this information to all
the nodes in S. We address this limitation in Sec. III through
a multi-cutset analysis. The main idea is to partition the set
of nodes V into several subsets S1, . . . ,Sn, such that, for all
Pi , S1∪. . .∪Si, the cutsets EP1 , . . . , EPn−1 , EPc1 , . . . , EPcn−1
are disjoint, and to analyze the flow of information across
this sequence of cutsets. Once such a partition is selected, the
analysis is based on a network reduction argument (Lemma 7),
which lumps all the nodes in each Si into a single virtual
“supernode.” The construction of the partition ensures that
4each supernode i only communicates with supernodes i − 1
and i + 1, and can also send noisy messages to itself (this
is needed to simulate noisy communication among the nodes
within Si in the original network). Thus, the reduced network
takes the form of a chain with n nodes communicating with
their nearest neighbors over bidirectional noisy links and, in
addition, sending noisy messages to themselves. We refer to
this network as a bidirected chain of length n− 1. Figure 2a
shows the partition of a six-node network, and the bidirected
chain reduced from this network is shown in Fig. 2b.
Once this reduction is carried out, we can convert any T -step
algorithmA running on the original network into a randomized
T -step algorithm A′ running on the reduced network with the
same accuracy and confidence guarantees as A. Consequently,
it suffices to analyze distributed function computation in
bidirected chains. The key quantitative statement that emerges
from this analysis can be informally stated as follows: For
any bidirected chain with n > 3 nodes, there exists a constant
η ∈ [0, 1] that plays the same role as ηv in (4) and quantifies
the information transmission capabilities of the channels in
the chain, such that, for any algorithm A that runs on this
chain and takes time T = O(n/η), the conditional mutual
information between the function value Z and its estimate Ẑn
at the rightmost node n given the observations of nodes 2
through n is upper-bounded by
I(Z; Ẑn|W2:n) = O
(
C(1,2)n
2
η
e−2nη
2
)
, (7)
where C(1,2) is the Shannon capacity of the channel from node
1 to node 2. The precise statement is given in Lemma 8 in
Sec. III-A. Intuitively, this shows that, unless the algorithm
uses Ω(n/η) steps, the information about W1 will dissipate
at an exponential rate by the time it propagates through the
chain from node 1 to node n. Combining (7) with the lower
bound on I(Z; Ẑn|W2:n) based on small ball probabilities,
we can obtain lower bounds on the computation time T (ε, δ).
The precise statement is given in Theorem 3. Moreover, as
we show, it is always possible to reduce an arbitrary network
with bidirectional point-to-point channels between the nodes
to a bidirected chain whose length is equal to the diameter
of the original network, which implies that, for networks with
sufficiently large diameter, and for sufficiently small values of
ε, δ,
T (ε, δ) = Ω
(
diam(G)
η
)
, (8)
where diam(G) denotes the diameter. This dependence on
diam(G), which cannot be captured by the single-cutset anal-
ysis, is missing in almost all of the existing lower bounds on
computation time. An exception is the paper by Rajagopalan
and Schulman [13] that gives an asymptotic lower bound
on the time required to broadcast a single bit over a chain
of unidirectional BSCs. Our multi-cutset analysis applies to
both discrete and continuous observations, and to general
network topologies. It can be straightforwardly particularized
to specific networks, such as bidirected chains, rings, trees,
and grids, as discussed in Sec. III-B. We note that techniques
involving multiple (though not necessarily disjoint) cutsets
have also been proposed in the study of multi-party com-
munication complexity by Tiwari [21] and more recently by
Chattopadhyay et al. [22], while our concern is the influence
of network topology and channel noise on the computation
time.
C. Organization of the paper
The remainder of the paper is structured as follows. We start
with the single-cutset analysis in Sec. II. The lower bound
on the conditional mutual information via the conditional
small ball probability is presented in Sec. II-A. The cutset
upper bound and the SDPI upper bound on the conditional
mutual information are presented in Sec. II-B and Sec. II-D.
An introduction on SDPIs given in Sec. II-C. The lower
bound on computation time is given in Sec. II-E, along with
two concrete examples. Sec. III is devoted to the multi-
cutset analysis, where we first present the network reduction
argument in Sec. III-A, then derive general lower bounds
on computation time and particularize the results to special
networks in Sec. III-B. In Sec. IV, we discuss lower bounds
for computing linear functions, where we relate the conditional
small ball probability to Le´vy concentration functions, and
evaluate them in a number of special cases. We also make
detailed comparisons of our results with existing lower bounds
in Sec. IV-D. In Sec. V, we compare the lower bounds on
computation time with the achievable upper bounds for two
more examples: computing a sum of independent Rademacher
random variables in a dumbbell network of BSCs, and dis-
tributed averaging of real-valued observations in an arbitrary
network of binary erasure channels (BECs). We conclude this
paper and point out future research directions in Sec. VI. A
couple of lengthy technical proofs are relegated to a series of
appendices.
II. SINGLE-CUTSET ANALYSIS
We start by deriving information-theoretic lower bounds on
the computation time T (ε, δ) based on a single cutset in the
network. Recall that a cutset associated to a partition of V into
two disjoint sets S and Sc , V \ S consists of all edges that
connect a node in Sc to a node in S:
ES ,
{
(u, v) ∈ E : u ∈ Sc, v ∈ S} ≡ (Sc × S) ∩ E .
When S is a singleton, i.e., S = {v}, we will write Ev
instead of the more clunky E{v}. As the discussion in Sec. I-B
indicates, our analysis revolves around the conditional mutual
information I(Z; Ẑv|WS) for an arbitrary set of nodes S ⊂ V
and for an arbitrary node v ∈ S. The lower bound on
I(Z; Ẑv|WS) expresses quantitatively the intuition that any
algorithm that achieves
max
v∈V
P
[
d(Z, Ẑv) > ε
] ≤ δ
must necessarily extract a sufficient amount of information
about the value of Z = f(W ) = f(WS ,WSc). On the other
hand, the upper bounds on I(Z; Ẑv|WS) formalize the idea
that this amount cannot be too large, since any information
that nodes in S receive about WSc must flow across the edges
5in the cutset ES (cf. [23, Sec. 15.10] for a typical illustration
of this type of cutset arguments). We capture this information
limitation in two ways: via channel capacity and via SDPI
constants.
The remainder of this section is organized as follows. We
first present conditional mutual information lower bounds in
Sec. II-A. Then we state the upper bound based on cutset
capacity in Sec. II-B. After a brief detour to introduce the
SDPIs in Sec. II-C, we state the SDPI-based upper bounds in
Sec. II-D. Finally, we combine the lower and upper bounds to
derive lower bounds on T (ε, δ) in Sec. II-E.
A. Lower bound on I(Z; Ẑv|WS)
For any ε ≥ 0, S ⊂ V , and wS ∈
∏
v∈SWv , define the
conditional small ball probability of Z given WS = wS as
L(wS , ε) , sup
z∈Z
P[d(Z, z) ≤ ε|WS = wS ]. (9)
This quantity measures how well the conditional distribution
of Z given WS = wS concentrates in a small region of
size ε as measured by d(·, ·). The following lower bound on
I(Z; Ẑv|WS) in terms of the conditional small ball probability
is essential for proving lower bounds on T (ε, δ).
Lemma 1. If an algorithm A achieves
max
v∈V
P
[
d(Z, Ẑv) > ε
] ≤ δ ≤ 1/2, (10)
then for any set S ⊂ V and any node v ∈ S,
I(Z; Ẑv|WS) ≥ (1− δ) log 1E[L(WS , ε)] − h2(δ), (11)
where h2(δ) = −δ log δ − (1 − δ) log(1 − δ) is the binary
entropy function.
Proof: Fix an arbitrary S ⊂ V and an arbitrary v ∈ S.
Consider the probability distributions P = PWS ,Z,Ẑv and Q =
PWS ⊗PZ|WS ⊗PẐv|WS . Define the indicator random variable
Υ , 1
{
d(Z, Ẑv) ≤ ε
}
. Then from (10) it follows that P[Υ =
1] ≥ 1− δ. On the other hand, since Z → WS → Ẑv form a
Markov chain under Q, by Fubini’s theorem,
Q[Υ = 1]
=
∫
WS
∫
Z
∫
Z
1
{
d(z, ẑv) ≤ ε
}
P(dz|wS)P(dẑv|wS)P(dwS)
=
∫
WS
∫
Z
P
[
d(Z, ẑv) ≤ ε
∣∣WS = wS]P(dẑv|wS)P(dwS)
≤
∫
WS
sup
ẑv∈Z
P
[
d(Z, ẑv) ≤ ε
∣∣WS = wS]P(dwS)
= E[L(WS , ε)]. (12)
Consequently,
I(Z; Ẑv|WS) = D(P‖Q)
(a)
≥ d2(P[Υ = 1]‖Q[Υ = 1])
(b)
≥ P[Υ = 1] log 1
Q[Υ = 1]
− h2(P[Υ = 1])
(c)
≥ (1− δ) log 1
E[L(WS , ε)]
− h2(δ)
where
(a) follows from the data processing inequality for diver-
gence, where d2(p‖q) , p log(p/q) + (1 − p) log((1 −
p)/(1− q)) is the binary divergence function;
(b) follows from the fact that d2(p‖q) ≥ p log(1/q)−h2(p);
(c) follows from the fact that P[Υ = 1] ≥ 1 − δ ≥ 1/2 by
(10), and Q[Υ = 1] ≤ E[L(WS , ε)] by (12).
For a fixed ε, Lemma 1 captures the intuition that, the
more spread the conditional distribution PZ|WS is, the more
information we need about Z to achieve the required accu-
racy; similarly, for a fixed PZ|WS , the smaller the accuracy
parameter ε, the more information is necessary. In Section IV,
we provide explicit expressions and upper bounds for the
conditional small ball probability L(ε, wS) in the context of
computing linear functions of real-valued r.v.’s with absolutely
continuous probability distributions. We show that, in such
cases, L(ε, wS) = O(ε), which implies that the lower bound
of Lemma 1 grows at least as fast as log(1/ε) in the high-
accuracy limit ε→ 0.
B. Upper bound on I(Z; Ẑv|WS) via cutset capacity
Our first upper bound involves the cutset capacity CS ,
defined as
CS ,
∑
e∈ES
Ce.
Here, Ce denotes the Shannon capacity of the channel Ke.
Lemma 2. For any set S ⊂ V , let ẐS , (Ẑv)v∈S . Then, for
any T -step algorithm A and for any v ∈ S,
I(Z; Ẑv|WS) ≤ I(Z; ẐS |WS) ≤ TCS .
Proof: The first inequality follows from the data process-
ing lemma for mutual information. The second inequality has
been obtained in [1] and [2] as well, but the proof in [1] relies
heavily on differential entropy. Our proof is more general, as
it only uses the properties of mutual information.
For a set of nodes S ⊂ V , let XS,t , (Xv,t)v∈S and
YS,t , (Yv,t)v∈S . For two subsets S1 and S2 of V , define
X(S1,S2),t ,
(
X(u,v),t : u ∈ S1, v ∈ S2, (v, u) ∈ E
)
as the
messages sent from nodes in S1 to nodes in S2 at step t, and
Y(S1,S2),t ,
(
Y(u,v),t : u ∈ S1, v ∈ S2, (u, v) ∈ E
)
as the
messages received by nodes in S2 from nodes in S1 at step
t. We will be using this notation in the proofs that follow, as
well.
If T = 0, then for any v ∈ S , Ẑv = ψv(Wv), hence
I(Z; ẐS |WS) ≤ I(Z;WS |WS) = 0. For T ≥ 1, we start
6with the following chain of inequalities:
I(Z; ẐS |WS)
(a)
≤ I(WS ,WSc ;WS , Y TS |WS)
= I(WSc ;Y TS |WS)
=
T∑
t=1
I(WSc ;YS,t|WS , Y t−1S )
(b)
=
T∑
t=1
I(WSc ;YS,t|WS , Y t−1S , XS,t)
≤
T∑
t=1
I(WSc , XSc,t;YS,t|WS , Y t−1S , XS,t)
=
T∑
t=1
(
I(XSc,t;YS,t|WS , Y t−1S , XS,t)
+ I(WSc ;YS,t|WS , Y t−1S , XS,t, XSc,t)
)
(c)
=
T∑
t=1
I(XSc,t;YS,t|WS , Y t−1S , XS,t)
(d)
≤
T∑
t=1
I(XSc,t;YS,t|XS,t) (13)
where
(a) follows from data processing inequality, and the fact that
Z = f(WS ,WSc) and Ẑv = ψv(Wv, Y Tv );
(b) follows from the fact that Xv,t = ϕv,t(Wv, Y t−1v );
(c) follows from the memorylessness of the channels, hence
the Markov chain WSc ,WS , Y t−1S → XS,t, XSc,t →
YS,t, and the weak union property of conditional inde-
pendence [24, p. 25];
(d) follows from the Markov chain
WS , Y t−1S → XS,t, XSc,t → YS,t,
together with the fact that, if X → A,B → C form a
Markov chain, then
I(A;C|X,B) ≤ I(A;C|B).
To prove this, we expand I (A,X;C|B) in two ways
to get
I (A,X;C|B) = I(X;C|B) + I (A;C|X,B)
= I(A;C|B) + I (X;C|A,B) .
The claim follows because I (X;C|A,B) = 0.
From now on we drop the step index t and denote X(S1,S2),t as
XS1S2 to simplify the notation. Note that XS = (XSS , XSSc)
and YS = (YSS , YScS). We have
I(XSc ;YS |XS) = I(XSc ;YScS , YSS |XS)
= I(XSc ;YScS |XS) + I(XSc ;YSS |XS , YScS)
(a)
= I(XScS , XScSc ;YScS |XS)
= I(XScS ;YScS |XS)
+ I(XScSc ;YScS |XS , XScS)
(b)
≤ I(XScS ;YScS)
(c)
≤
∑
e∈ES
Ce (14)
where
(a) follows from the Markov chain XSc , YScS → XS →
YSS and the weak union property of conditional inde-
pendence;
(b) follows from the Markov chains XS → XScS → YScS
and XScSc , XS → XScS → YScS , and the weak union
property of conditional independence;
(c) follows from the fact that the channels associated with
ES are independent, and the fact that the capacity of a
product channel is at most the sum of the capacities of
the constituent channels [25].
Then the statement of Lemma 2 follows from (13) and (14).
C. Preliminaries on strong data processing inequalities
In Sec. II-D, we will upper-bound I(Z; Ẑv|WS) using so-
called strong data processing inequalities (SDPI’s) for discrete
channels (cf. [20] and references therein). Here we provide
the necessary background. A discrete memoryless channel is
specified by a triple (X,Y,K), where X is the input alphabet,
Y is the output alphabet, and K =
(
K(y|x))
(x,y)∈X×Y
is the stochastic transition law. We say that the channel
(X,Y,K) satisfies an SDPI at input distribution PX with
constant c ∈ [0, 1) if D(QY ‖PY ) ≤ cD(QX‖PX) for any
other input distribution QX . Here PY and QY denote the
marginal distribution of the channel output when the input
has distribution PX and QX , respectively. Define the SDPI
constant of K as
η(K) , sup
PX
sup
QX 6=PX
D(QY ‖PY )
D(QX‖PX) .
The SDPI constants of some common discrete channels have
closed form expressions. For example, for a binary symmetric
channel (BSC) with crossover probability p, η(BSC(p)) =
(1 − 2p)2 [26], and for a binary erasure channel (BEC) with
erasure probability p, η(BEC(p)) = 1 − p. It can be shown
that η(K) is also the maximum mutual information contraction
ratio in a Markov chain U → X → Y with PY |X = K [27]:
η(K) = sup
PU,X
I(U ;Y )
I(U ;X)
(see [28, App. B] for a proof of this formula in the setting of
abstract alphabets). Consequently, for any such Markov chain,
I(U ;Y ) ≤ η(K)I(U ;X).
7This is a stronger result than the ordinary data processing
inequality for mutual information, as it quantitatively captures
the amount by which the information contracts after passing
through a channel. We will also need a conditional version of
the SDPI:
Lemma 3. For any Markov chain U, V → X → Y with
PY |X = K,
I(U ;Y |V ) ≤ η(K)I(U ;X|V ).
For binary channels, this result was first proved by Evans and
Schulman [29, Corollary 1]. A proof for the general case is
included in [30, Lemma 2.7]. Finally, we will need a bound
on the SDPI constant of a product channel. The tensor product
of two channels (X1,Y2,K1) and (X2,Y2,K2) is a channel
(X1 × X2,Y1 × Y2,K1 ⊗K2) with
K1 ⊗K2(y1, y2|x1, x2) , K1(y1|x1)K2(y2|x2)
for all (x1, x2) ∈ X1×X2, (y1, y2) ∈ Y1×Y2. The extension
to more than two channels is obvious. The following lemma
is a special case of Corollary 2 of Polyanskiy and Wu [31],
obtained using the method of Evans and Schulman [29]. We
give the proof, since we adapt the underlying technique at
several points in this paper.
Lemma 4. For a product channel K =
⊗m
i=1Ki, if the
constituent channels satisfy η(Ki) ≤ η for i ∈ {1, . . . ,m},
then
η(K) ≤ 1− (1− η)m.
Proof: Let Xm and Y m be the input and output of the
product channel K = K1 ⊗ . . .⊗Km. Let U be an arbitrary
random variable, such that U → Xm → Y m form a Markov
chain. It suffices to show that
I(U ;Y m) ≤ (1− (1− η)m)I(U ;Xm). (15)
From the chain rule,
I(U ;Y m) = I(U ;Y m−1) + I(U ;Ym|Y m−1).
Since U, Y m−1 → Xm → Ym form a Markov chain, and
PYm|Xm = Km, Lemma 3 gives
I(U ;Ym|Y m−1) ≤ η(Km)I(U ;Xm|Y m−1)
≤ ηI(U ;Xm|Y m−1).
It follows that
I(U ;Y m) ≤ I(U ;Y m−1) + ηI(U ;Xm|Y m−1)
= (1− η)I(U ;Y m−1) + ηI(U ;Y m−1, Xm)
≤ (1− η)I(U ;Y m−1) + ηI(U ;Xm),
where the last step follows from the ordinary data processing
inequality and the Markov chain U → Xm → Y m−1, Xm.
Unrolling the above recursive upper bound on I(U ;Y m) and
noting that I(U ;Y1) ≤ ηI(U ;X1), we get
I(U ;Y m) ≤ (1− η)m−1ηI(U ;X1) + . . .
+ (1− η)ηI(U ;Xm−1) + ηI(U ;Xm)
≤ ((1− η)m−1 + . . .+ (1− η) + 1)ηI(U ;Xm)
=
(
1− (1− η)m)I(U ;Xm),
which proves (15) and hence Lemma 4.
D. Upper bound on I(Z; Ẑv|WS) via SDPI
Having the necessary background at hand, we can now
state our upper bounds based on SDPI constants. Let Kv ,⊗
e∈Ev Ke be the overall transition law of the channels across
the cutset Ev . Define
ηv , η(Kv)
as the SDPI constant of Kv , and
η∗v , max
e∈Ev
η(Ke)
as the largest SDPI constant among all the channels across Ev .
Our second upper bound on I(Z; Ẑv|WS) involves these SDPI
constants, and the conditional entropy of WSc given WS .
Lemma 5. For any set S ⊂ V , any node v ∈ S, and any
T -step algorithm A,
I(Z; Ẑv|WS) ≤ (1− (1− ηv)T )H(WSc |WS)
≤ (1− (1− η∗v)|Ev|T )H(WSc |WS).
Proof: We adapt the proof of Lemma 4. For any v and
t, define the shorthand Xv←,t , X(Nv←,v),t. If T = 0,
then for any v ∈ S, Ẑv = ψv(Wv); hence I(Z; Ẑv|WS) ≤
I(Z;Wv|WS) = 0. If T ≥ 1, then for any v ∈ S,
I(Z; Ẑv|WS)
≤ I(WS ,WSc ;Wv, Y Tv |WS)
= I(WSc ;Y Tv |WS)
= I(WSc ;Y T−1v |WS) + I(WSc ;Yv,T |WS , Y T−1v )
(a)
≤ I(WSc ;Y T−1v |WS) + ηvI(WSc ;Xv←,T |WS , Y T−1v )
= (1− ηv)I(WSc ;Y T−1v |WS)
+ ηvI(WSc ;Y T−1v , Xv←,T |WS)
where (a) follows from the conditional SDPI (Lemma 3)
and the fact that WSc ,WS , Y t−1v → Xv←,t → Yv,t form
a Markov chain for t ∈ {1, . . . , T}. Unrolling the above
recursive upper bound on I(WSc ;Y Tv |WS), and noting that
I(WSc ;Yv,1|WS) ≤ ηvI(WSc ;Xv←,1|WS), we get
I(WSc ;Y Tv |WS)
≤ (1− ηv)T−1ηvI(WSc ;Xv←,1|WS) + . . .
+ (1− ηv)ηvI(WSc ;Y T−2v , Xv←,T−1|WS)
+ ηvI(WSc ;Y T−1v , Xv←,T |WS)
≤ ((1− ηv)T−1 + . . .+ (1− ηv) + 1)ηvH(WSc |WS)
=
(
1− (1− ηv)T
)
H(WSc |WS).
The weakened upper bound follows from the fact that ηv ≤
1 − (1 − η∗v)|Ev|, due to Lemma 4. This completes the proof
of Lemma 5.
Comparing Lemma 2 and Lemma 5, we note that the upper
bound in Lemma 2 captures the communication constraints
through the cutset capacity alone, in accordance with the
fact that the communication constraints do not depend on
W or Z. The bound applies when W is either discrete or
continuous; however, it grows linearly with T . By contrast, the
upper bound in Lemma 5 builds on the fact that I(Z; Ẑv|WS)
8is upper bounded by H(WSc |WS), and goes a step fur-
ther by capturing the communication constraint through a
multiplicative contraction of H(WSc |WS). It never exceeds
H(WSc |WS) as T increases. However, it is useful only when
the conditional entropy H(WSc |WS) is well-defined and finite
(e.g., when W is discrete). We give an explicit comparison of
Lemma 2 and Lemma 5 in the following example:
Example 1. Consider a two-node network, where the nodes
are connected by BSCs. The problem is for the two nodes
to compute the mod-2 sum of their one-bit observations.
Formally, we have G = (V, E) with V = {1, 2}, E =
{(1, 2), (2, 1)}, K(1,2) = K(2,1) = BSC(p), W1 and W2 are
independent Bern( 12 ) r.v.’s, Z = W1 ⊕ W2, and d(z, ẑ) =
1{z 6= ẑ}.
Choosing S = {2}, Lemma 2 gives
I(Z; Ẑ2|W2) ≤ (1− h2(p))T, (16)
whereas Lemma 5, together with the fact that η(BSC(p)) =
(1− 2p)2, gives
I(Z; Ẑ2|W2) ≤ 1− (4pp¯)T , (17)
where, for p ∈ [0, 1], p¯ , 1− p. For this example, the cutset-
capacity upper bound is always tighter for small T , as
∂
(
1− (4pp¯)T )
∂T
∣∣∣
T=0
= log
1
4pp¯
≥ 1− h2(p), p ∈ [0, 1].
Fig. 3 shows the two upper bounds with p = 0.3: the cutset-
capacity upper bound is tighter when T < 5.
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Fig. 3: Comparison of upper bounds in Lemma 2 and Lemma 5
for computing mod-2 sum in a two-node network.
E. Lower bounds on computation time
We now proceed to derive lower bounds on the computation
time T (ε, δ) based on the previously derived lower and upper
bounds on the conditional mutual information I(Z; Ẑv|WS).
Define the shorthand notation
`(S, ε, δ) , (1− δ) log 1
E[L(WS , ε)]
− h2(δ), (18)
which is the lower bound on I(Z; Ẑv|WS) in Lemma 1 .
1) Cutset-capacity bounds: Combined with the conditional
small ball probability lower bound in Lemma 1, the cutset-
capacity upper bound in Lemma 2 leads to a lower bound on
T (ε, δ):
Theorem 1. For an arbitrary network, for any ε ≥ 0 and
δ ∈ [0, 1/2],
T (ε, δ) ≥ max
S⊂V
`(S, ε, δ)
CS
.
From an operational point of view, the lower bound of
Theorem 1 reflects the fact that the problem of distributed
function computation is, in a certain sense, a joint source-
channel coding (JSCC) problem with possibly noisy feedback.
In particular, the lower bound on I(Z; Ẑv|WS) from Lemma 1,
which is used to prove Theorem 1, can be interpreted in
terms of a reduction of JSCC to generalized list decoding [32,
Sec. III.B]. Given any algorithm A and any node v ∈ V , we
may construct a “list decoder” as follows: given the estimate
Ẑv , we generate a “list” {z ∈ Z : d(z, Ẑv) ≤ ε}. If we fix
a set S ⊂ V and allow all the nodes in S to share their
observations WS , then E[L(WS , ε)] is an upper bound on
the PW -measure of the list of any node v ∈ S . Therefore,
`(S, ε, δ) is a lower bound on the total amount of information
that is necessary for the JSCC problem. The complementary
cutset upper bound on I(Z; Ẑv|WS) bounds the amount of
information that can be accumulated with each channel use.
The lower bound on T (ε, δ) can thus be interpreted as a lower
bound on the blocklength of the JSCC problem.
As we will demonstrate in Section IV, based on Theorem 1,
it is possible to exploit structural properties of the function f
(such as linearity) and of the probability law PW (such as log-
concavity) to derive lower bounds on the computation time that
are often tighter than existing bounds.
2) SDPI bounds: Combining the lower bound of Lemma 1
with the SDPI upper bound of Lemma 5, we get the following:
Theorem 2. For an arbitrary network, for any ε ≥ 0 and
δ ∈ [0, 1/2],
T (ε, δ) ≥ max
S⊂V
max
v∈S
log
(
1− `(S,ε,δ)H(WSc |WS)
)−1
|Ev| log(1− η∗v)−1
(19)
where η∗v , maxe∈Ev η(Ke).
The lower bounds in Theorem 1 and Theorem 2 can behave
quite differently. To illustrate this, we compare them in two
cases:
When H(WSc |WS) log 1E[L(WS ,ε)] , Theorem 2 gives
T (ε, δ) ≥ max
S⊂V
max
v∈S
log
(
1− `(S,ε,δ)H(WSc |WS)
)−1
|Ev| log(1− η∗v)−1
≈ max
S⊂V
max
v∈S
`(S, ε, δ) log e
H(WSc |WS)|Ev| log(1− η∗v)−1
,
9which has essentially the same dependence on `(S, ε, δ) as
the lower bound given by Theorem 1. In this case, Theo-
rem 1 gives more useful lower bounds as long as CS 
H(WSc |WS), especially when W is continuous.
When H(WSc |WS) ≈ log 1E[L(WS ,ε)] and δ is small,
H(WSc |WS) serves as a sharp proxy of `(S, ε, δ). Theorem 1
in this case gives
T (ε, δ) ≥ max
S⊂V
`(S, ε, δ)
CS
≈ max
S⊂V
H(WSc |WS)
CS
,
while Theorem 2 gives
T (ε, δ) ≥ max
S⊂V
max
v∈S
log
(
1− `(S,ε,δ)H(WSc |WS)
)−1
|Ev| log(1− η∗v)−1
≈ max
S⊂V
max
v∈S
logH(WSc |WS) + log 1h2(δ)
|Ev| log(1− η∗v)−1
where in the last step we have used the fact that
log
(
δ + h2(δ)H(WSc |WS)
)
∼ log
(
h2(δ)
H(WSc |WS)
)
as δ → 0. The-
orem 1 in this case is sharper in capturing the dependence of
T (ε, δ) on the amount of information contained in Z, in that
the lower bound is proportional to H(WSc |WS), whereas the
lower bound given by Theorem 2 depends on H(WSc |WS)
only through logH(WSc |WS). On the other hand, Theorem 2
in this case is much sharper in capturing the dependence of
T (ε, δ) on the confidence parameter δ, since log h2(δ) grows
without bound as δ → 0, while the lower bound given by
Theorem 1 remains bounded. We consider two examples for
this case.
The first is Example 1 in Section II-D, for the two-node
mod-2 sum problem. We have L(w2, ε) = maxz∈{0,1} P[W1⊕
W2 = z|W2 = w2] = 12 , and `(S, 0, δ) = 1 − δ − h2(δ).
Theorems 1 and 2 imply the following:
Corollary 1. For the problem in Example 1, for δ ∈ [0, 1/2],
the (0, δ)-computation time satisfies
T (0, δ) ≥ max
{1− δ − h2(δ)
1− h2(p) ,
log(δ + h2(δ))
−1
log(4pp¯)−1
}
, (20)
where the first lower bound is given by Theorem 1, and the
second one is given by Theorem 2.
To obtain an achievable upper bound on T (0, δ) in Example 1,
we consider the algorithm where each node uses a length-T
repetition code to send its one-bit observation to the other
node. Using the Chernoff bound, as in [33], it can be shown
that the probability of decoding error at each node is upper-
bounded by (4pp¯)T/2, and therefore this algorithm achieves
accuracy ε = 0 with confidence parameter δ ≤ (4pp¯)T/2.
This gives the upper bound
T (0, δ) ≤ 2 log δ
−1
log(4pp¯)−1
. (21)
Comparing (21) with the second lower bound in (20), we see
that they asymptotically differ only by a factor of 2 as δ → 0,
as limδ→0 log(δ + h2(δ))/ log(δ) = 1. Thus, for the problem
in Example 1, the converse lower bound on T (0, δ) obtained
from the SDPI closely matches the achievable upper bound on
T (0, δ).
The second example concerns the problem of disseminating
all of the observations through an arbitrary network:
Example 2. Consider the problem where Wv’s are i.i.d.
samples from the uniformly distribution over {1, . . . ,M},
Z = W , and d(z, ẑ) = 1{z 6= ẑ}. In other words, the goal of
the nodes is to distribute their observations to all other nodes.
In this example, H(WSc |WS) = |Sc| logM , and `(S, 0, δ) =
(1 − δ)|Sc| logM − h2(δ). Following Ayaso et al. [1,
Def. III.4], we define the conductance of the network G as
Φ(G) , min
S∈V:|V|/2<|S|<|V|
CS
|Sc| .
Then we have the following corollary:
Corollary 2. For the problem in Example 2, Theorem 1 gives
T (0, δ) ≥ max
S⊂V
(1− δ)|Sc| logM − h2(δ)
CS
(22)
& logM
Φ(G)
as δ → 0, (23)
whereas Theorem 2 gives
T (0, δ) & max
S⊂V
max
v∈S
log
(|Sc| logM)+ log h2(δ)−1
|Ev| log(1− η∗v)−1
(24)
as δ → 0.
Again, we see that the lower bound obtained from SDPI is
much sharper for capturing the dependence of T (0, δ) on δ,
since log h2(δ)−1 → +∞ as δ → 0. On the other hand, the
lower bound obtained from the cutset capacity upper bound
is tighter in its dependence on M , and can also capture the
dependence on the conductance of the network.
Finally, we point out that Theorem 1 gives the correct
lower bound T (ε, δ) = +∞ when the network graph G is
disconnected (assuming f depends on the observations of all
nodes): If V consists of two disconnected components S and
Sc, then CS = 0, which results in T (ε, δ) = +∞. Despite the
sharp dependence of the lower bounds of Theorems 1 and 2 on
ε and δ, they have the same limitation as all previously known
bounds obtained via single-cutset arguments: they examine
only the flow of information across a cutset ES , but not within
S; hence they cannot capture the dependence of computation
time on the diameter of the network. We address this limitation
in the following section.
III. MULTI-CUTSET ANALYSIS
We now extend the techniques of Section II to a multi-
cutset analysis, to address the limitation of the results obtained
from the single-cutset analysis. In particular, the new results
are able to quantify the dissipation of information as it flows
across a succession of cutsets in the network. As briefly
sketched in Sec. I-B, we accomplish this by partitioning a
general network using multiple disjoint cutsets, such that the
operation of any algorithm on the network can be simulated
by another algorithm running on a chain of bidirectional noisy
links. We then derive tight mutual information upper bounds
for such chains, which in turn can be used to lower-bound the
computation time for the original network.
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A. Network reduction
Consider an arbitrary network G = (V, E). If there exists
a collection of nested subsets P1 ⊂ . . . ⊂ Pn−1 of V , such
that the associated cutsets EP1 , . . . , EPn−1 are disjoint, and the
cutsets EPc1 , . . . , EPcn−1 are also disjoint, then we say that G
is successively partitioned according to P1, . . . ,Pn−1 into n
subsets S1, . . . ,Sn, where Si = Pi \ Pi−1, with P0 , ∅ and
Pn , V . For i ∈ {2, . . . , n}, a node in Si is called a left-
bound node of Si if there is an edge from it to a node in
Si−1. The set of left-bound nodes of Si is denoted by
←
∂Si.
For S1, define
←
∂S1 = {v} for an arbitrary v ∈ S1. In addition,
for i ∈ {2, . . . , n}, let
di , |EPci−1 |+ |EPi |+ |{E ∩ (Si ×
←
∂Si)}| (25)
be the number of edges entering Si from its neighbors Si−1
and Si+1, plus the number of edges entering
←
∂Si from Si
itself. For example, Fig. 2a in Sec. I-B illustrates a successive
partition of a six-node network into three subsets S1 = {1, 4},
S2 = {2, 5} and S3 = {3, 6}, with
←
∂S1 = {4},
←
∂S2 = {2}
and
←
∂S3 = {3, 6}. In addition, d2 = 5 and d3 = 4. As another
example, the network in Fig. 4a, where each undirected edge
represents a pair of channels with opposite directions, can be
successively partitioned into S1 = {1}, S2 = {2, 7}, S3 =
{3, 6, 8, 9}, S4 = {4, 10}, and S5 = {5}, with
←
∂S1 = {1},←
∂S1 = {2, 7},
←
∂S3 = {3, 8},
←
∂S4 = {4, 10}, and
←
∂Si = {5}.
In addition, d2 = 6, d3 = 7, d4 = 6, and d5 = 2.
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Fig. 4: A successive partition of a network and the chain
reduced according to it.
Formally, a network G has bidirectional links if, for any pair
of nodes u, v ∈ V , (u, v) ∈ E if and only if (v, u) ∈ E . A path
between u and v is a sequence of edges {(vi, vi+1)}k−1i=1 , such
that v1 = u and vk = v (if G is connected, there is at least one
path between any pair of nodes). The graph distance between
u and v, denoted by dG(u, v), is the length of a shortest path
between u and v (shortest paths are not necessarily unique).
The diameter of G is then defined by
diam(G) , max
u∈V
max
v∈V
dG(u, v).
The following lemma states that any such network G can be
successively partitioned into n = diam(G) + 1 subsets:
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Fig. 5: Another successive partition (using the construction in
the proof of Lemma 6) and the chain reduced according to it.
Lemma 6. Any network G = (V, E) with bidirectional links
(i.e., (u, v) ∈ E if and only if (v, u) ∈ E) admits a successive
partition into subsets S1, . . . ,Sn with n = diam(G) + 1.
Proof: For any v ∈ V and any r ∈ {0 : diam(G)}, we
define the sets
BG(v, r) , {u ∈ V : dG(v, u) ≤ r}
and
SG(v, r) , {u ∈ V : dG(v, u) = r} ,
i.e., the ball and the sphere of radius r centered at v. In
particular, BG(v, r) = BG(v, r − 1) ∪ SG(v, r).
We now construct the desired successive partition. Let n =
diam(G) + 1, and pick any pair of nodes v0, v1 ∈ V that
achieve the maximum in the definition of diam(G). With this,
we take
Pi = BG(v0, i− 1), i = 1, . . . , n.
Clearly, P1 = {v0} ⊂ P2 ⊂ . . . ⊂ Pn = V , and moreover
Si = SG(v0, i− 1), i = 1, . . . , n.
From this construction, we see that
EPi = {(u, v) ∈ E : u ∈ Si+1, v ∈ Si}
and
EPci = {(u, v) ∈ V : u ∈ Si, v ∈ Si+1} .
The pairwise disjointness of the cutsets EPi , as well as of the
cutsets EPci , is immediate.
Remarks:
• Using the construction underlying the proof, we can also
show that, for any two nodes in G, we can successively
partition G into n = dG(u, v) + 1 subsets.
• For the successive partition constructed in the proof, all
nodes in Si are left-bound nodes, and di is the sum of
the in-degrees of the nodes in Si.
As an example, Fig. 5a shows the successive partition of the
network in Fig. 4a using the construction in the proof, where
S1 = {1}, S2 = {2, 7}, S3 = {3, 8}, S4 = {4, 6, 9}, S5 =
11
{5, 10}, with ←∂Si = Si, i ∈ {1, . . . , 5}, and d2 = 6, d3 = 6,
d4 = 9, and d5 = 5.
The successive partition of G ensures that nodes in Si only
communicate with nodes in Si−1 and Si+1, as well as among
themselves. Indeed, suppose that the network graph G includes
an edge e = (u, v) ∈ E with u ∈ Si and v ∈ Sj , where
i > j + 1. By construction of the successive partition, u ∈
Pcj+1 ⊂ Pcj and v ∈ Pj ⊂ Pj+1. Therefore, e belongs to
both EPj and EPj+1 . However, the cutsets EPj and EPj+1 are
disjoint, so we arrive at a contradiction. Likewise, we can use
the disjointness of the cutsets EPci and EPcj to show that the
network graph contains no edges (u, v) with u ∈ Si, v ∈ Sj ,
and j > i+ 1.
In view of this, we can associate to the partition {Si} a
bidirected chain G′ = (V ′, E ′), i.e., a network with vertex set
V ′ = {1′, . . . , n′}, edge set
E ′ = {(i′, (i− 1)′)}n
i=2
∪ {(i′, (i+ 1)′)}n−1
i=1
∪ {(i′, i′)}n
i=1
,
and channel transition laws
K(i′,(i−1)′) =
⊗
(u,v)∈E:u∈Si,v∈Si−1
K(u,v) (26)
K(i′,(i+1)′) =
⊗
(u,v)∈E:u∈Si,v∈Si+1
K(u,v) (27)
K(i′,i′) =
⊗
(u,v)∈E:u∈Si,v∈
←
∂ Si
K(u,v), (28)
where node i′ in G′ observes
Wi′ = WSi .
In other words, the subset Si in G is reduced to node i′
in G′; the channels across the subsets in G are reduced
to the channels between the nodes in G′; and the channels
from Si to
←
∂Si in G are reduced to a self-loop at node
i′ in G′. The channels from Si to Si \
←
∂Si in G are not
included in G′, and will be simulated by node i′ using
private randomness. For the network in Fig. 2a in Sec. I-B,
according to the illustrated partition, it can be reduced to a
3-node bidirected chain in Fig. 2b, with K(1′,1′) = K(1,4),
K(2′,2′) = K(5,2), and K(3′,3′) = K(3,6) ⊗ K(6,3). For the
network in Fig. 4a, according to the illustrated partition, it
can be reduced to a 5-node bidirected chain in Fig. 4b, with
K(2′,2′) = K(2,7)⊗K(7,2), K(3′,3′) = K(6,3)⊗K(6,8)⊗K(9,8),
and K(4′,4′) = K(4,10) ⊗ K(10,4). According to the partition
in Fig. 5a, the same network can be reduced to a 5-node
bidirected chain in Fig. 5b, with K(2′,2′) = K(2,7) ⊗ K(7,2),
K(4′,4′) = K(6,9) ⊗K(9,6), and K(5′,5′) = K(5,10) ⊗K(10,5).
For the bidirected chain G′ reduced from G, we consider a
class of randomized T -step algorithms that run on G′ and
are of a more general form compared to the deterministic
algorithms considered so far. Such a randomized algorithm
operates as follows: at step t ∈ {1, . . . , T}, node i′ com-
putes the outgoing messages X(i′,(i−1)′),t =
←
ϕi′,t(Wi′ , Y
t−1
i′ ),
X(i′,(i+1)′),t =
→
ϕi′,t(Wi′ , Y
t−1
i′ , U
t−1
i′ ), and X(i′,i′),t =
ϕ˚i′,t(Wi′ , Y
t−1
i′ , U
t−1
i′ ), and computes the private message
Ui′,t = ϑi′,t(Wi′ , Y
t−1
i′ , U
t−1
i′ , Ri′,t), where Ri′,t is the private
randomness held by node i′, uniformly distributed on [0, 1]
and independent across i′ ∈ V ′ and t ∈ {1, . . . , T}. At step
T , node i′ computes the final estimate Ẑi′ = ψi′(Wi′ , Y Ti′ )
of Z. These randomized algorithms have the feature that the
message sent to the node on the left and the final estimate
of a node are computed solely based on the node’s initial
observation and received messages, whereas the messages sent
to the node on the right and to itself are computed based on
the node’s initial observation, received messages, as well as
private messages, and the computation of the private messages
involves the node’s private randomness. Define
T ′(ε, δ) = inf
{
T ∈ N : ∃ a randomized T -step algorithm A′
such that max
i′∈V′
P
[
d(Z, Ẑi′) > ε
]≤ δ} (29)
as the (ε, δ)-computation time for Z on G′ using the ran-
domized algorithms described above. The following lemma
indicates that we can obtain lower bounds on T (ε, δ) by lower-
bounding T ′(ε, δ).
Lemma 7. Consider an arbitrary network G that can be
successively partitioned into S1, . . . ,Sn, such that
←
∂Si’s are
all nonempty. Let G′ = (V ′, E ′) be the bidirected chain
constructed from G according to the partition. Then, given any
T -step algorithm on G that achieves maxv∈V P[d(Z, Ẑv) >
ε] ≤ δ, we can construct a randomized T -step algorithm A′ on
G′, such that maxi′∈V′ P[d(Z, Ẑi′) > ε] ≤ δ. Consequently,
T (ε, δ) for computing Z on G is lower bounded by T ′(ε, δ)
defined in (29).
Proof: Appendix A.
Remark: In the network reduction, we can alternatively map
all the channels from Si to Si (instead of only mapping the
channels from Si to
←
∂Si) in the original network G to the
self-loop at node i′ of the reduced chain G′. By doing so,
to simulate the operation of an algorithm A that runs on G,
the algorithm A′ that runs on G′ no longer needs to generate
private messages using the nodes’ private randomness, since
all the channels in G are preserved in G′. In other words,
under this alternative reduction, any T -step algorithm A that
runs on G can be simulated by a T -step algorithm A′ of the
same deterministic type as A that runs on G′. However, this
alternative reduction increases the information transmission
capability of the self-loops in G′, and will result in a looser
lower bound on T (ε, δ), as will be discussed in the remark
following Theorem 3.
In light of Lemma 7, in order to lower-bound T (ε, δ) for
computing Z on G, we just need to lower-bound T ′(ε, δ)
defined in (29). To this end, we derive upper bounds on
the conditional mutual information for bidirected chains by
extending the techniques behind Lemma 2 and Lemma 5:
Lemma 8. Consider an n-node bidirected chain with vertex
set V = {1, . . . , n} and edge set
E = {(i, i− 1)}n
i=2
∪ {(i, i+ 1)}n−1
i=1
∪ {(i, i)}n
i=1
,
and an arbitrary randomized T -step algorithm A′ that runs
on this chain. Let ηi , η(Ki) denote the SDPI constant of the
channel Ki ,
⊗
j: (j,i)∈E K(j,i), and let η , maxi=1,...,n ηi.
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If T ≤ n− 2, then
I(Z; Ẑn|W2:n) = 0.
If T ≥ n− 1, then
I(Z; Ẑn|W2:n) ≤
H(W1|W2:n)η
T−n+2∑
i=1
B(T − i, n− 2, η), n ≥ 2 (30a)
C(1,2)η
T−n+2∑
i=1
B(T − i− 1, n− 3, η)i, n ≥ 3 (30b)
with B(m, k, p) , (mk )pk(1 − p)m−k. For n ≥ 2, the above
upper bounds can be weakened to
I(Z; Ẑn|W2:n) ≤{
H(W1|W2:n)
(
1− (1− η)T−n+2)n−1, (31a)
C(1,2)(T − n+ 2)
(
1− (1− η˜)T−n+2)n−2. (31b)
Moreover, if n ≥ 4 and
n− 1 ≤ T ≤ 2 + (n− 3)γ
η
for some γ ∈ (0, 1), then
I(Z; Ẑn|W2:n) ≤
C(1,2)
(n− 3)2γ2
η
exp
(
−2
(
η
γ
− η
)2
(n− 3)
)
. (32)
Proof: Appendix B.
Equation (30a) is reminiscent of a result of Rajagopalan
and Schulman [13] on the evolution of mutual information in
broadcasting a bit over a unidirectional chain of BSCs. The
result in [13] is obtained by solving a system of recursive
inequalities on the mutual information involving suboptimal
SDPI constants. Our results apply to chains of general bidi-
rectional links and to the computation of general functions. We
arrive at a system of inequalities similar to the one in [13],
which can be solved in a similar manner and gives (30a) and
(30b). We also obtain weakened upper bounds in (31a) and
(31b), which show that, for a fixed T , the conditional mutual
information decays at least exponentially fast in n. The upper
bound in (32) provides another weakening of (30a) and (30b),
and shows explicitly the dependence of the upper bound on
n.
Assuming for simplicity that H(W1|W2:n) = 1, Fig. 6
compares (30a) with the weakened upper bound in (31a).
We can see that the gap can be large when n is large and
T is much larger than n. Nevertheless, the weakened upper
bounds in (31a) and (31b) allow us to derive lower bounds on
computation time that are non-asymptotic in n, and explicit in
ε, δ, and channel properties.
B. Lower bounds on computation time
We now build on the results presented above to obtain lower
bounds on the T (ε, δ) by reducing the original problem to
function computation over bidirected chains. We first provide
the result for an arbitrary network, and then particularize it to
several specific topologies (namely, chains, rings, grids, and
trees).
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Fig. 6: Upper bound in (30a) (solid line) vs. the weakened one
in (31a) (dashed line) for chains.
1) Lower bound for an arbitrary network: Theorem 3 be-
low contains general lower bounds on computation time for an
arbitrary network. The statement of the theorem is somewhat
lengthy, but can be parsed as follows: Given an arbitrary
connected network with bidirectional links, any reduction of
that network to a bidirected chain gives rise to a system of
inequalities that must be satisfied by the computation time
T (ε, δ). These inequalities, presented in (33), are nonasymp-
totic in nature and involve explicitly computable parameters
of the network, but cannot be solved in closed form. The first
inequality follows from an SDPI-based analysis analogous to
Theorem 2, while the second inequality is a cutset bound in
the spirit of Theorem 1. Explicit but weaker expressions that
lower-bound T (ε, δ) in terms of network parameters appear
below as (34) and (35), together with asymptotic expressions
for large n (the size of the reduced bidirected chain). Both of
these bounds state that T (ε, δ) is lower-bounded by the size
of the bidirected chain plus a correction term that accounts
for the effect of channel noise (via channel capacities and
SDPI constants). Finally, (36) and (37) provide the precise
version of the bound in (8): asymptotically, the computation
time T (ε, δ) scales as Ω(n/η˜), where η˜ is the worst-case SDPI
constant of the reduced network. By Lemma 6, it is always
possible to reduce the network to a bidirected chain of length
diam(G) + 1, so the main message of Theorem 3 is that the
computation time T (ε, δ) scales at least linearly in the network
diameter. Thus, the main advantage of the multi-cutset analysis
over the usual single-cutset analysis is that it can capture this
dependence on the network diameter.
Theorem 3. Assume the following:
• The network graph G = (V, E) is connected, the capac-
ities of all edge links are upper-bounded by C, and the
SDPI constants of edge links are upper-bounded by η.
• G admits a successive partition into S1, . . . ,Sn, such that←
∂Si’s are all nonempty.
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Let
∆ , max
i∈{2:n}
di
where
di = |EPci−1 |+ |EPi |+ |{E ∩ (Si ×
←
∂Si)}|
as defined in (25), and let
η˜ = 1− (1− η)∆.
Then for ε ≥ 0 and δ ∈ (0, 1/2], the (ε, δ)-computation time
T (ε, δ) must satisfy the inequalities
`(Sc1 , ε, δ) ≤
H(WS1 |WSc1 )η˜
T (ε,δ)−n+2∑
i=1
B(T (ε, δ)− i, n− 2, η˜), n ≥ 2
CSc1 η˜
T (ε,δ)−n+2∑
i=1
B(T (ε, δ)− i− 1, n− 3, η˜)i, n ≥ 3.
(33)
The above results can be weakened to
T (ε, δ) ≥
log
(
1− ( `(Sc1 ,ε,δ)H(WS1 |WSc1 )) 1n−1)−1
∆ log(1− η)−1 + n− 2 (34)
∼
log(n− 1) + log (1− `(Sc1 ,ε,δ)H(WS1 |WSc1 ))−1
∆ log(1− η)−1 + n− 2,
as n→∞, and
T (ε, δ) ≥ ` (S
c
1 , ε, δ)
CSc1
+ n− 2. (35)
Moreover, if the partition size n is large enough, so that n ≥ 4
and
C|V|2(n− 3)2
4η
exp
(−2η2(n− 3)) < `(Sc1 , ε, δ), (36)
then
T (ε, δ) > 2 +
n− 3
2η˜
≥ 2 + n− 3
2∆η
. (37)
Proof: In light of Lemma 7, it suffices to show that the
lower bounds in Theorem 3 need to be satisfied by T ′(ε, δ)
for the bidirected chain G′, to which G reduces according to
the partition {Si}.
Consider any randomized T -step algorithm A′ that achieves
maxi′∈V′ P[d(Z, Ẑi′) > ε] ≤ δ on G′. From Lemma 1,
I(Z; Ẑn′ |W2′:n′) ≥ `({2′ : n′}, ε, δ).
Then from Lemma 8 and the fact that
ηi′ = η(K((i−1)′,i′) ⊗K((i+1)′,i′) ⊗Ki′,i′)
≤ 1− (1− η)di
≤ 1− (1− η)∆, (38)
we have
`({2′ : n′}, ε, δ) ≤
H(W1′ |W2′:n′)η˜
T−n+2∑
i=1
B(T − i, n− 2, η˜), n ≥ 2
C(1′,2′)η˜
T−n+2∑
i=1
B(T − i− 1, n− 3, η˜)i, n ≥ 3,
and for n ≥ 2,
`({2′ : n′}, ε, δ) ≤
H(W1′ |W2′:n′)
n∏
i=2
(
1− (1− η)di(T−n+2))
C(1′,2′)(T − n+ 2)
n∏
i=3
(
1− (1− η)di(T−n+2)). (39)
Since `({2′ : n′}, ε, δ) = `(Sc1 , ε, δ), H(W1′ |W2′:n′) =
H(WS1 |WSc1 ), and C(1′,2′) = CSc1 , we see that T ′(ε, δ) must
satisfy (33) in Theorem 3.
Using (38), (39) can be weakened to
`(Sc1 , ε, δ) ≤{
H(WS1 |WSc1 )
(
1− (1− η)∆(T−n+2))n−1
CSc1 (T − n+ 2)
(
1− (1− η)∆(T−n+2))n−2 . (40)
The first line of (40) leads to
T ′(ε, δ) ≥
log
(
1− ( `(Sc1 ,ε,δ)H(WS1 |WSc1 )) 1n−1)−1
∆ log(1− η)−1 + n− 2
∼
log(n− 1) + log (1− `(Sc1 ,ε,δ)H(WS1 |WSc1 ))−1
∆ log(1− η)−1 + n− 2,
where the last step follows from the fact that log
(
1−p 1n )−1 ∼
log n1−p as n → ∞ for p ∈ (0, 1). The second line of (40)
leads to
T ′(ε, δ) ≥ ` (S
c
1 , ε, δ)
CSc1
+ n− 2.
Finally, we prove that T ′(ε, δ) = Ω(n/η˜) under the assump-
tion that (36) holds. Suppose that T ′(ε, δ) ≤ 2 + (n− 3)/2η˜.
Then, from (32) in Lemma 8, we have
`(Sc1 , ε, δ) ≤ CSc1
(n− 3)2
4η˜
exp
(−2η˜2(n− 3)) , if n ≥ 4.
Note that ∆ ≥ 1 by the assumption that G is connected, thus
η˜ = 1 − (1 − η)∆ ≥ η. Moreover, CSc1 ≤ C|E| ≤ C|V|2. As
a result,
`(Sc1 , ε, δ) ≤
C|V|2(n− 3)2
4η
exp
(−2η2(n− 3)) , if n ≥ 4,
which contradicts the assumption that (36) holds. Thus,
T ′(ε, δ) > 2 +
n− 3
2η˜
≥ 2 + n− 3
2∆η
Theorem 3 then follows from Lemma 7.
Remarks:
• We call a node in Si a boundary node if there is an edge
(either inward or outward) between it and a node in Si−1
14
or Si+1. Denote the set of boundary nodes of Si by ∂Si.
The results in Theorem 3 can be weakened by replacing
di with
∂di =
∑
v∈∂Si
|Ev|,
namely the summation of the in-degrees of boundary
nodes of Si, since di ≤ ∂di for i ∈ {2, . . . , n}.
• As discussed in the remark following Lemma 7, an
alternative network reduction is to map all the channels
from Si to Si (instead of only mapping the channels from
Si to
←
∂Si) in the original network G to the self-loop at
node i′ of the reduced chain G′. Using the same proof
strategy with this alternative reduction, we can obtain
lower bounds on T (ε, δ) of the same form as the results
in Theorem 3, but with di’s replaced by
d˜i , |EPci−1 |+ |EPi |+ |{E ∩ (Si × Si)}|.
Since di ≤ ∂di ≤ d˜i for i ∈ {2, . . . , n}, the lower bounds
on T (ε, δ) obtained by this alternative network reduction
are weaker than the results in Theorem 3, and are even
weaker than the results obtained by replacing di’s with
∂dis.
• Due to Lemma 6, for a network G of bidirectional links,
we can always find a successive partition of G such that n
in Theorem 3 is equal to the diam(G)+1. By contrast, the
diameter cannot be captured in general by the theorems
in Section II.
• Choosing a successive partition of G with n = 2 is
equivalent to choosing a single cutset. In that case, we
see that (35) recovers Theorem 1, while (34) recovers a
weakened version of Theorem 2 (in (34), ∆ = d2 is at
least the sum of the in-degrees of the left-bound nodes of
S2, while Theorem 2 involves the in-degree of only one
node in S2).
We now apply Theorem 3 to networks with specific topologies.
We assume that nodes communicate via bidirectional links.
Thus, any such network will be represented by an undirected
graph, where each undirected edge represents a pair of chan-
nels with opposite directions.
2) Chains: For chains, the proof of Theorem 3 already
contains lower bounds on T ′(ε, δ). These lower bounds apply
to T (ε, δ) as well, since the class of T -step algorithms on a
chain is a subcollection of randomized T -step algorithms on
the same chain. We thus have the following corollary.
Corollary 3. Consider an n-node bidirected chain without
self-loops, where the SDPI constants of all channels are upper
bounded by η. Then for ε ≥ 0 and δ ∈ (0, 1/2], T (ε, δ)
must satisfy the inequalities in Theorem 3 with S1 = {1} and
di = 2 for all i ∈ {1, . . . , n}. In particular, if all channels are
BSC(p), then
T (ε,δ) ≥ max
{
`
(V \ {1}, ε, δ)
1− h2(p) ,
log(n− 1) + log (1− `(V\{1},ε,δ)H(W1|WV\{1}))−1
2 log(4pp¯)−1
}
+ n− 2
for all sufficiently large n.
Here and below, the estimates for a network of bidirectional
BSCs are obtained using the bounds (16) and (17).
3) Rings: Consider a ring with 2n − 2 nodes, where the
nodes are labeled clockwise from 1 to 2n − 2. The diameter
is equal to n− 1. According to the successive partition in the
proof of Lemma 6, this ring can be partitioned into S1 = {1},
Si = {i, 2n − i}, i ∈ {2, . . . , n − 1}, and Sn = {n}. As
an example, Fig. 7a shows a 6-node ring and Fig. 7b shows
the chain reduced from it. With this partition, we can apply
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Fig. 7: A ring network and the chain reduced from it.
Theorem 3 and get the following corollary.
Corollary 4. Consider a (2n− 2)-node ring, where the SDPI
constants of all channels are upper bounded by η. Then for
ε ≥ 0 and δ ∈ (0, 1/2], T (ε, δ) must satisfy the inequalities in
Theorem 3 with S1 = {1} and di = 4 for all i ∈ {1, . . . , n}.
In particular, if all channels are BSC(p), then
T (ε, δ) = max
{
`
(V \ {1}, ε, δ)
2(1− h2(p)) ,
log(n− 1) + log (1− `(V\{1},ε,δ)H(W1|WV\{1}))−1
4 log(4pp¯)−1
}
+ n− 2
for all sufficiently large n.
4) Grids: Consider an n+12 × n+12 grid (where we assume n
is odd), which has diameter n−1. Figure 8a shows a successive
partition of a n+12 × n+12 grid into n+12 subsets, with ∆ =
maxi∈{2:n} di = 2n. Figure 8b shows the successive partition
in the proof of Lemma 6, which partitions the network into n
subsets, with ∆ = maxi∈{2:n} di = 2(n−1), thus resulting in
strictly tighter lower bounds on computation time compared
to the ones obtained from the partition in Fig. 8a. With the
latter partition, we get the following corollary.
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Fig. 8: Successive partitions of a 4× 4 (n = 7) grid network.
The length of the labeled path is the diameter of the network.
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Corollary 5. Consider an n+12 × n+12 grid, where 1− . . .−n
is one of the longest paths. Assume that the SDPI constants
of all channels are upper bounded by η. Then for ε ≥ 0 and
δ ∈ (0, 1/2], T (ε, δ) must satisfy the inequalities in Theorem 3
with S1 = {1}, di = dn+1−i = 4(i−2)+6, i ∈ {1, . . . , n−12 },
and d(n+1)/2 = 2(n − 1). In particular, if all channels are
BSC(p), then
T (ε,δ) ≥ max
{
`
(V \ {1}, ε, δ)
2(1− h2(p)) ,
log(n− 1) + log (1− `(V\{1},ε,δ)H(W1|WV\{1}))−1
2(n− 1) log(4pp¯)−1
}
+ n− 2
for all sufficiently large n.
5) Trees: Consider a tree, whose nodes are numbered in
such a way that 1−. . .−n is one of the longest paths. Then the
diameter of the tree is n−1, and nodes 1 and n are necessarily
leaf nodes. The tree can be viewed as being rooted at node
1. Let Di be the union of node i and its descendants in the
rooted tree, and let Si = Di \ Di+1, i ∈ {1, . . . , n}. The tree
can then be successively partitioned into S1, . . . ,Sn. In the n-
node bidirected chain reduced according to this partition, the
edges between nodes i′ and (i + 1)′ are the pair of channels
between nodes i and i+1 in the tree, and the self-loop of node
i′, i ∈ {2, . . . , n−1}, is the channel from Si \{i} to node i in
the tree. As an example, Fig. 9a shows this partition of a tree
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Fig. 9: Successive partitions of a tree network.
network, and the chain reduced from it has the same form as
the one in Fig. 4b. With this partition, we get the following
corollary.
Corollary 6. Consider a d-regular tree network where 1 −
. . . − n is one of the longest paths. Assume that the SDPI
constants of all channels are upper bounded by η. Then for
ε ≥ 0 and δ ∈ (0, 1/2], T (ε, δ) must satisfy the inequalities in
Theorem 3 with S1 = {1} and di = d for all i ∈ {1, . . . , n}.
In particular, if all channels are BSC(p), then
T (ε,δ) ≥ max
{
`
(V \ {1}, ε, δ)
1− h2(p) ,
log(n− 1) + log (1− `(V\{1},ε,δ)H(W1|WV\{1}))−1
d log(4pp¯)−1
}
+ n− 2
for all sufficiently large n.
If we use the successive partition in the proof of Lemma 6
on a d-regular tree with diameter n − 1, then the tree will
be reduced to an n-node bidirected chain without self-loops.
Figure 9b shows such an example. However, with this parti-
tion, ∆ = maxi∈{2:n} di increases with n, which renders the
resulting lower bound on computation time looser than the
one in Corollary 6. It means that, although the partition in the
proof of Lemma 6 always captures the diameter of a network,
it may not always give the best lower bound on computation
time among all possible successive partitions.
IV. SMALL BALL PROBABILITY ESTIMATES FOR
COMPUTATION OF LINEAR FUNCTIONS
The bounds stated in the preceding sections involve the
conditional small ball probability, defined in (9). In this
section, we provide estimates for this quantity in the context
of a distributed computation problem of wide interest —
the computation of linear functions. Specifically, we assume
that the observations Wv, v ∈ V , are independent real-valued
random variables, and the objective is to compute a linear
function
Z = f(W ) =
∑
v∈V
avWv (41)
for a fixed vector of coefficients (av)v∈V ∈ R|V|, subject to
the absolute error criterion d(z, ẑ) = |z − ẑ|. We will use the
following shorthand notation: for any set S ⊂ V , let aS =
(av)v∈S and 〈aS ,WS〉 =
∑
v∈S avWv .
The independence of the Wv’s and the additive structure of
f allow us to express the conditional small ball probability
L(wS , ε) defined in (9) in terms of so-called Le´vy concentra-
tion functions of random sums [19]. The Le´vy concentration
function of a real-valued r.v. U (also known as the “small ball
probability”) is defined as
L(U, ρ) = sup
u∈R
P [|U − u| ≤ ρ] , ρ > 0. (42)
If we fix a subset S ⊂ V , and consider a specific realization
WS = wS of the observations of the nodes in S, then
L(wS , ε) = sup
z∈R
P
[∣∣∣∑
v∈V
avWv − z
∣∣∣ ≤ ε∣∣∣∣∣WS = wS
]
= sup
z∈R
P
[∣∣∣ ∑
v∈Sc
avWv +
∑
v∈S
avwv − z
∣∣∣ ≤ ε]
= sup
z∈R
P
[∣∣∣ ∑
v∈Sc
avWv − z
∣∣∣ ≤ ε]
= L (〈aSc ,WSc〉, ε) , (43)
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where in the second line we have used the fact that the Wv’s
are independent r.v.’s, while in the third line we have used
the fact that for any function g : R → R and any a ∈ R,
supz g(z) = supz g(z + a). In other words, for a fixed S, the
quantity L(wS , ε) is independent of the boundary condition
wS , and is controlled by the probability law of the random
sum 〈aSc ,WSc〉, i.e., the part of the function f that depends
on the observations of the nodes in Sc.
The problem of estimating Le´vy concentration functions
of sums of independent random variables has a long history
in the theory of probability — for random variables with
densities, some of the first results go back at least to Kol-
mogorov [34], while for discrete random variables it is closely
related to the so-called Littlewood–Offord problem [35]. We
provide a few examples to illustrate how one can exploit
available estimates for Le´vy concentration functions under
various regularity conditions to obtain tight lower bounds
on the computation time for linear functions. The examples
are illustrated through Theorem 1, as it tightly captures the
dependence of computation time on `(S, ε, δ). (However, since
the results of Theorems 2 and 3 also involve the quantity
`(S, ε, δ), the estimates for Le´vy concentration functions can
be applied there as well.)
A. Computing linear functions of continuous observations
1) Gaussian sums: Suppose that the local observations Wv ,
v ∈ V , are i.i.d. standard Gaussian random variables. Then,
for any S ⊆ V , 〈aS ,WS〉 is a zero-mean Gaussian r.v. with
variance ‖aS‖22 =
∑
v∈S a
2
v (here, ‖·‖2 is the usual Euclidean
`2 norm). A simple calculation shows that
L(wS , ε) = L
(
N
(
0, ‖aSc‖22
)
, ε
) ≤√ 2
pi
ε
‖aSc‖2 .
Using this in Theorem 1, we get the following result.
Corollary 7. For the problem of computing a linear function
in (41), where (Wv)
i.i.d.∼ N(0, 1), suppose that the coefficients
av are all nonzero. Then for ε ≥ 0 and δ ∈ (0, 1/2],
T (ε, δ) ≥ max
S⊂V
1
CS
(
1− δ
2
log
pi‖aSc‖22
2ε2
− h2(δ)
)
.
Thus, the lower bound on the computation time for (41)
depends on the vector of coefficients a only through its `2
norm.
2) Sums of independent r.v.’s with log-concave distributions:
Another instance in which sharp bounds on the Le´vy con-
centration function are available is when the observations of
the nodes are independent random variables with log-concave
distributions (we recall that a real-valued r.v. U is said to
have a log-concave distribution if it has a density of the
form pU (u) = e−F (u), where F : R → (−∞,+∞] is a
convex function; this includes Gaussian, Laplace, uniform,
etc.). The following result was obtained recently by Bobkov
and Chistyakov [36, Theorem 1.1]: Let U1, . . . , Uk be inde-
pendent random variables with log-concave distributions, and
let Sk = U1 + . . .+ Uk. Then, for any ρ ≥ 0,
1√
3
ρ√
Var(Sk) + ρ2/3
≤ L(Sk, ρ) ≤ 2ρ√
Var(Sk) + ρ2/3
.
(44)
Corollary 8. For the problem of computing a linear function
in (41), where the Wv’s are independent random variables
with log-concave distributions and with variances at least σ2,
suppose that the coefficients av are all nonzero. Then for ε ≥ 0
and δ ∈ (0, 1/2],
T (ε, δ) ≥ max
S⊂V
1
CS
(
1− δ
2
log
(
σ2‖aSc‖22
4ε2
+
1
12
)
− h2(δ)
)
.
Proof: For each v ∈ V , avWv also has a log-concave
distribution, and, for any S ⊂ V ,
Var(〈aSc ,WSc〉) =
∑
v∈Sc
|av|2Var(Wv) ≥ ‖aSc‖22σ2.
The lower bound follows from Theorem 1 and from (44).
3) Sums of independent r.v.’s with bounded third moments:
It is known that random variables with log-concave distribu-
tions have bounded moments of any order. Under a much
weaker assumption that the local observations Wv , v ∈ V have
bounded third moments, we can prove the following result.
Corollary 9. Consider the problem of computing the lin-
ear function in (41), where the Wv’s are independent zero-
mean r.v.’s with variances at least 1 and with third moments
bounded by B, and the coefficients av satisfy the constraint
K1 ≤ |av| ≤ K2 for some K1,K2 > 0. Then for ε ≥ 0 and
δ ∈ (0, 1/2],
T (ε, δ) ≥ max
S⊂V
1
CS
(
1− δ
2
log
|V \ S|
M2(ε)
− h2(δ)
)
where M(ε) , c
(
ε/K1 + B(K2/K1)
3
)
with some absolute
constant c.
Proof: Under the conditions of the theorem, a small ball
estimate due to Rudelson and Vershynin [37, Corollary 2.10]
can be used to show that, for any S ⊂ V ,
L(〈aS ,WS〉, ε) ≤ M(ε)√|S| .
The desired conclusion follows immediately.
B. Linear vector-valued functions
Similar to the Le´vy concentration function of a real-valued
random variable, the Le´vy concentration function of a random
vector U taking values in Rn can be defined as
L(U, ρ) = sup
u∈Rn
P [‖U − u‖2 ≤ ρ] , ρ > 0.
Consider the case where each node observes an independent
real-valued random variable Wv , and the observations form
a |V| × 1 vector WV . Suppose the nodes wish to compute a
linear transform of WV ,
Z = AWV (45)
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with some fixed n × |V| matrix A, subject to the Euclidean-
norm distortion criterion d(z, ẑ) = ‖z − ẑ‖2. In this case
L(wS , ε) = sup
z∈Rn
P[‖AWV − z‖2 ≤ ε|WS = wS ]
= sup
z∈Rn
P[‖AScWSc +ASwS − z‖2 ≤ ε]
= sup
z∈Rn
P[‖AScWSc − z‖2 ≤ ε]
= L(AScWSc , ε)
where ASc is the submatrix formed by the columns of
A with indices in Sc. We will need the following result,
due to Rudelson and Vershynin [38]. Let sj(ASc), j =
1, . . . ,min{n, |Sc|}, denote the singular values of ASc ar-
ranged in non-increasing order, and define the stable rank of
ASc by
r(ASc) =
⌊
‖ASc‖2HS
‖ASc‖2
⌋
where ‖ASc‖HS =
(∑min{n,|Sc|}
j=1 sj(ASc)
2
)1/2
is the
Hilbert-Schmidt norm of ASc , and ‖ASc‖ = s1(ASc) is the
spectral norm of ASc . (Note that for any nonzero matrix ASc ,
1 ≤ r(ASc) ≤ rank(ASc).) Then, provided
L(Wv, ε/‖ASc‖HS) ≤ p
for all v ∈ Sc, we will have
L(AScWSc , ε) ≤ (cp)0.9r(ASc )
where c is an absolute constant [38, Theorem 1.4]. This
result relates the Le´vy concentration function of the linear
transform of a vector to the Le´vy concentration function
of each coordinate of the vector. Applying this result in
Theorem 1, we get a lower bound on T (ε, δ) for computing
linear vector-valued functions.
Corollary 10. For the problem of computing a linear trans-
form of the observations defined in (45), where Wv’s are
independent real-valued r.v.s, suppose the rows of A are
nonzero vectors. Then for ε ≥ 0 and δ ∈ (0, 1/2],
T (ε, δ) ≥max
S⊂V
1
CS
(
0.9(1− δ)r(ASc)
log
1
cmaxv∈Sc L(Wv, ε/‖ASc‖HS) − h2(δ)
)
for some absolute constant c.
C. Linear function of discrete observations
Finally, we consider a case when the local observations
Wv have discrete distributions. Specifically, let the Wv’s be
i.i.d. Rademacher random variables, i.e., each Wv takes values
±1 with equal probability. We still use the absolute distortion
function d(z, ẑ) = |z − ẑ| to quantify the estimation error. In
this case, the Le´vy concentration function L(〈aS ,WS〉, ε) will
be highly sensitive to the direction of the vector aS , rather than
just its norm. For example, consider the extreme case when
av = |V| for a single node v ∈ S, and all other coefficients
are zero. Then L(〈aS ,WS〉, 0) = L(|V|Wv, 0) = 1/2. On the
other hand, if av = 1 for all v ∈ V and |S| is even, then
L(〈aS ,WS〉, 0) = 2−|S|
( |S|
|S|/2
)
∼
√
2
pi|S| as |S| → ∞
where the last step is due to Stirling’s approximation. More-
over, a celebrated result due to Littlewood and Offord, im-
proved later by Erdo˝s [39], says that, if |av| ≥ 1 for all v,
then
L(〈aS ,WS〉, 1) ≤ 2−|S|
( |S|
b|S|/2c
)
∼
√
2
pi|S| as |S| → ∞,
which translates into a lower bound on the (1, δ)-computation
time which is of the same order as the lower bound on the
zero-error computation time.
Corollary 11. For the problem of computing the linear func-
tion in (41), where the Wv’s are independent Rademacher
random variables, suppose that |av| ≥ 1 for all v, and
δ < 1/2. Then
T (0, δ) ≥ T (1, δ) & max
S⊂V
1
CS
(
1− δ
2
log
pi|V \ S|
2
− h2(δ)
)
as |S| → ∞.
D. Comparison with existing results
We illustrate the utility of the above bounds through com-
parison with some existing results. For example, Ayaso et
al. [1] derive lower bounds on a related quantity
T˜ (ε, δ) , inf
{
T ∈ N : ∃ a T -step algorithm A such that
max
v∈V
P
[
Ẑv /∈ [(1− ε)Z, (1 + ε)Z]
]
< δ
}
.
One of their results is as follows: if Z = f(W ) is a linear
function of the form (41) and (Wv)
i.i.d.∼ Uniform([1, 1 +B])
for some B > 0, then
T˜ (ε, δ) ≥ max
S⊂V
|S|
2CS
log
1
Bε2 + κδ + (1/B)2/|V|
(46)
for all sufficiently small ε, δ > 0, where κ > 0 is a fixed
constant [1, Theorem III.5]. Let us compare (46) with what
we can obtain using our techniques. It is not hard to show that
T˜ (ε, δ) ≥ T (‖a‖1(1 +B)ε, δ) (47)
where ‖a‖1 =
∑
v∈V |av| is the `1 norm of a. Moreover, since
any r.v. uniformly distributed on a bounded interval of the real
line has a log-concave distribution, we can use Corollary 8 to
lower-bound the right-hand side of (47). This gives
T˜ (ε, δ) ≥ max
S⊂V
1
CS
(
1− δ
2
log
B2‖aSc‖22
48(B + 1)2‖a‖21ε2
− h2(δ)
)
(48)
for all sufficiently small ε, δ > 0. We immediately see that
this bound is tighter than the one in (46). In particular, the
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right-hand side of (46) remains bounded for vanishingly small
ε and δ, and in the limit of ε, δ → 0 tends to
max
S⊂V
|S|
CS
logB
|V| ≤
logB
minS⊂V CS
.
By contrast, as ε, δ → 0, the right-hand side of (48) grows
without bound as log(1/ε).
Another lower bound on the (ε, δ)-computation time T (ε, δ)
was obtained by Como and Dahleh [2]. Their starting point
is the following continuum generalization of Fano’s inequality
[2, Lemma 2] in terms of conditional differential entropy: if
Z, Ẑ are two jointly distributed real-valued r.v.’s, such that
EZ2 <∞, then, for any ε > 0,
h(Z|Ẑ) ≤ P[|Z − Ẑ| ≤ ε] log ε+ 1
2
log
(
16pieEZ2
)
. (49)
If we use (49) instead of Lemma 1 to lower-bound
I(Z; Ẑv|WS), then we get
T (ε, δ) ≥ max
S⊂V
1
CS
(
1− δ
2
log
1
ε2
+ h(Z|WS)
− 1
2
log
(
16pieEZ2
))
. (50)
Again, let us consider the case when Z = f(W ) is a linear
function of the form (41) with all av nonzero and with
(Wv)
i.i.d.∼ N(0, 1). Then (50) becomes
T (ε, δ) ≥ max
S⊂V
1
CS
(
1− δ
2
log
1
ε2
+
1
2
log
‖aSc‖22
8‖a‖22
)
. (51)
The lower bound of our Corollary 7 will be tighter than (51)
for all ε > 0 as long as
1− δ
2
log
pi‖aSc‖22
2
− h2(δ) ≥ 1
2
log
‖aSc‖22
8‖a‖22
, ∀S ⊂ V.
Note that the quantity on the right-hand side is nonpositive.
More generally, for observations with log-concave distribu-
tions, the result of Lemma 1 can be weakened to get a lower
bound involving the conditional differential entropy h(Z|WS),
which is tighter than similar results obtained in [2].
Corollary 12. If the observations Wv , v ∈ V , have log-
concave distributions, then for computing the sum Z =∑
v∈VWv subject to the absolute error criterion d(z, ẑ) =
|z − ẑ|, for ε ≥ 0 and δ ∈ (0, 1/2],
T (ε, δ) ≥ max
S⊂V
1
CS
(
(1− δ)
(
h(Z|WS) + log 1
2eε
)
− h2(δ)
)
.
Proof: Let pS(z) denote the probability density of∑
v∈ScWv . Then from (43),
L(wS , ε) = sup
z∈R
∫ z+ε
z−ε
pS(z)dz ≤ 2ε‖pS‖∞ (52)
for all wS ∈
∏
v∈SWv , where ‖pS‖∞ is the sup norm of pS .
By a result of Bobkov and Madiman [40, Proposition I.2], if U
is a real-valued r.v. with a log-concave density p, then the dif-
ferential entropy h(U) is upper-bounded by log e+log ‖p‖−1∞ .
Using this fact together with (52), the log-concavity of pS ,
and the fact that the Wv’s are mutually independent, we can
write
log
1
E[L(WS , ε)]
≥ log 1
2ε
+ log
1
‖pS‖∞
≥ log 1
2eε
+ h
( ∑
v∈Sc
Wv
)
= log
1
2eε
+ h(Z|WS),
Using this estimate in Theorem 1, we get the desired lower
bound on T (ε, δ).
V. COMPARISON WITH UPPER BOUNDS ON COMPUTATION
TIME
For the two-node mod-2 sum problem in Example 1, we
have shown in Corollary 1 that the lower bound on computa-
tion given by Theorem 2 can tightly match the upper bound. In
this section, we provide two more examples in which our lower
bounds on computation time are tight. In the first example, our
lower bound precisely captures the dependence of computation
time on the number of nodes in the network. In the second
example, our lower bound tightly captures the dependence of
computation time on the accuracy parameter ε.
A. Rademacher sum over a dumbbell network
Example 3. Consider a dumbbell network of bidirectional
BSCs with the same crossover probability. Formally, suppose
|V| is even, and let the nodes be indexed from 1 to |V|.
Nodes 1 to |V|/2 form a clique (i.e., each pair of nodes are
connected by a pair of BSCs), while nodes |V|/2+1 to |V| form
another clique. The two cliques are connected by a pair of
BSCs between nodes |V|/2 and |V|/2 + 1. Each node initially
observes a Bern( 12 ) (or Rademacher) r.v. The goal is for the
nodes to compute the sum of the observations of all nodes.
The distortion function is d(z, ẑ) = |z − ẑ|.
By choosing the cutset as the pair of BSCs that joins the
two cliques, our lower bound for random Rademacher sums in
Corollary 11 gives the following lower bound on computation
time.
Corollary 13. For the problem of in Example 3, for δ ∈
(0, 1/2),
T (0, δ) & 1
C
(
1− δ
2
log
pi|V|
4
− h2(δ)
)
as |V| → ∞,
which implies
T (0, δ) = Ω (log |V|) .
Now we show that the above lower bound matches the upper
bound on the computation time, which turns out to be
T (0, δ) = O (log |V|) .
As shown by Gallager [11], for a fixed success probability,
nodes |V|/2 and |V|/2 + 1 can learn the partial sum of the
observations in their respective cliques in O
(
log log |V|) steps.
These two nodes then exchange their partial sum estimates
using binary block codes. Each partial sum can take |V|/2+1
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values, and can be encoded losslessly with log(|V|/2+1) bits.
The blocklength needed for transmission of the encoded partial
sums is thus O
(
log(|V|/2 + 1)), where the hidden factor
depends on the required success probability and the channel
crossover probability, but not on |V|. Having learned the partial
sum of the other clique, nodes |V|/2 and |V|/2 + 1 continue
to broadcast this partial sum to other nodes in their own
clique. This takes another O
(
log(|V|/2+1)) step. In total, the
computation can be done in O
(
log log |V|)+2O( log(|V|/2+
1)
)
= O(log |V|) steps, to have all nodes learn the sum of
all observations, for any prescribed success probability. This
shows that T (0, δ) = O (log |V|).
B. Distributed averaging over discrete noisy channels
Example 4. Consider a network where the nodes are con-
nected by binary erasure channels with the same erasure
probability. Each node initially observes a log-concave r.v.
The goal is for the nodes to compute the average of the
observations of all nodes.
For this example, Carli et al. [14] define the computation
time as
T˜ (ε) , inf
{
T ∈ N : 1|V|
∑
v∈V
E
[
(Z − Ẑv(t))2
] ≤ ε, ∀t ≥ T}
and show that
T˜ (ε) ≤ c1 + c2 log
3 ε−1
log2 ρ−1
(53)
where ρ is the second largest singular value of the consensus
matrix adapted to the network, and c1 and c2 are positive
constants depending only on channel erasure probability. It
can be shown that the above upper bound still holds (with
different constants) when channels are BSCs.
We use Corollary 12 to derive the following lower bound
on T˜ (ε).
Corollary 14. For the problem in Example 4,
T˜ (ε) ≥ max
S⊂V
1
2CS
(
h(Z|WS) + log 1
4e|V| +
1
2
log
1
ε
− 2
)
.
(54)
Proof: Using Jensen’s inequality twice, we can write
1
|V|
∑
v∈V
E
[
(Z − Ẑv(T ))2
] ≥ 1|V|∑
v∈V
(
E|Z − Ẑv(T )|
)2
≥
(
1
|V|
∑
v∈V
E|Z − Ẑv(T )|
)2
.
Therefore, |V|−1∑v∈V E[(Z − Ẑv(T ))2] ≤ ε implies that
E|Z − Ẑv(T )| ≤ |V|
√
ε for all v ∈ |V|, and
P
[
|Z − Ẑv(T )| ≥ |V|
√
ε
δ
]
≤ δ, ∀v ∈ V, δ ∈ (0, 1/2]
by Markov’s inequality. Then by Corollary 12,
T˜ (ε) ≥ T
( |V|√ε
δ
, δ
)
≥ max
S⊂V
1
CS
(
(1− δ)
(
h(Z|WS) + log δ
2e|V|√ε
)
− h2(δ)
)
.
Choosing δ = 1/2, we obtain (54).
The lower bound given by (54) states that T˜ (ε) is nec-
essarily logarithmic in ε−1, which tightly matches the poly-
logarithmic dependence on ε−1 in the upper bound given by
(53). As pointed out in Carli et al. [41], it is possible to
prove that a computation time logarithmic in ε−1 is achievable
by embedding a quantized consensus algorithm for noiseless
networks into the simulation framework developed by Ra-
jagopalan and Schulman for noisy networks in [13].
VI. CONCLUSION AND FUTURE RESEARCH DIRECTIONS
We have studied the fundamental time limits of distributed
function computation from an information-theoretic perspec-
tive. The computation time depends on the amount of informa-
tion about the function value needed by each node and the rate
for the nodes to accumulate such an amount of information.
The small ball probability lower bound on conditional mutual
information reveals how much information is necessary, while
the cutset-capacity upper bound and the SDPI upper bound
capture the bottleneck on the rate for the information to be
accumulated. The multi-cutset analysis provides a more refined
characterization of the information dissipation in a network.
Here are some questions that are worthwhile to consider in
the future:
• In the multi-cutset analysis, the purpose of introducing
self-loops when reducing the network to a chain is to
establish necessary Markov relations for proving upper
bounds on I(Z; Ẑn|WS) in bidirected chains, and the
reason for considering left-bound nodes is to improve
the lower bounds on computation time. We could have
included all channels from Si to Si into the self-loop at
node i′ in G′, but this would result in looser lower bounds
on computation time (cf. the remark after Theorem 3).
However, there might be other network reduction meth-
ods, e.g., different ways to construct the bidirected chain,
that will yield even tighter lower bounds on computation
time than our proposed method.
• In the first step of the derivation of Lemma 2 and
Lemma 5, we have upper-bounded I(Z; Ẑv|WS) using
the ordinary data processing inequality as
I(Z; Ẑv|WS) ≤ I(WSc ; Ẑv|WS).
One may wonder whether we can tighten this step by a
judicious use of SDPIs. The answer is negative. It can be
shown that
I(Z;Ẑv|WS) ≤ I(WSc ; Ẑv|WS)
sup
wS∈
∏
v∈S Wv
η
(
PWSc |WS=wS ,PZ|WSc ,WS=wS
)
where the contraction coefficient depends on the joint
distribution of the observations PW and the function Z =
f(W ). However,
η
(
PWSc |WS=wS ,PZ|WSc ,WS=wS
)
= 1
for both discrete and continuous observations. For dis-
crete observations, this is a consequence of the fact that
η(PX ,PY |X) < 1 if and only if the graph
{
(x, y) :
20
PX(x) > 0,PY |X(y|x) > 0
}
is connected [26], and
the fact that, for any PY |X induced by a deterministic
function f : X → Y, this graph is always disconnected.
This condition can be extended to continuous alphabets
[42]. It would be interesting to see whether nonlinear
SDPI’s, e.g., of the sort recently introduced by Polyanskiy
and Wu [28], can be somehow applied here to tighten the
upper bounds.
• If the function to be computed is the identity mapping,
i.e., Z = W , then the goal of the nodes is to distribute
their observations to all other nodes in the network. In
this case, our results on the computation time can provide
non-asymptotic lower bounds on the blocklength of the
codes for the source-channel coding problems in multi-
terminal networks. In Example 2, we have considered one
such case with discrete observations, and obtained lower
bounds in Corollary 2 based on the single cutset analysis.
It would be interesting to apply the multi-cutset analysis
to the source-channel coding problems in multi-terminal,
multi-hop networks.
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APPENDIX A
PROOF OF LEMMA 7
The goal of this proof is to show that, given any T -step
algorithm A running on G, we can construct a randomized
T -step algorithm A′ running on G′ that simulates A. Fix any
T -step algorithm A that runs on G. For each t, we can factor
the conditional distribution of the messages Xt , (Xv,t)v∈V
given W,Xt−1, Y t−1 as follows:
PXt|W,Xt−1,Y t−1(xt|w, xt−1, yt−1)
=
∏
v∈V
PXv,t|Wv,Y t−1v (xv,t|wv, yt−1v )
=
n∏
i=1
∏
v∈Si
PXv,t|Wv,Y t−1v
(
xv,t
∣∣∣wv, yt−1v )
=
n∏
i=1
PXSi,t|WSi ,Y t−1Si
(
xSi,t
∣∣∣wSi , yt−1Si ). (A.1)
Likewise, the conditional distribution of the received messages
Yt , (Yv,t)v∈V given W,Xt, Y t−1 can be factored as
PYt|W,Xt,Y t−1(yt|w, xt, yt−1)
=
∏
e∈E
PYe,t|Xe,t(ye,t|xe,t)
=
∏
e∈E
Ke(ye,t|xe,t)
=
n∏
i=1
∏
u∈Si
∏
v∈V: (u,v)∈E
K(u,v)(y(u,v),t|x(u,v),t). (A.2)
Since the successive partition of G ensures that nodes in Si
can communicate with nodes in Sj only if |i − j| ≤ 1, the
messages originating from Si at step t can be decomposed as
XSi,t = (X(Si,Si−1),t, X(Si,Si+1),t, X(Si,Si),t)
= (X(Si,Si−1),t, X(Si,Si+1),t, X(Si,
←
∂ Si),t, X(Si,Si\
←
∂ Si),t),
and the messages received by nodes in Si at step t can be
decomposed as
YSi,t = (Y(Si−1,Si),t, Y(Si+1,Si),t, Y(Si,Si),t)
= (Y(Si−1,Si),t, Y(Si+1,Si),t, Y(Si,
←
∂ Si),t, Y(Si,Si\
←
∂ Si),t).
(A.3)
According to the operation of algorithm A, for each (u, v) ∈
E there exists a mapping ϕ(u,v),t, such that X(u,v),t =
ϕ(u,v),t(Wu, Y
t−1
u ). By the definition of
←
∂Si, we can write
X(Si,Si−1),t =
(
ϕ(u,v),t(Wu, Y
t−1
u ) :
(u, v) ∈ E , u ∈ ←∂Si, v ∈ Si−1
)
.
Thus, there exists a mapping ←ϕSi,t, such that
X(Si,Si−1),t =
←
ϕSi,t(W←∂ Si, Y
t−1←
∂ Si) (A.4)
where
Y←∂ Si,t =
(
Y (Si−1,
←
∂ Si),t, Y (Si+1,
←
∂ Si),t, Y (Si,
←
∂ Si),t
)
. (A.5)
By the same token, there exist mappings →ϕSi,t, ϕ˚Si,t and ϕ¯Si,t,
such that
X(Si,Si+1),t =
→
ϕSi,t(WSi , Y
t−1
Si ), (A.6)
X(Si,
←
∂ Si),t = ϕ˚Si,t(WSi , Y
t−1
Si ), (A.7)
X(Si,Si\
←
∂ Si),t = ϕ¯Si,t(WSi , Y
t−1
Si ). (A.8)
Define the random variables
Wi ,WSi ,
Xi,t = (X(i,i−1),t, X(i,i+1),t, X(i,i),t)
, (X(Si,Si−1),t, X(Si,Si+1),t, X(Si,←∂ Si),t),
Yi,t = (Y(i−1,i),t, Y(i+1,i),t, Y(i,i),t)
, (Y(Si−1,Si),t, Y(Si+1,Si),t, Y(Si,←∂ Si),t),
Ui,t , (X(Si,Si\←∂ Si),t, Y(Si,Si\←∂ Si),t).
From the decomposition of YSi,t in (A.3), we know that
(Y t−1i , U
t−1
i ) contains Y
t−1
Si ; while from the decomposition of
Y←∂ Si,t in (A.5), we know that Y
t−1
i contains Y
t−1←
∂ Si. Therefore,
from Eqs. (A.4) and (A.6)-(A.8), we deduce the existence of
mappings ←ϕi,t,
→
ϕi,t, ϕ˚i,t, and ϕ¯i,t, such that the messages
transmitted by nodes in Si at time t can be generated as
X(i,i−1),t =
←
ϕi,t(Wi, Y
t−1
i ), (A.9)
X(i,i+1),t =
→
ϕi,t(Wi, Y
t−1
i , U
t−1
i ), (A.10)
X(i,i),t = ϕ˚i,t(Wi, Y
t−1
i , U
t−1
i ), (A.11)
X(Si,Si\
←
∂ Si),t = ϕ¯i,t(Wi, Y
t−1
i , U
t−1
i ). (A.12)
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Note that the computation of X(i,i−1),t does not involve U
t−1
i .
Next, the messages received by nodes in Si at step t are related
to the transmitted messages as
X(i−1,i),t
K(i−1,i)−−−−−→ Y(i−1,i),t,
X(i+1,i),t
K(i+1,i)−−−−−→ Y(i+1,i),t,
X(i,i),t
K(i,i)−−−→ Y(i,i),t,
where the stochastic transition laws have the same form as
those in Eqs. (26) to (28). In addition, since X(Si,Si\
←
∂ Si),t
and Y(Si,Si\
←
∂ Si),t are related through the channels from Si to
Si \
←
∂Si, there exists a mapping κi,t such that Y(Si,Si\←∂ Si),t
can be realized as
Y(Si,Si\
←
∂ Si),t = κi,t(X(Si,Si\
←
∂ Si),t, Ri,t), (A.13)
where Ri,t can be taken as a random variable uniformly
distributed over [0, 1] and independent of everything else.
From (A.12) and (A.13), we know that Ui,t can be realized
by a mapping ϑi,t as
Ui,t = ϑi,t(Wi, Y
t−1
i , U
t−1
i , Ri,t). (A.14)
Taking all of this into account, we can rewrite the factorization
(A.1) as follows:
PXt|W,Xt−1,Y t−1(xt|w, xt−1, yt−1)
=
n∏
i=1
1
{
x(i−1,i),t =
←
ϕi,t(wi, y
t−1
i )
}
· 1{x(i,i+1),t = →ϕi,t(wi, yt−1i , ut−1i )}
· 1{x(i,i),t = ϕ˚i,t(wi, yt−1i , ut−1i )}
· 1{x(Si,Si\←∂ Si),t = ϕ¯i,t(wi, yt−1i , ut−1i )}, (A.15)
and we can rewrite the factorization (A.2) as
PYt|W,Xt,Y t−1(yt|w, xt, yt−1)
=
n∏
i=1
K(i−1,i)(y(i−1,i),t|x(i−1,i),t)
·K(i+1,i)(y(i+1,i),t|x(i+1,i),t) ·K(i,i)(y(i,i),t|x(i,i),t)
·
⊗
(u,v)∈E:u∈Si,v∈Si\
←
∂ Si
K(u,v)(y(Si,Si\
←
∂ Si),t|x(Si,Si\←∂ Si),t)
(A.16)
where the channel
⊗
(u,v)∈E:u∈Si,v∈Si\
←
∂ Si
K(u,v) can be re-
alized by the mapping κi,t with the r.v. Ri,t.
To summarize: the mappings defined in (A.9) to (A.11) and
(A.14) specify a randomized T -step algorithm A′ that runs
on G′ and simulates the T -step algorithm A that runs on G.
Specifically, using these mappings, each node i′ in G′ can
generate all the transmitted and received messages of Si in A
as (XTi′ , Y
T
i′ , U
T
i′ ). Moreover, from (A.15) and (A.16) we see
that the random objects(
WSi , X
T
Si , Y
T
Si : i ∈ {1, . . . , n}
)
and (
Wi′ , X
T
i′ , Y
T
i′ , U
T
i′ : i
′ ∈ {1, . . . , n})
have the same joint distribution.
Finally, as we have assumed that
←
∂Si’s are all nonempty,
we can define
Ẑi , Ẑv = ψv(Wv, Y Tv )
with an arbitrary v ∈ ←∂Si. From the definition of Yi,t and
the fact that Y Ti contains Y
T
v , it follows that there exists a
mapping ψi such that
Ẑi = ψi(Wi, Y
T
i ).
Using this mapping, node i′ in G′ can generate the final
estimate of the chosen v ∈ ←∂Si in A as Ẑi′ , such that
(Z, Ẑi : i ∈ {1, . . . , n}) and (Z, Ẑi′ : i ∈ {1, . . . , n}) have
the same joint distribution. This guarantees that
max
i′∈V′
P[d(Z, Ẑi′) > ε] = max
i∈{1:n}
P[d(Z, Ẑi) > ε]
≤ max
v∈V
P[d(Z, Ẑv) > ε]
≤ δ.
The claim that T (ε, δ) for computing Z on G is lower bounded
by T ′(ε, δ) for computing Z on G′ then follows from the
definition of T ′(ε, δ) in (29). This proves Lemma 7.
APPENDIX B
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Recall that, for any randomized T -step algorithm A′, at
step t ∈ {1, . . . , T}, node i ∈ {1, . . . , n} computes the
outgoing messages X(i,i−1),t =
←
ϕi,t(Wi, Y
t−1
i ), X(i,i+1),t =
→
ϕi,t(Wi, Y
t−1
i , U
t−1
i ), and X(i,i),t = ϕ˚i,t(Wi, Y
t−1
i , U
t−1
i ),
and the private message Ui,t = ϑi,t(Wi, Y t−1i , U
t−1
i , Ri,t),
where Ri,t is the private randomness of node i. At step T , node
i computes Ẑi = ψi(Wi, Y Ti ). We will use the Bayesian net-
work formed by all the relevant variables and the d-separation
criterion [24, Theorem 3.3] to find conditional independences
among these variables. To simplify the Bayesian network, we
merge some of the variables by defining
U˜i,t , (X(i,i),t, X(i,i+1),t, Ui,t)
and
Y˜i,t , (Y(i,i),t, Y(i+1,i),t)
for i ∈ {1, . . . , n}. The joint distribution of the variables can
then be factored as
PW,XT ,UT ,Y T (w, xT , uT , yT )
= PW (w)
T∏
t=1
n∏
i=1
1
{
x(i,i−1),t =
←
ϕi,t(wi, y
t−1
i )
}
· PU˜i,t|Wi,Y t−1i ,U˜t−1i (u˜i,t|wi, y
t−1
i , u˜
t−1
i )
·
n∏
i=1
PY(i−1,i),t|U˜i−1,t(y(i−1,i),t|u˜i−1,t)
· PY˜i,t|U˜i,t,X(i+1,i),t(y˜i,t|u˜i,t, x(i+1,i),t). (B.1)
The Bayesian network corresponding to this factorization for
n = 4 and T = 4 is shown in Fig. 10.
If T = 0, then Ẑn = ψ(Wn), hence I(Z; Ẑn|W2:n) ≤
I(Z;Wn|W2:n) = 0. For T ≥ 1, we prove the upper bounds
22
in the following steps, where we assume n ≥ 4. The case
n = 3 can be proved by skipping Step 2, and the case n = 2
can be proved by skipping Step 1 and Step 2.
Step 1:
For any i and t, define the shorthand Xi←,t , X(Ni←,i),t,
whereNi← is the in-neighborhood of node i. From the Markov
chain W,Y T−1n → Xn←,T → Yn,T and Lemma 3, we follow
the same argument as the one used for proving Lemma 5 to
show that
I(Z; Ẑn|W2:n) ≤ I(W1;Y Tn |W2:n)
≤ (1− ηn)I(W1;Y T−1n |W2:n)
+ ηnI(W1;Y
T−1
n , Xn←,T |W2:n).
Applying the d-separation criterion to the Bayesian network
corresponding to (B.1) (see Fig. 10 for an illustration), we can
read off the Markov chain
W1 →W2:n, Y t−1n−1 → Y t−1n , U˜n−1,t, U˜n,t
for t ∈ {1, . . . , T}, since all trails from W1 to
(Y t−1n , U˜n−1,t, U˜n,t) are blocked by (W2:n, Y
t−1
(n−2,n−1)), and
all trails from (Y t−1n , U˜n−1,t, U˜n,t) to W1 are blocked
by (W2:n, Y˜ t−1n−1). This implies the Markov chain W1 →
W2:n, Y
T−1
n−1 → Y T−1n , Xn←,T , since X(n−1,n),T is included
in U˜n−1,T and X(n,n),T is included in U˜n,T . Consequently,1
I(W1;Y
T
n |W2:n) ≤ (1− ηn)I(W1;Y T−1n |W2:n)
+ ηnI(W1;Y
T−1
n−1 |W2:n). (B.2)
Also note that I(W1;Yn,1|W2:n) ≤ I(W1;Xn←,1|W2:n) ≤
I(W1;WNn← |W2:n) = 0.
Step 2:
For i ∈ {1, . . . , n−3}, from the Markov chain W,Y T−i−1n−i →
X(n−i)←,T−i → Yn−i,T−i and Lemma 3,
I(W1;Y
T−i
n−i |W2:n) ≤ (1− ηn−i)I(W1;Y T−i−1n−i |W2:n)
+ ηn−iI(W1;Y T−i−1n−i , X(n−i)←,T−i|W2:n)
From the Bayesian network corresponding to (B.1), we can
read off the Markov chain
W1 →W2:n, Y t−1n−i−1
→ Y t−1n−i , U˜n−i−1,t, U˜n−i,t, X(n−i+1,n−i),t
for t ∈ {1, . . . , T − i}, since all trails from W1 to
(Y t−1n−i , U˜n−i−1,t, U˜n−i,t, X(n−i+1,n−i),t)
are blocked by (W2:n, Y t−1(n−i−2,n−i−1)), and all trails from
(Y t−1n−i , U˜n−i−1,t, U˜n−i,t, X(n−i+1,n−i),t)
to W1 are blocked by (W2:n, Y˜ t−1n−i−1). This implies the
Markov chain
W1 →W2:n, Y T−i−1n−i−1 → Y T−i−1n−i , X(n−i)←,T−i,
1This follows from the ordinary DPI and from the fact that, if X →
A,B → C is a Markov chain, then X → B → C is a Markov chain
conditioned on A = a.
since X(n−i−1,n−i),T−i is included in U˜n−i−1,T−i and
X(n−i,n−i),T−i is included in U˜n−i,T−i. Therefore,
I(W1;Y
T−i
n−i |W2:n) ≤ (1− ηn−i)I(W1;Y T−i−1n−i |W2:n)
+ ηn−iI(W1;Y T−i−1n−i−1 |W2:n) (B.3)
for i ∈ {1, . . . , n− 3}. Also note that
I(W1;Yn−i,1|W2:n) ≤ I(W1;X(n−i)←,1|W2:n)
≤ I(W1;WN(n−i)← |W2:n)
= 0.
Step 3:
Finally, we upper-bound I(W1;Y T−n+22 |W2:n) for T ≥ n −
1. From the Markov chain W,Y t−12 → X2←,t → Y2,t and
Lemma 3,
I(W1;Y
T−n+2
2 |W2:n) ≤ (1− η2)I(W1;Y T−n+12 |W2:n)
+ η2H(W1|W2:n). (B.4)
This upper bound is useful only when H(W1|W2:n) is finite.
If the observations are continuous r.v.’s, we can upper bound
I(W1;Y
T−n+2
2 |W2:n) in terms of the channel capacity C(1,2):
I(W1;Y
T−n+2
2 |W2:n)
=
T−n+2∑
t=1
I(W1;Y2,t|W2:n, Y t−12 )
(a)
=
T−n+2∑
t=1
(
I(W1;Y(1,2),t|W2:n, Y t−12 )
+ I(W1; Y˜2,t|W2:n, Y t−12 , Y(1,2),t)
)
(b)
≤
T−n+2∑
t=1
I(X(1,2),t;Y(1,2),t|W2:n, Y t−12 )
(c)
≤
T−n+2∑
t=1
I(X(1,2),t;Y(1,2),t)
≤ C(1,2)(T − n+ 2), (B.5)
where we have used the Markov chain W1 →
W2:n, Y
t−1
2 , Y(1,2),t → Y˜2,t for t ∈ {1, . . . , T − n + 2},
which follows by applying the d-separation criterion to the
Bayesian network corresponding to the factorization in (B.1),
so that the second term in (a) is zero; the Markov chain
W,Y t−12 → X(1,2),t → Y(1,2),t, which also implies the
Markov chain W1 → X(1,2),t,W2:n, Y t−12 → Y(1,2),t by the
weak union property of conditional independence, hence (b)
and (c); and the fact that I(X(1,2),t;Y(1,2),t) ≤ C(1,2).
Step 4:
Define Ii,t = I(W1;Y ti |W2:i) for i ≥ 2 and t ≥ 1. From (B.2),
(B.3), (B.4), and (B.5), we can write, for n ≥ 3, T ≥ n − 1,
and i ∈ {0, . . . , n− 3},
In−i,T−i ≤ η¯n−iIn−i,T−i−1 + ηn−iIn−i−1,T−i−1 (B.6)
where η¯n−i = 1 − ηn−i, and In−i,1 = 0. In addition, for
T ≥ n− 1,
I2,T−n+2 ≤
{
η¯2I2,T−n+1 + η2H(W1|W2:n)
C(1,2)(T − n+ 2)
, (B.7)
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and I2,0 = 0.
An upper bound on I(W1;Y Tn |W2:n) can be obtained by
solving this set of recursive inequalities with the specified
boundary conditions. It can be checked by induction that
I(W1;Y
T
n |W2:n) = 0 if T ≤ n− 2. For T ≥ n− 1, if ηi ≤ η˜
for all i ∈ {1, . . . , n}, then the above inequalities continue to
hold with ηi’s replaced with η˜. The resulting set of inequalities
is similar to the one obtained by Rajagopalan and Schulman
[13] for the evolution of mutual information in broadcasting
a bit over a unidirectional chain of BSCs. With
B(m, k, p) ,
(
m
k
)
pk(1− p)m−k,
the exact solution is given by
I(W1;Y
T
n |W2:n)
≤ H(W1|W2:n)η˜
T−n+2∑
i=1
η˜n−2(1− η˜)T−i−n+2
(
T − i
n− 2
)
= H(W1|W2:n)η
T−n+2∑
i=1
B(T − i, n− 2, η)
for n ≥ 2, and
I(W1;Y
T
n |W2:n)
≤ C(1,2)η˜
T−n+2∑
i=1
η˜n−3(1− η˜)T−i−n+2
(
T − i− 1
n− 3
)
i
= C(1,2)η
T−n+2∑
i=1
B(T − i− 1, n− 3, η)i
for n ≥ 3. This proves (30a) and (30b).
For general ηi’s, we obtain a suboptimal upper bound by
unrolling the first term in (B.6) for each i and using the fact
that In−i,t = 0 for t ≤ n− i− 2, getting
In−i,T−i ≤ η¯T−n+1n−i ηn−iIn−i−1,n−i−2 + . . .
+ η¯n−iηn−iIn−i−1,T−i−2 + ηn−iIn−i−1,T−i−1
≤ (η¯T−n+1n−i + . . .+ η¯n−i + 1)ηn−iIn−i−1,T−i−1
=
(
1− η¯T−n+2n−i
)
In−i−1,T−i−1.
Iterating over i, and noting that
I2,T−n+2
≤ min{H(W1|W2:n)(1− η¯T−n+22 ), C(1,2)(T − n+ 2)},
we get for n ≥ 2 and T ≥ n− 1,
I(W1;Y
T
n |W2:n) ≤{
H(W1|W2:n)
∏n
i=2
(
1− (1− ηi)T−n+2
)
C(1,2)(T − n+ 2)
∏n
i=3
(
1− (1− ηi)T−n+2
) . (B.8)
The weakened upper bounds in (31a) and (31b) are obtained
by replacing ηi in (B.8) with
η , max
i=1,...,n
ηi.
Finally, we show (32) using an argument similar to the one
in [13]. If n ≥ 4 and T ≤ 2+(n−3)γ/η for some γ ∈ (0, 1),
then
η <
η
γ
≤ n− 3
T − 2 ≤
n− 2
T − 1 ≤ 1
where the last inequality follows from the assumption that
T ≥ n − 1, since otherwise I(Z; Ẑn|W2:n) = 0. The upper
bounds in (30a) and (30b) can be weakened to
I(Z; Ẑn|W2:n)
(a)
≤
{
H(W1|W2:n)η(T − n+ 2)B(T − 1, n− 2, η)
C(1,2)η(T − n+ 2)2B(T − 2, n− 3, η)
(b)
≤ min{H(W1|W2:n), C(1,2)}η(T − n+ 2)2B(T − 2, n− 3, η)
(c)
≤ C(1,2)η(T − n+ 2)2 exp
(
−2
(
n− 3
T − 2 − η
)2
(T − 2)
)
(d)
≤ C(1,2) (n− 3)
2γ2
η
exp
(
−2
(
η
γ
− η
)2
(n− 3)
)
where
(a) and (b) follow from monotonicity properties of the
binomial distribution;
(c) follows from the Chernoff–Hoeffding bound;
(d) follows from the fact that the channels associated with
ES are independent, and the fact that the assumption that
n ≥ 4 and n− 1 ≤ T ≤ 2 + (n− 3)γ/η.
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