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Résumé : Trouver des contrôleurs optimaux pour des systèmes stochastiques est un
problème particulièrement difficile abordé dans les communautés d’apprentissage par
renforcement et de contrôle optimal. Le paradigme classique employé pour résoudre
ces problèmes est celui des processus décisionnel de Markov. Néanmoins, le problème
d’optimisation qui en découle peut être difficile à résoudre. Dans ce papier, nous explo-
rons l’utilisation de l’optimisation par essaim particulaire pour apprendre des contrô-
leurs optimaux. Nous l’appliquons en particulier à trois problèmes classiques : le pen-
dule inversé, le mountain car et le double pendule.
Mots-clés : optimisation par essaim particulaire, contrôle optimal, recherche de poli-
tique.
1. Introduction
L’apprentissage par renforcement (AR) (Sutton & Barto, 1998) formalise
le problème du contrôle optimal. Dans ce paradigme, à chaque pas de temps
(discret), le système à contrôler est dans un état (ou configuration) donné.
L’agent doit alors choisir l’action à exécuter. Le système change alors d’état
avec une certaine distribution de probabilité (supposée ici Markovienne) et
un oracle fourni une récompense associée à cette transition. La récompense
n’est qu’une indication locale de la qualité du contrôleur, le but de l’agent
étant de choisir une séquence d’actions maximisant une certaine fonction du
cumul des récompenses. L’un des avantages de ce paradigme est que la récom-
pense n’est qu’une indication grossière de la qualité du contrôleur puisqu’elle
ne précise pas l’action que l’agent aurait dû exécuter (par exemple, pour un
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joueur d’échec, la récompense pourrait être délivrée s’il gagne la partie sans
préciser qu’il aurait dû prendre la reine). La fonction associant les configura-
tions aux actions est appelée politique (ou contrôle) ; sa qualité est quantifiée
par la fonction de valeur qui associe à chaque état l’espérance du cumul de ré-
compenses partant de cet état et suivant la politique. La politique optimale est
celle qui maximise la fonction de valeur. Il existe différentes approches pour
apprendre une politique optimale. L’une d’elle consiste à paramétrer la poli-
tique et à chercher dans l’espace des politiques celle qui maximise la fonction
de valeur en suivant le gradient de la fonction de valeur par rapport aux para-
mètres de la politique (e.g., Baxter & Bartlett (1999)). Cette approche conduit
néanmoins à certaines difficultés. Même pour des politiques simples, le calcul
du gradient de la fonction d’utilité associée n’est pas aisé.
Dans la communauté de l’optimisation numérique, il existe un certain nombre
d’algorithmes qui ne nécessitent pas de calculer le gradient de la fonction de
coût mais simplement de savoir l’évaluer (e.g. les algorithmes génétiques, les
essaims particulaires, etc.). Ces approches impliquent une population d’in-
dividus (chacun représentant un jeu de paramètres) qui sont combinés afin
d’atteindre un optimum global de la fonction de coût. L’algorithme d’optimi-
sation par essaim particulaire (Particle Swarm Optimization, PSO), introduit
par Kennedy & Eberhart (1995), fait partie de cette classe d’algorithmes. Plu-
sieurs variations de l’algorithme de Kennedy ont été proposées et on trouvera
une revue de ces variantes dans Engelbrecht (2005). Il a été montré expéri-
mentalement que l’algorithme PSO (la version originale ou ses variantes) est
très efficace pour résoudre des problèmes d’optimisation uni- ou multimo-
daux avec une fonction de coût statique ou dynamique et ce, même dans des
espaces de recherche de grande dimension (Engelbrecht, 2010).
Dans cet article, nous introduisons un algorithme simple de recherche de
politique reposant sur l’optimisation par essaim particulaire et nous montrons
son efficacité à résoudre trois problèmes standards d’optimisation en appren-
tissage par renforcement : le pendule inversé, le mountain car et le double
pendule. Les deux premiers problèmes sont stochastiques puisque du bruit est
présent dans l’évolution du système et dans la sélection de l’action. La fitness
associée à un contrôleur étant évaluée par Monte-Carlo, cette stochasticité se
retrouve dans le paysage de la fonction d’utilité. Pour le dernier problème,
nous nous intéressons aux capacités de l’algorithme à travailler dans des es-
paces de recherche de grande dimension. Le double pendule est un problème
très difficile et la plupart des approches éprouvent beaucoup de difficulté à
trouver un contrôleur optimal.
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2. Monte Carlo Swarm Policy Search (MCSPS)
Un processus décisionnel de Markov (PDM) est défini par la donnée de
l’ensemble {S,A, P,R} où S est l’espace d’états, A l’espace d’actions, P
un ensemble de probabilités de transitions Markoviennes et R une fonction
de récompense. Une politique est une fonction de l’espace d’état vers les
distributions de probabilités sur les actions : pi : S → P(A). A chaque
pas de temps i, le système à contrôler est dans un état si, l’agent choisit
une action ai selon la politique pi, ai ∼ pi(.|si). L’action est appliquée au
système qui évolue de manière probabiliste vers un état si+1 selon les pro-
babilités de transition Markoviennes P (si+1|si, ai). L’agent reçoit alors une
récompense ri = R(si, ai, si+1). Le but de l’agent est d’apprendre une po-
litique qui maximise la fonction de valeur, fonction du cumul des récom-
penses. Il a plusieurs façons de définir cette fonction de valeur. Il est ha-
bituel de considérer l’espérance du cumul actualisé des récompenses (es-
pérance calculée selon la stochasticité des transitions et de la politique) :
V pi(s) = E[
∑∞
i=0 γ
iri|s0 = s, pi], le terme γ ∈ [0, 1[ étant le facteur d’ac-
tualisation qui pondère l’influence des récompenses à long terme par rapport
aux récompenses à plus court terme. Dans le cas où le problème est à horizon
fini T , il est également possible de considérer la fonction de valeur suivante :
V pi(s) = E[
∑T
i=0 ri|s0 = s, pi]. Enfin, un autre critère moins utilisé parce que
moins pratique d’une point de vue mathématique est la récompense moyenne :
V pi(s) = limn→∞ 1nE[
∑n
i=0 ri|s0 = s, pi]. Quelle que soit la fonction de va-
leur choisie, la fonction d’utilité à maximiser est l’espérance de la fonction de
valeur selon la distribution p0 des états initiaux :
ρpi = E[V pi(s0)|s0 ∼ p0]. (1)




Dans le cadre de la recherche directe de politique, nous introduisons quelques
hypothèses. Tout d’abord, nous supposons que le modèle du système à contrô-
ler (les probabilités de transition et la fonction de récompense) est inconnu
mais qu’on dispose d’un simulateur permettant d’échantillonner des trajec-
toires selon n’importe quelle politique (cette hypothèse n’est pas forcément
très forte). Par ailleurs, nous supposons que la politique est paramétrée, i.e.
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chaque politique piθ est paramétrée par un vecteur de paramètres de dimen-
sion p θ ∈ Rp (par example, la politique peut être un échantillonneur de Gibbs
sur un réseau à fonctions de base radiales, les paramètres étant les poids des





Ce problème d’optimisation n’est pas simple à résoudre. Certains auteurs ont
proposé de le résoudre par montée de gradient (Baxter & Bartlett, 1999) ou
par des méthodes d’entropie croisée (Mannor et al., 2003). Le modèle étant
supposé inconnu, si l’optimisation repose sur le gradient de la fonction de
valeur, il doit être estimé par simulation ; mais cette estimation peut avoir une
grande variance.
Dans ce papier, nous introduisons une idée simple : utiliser l’optimisation
par essaim particulaire pour résoudre le problème d’optimisation précédent.
Dans ce cadre, chaque particule a une position dans l’espace des paramètres,
cette position déterminant une politique dont la fitness associée est ρpiθ . Le
modèle étant supposé inconnu, la fitness ne peut pas être calculée analytique-
ment mais elle peut être estimée par une méthode de Monte Carlo en simulant
plusieurs trajectoires d’une même politique. On génère ainsi M trajectoires,
partant d’un état initial aléatoire s0 distribué selon p0. Chaque trajectoire
est obtenue en appliquant la même politique piθ. A partir de ces trajectoires
{(sm0 , rm0 , sm1 , rm1 . . . smT , rmT−1)1≤m≤M}, avec T la longueur de l’épisode (on
considère ici des problèmes à horizon fini), on peut calculer un estimateur









Pour l’algorithme d’optimisation par essaim, nous utilisons une grille de
5×5 particules avec une topologie de von Neumann. Il existe plusieurs règles
de mise à jour des positions et vitesses des particules, dont on trouvera une re-
vue dans (Engelbrecht, 2005), et nous utilisons l’algorithme de base de Ken-
nedy & Eberhart (1995) avec un facteur de constriction (Clerc & Kennedy,
2002). En particulier, les vitesses vi et positions pi d’une particule i sont mises
à jour par :
∀j ∈ [|1, p|], vij = wvij + c1r1.(bij − pij) + c2r2.(lij − pij)
pi = pi + vi (5)
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avec les méta-paramètres w = 0.729844, c1 = c2 = 1.496180, r1, r2 étant
des nombres aléatoires tirés uniformément dans [0, 1], bi étant la meilleure
position que la particule a occupée dans son existence, li la meilleure posi-
tion qu’une particule dans la voisinage de la particule i a occupée dans son
existence et p le nombre de paramètres à estimer. Les positions des particules
sont initialisées aléatoirement dans l’espace des paramètres et les vitesses sont
initialement nulles. Les positions et vitesses des particules sont mises à jour
de manière asynchrone. L’algorithme est détaillé ci-dessous. Notez que, les
problèmes étant stochastiques, on réévalue à chaque itération la fitness de la
meilleure particule du voisinage. Les scripts pour les simulations présentées
par la suite sont disponible en ligne (Fix & Geist, 2011).
Algorithme 1: Algorithme Monte Carlo Swarm Policy Search
Initialization;
pour t = 1 à N faire
particles→ shuffle();
pour i = 1 à P faire
// Mise à jour des positions, vitesses et fitness de la particule i
vi ← wvi + c1R1.(bi − pi) + c2R2.(li − pi);
BoundVelocity(vi);
pi ← pi + vi;
BoundPosition(pi);
fi ← MonteCarlo(pi);
f bi ← MonteCarlo(bi);
si fi > f bi alors
bi ← pi;
f bi ← fi;
fin
// Mise à jour des meilleurs positions dans le voisinage
pour j = 1 à P faire
si i ∈ Nj and f bi > f lj alors
lj ← bi;









Le problème du pendule inversé est un problème classique en apprentis-
sage par renforcement et a déjà été résolu grâce à diverses méthodes (voir
par exemple Lagoudakis & Parr (2003)). Nous utilisons la même définition
du problème que Lagoudakis & Parr (2003). Ce problème consiste à trouver
la force à appliquer à un mobile, sur lequel est accroché un pendule, afin de
maintenir ce pendule dans la position verticale instable. L’état du système est
formé par l’angle que forme le pendule avec la verticale et sa vitesse angulaire
(θ, θ˙). L’évolution de l’état est régie par les équations suivantes :{
θt+1 = θt + τ θ˙t
θ˙t+1 = θ˙t + τ
g sin(θt)−αml sin(2θt)θ˙2t /2−α cos(θt)(ft+η)
4l/3−αml cos2(θt)
(6)
avec g la constante de gravité (g = 9.8m/s2), m et l les masses et longueurs
du pendule (m = 2.0 kg, l = 0.5 m), M la masse du mobile (M = 8.0 kg) et
α = 1
m+M
. Le pas de discrétisation τ est fixé à 0.1s. Le pendule doit être main-




]. Une politique optimale peut maintenir le
pendule indéfiniment. On limite la durée d’un épisode à 3000 interactions. A
chaque interaction, une récompense nulle r = 0 est obtenue sauf si le pen-
dule quitte le domaine D qui conduit à une récompense négative r = −1
et termine l’épisode. Il faut remarquer que ce signal de récompense est très
grossier puisqu’il indique uniquement que le pendule ne doit pas tomber et
ne précise pas que la position optimale est à la verticale (ce qui peut être in-
duit par une récompense en cosinus). Le pendule est initialisé aléatoirement
proche de l’équilibre instable (θ0 ∈ [−0.1; 0.1], θ˙0 ∈ [−0.1; 0.1]). Le système
est contrôlé en appliquant une force ft ∈ {−50, 0, 50} N. perturbée par un
bruit uniforme η ∈ [−5; 5] N. .
Le contrôleur est défini par 9 fonctions radiales (RBF) et un terme constant
par action. Les 9 gaussiennes ont des moyennes uniformément réparties dans
[−pi/4, pi/4] × [−1.0; 1.0], leur variance étant fixée à σ = 1, 0. Optimiser
ce contrôleur consiste à trouver 30 paramètres (les amplitudes des 27 gaus-
siennes et les 3 termes constants). Le RBF associé à chaque action défini, à
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un facteur de normalisation près, la probabilité de sélectionner cette action :
∀i ∈ [1, 3], Pi = exp(ci +
9∑
j=1
ai,j exp(−(θ − θj)




Les expériences sont répétées 1000 fois avec 200 itérations de l’essaim
pour chaque expérience. Pour chaque itération de l’essaim, la fitness est éva-
luée à partir d’une seule trajectoire ce qui rend l’itération plus rapide mais
également la fitness plus sujette au bruit (d’évolution, de sélection de l’ac-
tion ou de définition de l’état initial). Nous ne l’illustrons pas dans cet article
mais la fitness reste effectivement stochastique. Même si la fitness à maximi-
ser est calculée sur une seule trajectoire, la qualité d’un contrôleur est évaluée
a posteriori sur 500 trajectoires pour en avoir une bonne estimation.
La figure 1 montre la durée moyenne d’un épisode pour la meilleure parti-
cule à chaque itération de l’essaim ainsi que sa variance. D’après ces résultats,
l’essaim converge vers un contrôleur optimal qui maintient le pendule dans le
domaine but pendant tout l’épisode. Il faut en moyenne 50 itérations pour
converger vers ce contrôleur optimal, ce qui correspond à 1250 trajectoires
avec un essaim composé de 25 particules.
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FIGURE 1: Durée moyenne d’un épisode ainsi que sa variance pour le
meilleur contrôleur de l’essaim. Cette moyenne est calculée sur
1000 essais avec 500 trajectoires à chaque itération de l’essaim. Il
est à noter que cette mesure de performance n’est pas directement





Le second problème que nous considérons est le problème du mountain
car décrit dans (Sutton & Barto, 1998, Chap 8). Le but est de contrôler un
véhicule pour qu’il sorte d’une vallée. Le couple du véhicule est limité, ce
qui l’oblige à osciller d’avant en arrière pour gagner de la vitesse afin de
s’extraire de la vallée. L’état est défini par la position x ∈ [−1.2, 0.5] et la
vitesse x˙ ∈ [−0.07, 0.07] du véhicule. Trois actions discrètes sont autorisées
a ∈ {−1, 0, 1} pour accélérer vers la gauche, ne rien faire et accélérer vers la
droite. L’évolution de l’état est régie par les équations suivantes :{
x˙t+1 = bound(x˙t + 10−3(at − 2.5 cos(3xt)))
xt+1 = bound(xt + x˙t+1)
(7)
La position du véhicule est bornée dans [−1.2, 0.5]. L’état du véhicule est
initialisé aléatoirement proche du pire cas, c’est à dire au fond de la vallée
avec une vitesse proche de zéro x0 ∈ [−0.75,−0.25], x˙0 ∈ [−0.02, 0.02].
Lorsque le véhicule atteint la borne à gauche xt+1 ≤ −1.2, il reste sur place
et sa vitesse est annulée. Lorsque le véhicule atteint la position but xt+1 ≥
0.5, l’épisode se termine avec une récompense nulle r = 0. Une récompense
négative r = −1 est délivrée à chaque itération. L’optimisation consiste à
maximiser les récompenses espérées ce qui est équivalent ici à minimiser le
temps mis pour atteindre la sortie.
Le contrôleur est défini par 9 fonctions de base radiales (gaussiennes) et un
terme constant pour chaque action, ce qui conduit à un problème d’optimisa-
tion en dimension 30. En appliquant une mise à l’échelle de l’état (position et
vitesse) pour que celui-ci soit dans le domaine [0, 1]× [0, 1], les moyennes des
gaussiennes sont uniformément réparties dans [0, 1]×[0, 1] et la variance fixée
à σ = 0.3. Comme pour le pendule inversé, le résultat de ces fonctions ra-
diales définit, à un facteur de normalisation près, la probabilité de sélectionner
chacune des actions.
3.2.2. Résultats expérimentaux
L’expérience est répétée 1000 fois et chaque expérience consiste en 500
itérations de l’essaim (qui est largement suffisant pour obtenir un contrôleur
optimal). La fitness d’une particule est évaluée sur 30 trajectoires ce qui ne
supprime pas complètement sa stochasticité tout en limitant le temps pour son
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calcul. La qualité d’un contrôleur est évaluée a posteriori sur 1000 trajectoires
pour en avoir une bonne estimation. Le nombre moyen de pas pour atteindre
l’état but et sa variance sont représentés sur la figure 2a).
Le nombre moyen de pas pour atteindre la sortie en fonction de l’état de
départ pour une politique initiale et la politique optimale obtenue sur une
expérience est représenté sur les figures 2b,c.
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FIGURE 2: a) Nombre moyen de pas pour atteindre l’état but et sa variance.
Cette moyenne est calculée sur 1000 répétitions de l’expérience
avec 1000 trajectoires pour chaque itération. Le temps moyen pour
atteindre l’état but pour différents états de départ pour une po-
litique initiale b) et optimale c) d’une expérience. Cette moyenne




Ce dernier problème consiste à amener et maintenir un double pendule
à la position verticale pointant vers le haut (instable) partant de la position
pointant vers le bas (stable). L’action est le couple appliqué à l’articulation
entre les deux bras du pendule. La mécanique du système fait que le seul
moyen d’atteindre l’état but est de balancer le pendule. L’état du système est
défini par les angles θ1, θ2 et vitesses angulaires θ˙1, θ˙2 des deux bras (voir fig.
3). Ce double pendule est contrôlé par le couple τ appliqué à l’articulation
entre les deux bras. L’évolution de l’état du système est régie par les équations
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à temps discrets 8 (Spong, 1995) avec τ ∈ {−1, 0, 1}, ∆t = 0.01s., θ˙1,t ∈
[−9pi, 9pi], θ˙2,t ∈ [−4pi, 4pi], m1 = m2 = 1, l1 = l2 = 1, lc1 = lc2 = 0.5,
I1 = I2 = ml
2/12, g = 9.8. Le pendule est initialisé dans la position verticale
pointant vers le bas avec des vitesses angulaires nulles θ1,0 = 3pi/2, θ2,0 =
0, θ˙1,0 = θ˙2,0 = 0. Nous ne considérons donc pas de bruit dans l’état initial
ni dans les équations d’évolution. Les temps de simulation ne permettant pas
de considérer un problème stochastique, nous nous intéressons ici plutôt à la
capacité de l’optimisation par essaim à travailler dans des espaces de grande
dimension (ici 256, voir ci-après).
θ1,t+1 = θ1,t + ∆t.θ˙1,t
θ2,t+1 = θ2,t + ∆t.θ˙2,t
θ˙1,t+1 = θ˙1,t + ∆t.θ¨1,t






















+ l1lc2 cos(θ2,t)) + I2
φ1 = m2l1lc2(−θ˙22,t sin(θ2,t) + 2θ˙2,tθ˙1,t sin(θ2,t))
+(m1lc1 +m2l1)g cos(θ1,t − pi/2) + φ2
φ2 = m2lc2g cos(θ1,t + θ2,t − pi/2)
(8)
Ce problème de contrôle est particulièrement difficile (Munos & Moore,
1999). Pour rendre le problème plus simple, nous considérons un contrôleur
combinant des fonctions radiales de bases (RBF) et un régulateur quadratique
linéaire optimal (LQR) (Spong, 1995). Le contrôleur LQR peut maintenir le
pendule en position verticale instable mais est incapable de le balancer pour
l’y amener. Par ailleurs, le contrôleur LQR fonctionne parfaitement dans un
domaine très restreint de l’espace d’état ; pour des vitesses angulaires nulles
θ˙1 = θ˙2 = 0, ce contrôleur stabilise correctement le pendule dans le domaine
θ2 = 0, θ1 = pi/2 ± pi/24. La tâche du second contrôleur, le contrôleur RBF,
est alors d’amener le pendule dans ce domaine pour que le contrôleur LQR
puisse le stabiliser. Le contrôleur RBF consiste en la tangente hyperbolique de
256 gaussiennes (4 gaussiennes par dimension, pour 4 dimensions). Lorsque
le pendule est proche de l’état but (θ1 = pi/2 ± pi/4, θ2 = 0 ± pi/4, θ˙1 =
0 ± pi/2, θ˙2 = 0 ± pi/2, ce que l’on note Dθ), c’est le contrôleur LQR qui
prend la main. Il doit être noté que bien que cela soit possible, nous n’opti-
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misons pas le contrôleur LQR mais celui-ci est calculé a priori (voir Spong
(1995)). De meilleurs contrôleurs pourraient certainement être définis mais
nous souhaitons par cet exemple illustrer les capacités de l’algorithme par
essaim à résoudre des problèmes d’optimisation dans des espaces de grande
dimension. Le contrôleur est ainsi définis par les équations (9).
τ =
 −K




















avec σ1 = σ2 = 0.25, σ3 = σ4 = 4.5, les moyennes des gaussiennes étant
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FIGURE 3: a) Description physique du problème de double pendule. Partant
de l’état à la position verticale pointant vers le bas, le contrôleur
doit amener le pendule en position verticale pointant vers le haut
instable en appliquant un couple τ à l’articulation entre les deux
segments. b) Nombre moyen de pas passés dans le domaine but en
fonction de l’itération de l’essaim. Cette moyenne est calculée sur
une trajectoire avec 300 répétitions de l’expérience. c) Comporte-
ment d’un contrôleur optimal trouvé par l’algorithme. Sa fitness
est de l’ordre de 1600.
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3.3.2. Résultats expérimentaux
L’expérience est répétée 300 fois. Une simulation est limitée à 20s. soit
2000 itérations. L’essaim évolue pendant 4000 itérations. Une récompense
r = 1 est fournie chaque fois que le pendule est le domaine but Dθ et r = 0
sinon. La moyenne des fitness est illustrée sur la figure 3b. Comme on peut le
voir, l’essaim ne converge pas tout le temps vers un contrôleur optimal ce qui
est probablement dû à l’architecture du contrôleur considérée. Par ailleurs,
l’essaim a tendance à rester sur des plateaux. Il y a néanmoins des politiques
proches de l’optimum comme celle illustrée sur la figure 3c. Cette dernière
application permet d’illustrer que l’optimisation par essaim reste une solution
viable pour l’optimisation dans des espaces de recherche de grande dimen-
sion.
4. Discussion
L’optimisation par essaim particulaire est un algorithme d’optimisation
particulièrement efficace. En plus des différents résultats empiriques dans la
littérature qui illustrent les performances de ces algorithmes, principalement
sur des problèmes dont la fonction de coût est déterministe, nous avons montré
que ces algorithmes sont performants sur des problèmes d’optimisation sto-
chastiques. Ces algorithmes sont par ailleurs très simples à mettre en oeuvre
puisqu’ils n’impliquent pas de dérivées de la fonction de coût et ne dépendent
que de très peu de méta-paramètres. Pour certains problèmes d’apprentissage
par renforcement, l’évaluation d’une trajectoire peut être coûteuse (e.g. le
double pendule). Utiliser un grand nombre de trajectoires permet de réduire
la stochasticité de la fonction de coût. L’optimisation par essaim particulaire
(et cela reste valable pour d’autres algorithmes d’optimisation par popula-
tion) a besoin de pouvoir comparer des individus et cette comparaison peut
être réalisée par des tests statistiques dont on adapte le nombre de trajectoires
considérées, comme le suggère Stagge (1998) (voir aussi Heidrich-Meisner
& Igel (2009) pour la mise en oeuvre de cette idée dans la recherche de po-
litique avec CMA-ES). Par ailleurs, il est prévu dans des futurs travaux de
comparer l’approche par essaim particulaire à d’autres approches proposées
dans la littérature reposant sur l’entropie croisée (Mannor et al., 2003), l’algo-
rithme évolutionnaire CMA-ES (Heidrich-Meisner & Igel, 2008), la montée
de gradient proposée par (Baxter & Bartlett, 1999) ou d’autres algorithmes
impliquant de calculer le gradient de la politique (Peters & Schaal, 2006).
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Cette comparaison entre les algorithmes impliquera nécessairement une phase
de méta-optimisation ou les méta-paramètres optimaux devront être trouvés.
Une des faiblesses de l’approche que nous présentons réside dans le fait qu’il
faut disposer d’un simulateur pour évaluer les qualités d’un contrôleur. Nous
travaillons actuellement sur une adaptation de l’algorithme Fitted-Q qui per-
mettrait de relâcher cette contrainte. Pour ce faire, on remplace l’estimation
Monte-Carlo pour une approximation de la fonction de valeur (Geist & Piet-
quin, 2011). On peut également imaginer développer des versions en ligne de
cet algorithme avec un contrôleur optimisant sa politique au fur et à mesure
de ses interactions avec l’environnement.
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