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ABSTRACT
Understanding Tuberculosis transmission is vital for e↵orts at interrupting the
spread of disease. Household contact studies that follow persons sharing a household
with a TB case—so-called household contacts—and test for latent TB infection by
tuberculin skin test conversion give investigators vital information about risk factors
for TB transmission. In these studies, investigators often assume secondary cases are
infected by the primary TB case, despite substantial evidence that infection from a
source outside the home is often equally likely, especially in high-prevalence settings.
Investigators may discard information on contacts who test positive at study initia-
tion due to uncertainty of the infection source, or assume those contacts were infected
from the index case prior to study initiation. With either assumption, information on
transmission dynamics is lost or incomplete, and estimates of household risk factors
for transmission will be biased. This dissertation describes an approach to modeling
TB transmission that accounts for community-acquired transmission in the estimation
of transmission risk factors from household contact study data. The proposed model
generates population-specific estimates of the probability a contact of an infectious
vi
case will be infected from a source outside the home—a vital statistic for planning
e↵ective interventions to halt disease spread—in additional to estimates of household
transmission predictors. We first describe the model analytically, and then apply it
to synthetic datasets under di↵erent risk scenarios. We then fit the model to data
taken from three household contact studies in di↵erent locations: Brazil, India, and
Uganda. Infection predictors such as contact sleeping proximity to the index case and
index case disease severity are underestimated by standard models compared to the
proposed method, and risk of TB infection from outside the home increases with age
stratum, reflecting longer at-risk duration for community-based exposure for older
contacts. This analysis will aid public health planners in understanding how best to
interrupt TB spread in disparate populations by characterizing where transmission
risk is greatest, and which risk factors influence household-acquired transmission. Fi-
nally, we present an open-source software package in the R environment titled upmfit
for modular implementation of the Bayesian Markov Chain Monte Carlo methods used
to estimate the model.
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1Chapter 1
Introduction
Tuberculosis and Household Contact Studies
Tuberculosis (TB) is a bacterial infection caused by Mycobacterium tuberculosis. It
usually a↵ects the lungs, but it can infect any organ system (for example, central
nervous system infection causes tuberculous meningitis).
TB disease is a massive global health challenge. In 2014, 1.5 million people died
from the disease,1 and the World Health Organization (WHO) recently ranked TB
above HIV as the world’s most deadly infectious disease.2 It is thought that fully
one-third of the world population has noninfectious latent TB infection (LTBI). Thus,
latent TB infection is clinically distinct from infectious TB disease, with the former
showing no discernable disease characteristics other than testable immune response,
and the latter a↵ecting 5% of those infected with LTBI, primarily by pulmonary
infection. The rise of multi-drug resistant TB strains (MDR-TB), mass migration
and industrialization, less-than-optimal diagnostic methods, the pressure of the HIV
epidemic, and the disease’s long latency period (LTBI can persist for decades and
spontaneously develop into primary disease) have complicated e↵orts at TB eradi-
cation.3 Treatment can be onerous, and choosing the appropriate treatment is not
always straightforward, especially in the case of LTBI.4 To meet current WHO goals to
eliminate TB in the near future, understanding where and when infection is occurring
will be paramount in e↵orts to interrupt the spread of the disease.5,6
TB spreads by droplet nuclei coughed by a person with pulmonary TB. Unlike
2influenza or measles, TB infection usually requires some duration of exposure between
infector and infectee. Studies dating back many years have established that trans-
mission is more likely in close quarters.7 Consequently, household-based transmission
has been a focus of TB epidemiologic research for some time. International collabo-
rations to standardize specimen collection and pool data resources from clinical and
household studies have seen an uptick in recent years.8 However, na¨ıve estimates of
the risk of TB transmission drawn from households are inherently unreliable. Geno-
typing of TB strains of secondary cases in homes with a primary TB case has found
that anywhere from 10 to 70% of secondary cases that go on to active disease are
attributable to infection from outside the home.9–13
This ambiguity in the source of the infection complicates reliable estimation of risk
factors for household-based transmission, since LTBI is not infectious and cannot be
molecularly analyzed, as the tuberculin skin test (TST—also known as the Mantoux
test, Pirquet test, or PPD test), the most common diagnostic test for LTBI, relies
on a host immune response and not on microscopy or genetic analysis of a specimen.
Little work has been done to address the issue of competing sources of risk in TB
transmission models; investigators generally assume that all observed transmission is
occurring only in the household, or they discard TST-positive cases among household
contacts at the initiation of the study period due to the ambiguity in the source of
transmission. In either scenario substantial information is lost.
A further issue with these types of studies is that beyond prevalence estimates,
investigators do not have much of an indication of the risk of TB acquisition from
outside the home, or whether contacts of an infectious case are at greater risk from
the infected contact they live with, or from an infected person residing outside the
home with whom they come into contact. This risk is geographically specific, and
also likely depends on factors that may also influence household-based transmission,
3such as contact age. Knowing the probability of community-acquired and household-
acquired TB infection for a population will allow public health planners to more ef-
fectively allocate resources for interrupting disease transmission. These interventions
could be household- or behavioral-based interventions such as smoking cessation or
substitution of biomass fuels used for cooking in the home, or contact investigations
focusing on community spaces such as workplace, classroom, and social venues.14
A Brief History of Disease Transmission Models
Disease transmission models have a long history. The simple chain binomial models
put forward by Lowell Reed, W.H. Frost, and M. Greenwood date to the 1920s,15,16
and the rudiments of these models were described even earlier by En’ko in the late
19th century.17 Chain binomial models describe the probability of escaping infection
at the individual level, but with little extendibility for heterogeneous risk profiling or
controlling for potential confounders.
In the late 1960s, Gani and Jerwood generalized chain binomial models as discrete-
time Markov chains,18 and in the 1980s household disease dynamics were given
scrutiny outside the Reed-Frost-Greenwood paradigm. In 1982, Longini and Koop-
man described an approximate recursively-defined maximum likelihood method to
estimate the probability of household and community influenza infection in the ab-
sence of known infection onset times.19 In 1991, Addy et al. generalized the work of
Longini and Koopman to allow more sources of heterogeneity in risk of transmission
into their model.20 In 2011, Brooks-Pollock et al. described an adaptation of the
final-size model of Longini and Koopman for TB transmission using Markov chain
Monte Carlo (MCMC) techniques. The Brooks-Pollock method has the benefit of be-
ing able to incorporate prior information into estimates of transmission parameters,
due to its Bayesian design, but like the original frequentist method, there are limits
on the modeling of heterogeneity among both households and individuals.
4In 2004 and 2009, Cauchemez et al. described two Bayesian models, both for
influenza, which estimate parameters such as duration of infectious period, serial in-
terval, and instantaneous risk of infection.21,22 The data used in these models were
taken from household follow-up studies. Daily measurements were taken on study par-
ticipants to track a partially observed process of infectious period onset. These models
account for probability of community-acquired transmission, but require calculation
of the serial interval, which relies on daily measurements on study participants.
All these methods are limited in terms of modeling individual-level covariates: the
only additional variables analyzed in the Longini/Koopman and Cauchemez models
are household size and binary age classification (child or adult). The most recent
Cauchemez paper includes an “infectivity” variable for a primary case, and for age
of the household contact, but does not allow for the control of bias from multiple
confounding variables. Besides the limitations of models that do not admit for het-
erogeneous risk profiling, there is the further limitation that the surveyed models are
practically unsuitable for modeling TB, a disease characterized by generally unob-
served transmission and a long latency period.
Overview of the Dissertation
This dissertation focuses on the design, analysis, and application of a new model for
accounting for additional sources of risk for TB transmission in household contact
studies which does not require the routine testing and sometimes daily measurements
employed by other transmission models. Using household follow-up data, the pro-
posed model estimates individual- and household-level risk factors in the form of
odds ratios (OR) while controlling for potential confounding variables, and gives a
measure of community-acquired infection risk among household contacts of an infec-
tious TB case, what we refer to as the probability of community infection. From this
calculation, the probability of household-acquired infection is also estimable.
5In Chapter 2 we formulate the proposed model, then apply it to synthetic datasets
under di↵erent risk scenarios to analyze model accuracy and flexibility. We then apply
the model to a household contact follow-up study from Brazil. In Chapter 3 we apply
the model to data from household contact studies in three populations: Brazil, India,
and Uganda, and analyze the populations under age stratification and formulate an
estimator for the probability of household-acquired disease. In Chapter 4 we present
an open-source software package in the R environment23 for model implementation
by investigators who may not have experience programming posterior distribution
samplers for complex hierarchical models.
6Chapter 2
The Unified Probability Model
The proposed solution to the shortcomings of standard modeling approaches to house-
hold contact studies for TB, namely mixed e↵ects logistic regression and generalized
estimating equation (GEE) models, is the Unified Probability Model (UPM). The
UPM models the risk of TB infection from the community as an added noise parame-
ter in a Bayesian mixed e↵ects logistic regression model of individual- and household-
based risk factors for TB infection (e.g. number of windows in the home, age and
smoking status for each contact).
The parameterization of the model makes it weakly non-identifiable, in that the
partial derivative of the model log-likelihood with respect to parameter ↵, described
later in this chapter, contains discontinuities. This limitation is particularly acute in
the presence of household clustering, which is inescapable in household contact stud-
ies, and for high values of risk of community-acquired TB. However, with minimal
prior probability distribution specification on the household clustering variables—
the random e↵ects, the model can accurately distinguish between linear components
(intercept the random e↵ects) and the ↵ term. This prior constraint on clustering
parameters allows for stable model estimation. The UPM generates posterior proba-
bility distributions for coe cients of predictors of household infection, which can be
exponentiated to yield odds ratios comparing di↵erent groups while controlling for
potential confounders, as well as a posterior distribution of the risk of community-
acquired infection among household contacts of a primary index case.
7In this chapter we analytically describe the proposed model, then apply it to
synthetic datasets under di↵erent risk scenarios to investigate model flexibility and
accuracy, and compare simulated UPM results to two competing models: a Bayesian
mixed e↵ects logistic regression and a frequentist mixed e↵ects logistic regression. We
then apply the UPM and the two competing models to a household contact study
undertaken in Brazil as an exercise to show the model’s usefulness in characterizing
household risk factors for TB transmission while accounting for community-acquired
TB infection.
Household Infection Component
Denote probability of household infection for household contact j in household i as
pHij , and let
logit(pHij ) ⌘ log
 
pHij
1  pHij
!
= Xij  + bi, (2.1)
where Xij tracks person- and household-level predictors, and bi is a random e↵ects
term for household clustering. We assume that bi is Gaussian: bi ⇠ N(µb,  b), for
hyperparameter mean µb and standard deviation  b.
Community Infection Component
Denote the probability of community-acquired infection as
pC =
exp(↵)
1 + exp(↵)
, (2.2)
which implies that
logit(pC) = ↵. (2.3)
The implicit assumption of the community infection component is that the risk of
community-acquired infection is identical for all persons: i.e. pCij = p
C 8 i, j. This as-
sumption implies that individual infectee characteristics are immaterial to community
8risk of infection, and that exposure to community risk is constant and homogeneous.
This assumption is an obvious simplification, but has precedent in other household
transmission models (ibid. Cauchemez, 2004).
Unification of Risk Components
Define the probability that person j in household i is infected, that is, that individual
j’s outcome variable Y is 1 and not 0, as
P (Yij = 1) ⌘ ✓ij = pHij + pC   (pHij ⇥ pC), (2.4)
where ✓ij is risk of infection from any source, pHij is the probability of infection from
a household source, pC is the probability of infection from a community source, and
Yij is the TST outcome measured on contact j in household i.
Parameter Estimation
Model Likelihood
For household i define set Ui as all persons uninfected, and set Ii as the set of all
those infected. Denote the set of parameters to be estimates as
 = { 1,  2, ... p, µb,  b, b1, b2, ...bM ,↵}, (2.5)
where M is the number of households and p is the number of measured predictor
variables.
The likelihood for the ith household is
Li( |Xi,Yi) =
Y
j2Ii
✓ij
Y
j2Ui
(1  ✓ij) = (2.6)
9Y
j2Ii
⇢
exp(Xij  + bi)
1 + exp(Xij  + bi)
+
exp(↵)
1 + exp(↵)
  exp(Xij  + bi)
1 + exp(Xij  + bi)
⇥ exp(↵)
1 + exp(↵)
 
⇥
Y
j2Ui
⇢
1
1 + exp(Xij  + bi) + exp(↵)  exp(Xij  + bi)⇥ exp(↵)
 
, (2.7)
which can be expressed as
Y
j2Ii
!ij
1 + !ij
Y
j2Ui
1
1 + !ij
, (2.8)
with !ij = exp(Xij  + bi) + exp(↵)  exp(Xij  + bi)⇥ exp(↵).
The overall likelihood is then the product of the household cluster likelihoods
L( |X,Y) =
Y
i2M
Li =
Y
i2M
⇢Y
j2Ii
!ij
1 + !ij
Y
j2Ui
1
1 + !ij
 
, (2.9)
as we assume households are mutually independent.
The likelihood of a mixed-e↵ects logistic regression model without pC is:
L( \ {↵} | X) =
Y
i2M
Li =
Y
i2M
Z
Pi(Yi|Xi, \ {↵})dbi. (2.10)
Typically in such a model the integral is approximated by numerical integration
techniques. For example, in the method known as Gaussian Quadrature, weights
are chosen and the integral is evaluated as a sum at fixed points of bi. In a frequentist
estimation scheme the likelihood would be estimated as
bL = Y
i2M
⇢Z Y
j2Ii
!ij
1 + !ij
Y
j2Ui
1
1 + !ij
dbi
 
⇡
Y
i2M
|Mi|X
j=1
Pi(Yi|Xi, , bi = ⌫j)⇥ wj,
(2.11)
where ⌫j and wj are chosen so as to best estimate the integral. However, in the
proposed model there is an additional parameter in the household likelihood term,
10
↵, which models community transmission. This structure complicates the common
frequentist likelihood methods for parameter estimation.
It is also noteworthy that the issue of non-identifiability described earlier is not
a function of the chosen logit link. That is, for any parameter values of pC and
pHij , one could describe the probability a person escapes infection from the household
and community, the converse of the outcome modeled in the UPM, and multiply one
term by a constant c and divide the other by that same term and arrive at the same
function:
P (Yij = 0) =
(1  pHij )
c
⇥ (1  pC)⇥ c = 1  pHij   pC + (pHij ⇥ pC) = 1  ✓ij. (2.12)
This invariance means that the model is fundamentally non-identifiable. Nevertheless,
as noted earlier, if the model is analyzed in a Bayesian framework, a prior probability
specification on the random e↵ects that constrains the term to fall within a small but
reasonable range will stabilize the model. For all actual and simulated data fit to the
UPM in this analysis, the prior probability on the standard deviation of the random
e↵ects is uniformly distributed between 0 and 10.
Another justification for using a Bayesian rather than frequentist approach is
the substantial history of TB research, which makes it reasonable to incorporate
prior information on risk factors into the model. Bayesian models have historically
been criticized for using prior information to inform parameter estimates, but in the
scenario where there is a clear direction of e↵ect on some modeled parameters, as
there is in household contact TB studies, it would be unreasonable to ignore this
information. A good example of a reasonable use of a prior probability imposed on
a modeled predictor is the variable smoking status: it is unambiguously clear that,
whatever the magnitude of e↵ect of smoking on odds of TB infection, smoking is most
certainly not protective against TB infection.
11
With these considerations in mind, we opt for a Bayesian implementation of the
UPM to obtain posterior probability distributions and credible intervals for model
parameters, rather than point estimates and confidence intervals derived from a fre-
quentist implementation.
Posterior Probability Distribution Estimation and Model Selection Crite-
ria
The UPM parameter set posterior probability distributions are not conjugate to com-
mon prior probability distributions such as Gaussian or Gamma. Even for a sim-
ple logistic regression model the only known conjugate posterior distribution with a
multivariate Gaussian prior for the model coe cients is the Po´lya-Gamma distribu-
tion, an infinite convolution of Gamma distributions that requires creative sampling
techniques to estimate. Thus, the estimation of UPM parameters relies on MCMC
methods such as Gibbs and Metropolis-within-Gibbs sampling to draw samples of
the posterior probability distribution. These methods require either a sampler pro-
grammed by the user for the specific parameter set they wish sample from, or the
use of a software package, with the model explicitly elucidated by the user. Common
programs for such estimation include SAS, Stata, Stan, and perhaps the most popu-
lar MCMC samplers: WinBUGS/OpenBUGS.24,25 For this analysis we use software
program JAGS,26 an extendable, platform-independent, BUGS-compatible MCMC
sampler which can be interactively called from the R environment.
To sample from the posterior probability distribution of the UPM parameters, we
use an R package that invokes the JAGS program written specifically for the UPM,
titled upmfit, described in Chapter 4.
To select between competing candidate UPM models having di↵erent household
risk factor coe cients, or between the UPM and a competing Bayesian model, we
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recommend the well established (if not entirely uncontroversial) Deviance Informa-
tion Criterion (DIC).27,28 This model selection tool is further described in Chapter 4.
Application of UPM to Simulated Data
We present the application of the UPM to synthetic datasets and analyze model flexi-
bility and accuracy. The number of datasets simulated was chosen so as to adequately
explore the situations we wished to vary in the simulation exercise.
Data
Using the statistical software program R, we created 30,000 datasets, each of size
N = 1,000 simulated household contacts, which is consistent with the size of many
household contact studies for TB. Each simulated person has five variables that inform
their risk of household infection. All simulated individual predictors except variable 4,
which is binary—a Bernoulli-distributed random variable, are normally distributed.
Variable 5 is constant at the household level, and can be thought of as an index case
characteristic such as disease severity score, or a household characteristic, such as
number of windows in the home.
Each of 1,000 synthetic persons in a given dataset is assigned a household, which
ranges in size from 2 to 12. The total number of households in a given synthetic study
population is randomly generated. The synthetic dataset size of N = 1,000 and the
household size distribution is consistent with household size in the data from Brazil,
described in detail later in this chapter.
Individual risk of infection for person j in household i was determined by a logit-
transformed linear combination of five randomly generated predictors with an addi-
tional modeled hierarchical e↵ect, bi, specific to individuals within each household.
Simulated predictors were chosen to reflect the many di↵erent types of input predic-
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tors that could be used in modeling household transmission: a household predictor of
transmission could be categorical, continuous, or constant at the household level, and
could have any number of distribution types. Each simulated variable is distributed
as follows:
Xij1 ⇠ N(µ = 1.0,   = 2.0),
Xij2 ⇠ N(µ = 0.5,   = 0.5),
Xij3 ⇠ N(µ = 3.0,   = 1.5),
Xij4 ⇠ Bern(0.20),
Xi5 ⇠ N(µ = 1.0,   = 1.0),
bi ⇠ N(µ = 0.0,   = 1.0).
The coe cient values used to construct the linear component of risk of household
infection were chosen such that, on average, for the given predictor distributions,
each simulated dataset has a proportion of persons presenting as TST positive that
is consistent with the observed data in the Brazil study. They were also chosen to
reflect the fact that some predictors will reduce risk (negative sign), some will increase
it (positive sign), and some will have no e↵ect (here,  3 = 0.00). The coe cients for
individual risk for all simulated datasets are:
 0 = -1.50,
 1 = 0.15,
 2 = -2.25,
 3 = 0.00,
 4 = 0.20,
 5 = -0.10.
All simulated datasets were assigned a value for risk of infection from outside the
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home, pC 2 {0.00, 0.10, 0.15, 0.40, 0.60}. For example, for community risk class
pC = 0.15, 850 of 1,000 people will have a risk of infection dependent on household
and individual covariates, while the remaining 150 will be infected (assigned outcome
variable Y = 1) regardless of their individual risk of household-acquired TB infection.
Prior Probability Specification and UPM Convergence Diagnostics
As mentioned earlier in the description of the UPM, a major advantage of using a
Bayesian framework for model estimation is the ability to inform posterior estimates
with prior information. In these simulations, all logistic coe cients are assigned a
Gaussian prior probability distributed with mean 0, variance 10. We generated poste-
rior parameter estimates for pC under several plausible prior probability specification
scenarios: investigators may have reliable and accurate information on the burden of
disease in the community; they may have inaccurate or incomplete information on
the disease burden; or they may not feel confident asserting a claim on the probability
that a person is infected outside the home when that person lives with an infectious
TB case. The probability of community infection pC was given a prior distribution
reflecting these three possible scenarios. If the prior probability distribution is cor-
rectly informative then the prior probability mean is centered at the true value with
some variability about that value—the interquartile range (IQR) is within 10 percent
of the true value; if it is wrongly informative then the prior probability mean is cen-
tered at a value closer to the other end of the unit interval than to the true value,
again, with some variability about the mean; if the prior distribution is designated
uninformative, then the distribution is nearly uniform on the unit interval, tapering
at the unit extremes of 0 and 1.
All simulated data for a given level of pC under a particular prior probability
specification were fit 2,000 times on each of three models: a frequentist mixed e↵ects
15
logistic regression, a Bayesian mixed e↵ects logistic regression, and the UPM. The first
two models, along with GEE models—not analyzed here—are standard practice for
accounting for household clustering e↵ects in follow-up studies, and do not account for
the possibility of community-acquired infection. For frequentist mixed e↵ects model
estimation we used the R function glmer from the lme4 library.29 For Bayesian
mixed e↵ects model estimation we used R function jags in the R2jags library.30
For each scenario run through the UPM and for each modeled variable we gener-
ated three MCMC chains, each begun at unique, random starting values. For each
dataset we generated 100,000 posterior distribution samples for each variable, dis-
carded the first 20,000, and retained only every 200th sample for a final posterior
distribution sample size for each variable of 1,200. We used established diagnostic
measures (analysis of trace, density, and autocorrelation plots, Gelman-Rubin statis-
tics) to monitor chain convergence.
Simulation Results
When referring to the Bayesian mixed e↵ects logistic model and the UPM, the term CI
will refer to the Bayesian analog to the confidence interval, the credible interval, while
for the frequentist model, it refers to the commonly understood confidence interval.
All stated CIs are 95% confidence/credible intervals. When referring to the posterior
probability of pC , properly represented symbolically as pC |X,Y for predictor matrix
X and outcome vector Y, we omit the conditional terms for brevity, and either refer
to the term as the posterior probability for pC , or simply as pC .
The UPM is applied in three prior probability specification scenarios: the UPM 
un (for uninformative) model has a prior probability distribution for pC that is essen-
tially uniform on the unit interval; the UPM   correct model has a prior probability
distribution on pC that is centered at the true value for the set of simulations, with an
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IQR roughly 0.10 to 0.20 percentage points around the true value; the UPM wrong
model has a prior probability distribution on pC that is centered at a value closer to
the end of the unit interval farther away from the true value. For example, for true
pC = 0.10, the UPM   wrong model simulations specify the prior probability of pC
centered at 0.50, with an IQR between 0.40 and 0.60; while for the UPM   correct
model simulations, the prior probability specification of pC is centered at the true
value of 0.10 with IQR between 0.02 and 0.18; the UPM   un model simulations
specify a prior probability for pC that is essentially uniform on the unit interval.
Table 2.1 shows the prior probability specifications for each simulated pC scenario.
Table 2.1: Simulated pC term and prior probability specification (mean µ and stan-
dard deviation  ) for pC under three scenarios: an uninformative prior (un); correctly
informative (correct); incorrectly informative (wrong).
True pC /Prior pC UPM-un µ ( ) UPM-correct µ ( ) UPM-wrong µ ( )
0.00 0.50 (0.27) 0.001 (0.001) 0.20 (0.10)
0.10 0.50 (0.27) 0.10 (0.06) 0.50 (0.13)
0.15 0.50 (0.27) 0.15 (0.07) 0.50 (0.13)
0.40 0.50 (0.27) 0.40 (0.13) 0.10 (0.06)
0.60 0.50 (0.27) 0.60 (0.13) 0.20 (0.10)
Figures 2.1-2.5 each show 2,000 posterior median estimates, or maximum likeli-
hood estimates in the case of the frequentist mixed e↵ects regression model, for each
predictor variable in all models with simulated pC = 0.00, 0.10, 0.15, 0.40, and 0.60,
and for each prior probability specification. For example, in any one of the 2,000
datasets fit to the UPM with simulated pC = 0.60, for a given prior probability speci-
fication on pC , 600 contacts were given a positive outcome variable, regardless of their
individual household-level risk derived from the five synthetic risk factors. The dotted
lines in each parameter panel in Figures 2.1-2.5 are the actual simulated parameter
values used in the data generation. Individual jiggered points each represent a sin-
gle simulation estimate. Box edges represent first and third quartiles, and whiskers
represent out to 1.5 times the IQR of all values.
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As the simulated pC increases, the estimates of coe cient parameters generally
become more biased and less variable for the frequentist mixed e↵ects and Bayesian
mixed e↵ects models compared to the UPM. While in every prior probability speci-
fication scenario the UPM estimates the probability of community infection pC well,
even under patent prior misspecification. For example, in Figure 2.1, the simulated
value of pC is 0.00, and the UPM estimates the probability of community-acquired
infection as close to 0 for all three prior specification scenarios. Even when the prior
probability mean is specified incorrectly as 0.20, the UPM still estimates most of the
2,000 posterior pC values under this prior specification as no more than 0.04.
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Figure 2·1: Distribution of 2,000 posterior median, point estimate values for model
coe cients with the true probability of community infection pC = 0.00 for three prior
probability distribution scenarios for the UPM, and for fitting of frequentist mixed
e↵ects logistic regressions and Bayesian mixed e↵ects logistic regressions. Dotted lines
are the true parameter values.
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Figure 2·2: Distribution of 2,000 posterior median, point estimate values for model
coe cients with the true probability of community infection pC = 0.10 for three prior
probability distribution scenarios for the UPM, and for fitting of frequentist mixed
e↵ects logistic regressions and Bayesian mixed e↵ects logistic regressions. Dotted lines
are the true parameter values.
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Figure 2·3: Distribution of 2,000 posterior median, point estimate values for model
coe cients with the true probability of community infection pC = 0.15 for three prior
probability distribution scenarios for the UPM, and for fitting of frequentist mixed
e↵ects logistic regressions and Bayesian mixed e↵ects logistic regressions. Dotted lines
are the true parameter values.
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Figure 2·4: Distribution of 2,000 posterior median, point estimate values for model
coe cients with the true probability of community infection pC = 0.40 for three prior
probability distribution scenarios for the UPM, and for fitting of frequentist mixed
e↵ects logistic regressions and Bayesian mixed e↵ects logistic regressions. Dotted lines
are the true parameter values.
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Figure 2·5: Distribution of 2,000 posterior median, point estimate values for model
coe cients with the true probability of community infection pC = 0.60 for three prior
probability distribution scenarios for the UPM, and for fitting of frequentist mixed
e↵ects logistic regressions and Bayesian mixed e↵ects logistic regressions. Dotted lines
are the true parameter values.
Figures 2.6-2.10 show credible and confidence interval length for each variable for
each model under the five di↵erent simulated pC parameter values for the above-
mentioned three prior probability specifications on pC for the UPM, and for the
Bayesian and frequentist mixed e↵ects models. As the simulated pC increases, the CI
length shortens for the frequentist mixed e↵ects model and Bayesian mixed e↵ects
model in comparison to the UPM CIs, which widen.
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Figure 2·6: Average credible/confidence interval length of 2,000 simulations for each
model under consideration for simulated pC = 0.00.
Figure 2·7: Average credible/confidence interval length of 2,000 simulations for each
model under consideration for simulated pC = 0.10.
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Figure 2·8: Average credible/confidence interval length of 2,000 simulations for each
model under consideration for simulated pC = 0.15.
Figure 2·9: Average credible/confidence interval length of 2,000 simulations for each
model under consideration for simulated pC = 0.40.
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Figure 2·10: Average credible/confidence interval length of 2,000 simulations for each
model under consideration for simulated pC = 0.60.
Figures 2.11-2.15 show the percent of CIs for each coe cient under the five dif-
ferent simulated pC levels that contain the true parameter value. UPM-un denotes
an uninformative prior probability distribution on pC ; UPM-c denotes a correctly
specified prior probability distribution on pC ; and UPM-w denotes an incorrectly
informative prior probability distribution on pC .
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Figure 2·11: Percent of 2,000 credible/confidence intervals for each variable that
contain the true parameter value for pC = 0.00.
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Figure 2·12: Percent of 2,000 credible/confidence intervals for each variable that
contain the true parameter value for pC = 0.10.
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Figure 2·13: Percent of 2,000 credible/confidence intervals for each variable that
contain the true parameter value for pC = 0.15.
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Figure 2·14: Percent of 2,000 credible/confidence intervals for each variable that
contain the true parameter value for pC = 0.40.
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Figure 2·15: Percent of 2,000 credible/confidence intervals for each variable that
contain the true parameter value for pC = 0.60.
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Taken together, Figures 2.1-2.15 show that the UPM accurately estimates the true
probability of community infection for an array of simulated pC values, and for a range
of prior probability distribution specifications. The spread of posterior median values
and point estimates and average CI width for all models increases as the simulated pC
parameter increases. However, it increases more for the UPM than for the standard
models, the frequentist and Bayesian mixed e↵ects regressions. The coverage—the
percent of 95% CIs which contain the true parameter—increases as the average CI
width increases, and is lower for non-UPM models.
In sum, the UPM has wider CIs and more variability in the posterior estimates
of regression parameters than the non-UPM alternatives, which tend to have tighter
CIs. The non-UPM alternatives also tend to have median of posterior medians and
point estimates for each regression coe cient parameter that move farther away from
the true parameter value as the simulated pC increases. The introduction of “noise”
from infections contracted outside the home interrupts the estimation of “signal”
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for household infection risk, and this a↵ects all models under consideration, and
decreases model precision as the “noise,” i.e. simulated pC , increases. The UPM
accounts for community-acquired infection in the estimation of regression coe cients
more e↵ectively than the competing models, experiencing on average the least drift in
the median of posterior median estimates for coe cient parameters, simultaneously
estimating the residual component of overall risk and assigning that component to
the pC parameter.
Applications of UPM to Household Contact Study Data
Data
We used data from the US-Brazil Research Collaboration on Strain Variation in Tu-
berculosis, a U.S. National Institutes of Health (NIH) initiative undertaken through
the International Collaboration in Infectious Diseases Research program (ICIDR).
The study was designed to investigate the extent of TB transmission in household
contacts exposed to an index case with acid-fast bacilli (AFB) smear-positive pul-
monary TB. The study was conducted at the Nu´cleo de Doenc¸as Infecciosas (NDI)
in Vito´ria, Brazil. Investigators enrolled 160 index cases and 838 household contacts,
and recorded demographic, household, and index case disease characteristics. Index
TB cases were screened and enrolled within 2 weeks of first presenting to their local
TB clinic. Household contacts of index cases were evaluated by TST for LTBI at
screening and again after 8 weeks if the first result was negative. Of 838 secondary
contacts, 585 (70%) were found to be TST positive at baseline or to have TST con-
version at 8-12 weeks post study enrollment. The study protocol and population have
been described at length elsewhere.31,32
We include in our models of TST conversion in Brazil the predictor variables:
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age of household contact, sex of household contact, an indicator as to whether the
contact and the index case sleep in the same room, and a three-level disease severity
score based on chest X-ray for the index case of each household; this last variable
is identical for all persons residing in the same household. These four variables are
thought to be potentially predictive of disease transmission. They were found to be
statistically significant predictors in another study of household TB transmission for
this population (ibid. Jones-Lo´pez 2014), and in a similar study currently under re-
view for publication. The measured outcome variable is TST positivity at either the
study initiation reading or follow-up reading.
Results
The Brazil dataset was fitted to the UPM, and for comparison, a Bayesian and
frequentist mixed e↵ects logistic regression, which do not account for community-
acquired TB infection. The frequentist mixed e↵ects model was fit using R function
glmer from the lme4 library. The Bayesian model was fit using JAGS, and the
UPM was fit using the upmfit package described in Chapter 4. The Bayesian models
were each run with three chains, and after thinning for autocorrelation and the dis-
carding of samples in the burn-in period, were analyzed using established diagnostic
techniques such as autocorrelation plots, overlaid density plots, and Gelman-Rubin
statistics to ensure chain convergence. All variables were given non-informative prior
probability distributions.
Figure 2.16 shows the posterior density of three MCMC chains for the probability
of community infection pC parameter. The UPM posterior median estimate of the
probability of community-acquired infection is 0.19, with 95% CI (0.05, 0.34). We
estimate that in this population almost one-fifth of household contacts of an active
TB case will acquire TB from a source other than their cohabiting TB case.
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Figure 2·16: Posterior densities from three Markov chains for parameter pC with a
non-informative prior distribution specification. Red lines represent individual pos-
terior estimates used to construct chain densities.
Figure 2.17 shows the posterior median point estimates for the Bayesian mixed ef-
fects logistic model coe cients and the UPM coe cients with 95% CIs, along with
frequentist mixed e↵ects logistic model coe cient point estimates and 95% CIs. The
UPM estimates di↵er from the Bayesian and frequentist models in the impact on TST
outcome of sleeping in the same room as an index case and the extent of index case
disease. Estimates of the impact of age and sex on TST conversion among contacts
are similar across the three models.
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Figure 2·17: Posterior odds ratios and 95% credible/confidence intervals for the UPM,
a Bayesian mixed e↵ects logistic and a frequentist mixed e↵ects logistic model applied
to the Brazilian household contact data. Dotted red lines represent odds ratio of 1.
Table 2.1 shows the UPM and Bayesian logistic mixed e↵ects posterior estimates and
frequentist point estimates for the four variables used in each model. There is little
di↵erence in the estimates of odds of infection for males versus females and for age
di↵erence, accounting for the other predictors in the model. The UPM estimates a
higher odds ratio of infection than the competing models for the Extent of Disease
variable and for the indicator of sharing a sleeping space with the index case, con-
trolling for the other predictors in the model. Only the latter two variables have a
statistically significant OR estimate, with a 95% CI for the odds ratio that excludes
1.
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Table 2.2: Posterior median odds ratios and odds ratio point estimates for the UPM,
a Bayesian mixed e↵ects logistic regression model and a frequentist mixed e↵ects
logistic regression model with 95% CI in parentheses.
Variable/Model UPM Bayesian ME Frequentist ME
Age 1.08 (0.99, 1.18) 1.10 (1.03, 1.15) 1.10 (1.02, 1.14)
Sex (Female is Reference) 1.01 (0.56, 1.75) 1.04 (0.68, 1.58) 1.05 (0.70, 1.57)
Sleep in Same Room as Index Case 5.48 (2.43, 19.61) 3.46 (1.96, 6.12) 3.34 (1.91, 5.82)
Extent of Disease 2.81 (1.05, 8.22) 2.11 (1.13, 4.33) 2.13 (1.14, 3.97)
As in the analysis of simulated datasets presented above, the UPM has wider CIs
compared to the alternative models. If it is assumed that the patterns observed in
simulation are indicative of results that would be seen in real data, then it seems the
competing models underestimate the true e↵ect of sleeping proximity to the index
case, as well as the extent of disease in the index case, on the odds of infection for a
contact of a cohabitating infectious case.
One explanation for why the OR for sleeping proximity and extent of disease might
be lower in models that do not account for community transmission is that persons
who are TST positive and do not sleep in the same room as the index case, or reside
in a home with an active TB case with minimal disease progression, may have become
infected from a community source rather than the household source. In models which
do not account for community-acquired transmission, some TST positive persons who
were counted as being infected from the home may have been erroneously classified,
and should be counted in the denominator of the odds of being TST positive and
not sleeping in the same room as the index case, rather than being counted in the
numerator of the odds of TST positivity when not sleeping in the same room as the
index case.
It is also noteworthy that almost one-fifth of the population under study is es-
timated to have acquired TB from a source outside the home, as estimated by the
posterior pC parameter. The implications of this finding will be discussed further in
the next section, and in the dissertation conclusion.
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Chapter 3
Household and Community Infection Risk
in Three Age-Stratified Populations
Understanding the probability of community-acquired infection is crucial to public
health planning: if the risk of TB infection among contacts from a source other than
the most proximal case is high enough, prophylactic treatment of household contacts
may not be strategically useful, and resources for interventions to interrupt trans-
mission should go elsewhere. Conversely, if the probability of community-acquired
infection is low, then prophylaxis for contacts of a TB case may be entirely e↵ective
at combatting transmission in a given setting. The optimal allocation of resources
for disease control will be entirely context dependent: the best strategy for stopping
TB spread will not be the same in South Africa, a country with a mature epidemic
and high TB and HIV prevalence, as it will be in England, a country with low preva-
lence, where three-quarters of new cases are from LTBI reactivation from persons
born abroad.33 Comparing population-specific risk will allow for a global view of TB
transmission, as well as suggesting the ideal intervention for a given population.
Another important issue in understanding TB transmission is the role of age.
Persons who are older and present as TST positive in a high-prevalence setting likely
acquired TB many years before they were enrolled in a household contact study with
an active disease case. Conversely, a five-year-old child found to be TST positive has
a still-developing immune system and minimal exposure time to TB aerosols from
sources outside the home, and so likely contracted the disease from the infectious case
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to whom they have had the longest duration of exposure: a household contact with
TB. Increased LTBI risk by age-stratum has been observed in several populations;34–36
it is estimated that over 80% of infected persons in Europe are over 50 years of age.37
If the hypothesis of increasing LTBI prevalence with age group is correct in general,
we would expect that the UPM applied to age-stratified populations should show an
increasing probability of community-acquired infection risk as the age group stratum
increases.
In this chapter, we apply the UPM to age-stratified data from three household
contact studies in three continents, and derive a simple but intuitive new estimator:
the posterior probability of household-acquired infection, pHH . We first describe the
study populations, then describe the formulation of the posterior pHH statistic. We
then present results from the UPM fit to age-stratified subgroups within each study,
and compare the estimate of the posterior pC estimated in the Uganda study with
estimates of LTBI prevalence from households in Kampala, Uganda matched by so-
cioeconomic status (SES) to study homes containing an active disease TB case.
Data Sources
Brazil
As described in Chapter 2, the Brazil data were taken from the US-Brazil Research
Collaboration on Strain Variation in Tuberculosis, a U.S. National Institutes of Health
initiative undertaken through the International Collaboration in Infectious Diseases
Research program. When stratified into age groups 0-14, 15-24, 25-34, and greater
than 34, the proportion of persons with TST positive results are similar but roughly
increasing across strata: 0.63, 0.75, 0.69, and 0.76, respectively.
36
India
The data analyzed from India are from the Indo-US Vaccine Action Program Re-
search Collaboration on Biomarkers for Risk of Tuberculosis and for Tuberculosis
Treatment Failure and Relapse.38 The study includes AFB smear-positive persons
with pulmonary TB who attended a Primary Health Center (PHC) in Pondicherry
and Tamil Nadu, India, and their corresponding household contacts aged at least 6
years. The study encompasses several aims, namely, identification of biomarkers for
treatment failure and risk of development of infectious TB, and common risk factors
for TB transmission. The study was conducted at Jawarharlal Institute of Postgrad-
uate Medical Education and Research (JIPMER) in Pondicherry, India. Index TB
cases were screened and enrolled within 3 doses of TB medication, after presenting
to their local PHC. Household contacts of index cases were screened and enrolled
within 8 weeks of index case enrollment. Once consent was received, the household
contacts were evaluated by TST for LTBI. As of this writing, there are no follow-up
TST evaluations.
The study comprises 681 household contacts from 226 families. Of the 681 house-
hold contacts 451 (66%) tested positive for LTBI at baseline TST reading. The
average population age is 28.2 (IQR 15-39) and the study population is 58% female.
Children aged 5 and younger were excluded from the analysis per study protocol.
When stratified into age groups 6-14, 15-24, 25-34, and greater than 34, the propor-
tion of persons with TST positive results are similar but roughly increasing across
strata: 0.58, 0.69, 0.65, and 0.71, respectively.
Uganda
The data analyzed for Uganda are from a cohort study performed in Kampala, Uganda
to follow household contacts of infectious TB cases over a period of two years.39 The
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Ugandan Council for Science and Technology and the Institutional Review Board
at the University Hospitals of Cleveland approved the study. LTBI testing by TST
was performed at study enrollment and again three months after enrollment. Of the
1,758 household contacts followed in the study 1,234 (70%) had positive TST results.
The average household contact age was 15.23 (IQR 5-21), and the population was
56% female. When stratified into age groups 0-14, 15-24, 25-34, and greater than 34,
the proportion of persons with TST positive results are similar but increasing across
strata: 0.65, 0.76, 0.77, and 0.84, respectively.
The Uganda study also collected data on households with no persons with TB dis-
ease matched on proximity to households with at least one disease case for estimation
of a secondary attack rate statistic. These so-called community controls comprise 201
enrolled households. The population is 54% female, with average age 19 (IQR 6-28),
and proportion presenting as TST positive at 19% .We use these data to compare the
estimate of TST positive in the community controls to the UPM estimate of pC from
the dataset of households with an active disease case.
Methods: Estimation of Household-Acquired Infection
To derive a posterior probability distribution and credible interval for the probability
of household-acquired infection, we first analyzed the probability a person is TST
positive by including a term, pTB, into the posterior distribution sampler for the
model described in Chapter 2. The pTB term is given a prior probability distribution,
and together with the observed stratum-specific proportion of persons found to be
TST positive, can yield a posterior probability distribution that a person is TST
positive. Samples from this distribution can then be combined with the posterior
pC distribution samples generated through the UPM to yield a distribution for the
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posterior probability a person is infected from the household.
The prior probability distribution for the proportion of persons testing positive for
TB is specified for each age-stratified subpopulation as relatively non-informative: a
Beta-distributed random variable with primary and secondary shape hyperparameters
both equal to 1.2. This prior specification creates a nearly uniform prior distribution
on the unit interval, with the density tapering at the extremes of 0 and 1. Other
prior probability distributions could be plausibly specified to reflect a priori beliefs
about the rate of TB infection, such as a prior distribution informed by previous
prevalence observations, or a transformation-invariant benchmarking Je↵reys prior
(for this model, a Beta-distributed random variable with shape hyperparameters both
equal to 0.5). However, the posterior distribution for pTB is barely influenced by prior
specification, as the posterior distribution is here informed by the substantial sample
size in each subpopulation. Sensitivity analysis on posterior distributions of pTB using
alternative prior specifications yielded changes in posterior quantiles generally only
at the thousandths decimal place.
We define the model for pTB and pHH as follows: for given population V 2 {Brazil,
India, Uganda}, population-specific age stratum aV , with kV a being the number of
TST positive cases in population V and age stratum a, nV a being the population-
specific stratum sample size, pTB being the probability of TB infection for the given
population, and the age- and population-specific proportion of TST positive persons
denoted D = kV a/nV a, we define prior probability
pTB ⇠ Beta(1.2, 1.2), (3.1)
with likelihood
D | pTB ⇠ Bin(pTB), (3.2)
which by prior conjugacy to the likelihood, the so-called Beta-Binomial distribution,
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[40, p. 324–325] implies that the posterior distribution is also distributed Beta:
pTB|D ⇠ Beta(1.2 + kV a, 1.2 + nV a   kV a). (3.3)
For simplicity, we henceforth omit the conditionals in the notation for the posterior
probability distributions of pTB|D and pC |X,Y to read as simply pTB and pC . One
can then derive an estimator for household-acquired infection for a given population V
and age-stratum aV by subtraction of the posterior median probability of community-
acquired infection and the converse of the posterior median household-acquired infec-
tion parameter from 1.† The posterior probability distribution of household-acquired
infection will be:
pHH = 1  (pC + (1  pTB)). (3.4)
That is, since (1 pTB)+pHH+pC = 1, the posterior probability of household infection
for age stratum aV will be 1 minus the probability of community-acquired infection
minus the probability of no infection. At each iteration of the MCMC sampler, a
sample from the posterior distribution of pC is paired with a posterior sample of pTB
and input into the above formula to derive a sample of the posterior distribution of
pHH .
†Note that for Binomial Bayes estimation there is a closed-form posterior mean estimator, which
here would be kV a+1.22.4+nV a . However, we feel the posterior median estimate derived from the JAGS
MCMC sampler is a more robust estimator. The sampler performs well in all subpopulations ana-
lyzed, indicating posterior median convergence. Furthermore, if the posterior distribution is roughly
Gaussian, the mean and median will coincide, while if the posterior distribution is non-normal, the
median will better represent the posterior distribution centrality.
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Results: Age-Stratified Estimates of pC and pHH
The TST prevalence among tested secondary contacts of an infectious case in Brazil,
India, and Uganda is, respectively, 70%, 66%, and 70%.
When each population is stratified by age category into four groups, 0-14, 15-24,
25-34, and >34, and run through the UPM, the community-acquired TB infection
risk increases with age stratum but tracks very closely between populations, even
given the di↵erent values of pC measured in each stratum. This upward trend in
community risk of infection is in line with expectations, as older persons have longer
at-risk duration than younger potential infectees.
Figure 3.1 shows the age-stratified risk of infection from a community source for
the three study populations. The pattern of increasing pC as age category increases is
similar across populations. Uganda always has a higher risk of community-acquired
TB within each stratum than Brazil, yet as age stratum increases, both population-
and stratum-specific pC terms increase roughly proportionally.
Figure 3·1: Age-stratified posterior median and 95% CI for risk of community-
acquired TB, pC , for Brazil, India, and Uganda.
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Figure 3.2 shows the converse of community-acquired infection, infection originat-
ing from the household, term pHH , and is almost an x-axis reflection of the pC term
shown in Figure 3.1: as age stratum increases, the probability that a person in one of
the analyzed household contact studies was infected from a contact in the household
decreases. Again, this is in line with expectations about exposure time of household
contacts for each age group.
Figure 3·2: Age-stratified posterior median and 95% CI for risk of household-acquired
TB, pHH , for Brazil, India, and Uganda.
Figures 3.3, 3.4, and 3.5 show posterior median estimates and 95% CIs of the risk of
community-acquired TB, household-acquired TB, and no TB at all. As demonstrated
in the previous figures, as age stratum increases, the risk of household-acquired TB
decreases just as the risk of community-acquired TB and for TB in general increases.
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Figure 3·3: Probability of community, household, and no TB infection in Vito´ria,
Brazil by age stratum and 95% CI: stratum probability estimates sum to 1.
Figure 3·4: Probability of community, household, and no TB infection in Pondicherry,
India by age stratum and 95% CI: stratum probability estimates sum to 1.
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Figure 3·5: Probability of community, household, and no TB infection in Kampala,
Uganda by age stratum and 95% CI: stratum probability estimates sum to 1.
Notably, although the pattern of increasing pC and decreasing pHH by age stratum
is consistent in all populations, the population-specific percentages are strikingly dif-
ferent. The age-stratified pC term in the Pondicherry, India study in the 15-24 age
group is estimated as 63%. In the same age stratum in Vito´ria, Brazil, while still
increasing across strata, it is estimated to be half the India estimate, 31%. Similarly,
the risk of household infection, pHH , while again tracking a pattern seen across all
populations of decreasing with age stratum, is in the 0-14 age stratum measured at
45% in the Ugandan population, while in Brazil it is measured at 53%, and in India,
at more than half the Brazil rate, at 24%.
This disparity in age-specific risks is not immediately evident when viewing the
population risks in aggregate. The TST rate for each population is nearly identical,
yet when subpopulations are separated out, there are striking di↵erences between
population- and age-specific risks.
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Validation of pC by Matched Households without TB Disease
in Uganda
The Uganda study by Whalen, et al. collected data on households with no disease
cases that were matched on proximity and SES to households with at least one dis-
ease case for estimation of a secondary attack rate statistic. The community controls
dataset presents a unique opportunity to compare the estimate of the posterior prob-
ability of community-acquired infection generated by the UPM to estimates of TST
positivity in households where, by definition, a TST positive case will necessarily have
been infected in the community and not the home.
When fit to the Uganda household contact study in aggregate, the UPM estimates
the median of the posterior probability of community-acquired infection at 0.10 (95%
CI 0.01-0.26). The proportion of TST positive household members in the community
controls dataset is 0.24.
The two estimates are close in that they do not occur at the extremes of the unit
interval: it would be problematic for the UPM if the community infection risk was
estimated at, say, 15% while the validation dataset of controls had a TST positivity
rate of 60%. Yet, the overlap is not exact. One reason for the slight disparity in
estimates may be that, while the community controls were matched to households
nearby to mimic similar SES, the household size and the age distribution for the two
subpopulations is not the same.
Of the 2,415 persons in the Uganda TB study having at least one person with in-
fectious pulmonary TB, the average household-contact age is 15.3, versus 19.2 for the
1,177 matched community controls with a TST reading. If the community-acquired
infection risk increases with age, a reasonable hypothesis given the results found in
observational studies cited at the beginning of this chapter, then the matched com-
munity controls would be more likely to have contracted TB from the community
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than household contacts of an index case in the primary study population.
We also might expect that the control group would have a slightly higher rate of
LTBI infection than the estimated rate of community-acquired infection in a study
group with an active cohabitating TB case because of the competing risk of house-
hold infection in that population. That is, presumably some of the persons who
were infected from the household case could instead have become infected from the
community if there was no household active TB case to be infected from first.
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Chapter 4
Computational Methods: An R Package
for Fitting the UPM
The UPM is e↵ective at estimating household-level predictors of TB transmission, and
at estimating the probability of community-acquired infection. Yet, the implementa-
tion of such a complex Bayesian hierarchical model is not trivial for the researcher
who may not have expertise in programming or MCMC samplers such as JAGS or
WinBUGS/OpenBUGS to estimate posterior probability distributions. The posterior
probability distribution of UPM coe cients and pC is not conjugate to common prior
distributions such as a multivariate Gaussian. Thus, a posterior distribution must be
sampled using MCMC techniques. Outside of statistical circles (and sometimes even
within them) MCMC methods are not always well understood. The open-source sta-
tistical software package R is ideal for such a situation. The program is free and widely
available, and has become ubiquitous in scientific research. Using modular functions
available in the R2jags library and the JAGS program, the package upmfit allows
a user to present a matrix of outcomes and predictors taken from a TB household
contact study to package functions upmbuilder and upmrun to respectively derive
a BUGS-type model formulation to be used in OpenBUGS or JAGS (and possibly a
reformulated design matrix if there are categorical predictors), and output posterior
probability distribution estimates on all variables given in the input matrix, as well
as posterior probability distribution estimates of parameter pC , the probability of
community-acquired infection, as described in Chapter 2, and pHH , the probability
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of household-acquired infection, as described in Chapter 3.
As mentioned in Chapter 2, for selection of competing parameter sets for the
UPM, or for comparison of the UPM to a di↵erent Bayesian model, we recommend
the model fit tool known as the Deviance Information Criterion. This model selection
tool is calculated and output automatically by JAGS. It is defined as
DIC = Dˆ + 2pD (4.1)
where Dˆ is the model deviance ( 2 times the log-likelihood) calculated at the means
of the individual parameter posterior distributions, and pD is the e↵ective number of
parameters, defined as D¯ Dˆ, where D¯ is the mean of the posterior distribution of the
deviance. A model with smaller DIC than a competing model is judged to estimate
the data better, while accounting for overfitting. DIC is a Bayesian analogue to the
well established Akaike Information Criterion (AIC), which can be defined as a log-
likelihood penalized for parameter dimensionality, aiming to balance model fit with
model complexity. The dimensionality penalization is not exactly translatable into
a hierarchical Bayesian setting, where random e↵ects are estimated directly as part
of fitting the model. The notion of model complexity in this setting must take into
account the prior probability specification and joint constraints on model parameters.
Thus, model complexity is defined for DIC using pD, and not simply the number of
modeled parameters, as is done for AIC. Note that JAGS and WINBUGS/OPEN-
BUGS calculate deviance in the same manner, but the same is not true for pD, which
is calculated di↵erently for JAGS and WINBUGS/OPENBUGS. Thus, comparative
analysis of model fit should be done using the same software platform.
A manuscript covering the material described in Chapter 2 of this dissertation is
currently under editorial review for publication. We are awaiting publication of the
methods and analysis before submission of the R package to the CRAN network. How-
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ever all package functions and documentation are available for download in a beta ver-
sion at http://people.bu.edu/aimcinto/upmfit/index.html. To use the package func-
tions which invoke the jags function from the R2jags library, the R package R2jags
must be installed in R (using R terminal command install.packages(“R2jags”)),
and the JAGS program itself must be installed locally to the user computer. See
http://mcmc-jags.sourceforge.net/ for details on how to install JAGS. R and its pack-
ages as well as JAGS are updated periodically, and since the exact installation pro-
cedures may at some future date change, we have not included specific installation
instructions for these programs here. There are many tutorials on installing these
programs available online.
Finally, it should be noted that, while the UPM and R package upmfit were de-
signed specifically with tuberculosis household contact studies in mind, the method
is applicable to any scenario where there are two competing risks for a single outcome
with unobserved linkage between the sources of risk and the outcome. Examples
where this method could be applicable are in profiling the risk of MRSA infection
from a nosocomial versus other source, or in modeling risk of TB infection among
populations utilizing homeless shelters. Non-clinical applications of the UPM could
be in industrial process control settings where a manufactured item has two sources
of degradation, one observed and one unobserved, or a chemical mixing procedure
where catalysis can occur from the mixing of an exogenous agent or autocatalysis.
Synthetic dataset upmdata
The R package upmfit contains a synthetic dataset: upmdata. Each row, repre-
senting a household contact of an infectious TB case, was simulated to have a unique
risk of having binary outcome y, which was determined by a logit-transformed linear
combination of five predictors and an intercept. The first four predictors are nu-
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meric, with the fourth being constant at the household level. Predictor x5 is binary.
The distribution of predictors and the coe cients for the predictors in the upmdata
dataset are described in Chapter 2.
Each observation is linked to a particular household such that observations be-
longing to the same household cluster have some common Gaussian noise variable
added to the linear component of transmission risk. This noise component is also
known as “random e↵ects” or a “hierarchical” component. In the synthetic dataset
there are 108 households, roughly the size of many tuberculosis household studies,
and 800 rows, denoting persons. The data was simulated such that 16% of rows, ir-
respective of the individual risk of outcome y determined by column covariates, were
assigned to have outcome y = 1. This random assignment of outcomes to a subset
of the at-risk population simulates the so-called “community” infection: regardless of
household risk, some persons are TST positive because they in fact acquired disease
from outside the home.
The following code block lists an R command to print the first six observations
from the synthetic dataset, and displays the resultant output:
> head(upmdata)
x1 x2 x3 x4 x5 cluster y
1 5.293 0.272 2.093 4.354 0 1 1
2 1.398 0.975 1.911 4.354 0 1 0
3 0.449 -0.002 0.031 4.354 0 1 1
4 4.371 3.165 2.009 4.354 0 1 0
5 -0.181 1.963 3.830 4.354 1 1 1
6 -2.240 0.121 5.435 4.354 1 1 1
The first six observations are all from cluster (i.e. household) 1; there were four
household contacts who were TST positive among the six rows, and each person had
measurements taken on four continuous predictors and one binary predictor.
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Theoretically an indefinite number of predictors may be used in the UPM. How-
ever, in practice, the user must monitor posterior chain convergence and only include
a reasonable number of predictors. What constitutes “reasonable” will depend on the
study sample size, variable sparseness, and the types of predictors (i.e. continuous,
binary, categorical, etc.).
Function upmbuilder
Function upmbuilder takes as argument a matrix or data frame where rows are the
unit of observation and columns are: the TST outcome, which must be labeled as
y; a variable for household assignment for each unit of observation, which must be
labeled cluster; and however many covariates the user desires to enter as predictors
in the linear component of the UPM. These predictors can have any name. The user
may also specify prior probability distributions on parameter alpha, an inverse-logit
transformed pC , described in Chapter 2 in equations (2.2) and (2.3), and on the linear
coe cient terms’ prior means and standard deviations. The default for these prior
probability distributions is relatively non-informative, with coe cient prior means
centered at 0 and a roughly uniform distribution on the unit interval for pC .
The function returns a list of: a JAGS model script for specification of the UPM,
including the linear combination of predictors unique to the input data frame; the
design matrix, possibly recoded in a so-called “cell-means” formulation if the input
matrix contains categorical predictors; and a vector of the linear component model co-
e cient names to be used in the household risk component of the UPM. As mentioned
earlier, the code to generate this output is available online, and should soon be avail-
able on the R hosting site CRAN. However, the function code block for upmbuilder,
without comments, is reproduced here as well without comments:
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upmbuilder<-function(design.matrix, categorical.columns=0, prior.beta.means
=rep(x=0,times=ncol(design.matrix[,which(names(design.matrix)!="cluster
")])), prior.beta.sd=rep(x=3.162278,times=ncol(design.matrix[,which(
names(design.matrix)!="cluster")])), prior.alpha=c(0,0.44) ){
if(nrow(stats::na.omit(design.matrix))!=nrow(design.matrix)){stop("
Design matrix has missing values. Omit rows with missing data (using
function na.omit()) before entering design matrix into function.")}
original.matrix=design.matrix
original.categorical.columns<-categorical.columns
design.matrix=design.matrix[,-which(names(design.matrix)=="y")]
if(names(original.matrix)[ncol(original.matrix)]!=’y’)categorical.
columns=categorical.columns-1 if(ncol(design.matrix)<2){stop("There
needs to be at least one outcome variable and one input predictor to
proceed.")}
if(sum(names(original.matrix)=="y")>1 | sum(names(original.matrix)=="y
")==0){stop("There needs to be strictly one outcome variable titled
’y’ in design matrix.")}
if(nrow(design.matrix)<3){stop("There needs to sufficient observations
(rows) to proceed.")}
for(i in 1:ncol(design.matrix)){
if(is.factor(design.matrix[,i]) & sum(original.categorical.columns)==0
){stop("At least one of the predictor columns in the design
matrix is of type ’Factor’: specify ’categorical.columns’ argument
.")}}
if(sum(categorical.columns!=0)>0 ){
if(sum(sapply(data.frame(design.matrix[,categorical.columns]),is.
factor))!=length(categorical.columns) ){
stop("A variable(s) is listed by user as factors but data type in
design matrix is not actually a factor. Reformat.")
}
}
if (sum(categorical.columns)>0) {
warning("If entering non-default prior distributions on beta vector,
make sure to structure the appropriate number of prior means and
SDs to include multi-level categorical vectors (all non-factor
covariates, plus [the total number of factor levels for each
factor variable] minus [the total number of factor variables] plus
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the intercept), otherwise priors will be reset to noninformative
.)")
}
if(sum(names(original.matrix)=="cluster")>0){
if (sum(is.numeric(original.matrix$cluster))==0) {
stop("’cluster’ variable in design matrix is not numeric. ")
}
}
if (sum(categorical.columns==0)>1) {
warning("Multiple categorical variables entered: intercept will be
alphabetical reference group for both factors.")
}
if(sum(categorical.columns)>0){cats<-names(design.matrix)[categorical.
columns]}
design<-c()
if(sum(categorical.columns)>0){
for(i in 1:length(categorical.columns)){
design<-cbind(design,stats::model.matrix(rep(0,nrow(design.matrix))~
eval(parse(text=paste0(paste0("design.matrix$",cats[i]),collapse
="+"))))[,-1])
}
}
if(sum(categorical.columns)>0){
cols<-c()
for(j in 1:length(categorical.columns)){
cols <- c(cols,paste(names(design.matrix)[categorical.columns][j],
names(table(design.matrix[,names(design.matrix)[categorical.
columns][j]]))[-1],sep=""))
}
colnames(design)<-cols
}
if(sum(categorical.columns)>0){design.matrix<-data.frame(design.matrix
[,-categorical.columns],design)}
if(sum(names(original.matrix)=="cluster")>0){cluster<-design.
matrix$cluster}
cluster.section<-paste0("",collapse=’\n’)
if(sum(names(original.matrix)=="cluster")>0) {cluster.section<-c(’for(j
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in 1:max(cluster)){\nb.0[j]~dnorm(b.0.hat[j],tau.beta.0)\nb.0.hat[j
]<-mu.beta.0\n}\nmu.beta.0~dnorm(0,0.5)\ntau.beta.0<-pow(sigma.b
.0,-2)\nsigma.b.0~dunif(0,10)\n’)}
if(sum(names(original.matrix)=="cluster")>0){design.matrix<-design.
matrix[,-which(names(design.matrix)=="cluster")]}
betas<-paste0(’beta.’, 0:(ncol(design.matrix)))
if(sum(categorical.columns)>0 & length(prior.beta.means)<length(betas))
{prior.beta.means=c(prior.beta.means[-c(which(sapply(original.matrix
, is.factor))+1)], rep(x=0,times=ncol(design.matrix[,-which(names(
design.matrix)%in%names(original.matrix))])-1))}
if(sum(categorical.columns)>0 & length(prior.beta.sd)<length(betas)){
prior.beta.sd=c(prior.beta.sd[-c(which(sapply(original.matrix, is.
factor))+1)], rep(x=3.162278,times=ncol(design.matrix[,-which(names(
design.matrix)%in%names(original.matrix))])-1))}
b.priors<-paste0(betas,paste(’~dnorm(’,round(prior.beta.means,4),",",
round(1/prior.beta.sd^2,4) ,’)’,sep=""),collapse=’\n’)
linear.terms <- paste0(betas[1],"+",paste0(paste0(betas[-1],’*’),
colnames(design.matrix),’[i]’, collapse=’+’),sep="")
if(sum(names(original.matrix)=="cluster")>0){linear.terms<-paste0(
linear.terms,"+b.0[cluster[i]]")}
formula <- noquote(paste0(’logit(theta[i])<-’, linear.terms ) )
model.formula<-paste(’function(){’, ’for(i in 1:n){’, ’y[i]~dbin(theta[
i]+Pc[i]-Pc[i]*theta[i], 1)’, formula, ’logit(Pc[i])<-alpha’, ’}’,
cluster.section, ’post.comm.risk<-exp(alpha)/(1+exp(alpha))’,’
pHHinfection<-1-(post.comm.risk+(1-pTBinfection))’ ,’pTBinfection~
dbeta(1.2+k,1.2+n-k)’,b.priors, paste(’alpha~dnorm(’,prior.alpha
[1],’,’,prior.alpha[2],’)’,sep=""), ’}’, sep=’\n’)
return(list(model.formula=model.formula, design.matrix=data.frame(
design.matrix,cluster=original.matrix$cluster,y=original.matrix$y),
betas=betas))
}
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Function upmrun
To execute an MCMC sampler, we created a function in R that invokes an already
existing R function, jags, from the R2jags library. Documentation for R2jags can
be found online at https://cran.r-project.org/web/packages/R2jags/R2jags.pdf.
Function upmrun takes as argument a matrix or data frame, invokes the previ-
ously defined upmbuilder function to create a BUGS-style model script, and takes
that function output as input into the function jags. The output of upmrun is a list
of posterior MCMC sample chains and a summary of posterior probability values, for
example the posterior mean and percentiles of a variable.
Most input parameters to the R2jags function jags, invoked in the execution
of upmrun, are available as input parameters to upmrun as well. Thus, the user
may specify the number of iterations of the MCMC sampler, the number of chains,
the burn-in period for the sampler, and so on. As is also the case for function
upmbuilder, the user may specify prior probability distribution parameters, so-
called hyperparameters, as arguments to upmrun.
The upmrun function, also available online at the previously mentioned web ad-
dress http://people.bu.edu/aimcinto/upmfit/index.html, is reproduced below:
upmrun <- function(design.matrix,categorical.columns=0,
prior.beta.means=rep(x=0,times=ncol(design.matrix[,which(
names(design.matrix)!="cluster")])),
prior.beta.sd=rep(x=3.162278,times=ncol(design.matrix[,
which(names(design.matrix)!="cluster")])),
prior.alpha=c(0,0.44), n.chains=3, n.iter=50000, n.burnin=n
.iter/2,
n.thin=max(1, floor((n.iter - n.burnin) / 1000))){
n <- nrow(suppressWarnings(upmbuilder(design.matrix, categorical.columns
= categorical.columns))[[2]])
Logit.data <- as.list(strsplit(c(names(suppressWarnings(upmbuilder(
design.matrix, categorical.columns=categorical.columns))[[2]]),"n"),
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","))
Logit.params <- c(suppressWarnings(upmbuilder(design.matrix, categorical
.columns = categorical.columns))[[3]], "post.comm.risk")
if(sum(names(suppressWarnings(upmbuilder(design.matrix, categorical.
columns = categorical.columns))[[2]])=="cluster")>0) Logit.params <-
c(suppressWarnings(upmbuilder(design.matrix, categorical.columns =
categorical.columns))[[3]], "post.comm.risk", "sigma.b.0", "mu.beta
.0")
design.matrix.rebuild<-suppressWarnings(upmbuilder(design.matrix,
categorical.columns = categorical.columns))[[2]]
for(i in 1:(length(Logit.data)-1)){
assign(Logit.data[[i]],design.matrix.rebuild[,i])
}
JAGSoutput<- R2jags::jags(data=Logit.data, parameters.to.save=Logit.
params, n.chains=n.chains, n.iter=n.iter, n.burnin=n.burnin, n.thin=n
.thin, model.file=eval(parse(text=suppressWarnings(upmbuilder(design.
matrix,categorical.columns = categorical.columns))[[1]])) )
return(JAGSoutput)
}
Examples
A brief example of the functions in action is provided below. The synthetic dataset
upmdata is input into the upmrun function and summary output is shown.
example.run <- upmrun(upmdata)
## module glm loaded
## Compiling model graph
## Resolving undeclared variables
## Allocating nodes
## Graph information:
## Observed stochastic nodes: 800
## Unobserved stochastic nodes: 118
## Total graph size: 12887
##
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## Initializing model
example.run
##Inference for Bugs model at "/var/folders/3h/5
ywnq74520nfv8rly6p_dmlh0000gn/T//RtmpATKtP2/model25a7ef0c327.txt", fit
using jags,
## 3 chains, each with 50000 iterations (first 25000 discarded), n.thin =
25
## n.sims = 3000 iterations saved
## mu.vect sd.vect 2.5% 25% 50% 75% 97.5% Rhat
##beta.0 -1.658 1.480 -4.805 -2.605 -1.594 -0.641 0.993 1.001
##beta.1 0.191 0.139 -0.052 0.097 0.181 0.272 0.491 1.001
##beta.2 -3.484 1.018 -6.120 -3.926 -3.303 -2.769 -2.121 1.004
##beta.3 -0.195 0.207 -0.677 -0.303 -0.177 -0.061 0.151 1.003
##beta.4 0.291 0.206 -0.057 0.155 0.269 0.403 0.743 1.001
##beta.5 -0.588 0.666 -1.961 -0.988 -0.541 -0.151 0.647 1.001
##mu.beta.0 -0.361 1.262 -2.680 -1.225 -0.370 0.487 2.200 1.002
##pHHinfection 0.154 0.030 0.094 0.134 0.154 0.174 0.212 1.001
##post.comm.risk 0.204 0.025 0.155 0.187 0.204 0.221 0.253 1.001
##sigma.b.0 2.308 0.827 1.151 1.745 2.156 2.683 4.429 1.006
##deviance 836.176 16.859 802.962 824.820 836.248 847.515 869.658 1.005
## n.eff
##beta.0 2500
##beta.1 3000
##beta.2 580
##beta.3 670
##beta.4 3000
##beta.5 3000
##mu.beta.0 1300
##pHHinfection 2200
##post.comm.risk 2900
##sigma.b.0 390
##deviance 440
##For each parameter, n.eff is a crude measure of effective sample size,
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##and Rhat is the potential scale reduction factor (at convergence, Rhat=1)
.
##DIC info (using the rule, pD = var(deviance)/2)
##pD = 141.6 and DIC = 977.7
##DIC is an estimate of expected predictive error (lower deviance is better
).
The output for upmrun is identical to a jags function invocation of JAGS run
in R using the R2jags package and a user-defined long-form model script, which the
upmbuilder function generates automatically in the process of executing upmrun.
Note that using the default settings for all MCMC sampler controls on the upmdata
object is not always su cient for the posterior parameter estimates, such as the
posterior median, to converge. Diagnostic Rhat in the above code block output is
less than the rule-of-thumb value of 1.10 for most variables, and the e↵ective sample
size, n.e↵ , is generally high, indicating posterior distribution convergence. For chain
convergence such that the user is sampling from the true posterior distribution for each
parameter, the user may need to specify more samples, more thinning, a larger burn-
in period, or some combination of all three controls. Further analysis of convergence
using trace plots and overlaid chain densities is always warranted when assessing
convergence of Bayesian models. Also note that the function outputs the model fit
tool, DIC, measuring model fit in comparison to competing models at the end of the
previous code block.
To access the full posterior chains for each variable, load package mcmcplots
and convert the defined JAGS object into posterior chains of samples using func-
tion as.mcmc. See the long-form vignette accompanying the upmfit package at
http://people.bu.edu/aimcinto//upmfit/upmfitprimer.pdf for more details.
Note that the prior probability distribution hyperparameters for variable alpha
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must be formulated appropriately for pC to be interpretable on the unit interval.
The default distribution and hyperparameters for alpha is a Gaussian distribution
with mean 0, standard deviation 1/
p
0.44 ⇡ 1.51. This specification gives pC a prior
distribution that is approximately uniform on the unit interval, with weight being
pulled away from the unit extremes of 0 and 1.
BUGS-type scripts do not recognize standard deviation, but instead use precision,
which is 1 divided by the square root of the standard deviation. Thus, to generate an
informative prior distribution on parameter alpha that translates into a prior on pC
having, say, mean and median close to 0.10, the following function argument would
be added to upmbuilder or upmrun: prior.alpha = c( 2.2,1/sqrt(3)).
The UPM does well in simulation with relatively non-informative priors (the de-
faults for this package), however there will certainly be scenarios where the user
would wish to specify an informative prior probability distribution for model coe -
cients. Like all Bayesian models, care should be taken when choosing prior probability
distributions for UPM parameters, and it may be instructive to run the model with a
range of informative prior specifications to assess the sensitivity of posterior estimates
to prior specification.
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Chapter 5
Conclusion
Summary of Method and Results
In this paper we present a new model to estimate community-acquired TB infection
risk and to evaluate risk factors for TB transmission in households using data from
index cases and their household contacts. Through simulation we show that the UPM
accurately estimates the probability of community-acquired infection for a household
contact in a home with an AFB smear-positive pulmonary TB case, and that our
estimator is robust to prior probability specification, whether correctly informative,
uninformative, or incorrectly informative.
When we applied our model to data from a household contact study in Brazil,
we found that the probability of infection from a non-household source, given an
infectious TB case in the home, is 0.19. We found similarity between the two alter-
native models under consideration, a Bayesian and frequentist mixed e↵ects logistic
regression, and the UPM with respect to two risk factors for transmission: age and
sex. However, consistent with our simulation results, we found that the two standard
models used in household contact studies potentially underestimate the e↵ect of two
variables on TST conversion: sleeping proximity to the index case and index case
disease extent.
When we applied our model to age-stratified data from household contact studies
in Brazil, India, and Uganda, we found that as age increased, the posterior probability
median of community-acquired infection increased, the posterior probability median
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of household-acquired infection decreased, and the overall risk of infection from any
source increased. These findings are consistent with results observed in several cohort
studies, and demonstrate the importance of accounting for age of contacts of an
infectious TB case when devising public health interventions to halt the spread of TB
disease.
We used data from Ugandan community members in households without an infec-
tious TB case to demonstrate the accuracy of the UPM in estimating the probability
of community-acquired infection. We saw that the estimate of pC generated by the
UPM on household contact study data of households with an infectious TB case
aligned closely with a simple estimate of the proportion of persons in the control
population who tested TST positive.
Finally, we presented an open-source software package in the R environment for
modular implementation of the UPM. The software tools create BUGS-style modeling
scripts and output posterior probability distributions for all modeled predictors and
the probability of community-acquired infection.
Significance of Findings and Limitations
This model is the first of its kind to estimate both the probability of community-
acquired infection, and individual-level risk factors of infection, while controlling for
confounding and accounting for household clustering e↵ects.
Other transmission models have been devised to estimate either individual risk
factors of infection, or to quantify the level of disease in the community by calculating
secondary attack rates. However, we have shown that these aims can be unified, and
the relevant parameters can be accurately estimated from follow-up data collected
from contacts of an infectious TB case.
A limitation of our approach is that the probability of community infection pa-
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rameter is assumed to be constant for all persons and subgroups, and not informed
by factors that could also lead to within-household transmission. This assumption is
obviously a simplification, but it is a common assumption that has been used often
in epidemic disease modeling.
A further limitation of this modeling framework is that it does not attempt to
ascertain exactly which factors make a population more or less likely to have high
community-acquired TB risk versus household-acquired TB risk. In a sense, this ques-
tion may be too broad to be accurately modeled. Populations have diverse cultural
and hygienic habits, genetic profiles, and communal infrastructure, which likely all
coalesce into a complex network of competing risk modifiers.41 In a sense, the UPM
is a hypothesis-generating model. It can calculate where infection is occurring, but
apart from estimating household-based transmission risk factors, it cannot necessarily
discern why.
It is noteworthy that the posterior pC and pHH rates di↵er when stratified by age
across populations, even though the proportion of TST positivity is similar in aggre-
gate across populations. That is, the proportion of TST positive contacts in Brazil is
roughly the same as in Uganda and India, yet the risk of household and community
TB transmission is di↵erent for di↵erent age strata. This observation shows that
TB transmission dynamics are not the same everywhere: the interventions aimed at
stopping the spread of TB among adolescents in India should ideally be di↵erent than
those undertaken in Uganda for the same age group.
Future Model Implementation
In the future, the methods described here could be applied to great e↵ect in subpop-
ulations within a province or administrative region to discern di↵erent transmission
patterns between di↵erent subpopulations. The only drawback to this approach is
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that modelers would have to be exact in justifying exactly how and why they are
cleaving the population into distinct sub-units. At the country level this strategy has
an obvious justification: di↵erent countries comprise distinct social, ethnic, religious,
and genetic groups. This heterogeneity is true within a country as well, but the
distinction is often less clear. Should an investigator choose to categorize a partic-
ular ethnic enclave or geographic region, or a di↵erent socioeconomic group? These
populations often bleed into one another, and making a clear distinction between
sub-groups is not a trivial task. Subpopulation comparisons of TB dynamics can be
made, but the aims of this distinction must be clearly defined.
Conclusion
An important focus of TB research is on understanding factors associated with trans-
mission. The household, workplace, school, and even public transit are all locations
where TB can spread, and so it is paramount that public health practitioners and
policymakers have a comprehensive understanding of where transmission is occurring,
and reliable estimates of risk factors that contribute to TB spread. Our novel ap-
proach to understanding transmission provides estimates of the impact of community
transmission pressure and of predictors of household TB transmission. The model
is robust to the prior probability distribution of the probability of community infec-
tion, and even for overt prior misspecification the model accurately estimates both
community infection risk, and individual- and household-level risk factors.
This method will aid public health planners in understanding how best to interrupt
TB spread in disparate populations by characterizing where interventions to disrupt
transmission will be most useful.
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