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Resumo
A sincronizac¸a˜o de uma rede neuronal pode levar a problemas patolo´gicos ja´ estuda-
dos, tais como mal de Parkinson e epilepsia. Logo, os estudos sobre sincronizac¸a˜o entre
os neuroˆnios e como suprimi-los podem ajudar a entender se realmente a sincronizac¸ao
esta´ relacionada com essas patologias. A sincronizac¸a˜o pode acontecer por va´rios fatores
internos e externos ao sistema. Internamente podemos ter a dinaˆmica de cada neuroˆnio
muito pro´xima, i.e, neuroˆnios semelhantes, e externamente podemos ter sincronia de-
vido a` frequeˆncia do forc¸amento externo ser pro´ximo a` frequeˆncia natural da rede. Neste
trabalho sera˜o estudados os supracitados tipos de fatores para uma rede neuronal, cuja
dinaˆmica e´ governada pelo mapa de Rulkov e, tambe´m, utilizado um modelo de acopla-
mento que ocorre a partir de uma difusa˜o de um elemento qu´ımico em seu meio, podendo
assim determinar em quais casos temos sincronias. Usando um forc¸amento externo perio´-
dico podemos controlar a intensidade e a frequeˆncia desse forc¸amento e observar em quais
casos permanece a sincronia entre os neuroˆnios.
Palavra chave: sincronizac¸a˜o, mapa de Rulkov, acoplamento qu´ımico.
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Abstract
The syncronization of neuronal network may bring several pathological diseases, such
as Parkinson and epilepsy, so studies about synchronization factors and how to avoid them
can help us to understand if the synchronization is related with this diseases. The syn-
chronization may occur for several internal and external factors. In the internal case, we
can have a similar neuron dynamics, and in the external we can have the synchronization
due to an external signal close to natural frequency system. In this work, this kind of fac-
tors for a network, governal by the dynamics given by Rulkov map, will be studied using
a chemical coupling model due to a diffusing substance such that we can determine in
which cases it will occur synchronization. Using a periodic external signal with a control
in frequency and intensity we can note in which cases the synchrony persists.
Keyword: Syncronization, Rulkov network, chemical coupling
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Capı´tulo1
Introduc¸a˜o
Va´rios cientistas se esforc¸aram para desenvolver modelos matema´ticos a fim de des-
crever func¸o˜es ba´sicas do ce´rebro, como a transmissa˜o de informac¸a˜o entre os neuroˆnios
atrave´s de sinapses ou os fenoˆmenos de disparos de corrente atrave´s da membrana celular,
e com isso entender as causas de sincronia entre os neuroˆnios, que podem estar por tra´s
das causas de patologias como: Mal de Parkinson e epilepsia [1] [2].
Um dos primeiros a formular um modelo matema´tico do potencial de ac¸ao neuroˆnal,
foram Alan Hodgkin e Andrew Huxley. Eles desenvolveram esse modelo a partir de estudos
com o axoˆnio gigante da lula, e conseguiram assim descrever o fenoˆmeno de spikes, ou
disparos do potencial de ac¸a˜o [3].
Outros modelos matema´ticos surgiram para tentar descrever o funcionamento dos dis-
paros neuronais, alguns descrevem spikes e outros descrevem um outro fenoˆmeno chamado
de burst, que sa˜o disparos sucessivos seguidos por per´ıodos de quiesceˆncia [4]. Nicolai
Rulkov criou um modelo matema´tico para descrever estes fenoˆmenos de bursts [5]. Neste
modelo, ele considerou que cada neuroˆnio e´ um oscilador com uma frequeˆncia de burst.
Mikhail V. Ivanchenko et.al [6], utilizaram este modelo de Rulkov para simular redes
de neuroˆnios acoplados a partir de seus campos me´dios, observando, assim, fenoˆmenos
de sincronia entre eles e maneiras de suprimir estas sincronias a partir de um forc¸amento
externo perio´dico.
Para tentar se aproximar cada vez mais de um modelo real, R. L. Viana et.al [7]
trabalharam com o modelo de Rulkov para uma rede de neuroˆnios acoplados por meio de
uma difusa˜o de uma substaˆncia qu´ımica na rede, cujo modelo de acoplamento foi proposto
inicialmente por Hiroya Nakao[8], e por Yoshiki Kuramoto [9]. R. L. Viana et.al em seu
trabalho utilizaram esse acoplamento qu´ımico unidimensionalmente, determinando sua
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2se´rie temporal, fase de burst e paraˆmetro de ordem, que mede o grau de sincronia do
sistema acoplado. Como a sincronia entre neuroˆnios pode estar por tra´s de problemas
patolo´gicos como Parkinson, entre outros [10], foi tratada uma maneira de suprimir estas
sincronia, utilizando um sinal externo perio´dico, semelhante ao utilizado por Mikhail
Ivanchenko et.al [6].
Este trabalho e´ uma continuac¸a˜o do trabalho inicialmente feito por R.L. Viana et.al
[7]. Foram obtidos alguns resultados novos para o caso unidimensional, como a influeˆncia
do tamanho da rede neuronal e da quantidade de neuroˆnios submetidos a um forc¸amento
externo, no tamanho da largura dos platoˆs de sincronia e reproduzidos alguns resultados
para uma regia˜o maior de neuroˆnios submetidos ao forc¸amento externo. Foi abordada,
tambe´m, uma rede na qual os neuroˆnios esta˜o distribu´ıdos em um espac¸o bidimensional,
determinando sua dinaˆmica individual, como tambe´m a dinaˆmica coletiva a partir do
acoplamento na˜o local pela difusa˜o de uma substaˆncia qu´ımica. Foi analisado para o
caso bidimensional, atrave´s da evoluc¸a˜o do paraˆmetro de ordem, para quais valores da
intensidade de acoplamento ocorre sincronia e para quais na˜o ocorre. A partir disso foi
utilizado o forc¸amento externo para suprimir a sincronia, determinando assim os platoˆs de
sincronia, tanto no caso do sistema sincronizado, como no caso do sistema dessincronizado.
Outra ana´lise feita e´ de como ocorre a mudanc¸a da largura dos platoˆs de sincronia com
a mudanc¸a da frequeˆncia e da intensidade do forc¸amento externo, determinando assim as
l´ınguas de Arnold, como tambe´m a influeˆncia do tamanho da rede.
Esse trabalho sera´ dividido da seguinte maneira:
O cap´ıtulo 2 abordaremos o modelo desenvolvido por Yoshiki Kuramoto [11], [12] que
descreve um conjunto de osciladores acoplados, determinaremos assim sua fase, bem como
a definic¸a˜o do paraˆmetro de ordem, que mostra se o sistema esta´ sincronizado ou na˜o, que
sa˜o ferramentas a serem utilizadas no modelo de Rulkov.
O cap´ıtulo 3 trataremos do modelo de Rulkov, suas equac¸o˜es e simulac¸o˜es nume´ricas,
sua se´rie temporal e uma maneira de determinar uma fase para este sistema. Baseado no
artigo de Mikhail V. Ivanchenko [6], trabalharemos com um acoplamento global a partir de
um campo me´dio, observaremos quando acontece sincronia dos neuroˆnios, e a maneira de
suprimir a sincronia, atrave´s de um modelo ja´ utilizado por outros pesquisadores citados,
ou seja, um pulso externo perio´dico. Com isso, queremos observar quando o modelo sai
da sincronia e quando o forc¸amento externo intensifica a sincronia.
No cap´ıtulo 4 abordaremos o modelo de Rulkov com acoplamento entre neuroˆnios
a partir da difusa˜o de uma substaˆncia qu´ımica; reproduziremos os resultados do aco-
3plamento unidimensional ja´ obtidos por R. L Viana et.al [7], e obteremos dados novos
baseados no artigo de Mikhail Ivanchenko et.al [6]; estudaremos o modelo de Rulkov com
o acoplamento qu´ımico em duas dimenso˜es e compararemos os resultados unidimensionais
e bidimensionais.
Capı´tulo2
Modelo de Kuramoto
2.1 Introduc¸a˜o
O modelo de Kuramoto e´ um modelo matema´tico que descreve a sincronizac¸a˜o entre
osciladores. A sincronia foi inicialmente estudada por Christiaan Huygens (1629-1695),
um cientista holandeˆs que contribuiu para va´rias a´reas, como F´ısica, Matema´tica, Astro-
nomia e Horologia, sendo mais conhecido pela criac¸a˜o dos relo´gios de peˆndulo, pore´m,
tambe´m foi o descobridor da lua Tita˜ de Saturno, bem como o primeiro a comec¸ar os
estudos sobre os ane´is de Saturno sendo que, para isso, teve que aprimorar o telesco´pio
[13].
Em uma viagem de navio, com o intuito de determinar a longitute com precisa˜o,
Huygens percebeu que um conjunto de relo´gios de peˆndulos sobre um mesmo suporte
sincroniza, isto e´, suas oscilac¸o˜es coincidem perfeitamente, mesmo se inicialmente seus
movimentos forem diferentes. Intrigado com isso, numa e´poca em que ele esteve doente,
Huygens pediu para que fosse colocado em seu quarto um sistema de dois relo´gios de
peˆndulos presos a uma haste em comum (Figura 2.1). Com isso ele percebeu que a
sincronizac¸a˜o se deve ao movimento da haste que conecta os dois peˆndulos. Inicialmente
este fenoˆmeno foi chamado por Huygens como simpatia de dois relo´gios e mencionado
pela primeira vez em 1665, em uma carta para seu pai [13].
Com o passar do tempo, foram observados va´rios fenoˆmenos na natureza em que
tambe´m acontecia o fenoˆmeno de sincronizac¸a˜o, tais como: ciclo menstrual [14], ce´lulas
marca-passo no corac¸a˜o [15], sincronizac¸a˜o de flash dos vaga-lumes [16], entre outros
[17]. Para se entender melhor sobre sincronia e os mecanismos por tra´s deste fenoˆmeno e´
necessa´rio desenvolver um modelo matema´tico.
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Figura 2.1: Desenho original feito por Christiaan Huygens ilustrando seu experimento
com dois relo´gios de peˆndulo colocados em um suporte comum. Figura retirada de [13]
Apo´s va´rias pesquisas sobre a dinaˆmica na˜o linear de sistemas de um conjunto de
osciladores acoplados, Arthur Winfree reconheceu que para problemas biolo´gicos seria
necessa´ria uma nova abordagem [18]. Nos modelos f´ısicos, como no problema de mui-
tos corpos, os osciladores eram considerados como ideˆnticos e conservativos, pore´m num
modelo biolo´gico, os osciladores sa˜o autossustenta´veis e na˜o ideˆnticos. Em um oscilador
autossustenta´vel sua trajeto´ria e´ fechada e esta´vel (tambe´m chamada de ciclo limite). Esta
abordagem de Winfree foi apropriada, pois em um sistema biolo´gico, se perturbado, ele
retorna para o seu ciclo padra˜o, enquanto que num sistema conservativo, i.e, um sistema
na qual a energia total do sistema e´ conservada, uma perturbac¸a˜o faz com que a dinaˆmica
do sistema mude, pois essa perturbac¸a˜o faz com que a energia total do sistema mude.
Arthur Winfree publicou em 1967 [19] um trabalho que fez com que a comunidade
cient´ıfica tivesse uma nova maneira de pensar sobre o problema. Engenheiros e matema´-
ticos tinham explorado o caso de um simples oscilador, com um per´ıodo natural T , sobre
a influeˆncia de um sinal externo de per´ıodo T0, e eles sabiam que para |T −T0| suficiente-
mente pequeno, o oscilador sincronizaria com o sinal externo. Winfree considerou um caso
com uma grande populac¸a˜o de osciladores com interac¸a˜o fraca entre eles e cada oscilador
com um per´ıodo T distribu´ıdo randomicamente. Ele percebeu que para um acoplamento
fraco, os osciladores eram dessincronizados, pore´m com o aumento deste acoplamento, a
populac¸a˜o de osciladores abruptamente sa´ıa do regime na˜o sincronizado para o regime sin-
cronizado. Estes resultados divulgados por Winfree levaram muitos cientistas a examinar
a interac¸a˜o de osciladores acoplados em diversas a´reas [20].
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2.2 Definic¸a˜o de Fase e paraˆmetro de ordem
Movimentos oscilato´rios sa˜o movimentos que se repetem depois de um certo tempo.
Eles podem ser representados em uma trajeto´ria fechada, Γ, chamada de ciclo limite. Uma
vez definido o ciclo limite, podemos determinar uma func¸a˜o cont´ınua Ω , que pega cada
ponto desta curva Γ e transforma em um c´ırculo unita´rio U , ou seja, podemos escolher um
ponto inicial de Γ e chama´-lo de x0. A func¸a˜o ξ e´ tal que o ponto x0 em Γ e´ transformado
em θ = 0 no c´ırculo unita´rio U (Figura 2.2). Com isso, a dinaˆmica do ciclo limite original
e´ transformado em um oscilador de fase
dθ
dt
= ω, (2.1)
onde θ e´ a fase relativa e x0 e ω e´ a velocidade de fase [21].
Γ x0
x
ξ
0
θ
U
Figura 2.2: Podemos descrever a trajeto´ria de um sistema oscilato´rio como uma curva
fechada Γ chamada de ciclo limite, e assim aplicar uma func¸a˜o ξ para transforma´-la em
um c´ırculo unita´rio U .
Num conjunto de osciladores, uma maneira de medir o comportamento coletivo e´
atrave´s do grau de sincronia. Podemos ter osciladores que esta˜o espalhados atrave´s do
c´ırculo em fases bem diferentes, chamamos estes osciladores de osciladores em deriva (vide
Figura 2.3a). Em contraste, se todos osciladores esta˜o ao redor do c´ırculo com a mesma
fase, dizemos enta˜o que eles esta˜o sincronizados, ou travados. Pore´m podemos ter graus
leves de sincronia, como quando os osciladores esta˜o ao redor do c´ırculo, aproximadamente
em fase (vide Figura 2.3 b). Para medir este grau de sincronia e´ utilizado o paraˆmetro de
ordem de Kuramoto, que e´ definido como:
z =
1
N
N∑
j=1
eiθj , (2.2)
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onde θj e´ a fase do j-e´simo oscilador.
Para entender o que e´ o paraˆmetro de ordem, podemos imaginar que cada oscilador e´
representado por um vetor da origem ate´ a sua posic¸a˜o no c´ırculo complexo. O paraˆme-
tro de ordem e´ uma soma de todos os vetores dos osciladores, e atrave´s da norma deste
paraˆmetro de ordem, isto e´ |z| = R, que tera´ valor ma´ximo de 1, podemos determinar
a “intensidade” da sincronia. Isso pode ser observado na Figura 2.3. Nesta figura temos
o caso de todos os osciladores com suas fases distribu´ıdas ao redor do c´ırculo no plano
complexo e seu vetor resultante. O mo´dulo deste vetor resultante nos mostra a intensi-
dade da sincronia, quanto mais pro´ximo de zero esta´ este mo´dulo, menos sincronizados
esta˜o os osciladores (Figura 2.3 a). Em contrapartida, quanto mais pro´ximo de 1, mais
sincronizados eles se encontram (Figura 2.3 b).
a)
R
R=0,496
Re
Im
Θ = 0, 914 rad
b)
R
R=0,994
Re
Im
Θ = 0, 796 rad
Figura 2.3: Representac¸a˜o do paraˆmetro de ordem em maneira vetorial em um c´ırculo
unita´rio. Re e´ o eixo real e Im o imagina´rio. Na Figura a temos todos osciladores com
suas fases distribu´ıdas ao redor do c´ırculo, ou seja, um caso de na˜o sincronia, e com isso o
mo´dulo do vetor soma e´ pro´ximo de zero. Na figura b temos os osciladores com suas fases
bem pro´ximas, o que faz com que o mo´dulo do vetor seja pro´ximo a 1. Figura adaptada
de [22].
2.3 Modelo de Kuramoto
Inspirado pelos resultados obtidos por Arthur Winfree, em 1975, Yoshiki Kuramoto
[23] comec¸ou a trabalhar com sincronizac¸a˜o coletiva, sendo que seu primeiro trabalho
sobre o tema, foi uma breve nota anunciando resultados exatos, que seriam mais tarde
chamados de Modelo de Kuramoto. Nos anos seguintes Kuramoto continuou a trabalhar
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com o modelo, tentando refina´-lo, mas sempre encontrando novas questo˜es. Assumindo
que para qualquer sistema fracamente acoplado, e osciladores com ciclo limites quase
ideˆnticos, a dinaˆmica do sistema e´ dada por uma equac¸a˜o de fase que segue a forma [24]
Ω = θ˙i = ωi +
N∑
j=1
Γij(θj − θi), (2.3)
onde ωi e´ a frequeˆncia natural do sistema, Ω e´ a frequeˆncia de fase, θ e´ a fase e Γ e´ a
func¸a˜o de interac¸a˜o. Kuramoto percebeu que a maneira mais simples de trabalhar com a
Equac¸a˜o (2.3) e´ quando
Γij(θj − θi) = K
N
sen(θj − θi), (2.4)
que e´ assumindo um termo de interac¸a˜o a partir de um campo me´dio. K e´ a intensi-
dade desta interac¸a˜o e o termo 1
N
e´ para que a func¸a˜o seja bem comportada no limite
termodinaˆmico, ou seja, N →∞, com isso podemos reescrever modelo de Kuramoto como
Ω = θ˙i = ωi +
K
N
N∑
j=1
sen(θj − θi). (2.5)
2.4 Evoluc¸a˜o do paraˆmetro de ordem
Utilizando o paraˆmetro de ordem dado pela Equac¸a˜o (2.2), podemos reescrever a
Equac¸a˜o (2.5) de tal maneira que o trabalho torna-se menos a´rduo. O paraˆmetro de
ordem pode ser reescrito de uma maneira mais geral como
z = ReiΘ =
1
N
N∑
j=1
eiθj , (2.6)
multiplicando por e−iθi e utilizando a fo´rmula de Euler, podemos reescrever ainda como
R cos(Θ− θi) + iR sen(Θ− θi) = 1
N
N∑
j=1
(cos(θj − θi) + i sen(θi − θj)), (2.7)
Observando a parte complexa do termo da direita, vemos que e´ igual ao termo em seno
da Equac¸a˜o (2.5), com isso podemos reescreveˆ-la como
θ˙i = ωi +KR sen(Θ− θi). (2.8)
Para melhor ana´lise da Equac¸a˜o (2.8) e´ preciso assumir soluc¸o˜es estaciona´rias, ou
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seja, R(t) e Θ(t) rotaciona uniformemente com uma frequeˆncia θ˙ = Ω. Assumindo um
referencial girando com frequeˆncia Ω e escolhendo a origem deste referencial corretamente,
podemos assumir Θ = 0 sem perda de generalidade [24], com isso podemos reescrever a
Equac¸a˜o (2.8) da seguinte forma
θ˙i = ωi −KR sen(θi). (2.9)
A Equac¸a˜o (2.9) tem dois tipos de soluc¸o˜es. Uma soluc¸a˜o e´ quando temos o caso em
que |ωi| ≤ KR, com isso os osciladores se aproximam ao ponto fixo esta´vel, definido como
ωi = KR sen(θi). (2.10)
Desta forma temos osciladores travados com uma frequeˆncia Ω no referencial original.
Outra soluc¸a˜o e´ quando |ωi| > KR, neste caso os osciladores esta˜o a` deriva, eles percorrem
atrave´s do c´ırculo unita´rio de uma maneira na˜o uniforme.
A primeira coisa a se estranhar e´ o fato de termos osciladores a` deriva, se inicialmente
foi assumido que R e Θ sa˜o constantes. Kuramoto contornou este problema assumindo
que os osciladores a` deriva formam uma distribuic¸a˜o estaciona´ria ao redor do c´ırculo [24].
Vamos denotar por ρ(θ, ω)dθ como sendo a frac¸a˜o de osciladores com frequeˆncia ω que
esta˜o entre θ e θ+dθ. A estacionaridade requer que ρ(θ, ω) seja inversamente proporcional
a` velocidade de fase θ˙, com isso os osciladores se acumulam em lugares lentos e se diluem
em lugares ra´pidos do c´ırculo. Logo
ρ(θ, ω) =
C
|θ˙| =
C
|ω −KR sen θ| . (2.11)
A constante de normalizac¸a˜o C e´ determinada por
∫ pi
−pi ρ(θ, ω)dθ = 1 para cada ω,
com isso
C =
1
2pi
√
ω2 − (KR)2. (2.12)
Para este caso foram identificados dois grupos de osciladores: os osciladores travados,
que esta˜o oscilando com as mesmas frequeˆncias, e os osciladores a` deriva, que sa˜o os
que esta˜o espalhados ao redor do c´ırculo com frequeˆncias diferentes. Com isso, podemos
escrever a me´dia do paraˆmetro de ordem como sendo a soma da me´dia dos osciladores a`
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deriva com a me´dia dos osciladores travados, logo
〈eiθ〉 = 〈eiθ〉travado + 〈eiθ〉deriva, (2.13)
como foi assumido que Θ = 0, temos que 〈eiθ〉 = ReiΘ = R, assim
R = 〈eiθ〉travado + 〈eiθ〉deriva. (2.14)
Dessa forma, podemos resolver separadamente as contribuic¸o˜es. Primeiramente, sera´
resolvido para o termo em deriva.
Assumindo uma distribuic¸a˜o de frequeˆncias g(ω) que seja sime´trica, com isso g(ω) =
g(−ω) o termo de deriva pode ser escrito como
〈eiθ〉deriva =
∫ pi
−pi
∫
|ω|〉KR
eiθρ(θ, ω)g(ω)dωdθ, (2.15)
que pode ser escrito como uma soma de duas integrais
〈eiθ〉deriva =
∫ pi
−pi
∫ −KR
−∞
eiθρ(θ, ω)g(ω)dωdθ +
∫ pi
−pi
∫ ∞
KR
eiθρ(θ, ω)g(ω)dωdθ. (2.16)
Na primeira integral podemos fazer a seguinte mudanc¸a de varia´vel, ω = −ω′, com
isso dω = −dω′ e mudando os ı´ndices de integrac¸a˜o para ficar de acordo com esta mudanc¸a
−
∫ pi
−pi
∫ KR
∞
eiθρ(θ,−ω′)g(−ω′)dω′dθ. (2.17)
De acordo com a Equac¸a˜o (2.11), podemos observar que, ρ(ω, θ) = ρ(−ω,−θ) para a
integral acima conter este termo, uma outra mudanc¸a de varia´vel e´ necessa´ria. Fazendo
a mudanc¸a θ′ = θ − pi temos
−
∫ 0
−2pi
∫ KR
∞
eiθ
′
eipiρ(θ′ + pi,−ω′)g(−ω′)dω′dθ′, (2.18)
como eipi = −1 e ρ(ω′+pi,−θ) = ρ(−ω′,−θ) = ρ(ω, θ) e g(ω) = g(−ω), a integral se torna
∫ 0
−2pi
∫ KR
∞
eiθ
′
eipiρ(θ′, ω′)g(ω′)dω′dθ′ = −
∫ 0
−2pi
∫ ∞
KR
eiθ
′
eipiρ(θ′, ω′)g(ω′)dω′dθ′. (2.19)
Por causa das condic¸o˜es de contorno perio´dicas em θ, isto e´, os valores de θ esta˜o
restritos em um c´ırculo perio´dico, podemos deslocar a integrac¸a˜o em pi sem mudar nada,
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e com isso reescrever a integral como∫ pi
−pi
∫ KR
∞
eiθ
′
eipiρ(θ′, ω′)g(ω′)dω′dθ′, (2.20)
que e´ exatamente a mesma da segunda integral da Equac¸a˜o (2.16), logo o valor me´dio do
paraˆmetro de ordem para o termo em deriva e´ zero.
Para os osciladores travados temos que sen(θ) = ω
KR
e com isso dω = K R cos(θ)dθ
de acordo com a Equac¸a˜o (2.10), e que para N → ∞ a distribuic¸a˜o dos osciladores
travados esta˜o sime´tricos ao redor de θ = 0 e por causa que g(ω) = g(−ω) temos a mesma
quantidade de osciladores em θ e em −θ. Com isso 〈sen(θ)〉travados = 0, logo somente os
termos em cosseno que contribuem para a me´dia dos osciladores travados, e com isso a
me´dia do paraˆmetro de ordem para os osciladores travados torna-se
〈eiθ〉travados = R =
∫ pi
2
−pi
2
cos(θ)g(KR sen(θ))KR cos(θ)dθ, (2.21)
1 = K
∫ pi
2
−pi
2
cos2(θ)g(KR sen(θ))dθ. (2.22)
Para resolver a integral acima podemos supor duas situac¸o˜es, uma para R = 0 , que
e´ o caso em que todos os osciladores esta˜o dessincronizados, e atrave´s da Equac¸a˜o (2.11)
temos que ρ(θ, ω) = 1
2pi
, isso significa que os osciladores esta˜o distribu´ıdos ao redor do
c´ırculo. Outra situac¸a˜o e´ quando R = 1 com isso todos os osciladores esta˜o travados,
deste modo temos
1 = K
∫ pi
2
−pi
2
cos2(θ)g(K sen(θ))dθ. (2.23)
Winfree percebeu que com o aumento da intensidade do acoplamento, o paraˆmetro
de ordem sai abruptamente do estado na˜o sincronizado para o estado sincronizado, com
isso existe um valor cr´ıtico (Kc) para K que indica quando o sistema sai do estado na˜o
sincronizado para o estado sincronizado. Para determinar esse valor matematicamente
podemos utilizar a integral dada pela Equac¸a˜o (2.23) e fazer R→ 0+, logo
1 = Kc
∫ pi
2
−pi
2
cos2(θ)g(0)dθ, (2.24)
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integrando e isolando Kc
Kc =
2
pig(0)
. (2.25)
Como g(0) e´ uma distribuic¸a˜o de frequeˆncia dos osciladores, esta distribuic¸a˜o pode ser
qualquer, mas foi visto que para uma distribuic¸a˜o de Lorentz podemos ter um resultado
anal´ıtico para Kc, a distribuic¸a˜o de Lorentz e´
g(ω) =
γ
pi(γ2 − ω2) , (2.26)
substituindo (2.26) em (2.23) e integrando temos [25] [24]
R =
√
1− Kc
K
. (2.27)
Para determinar analiticamente o valor do ponto cr´ıtico Kc, podemos substituir a
Equac¸a˜o (2.26) na Equac¸a˜o (2.25) e obter um Kc = 2γ. Para este trabalho sera´ utilizado
um γ = 0.5, e com isso tem-se um Kc = 1.
2.4.1 Resultados Nume´ricos
Atrave´s da Equac¸a˜o (2.5) e utilizando o me´todo de Runge-Kutta de quarta ordem,
podemos integrar e obter o estado dos osciladores. Atrave´s do paraˆmetro de ordem,
podemos determinar como e´ sua evoluc¸a˜o numericamente e observar se condiz com o
resultado obtido na Equac¸a˜o (2.27).
Para esta simulac¸a˜o foi utilizada uma distribuic¸a˜o de frequeˆncias dada pela Equa-
c¸a˜o (2.26) com γ = 0, 5, para podermos comparar com o resultado nume´rico dado pela
Equac¸a˜o (2.27).
A fase e a frequeˆncia dos osciladores sa˜o mostradas na Figura 2.4. Para esta figura foi
utilizada a Equac¸a˜o (2.8), com uma rede de N = 1000 osciladores e integrado por 500002
tempos, sendo que 500000 tempos foram descartados para que o sistema estabilize. O
passo de integrac¸a˜o utilizado foi de 0, 01, com isso o total de tempos plotados sa˜o de 200.
Na Figura 2.4 e´ observado que para uma interac¸a˜o fraca K = 0, 7 a fase dos osciladores
(Figuras 2.4(a)) esta˜o distribu´ıdos entre 0 e 2pi, e os osciladores tem frequeˆncias diferentes
(Figura 2.4(d)), com o aumento do acoplamento (K = 1 na Figura 2.4(b) e na Figura
2.4(e)) . Observa-se que alguns osciladores comec¸am a travar, ou seja, sa˜o osciladores que
teˆm as fases pro´ximas (Figura 2.4(b) e Figura 2.4(c)) e esta˜o oscilando com frequeˆncias
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iguais (parte plana da Figura 2.4 (e) e Figura 2.4(f)) caracterizando, nessas situac¸o˜es, a
sincronizac¸a˜o de frequeˆncia.
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Figura 2.4: Fase e frequeˆncia dos osciladores para um conjunto de N = 1000 osciladores.
De (a) a (c) temos a fase de cada oscilador, em a temos K = 0, 7, em (b) K = 1, 0 e em
(c) K = 1, 3. De (d) a (f) sa˜o mostradas as frequeˆncias dos mesmos sistemas. Ambos
os casos sa˜o mostrados os osciladores organizados a partir de suas frequeˆncias, da menor
para a maior.
A transic¸a˜o do estado de na˜o sincronia para o estado de sincronia pode ser observada
na Figura 2.5. Para esta figura foi utilizada a Equac¸a˜o (2.6), e fazendo os valores de
K variar de zero a 6 podemos observar que o sistema tem inicialmente um estado na˜o
sincronizado, e a partir de um K aproximadamente igual a 1, o que condiz com o resultado
obtido pela Equac¸a˜o (2.27), o sistema sai do estado na˜o sincronizado e alguns osciladores
comec¸am a sincronizar, sendo que esta mudanc¸a se torna mais vis´ıvel para um aumento
do tamanho da rede. Se N cresce as curvas simuladas tendem a se aproximar da curva
teo´rica, sendo que para N →∞ a curva teorica coincide com a curva simulada.
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Figura 2.5: Simulac¸a˜o nume´rica do paraˆmetro de ordem para va´rios tamanhos de rede
(linhas com pontos) e a curva teo´rica dada pela Equac¸a˜o (2.27).
Capı´tulo3
Mapa de Rulkov
3.1 Spike e Burst
A dinaˆmica neuronal foi estudada matematicamente por Alan Lloyd Hodgkin e An-
drew Huxley, ganhadores do preˆmio Nobel de Fisiologia em 1952 por esse estudo. Os
neuroˆnios armazenam uma quantidade de ı´ons ate´ um certo limiar, e quando esse limiar
e´ atingido, eles liberam uma corrente ele´trica.
Exitem neuroˆnios que apresentam um comportamento de spike, que e´ quando o neuroˆ-
nio dispara somente uma vez, similar ao que acontece com a descarga de um capacitor.
Existem tambe´m neuroˆnios que possuem um comportamento de burst, que e´ uma dinaˆ-
mica na qual o neuroˆnio dispara um grupo discreto de disparos seguidos por um per´ıodo
de quiesceˆncia, antes do pro´ximo conjunto de disparos ocorrer (Figura 3.2).
Em quase todos os neuroˆnios pode ocorrer burst, se estimulados ou manipulados far-
macologicamente [26] [27]. Muitos bursts ocorrem de maneira autoˆnoma, atrave´s da ac¸a˜o
de correntes ioˆnicas ra´pidas, responsa´veis pela atividade dos disparos, e correntes lentas,
que modulam essa atividade. Alguns exemplos desses neuroˆnios sa˜o [28]:
• Neocortex
– CH (Chattering neurons): Neuroˆnios com alta frequeˆncia de burst e com um
per´ıodo de quiesceˆncia curto (Figura 3.2 a)).
– IB (Intrinsically bursting): Neuroˆnio de burst intr´ınseco, se estimulado com um
longo pulso de corrente dc, dispara um burst inicial seguido por pequenos burst
(Figura 3.2 c)).
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• Ta´lamo
– TC:Neuroˆnios Ta´lamo-corticais podem disparar burst se inibidos e, em seguida,
liberar-se da inibic¸a˜o (Figura 3.2 b)).
– RTN: Nu´cleo reticular talaˆmico, sa˜o neuroˆnios inibito´rios que teˆm propriedades
de burst , similar a`s ce´lulas TC.
• Neuroˆnios respirato´rios do complexo de pre´-Bo¨tzinger, disparam burst ritmados que
controlam o ciclo de respirac¸a˜o (Figura 3.2 d)).
Figura 3.1: Spike Neuronal. Figura retirada de [29].
a) b)
c)
d)
Figura 3.2: Tipos de burst para diferentes neuroˆnios; a) sa˜o burst de neuroˆnios cortical CH
(in vivo); b) sa˜o de neuroˆnios do Ta´lamo-cortical TC (in vivo); c) sa˜o neuroˆnios corticais
IB (in vitro); d) sa˜o neuroˆnios do complexo pre´-Bo¨tzinger (in vitro). Figura retirada de
[30].
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Alguns neuroˆnios podem disparar se estimulados com uma corrente externa, que len-
tamente faz com que o potencial da membrana passe por um certo limiar. Esse tipo de
corrente pode ser injetado atrave´s de um eletrodo ou enta˜o e´ gerado por uma sinapse, que
conecta dois ou mais neuroˆnios.
Alguns tipos de neuroˆnios possuem uma corrente de membrana intr´ınseca, que pode
modular a atividade dos disparos ra´pidos. Tipicamente, a corrente se acumula durante
disparos sucessivos, hiperpolarizando a ce´lula e ocasionando uma sucessa˜o de disparos.
Enquanto a ce´lula esta´ quiescente, a corrente decai lentamente, a ce´lula se recupera e com
isso esta´ pronta para um novo burst.
Para cada mecanismo ioˆnico de burst e´ necessa´rio um modelo matema´tico diferente.
Portanto, muitos esforc¸os teˆm sido feitos para estudar e classificar a dinaˆmica de burst.
Va´rios modelos matema´ticos para burst podem ser escritos na forma ra´pida-lenta
x˙ = f(x, y), disparos ra´pidos, (3.1)
y˙ = g(x, y), modulac¸a˜o lenta, (3.2)
onde x e´ a varia´vel ra´pida que descreve os disparos, e esta´ relacionado ao poteˆncial de
membrana, y a varia´vel lenta que modula os disparos, f e g sa˜o equac¸o˜es que descrevem
a dinaˆmica neuronal.
Existem modelos matema´ticos que ao inve´s de trabalhar com equac¸o˜es diferenciais,
trabalham com modelos discretos, ou mapas, pore´m mante´m o mesmo formato, nos quais
uma varia´vel ra´pida e´ responsa´vel por descrever os disparos, e uma varia´vel lenta que
modula esses disparos. Um desses modelos matema´ticos, e que sera´ usado nesse trabalho,
e´ o modelo de Rulkov.
3.2 Mapa de Rulkov
Os bursts no mapa de Rulkov ocorrem atrave´z de bifurcac¸o˜es e estabilidade dos pontos
fixos, e as equac¸o˜es que governam o mapa sa˜o dada por:
xn+1 =
α
1 + x2n
+ yn, (3.3)
yn+1 = yn − σxn − β,
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x e´ chamada de varia´vel ra´pida, que da´ origem aos bursts (e pode ser interpretado como
o potencial da membrana) e e´ dependente de α que da´ a caracter´ıstica dos burst. y e´
chamada de varia´vel lenta, e e´ responsa´vel pelo controle do in´ıcio e te´rmino dos burst. A
evoluc¸a˜o lenta de y e´ devida a valores pequenos dos paraˆmetros β e σ, que e´ 0,001. Os
ı´ndices n indicam que as varia´veis sa˜o do tempo atual e os ı´ndices n+ 1 indicam que seus
valores no tempo seguinte.
Podemos ver como α modifica a dinaˆmica dos bursts, simulando a se´rie temporal para
alguns valores de α. Sabe-se que somente ocorrem os burst para valores entre 4, 0 < α <
4, 4 [5]. Na Figura 3.3 a dinaˆmica do sistema e´ mostrada para α = 4, 1, e pode-se observar
que a durac¸a˜o dos bursts sa˜o bem semelhantes, assim como o intervalo entre cada burst.
Aumentando o valor α = 4, 3 (Figura 3.4), observa-se ja´ uma modificac¸a˜o no intervalo
e tempo de burst, a irregularidade na frequeˆncia de burst comec¸a a ficar mais evidente.
Para um α = 4, 5 (Figura 3.5) o sistema ja´ deixa de ter uma dinaˆmica de burst, pois na˜o
se pode determinar quando temos um comec¸o de burst e sua durac¸a˜o.
Para poder observar melhor a irregularidade na frequeˆncia, devemos primeiramente
determinar o in´ıcio de cada burst com uma boa precisa˜o. Observando a Figura 3.6, vemos
que o in´ıcio de cada burst e´ caracterizado quando a varia´vel lenta atinge o seu valor
ma´ximo, algo que podemos determinar com mais precisa˜o do que determinar o in´ıcio de
cada burst. Para determinar esse ma´ximo devemos tomar cuidado, pois quando a varia´vel
lenta vai do seu valor mı´nimo para seu valor ma´ximo, a dinaˆmica e´ “suave”, pore´m quando
a varia´vel lenta vai do seu valor ma´ximo para o seu mı´nimo, a sua dinaˆmica e´ irregular,
o que faz com que possa ser detectados falsos ma´ximos neste intervalo (vide Figura 3.3
e Figura 3.4). Determinados os ma´ximos, e consequentemente o in´ıcio de cada burst ,
observa-se que o intervalo entre cada in´ıcio na˜o e´ o mesmo.
Considerando cada ma´ximo como sendo nk, nk+1... , podemos determinar uma fase
como sendo,
φ(n) = 2pik + 2pi
(n− nk)
(nk+1 − nk) (nk ≤ n ≤ nk+1), (3.4)
e a partir disto a sua frequeˆncia como
Ω = lim
n→∞
φ(n)− φ(0)
n
. (3.5)
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Figura 3.3: Dinaˆmica do Mapa de Rulkov para α = 4, 1.
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Figura 3.4: Dinaˆmica do Mapa de Rulkov para α = 4, 3.
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Figura 3.5: Dinaˆmica do Mapa de Rulkov para α = 4, 5.
-2,9
-2,85
-2,8
-2,75
0 423 749 1083 1405 1733 2000
y n
n
nk nk+1 nk+2 nk+3 nk+4
-2,5
-1,5
-0,5
0,5
1,5
x
n
Figura 3.6: Quando a varia´vel lenta y atinge um ma´ximo, tem-se o in´ıcio do burst, podendo
assim definir uma fase de burst φ(n).
3.3 Acoplamento
A Equac¸a˜o (3.3) descreve a dinaˆmica de um neuroˆnio isolado, mas no ce´rebro te-
mos va´rios neuroˆnios trabalhando em comunha˜o, i.e, existe um acoplamento entre cada
3.3. Acoplamento 21
neuroˆnio. De maneira ana´loga ao utilizado por Kuramoto na Equac¸a˜o (2.4), i.e, um
acoplamento entre os neuroˆnios atrave´s do campo me´dio, temos [5]
x
(i)
n+1 =
α
1 + (x
(i)
n )2
+ y(i)n +
ε
N
N∑
j=1
x(j)n , (3.6)
y
(i)
n+1 = y
(i)
n − σx(i)n − β. (3.7)
onde ε e´ o paraˆmetro que indica a intensidade do acoplamento entre os neuroˆnios, e o
termo do somato´rio e´ o que determina o campo me´dio do sistema, que sera´ denominado
como xn. Atrave´s do conjunto de Equac¸o˜es (3.6) e (3.7) podemos simular va´rios neuroˆnios
e observar o que acontece com sua dinaˆmica individual e coletiva. Esta simulac¸a˜o foi feita
para um conjunto de 1000 neuroˆnios e α, que faz com que cada neuroˆnio seja diferente,
e´ distribu´ıdo uniformemente entre [4, 1 : 4, 4]. A simulac¸a˜o foi feita com 80000 iterac¸o˜es,
pore´m 60000 foram descartados para que o sistema estabilizasse. Como so´ foram utilizados
valores a partir de 60000 iterac¸o˜es, podemos setar esse valor como n = 0.
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Figura 3.7: Campo me´dio(xn) e perfil do burst para dois neuroˆnios de uma rede de N =
1000 neuroˆnios acoplados, um neuroˆnio com α = 4, 1 e outro com α = 4, 4; ε = 0.
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Figura 3.8: Campo me´dio(xn) e perfil do burst para dois neuroˆnios de uma rede de N =
1000 neuroˆnios acoplados, um neuroˆnio com α = 4, 1 e outro com α = 4, 4; ε = 0, 04.
Para acoplamentos fracos a amplitude do campo me´dio do sistema e´ pequena, ou seja,
a interac¸a˜o entre eles e´ fraca e faz com que a dinaˆmica de um neuroˆnio na˜o seja influenciada
pela dinaˆmica de outro, como pode ser visto na dinaˆmica individual de dois neuroˆnios na
Figura 3.7. O aumento da intensidade de acoplamento faz com que a dinaˆmica do sistema
seja mais coletiva, como pode ser visto na Figura 3.8, a amplitude do campo me´dio do
sistema aumenta e a dinaˆmica de dois neuroˆnios, com valores de α diferentes, se tornam
muito semelhantes.
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Figura 3.9: Frequeˆncia de burst de um sistema acoplado Ωi para cada dinaˆmica de neuroˆnio
(α), N = 1000.
Neuroˆnios quase ideˆnticos, i.e, valores de α pro´ximos, teˆm dinaˆmicas semelhantes,
como pode ser visto na Figura 3.9, onde e´ mostrado a frequeˆncia (Ωi) de um sistema
acoplado para cada valor de α. Para um valor de ε baixo (Figura 3.9c.) os neuroˆnios
com valores de α pro´ximos tem frequeˆncia de bursts parecidas, e neuroˆnios com valores
maiores de α apresentam uma dispersa˜o de frequeˆncia de burst maior. Isso se deve ao
fato de quando maior o valor de α mais irregular se torna a frequeˆncia de burst (Figura
3.4. Um aumento na intensidade de acoplamento (Figura 3.9b) faz com que a frequeˆncia
de burst dos neuroˆnios fiquem mais pro´ximas, e um maior aumento (Figura 3.9a) faz com
que mais neuroˆnios tenham praticamente a mesma frequeˆncia, pore´m ainda e´ observado
uma dispersa˜o de frequeˆncia para neuroˆnios com valores de α pro´ximo a 4,4.
Podemos determinar quando acontece a transic¸a˜o do sistema do estado na˜o sincroni-
zado para o estado sincronizado atrave´s do paraˆmetro de ordem de Kuramoto, definido
pela Equac¸a˜o (2.2), que com as devidas modificac¸o˜es para o modelo de Rulkov, o paraˆ-
metro de ordem e´ escrito como
Zn = Rne
iΦ(n) ≡ 1
N
N∑
j=1
eiφ(n)
(j)
, (3.8)
com φ(n)(j) dada pela Equac¸a˜o (3.4), sendo o ı´ndice j so´ para identificar que estamos
somando a fase de cada neuroˆnio.
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Figura 3.10: Paraˆmetro de ordem versus ε, N = 1000.
Simulando o paraˆmetro de ordem para cada valor de acoplamento, similarmente ao
feito no modelo de Kuramoto, podemos observar para quais valores de ε ocorre sincronia
quase total, parcial ou dessincronizada. Deste modo, temos a Figura 3.10, que e´ bem
semelhante ao caso de Kuramoto (Figura 2.5). Para valores baixos de acoplamento temos
dessincronia de fase, nos valores me´dios ocorre a sincronia parcial, e para valores altos
temos sincronia quase total da fase dos neuroˆnios. Estes resultados obtidos pelo paraˆmetro
de ordem tambe´m concordam com os obtidos na Figura 3.9, a qual mostra que, para
valores acima do de transic¸a˜o, i.e ε > 0, 02, o sistema esta´ parcialmente sincronizado,
que e´ representado por neuroˆnios com mesmos valores de Ωi, e com o aumento de ε
mais neuroˆnios sincronizam, fazendo com que a quantidade de neuroˆnios com a mesma
frequeˆncia aumente. O valor do paraˆmetro de ordem nunca ira´ ser exatamente igual a 1,
isso se deve ao fato da diferenc¸a de fase entre bursts na˜o ser a mesma (vide Figura 3.6).
3.4 Sincronizac¸a˜o Externa
A sincronizac¸a˜o dos neuroˆnios em uma rede real pode causar va´rias patologias, tais
como epilepsia e mal de Parkinson [10] [2]. Va´rios me´todos sa˜o utilizados para fazer com
que o sistema saia da sincronia; em um deles e´ utilizando um forc¸amento externo perio´dico
[6] [7].
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x
(i∗)
n+1 =
α(i∗)
1 + (x
(i∗)
n )2
+ y(i∗)n +
ε
N
N∑
j=1
x(j)n + d sen(ωn), (3.9)
y
(i∗)
n+1 = y
(i∗)
n − σx(i∗)n − β,
d e´ a intensidade do forc¸amento e ω e´ a frequeˆncia deste forc¸amento. O asterisco repre-
senta os neuroˆnios que sa˜o perturbados, enquanto o resto da rede na˜o e´ afetado. Este
forc¸amento somente altera a varia´vel ra´pida, e a regia˜o de forc¸amento mudara´ dependendo
da necessidade. Sera´ utilizada uma rede de 50 neuroˆnios para comparar com resultados
obtidos por Ivanchenko et.al [6] e Pontes et.al [31], e um sistema com um sincronismo
forte, i.e, ε = 0, 1 para o qual, observando a Figura 2.2, temos R ≈ 1.
Uma primeira ana´lise a ser feita e´ a influeˆncia deste forc¸amento externo na dinaˆmica da
rede. Uma maneira de se observar isso e´ analisar a diferenc¸a entre a frequeˆncia do sistema
e a frequeˆncia do forc¸amento externo (Ω − ω). Esta ana´lise e´ mostrada no conjunto de
Figuras 3.11. Para uma intensidade de forc¸amento externo d pequena (Figura 3.11c)
e´ obervado que para um menor valor de ω, os neuroˆnios teˆm praticamente a mesma
frequeˆncia de burst (o forc¸amento externo na˜o remove a sincronia entre os neuroˆnios), a
partir de um certo valor de ω (em torno de ω = 0, 0153), ocorre o chamado travamento
de frequeˆncia (vide Apeˆndice A), ou, nesse caso, os chamados platoˆs de sincronia, que e´
quando a frequeˆncia de burst se torna igual a frequeˆncia de forc¸amento externo. Esses
platoˆs de sincronia duram ate´ um valor de ω, apo´s o platoˆ de sincronia a diferenc¸a entre a
frequeˆncia de burst e a frequencia de forc¸amento externo voltam a mudar, como tambe´m
muda a frequeˆncia de burst entre os neuroˆnios (o forc¸amento externo faz com que alguns
neuroˆnios deixem de sincronizar). Para um aumento de d (Figura 3.11b) ocorre um
aumento da largura do platoˆ de sincronia, ou seja, ele dura por um maior intervalo de ω.
Antes do platoˆ de sincronia comec¸a a ser observado uma diferenc¸a entre as frequeˆncias de
burst dos neuroˆnios, e apo´s o platoˆ a diferenc¸a da frequeˆncia de burst se torna maior, i.e, o
forc¸amento externo consegue eliminar a sincronia entre os neuroˆnios. Um maior aumento
de d (Figura 3.11a) faz com que o forc¸amento externa, nas regio˜es antes e apo´s o platoˆ de
sincronia, elimine a sincronizac¸a˜o entre os neuroˆnios, como tambe´m faz com que a largura
do platoˆ aumente.
O aumento da largura destes platoˆs e´ caracterizado pelo aumento da intensidade
de acoplamento d, como pode ser visto na Figura 3.12. Inicialmente, o aumento da
intensidade faz com que o platoˆ cresc¸a rapidamente e, depois, esse crescimento ocorre
de maneira mais lenta. Esta mudanc¸a da taxa de crescimento e´ mostrada na Figura
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3.13, onde e´ determinada uma lei de poteˆncia para cada regia˜o. A lei de poteˆncia foi
determinada pelo gnuplot. Nesta figura ∆ω e´ o mesmo definido na Figura 3.12, com isso
temos as seguintes leis de poteˆncia: para a regia˜o I ∆ω ∝ d1,405±0,073, e para a regia˜o II
∆ω ∝ d0,768±0,154.
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Figura 3.11: Frequeˆncia externa versus diferenc¸a entre a frequeˆncia de burst e a frequeˆncia
externa para treˆs valores de intensidade de forc¸amento.
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Figura 3.12: Valores de ω somente dos platoˆs em func¸a˜o da intensidade de acoplamento. O
sistema tende a ter um maior crescimento do tamanho do platoˆ para baixas intensidades,
e um crescimento mais linear para valores de intensidade maiores.
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Figura 3.13: Grafico log x log do tamanho dos platoˆs ∆ω em func¸a˜o de d. Para valores
baixos de d o crescimento do platoˆ e´ ra´pido, a partir de um valor esta evoluc¸a˜o se torna
mais lenta.
Quando os neuroˆnios esta˜o travados com a frequeˆncia do forc¸amento externo, a evo-
luc¸a˜o temporal da fase e´ constante (vide Figura 3.14 para os casos de ω = 0, 0153 e
ω = 0, 0165, que sa˜o regio˜es no in´ıcio e final do platoˆ da Figura 3.11), na Figura 3.14 nω
e´ a fase da frequeˆncia externa, e φ e´ a fase de somente um neuroˆnio que foi submetido ao
forc¸amento externo. Nas regio˜es dos neuroˆnios a` deriva (casos ω = 0, 019 e ω = 0, 018 da
Figura 3.14) ha´ um crescimento da diferenc¸a da fase da frequeˆncia externa com a fase do
neuroˆnio.
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Figura 3.14: Evoluc¸a˜o temporal da diferenc¸a de fase entre o neuroˆnio e o forc¸amento para
os casos: osciladores travados (ω = 0, 0153 e ω = 0, 0165); osciladores a` deriva (ω = 0, 018
e ω = 0, 019). d = 0, 05 e N = 50.
O aumento do nu´mero de s´ıtios perturbados tambe´m influencia no aumento do tama-
nho dos platoˆs de sincronia. Na Figura 3.15 podemos perceber isso, onde o tamanho dos
platoˆs e´ plotado em func¸a˜o do inverso do tamanho da rede para um nu´mero de s´ıtios per-
turbados Nr. Para um pequeno valor de s´ıtios perturbados, o aumento do platoˆ se torna
quase linear; quando a quantidade de s´ıtios perturbados se torna pro´xima ao tamanho
da rede (na figura N varia de 51 a 251 neuroˆnios), o tamanho do platoˆ se torna muito
grande, fazendo com que quase toda rede sincronize.
Podemos definir uma varia´vel f que determina a porcentagem de s´ıtios perturbados
f = Nr
N
, e atrave´s dessa varia´vel podemos perceber que para uma dada porcentagem, o
tamanho da largura dos platoˆs e´ o mesmo, independentemente do tamanho da rede. Com
isso podemos trabalhar com uma rede pequena, para reduzirmos o tempo computacional,
e obter o mesmo resultado de uma rede grande, se a porcentagem de s´ıtios perturbados
for mantida.
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Figura 3.15: Evoluc¸a˜o do tamanho dos platoˆs em func¸a˜o do inverso do tamanho da rede.
Cada nu´mero representa uma frac¸a˜o de neuroˆnios forc¸ados (f): 1 temos f=2%;2 temos
f=2,5%; 3 temos f=3,3%; 4 temos f=4%; 5 temos f=5%; 6 temos f=6,6%; 7 temos
f=7,5%; 8 temos f=8%; 9 temos f=10%; 10 temos f=13%; 11 temos f=15%; 12 temos
f=20%; 13 temos f=30%; 14 temos f=40%.
Capı´tulo4
Acoplamento qu´ımico unidimensional e
bidimensional
4.1 Modelo
Ate´ agora trabalhamos com um sistema no qual o acoplamento entre os neuroˆnios e´
do tipo global, ou seja, a informac¸a˜o e´ transmitida para todos os neuroˆnios da rede simul-
taneamente. Numa rede neuronal real isso na˜o ocorre, pois os neuroˆnios mais afastados
sa˜o menos influenciados do que os pro´ximos. Uma maneira para trabalhar com esse tipo
de acoplamento e´ atrave´s de um acoplamento qu´ımico.
O acoplamento qu´ımico, mediado pela difusa˜o de um elemento qu´ımico, pode ser
matematicamente descrito por um modelo proposto por Kuramoto, levando a um aco-
plamento na˜o local [9]. Nesse modelo, a varia´vel de estado de cada oscilador influencia
na secrec¸a˜o da substaˆncia qu´ımica que obedece uma equac¸a˜o de difusa˜o [8]. A taxa de
absorc¸a˜o depende da concentrac¸a˜o dessa substaˆncia em cada ce´lula.
Para esse modelo se trabalhara´ com duas classes de vetores, que sera˜o representados
com diferentes notac¸o˜es: (i) Posic¸a˜o r em um espac¸o Euclidiano d-dimensional, na qual
os osciladores esta˜o localizados; (ii) varia´veis de estado X=(x1, x2, ..., xm) em um espac¸o
de fase M-dimensional de varia´veis dinaˆmicas que caracterizam o estado do sistema em
um dado tempo t.
Existem N osciladores localizados em posic¸o˜es discretas rj onde j = 1, 2, ..., N, em
um espac¸o Euclidiano d-dimensional, cuja evoluc¸a˜o temporal e´ governada por um campo
vetorial F(Xj) onde Xj e´ a varia´vel de estado de cada oscilador (vide Figura 4.1). Os
osciladores na˜o precisam ser ideˆnticos, embora eles possam ser semelhantes.
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Figura 4.1: Figura esquema´tica da distribuic¸a˜o espacial dos osciladores. Figura retirada
de [7].
Iremos supor que a evoluc¸a˜o temporal e´ afetada pela concentrac¸a˜o local da substaˆncia,
dada por A(r, t), atrave´s de uma func¸a˜o de acoplamento dependente do tempo g
X˙j = F(Xj) + g(A(r, t)), (4.1)
onde a concentrac¸a˜o da substaˆncia satisfaz uma equac¸a˜o de difusa˜o adimensional da forma
A˙(r, t) = −ηA(r, t) +D∇2A(r, t) +
N∑
k=1
h(Xj)δ(r− rk), (4.2)
onde D e´ o coeficiente de difusa˜o, η representa o paraˆmetro de amortecimento fenome-
nolo´gico e o termo no somato´rio representa o termo de fonte, h e´ a func¸a˜o que especifica
como os osciladores produzem a substaˆncia qu´ımica que se difunde e e´ absorvida pelos
outros osciladores, produzindo o acoplamento.
Podemos considerar que a difusa˜o da substaˆncia ocorre em uma escala de tempo mais
ra´pida que o per´ıodo intr´ınseco do oscilador individual, com isso podemos fazer o limite
 → 0, e assim A˙ = 0, isso faz com que a difusa˜o da substaˆncia ocorra de maneira
adiaba´tica, podendo assim reescrever a Equac¸a˜o (4.2) como
∇2A(r)− ηA
D
= − 1
D
N∑
k=1
h(Xj)δ(r− rk), (4.3)
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que e´ uma equac¸a˜o modificada de Helmholtz na˜o homogeˆnea, cuja soluc¸a˜o e´ dada por
A(rj) =
∫
G(rj − r)
N∑
k=1
h(Xj)δ(r− rk)ddr, (4.4)
onde G(rj − r) e´ a func¸a˜o de Green. Colocando a func¸a˜o de Green dentro do somato´rio e
utilizando a propriedade da filtragem da func¸a˜o delta temos
A(rj) =
N∑
k=1
h(Xk)G(rj − rk). (4.5)
Substituindo a Equac¸a˜o (4.5) na Equac¸a˜o (4.1) podemos obter uma expressa˜o para a
equac¸a˜o de acoplamento na˜o local em uma aproximac¸a˜o adiaba´tica
X˙j = F(Xj) + g
(
N∑
k=1
h(Xk)G(rj − rk)
)
. (4.6)
Assumindo g uma func¸a˜o linear de Xk, mas na˜o necessariamente da posic¸a˜o, podemos
reescrever a Equac¸a˜o (4.7) como
X˙j = F(Xj) +
N∑
k=1
G(rj − rk)g(h(Xk)). (4.7)
Dessa maneira podemos notar alguns casos de interesse:
• Acoplamento Linear
g(h(Xj)) = AXj, (4.8)
• Acoplamento Futuro
g(h(Xj)) = AF(Xj), (4.9)
• Acoplamento Na˜o linear
g(h(Xj)) = AH(Xj), (4.10)
onde A e´ uma matriz MxM que indica quais varia´veis do oscilador esta˜o acoplados e H e´
uma func¸a˜o na˜o linear.
Nesse trabalho sera´ utilizado o acoplamento linear. O modelo de Kuramoto, abordado
no Cap´ıtulo 2, e´ um modelo de acoplamento na˜o linear, com Xj = θj ∈ [0, 2pi), F(Xj) =
ωj, H(Xj) = sen(θj − θi) e com a matriz A = 1
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Sendo rj − rk = R a func¸a˜o de Green para cada valor de dimensa˜o d do espac¸o e´ (vide
Apeˆndice B),
G(R) = Ce−γR d = 1, (4.11)
G(R) = CK0(γR) d = 2, (4.12)
G(R) = C
e−γR
γR
d = 3, (4.13)
onde K0(γR) e´ a func¸a˜o modificada de Bessel de ordem zero, γ =
√
η
D
determina a taxa de
decaimento da substaˆncia, e C e´ uma constante de normalizac¸a˜o que pode ser determinada
como ∫
ddRG(R) = 1. (4.14)
A func¸a˜o de Green para os casos unidimensional, bidimensional e tridimensional pode
ser observada na Figura 4.2. E´ observado que para todos os casos a func¸a˜o de Green tende
a zero aproximadamente nos mesmos valores. Para valores baixos de γR e´ observado um
maior valor quando maior a dimensa˜o.
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Figura 4.2: Func¸a˜o de Green para cada dimensa˜o.
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4.2 Caso Unidimensional
Considere somente o eixo positivo x do plano cartesiano de 0 ate´ N , onde N e´ o
nu´mero total de neuroˆnios, cada coordenada nesse eixo, que sera´ chamada de j, conte´m
um neuroˆnio. Quando um neuroˆnio secreta uma substaˆncia, supondo que esse neuroˆnio
esteja localizado na coordenada j = 5, os neuroˆnios localizados em j = 6 e j = 4 sentira˜o a
intensidade desta substaˆncia de forma igual, pois esta˜o a` mesma distaˆncia l∆ do neuroˆnio
que secretou, onde ∆ e´ a escala do sistema e l a distaˆncia ate´ o neuroˆnio que secretou a
substaˆncia. Os neuroˆnios localizados em 2l∆, i.e, neuroˆnios localizados em j = 7 e j = 3
sentira˜o tambe´m a substaˆncia na mesma intensidade, pore´m mais fraca que os neuroˆnios
localizados a uma distaˆncia l∆ do neuroˆnio que secretou a substaˆncia, e assim por diante.
Considerando que o sistema tem condic¸a˜o de contorno perio´dica, ou seja, para uma rede
de N = 7 neuroˆnios, o neuroˆnio localizado a uma distaˆncia 6l∆ do neuroˆnio em j = 5
sera´ o neuroˆnio localizado em j = N , pois o ponto j = 0 conte´m um neuroˆnio. Atrave´s
dessa ana´lise podemos escrever a func¸a˜o de Green para o caso de d = 1 como
G(R) = Ce−γl∆, (4.15)
onde a constante de normalizac¸a˜o e´ calculada pela Equac¸a˜o (4.14) trocando a integral por
um somato´rio, pois estamos trabalhando com um sistema discreto e na˜o cont´ınuo
N∑
l=1
G(R) = 1. (4.16)
Ao inve´s de somarmos de 1 ate´ N , podemos fazer esta soma de 1 ate´ um N ′, onde
N ′ = N−1
2
e multiplicarmos por 2 este somato´rio, devido a` simetria do sistema que foi
descrito, com isso a constante de normalizac¸a˜o torna-se
C =
[
2
N ′∑
l=1
e−γl∆
]−1
. (4.17)
A equac¸a˜o para o mapa de Rulkov unidimensional acoplado e´
x
(j)
n+1 =
α(j)
1 + (x
(j)
n )2
+ y(j)n + εC
N ′∑
l=1
e−γl∆[x(j−l)n + x
(j+l)
n ], (4.18)
y
(j)
n+1 = y
(j)
n − σx(j)n − β, (4.19)
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com σ e β dado pelos mesmos valores anteriores. E igual ao feito anterior, podemos
tentar suprimir a sincronia entre os neuroˆnios a partir de um forc¸amento externo, neste
caso temos
x
(j∗)
n+1 =
α(j
∗)
1 + (x
(j∗)
n )2
+ y(j
∗)
n + εC
N ′∑
l=1
e−γl∆[x(j
∗−l)
n + x
(j∗+l)
n ] + d sen(ωn), (4.20)
y
(j∗)
n+1 = y
(j∗)
n − σx(j
∗)
n − β, (4.21)
onde o asterisco significa que essas equac¸o˜es sera˜o utilizadas somente para uma regia˜o da
rede, para o restante sera˜o utilizadas as Equac¸o˜es (4.18) e (4.20).
4.2.1 Limites para γ → 0 para o caso Unidimensional
Lembrando que γ =
√
η
D
representa a taxa de decaimento da substaˆncia secretada,
podemos analizar os dois casos extremos, γ → 0 e γ → ∞. Para γ = 0 temos o caso em
que a substaˆncia na˜o decai com a distaˆncia, ou seja, temos o caso global. Isso tambe´m
pode ser percebido analizando a Equac¸a˜o (4.11). Fazendo
lim
γ→0
G(R) = lim
γ→0
Ce−γl∆, (4.22)
a exponencial tende a 1, e com a constante de normalizac¸a˜o, dada pela Equac¸a˜o (4.17), se
torna uma soma de 1 N ′ vezes, com isso a equac¸a˜o de Rulkov para o caso unidimensional
se torna
x
(j)
n+1 =
α(j)
1 + (x
(j)
n )2
+ y(j)n + ε
1
N − 1
N ′∑
l=1
[x(j−l)n + x
(j+l)
n ], (4.23)
y
(j)
n+1 = y
(j)
n − σx(j)n − β, (4.24)
que e´ justamente a equac¸a˜o de Rulkov para o caso de acoplamento global dado pelo
conjunto de Equac¸o˜es (3.6) (3.7), exceto pelo fato de que no conjunto de Equac¸o˜es (4.23)
(4.24) e´ exclu´ıdo o termo de pro´pria interac¸a˜o.
Para o caso de γ → ∞ a exponencial da Equac¸a˜o (4.11) decai rapidamente com a
distaˆncia, fazendo com que somente o termo de l = 1 contribua para o somato´rio. Assim
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a constante de normalizac¸a˜o pode ser escrita como
C ≈ 1
2e−γ∆
, (4.25)
e a equac¸o˜es de Rulkov como
x
(j)
n+1 =
α(j)
1 + (x
(j)
n )2
+ y(j)n + ε
1
2
[x(j−l)n + x
(j+l)
n ], (4.26)
y
(j)
n+1 = y
(j)
n − σx(j)n − β, (4.27)
observando assim que somente os dois termos vizinhos mais pro´ximos contribuem para o
acoplamento, caracterizando assim, um acoplamento local.
4.3 Caso Bidimensional
No caso bidimensional, utilizaremos a expressa˜o dada pela Equac¸a˜o (4.12), K0 que e´
a func¸a˜o de Bessel, modificada de primeira ordem. Similarmente feito anteriormente, as
integrais sera˜o trocadas por somato´rios, e com isso a constante de normalizac¸a˜o sera´ dada
pela relac¸a˜o
R′∑
R=1
CK0(γR) = 1. (4.28)
Para representar este caso, considere um sistema de coordenadas dado pela Figura
4.3. Cada coordenada conte´m um neuroˆnio, logo, temos um conjunto de 9× 9 neuroˆnios
com condic¸a˜o de contorno perio´dica, por isso os valores ao lado esquerdo do eixo x na˜o
sa˜o negativos. Observando a Figura 4.3 e usando como base o neuroˆnio localizado na
posic¸a˜o Y = 0 e X = 0, temos 9 raios de interac¸a˜o, sendo que em R1 temos 4 neuroˆnios,
em R2 tambe´m 4 neuroˆnios pore´m em R4 temos 8 neuroˆnios. Para determinar o raio
entre cada neuroˆnio e´ utilizado R =
√
X2 + Y 2, onde as coordenadas nos raios sera˜o
dadas por letras maiu´sculas para na˜o se confundir com as varia´veis x e y da equac¸a˜o de
Rulkov. Outro cuidado e´ referente a`s coordenadas utilizadas para determinar os raios dos
neuroˆnios localizados a` esquerda do eixo x, e na parte de baixo do eixo y, pois levando
em considerac¸a˜o a Figura 4.3 como refereˆncia, o neuroˆnio que esta´ representado por um
c´ırculo, esta´ localizado nas coordenadas x=7 e y=8, pore´m sua distaˆncia ao neuroˆnio
localizado na origem e´ X = 1 e Y = 2.
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Figura 4.3: Representac¸a˜o da distribuic¸a˜o radial dos neuroˆnios, cada coordenada (X,Y)
conte´m um neuroˆnio, considerando em (0,0) o neuroˆnio calculado, os outros para acopla-
mentos esta˜o distribu´ıdos em va´rios Raios.
Na Figura 4.3 podemos observar que para uma rede de 9x9 neuroˆnios o raio ma´ximo,
ou seja, o raio do neuroˆnio mais afastado e´ R9 =
√
42 + 42 =
√
32, com isso o somato´rio
para determinar a constante de normalizac¸a˜o pode ser feito somente ate´ um R′ =
√
42 + 42
e multiplicar este valor por 4, com isso temos
C = [4
R′∑
R=1
K0(γR)]
−1, (4.29)
e a equac¸a˜o para o mapa de Rulkov bidimensional acoplado e´
x
(X,Y )
n+1 =
α(X,Y )
1 + (x
(X,Y )
n )2
+ y(X,Y )n + εC
R=R′∑
R=1
K0(γR)[x
R
n ], (4.30)
y
(X,Y )
n+1 = y
(X,Y )
n − σx(X,Y )n − β. (4.31)
E como similarmente feito para o caso unidimensional, a supressa˜o da sincronizac¸a˜o
sera´ feita a partir de um forc¸amento externo perio´dico.
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x
(X∗,Y ∗)
n+1 =
α(X
∗,Y ∗)
1 + (x
(X∗,Y ∗)
n )2
+ y(X
∗,Y ∗)
n + εC
R=Rn∑
R=1
K0(γR
∗)[xR
∗
n ] + d sen(ωn), (4.32)
y
(X∗,Y ∗)
n+1 = y
(X∗,Y ∗)
n − σx(X
∗,Y ∗)
n − β. (4.33)
onde o asterisco significa que essas equac¸o˜es sera˜o utilizadas somente para uma regia˜o da
rede, para o restante sera˜o utilizadas as Equac¸o˜es (4.30) e (4.32).
Como a func¸a˜o de Bessel tem um comportamento semelhante a` func¸a˜o exponencial,
os casos limites de γ → 0 e γ →∞ tambe´m sa˜o semelhantes. Para γ → 0 faz com que se
observe um acoplamento global e para γ → ∞ faz com que se observe um acoplamento
de primeiros vizinhos, ou local.
4.4 Resultados Nume´ricos
As simulac¸o˜es foram feitas utilizando as Equac¸o˜es (4.18) e (4.19) para o caso unidi-
mensional, e atrave´s das Equac¸o˜es (4.30) e (4.31) para o caso bidimensional. Nos dois
casos foi utilizado um tempo de 80 mil e descartados 60 mil para o sistema estabilizar.
O caso unidimensional foi determinado a partir de um sistema de 1001 neuroˆnios, e o
bidimensional atrave´s de 51× 51 neuroˆnios.
No caso unidimensional, para um valor de γ pequeno (γ = 0, 005, vide Figura 4.4), os
neuroˆnios teˆm uma dinaˆmica semelhante. Para esse valor o sistema se torna sincronizado,
e muito semelhante ao caso em que o acoplamento e´ global (vide Figura 3.8). Isso pode ser
observado atrave´s do campo me´dio do sistema e das dinaˆmicas individuais dos neuroˆnios,
pois dois neuroˆnios com valores de α distintos (um neuroˆnios com α = 4, 1 e outro com
α = 4, 4) apresentam um comportamento de burst semelhante. Um aumento de γ (γ =
0, 05, vide Figura 4.5) faz com que a dinaˆmica do sistema seja menos semelhante, pois
observando a dinaˆmica individual dos neuroˆnios os tempos de durac¸a˜o dos bursts e o
intervalo entre eles, na˜o sa˜o iguais. Para um caso de γ alto (γ = 1, vide Figura 4.6), o
sistema esta´ dessincronizado, em raza˜o do campo me´dio ter uma amplitute pequena = e
pelo fato da dinaˆmica individual ser diferente.
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Figura 4.4: Se´rie temporal unidimensional para γ = 0, 005, ε = 0, 04 e N = 1001.
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Figura 4.5: Se´rie temporal unidimensional para γ = 0, 05, ε = 0, 04 e N = 1001.
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Figura 4.6: Se´rie temporal unidimensional para γ = 1, ε = 0, 04 e N = 1001.
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Figura 4.7: Se´rie temporal bidimensional para γ = 0, 005, ε = 0, 04 e N=51× 51.
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Figura 4.8: Se´rie temporal bidimensional para γ = 0, 05, ε = 0, 04 e N=51× 51.
No caso bidimensional, a um pequeno aumento de γ altera muito pouco a dinaˆmica
neuronal, como pode ser observado entre as Figuras 4.7 e Figura 4.8. O fato de, pra-
ticamente na˜o haver alterac¸a˜o no caso bidimensional se deve ao termo de acoplamento
dependente da func¸ao de Bessel, que tem um maior valor para pequenas distaˆncias, que a
exponencial do caso unidimensional, e tambe´m ao fato de que no caso unidimensional os
neuroˆnios somente sa˜o influenciados por dois neuroˆnios a uma mesma distaˆncia, e o caso
bidimensional termos 4 neuroˆnios numa mesma distaˆncia. No caso unidimensional foram
utilizados 1001 neuroˆnios e a distaˆncia do neuroˆnio mais afastado era 500; no caso bidi-
mensional foram utilizados 2601 neuroˆnios, pore´m a distaˆncia do neuroˆnio mais afastado
foi 625. Para um aumento para γ = 1 ja´ e´ observada uma diferenc¸a na dinaˆmica (vide
Figura 4.9), pois o campo me´dio do sistema tem uma amplitude pequena e as dinaˆmicas
individuais dos neuroˆnios sa˜o diferentes.
Para melhor determinar em quais situac¸o˜es ocorre sincronia e em quais na˜o ocorre,
e´ utilizado o paraˆmetro de Ordem de Kuramoto, que para esses casos foi definido pela
Equac¸a˜o (3.8), tomando o cuidado que j para os casos unidimensional e bidimensional
sera´ a posic¸a˜o dos neuroˆnios na rede. No caso unidimensional, vide Figura 4.10, quando
γ = 0, 005 a evoluc¸a˜o do paraˆmetro de ordem em func¸a˜o da constante de acoplamento ε se
assemelha ao caso em que temos acoplamento global, para valores de γ alto, i.e, γ = 0, 5
e γ = 1, o sistema se torna na˜o sincronizado para todos os valores de ε.
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Figura 4.9: Se´rie temporal bidimensional para γ = 1, ε = 0, 04 e N=51× 51.
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Figura 4.10: Paraˆmetro de ordem para o caso unidimensional em func¸a˜o da constante de
acoplamento ε (N=1001).
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Figura 4.11: Paraˆmetro de ordem para o caso bidimensional em func¸a˜o da constante de
acoplamento ε (N=51× 51).
Ja´ no caso bidimensional mostrado na Figura 4.11, a evoluc¸a˜o do paraˆmetro de ordem
em func¸a˜o da constante de acoplamento ε, para diferentes valores de γ e´ praticamente o
mesmo, e em todos os casos de gamma e´ observado um sincronismo mesmo quando temos
ε = 0, 1. Em ambos os casos, unidimensional e bidimensional, a transic¸a˜o do estado
na˜o sincronizado para o estado sincronizado (que chamaremos de estado cr´ıtico) ocorre
praticamente no mesmo valor de εc ≈ 0, 02.
A distribuic¸a˜o de frequeˆncia para cada valor de α pode ser determinada similarmente
ao caso global (Figura 3.9). Para o caso unidimensional e um valor de γ baixo, i.e, um
caso pro´ximo ao global (γ = 0, 005, vide Figura 4.12), quando temos um valor baixo da
constante de acoplamento ε = 0, 025 (Figura 4.12(c)), alguns neuroˆnios sa˜o observados
com a mesma frequeˆncia, ou seja, somente alguns neuroˆnios esta˜o sincronizados. Para
um aumento de ε (ε = 0, 035 Figura 4.12(b)) e´ observada uma maior sincronizac¸a˜o dos
neuroˆnios, pois uma maior quantidade de neuroˆnios esta˜o com uma mesma frequeˆncia.
Ja´ para um caso em que o valor de ε e´ alto (ε = 0, 045 Figura 4.12(a)), quase todos os
neuroˆnios esta˜o sincronizados, e somente os neuroˆnios com valores pro´ximo a α = 4, 4
ainda na˜o esta˜o na mesma frequeˆncia. Quando o valor aumentado o valor de γ (γ = 0, 05,
vide conjunto de Figuras 4.13) praticamente na˜o e´ observada mudanc¸a com o caso em
que γ = 0, 005. Ja´ para um caso de γ = 1 (vide conjunto de Figuras 4.14), poucos
neuroˆnios esta˜o na mesma frequeˆncia, por mais que seja utilizado um acoplamento forte
(ε = 0, 045 Figura 4.14(a)), o que condiz com o observado na evoluc¸a˜o do paraˆmetro de
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Ordem (Figura 4.10), pois para o valor de ε = 0, 045 e γ = 1 o valor do paraˆmetro de
ordem e´ pro´ximo a 1.
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Figura 4.12: Frequeˆncia de burst para o caso unidimensional para cada valor de α, γ =
0, 005 e N= 1001
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Figura 4.13: Frequeˆncia de burst para o caso unidimensional para cada valor de α, γ =
0, 05 e N= 1001
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Figura 4.14: Frequeˆncia de burst para o caso unidimensional para cada valor de α, γ = 1
e N= 1001
Para o caso bidimensional na˜o e´ observada muita mudanc¸a em relac¸a˜o ao caso uni-
dimensional para os casos de γ = 0, 005 (conjunto de Figuras 4.15) e para γ = 0, 05
(Figuras 4.16). Uma grande diferenc¸a e´ observada para quando temos um valor de γ = 1
(Figuras 4.17), pois para o caso bidimensional ainda e´ observado um acoplamento entre
os neuroˆnios mesmo quando observado a Figura 4.17(a) pelo fato de a frequeˆncia de burst
dos neuroˆnios serem pro´xima.
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Figura 4.15: Frequeˆncia de burst para o caso bidimensional para cada valor de α, γ = 0, 005
e N= 51× 51
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Figura 4.16: Frequeˆncia de burst para o caso bidimensional para cada valor de α, γ = 0, 05
e N=51× 51
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Figura 4.17: Frequeˆncia de burst para o caso bidimensional para cada valor de α, γ = 1 e
N= 51× 51
4.4.1 Casos com Forc¸amento externo
Para os casos com forc¸amento externo (Equac¸o˜es (4.20) e (4.21) para o caso unidimen-
sional foi utilizado uma rede de N = 51 neuroˆnios e uma regia˜o de forc¸amento Nr = 5, e
para o caso bidimensional, cuja equac¸a˜o e´ dada pelo conjunto de Equac¸o˜es (4.32) e (4.33)
foi utilizada uma rede de 7 × 7 neuroˆnios, para podermos comparar com os resultados
obtidos pela no Capitulo 3. Como o objetivo do forc¸amento externo e´ fazer com que o
sistema saia do estado de sincronia, as simulac¸o˜es foram feitas para ε = 0, 1, pois obser-
vando os paraˆmetros de ordem para o caso unidimensional (Figura 4.10) e bidimensional
(Figura 4.11), para esse valor o sistema esta´ sincronizado.
Com o forc¸amento externo sa˜o observados platoˆs de sincronia semelhante ao caso
global (Figura 3.11). Para o caso unidimensional (Figura 4.18) um valor de γ = 0, 005
e γ = 0, 05 os platoˆs sa˜o bem semelhantes ao caso global. Ja´ para um caso de γ = 1
comec¸am a aparecer alguns comportamentos diferentes. Ao inve´s de termos todos os
neuroˆnios sincronizandos numa mesma frequeˆncia externa ω e formando os platoˆs de
sincronia, temos que alguns neuroˆnios, os da regia˜o na qual o forc¸amento e´ aplicado (Nr),
sincronizam com uma frequeˆncia externa ω menor que o resto do sistema, formando um
platoˆ antes dos demais neuroˆnios (Figuras 4.18(f) e (c)), para que depois o resto do
sistema sincronize com eles. Isso se deve ao fato de que no caso γ = 1 a difusa˜o da
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concentrac¸a˜o da substaˆncia decaia mais rapidamente com a distaˆncia, fazendo com que
ocorra um acoplamento quase local.
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Figura 4.18: Diferenc¸a entre a frequeˆncia de burst com a frequeˆncia externa para os casos
unidimensionais. N = 51 e a regia˜o de neuroˆnios perturbados e´ uma regia˜o de Nr = 5
e ε = 0, 1. Em (a) temos γ = 0, 005 e d = 0, 15; (b) γ = 0, 05 e d = 0, 15; (c) γ = 1 e
d = 0, 15; (d) γ = 0, 005 e d = 0, 09; (e) γ = 0, 05 e d = 0, 09; (f) γ = 1 e d = 0, 09; (g)
γ = 0, 005 e d = 0, 05; (h) γ = 0, 05 e d = 0, 05;(i) γ = 1 e d = 0, 05.
Para o caso bidimensional (Figura 4.19), os platoˆs se assemelham ao caso unidimen-
sional para uma intensidade de forc¸amento d = 0, 05 e d = 0, 09, mas para uma maior
intensidade (d = 0, 15 Figuras 4.19 (a), (b) e (c)) e´ observada uma sincronizac¸a˜o com
a frequeˆncia externa de alguns neuroˆnios antes do resto do sistema. Outro fato a ser
observado na Figura 4.18 e na Figura 4.19 e´ que os platoˆs de sincronia ocorrem ate´ em
casos em que o sistema esta´ totalmente dessincronizado (caso em que γ = 1), logo o for-
c¸amento externo tambe´m faz com que o sistema na˜o sincronizado entre em sincronia com
o forc¸amento externo.
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Figura 4.19: Diferenc¸a entre a frequeˆncia de burst com a frequeˆncia externa em func¸a˜o da
frequeˆncia externa nos casos bidimensionais. N=7×7 e a regia˜o de neuroˆnios perturbados
e´ uma regia˜o de Nr=2× 2 e ε = 0, 1. Em (a) temos γ = 0, 005 e d = 0, 15; (b) γ = 0, 05
e d = 0, 15; (c) γ = 1 e d = 0, 15; (d) γ = 0, 005 e d = 0, 09; (e) γ = 0, 05 e d = 0, 09;
(f) γ = 1 e d = 0, 09; (g) γ = 0, 005 e d = 0, 05; (h) γ = 0, 05 e d = 0, 05; (i) γ = 1 e
d = 0, 05.
Variando a intensidade do forc¸amento d e sua frequeˆncia ω, ocorre um aumento da
largura dos platoˆs de sincronia (as chamadas L´ınguas de Arnold). E´ observado um maior
crescimento da largura dos platoˆs para baixos valores de d (que chamaremos de regia˜o I), e
um menor aumento para valores altos de d (que chamaremos de regia˜o II), como pode ser
observado para o caso unidimensional e bidimensional da Figura 4.20. Essas duas regio˜es
sa˜o observadas tanto para o caso unidimensional quanto para o caso bidimensional. Para
γ = 1, para o caso unidimensional (Figura 4.20(a)), na˜o e´ poss´ıvel observar a L´ıngua de
Arnold por causa da dispersa˜o de dados pelo fato que para γ = 1 o acoplamento e´ local.
Ja´ para o caso bidimensional e´ observada a L´ıngua de Arnold, pore´m com uma grande
dispersa˜o.
Na Figura 4.20 foi trabalhado com ε = 0, 1, para o caso unidimensional N = 51 e
Nr = 5, e para o caso bidimensional N = 7× 7 e Nr = 2× 2.
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Figura 4.20: Travamento de frequeˆncia, ou as L´ınguas de Arnold para os casos Unidi-
mensionais com γ = 1 em (a), γ = 0, 05 em (b) e γ = 0, 005 em (c). E para os casos
Bidimensionais com γ = 1 em (d), γ = 0, 05 em (e) e γ = 0, 005 em (f).
Outra maneira de perceber esta diferenc¸a de aumento do tamanho dos platoˆs e´ de-
terminando uma lei de poteˆncia para a largura das regio˜es de travamento de frequeˆncia
nos casos unidimensional e bidimensional.Para o caso unidimensional foram determina-
das as leis de poteˆncia, cujos resultados sa˜o: para γ = 0, 005 (Figura 4.21) poteˆncia
∆ω ∝ d1,58±0,11 para a regia˜o I, e ∆ω ∝ d0,23±0,15 para a regia˜o II; e para γ = 0, 05 (Figura
4.22) temos ∆ω ∝ d1,49±0,11 para a regia˜o I e ∆ω ∝ d0,24±0,14 para regia˜o II. Para os casos
de γ = 1 (Figura 4.20(a)) na˜o pode ser determinadas a lei de poteˆncia, pois a Lingua de
Arnold na˜o tem um formato regular como o caso em que γ = 0, 005 (Figura 4.20(c)) e
γ = 0, 05 (Figura 4.20(c)).
Para o caso bidimensional foram determinadas as leis de poteˆncia, cujos resultados
sa˜o: para γ = 0, 005 (Figura 4.23) ∆ω ∝ d1,49±0,14 para a a regia˜o I e ∆ω ∝ d0,07±0,23
para a regia˜o II; para γ = 0, 05 (Figura 4.24) obtido ∆ω ∝ d1,32±0,12 para a regia˜o I e
∆ω ∝ d0,21±0,29 para a regia˜o II e para o caso de γ = 1 na˜o foi poss´ıvel determinar pelo
mesmo motivo que na˜o foi poss´ıvel para o caso unidimensional.
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Figura 4.21: Evoluc¸a˜o do tamanho do platoˆ (unidimensional) em func¸a˜o da intensidade
do forc¸amento externo, γ = 0, 005 e N=51.
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Figura 4.22: Evoluc¸a˜o do tamanho do platoˆ (unidimensional) em func¸a˜o da intensidade
do forc¸amento externo, γ = 0, 05 e N=51.
Por mais que os valores de γ mudem e fac¸am com que o sistema tenha uma dinaˆ-
mica diferente para cada caso, as leis de poteˆncia para estas evoluc¸o˜es na˜o sofrem muita
diferenc¸a com a mudanc¸a de γ, mesmo nos casos unidimensional e bidimensional.
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Figura 4.23: Evoluc¸a˜o do tamanho do platoˆ (bidimensional)em func¸a˜o da intensidade do
forc¸amento externo, γ = 0, 005, N = 7× 7 e Nr = 2× 2.
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Figura 4.24: Evoluc¸a˜o do tamanho do platoˆ (bidimensional) em func¸a˜o da intensidade do
forc¸amento externo, γ = 0, 05 e N = 7× 7 Nr = 2× 2.
Na Figura 4.25 e´ mostrada a diferenc¸a entre a fase de forc¸amento (nω) e a fase de burst
(φ) para os casos em que os neuroˆnios esta˜o travados e para os casos em que neuroˆnios
esta˜o a` deriva. Os neuroˆnios travados consistem em neuroˆnios em que suas fases na˜o
mudam com o passar do tempo, que observando a Figura 4.18 sa˜o neuroˆnios localizados
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nos platoˆs de sincronia (ω = 0, 0153 e ω = 0, 0165). Os neuroˆnios a` deriva sa˜o neuroˆnios
em que suas fases mudam com o passar do tempo, caracterizado pelos neuroˆnios na Figura
4.18 por neuroˆnios localizados antes ou depois dos platoˆs.
Na Figura 4.25 foi utilizada uma intensidade de forc¸amento externo de d = 0, 05,
pois observando a Figura 4.18, para esse valor de d e´ observada uma menor dispersa˜o das
frequeˆncias, logo um sistema mais sincronizado. Na Figura 4.25 e´ observado que quando o
sistema esta´ travado, a diferenc¸a de fase dos neuroˆnios com a fase do forc¸amento externo
na˜o muda com o passar do tempo, ja´ com os neuroˆnios a` deriva, a diferenc¸a de fase entre
eles muda com o passar do tempo. Essa mesma ana´lise pode ser feita para o caso γ = 0, 05
(Figura 4.26) e para γ = 1 na Figura 4.27, pore´m para esse caso quando ω = 0, 0153 os
neuroˆnios esta˜o antes do platoˆ de sincronia, por esse motivo e´ observado que a diferenc¸a
entre a fase externa e a fase neuronal decresce.
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Figura 4.25: Evoluc¸a˜o temporal da diferenc¸a entre fase dos neuroˆnio e o forc¸amento ex-
terno (unidimensional) para: osciladores travados (ω = 0, 0153 e ω = 0, 0165); osciladores
a` deriva (ω = 0, 018 e ω = 0, 019), d = 0, 05 γ = 0, 005 e N=51.
No caso bidimensional e´ observado a mesma caracteristica do caso unidimensional,
Figura 4.28 para γ = 0, 005 e Figura 4.29 para γ = 0, 05 e na Figura 4.30 para o caso de
γ = 1.
4.4. Resultados Nume´ricos 54
-40
-20
0
20
40
60
80
100
120
140
160
0 10000 20000 30000 40000 50000 60000 70000 80000 90000
n
ω
−
φ
i
n
ω = 0, 153
ω = 0, 0165
ω = 0, 018
ω = 0, 019
Figura 4.26: Evoluc¸a˜o temporal da diferenc¸a entre fase dos neuroˆnio e o forc¸amento ex-
terno (unidimensional) para: osciladores travados (ω = 0, 0153 e ω = 0, 0165); osciladores
a` deriva (ω = 0, 018 e ω = 0, 019), d = 0, 05 γ = 0, 05 e N=51.
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Figura 4.27: Evoluc¸a˜o temporal da diferenc¸a entre fase dos neuroˆnio e o forc¸amento ex-
terno (unidimensional) para: osciladores travados (ω = 0, 0153 e ω = 0, 0165); osciladores
a` deriva (ω = 0, 018 e ω = 0, 019), d = 0, 05 γ = 1 e N=51.
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Figura 4.28: Evoluc¸a˜o temporal da diferenc¸a entre fase dos neuroˆnio e o forc¸amento
externo (bidimensional) para: osciladores travados (ω = 0, 0190); osciladores a` deriva
(ω = 0, 020 e ω = 0, 025), d = 0, 05, N = 7× 7 e γ = 0, 005.
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Figura 4.29: Evoluc¸a˜o temporal da diferenc¸a entre fase dos neuroˆnio e o forc¸amento
externo (bidimensional) para: osciladores travados (ω = 0, 0190); osciladores a` deriva
(ω = 0, 020 e ω = 0, 025), d = 0, 05, N = 7× 7 e γ = 0, 05.
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Figura 4.30: Evoluc¸a˜o temporal da diferenc¸a entre fase dos neuroˆnio e o forc¸amento
externo (bidimensional) para; osciladores travados (ω = 0, 0190); e osciladores a` deriva
(ω = 0, 020 e ω = 0, 025), d = 0, 05, N = 7× 7 e γ = 1.
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Figura 4.31: Evoluc¸a˜o do tamanho dos platoˆs em func¸a˜o do inverso do tamanho da rede
para va´rios valores de neuroˆnios forc¸ados para o caso unidimensional γ = 0, 005 d = 0, 15.
Cada nu´mero representa uma frac¸a˜o de neuroˆnios forc¸ados (f): 1 temos f=2%;2 temos
f=2,5%; 3 temos f=3,3%; 4 temos f=4%; 5 temos f=5%; 6 temos f=6,6%; 7 temos
f=7,5%; 8 temos f=8%; 9 temos f=10%; 10 temos f=13%; 11 temos f=15%; 12 temos
f=20%; 13 temos f=30%; 14 temos f=40%.
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Tanto o aumento da regia˜o de forc¸amento (Nr) quanto o tamanho da rede influencia
no tamanho dos platoˆs de sincronia. Isso pode ser observado para o caso unidimensional
na Figura 4.31 para γ = 0, 005, na Figura 4.32 para γ = 0, 05 e na Figura 4.33 para
γ = 1, e para o caso bidimensional na Figura 4.34 para um γ = 0, 005, na Figura 4.35
para γ = 0, 05 e na Figura 4.36 para γ = 1, que retrata o tamanho dos platoˆs (∆ω) em
func¸a˜o do inverso do tamanho da rede para va´rios tamanhos de regia˜o de forc¸amento.
Em todos os casos e´ observado que para um mesmo tamanho de regia˜o de forc¸amento, o
aumento do tamanho da rede faz com que ocorra uma diminuic¸a˜o do tamanho dos platoˆs,
ja´ um aumento da regia˜o de forc¸amento faz com que ocorra um aumento do tamanho
dos platoˆs. Para o caso unidimensional, as porcentagens de s´ıtios perturbados sa˜o as
mesmas que o caso global (Figura 3.15), e e´ observado o mesmo comportamento, para o
caso γ = 0, 005, que para o caso global. Ja´ para γ = 0, 05 e´ observada uma diferenc¸a da
largura dos platoˆs para as mesmas porcentagem de s´ıtios perturbados. Para um γ = 1
mudando o tamanho de s´ıtios perturbados praticamente na˜o alterou a largura dos platoˆs,
isso pode ser explicado observando a Figura 4.20(a), o tamanho do platoˆ e´ praticamente
o mesmo com um aumento da intensidade de forc¸amento d.
Para o caso bidimensional, o tamanho da rede varia entre 6x6 e 14x14, com isso
a porcentagem de s´ıtios perturbados e´ diferente do caso unidimensional (Figura 4.34),
pore´m para γ = 0, 005 e para γ = 0, 05, o tamanho da largura dos platoˆs muda pouco
para uma mesma porcentagem de s´ıtios perturbados, uma diferenc¸a e´ somente observada
para γ = 1.
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Figura 4.32: Evoluc¸a˜o do tamanho dos platoˆs em func¸a˜o do inverso do tamanho da rede
para va´rios valores de neuroˆnios forc¸ados para o caso unidimensional γ = 0, 05 d = 0, 15.
As frac¸o˜es de neuroˆnios forc¸ados sa˜o as mesmas do caso unidimensional para γ = 0, 005.
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Figura 4.33: Evoluc¸a˜o do tamanho dos platoˆs em func¸a˜o do inverso do tamanho da rede
para va´rios valores de neuroˆnios forc¸ados para o caso unidimensional γ = 1 d = 0, 15.
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Figura 4.34: Evoluc¸a˜o do tamanho dos platoˆs em func¸a˜o do inverso do tamanho da
rede para va´rios valores de neuroˆnios forc¸ados para o caso bidimensional γ = 0, 005
d = 0, 15.Cada nu´mero representa uma frac¸a˜o de neuroˆnios forc¸ados (f): 1 temos f=2%;2
temos f=3%; 3 temos f=4%; 4 temos f=6%; 5 temos f=8%; 6 temos f=9%; 7 temos
f=11%; 8 temos f=14%; 9 temos f=16%; 10 temos f=25%; 11 temos f=44%.
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Figura 4.35: Evoluc¸a˜o do tamanho dos platoˆs em func¸a˜o do inverso do tamanho da rede
para va´rios valores de neuroˆnios forc¸ados para o caso bidimensional γ = 0, 05 d = 0, 15.
As frac¸o˜es de neuroˆnios forc¸ados sa˜o as mesmas do caso bidimensional para γ = 0, 005.
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Figura 4.36: Evoluc¸a˜o do tamanho dos platoˆs em func¸a˜o do inverso do tamanho da rede
para va´rios valores de neuroˆnios forc¸ados para o caso bidimensional γ = 1 d = 0, 15. As
frac¸o˜es de neuroˆnios forc¸ados sa˜o as mesmas do caso bidimensional para γ = 0, 005.
Capı´tulo5
Concluso˜es
Com o intuito de determinar casos de sincronia entre neuroˆnios e maneira de suprimir
essa sincronia, simulou-se computacionalmente um modelo neuronal usando o mapa de
Rulkov para a dinaˆmica de cada neuroˆnio, e suas interac¸o˜es foram dadas a partir de um
modelo na qual uma substaˆncia e´ secretada e absorvida por um neuroˆnio e difundida no
meio celular. Esta difusa˜o faz com que a concentrac¸a˜o da substaˆncia qu´ımica decaia com
a distaˆncia, fazendo com que neuroˆnios mais afastados sejam menos influenciados dos que
os pro´ximos. O decaimento se deve a uma varia´vel γ e foi analisado como o sistema se
comporta com a mudanc¸a de seu valor. Quanto maior o valor de γ, menos a substaˆncia
se difunde no meio logo temos um acoplamento local, e se γ = 0, a substaˆncia se difunde
em todo o meio, caracterizando assim um acoplamento global (todos com todos).
Outro paraˆmetro analisado foi a intensidade do acoplamento, dado pela varia´vel ε.
Quando o acoplamento e´ fraco (ε ≤ 0, 02) a dinaˆmica de um neuroˆnio na˜o tem influeˆncia
significativa na dinaˆmica de outro. Quando ε ≥ 0, 02 e´ observada uma sincronizac¸a˜o
parcial entre os neuroˆnios, fazendo com que a dinaˆmica de um neuroˆnio influencie nos
outros, e essa influeˆncia aumenta quanto mais pro´ximo de 1 e´ o paraˆmetro de ordem.
Para suprimir a sincronia, e´ injetado no sistema um forc¸amento externo perio´dico com
uma frequeˆncia ω e uma intensidade d, sendo esse forc¸amento injetado em uma regia˜o Nr
da rede. Com isso, pode-se observar que, para uma frequeˆncia baixa, o forc¸amento na˜o
muda a dinaˆmica neuronal, pore´m o aumento da frequeˆncia externa faz com que essa
frequeˆncia e a frequeˆncia de burst (Ω) sincronizem, ocasionando assim os chamados platoˆs
de sincronia. Esse fenoˆmeno e´ observado tanto para os casos de γ baixo (sistema sincro-
nizado) como para γ alto (sistema dessincronizado). Um maior aumento da frequeˆncia ω
faz com que o sistema saia do estado de sincronia. Logo esse forc¸amento externo pode
fazer com que o sistema dessincronizado sincronize, como tambe´m pode fazer com que o
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sistema saia do estado de sincronia.
O aumento da intensidade do forc¸amento d faz com que aumente a regia˜o de sincroni-
zac¸a˜o entre ω e Ω, ou seja, aumento da largura dos platoˆs de sincronia. Outro fato que faz
com que aumente a largura dos platoˆs e´ o tamanho da rede (N) para quando γ ≤ 0, 5, e o
tamanho da regia˜o (Nr) em que e´ aplicado o forc¸amento externo. Utilizando f =
Nr
N
como
a porcentagem de neuroˆnios perturbados, pode-se observar que quanto maior o valor de
f maior a largura dos platoˆs. Tanto para um valor de γ baixo (0, 005 ≤ γ ≤ 0, 05) quanto
para o caso global, e´ observado que para um mesmo valor de f , a largura dos platoˆs de
sincronia sa˜o iguais. Ja´ com um aumento de γ para dois casos em que tem-se um mesmo
valor de f , a largura do platoˆ e´ maior para o sistema na qual a regia˜o de forc¸amento Nr
e´ maior.
O crescimento da largura dos platoˆs por causa do aumento da intensidade d na˜o ocorre
de maneira regular, mas sim foi observado um crescimento mais ra´pido para valores baixos
de d, e um crescimento lento para valores altos.
Como os casos estudados foram casos de acoplamento unidimensional e bidimensional,
o intuito agora e´ estudar o caso tridimensional com uma rede maior e comparar com os
casos obtidos,pore´m utilizando redes maiores. Outro estudo que pode ser feito e´ mudar
o formato da rede, pois em ambos os casos, unidimensional ou bidimensional, foram
estudados levando em considerac¸a˜o um sistema em que os neuroˆnios esta˜o igualmente
espac¸ados. Utilizar um sistema no qual a posic¸a˜o de cada neuroˆnio seja aleatoriamente
estabelecida, para fazer com que o sistema se assemelhe mais com um caso real.
ApeˆndiceA
Travamento de frequeˆncia
Considere um caso simples de um oscilador forc¸ado externamente por uma forc¸a pe-
rio´dica com frequeˆncia ω e amplitude . As equac¸o˜es do sistema perturbado podem ser
escritas como
dφ
dt
= ω0 + Q(φ, ωt), (A.1)
com ω0 sendo a frequeˆncia natural do oscilador, Q e´ uma func¸a˜o de acoplamento 2pi
perio´dica e φ e´ a fase do oscilador.
Podemos reescrever A.1 a partir da diferenc¸a de fase entre o oscilador e a frequeˆncia
externa
Ψ = φ− ωt⇒ φ = Ψ + ωt, (A.2)
d(Ψ + ωt)
dt
=
dΨ
dt
+
d(ωt)
dt
=
dΨ
dt
+ ω
dt
dt
+ t
dω
dt
, (A.3)
como ω e´ constante e substituindo em A.1
dΨ
dt
= −(ω − ω0) + Q(Ψ). (A.4)
No caso mais simples Q(Ψ) = sin(Ψ) e usando ν = ω − ω0
dΨ
dt
= −ν +  sin(Ψ), (A.5)
que e´ conhecida como equac¸a˜o de Adler. Podemos analisar 2 casos
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1) Quando ω ≈ ω0 ou seja no caso de ressonaˆncia, neste caso
dΨ
dt
= Q(Ψ), (A.6)
tendo somente um ponto esta´vel, que e´ em Ψ = 0, logo A.3 fica φ = ωt mostrando que a
fase do sistema cresce linearmente.
2) No segundo caso e´ analisada a periodicidade da func¸a˜o Q(Ψ). Como ela foi definida
como 2pi perio´dica logo existe um Qmin e um Qmax enta˜o a frequeˆncia ν esta´ no intervalo
[13]
Qmin < ν < Qmax, (A.7)
com isso, a diferenc¸a de frequeˆncia ω−ω0 e´ uma constante, sendo assim, a fase do oscilador
fica travada com a fase da frequeˆncia externa ωt, chamado assim esta regia˜o de travamento
de frequeˆncia, ou observando a Figura A.1, o formato desta regia˜o de sincronia parece uma
l´ıngua, com isso essa regia˜o tambe´m e´ chamada de L´ıngua de Arnold.

ν0
Figura A.1: Regia˜o de sincronizac¸a˜o.
ApeˆndiceB
Resoluc¸a˜o da Equac¸a˜o 4.3
Por simplicidade, chamaremos γ2 = η
D
. Utilizando a func¸a˜o de Green, podemos
escrever a Equac¸a˜o 4.3 como,
∇2G(rj − r)− γ2G(rj − r) = −δ(rj − r). (B.1)
Para resolver a Equac¸a˜o B.1 e´ aplicada a transformada de Fourier em cada termo,
mas antes algumas relac¸o˜es sa˜o necessa´rias [32].
F{f(r)} = fF (p), (B.2)
F{∇2f(r)} = −pfF (p), (B.3)
onde a transformada de Fourier e sua inversa e´ dada por
fF (p) = F{f(r)} = 1
(2pi)
d
2
∫
ddrf(r)eipr, (B.4)
f(r) = F−1{fF (p)} = 1
(2pi)
d
2
∫
ddpfF (p)e
−ipr. (B.5)
Aplicando a transformada de Fourier na Equac¸a˜o B.1 temos
− p2GF (rj − p)− γ2GF (rj − p) = − 1
(2pi)
d
2
eiprj , (B.6)
onde a propriedade da filtragem da func¸a˜o delta foi utilizada na transformada de Fourier,
isolando GF (p) chegamos a` seguinte relac¸a˜o
64
65
GF (rj − p) = 1
(2pi)
d
2
eiprj
p2 + γ2
. (B.7)
Utilizando a transformada inversa na Equac¸a˜o B.7, podemos determinar a func¸a˜o de
Green para a Equac¸a˜o 4.3
F−1{Gf (rj − p)} = G(rj − r) = 1
(2pi)d
∫
ddp
eiprj−r
p2 + γ2
. (B.8)
Com isso podemor resolver a Equac¸a˜o B.8 para cada dimensa˜o.
B.0.2 Resoluc¸a˜o para d = 1
A Equac¸a˜o B.8 se torna
G(rj − r) = I = 1
(2pi)
∫
dpx
eipx(x0−x)
p2x + γ
2
. (B.9)
Essa integral pode ser resolvida atrave´s do teorema dos res´ıduos. Transpondo essa
integral para o plano complexo, e integrando em um semic´ırculo temos
I = lim
R→∞
1
(2pi)
∫ +R
−R
dpx
eipx(x0−x)
p2x + γ
2
. (B.10)
O teorema de res´ıduos nos diz que
I = 2pii
n∑
i=1
Res(f(zi), ai), (B.11)
onde ai sa˜o os polos de f(zi). Para esse caso
f(zi) =
eipx(x0−x)
p2x + γ
2
, (B.12)
cujo os polos sa˜o ±iγ, e sa˜o polos simples por na˜o estarem elevados a nenhuma poteˆncia,
neste caso o res´ıduo e´
Res(f(zi), ai) = lim
z→ai
(z − ai)f(zi). (B.13)
Para essa integrac¸a˜o iremos utilizar um semi-c´ırculo no eixo positivo (Figura B.1),
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com isso temos um dos polos (iγ) dentro da curva de integrac¸a˜o e outro polo (−iγ), que
se encontra fora da curva de integrac¸a˜o, logo o res´ıduo neste polo fora da curva e´ zero.
R−R
plano z
Re
Im
Figura B.1: Curva de integrac¸a˜o.
Logo
lim
z→+iγ
(z − iγ) e
izR
(z − iγ)(z + iγ) =
e−γR
2iγ
, (B.14)
Com isso podemos reescrever a func¸a˜o de Green como
G(rj − r) = C1 e
−γR
γ
, (B.15)
onde C1 e´ a constante de normalizac¸a˜o.
B.0.3 Resoluc¸a˜o para d = 2
Para esse caso a Equac¸a˜o B.8 e´
G(rj − r) = 1
(2pi)2
∫
d2p
eip(rj−r)
p2 + γ2
. (B.16)
Para duas dimenso˜es sa˜o usadas coordenadas polares, com isso r = (r, θ) e p = (p, ϑ),
o elemento de superf´ıcie neste caso se torna d2p = pdpdϑ , e lembrando que podemos
escrever p(rj − r) = p|rj − r| cos(ϑ) , e com isso podemos reescrever a Equac¸a˜o B.16
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G(rj − r) = 1
(2pi)2
∫ ∞
0
pdp
p2 + γ2
∫ 2pi
0
eip|rj−r| cos(ϑ)dϑ. (B.17)
Atrave´s da relac¸a˜o de Jacobi-Anger
eiz cos =
∞∑
n=−∞
inJn(z)e
inθ = J0(z) + 2
∞∑
n=1
inJn(z) cos(nθ), (B.18)
segundo Abramowitz e Stegun [33]
Jn(z) =
i−n
pi
∫ pi
0
eiz cos(θ) cos(nθ)dθ. (B.19)
Fazendo n = 0 na Equac¸a˜o B.19 temos
J0(z) =
1
pi
∫ pi
0
eiz cos(θ)dθ, (B.20)
que e´ justamente a segunda integral da Equac¸a˜o B.17 com z = p|rj − r|. Com isso essa
equac¸a˜o se torna
G(rj − r) = C
∫ ∞
0
pdp
p2 + γ2
J0(p|rj − r|), (B.21)
Podemos substituir as constantes antes da integral por C2 sem perda de generalidade.
Outra relac¸a˜o importante e´ a integral de Hankel-Nicholson, dada por
∫ ∞
0
tν+1Jν(at)dt
(t2 + z2)µ+1
=
aµzν−µ
2µΓ(µ+ 1)
Kν−µ(az), (B.22)
onde Γ e´ a func¸a˜o gama, e Kν−µ e´ a func¸a˜o modificada de Bessel. Fazendo ν = 0, µ =
0, t = p, z = γ e a = |rj − r| na integral de Hankel-Nicholson, obtemos justamente a
integral da Equac¸a˜o B.26, e com isso podemos determinar a func¸a˜o de Green para o caso
d = 2 e chegar em
G(rj − r) = C2K0(γ|rj − r|). (B.23)
B.0.4 Resoluc¸a˜o para d = 3
Para esse caso, a equac¸a˜o B.8 e´
G(rj − r) = 1
(2pi)3
∫
d3p
eip(rj−r)
p2 + γ2
. (B.24)
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Para este caso sera˜o utilizadas coordenadas esfe´ricas, com isso r = (r, θ, φ) e p =
(p, ϑ, ϕ), o elemento de volume neste caso se torna d3p = p2 sen(ϑ)dpdϑdϕ, podemos
reescrever o elemento de volume como d3p = p2dpd(cos(ϑ))dϕ substituindo na Equac¸a˜o
B.24 temos
G(rj − r) = 1
(2pi)3
∫ ∞
0
p2dp
p2 + γ2
∫ +1
−1
eip(rj−r) cos(ϑ)d(cos(ϑ)). (B.25)
A primeira integral pode ser resolvida facilmente, integrando e aplicando os limites
de integrac¸a˜o e usando a propriedade dos senos. sen(θ) = e
iθ−e−iθ
2i
temos
G(rj − r) = −i
(2pi)2|rj − r|
∫ ∞
−∞
pdp
p2 + γ2
eip|rj−r|. (B.26)
Para resolver essa integral algumas substituic¸o˜es sa˜o necessa´rias, usando q = p|rj − r|,
σ = γ|rj − r| a integral B.26 se torna
G(rj − r) = −i
(2pi)2|rj − r|
∫ ∞
−∞
qeiqdq
q2 + σ2
eip|rj−r|. (B.27)
Para resolver essa integral utiliza-se o teorema dos res´ıduos, que e´ similar ao utilizado
para o caso d = 1. Os polos neste caso sa˜o ±iσ, definindo uma curva de integrac¸a˜o um
semi-c´ırculo no eixo imagina´rio positivo, o res´ıduo para −iσ e´ zero por estar fora da curva
de integrac¸a˜o, logo somente o res´ıduo iσ e´ levado em considerac¸a˜o. Com isso o res´ıduo
para este caso e´
Res(f(z), iσ) = lim
z→iσ
(z − iσ) ze
iz
(z + iσ)(z − iσ) =
e−σ
2
, (B.28)
e a func¸a˜o de Green para o caso D = 3 se torna
G(rj − r) = Ce
−γR
γR
, (B.29)
onde podemos trocar as constantes por C3
γ
sem perda de generalidade e R = |rj − r|. A
constante C3 sera´ determinada de maneira para deixar a func¸a˜o de Green normalizada,
i.e
∫
G(rj − r)d3r = 1. (B.30)
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