Abstract. In this paper, a subclass of Cowen-Douglas operators of rank 2 case is introduced. Any unitarily intertwining between operators in this class would not be diagonal operator matrix. The unitarily classification theorem is given. As applications, we give a sufficient condition for the similarity of operators in B1(Ω) involving the curvatures of their dilations in B2(Ω).
Introduction
Let H be a complex separable Hilbert space and L(H) denote the collection of bounded linear operators on H. Let Gr(n, H) denote n-dimensional Grassmann manifold, the set of all n-dimensional subspaces of H. If dimH < +∞, Gr(n, H) is a complex manifold. Let Ω be an open connected subset of C. In [4] , M. I. Cowen and R. G. Douglas introduced a class of operators denoted by B n (Ω) which contains a bounded open set Ω as eigenvalues of constant multiplicity n. The class of Cowen-Douglas operator with rank n: B n (Ω) is defined as follows [4] :
B n (Ω) := {T ∈ L(H) : (1) Ω ⊂ σ(T ) := {w ∈ C : T − wI is not invertible}, (2) w∈Ω Ker(T − w) = H, (3) Ran(T − w) = H, (4) dim Ker(T − w) = n, ∀ w ∈ Ω.} It follows that π : E T → Ω, where E T = {Ker(T − w) : w ∈ Ω, π(Ker(T − w)) = w} defines a Hermitian holomorphic vector bundle on Ω. In the paper, they make a rather detailed study of certain aspect of complex geometry and introduce the following concepts. Let E be a Hermitian holomorphic vector bundle , following M. I. Cowen and R. G. Douglas, a curvature function for E can be defined as:
(1) φ w (σ) = ∂ ∂w (φ(σ)); (2) φ w (σ) = ∂ ∂w (φ(σ)) + [h −1 ∂ ∂w h, φ(σ)]. Since curvature can also be regarded as a bundle map, we can get covariant derivatives of curvature K w i w j , i, j ∈ N ∪ {0} by using the inductive formulaes above. The curvature K and it's covariant derivatives K w i w j are the unitarily invariants of Hermitian holomorphic vector bundle E (See [4] ). Theorem 1.1. (See [4] ) Let T and S be two Cowen-Douglas operators and E T , E S be two Hermitian holomorphic vector bundles induced by T and S. Then E T ∼ u E S if and only if there exists an isometry V : E T → E S such that V K T,w i w j = K S,w i w j V, ∀i, j = 0, 1, · · · , n − 1.
For any Cowen-Douglas operator T with rank large than one, the curvature K T and the partial derivatives of curvature K T,w i w j , 0 ≤ i, j ≤ n, are not easy to compute. So it is natural and also necessary to reduce the numbers of the unitary invariants for the Cowen-Douglas operators of high rank case. First, the detailed study of the Cowen-Douglas class of operators, reported in the book [18] , begins with the following basic structure theorem for these operators. Theorem 1.2 (Theorem 1.49, [18] ). If T is an operator in the Cowen-Douglas class B n (Ω), then there exists operators T 0 , T 1 , . . . , T n−1 in B 1 (Ω) such that In [13, 14] the authors joint with C. Jiang and G. Misra introduced a class of Cowen-Douglas operator with rank n denoted by FB n (Ω). Definition 1.3. We let FB n (Ω) be the set of all bounded linear operators T defined on some complex separable Hilbert space H = H 0 ⊕ · · · ⊕ H n−1 , which are of the same form in (1.1) where the operator T i : H i → H i , defined on the complex separable Hilbert space H i , 0 ≤ i ≤ n − 1, is assumed to be in B 1 (Ω) and S i,i+1 : H i+1 → H i , is assumed to be a non-zero intertwining operator, namely,
The numbers of unitary invariants of this class Cowen-Douglas operators are reduced. The most important property of the operator in this class is the the intertwining operator between two operators in F B n (Ω) is diagonal. So a natural question is whether the property also holds for any other operator class in the form of upper triangular operator matrix.
In this note, we introduce an operator class which is also a upper triangular operator matrix and do not belong to F B n (Ω). And the intertwining operator between two operators in this class would not be diagonal.
Firstly, we will introduce some notations and results first, and all the notations are adopted from Definition 1.4. Let T 1 and T 2 be any two bounded linear operators on the Hilbert space H.
2.
The intertwining between to upper-triangular operators which is not diagonal Definition 2.1. Let H be a complex separable Hilbert space . We will consider all operators T defined on a Hilbert space H which admits a decomposition of the form
where T i ∈ B(H i ), i = 0, 1 and X ∈ B(H 1 , H 0 ).
In the following, we will assume that XT 2 1 − 2T 0 XT 1 + T 2 0 X is not equal to zero. Lemma 2.3. Suppose that T belongs to the operator class in Definition 2.1. If T 0 , T 1 ∈ B 1 (Ω). And t i , i = 0, 1 be the sections of E T 0 and E T 1 respectively.
Proof. By Proposition 2.1 in [14] , it follows that T ∈ B 2 (Ω). On the other hand, notice that
Thus, the second statement also holds.
In [14] , it is proved that any unitary intertwining between two operators T andT in FB n (Ω) should be a diagonal matrix. The result make the reducing the numbers of unitarily invariants to be possible. And in the following theorem, the unitary intertwines the two operators in this class of the paper (even Cowen-Douglas operators and also be upper-triangular) could be non diagonal. In order to introduce our main result, we need the following lemmas:
Let T ∈ B 1 (Ω). By subsection 2.2 in [14] , we know that T is unitarily equivalent to the adjoint of multiplication operator M z on some analytic functional spaces H Kγ with reproducing kernel
Proof. Without loss of generality, we can set
and there exists a holomorphic function φ on Ω such that X(t 0 (w)) = φ(w)t 1 (w), w ∈ Ω.(see details in Proposition 2.4 [24] ) Note that
K 1 (w,w) = 0 and t i (w) 2 = K i (w,w), i = 0, 1. It follows that |φ| will goes to zero when dist(w, ∂Ω) goes to zero. By the maximum modulus principle of holomorphic function, we have φ(w) = 0, w ∈ Ω. Thus, X(t 0 (w)) = 0. By the spanning property of the frame, we have X = 0. That means Kerσ T 1 ,T 0 = {0}.
Lemma 2.5. [14] Let T and T ∈ B 1 (Ω), X ∈ L(H) and XT = T X. Then X is non zero if and only if X has a dense range.
, then there exists a unitary operator U = ((U i,j )) 2×2 such that U T =T U if and only if the following statements hold
Proof. Let U = U 00 U 01 U 10 U 11 and
That is
and
These equalities imply that
First of all, we will prove that U 01 is invertible. From 2.1 and 2.3, it follows that
From 2.2 and 2.3, it follows that
So the unitary U is as the following form:
By using the fact U U * = U * U = I ⊕ I we have the following formulas:
By 2.3 and Lemma 2.5, we know that U * 01 has dense range. By 2.7, it follows that U 01 (1+ X * X) is injective. Since U * 01 is the right inverse of U 01 (1 + X * X), so the operator U 01 (1 + X * X) is invertible and also U 01 and U * 01 . By 2.9 and 2.10, we have that
Since (I + XX * ) is invertible, then it is easy to see that U 10 and U * 10 are both invertible and U * 10 U 10 = (1 + XX * ) −1 . By 2.11, we also have U * 01 U 01 = (1 + X * X) −1 . By equation (2.2), we have that
10 in both sides of equation (2.11), we havẽ
For the sufficient part, set U = U 01 X * U 01 U 10 −U 10 X which satisfies the conditions. Then
Thus, we have the following equations
, it follows that
By using (2.12), we also have
The proof of these equations also use that facts (1 + X * X) −1 = U * 01 U 01 and
These equalities finish the proof of sufficient part.
. Suppose that X is a normal operator and
Then there exists a unitary operator U = ((U i,j )) 2×2 such that U T U * =T .
In fact, if we choose
If T is unitarily equivalent toT , then there exist
and F ∼ sF .
Proof. Suppose there exists unitary U = ((U i,j )) 2×2 such that U T =T U . By Lemma 2.6, we have that
10 )T 1 Multiplying U 10 in both sides of the equation above, we havẽ
Multiplying U * 01 in both sides of the last equation above, we also have
By the equation 2.9, we havẽ
Now set S 0 = Y U 10 − U 01 X * and S 1 = U * 01 Y − X * U * 10 . By equations 2.14 and 2.15, we have that
Using the equation 2.9 again, we have that U * 01 S 0 = S 1 U 10 . Thus, if we set Z := U * 01 ⊕ U 10 , then by a direct computation, we have ZF =F Z.
Suppose that Kerσ T 0 ,T 1 = {0}. Then T ∼ uT if and only if there exists θ ∈ [0, 2π], such that
Proof. If U T =T U and U = ((U i,j )) 2×2 , by Lemma 2.6, then we have U 10 and U * 01 belongs to {T 0 } ′ and {T 1 } ′ . Note that X = I, by using the statement (2) of Lemma 2.6, we have that
This means that √ 2U 01 and √ 2U 10 are both unitary operators. Thus, U 10 ∈ {T 0 , T * 0 } ′ (i.e. U 10 commutes with both T 0 and T * 0 ) and U 01 ∈ {T 1 , T * 1 } * . By Lemma 4.1.10 in [19] (note that each operator in B 1 (Ω) is irreducible) or Theorem in [3] , we have that
By the statement (3) of Lemma 2.6, we have Y − U 01 U −1
and this means Then U is a unitary and we also have that U T =T U .
Similarity of operators in B 1 (Ω)
One of major object of the research of Cowen-Douglas operators is the similarity. In fact, it is not clear that how to describe the similarity even for operators in B 1 (Ω) by using the curvature. M. J. Cowen and R. G. Douglas once had the following conjecture: if T and S are similar, then lim
K S (w) = 1. In [6] , a counter example was constructed by D. N. Clark and G. Misra . Instead of the quotient of the curvatures, they considered the quotient of metrics h T and h S of E T and E S denoted by a w , where a w is the quotient of the metrics of the two bundles. It was proved in [7] that T is similar to S α (weighted Bergman shift) if and only if a w is bounded and bounded below by 0. In some sense, this result can be regarded as a geometric version of the classical result for the weighted shifts given by A. L. Shields (See [?]).
In [32] , K. Zhu introduced the spanning holomorphic cross-section for the Hermitian holomorphic vector bundle corresponding to the Cowen-Douglas operator. Let T ∈ B n (Ω). A holomorphic section of vector bundle E T is a holomorphic function γ : Ω → H such that for each w ∈ Ω, the vector γ(w) belongs to the fibre of E T over w. We say γ is a spanning holomorphic section for E T if span {γ(w) : w ∈ Ω} = H. In [32] , it is proved that for any Cowen-Douglas operator T ∈ B n (Ω), E T possesses a spanning holomorphic cross-section. Suppose T and T belongs to B n (Ω), then T and T are unitarily equivalent ( or similarity equivalent) if and only if there exist spanning holomorphic cross-sections γ T and γ T for E T and E S , respectively, such
Let T ∈ L(H) and {T } ′ denote the commutant of T . The operator T is said to be strongly irreducible if {T } ′ contains no nontrivial idempotents. A strongly irreducible operator can be regarded as a natural generalization of a Jordan block matrix on the infinite dimensional case. In [25] , S. Treil and B. D. Wick gave a sufficient condition for the existence of a bounded analytic projection onto a holomorphic family of generally infinite dimensional subspaces induced by some holomorphic bundles. As a corollary of this deep theorem, they also obtained some new results about the Operator Corona Problem.
Let E be a Hilbert space and P : D → B(E) be a C 2 projection valued function and P ∂P = 0. In [25] , as their main theorem, it was proved that if there exists a bounded nonnegative subharmonic function ψ such that ∆ψ(w) ≥ ∂P (w) 2 HS , ∀w ∈ D, then there exists some analytic idempotent valued function Π ∈ H ∞ E→E such that ranΠ(w) = ranP (w), where · HS denotes the Hilbert Schmidt norm.
By using this result and a model theorem for contractions, H. Kwon and S. Treil gave a very impressive theorem to decide when a contraction operator T will be similar to the n times copies of M * z on Hardy space. For any contraction operator T ∈ B n (D), let P (w) denote the projection onto ker(T − w). It was proved that T ∼ n M * z if and only if
and ∂P (w) 2 HS is pointed out to be the curvature for the Hardy shift (cf. [22] ). Subsequently, the result was generalized from the Hardy shift case to some weighted Bergman shift cases (S n , n ≥ 1) by R. G. Douglas, H. Kwon and S. Treil (see in [8] ).
In this chapter, we would give a different sufficient condition for the similarity of operators in B 1 (Ω). When there exists an isometry keeping the curvatures and covariant partial derivatives of some two operators in B 2 (Ω), that means they are unitarily equivalent, it may implies the similarity of their diagonal elements which belongs to B 1 (Ω). From Lemma 2.6, we have the following theorem:
Remark 3.2. In fact, for any two operators
T ∼ uT , then we will have T i ∼ uTi . That is another reason, it is necessary to study this new class of operator since we can not choose the dilations to be in the class of F B 2 (Ω).
Example 3.3. Let positive definite kernel K (n) (z, w) be the function (1 −wz) −n , n ≥ 1, defined on D × D and is the reproducing kernel for the weighted Bergman space A (n) (D). Let the operators S * n be the adjoint of the multiplication operator M z acting on the weighted Bergman spaces A (n) (D). It is well known that each S * n belongs to the operator class B 1 (D). Recall that an n-hypercontration is an operator T with
for all 1 ≤ k ≤ n, a generalization of the concept of a contraction [1] . And S * n is an nhypercontraction.
In Theorem 3.1, set T 1 = S * n 1 ,T 1 = S * n 2 , n 1 > n 2 . Let T 0 andT 0 belongs to B 1 (D) and
Let γ i , i = 0, 1 andγ i , i = 0, 1 denote the frames of E T and ET respectively. By lemma 2.3, we
Define K γ and Kγ to be the function on Ω * × Ω * taking values in the 2 × 2 matrices M 2 (C):
By subsection 2.2 in [14] , we know that T andT are unitarily equivalent to the adjoint of multiplication operator M z on some analytic functional spaces H Kγ and H Kγ with reproducing kernel K γ (z, w) and Kγ(z, w) respectively. That means
Now if there exists holomorphic functions φ and ψ such that Φ(w) :
Then T is unitarily equivalent toT . That is
Choosing z = w, then we have that
Furthermore, we have
Since X and Y are both bounded operators, then it follows that ln(
) and ln(
) are both uniformly bounded on D. Assume that T 0 andT 0 be n 1 -hypercontraction and n 2 -hypercontraction respectively. By Theorem 2.1 and Remark 2.6 in [8] , we have that
Proof. First of all, we will set
Choosing the holomorphic frames t i ∈ E T i which satisfy the assumptions of the theorem. Let t s ∈ E Ts , then γ 0 = t 0 (w), γ 1 (w) = X(t s (w)) + t s (w) can be chosen as the frame of E T .
and Φ(z) = 0 φ(z) φ(z) 0 . Then we will have the following equation
Choosing the holomorphic frames of ET as
where ψ(w) = φ(w), w ∈ Ω. Without loss of generality, we set
Since X * (t 0 (w)) = 2Y (t 1 (w)), it follows that
Note that we have t 0 (w) 2 = 2( Y (t 1 )(w) 2 + t 1 (w) 2 ). By lemma 3.1 in [3] , for any (w, z) ∈ Ω × Ω, we have that
Changing w tow and z toz, the equation above also holds. Thus, we have that
By lemma 2.6, we have T 0 ∼ T 1 .
In the following corollary, we will show the assumption in Theorem 3.4: "there exists an operator T s ∈ L(H i ) ∩ B 1 (Ω) such that Kerτ T i ,Ts = {0}, i = 0, 1 " can be satisfied in many cases.
α n e n (z)e * n (w), and
β n e n (z)e * n (w), and lim dist(w,∂Ω)→0
such that Kerτ T i ,Ts = {0}, i = 0, 1. Furthermore, when T i satisfies the conditions in Theorem 3.4, then T 0 ∼ T 1 .
Proof. By lemma 2.4, we only need to construct a reproducing kernel K s such that
Choosing s n > 0 and lim
s n e n (z)e * n (w). For any given ǫ > 0, there exists N > 0 such that s n < ǫα n , n > N . It follows that
α n e n (w)e * n (w), w ∈ Ω.
s n e n (w)e * n (w), then there exists δ > 0 such that
α n e n (w)e * n (w), dist(w, ∂Ω) < δ.
It follows that if dist(w, ∂Ω) < δ, then we have
s n e n (w)e * n (w) < ǫ
α n e n (w)e * n (w).
That means lim dist(w,∂Ω)→0
Ks(w,w) K 0 (w,w) = 0. Similarly, we also can get lim dist(w,∂Ω)→0
Ks(w,w)
T is similar to T 0 ⊕ T 1 .
Proof. In fact, if we choose W = 1 −X 0 1 . Then we have that
. Then we finish the proof.
Homogenous operators
Definition 4.1. An operator T is said to be homogeneous if ϕ(T ) is unitarily equivalent to T for all ϕ in Möb which are analytic on the spectrum of T .
Proof. By a direct computation, for any integer n, we have that
Then the conclusion follows.
and φ ∈ Möb. Suppose that T i , i = 0, 1 are both homogenous operators and there exists U i φ such that U i φ T i U * i φ = φ(T i ) and there exists no non-zero linear bounded operator W intertwines T 0 and
Proof. Suppose that U φ T U * φ = φ(T ) for any φ ∈ Möb. It follows that U 0
Thus, we have U 0 φ T 0 U * 0 φ = φ(T 0 ), U 1 φ T 0 U * 1 φ = φ(T 1 ), and (U φ − X). By the assumption of the proposition, we know there exists no non-zero linear bounded operator intertwines T 1 and T 0 , thus we have U 0 φ XU * 1 φ − X = 0, i.e. U 0 φ X = XU 1 φ . This finishes the proof of necessary part. The sufficient part will follows by the proof above.
When X is chosen as identity and there exist a common unitary intertwining U φ such that U φ T i U * φ = φ(T i ), i = 0, 1, φ ∈ Möb. Then we have the following construction of homogenous operators. = φ(T 0 ), (2) U 00 φ = XU 10 φ = U 01 φ X * , −U 11 φ = X * U 01 φ = U 10 φ X (3) (1 + XX * ) −1 = (1 + X * X) −1 = U * 10 φ U 10 φ = U * 01 φ U 01 φ .
