Various wavelet-based estimators of self-similarity or long-range dependence scaling exponent are studied extensively. These estimators mainly include the (bi)orthogonal wavelet estimators and the Wavelet Transform Modulus Maxima (WTMM) estimator. This study focuses both on short and long time-series. In the framework of Fractional Auto-Regressive Integrated Moving Average (FARIMA) processes, we advocate the use of approximately adapted wavelet estimators. For these "ideal" processes, the scaling behavior actually extends down to the smallest scale, i.e., the sampling period of the time series, if an adapted decomposition is used. But in practical situations, there generally exists a cut-off scale below which the scaling behavior no longer holds. We test the robustness of the set of wavelet-based estimators with respect to that cut-off scale as well as to the specific density of the underlying law of the process. In all situations the WTMM estimator is shown to be the best or among the best estimators in terms of the mean square error. We also compare the wavelet estimators with the Detrended Fluctuation Analysis (DFA) estimator which was recently proved to be among the best estimators which are not wavelet-based estimators. The WTMM estimator turns out to be a very competitive estimator which can be further generalized to characterize multiscaling behavior.
I. Introduction
Data displaying scaling behavior are observed in various fields. The velocity field of fully developed turbulent flows [1] , financial time-series [2] , [3] , the telecommunication traffic load in high speed networks [4] , medical time-series [5] , [6] , geological shapes [7] or the random walks associated to DNA sequences [8] , [9] are only six out of numerous examples.
There is no precise mathematical definition of what the notion of scaling behavior refers to. It is often associated with very different features such as long range dependence, self-similarity, multifractality or local regularity. However, from a general point of view, it basically corresponds to the fact that a certain scale-dependent quantity (e.g., the increments of a time-series, its power spectrum, . . . ) behaves as a power-law of the scale. Thus, characterizing the scaling behavior amounts to estimating some power-law exponents.
Many methods for estimating these exponents have been developed. By far, the most precise estimations are given by parametric methods such as the maximum likelihood estimator (the Whittle estimator) [10] , [11] , [12] , [13] . However, in most practical situations, exact correlation structure of the data is unknown, these estimators should be handled very carefully, and certainly cannot be applied "blindly" for estimating any type of scaling behavior.
Most of the nonparametric estimators of scaling behavior exponents consist in performing a linear regression fit of a scale-dependent quantity versus the scale in a logarithmic representation. From a mathematical point of view, depending upon the range of scales over which power-law scaling is satisfied, different interpretations are given for the so-measured exponent [14] . For instance, if the power-law scaling extends to arbitrarily large scales, this exponent can be seen as a long-range dependence exponent [16] whereas if it extends to arbitrarily small scales it can be seen as a regularity (Hölder) exponent [17] . If the scaling extends from arbitrarily small to arbitrarily large scales, the exponent is a self-similarity exponent [18] . However, in practice, there is always a smallest scale (e.g., the sampling, the dissipation scale or some ultra-violet cut-off) and a largest scale (e.g., the total size of the signal, the integral scale or some infra-red cut-off) one cannot go beyond. Consequently, long-range dependence, self-similarity or regularity can generally be measured only on a given bounded range of scales with any nonparametric estimator whatever the particular theoretical framework it derives from.
The most common nonparametric estimators are based on fitting a power-law on the n-order (absolute) moment of the data values themselves or of their variations as a function of some scale/lag parameter. This includes the aggregated first and second-order methods [17] , [19] , the Higuchi method [20] , the Detrended Fluctuation Analysis (DFA) [13] , [21] and various wavelet-based estimators [14] , [22] , [23] , [24] , [25] , [26] . Other commonly used estimators are the R/S method [27] and the estimators based on the periodogram [28] . Let us note that confidence intervals have only been obtained for the aggregated first and second-order estimators [17] and particular wavelet estimators [16] . Taqqu, Teverovsky and Willinger [13] have compared numerically most of these estimators except the ones based on wavelets. They have used them for estimating the scaling exponent of fractional Gaussian noises (fGn) or of Fractional ARIMA (FARIMA) processes. They have found that the "best" nonparametric estimator in terms of minimizing the Mean Squared Error (MSE) is the DFA estimator. This estimator has been initially introduced by Peng et al. [21] for characterizing longrange dependence properties of DNA sequences and has been justified theoretically by Taqqu et al. [13] . Not only is its MSE low but it is a robust estimator since it is blind to eventual superimposed linear trends.
Wavelet-based estimators have been used very successfully, in very different contexts for estimating scaling behavior [26] , [30] , [31] , [32] , [33] . Since wavelets can be made orthogonal to low-order polynomials behavior [29] , these estimators are blind to eventual superimposed polynomial trends. They have been used very successfully, in very different contexts for estimating scaling behavior [26] , [30] , [31] , [32] , [33] . Abry et al. [14] have shown that these estimators are also very robust when the shape of the underlying law (Gaussian, Exponential, LogNormal, α-stable,. . . ) is changed. However, Abry et al. [14] have been testing mostly estimators based on (bi)orthogonal wavelet bases [29] , [34] . Other estimators based on the continuous wavelet transform can also be used [35] , [36] . The Wavelet Transform Modulus Maxima (WTMM) method [22] , [23] , [26] , [35] , [37] , [38] allows us to build an estimator that is based on the local maxima of the continuous wavelet transform. This method was proved very efficient to compute the singularity spectrum of multifractal signals. . It is a very robust estimator that has been successfully applied to the analysis of various experimental signals such as DNA sequences [9] , [26] , [32] , [39] , fully developed turbulence data [22] , [33] , [35] , [38] , [40] , [41] , financial time-series [42] , diffusion limited aggregates [43] , [44] , [45] and high resolution satellite images of fractal clouds [32] , [46] . However, the WTMM method has never been studied from a statistical point of view. One of the goals of this work is to compare it to other estimators in the simplest situation when the scaling properties of the studied process are characterized by a single exponent H. Comparison in terms of MSE with "standard" wavelet estimators [14] and DFA estimator [13] , [21] will be made. We will focus our study on both short and long time-series and study the influence of an eventual "dissipation scale", i.e., a small scale below which the power law scaling does not hold anymore. Our second purpose is to compare all these estimators in "practical" situations when, e.g., the size of the series is rather small, the statistics are non-Gaussian or the scaling does not hold on the full range of scales. Let us note that, to our knowledge, this paper is the first systematic study on the influence of the presence of some ultra-violet cut-off or of the fact that the time-series may be dramatically short, on the robustness of nonparametric scaling behavior estimators. As we will show in this paper, its robustness makes the WTMM estimator a very good candidate for analyzing any kind of real data without any prior assumption.
The paper is organized as follows. Section II presents the different models of scaling processes that will be used all along the paper. Section III focuses on the wavelet transform [29] with special emphasis on how it applies to the study of scaling processes. Both the continuous wavelet transform and the (bi)orthogonal wavelet bases are discussed. The different wavelet based estimators using (bi)orthogonal wavelet bases are introduced in Section IV. Section V is devoted to the WTMM estimator. The statistical properties of all these estimators are analyzed both from a theoretical point of view and from a numerical point of view. We study the influence of both the size of the signal and the range of scales that is used for the linear regression fit on each of these estimators. Section VI compare all these estimators when applied to estimate the exponent of a FARIMA(0, D, 0) process. In Section VII, we study the performances of the same estimators on two other processes: (i) the FARIMA(0, D, Q) and (ii) the two-valued FARIMA model (introduced in Section II) with the specific goal to test the robustness with respect (i) to the possible existence of an ultra-violet cut-off scale and (ii) to the shape of the underlying probability law. We finally conclude in Section VIII with some perspectives about the generalization of the WTMM estimator to characterize the multiscaling behavior of multifractal processes.
II. Models of scaling processes

A. The fractional Brownian motion
The most popular model that displays scaling behavior is certainly the fractional Brownian motion (fBm) [18] introduced by Mandelbrot and Van Ness in 1968 [51] . It is a family of Gaussian processes {B H (t), t ≥ 0} indexed by a single parameter H (0 < H < 1) with mean 0, stationary increments and B H (0) = 0. Its covariance is given by
Let us note that for H = 1/2, B 1/2 (t) corresponds to the classical Brownian motion with independent increments. Moreover, it can be shown that the process B H (t) can be obtained by fractional integration of order H + 1/2 of a white noise [18] . Fractional Brownian motions display scaling behavior in the wide sense, i.e., all the features that we have mentioned in the introduction are present in the process. Indeed, one can prove [18] that the increments display long-range dependence (for H = 1/2, their autocorrelation function decays as l 2H−2 as l → +∞), that it is a self-similar process in the sense that B H (λt) = λ H B H (t) in law for all λ ∈ IR + * , that it is monofractal (i.e., its singularity spectrum is reduced to a single point) and that the Hölder exponent at any positive time t of almost all the realizations of B H is H. From a theoretical point of view, one can clearly state what the differences between all these features are. However, as we have already explained in the introduction, in practical situations, the scaling behavior appears only on a finite range of scales and consequently, these features cannot generally be distinguished.
B. The fractional ARIMA (FARIMA) process
To use fractional Brownian motions in numerical experiments, we need to sample it. It has been shown by Meyer, Sellan and Taqqu [50] that a Fractional Auto-Regressive Integrated Moving Average (FARIMA) time-series with Gaussian innovations [18] , [47] , [48] corresponds to such a sampling (using a particular filter). FARIMA have been chosen for this work because these discrete processes have a strong relationship to particular biorthogonal wavelet decomposition of the fBm (see Section III-A.3) which will enable us to perform simulations in the exact same situation as those assumed from our theoretical calculations of Section IV.
An ARIMA(P, Q) corresponds to the primitive of a regular ARMA(P, Q) time-series. In the case of FARIMA(P, D, Q), this integration is replaced by a fractional integration of order D, i.e., a convolution with the filter h D whose z-transform reads:ĥ
A sampled fBm b H (k) correspond a FARIMA(P, D, Q) using Gaussian innovations with D = H + 1/2 and without using any autoregressive (P = 0) nor moving average (Q = 0) terms [34] , [49] , [50] . To assure the corresponding convolution converges, it is necessary to impose that b H (0) = 0. As a consequence a sampled fBm is obtained by simply integrating a FARIMA(0, D = H − 1/2, 0) and corresponds to the primitive of a simple fractional integration of a Gaussian white noise [18] :
where the (m) s are i.i.d. Gaussian variables of mean 0 and variance
1 . In the following, most of the time, we will refer to b H (k) as a FARIMA time-series of exponent D = H + 1/2 using Gaussian innovations. The cases of non-Gaussian (log-normal or exponential) innovations will be also studied in Section IV.
As it was pointed out in the introduction, in practical situations, there exists generally a small scale cut-off (e.g., a dissipation scale) that defines a lower bound to the scaling range. In order to test the robustness of these estimators to the presence of such an ultra-violet cut-off, one can work with FARIMA(0, D, Q) processeses [26] .
C. The FARIMA(0,D,Q) process
This model corresponds to the same model as before but with an additional moving average term of order Q, i.e.,
where w is a compact support smoothing filter of length Q. We arbitrarily choose w to be a single arch of a sinusoid of amplitude 1. In Section VII-A, we will use this process in order to test the robustness of the different estimators with respect to the range of scales used in the linear regression fit procedure.
D. The two-valued FARIMA(0, D, 0) process Abry et al. [14] have shown that orthogonal wavelet-based estimators are very robust when the underlying law is changed (e.g., Gaussian, Exponential, LogNormal,...). In order to study how, in that respect, these estimators compare to the DFA estimator [13] , [21] and to nonorthogonal wavelet-based estimators (mainly the WTMM estimator [26] , [35] ), we introduce here a new model that displays long-range dependence and which is very far from being Gaussian since its increments can only take two values: -1 or 1.
This model is well adapted to describe the scaling behavior of DNA walks that are generated from some binary coding of DNA sequences [8] , [9] , [21] , [26] . It simply consists in replacing the successive increments of a FARIMA(0, D, 0) b H (k) by their signs [26] :
where the sign(x) function is 1 for x ≥ 0 and -1 otherwise. One can easily show that if X and Y are two Gaussian variables of mean 0, variance 1 and covariance ρ << 1, then the variables sign(X) and sign(Y ) have a covariance whose first order is of the order of ρ. Thus, since
for l → +∞, we deduce that
1 Note that for H < 1 the
is convergent and can be computed to an arbitrary precision by a simple truncation of the discrete sum.
and thus the increments of s H (k) display the same second-order long-range dependence than the increments of b H (k). Consequently, although (i) the underlying law is no longer Gaussian and (ii) the range of scales on which scaling operates is truncated from below, the two-valued FARIMA(0, D, 0) process displays the same scaling behavior exponent as the regular FARIMA process. In Section VII-B, we will test the robustness of all the wavelet-based estimators and the DFA estimator for estimating the scaling exponent H of this newly defined process that provides a very attractive model to mimic DNA walks [9] , [26] .
III. Wavelet transform of scaling processes
A. The wavelet transform
A.1 The continuous wavelet transform
The continuous wavelet transform [29] , [52] , [53] , [54] of a given function f (t) is defined as the scalar product of f with a family of test functions ψ b,a (t), i.e.,
Each test function ψ b,a is derived from a single function ψ(t), referred to as the analyzing wavelet, by means of a translation and a dilation:
where b ∈ IR and a ∈ IR + * . The analyzing wavelet ψ(t) is chosen to be well localized in time around t = 0 and such that its spread in Fourier space is almost limited. Moreover ψ is required to satisfy the admissibility condition which in its weak form implies that ψ must be of zero mean. Actually, we will often choose ψ so that its first n ψ moments are 0, i.e.,
A very common way to build admissible wavelets of arbitrary order n (i.e., with n ψ = n) is to successively differentiate a smoothing function. Thus if we use the Gaussian function as the smoothing function, we get a very popular family of wavelets [29] , [30] , [53] , [54] :
In order to compute the wavelet transform of a time-series {f (k)} k∈Z Z , one needs to discretize the scalar product expression (8) . Moreover both parameters b and a must be discretized. Generally b is discretized using the discretization step of the time-series (here, we will arbitrarily choose the sampling rate equal to 1) and a is discretized on n a scales chosen on a uniform logarithmic grid {a j = λ j−1 a min } 1≤j≤na (with λ > 1). Since, for a fixed scale a, the continuous wavelet transform can be seen as a simple convolution, the algorithm for computing the continuous wavelet transform on a time-series of size N is very fast and of the order of n a N log 2 N .
A.2 The orthogonal wavelet transform
In order to reduce the redundancy of the continuous wavelet transform, one can subsample it. Actually, one can show that if ψ is properly chosen, then the the family {2 j/2 ψ j,k } j,k∈Z Z , with
is an orthonormal basis of L 2 [29] . Let us note that the 2 j/2 term in {2 j/2 ψ j,k } j,k∈Z Z is just a normalization factor in order the basis to be normalized. The orthogonal wavelet coefficients can then be defined by
A very popular class of orthogonal wavelets is the one introduced by Daubechies [56] . It is a class of compact support wavelets indexed by a single parameter which corresponds to the order of the wavelet. In the following, the wavelet dn will refer to the Daubechies wavelet of order n. In the same spirit as for the continuous wavelet transform, when dealing with discretized time-series, the scale parameter must be chosen greater than the sampling rate 1. Moreover it cannot go beyond the total length N of the time-series. Thus the available scales are restricted to 1 < a ≤ N , i.e., J min = 1 ≤ j ≤ J max = [log 2 (N )]. The algorithm which computes the orthogonal wavelet coefficients of a time-series of length N is very fast and its complexity is of the order of N [29] .
Let us note that the rigorous definition of the so-obtained wavelet coefficients is done in the framework of a Multiresolution Analysis [29] , [57] . We will not detail here what a Multiresolution Analysis is. One just needs to know that in this framework, the samples f (k) are seen as samples of a continuous time function f (t) using a particular sampling filter generally referred to as the scaling function φ(t) associated to the wavelet ψ(t). In the case of a FARIMA(0, D, 0) (with D = H + 1/2), b H (k) is simply seen as the samples of a fBm B H (t) [50] .
A.3 The biorthogonal wavelet bases
One can build biorthogonal wavelet bases, using 2 wavelet families instead of one [29] . One {2 j/2 ψ
and the other one
j,k (t). Commonly used biorthogonal wavelets are built by fractionally integrating and differentiating orthogonal wavelets. Indeed, if ψ corresponds to an orthogonal wavelet, we set ψ (d) (t) = ψ (H+1/2) (t) (i.e., the fractional derivative of order (H + 1/2) of ψ) and ψ (r) (t) = ψ −(H+1/2) (t) (i.e., the fractional primitive of order (H + 1/2) of ψ). These biorthogonal bases play a particular role when analyzing an fBm. Indeed, since the fBm B H (t) of parameter H is basically defined as the fractional primitive of order H + 1/2 of a Gaussian white noise W (t), one can easily show that:
Eq. (15) shows that the wavelet coefficients d BH (t) (j, k) of the fBm B H (t) are exactly scaling and, since {2 j/2 ψ j,k } is an orthonormal basis of L 2 , are decorrelated Gaussian variables. For this two reasons, we will say that this biorthogonal wavelet basis is adapted to B H (t).
Since one can build adapted biorthogonal basis from any orthogonal basis, in this paper, we will use the biorthogonal bases derived from the Daubechies orthogonal bases. We will note dnhH the biorthogonal wavelets derived from the Daubechies wavelet dn and adapted to the value H. Thus for instance d9h7 will refer to the biortogonal wavelets derived from the orthogonal wavelet d9 and adapted to the value H = 0.7. Let us point out that using d9h5 amounts to use d9 on the derivative of the analyzed signal. One recovers the fact that d9 (as any orthogonal basis) is adapted to white noise.
From a numerical point of view, it is important to note that in order to use the pyramidal algorithm to compute the (bi)orthogonal decomposition of a continuous-time signal, one needs to apply it to a particular sampling (depending on the wavelet used) of this signal [29] . In the case of fBm and adapted biorthogonal decomposition, this sampling corresponds to the FARIMA(0,D,0) processes. That is adapted biorthogonal wavelets are only adapted to this particular sampling of the fBm. The implication of this assumption will be discussed in Section VI.
B. Wavelet analysis of scaling processes
The wavelet transform is a particularly well adapted tool for studying scaling processes. Indeed, one can prove [14] , [15] , that the wavelet transforms of scaling processes with stationary increments share some statistical properties. Mainly, one can prove that if the stochastic process f (t) is H self-similar or if it has some long-range dependence properties characterized by the exponent H then both the continuous and the (bi)orthogonal wavelet transform of f (t) satisfy the 3 following properties:
• (P1) the wavelet coefficients at a fixed scale form a stationary process, i.e., both {T ψ [f ](b, a)} b∈IR (fixed a) and {d j,k } k∈Z Z (fixed j) are stationary.
• (P2) The wavelet coefficients have short-range correlations. Moreover, the greater the number n ψ of vanishing moments of ψ (Eq. (10)) the shorter the correlations. In the case of the continuous wavelet transform, it translates into
for |b − b | → +∞ and a, a >> 1. In the case of (bi)orthogonal wavelet transform, it translates into
for |2 j k − 2 j k | → +∞ and j, j >> 0. From a numerical point of view, it has been shown [14] that as long as n ψ is large enough the wavelet coefficients {d j,k } k∈Z Z can be considered as decorrelated.
• (P3) the q-order moment M q (a) of the wavelet coefficients at scale a reproduces the scaling property of the process. More precisely, one can prove that (in the case of continuous wavelet transform)
or (in the case of (bi)orthogonal wavelet transform)
Thus, according to the last property, the parameter H can be estimated by simply performing a linear regression fit of the logarithm of any q moment of the wavelet coefficients versus the logarithm of the scale, as long as the fit is performed on scales much greater than 1. The fact that the coefficients are stationary and "almost" decorrelated will allow us to estimate the q-order moment of a wavelet coefficient at scale a by just averaging wavelet coefficients at scale a of a given realization of the process. This is the purpose of the next section.
IV. Wavelet-based estimation of the scaling exponent using (bi)orthogonal wavelet based estimators
A. Basis of the estimation
As we have already pointed out, the q-order moment M q (a) of the wavelet coefficients at scale a of a scaling process scales like M q (a) ∼ a qH . This is indeed the case for the continuous wavelet coefficients (Eq. (18)) and the (bi)orthogonal coefficients (Eq. (19)). Thus, a very common way to estimate H is to build an estimator of ln(M q (a))/q and then perform a linear fit of this estimator versus the logarithm of the scale [14] , [26] , [35] , [38] . Following the lines of [14] , in order to enable analytical computations, we will consider that n ψ is large enough so that (using properties (P1), (P2) and (P3) of Section III-B), one can reasonably (from a numerical point of view) make the assumptions that:
qH for a certain range of scale 2 J0 ≤ a ≤ 2 J . These assumptions will be made all along Section IV.
Let us note that Abry et al. have already studied this estimator in the case of (bi)orthogonal bases [14] , [15] . However, these authors did not tackle several problems that we will address here. Mainly they have only studied the case of very long time-series (N > 10000 samples). In that case, they have proved that the estimators can be considered as unbiased estimators and that the optimal moment for estimating H is the variance (q = 2). As we will see, this is no longer true neither for short time-series due to nonnegligible bias nor for non-Gaussian distributions (such as the WTMM distribution). Moreover, all along this paper, we will study the influence of the largest and smallest scale involved in the linear regression fit procedure on the MSE of the estimator.
Before moving on, let us point out that one could use an alternative wavelet-based estimator that the one suggested here [26] , [35] , [38] . Indeed, it would consist in building an estimator of h q (a) = ∂ ln M q (a)/∂q and then performing a linear fit of this quantity versus the logarithm of the scale. This estimator has been studied extensively in Ref. [26] in the (bi)orthogonal and WTMM cases. It has been shown that the h q (a)-based estimator is far more stable than the standard M q (a) estimator when dealing with multifractal time-series (i.e., involving several scaling exponents depending on q). However, since in this paper we only focus on monofractal time-series (i.e., involving a single scaling exponent) we will only consider M q (a)-based estimators.
B. An estimation of ln(M q (a))/q.
B.1 Analytical computations.
In this Section, we assume the hypothesis (H1), (H2) and (H3) introduced in Section IV-A. Thus, a natural estimator of ln(M q (a))/q is simply given by
Since the d(j, k) are i.i.d. variables, using the Corollary (1) in Appendix A, one gets an expansion (for N large enough) of the bias:
and of the variance
where
and
From Eqs (21) and (22), one gets the expression of the MSE
Thus, as already shown by Abry et al. [14] , this estimator is asymptotically unbiased and consistent. Moreover for large
Thus, in this limit, the MSE is dominated by the variance and consequently is of the order of 1/N :
B.2 Numerical simulations.
For long time-series, it follows from Eq. (27) that the optimum value q = q * which minimizes e 2 N,q does not depend on N and cancels the derivative of Λ 2 (q)/q 2 . This value strongly depends on the probability distribution law of the wavelet coefficients [26] . Straightforward calculations show that when wavelet coefficients are Gaussian 2 q * = 2 and Λ 2 (q * )/q * 2 = 1/2, whereas for log-normal coefficients 3 q * = 0. and Λ 2 (q * )/q * 2 = 1, while for exponential distribution q * = 1 and Λ 2 (q * )/q * 2 = 1. (Section VI-B.2 shows that q * 2.5 when using WTMM). In figure 1b we compare Λ 2 (q)/q 2 for these three shapes of wavelet coefficient distribution. In order to be able to compare these curves to each other, we have plotted
and the curves have been translated horizontally so that the minimum is reached at the same abscissa (0). It illustrates that choosing the optimum q = q * for a given law instead of q = 2 as suggested by the Gaussian case, leads to significant improvement of the MSE. For the exponential law, using q = 2 instead of q = q * = 1 leads to a 25% increase of the variance. For a log-normal distribution of the form exp(N (m, σ)) with σ = 1, using q = 2 instead of q = q * = 0 leads to a 10 fold increase of the variance. However, for short time-series (i.e., small N ), Eq. (27) is no longer sufficient to account for the actual MSE and Eq. (26) must be used. In the following we quantify this effect in the Gaussian case only. On figure 1a, we have superposed for N = 32, the variance ( ) and the MSE ( ) computed with the first two terms of the expansions (22) and (26), with the variance and MSE ( ) computed with their common first term only. One can see that the second-order terms are not small. The actual MSE is greater (4.6%) than the MSE computed with the first-order terms. Moreover the MSE is clearly greater than the variance which indicates that the bias is not negligible. As a result, the optimal value for q is slightly smaller than 2. To validate these results, numerical experiments have been performed replacing the d(j, k) in Eq. (20) by a Gaussian noise to ensure that hypothesis (H1) and (H2) hold. For N = 32 and σ = 10 000, the numerical results presented in figure 1a for the variance ( ) and the MSE ( ) match perfectly the theoretical curves obtained with the first two terms of the expansions (22) and (26) . In figure 2, for N ∈ [8, 2048] and q = 2, we compare the theoretical estimations of the MSE using the first or the first two terms of Eq. (26) to numerical experiment with σ = 1 or 10 000. Again, it appears clearly that for small N (N ≤ 64), the first-order term in (26) is not enough for describing the MSE. One needs to take into account the second-order term. Figure 1 and 2 demonstrate that down to very small sizes (N < 8) it is sufficient to use these two terms to get an accurate estimation of the variance and the MSE (in the same manner, it can be shown that the bias is well estimated using the first term only in Eq. (21)).
As we have already said, Abry et al. [24] have only computed the first-order term in Eq. (26) and they have concluded that, in the Gaussian case, for N "large enough", q = 2 is optimal, the estimator is unbiased and the Cramér-Rao bound is reached. Let us note that in [16] Abry et al. obtained exact expressions (for any N ) for the bias and the variance in the case q = 2. Since asymptotically (for large N ) the Cramér-Rao bound is reached, it implicitely proves that q = 2 is asymptotically optimal. As we have seen, for small signals, this lead to pick up a nonoptimal q and to underestimate the MSE. Picking up a nonoptimal q is not dramatic since the MSE does not change much when q is varied around 2. However, for short time-series, whatever value of q is used, it is very important to compute the MSE not forgetting the second-order term since it is almost of the same order as the first one.
C. Estimation of H
A linear regression of the estimator £ as a function of ln a leads to the estimation of H. We will use the standard linear regression estimator which minimizes the MSE. As already explained, in the case of the (bi)orthogonal wavelet bases, the scale parameter a is sampled as a j = 2 j with
Moreover the number of coefficients at scale a j is N j = N 2 −j where N is the length of the initial time-series. We will perform the regression over the range of scales corresponding to j ∈ [J m , J M ] where
We are looking forĤ Jm,JM ,q andĈ which minimize
2 Note that Eq. (27) thus becomes e 2 N,q *
2N
, which corresponds to the Cramér-Rao lower bound for the estimation of the logarithm of the standard deviation of a centered Gaussian distribution [24] , [26] .
3 q = 0 actually means replacing Eq. (20) by the mean of the logarithm of the wavelet coefficients.
where p j is the weight given to the jth point. It is natural to choose the p j so that to give more weight to the points which correspond to the smallest variance, i.e., p j ∼ V ar(£ Nj ,q ) −1 . This leads to the following estimator:
From Eq. (21), we know that the bias of £ Nj ,q is of the form:
and from Eq. (22) that the variance can be written as
For the sake of simplicity, in order not to introduce q-dependent terms in the weights p j , we decide to follow Abry et al. [24] by choosing p j = N j (though, of course, it does not correspond to the optimal choice). Then, using the decorrelation hypothesis of the wavelet coefficients at different scales, long but straightforward computations lead to the following expressions for the bias and the MSE ofĤ Jm,JM ,q [26] :
where the J m , J M dependent terms can be found in [26] . Thus, the so-obtained estimatorsĤ Jm,JM ,q of H are asymptotically unbiased and consistent (let us note that neither the bias nor the MSE depends on H). We must pick up the optimal estimator, i.e., the optimal J m , J M and q which minimize the MSE. One can show very easily that if we take into account in Eq. (33) only the first-order term, then the optimal value for q is q * , i.e., the value minimising the first term of e (33) is not negligible then the optimal values of the fitting parameters are modified. In the Gaussian case, the optimal value for J m remains 1 (in the following, we will write H JM ,q instead of H Jm,JM ,q when J m = 1) but, as illustrated in figures 3b and 3c, the optimal value for q (resp. J M ) is no longer 2 (resp. J max ). Actually, as N goes to infinity, though the optimal q goes to q * = 2, the optimal J M is always strictly smaller than J max . Thus, the best estimator is not obtained using the largest range of scales. However, as shown in figure 3a , the MSE using the optimal values q * and J * is just a few percent smaller than the MSE using q = 2 and J M = J max . Indeed, for N ranging in [32, 1024] , the gain that is made when using optimal values ranges between 6% to 8%. Therefore, for the sake of simplicity and without hardly any loss, we advocate the use of the nonoptimal parameter valuesq = 2 andJ M = J max . Note that the estimation of the MSE using only the first-order term in Eq. (33), as done in Abry et al. [24] , can lead to drastic errors. Indeed, for N ranging in [32, 1024] , the first order term alone underestimates the error by 19% to 39%. As a consequence, the complete expression (33) has to be used to obtain an accurate estimation of the MSE.
V. Wavelet-based estimation of the scaling exponent using the WTMM estimator
A. Definition
The WTMM estimator has been introduced in 1989 by Arneodo et al. [22] , [23] , [35] , [37] , [38] . Since, it has proved successful in very various domains ranging from the study of DNA sequences [9] , [26] , [32] , [39] , of turbulent flows [22] , [33] , [35] , [38] , [40] , [41] , financial time-series [42] , cloud images [32] , [46] . It is based on the local maxima of the modulus of the continuous wavelet transform, i.e., on the local maxima of the function b −→ |T ψ [f ](b, a)|, where a is a fixed scale. One generally chooses to sample the scales using a uniform logarithmic scale a j = λ j−1 a min (with λ > 1) and the b parameter is generally sampled using the sampling rate of the analyzed time-series. Let x j,k be the kth local maximum which appears at scale a j . We are going to decrease the redundancy of the continuous wavelet transform by just keeping the positions and the values of the wavelet transform at the local maxima. Let us notice that, in practical situations, one can recover the original time-series using only the information contained in the WTMM [29] .
With some very basic assumptions, one can prove that the density of the local maxima at scale a j is proportional to a −1 j (see Eq. (43)). Thus if λ = 2 (i.e., a j = 2 j−1 a min ), the density at the different scales mimic the density of the dyadic grid of a (bi)orthogonal wavelet transform. Even though two different local maxima are not decorrelated, it seems natural to use the same estimators as we did for the (bi)orthogonal bases. Thus the WTMM estimator consists first in estimating at each scale a j the ln(M q (a j ))/q using the £ Nj ,q estimator, i.e.,
and secondly in performing the linear regression defined in Eq. (29) 4 .
B. Analytical computation
The estimation of ln(M q (a j ))/q is made using the estimator £ Nj ,q defined by Eq. (34). Since it involves local maxima, this estimator is much more complex (from an analytical point of view) than the estimators based on (bi)orthogonal wavelet transform. Consequently, we will make the assumption that the scaling process f (t) is a Gaussian process with stationary increments. R(x, y) will denote the covariance of the process.
B.1 The law of
Let x j,k be the location of a modulus maximum of the wavelet transform at a fixed scale a j (see below for a precise definition). The goal of this section is to derive the analytical expression of p M (z) the unconditional probability density function of continuous wavelet coefficient modulus at modulus maxima location, i.e., the law of |T ψ (x j,k , a j )|. For that purpose, let us define λ n,m as:
where ψ (k) refers to the k-th derivative of ψ(x/a j ). Let us remark that λ n,m is nothing but the covariance of the stationnary random processes ∂ m T (x, a j )/∂x m and ∂ n T (x, a j )/∂x n . It is easy to show that the previous integral is zero for odd m + n. Since f (t) is Gaussian, T ψ (b, a j ) and its derivatives is a multivariate Gaussian process. It follows that the joint law ρ(
where r is the correlation coefficient
A modulus maximum at x j,k of the wavelet transform is defined by the following two conditions: (i) Zero crossing of ∂T /∂b and (ii) T ∂ 2 T /∂b 2 < 0. Let << 1 be a finite resolution. Condition (i) can be expressed as (
To the first order in this condition becomes:
The density function p M (z) (recall that z is a dummy variable representing wavelet coefficient modulus at a modulus maximum location), at a finite resolution , is thus equal to:
2 /2 dx and C 0 a normalization constant. When → 0, the function Erf ( x) ∼ x to the first order, so that we finally obtain:
4 Let us note that there exists a scale adapted version [35] , [38] that leads to a much more robust estimation of negative order moments (q < 0),
B.2 Estimation of H
In order to get an estimator of H, one can proceed along the same line as for orthogonal coefficients. The bias and variance of this estimator can be computed from the bias and variance of expression (34) . From appendix A, we thus have to compute the order q moments of WTMM: M (q) = z q p M (z)dz. Straightforward computations leads to the following analytical expression for M (q):
where r is the correlation coefficient defined previously, K = λ q/2 0,0
, and H([w, x], y, z) is the generalized hypergeometric function:
Strictly speaking, in order to apply theorem 1, the number of WTMM at scale a j should be non random. Eventhough N j fluctuates from realisation to realisation in Eq. (34), numerical experiments (see next section) suggest that it can be replaced by its mean value E(N j ). This value (hereafter denoted as N j ) can be exactly computed for a Gaussian process [29] :
where λ n,m is defined in Eq. (35) . Since λ n,m ∼ a
VI. Estimation of the scaling exponent of a FARIMA(0, D, 0)
In this section, we study the problem of the estimation of H given some realizations of a FARIMA(0, D, 0) (with D = H + 1/2). Both the (bi)orthogonal estimators and the WTMM estimator will be considered. The final comparison will also include the DFA estimator [13] , [21] .
A. Estimation using the (bi)orthogonal wavelet based estimators
A.1 Numerical simulations
The biorthogonal basis adapted to the FARIMA(0, D, 0) would be, of course, particularly well adapted to estimate H. In this basis, all the wavelet coefficients are independant within and between scales. More importantly, they strickly follow the scaling hypothesis across all scales (15) . This means that, when estimating the parameter H using a loglog fit of the variance of the coefficients, the fit can be performed down to the smallest scale j = 1. This is, of course, neither the case for the continuous wavelet nor the orthogonal wavelet estimators. Thus, the use of adapted biorthogonal wavelet basis will lead to much better estimation. Actually one can prove that, in the limit of infinite length series, this estimator achieves the Cramér-Rao lower bound. However, one must keep in mind that the adapted basis can only be built knowing a priori the parameter H! Thus, the so-defined estimator is a theoretical estimator that cannot be used in practical situations. In the following, we will use this estimator as a reference estimator to compare the other estimators with.
We have used the (bi)orthogonal wavelet based estimators to estimate the exponent H = 0.7 of a computer generated FARIMA time-series. Following Section IV-C, we use q =q = 2, J m = J min = 1 and J M =J = J max and we manage not to be bothered by any border effect by using slightly longer time-series. In figure 4 , we display both the MSE and the variance of the estimator as functions of log 2 N . Actually, three different estimators have been used corresponding to three different sets of curves. First the orthogonal wavelet-based estimator using d9 ( ), the adapted estimator using d9h7 (•) and finally an "approximately adapted" estimator using d9h5 (•).
Let us first note that for the 3 estimators, the variance is very close to the theoretical variance. That indicates that, even when using d9, the wavelet coefficients are almost decorrelated. Thus, the main source of error does not come from a "bad" decorrelation (n ψ = 9 seems to be large enough). Moreover, the MSE remarkably fits the theoretical curve and is very small in the case the wavelet is "perfectly" adapted (i.e., using d9h7). It is still very small, but not as good as for d9h7, when using the "approximately adapted" d9h5 wavelet. But the MSE is clearly much larger when using d9. Thus, the main source of error is the bias. Let us explain why it is so.
The time-series one performs the (bi)orthogonal wavelet transform on, can be seen as the sampling of a time-continuous function using, as the sampling filter, the scaling function φ associated to the (bi)orthogonal wavelet ψ. We know, in the case of FARIMA's, that if one uses an adapted wavelet ψ a (corresponding to an adapted scaling function φ a ), then the continuous time function is nothing but a fBm [50] . Then, it is very easy to prove [26] that, analyzing a FARIMA time-series using an arbitrary wavelet ψ associated to a scaling function φ, amounts to sample the corresponding fBm using a sample filter h whose Fourier transform isĥ =φ/φ a . In our case, we have φ a = φ d9h7 and φ = φ d9 or φ = φ d9h5 . Actually, one can show thatφ d9 andφ d9h5 are very similar toφ d9h7 at small frequencies but that they are different at large frequencies. Indeed this difference is much more significant forφ d9 than forφ d9h5 . It implies that the wavelet coefficients at small scales do not follow a perfect scaling (as for the adapted basis d9h7). Let us note that it is all the more important that there are much more wavelet coefficients at small scales than at large scales. This explains why the MSE is much larger when using d9 than when using d9h5 or d9h7.
As stated above, we used J m = J min = 1. Remark that for d9, the bias at the smallest scales is such that a smaller MSE can be achieved by using J m > 1. But, even though we could in practice perform this optimization on J m , d9 would remain the worst choice. (Observe that, as a first approximation, the lost of the first (j = 1) scale of a (bi)orthogonal decomposition amounts to replacing N by N/2 in Eq. (33), i.e., multiplying the MSE by 2.)
A.2 Wich (bi)orthogonal wavelet to use for FARIMA(0,D,0)?
As we have just seen, the adapted (bi)orthogonal wavelet estimator performs a very small MSE mainly due to the small scale coefficients. The "less" adapted the wavelet is, the more biased are the small scale wavelet coefficients and the worse is the estimation. Of course, in order to estimate the exponent H of a FARIMA, one does not know a priori which is the "ideal" adapted biorthogonal wavelet estimator to use (e.g., d9h7). However, it is always better to use a wavelet which has more chance to be "approximately" adapted (e.g., d9h5) than a wavelet that one knows it will be always very far from being adapted such as d9.
The idea is that, in order to get the best estimation of H, one has to make the time-series as "close" as possible to a white noise. Thus, for instance, when analyzing a fBm, using d9 directly on the fBm is not as good as using d9 on the (discrete) derivative of the fBm, i.e., using d9h5 directly on the fBm. Since the "ideal" estimator (i.e., the exactly adapted wavelet) cannot be built before measuring H, one could first perform a "rough" estimate of the exponent H using any estimator (for instance the wavelet-based estimator using d9 or d9h5) and then perform a "finer" estimation using an "approximately" adapted (biorthogonal) wavelet.
These results apply to FARIMA(0,D,0) processes, in section VII we will see how they transposes to a more general framework.
B. Estimation using the WTMM
B.1 The WTMM absolute moments in the case of a FARIMA(0, D, 0)
In the particular case of a FARIMA(0, D, 0), to compute the expressions (21) and (22) and consequently the bias (Eq. (32)) and the variance (Eq. (31) ) of the estimator, we just need to compute the expression for λ n,m and r in Eqs (41) and (43) . If the wavelet is ψ(t) = g p (t) as defined in Eq. (11), one gets
Using this expression, we have been able, for each wavelet g p and exponent H, to compute the Cramér-Rao lower bound and the expression for the bias and the variance of the estimator £ Nj ,q . The value q * that minimizes the variance is found to be close to 2.3 for all wavelets and the Cramér-Rao bound is smaller that 1/2 (e.g. 0.308 for H = 0.7 and ψ = g 2 ).
B.2 Numerical estimation of ln(M q (a))/q
We have applied the WTMM estimator for computing the ln(M q (a j ))/q of a FARIMA of size 1024 and of exponent H = 0.7. We made 60000 realizations of this discrete process. The sampling rate is supposed to be 1 and we have systematically used the analyzing wavelets g 1 , g 2 , g 3 and g 4 defined by Eq. (11) . Moreover, the minimum scale is fixed to a min = 2.15 (the reference scale 1 is chosen so that the scale a corresponds to a Gaussian function whose standard deviation corresponds to a samples). In figure 5 , we show N j V ar(£ Nj ,q ) as a function of q. Let us note that in that case N j is the average number of maxima found at scale a j = 2 j−1 a min . Since the more oscillations a wavelet has the more maxima are found, N j increases with the order of the wavelet. We find N j = 127 for g 1 , 200 for g 2 , 251 for g 3 and 293 for g 4 in perfect agreement with theoretical expression (43) . Since the more vanishing moments, the better the wavelet coefficients are decorrelated (16), we would expect g 4 to correspond to the best estimator. This is clearly not the case. This is due to the fact that if there are more vanishing moments then, although the decay of the autocorrelation function is faster, the wavelets have a larger support so that "close" wavelet coefficients are actually more correlated. Indeed, as illustrated in figure 6 , the trade off between the number of vanishing moments and of the size of the support of the wavelet leads to g 1 as the optimal choice for time-series shorter than 500 samples [26] . Let us point out that the Cramér-Rao bound (i.e., the minimum variance of the estimator) for ln M q (a j )/q using N Gaussian independant variables is 1/2N . As shown in Section IV-B.1, from a numerical point of view, this bound is reached for q = 2 when using the N j wavelet coefficients corresponding to the adapted wavelet decomposition, i.e., V ar(£ Nj ,q * =2 ) 1 /2N j . As illustrated in figure 5 , not only we find that for the WTMM estimator, the optimal q value is rather q = q * 2.5, but the minimum value of N j V ar(£ Nj ,q ) is clearly below 1/2. As mentioned above, using the analytical expressions (41) and (44), we can show that the value that optimizes N j V ar(£ Nj ,q ) is close to 2.3 for all wavelet orders p and that the Cramér-Rao bound is below 1/2. This can be interpreted as the fact that each local maximum is "more" adapted to the signal and thus contains "more" information than any single (bi)orthogonal wavelet coefficient. Moreover, some additional numerical computations prove that summing over all the continuous wavelet transform coefficients instead of just the local maxima do not improve the estimation. Thus, not only the local maxima "carry" more information than any other coefficient, but the set of all the local maxima "carry" as much information as the set of all the continuous wavelet transform coefficients. The discrepency between the curves in Fig. 5 and the analytical computations actually results from the correlations between successive maxima pointed out above. We have checked that if one selects only independent maxima in the computation (e.g. by retaining only one over 2p maxima in the computation of V ar(£ Nj ,q )), one recovers the exact theoretical curve with a minimum value at q * = 2.3. Moreover, if one extends theorem 1 to correlated variables, the influence of the correlation between successive maxima can be evaluated precisely. This rather technical problem will be studied in a forthcoming work.
B.3 Estimation of H: numerical simulations
As already explained, we use the estimatorĤ Jm,JM ,q defined in Eq. (29) in which £ Nj ,q is defined by Eq. (34) . As for the adapted biorthogonal wavelet estimator, we have tried to optimize on the three parameters J m , J M and q as a function of N in order to minimize the MSE. Again, we have found that we could simply fix J m = J min , J M =J = J max and q to be the value which minimizes the variance in figure 5 , i.e., q =q = 2.5, without loosing much in terms of MSE. Thus in all numerical estimations, we will use these three values.
The numerical tests have been made on FARIMA's of different sizes corresponding to the same exponent H = 0.7 (let us note that the same results would be obtained with a different exponent [26] ). For each length N , we have performed 5000 realizations of the same FARIMA process in order to compute the MSE of the estimatorĤ Jmax,q=2.5 . Moreover we have chosen to discretize the scale parameter of the wavelet transform as a j = λ j−1 a min with λ = 2 0.1 and we have repeated the computations for the 4 analyzing wavelets g 1 , g 2 , g 3 and g 4 (Eq. (11)).
As shown in figure 6 , for time-series of size greater than N * 500, the more vanishing moments, the smaller the MSE. Actually, one can show that the main source of error comes from the variance and that the bias is very small [26] . As we already explained, increasing the number of vanishing moments increases the decay of the autocorrelation function, i.e., decreases the correlation between wavelet coefficients which are far from each others. It thus leads to a smaller variance of the estimator. However, for small time-series (smaller than N * ), there is not enough coefficients to be able to take advantage of the faster decay of the autocorrelation function. Moreover, increasing the number of vanishing moments increases the size of the support of the analyzing wavelet. That results in increasing the correlation between close coefficients, i.e., between all the coefficients. This leads to an increase of the variance and consequently of the MSE.
As a conclusion, in order to minimize the MSE, one should choose the WTMM g 1 estimator for time-series shorter than 500 samples, whereas for time-series longer than 500 samples, g 4 seems to be a good choice.
C. Comparisons of the different estimators (including DFA)
We are now ready to give a comparison between the different MSE's obtained using the different estimators we have described in the last Section. In Table I , we compare the estimation of the scaling exponent of FARIMA's of size 64 up to 2048 (using 5000 realizations) with H = 0.7. The different estimators are: the adapted estimator (d9h7), the "approximately " adapted estimator (d9h5), the orthogonal estimators (d2 and d9) and the WTMM estimators using the best estimator among g 1 , g 2 , g 3 and g 4 . In all these computations, we used mirror border effects and J m and J M set to 1 and J max . We have also tested the DFA method introduced by Peng et al. [8] , [21] . Let us recall that Taqqu et al. [13] have shown that, in terms of the MSE, it is the best nonparametric estimator of the scaling exponent of a FARIMA that is not wavelet-based . These results raise the following comments: (1) The adapted estimator (d9h7) leads to a very small MSE. As already explained, this estimator achieves the Cramér-Rao bound in the limit N → +∞. For finite N , due to the first-order term of the bias (the term in 1/N in Eq. (21)) and to the second-order term of the variance (the term in 1/N 2 in Eq. (22)), the MSE stays above this limit. Let us recall that this estimator cannot be used in practical situations since, in order to build the adapted basis, one needs to know a priori the value of H. (2) For short time-series, an "approximately" adapted estimator (such as d9h5) is almost as good as the exactly adapted estimator. (3) The classical orthogonal estimators (d9 and d2) are clearly not as good. The main problem comes from the bias due to the bad scaling at small scales. (4) The WTMM estimator leads to larger MSE for short time series (N ≤ 128) as compared to the orthogonal estimators but to much smaller MSE for long time-series (for time-series of size N = 8192, it also performs better than the d9h5 estimator). Let us note that, for these estimators, for each N , we have used the analyzing wavelet which leads to the smallest MSE. Basically, as already explained in section IV-C for the orthogonal estimators, when using the WTMM estimator for short (resp. long) time-series, one should use a low-order (resp. high-order) wavelet in order to maximize the decorrelation of the wavelet coefficients.
(5) For time-series of length smaller than 128, the DFA estimator beats all the other estimators, including the adapted wavelet d9h7 estimator! As soon as the time-series is longer than 256 (resp. 512), the bias of the d9h7 (resp. d9h5) estimator is small enough and leads to a smaller MSE than the DFA estimator.
Thus for very short time-series, the most efficient estimator of the scaling exponent H of a FARIMA appears to be the DFA estimator. For time series of size 8192, the WTMM estimator using the wavelet g4 should be used. For time-series of length ranging from 512 to 8192 samples, the biorthogonal estimator associated to d9h5 is the most performant. Let us note that it simply amounts to apply the orthogonal d9 estimator on the increments of the FARIMA. Actually, one could even improve the estimation by first estimating H using d9h5 leading to a preliminary estimate H 1 and then by using a "better adapted" estimator d9hH 1 . Let us note that a different value of H would lead to the same conclusions [26] .
As we have already anticipated in the introduction and in Section II, in order to test the robustness of these estimators, we have used each of them for estimating the scaling exponent of two other models which possess some characteristic features frequently found in experimental data.
VII. Studying the robustness of the estimators
As previously discussed, real time-series generally display a smallest scale below which the scaling behavior breaks down whatever the (Fourier, Wavelet, ...) basis one uses. It could be a dissipation scale (in the case of turbulent flow signals [1] ) or any other physical smoothing phenomenon which, for instance, keeps from modelizing the time-serie values themselves by an exact FARIMA(0, D, 0). From a numerical point of view, it means that the linear fits should not be done from the smallest scale available a min but from a larger but still small scale a m . From our knowledge, all the estimators that have been introduced in the literature have been facing the problem of detecting this scale a m , but no automatic method for estimating a m has been found. People generally just "look" at the scaling behavior over the whole available range of scales, and just "decide" down to which scale a m the scaling extends to and then perform the linear fit from this scale.
In this Section, we test the robustness of the different wavelet-based estimators with respect to the existence of such a scale a m and to the fact that one might poorly estimate it. For that purpose, we will test the estimators on the two previously introduced models: the FARIMA(0, D, Q) model (Section II-C) and the two-valued FARIMA(0, D, 0) model (Section II-D).
A. Estimation of the scaling exponent of the FARIMA(0, D, Q) process
We have used all the estimators presented in the last 2 sections in order to estimate the scaling exponent H of a FARIMA(0, D, Q). As explained in Section II-C, the FARIMA(0, D, 0) has been smoothed with a smoothing filter which is an arch of a sinusoid of amplitude 1. We have chosen to keep its size Q constant all along the analysis with value Q = 32 samples. The numerical simulations have been made on 5000 realizations of a FARIMA(0, D, Q) with H = D + 1/2 = 0.7 ( a different value of H would lead to the same conclusions [26] ). Figure 7 displays the MSE versus the length of the FARIMA when using the WTMM estimators corresponding to the analyzing wavelets g 1 , g 2 , g 3 and g 4 (Eq. (11)) or the (bi)orthogonal estimator corresponding to d1, d2, d2h5 and d9h7. Let us note that in these numerical experiments, the scale a m has been chosen in order to minimize the MSE. This, of course, cannot be done in a practical situation, but this exercise will allow us to understand which estimator is "potentially" the best estimator. We will test the robustness with respect to the estimation of a m later on. As seen in figure 7(a) , the less vanishing moments the analyzing wavelet has the smaller the MSE is. As already explained in the previous Section, for small N , this is due to the fact that when the number of vanishing moments increases, even though the decay of the autocorrelation function increases, the correlation between two coefficients (that cannot be far one from each other since N is small) increases. However, the fact that the MSE increases with the number of vanishing moments, whatever N is, comes from a different phenomenon, namely some cross-over between the scaling behavior observed at scales smaller than a m and at scales greater than a m respectively. Indeed, it can be shown that, since below a m the time-series is very regular, the wavelet transform behaves like [23] , [29] , [60] , [61] :
Since for large scales, the wavelet transform is likely to display the scaling behavior a H , these two power-law behavior are all the more different than n ψ is large and consequently, the estimation of H is more precise for smaller n ψ .
The same phenomenon happens when using (bi)orthogonal wavelet-based estimators. Indeed, as illustrated in figure  7 (b), for any length N , the estimation is better when using the smallest order wavelet d1. Even the adapted wavelet d9h7 leads to a much greater MSE.
Thus, in terms of the MSE, under the hypothesis that one has access to a m , the "potentially" best estimators to use are the WTMM g 1 estimator or the orthogonal d1 estimator.
Testing the robustness with respect to the estimation of a m In many practical situations, a m is estimated by just "looking" at the ln σ(a) vs ln(a) plot. When the analyzing wavelet has only one vanishing moment, the power-law behaviors below a m (∝ a) and above a m (∝ a H ) look very similar on a noisy background. Therefore, the estimation of a m may lead to a rather important error (i.e., more than an octave). Figure 8 illustrates the robustness of the estimation of H with respect to the choice of the cut-off scale for wavelets with n ψ = 1. It clearly shows that the WTMM g 1 estimator is much more robust than the orthogonal d1 estimator.
Thus, we end up with an apparently paradoxal conclusion. The d1 wavelet has a much better frequency selectivity than the wavelet g1 in the sense that the transition from the ∝ a behavior to the ∝ a H comportment is sharper with d1 than with g 1 . Thus d1 leads to a better optimal estimation of H as seen on figure 7 . However, the fact that the transition is sharper with d1 also induces a stronger instability of this estimator with respect of the estimation of a m (Fig. 8) . Consequently, one should rather use the WTMM g 1 estimator In the Table II , we compare the estimation of the scaling exponent of a FARIMA(0, D, Q) (H = D + 1/2 = 0.7 and Q = 32) of size 1024 to 65536, when estimating a m by just "looking" at the log-log plots as one usually does for experimental data. In order to compare these results with the ones presented in Table I (basically corresponding to the case Q = 1), one has to compare the MSE obtained over the same range of H power law scaling. For that purpose, instead of considering the number of samples N of the realizations, we refer to the corresponding size of the H scaling range, i.e., N/Q. As shown by these results (1) For very short time-series (N/Q ≤ 64), the DFA method leads to the best MSE and the WTMM g 1 estimator is the best wavelet-based estimator. Moreover the MSE obtained with this latter estimator is very close to the optimal one using the DFA estimator. (2) For larger size (N/Q ≥ 512), the DFA method is no longer competitive as compared to WTMM or any other wavelet-based estimator. Moreover the larger the series is, the better are the low-order wavelet-based estimators such as d2 or WTMM with g 1 . This is due to the fact that a m is generally underestimated and thus the smaller n ψ , the softer the cross-over to the wavelet-dependent power-law behavior of the wavelet coefficients (Eq. (45)).
Comparing the MSE
(3) Only for a very limited range (128 ≤ N/Q ≤ 256), the adapted wavelet d9h7 performs a smaller MSE than WTMM or d2. Let us recall that d9h7 is an "ideal estimator" that cannot be used in practical situations. Moreover, the MSE obtained using the "approximately" adapted d9h5 estimator is close to the one obtained using d2 or WTMM. As a conclusion, we advocate the use of the WTMM g 1 estimator which, though not always optimal, has the advantage to lead to very competitive MSE for any size N .
B. Estimation of the scaling exponent of the two-valued FARIMA(0, D, 0) process
The same tests as in the previous Section has been performed on 5000 realizations of two-valued FARIMA time-series with H = 0.7 (Section II-D). The results of these numerical experiments are illustrated in figure 9 . Preliminary results have shown that the WTMM and DFA estimators are robust in respect to the estimation of a m [26] . Thus for these estimators we have chosen a m to be the smallest scale available in the corresponding continuous wavelet transform (a m = a min ). However, the (bi)orthogonal estimators are not robust at all. Thus, for these estimators, as for smoothed FARIMA's in the previous Section, we have optimized a m in order to minimize the MSE (which of course cannot be done in practical situations). Even though no optimization is used for the WTMM estimators, they appear to be, for N greater than 512, better estimators than the DFA estimator or than any adapted or not adapted (bi)orthogonal estimators. For very small N , it is better to use the DFA estimator.
These results are summarized in the Table III where the MSE is given versus N for the different estimators. The robustness of the WTMM estimators with respect to a m and their quality of estimation make the WTMM g 1 estimator clearly the best to use as long as N ≥ 512.
VIII. Conclusions
Most of the (nonparametric) techniques for estimating the scaling exponent of time-series that display scaling behavior consist essentially in the measurement of the slope in a log-log plot. Abry et al. [14] , [16] , [25] have advocated the use of orthogonal wavelet-based estimators. Indeed, these estimators have several advantages. They are very fast to compute, they are very competitive estimators in terms of MSE, they are blind to eventual superimposed smooth behavior (such as trends) and they are very robust when changing the shape of the underlying probability law [14] (Gaussian, exponential, Levy,...). Abry et al. performed their study only for long time-series (> 10000 samples) and they have shown that, in that case, the estimators can be considered as unbiased [15] , [24] . As we have seen along this paper, this is no longer true for shorter time-series. Indeed, the bias can be the main source of error, and it is very important to take it into account in order to avoid underestimating the MSE of the estimator. In that framework, in the case of FARIMA time-series which are very commonly used for modelling scaling behavior, we have shown that the more "adapted" the (biorthogonal) wavelet, the better the estimation (i.e., the smaller the MSE). In particular, we advocate the use of "approximately" adapted biorthogonal wavelets that can be obtained through an iterative method.
As a very efficient alternative estimator (as far as practical applications are concerned) , we have introduced a waveletbased estimator which is derived from the WTMM method [23] , [26] , [35] , [38] for computing the multifractal spectrum of a time-series. This estimator is based on the local maxima of the modulus of the continuous wavelet transform. It is no longer based on (bi)orthogonal wavelet analysis and consequently is slightly slower to compute than the orthogonal wavelet-based estimators. However, we have shown that, in practical situations, for which generally the scaling behavior does not extend to the smallest available scale (i.e, the sampling scale), the WTMM estimator is more robust than any other wavelet-based estimators. Moreover, we have shown that, in the case of time-series of size N ≥ 512, it leads to smaller MSE than the DFA method which has been shown by Taqqu et al. [13] , to be among the "best" estimators which are not wavelet-based estimators. Thus, in this case, we strongly advocate the use of the WTMM estimator. As far as analytical considerations are concerned, we have computed the WTMM probability distribution and absolute moments. This enable us to compute optimal q value for MSE and to estimate the Cramér-Rao lower bound . However, because successive maxima are correlated, we are not exactly in the conditions assumed in Appendix A so further analytical work is necessary to solve completely the problem.
Most of the work done on the estimation of the scaling exponent concern monofractal models which can be seen as derived versions of fBm's. This means that the regularity of the process is the same everywhere and can be quantified by a unique exponent H. This is a strong assumption that is often not satisfied in practical situations. In the case the process is multifractal, one has to be very careful since the scaling exponent of the q-order moments of the scale dependent quantity under consideration depends on q [30] , [35] , [38] . Then, clearly, the standard estimators mentioned in the introduction using, for instance, first-order absolute moment or second-order moment, will not lead to the same estimation at all. Thus it is of great importance, before applying any of these estimators, to run some prior tests for estimating the multifractality of the process. Basically it consists in measuring the different scaling exponents H(q) corresponding to the different q-order absolute moments. For positive q's, this can be done basically with any of the estimators mentioned in the introduction. However, for negative values of q, these estimators are unstable and consequently only half (corresponding to the strongest singularities) of the multifractal spectrum can be estimated [35] , [37] , [38] . In previous work, the WTMM method has been shown to be very stable, even for negative q's and proved to give access to the whole multifractal spectrum [30] , [35] , [37] . Let us note that the negative q values could be of interest even in the framework of self-similar processes. Indeed, some commonly used estimators of the scaling exponent of Lévy walks are based on the way the probability distribution function of the variations of the walk at a given scale behaves around 0 when the scale is changed [3] . It can be shown that it is actually related to looking at the negative order moment of the variations. Thus, negative absolute moment-based estimators could be very competitive in various situations.
In this paper, we have assumed that the process is monofractal. We are currently performing the same theoretical work on multifractal processes. We are elaborating numerical tests for the existence of a scaling behavior (which should be made prior to any estimation) as well as for discriminating between multifractality and monofractality. Moreover, we are currently studying the robustness and the precision of various estimators of the so-called multifractal spectra including the D(h) singularity spectrum.
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All the computations involved in this paper have been made using a free GNU licensed software LastWave [62] . x i /N . Let us assume that the density of X is bounded and that there exists α > 0 such that E(e αX ) < +∞. Let g : IR + * → IR. Let us assume that g is C m (m ≥ 2, m even), that g m is bounded on [E(X) − , +∞] (for a given > 0) and that g belongs to L
2 (]0, E(X) − ]). Then, in the limit N → +∞
where M k (S N ) stands for the moment of order k of S N . Proof Let T m (t) be the Taylor expansion of g at t = E(X) and let F N be the density function of S N . Thus, E(g(S N ) − T m−1 (S N )) = (g(t) − T m−1 (t))F N (t)dt, On the one hand, there exists a constant K, such that for all t ∈ [E(X) − , +∞[,
then +∞ E(X)− |g(t) − T m−1 (t)|F N (t)dt ≤ KM m .
Moreover, one can show [26] 
On the other hand, since g ∈ L 2 (]0, E(X) − ]) and F N is bounded, using the Schwartz inegality, one gets,
Using the law of large numbers, one gets 
Since there exists α > 0 such that E(e αX ) < +∞, one can use the large deviation theorem to prove that this last term is decreasing exponentially in N . Thus, from Eqs (47) and (50) 
Moreover,
Since m is even, the last term is O(N −m/2 ) and, from Eqs (53) and (54), one gets Eq. (46). Corollary 1: By applying this theorem to m = 6, one gets E(g(S N )) = g + g 2 2N V ar(X)
where g (k) stands for g as a function of q − q * for different probability distribution laws. From bottom to top : Gaussian (q * = 2), exponential (q * = 1) and log-normal (exp(N (m, σ)) with σ = 1) (q * = 0) law. As illustrated by this figure, choosing the optimum q = q * for a given law leads to significant improvement of the MSE compared to the MSE obtained with a nonoptimal value q = q * . Symbols correspond to numerical estimation using 50 000 signals of size 2 048 made of uncorrelated gaussian (see (a), ), exponential (with unit expectation, 2) and log-normal (exp (N (0, 1) ), •) variables. √ N e(Ĥ Jm,Jmax,2 ) versus log 2 N using the (bi)orthogonal estimators with (•) d1, (•) d2, ( ) d2h5 and (s) d9h7. In (a) and (b), q is chosen to be equal to the "simplified" valuesq = 2.5 and 2 respectively and the value of Jm that minimizes the MSE has been selected (see text).
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