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Uniform convexity of paranormed
generalizations of Lp spaces
Justyna Jarczyk and Janusz Matkowski
Abstract. For a measure space (Ω,Σ, µ) and a bijective increasing function ϕ : [0,∞) → [0,∞) the
Lp-like paranormed (F -normed) function space with the paranorm of the form pϕ(x) = ϕ−1
(∫
Ω
ϕ ◦ |x| dµ
)
is considered. Main results give general conditions under which this space is uniformly convex. The
Clarkson theorem on the uniform convexity of Lp-space is generalized. Under some specific assumptions
imposed on ϕ we give not only a proof of the uniform convexity but also show the formula of a modulus of
convexity. We establish the uniform convexity of all finite-dimensional paranormed spaces, generated by a
strictly convex bijection ϕ of [0,∞). However, the a contrario proof of this fact provides no information on
a modulus of convexity of these spaces. In some cases it can be done, even an exact formula of a modulus
can be proved. We show how to make it in the case when S = R2 and ϕ is given by ϕ(t) = et − 1.
Mathematics Subject Classification (2013). Primary: 46A16, 46E30; Secondary: 47H09, 47H10.
Keywords. Lp-like paranorm, paranormed space, uniformly convex paranormed space, modulus of
convexity, convex function, geometrically convex function, superquadratic function.
Introduction
Given a measure space (Ω,Σ, µ) denote by S = S (Ω,Σ, µ) the linear real
space of all µ-integrable simple functions x : Ω→ R. For a bijective function
ϕ : [0,∞)→ [0,∞) such that ϕ (0) = 0 define pϕ : S → (0,∞) by
pϕ(x) = ϕ
−1
(∫
Ω
ϕ ◦ |x| dµ
)
.
If ϕ is defined by ϕ(t) = ϕ(1)tp with a p ≥ 1, the functional pϕ becomes
the Lp-norm in S. Under weak regularity assumptions on ϕ the homogeneity
condition pϕ(tx) = tpϕ(x), assumed for all x ∈ S and t > 0, forces ϕ to be a
power function ([4], cf. also Wnuk [18]). This fact implies, in particular, that
the Orlicz space cannot be normalized like the Lp space. To answer the ques-
tion when there are non-power functions ϕ such that pϕ satisfies the triangle
inequality in S (or when pϕ is a paranorm in S) recall the following converse
of the Minkowski inequality theorem ([5]; for more general results cf. [8], [9]).
If there are A,B ∈ Σ such that 0 < µ (A) < 1 < µ (B) < ∞ and
pϕ (x+ y) ≤ pϕ (x) + pϕ (y) for all x, y ∈ S, then ϕ(t) = ϕ(1)tp for every
t ≥ 0 and some p ≥ 1 .
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Moreover, if the underlying measure space (Ω,Σ, µ) satisfies one of the
following two conditions:
(i) for every A ∈ Σ we have µ (A) ≤ 1 or µ (A) =∞
(occuring, for instance, if µ (Ω) ≤ 1),
(ii) for every A ∈ Σ we have µ (A) = 0 or µ (A) ≥ 1
(occuring, for instance, if µ is the counting measure), then there are broad
classes of non-power functions ϕ such that (S,pϕ) is a paranormed space
(F -space). The completion (Sϕ,pϕ) of the paranormed space (S,pϕ) is a
natural generalization of the Lp space. It is well-known that in the case
when p ∈ (1,∞) the Lp space is uniformly convex ([1]).
In the present paper we solve the problem, proposed twenty years ago in
[6], to establish general conditions on ϕ which ensure that, in each of these
two cases, the paranormed space (S,pϕ) (as well as (Sϕ,pϕ)) is uniformly
convex.
Section 1 provides basic definitions and recalls some facts concerning para-
norms. We remark also that each uniformly convex normed space X has a
nice geometrical property. Namely, it is a bead space in the sense of Pasicki
[13] (cf. also [14]-[16]).
In section 2, assuming that pϕ is a paranorm in S and either ϕ is su-
perquadratic, or a related two variable function satisfies a nice condition, we
prove that (S,pϕ) is uniformly convex and a modulus of the convexity of this
space is given (Theorems 2.1 and 2.2). These results, extending the classical
Clarkson theorem concerning the case when ϕ is a power function, may be
useful, for instance, in applications of Browder - Göhde - Kirk fixed point
theorem (cf., for instance, Granas and Dugundji [2], p. 52), and its gener-
alizations (cf., for instance, Pasicki [13], [14]). Unfortunately, Theorems 2.1
and 2.2 do not answer the question on the uniform convexity of the space
(R2,pϕ), where ϕ is given by ϕ(t) = e
t − 1. This is a basic example of the
space (S,pϕ) generated by a measure space of type (ii) and a non-power
function ϕ. In Theorem 3.2 we prove that this space is uniformly convex
giving an independent argument.
1 Preliminaries and auxiliary results
Let X be a real linear space. A function p : X → R is called a paranorm (a
total paranorm, Wilansky [17], p. 52; or F -norm, Musielak [12], p. 62) in X
if the following conditions are satisfied: p (x) = 0 iff x = 0, p (−x) = p (x)
for all x ∈ X, p is subadditive, i.e.
p (x+ y) ≤ p (x) + p (y) , x, y ∈ X,
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and, if tn, t ∈ R, xn, x ∈ X for n ∈ N are such that tn → t, p (xn − x) → 0,
then p (tnxn − tx) → 0.
If p is a paranorm in X, then (X,p) is called a paranormed space (or
F -space).
We say that a paranormed space (X,p) is uniformly convex if for all
r > 0 and ε ∈ (0, 2r) there exists a δ (r, ε) ∈ (0, r) such that
p (x) ≤ r, p (y) ≤ r and p (x− y) ≥ ε imply p
(
x+ y
2
)
≤ r − δ (r, ε)
for all x, y ∈ X. The function δ : ∆→ (0,∞) , where ∆ = {(r, ε) ∈ (0,∞)2 :
ε < 2r}, is referred to as a modulus of convexity of the space (X,p).
Remark 1.1 It follows from Pasicki [13], Corollary 3, that each uniformly
convex normed space (X, ‖ ‖) is a bead space, i.e. it satisfies the following
nice geometrical condition: for every r > 0, β > 0 there is a δ > 0 such
that for every x, y ∈ X with ‖x− y‖ > β there exists a z ∈ X such that
B (x, r + δ)∩B (y, r + δ) ⊂ B (z, r − δ). (Here B (x, r) denotes the open ball
centered in x and with the radius r.)
Remark 1.2 Let (X,p) be a paranormed space and ψ : [0,∞) → [0,∞) be
a strictly increasing and subadditive bijection. Then ψ ◦ p is a paranorm
in X. Moreover, if (X,p) is uniformly convex with a modulus of convexity
δ : ∆ → (0,∞), then (X,ψ ◦ p) (as well as its completion) is uniformly
convex with the modulus of convexity δψ : ∆→ (0,∞), given by
δψ (r, ε) = r − ψ
[
ψ−1 (r)− δ (ψ−1 (r) , ψ−1 (ε))] .
Indeed, by the monotonicity of ψ and subadditivity of ψ and p we have
(ψ ◦ p) (x+ y) = ψ (p (x+ y)) ≤ ψ (p (x) + p (y)) ≤ ψ (p (x)) + ψ (p (y))
= (ψ ◦ p) (x) + (ψ ◦ p) (y)
for all x, y ∈ X, and it is easy to verify that (ψ ◦ p) satisfies the remaining
properties of the paranorm. Now assume that the space (X,p) is uniformly
convex with a modulus of convexity δ : ∆→ (0,∞). Take arbitrary (r, ε) ∈ ∆
and x, y ∈ X such that
(ψ ◦ p) (x) ≤ r, (ψ ◦ p) (y) ≤ r and (ψ ◦ p) (x− y) ≥ ε,
that is p (x) ≤ ψ−1 (r), p (y) ≤ ψ−1 (r) and p (x− y) ≥ ψ−1 (ε). Making use
of the uniform convexity of the space (X,p) we get
p
(
x+ y
2
)
≤ ψ−1 (r)− δ (ψ−1 (r) , ψ−1 (ε)) ,
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whence, by the monotonicity of ψ,
(ψ ◦ p)
(
x+ y
2
)
= ψ
(
p
(
x+ y
2
))
≤ ψ [ψ−1 (r)− δ (ψ−1 (r) , ψ−1 (ε))]
= r − δψ (r, ε) .
The monotonicity of ψ implies that δψ (r, ε) ∈ (0, r) , so δψ is a modulus of
convexity in (X,ψ ◦ p).
In the rest of this section we fix a measure space (Ω,Σ, µ) and let S =
S(Ω,Σ, µ) be the linear real space of all µ-integrable simple functions x : Ω →
R. Let S+ = S+(Ω,Σ, µ) = {x ∈ S : x ≥ 0}. For a bijection ϕ : [0,∞) →
[0,∞) such that ϕ (0) = 0 the functional pϕ : S → (0,∞), given by
pϕ(x) = ϕ
−1
(∫
Ω
ϕ ◦ |x| dµ
)
,
is correctly defined. Moreover, if x ∈ S then there exist k ∈ N, ri ∈ R, and
the pairwise disjoined sets Ai ∈ Σ, i = 1, ..., k, such that x =
∑k
i=1 riχAi and
pϕ(x) = ϕ
−1
(
k∑
i=1
ϕ (|ri|)µ (Ai)
)
.
(Here χA denotes the characteristic function of the set A.)
We start with two simple facts dealing with the situation where ϕ is an
increasing function.
Remark 1.3 Let ϕ : [0,∞) → R be an increasing and convex [strictly in-
creasing and strictly convex] function. Then the function ϕ ◦ |·| is convex
[strictly convex].
Proof. Assume, for instance, that ϕ is strictly increasing and strictly
convex. Fix arbitrarily r, s ∈ R, r 6= s, and λ ∈ (0, 1). If rs < 0 then
|λr + (1− λ)s| < λ |r|+(1−λ) |s|; otherwise we would have |λr + (1− λ)s| =
|λr|+ |(1− λ)s| which would mean that λr and (1−λ)s had the same signs,
so had r and s. Thus
ϕ (|λr + (1− λ)s|) < ϕ (λ |r|+ (1− λ) |s|) ≤ λϕ (|r|) + (1− λ)ϕ (|s|) .
If rs ≥ 0 then |r| 6= |s|, and thus
ϕ (|λr + (1− λ)s|) ≤ ϕ (λ |r|+ (1− λ) |s|) < λϕ (|r|) + (1− λ)ϕ (|s|) .
Consequently, ϕ ◦ |·| is strictly convex. 
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Corollary 1.1 Let ϕ : [0,∞) → [0,∞) be a convex bijection. Then for any
r ∈ (0,∞) the set {x ∈ S : pϕ(x) ≤ r} is convex.
Proof. It follows from the assumptions that ϕ is increasing. Fix arbitrar-
ily r ∈ (0,∞) and take any points x, y ∈ S satisfying pϕ(x) ≤ r, pϕ(y) ≤ r,
and a number λ ∈ (0, 1). Then, by Remark 1.3,
ϕ (pϕ (λx+ (1− λ)y)) =
∫
Ω
ϕ ◦ |λx+ (1− λ)y|dµ
≤
∫
Ω
(λϕ ◦ |x|+ (1− λ)ϕ ◦ |y|) dµ
= λ
∫
Ω
ϕ ◦ |x| dµ+ (1− λ)
∫
Ω
ϕ ◦ |y|dµ
= λϕ (pϕ(x)) + (1− λ)ϕ (pϕ(y))
≤ λϕ(r) + (1− λ)ϕ(r) = ϕ(r),
that is pϕ (λx+ (1− λ)y) ≤ r, which was to be proved. 
From [6], Theorem 6(a) (cf. also Hardy, Littlewood, Pólya [3], Theorem
106(ii)), we have the following
Lemma 1.1 Let ϕ : [0,∞)→ [0,∞) be an increasing bijection.
(a) Assume that µ(Ω) = 1 and there is a set A ∈ Σ such that 0 <
µ (A) < 1. Then pϕ is a paranorm in S(Ω,Σ, µ) if and only if the function
F : [0,∞)2 → [0,∞), given by
(1.1) F (r, s) = ϕ
(
ϕ−1 (r) + ϕ−1 (s)
)
,
is concave.
(b) If µ(Ω) ≤ 1 and the function F is concave, then pϕ is a paranorm in
S(Ω,Σ, µ).
Remark 1.4 ([6], proof of Theorem 13). Let ϕ : [0,∞) → [0,∞) be an
increasing bijection. Assume that the function F : [0,∞)2 → [0,∞), defined
by (1.1), is concave. Then ϕ is continuous, ϕ (0) = 0, and the functional
pϕ : S → [0,∞) has the following properties: pϕ (x) = 0 for an x ∈ S iff
x = 0 µ-a.e.; pϕ (x) = pϕ (−x) for all x ∈ S; if tn, t ∈ R, xn, x ∈ S for
n ∈ N are such that tn → t,pϕ (xn − x) → 0, then pϕ (tnxn − tx) → 0.
Remark 1.5 Let ϕ : [0,∞) → [0,∞) be an increasing bijection. Assume
that µ(Ω) = 1 and there is a set A ∈ Σ such that 0 < µ (A) < 1. Then
the function F : [0,∞)2 → [0,∞), given by (1.1), is convex iff pϕ(x + y) ≥
pϕ(x) + pϕ(y) for all x, y ∈ S+ (Ω,Σ, µ).
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Remark 1.6 ([5]). Let ϕ : [0,∞)→ [0,∞) be a twice differentiable function
mapping [0,∞) onto itself, such that ϕ′ (r) > 0 and ϕ′′ (r) 6= 0 for all r > 0,
and let F : [0,∞)2 → [0,∞) be defined by (1.1).
The function F is concave if and only if ϕ′′ (r) > 0 for all r > 0 and the
function ϕ
′
ϕ′′
is superadditive in (0,∞), i.e.
ϕ′ (r + s)
ϕ′′ (r + s)
≥ ϕ
′ (r)
ϕ′′ (r)
+
ϕ′ (s)
ϕ′′ (s)
, r, s > 0.
The function F is convex if and only if ϕ′′ (r) < 0 for all r > 0 and the
function ϕ
′
ϕ′′
is subadditive in (0,∞), i.e.
ϕ′ (r + s)
ϕ′′ (r + s)
≤ ϕ
′ (r)
ϕ′′ (r)
+
ϕ′ (s)
ϕ′′ (s)
, r, s > 0.
Lemma 1.2 Let ϕ : [0,∞) → [0,∞) be a twice differentiable function such
that ϕ (0) = 0 and ϕ′ (r) > 0, ϕ′′ (r) > 0 for all r > 0. Let G : [0,∞)2 →
[0,∞) be defined by
G (r, s) = ϕ
(∣∣ϕ−1 (r)− ϕ−1 (s)∣∣) .
If the function ϕ
′
ϕ′′
is superadditive in (0,∞), then G is convex.
Proof. Put D1 :=
{
(r, s) ∈ [0,∞)2 : r ≥ s} and D2 := {(r, s) ∈ [0,∞)2 :
r ≤ s}. We first show that G is convex in the interior of D1. Note that for
arbitrary r > s > 0 and u, v ∈ R the function gr,s,u,v, defined by
gr,s,u,v (t) = G (r + tu, s+ tv) = ϕ
(
ϕ−1 (r + tu)− ϕ−1 (s + tv)) ,
is twice differentiable in a neighbourhood of 0. To prove the convexity of G
in the interior of D1 it is enough to show that g
′′
r,s,u,v (0) ≥ 0 for all r > s > 0
and u, v ∈ R (cf. [3], p. 86). We have
g′r,s,u,v (t)
= ϕ′
(
ϕ−1 (r + tu)− ϕ−1 (s+ tv)) [ u
ϕ′ (ϕ−1 (r + tu))
− v
ϕ′ (ϕ−1 (s+ tv))
]
and
g′′r,s,u,v (t)
= ϕ′′
(
ϕ−1 (r + tu)− ϕ−1 (s+ tv)) [ u
ϕ′ (ϕ−1 (r + tu))
+
v
ϕ′ (ϕ−1 (s+ tv))
]2
+ϕ′
(
ϕ−1 (r + tu)− ϕ−1 (s+ tv))
·
[
ϕ′′ (ϕ−1 (s+ tv)) v2
(ϕ′ (ϕ−1 (s+ tv)))3
− ϕ
′′ (ϕ−1 (r + tu)) u2
(ϕ′ (ϕ−1 (r + tu)))3
]
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for all t from a neighbourhood of 0. Since ϕ is an increasing bijection of
(0,∞), it is enough to show that g′′ϕ(r),ϕ(s),u,v (0) ≥ 0 for all r > s > 0 and
u, v ∈ R. Putting g = gϕ(r),ϕ(s),u,v we have
g′′ (0) = Au2 + 2Buv + Cv2,
where
A =
ϕ′′ (r − s)
[ϕ′ (r)]2
− ϕ
′ (r − s)ϕ′′ (r)
[ϕ′ (r)]3
, B =
ϕ′′ (r − s)
ϕ′ (r)ϕ′ (s)
,
C =
ϕ′′ (r − s)
[ϕ′ (s)]2
+
ϕ′ (r − s)ϕ′′ (s)
[ϕ′ (s)]3
.
Since
AC − B2
= − [ϕ
′ (r − s)]2 ϕ′′ (r)ϕ′′ (s)
[ϕ′ (r)]3 [ϕ′ (s)]3
+
ϕ′′ (r − s)ϕ′ (r − s)ϕ′′ (s)
[ϕ′ (r)]2 [ϕ′ (s)]3
−ϕ
′′ (r − s)ϕ′ (r − s)ϕ′′ (r)
[ϕ′ (r)]3 [ϕ′ (s)]2
=
ϕ′ (r − s)ϕ′′ (r − s)ϕ′′ (r)ϕ′′ (s)
[ϕ′ (r)]3 [ϕ′ (s)]3
(
ϕ′ (r)
ϕ′′ (r)
− ϕ
′ (r − s)
ϕ′′ (r − s) −
ϕ′ (s)
ϕ′′ (s)
)
,
the superadditivity of ϕ
′
ϕ′′
implies that AC − B2 ≥ 0. The superadditivity
and positivity of ϕ
′
ϕ′′
imply that ϕ
′
ϕ′′
is increasing. Thus the function ϕ
′′
ϕ′
is
decreasing, whence
A =
ϕ′′ (r − s)
[ϕ′ (r)]2
− ϕ
′ (r − s)ϕ′′ (r)
[ϕ′ (r)]3
=
ϕ′ (r − s)
[ϕ′ (r)]2
(
ϕ′′ (r − s)
ϕ′ (r − s) −
ϕ′′ (r)
ϕ′ (r)
)
≥ 0.
Analogously, we infer that C ≥ 0. Consequently, g′′ (0) ≥ 0. This proves
that the function G is convex in the interior of D1. The convexity of G in
D1 follows from the continuity of G, whereas the same property of G in D2
is an immediate consequence of the symmetry of G and its convexity in D1.
Note that D1 ∩ D2 = {(r, r) : r ≥ 0} and G (r, r) = 0 for all r ≥ 0.
Take any two points (r1, s1) ∈ intD1 and (r2, s2) ∈ intD2. The function
γ : [0, 1]→ R, defined by
γ (t) = G (t (r2, s2) + (1− t) (r1, s1)) ,
is nonnegative and there is a unique t0 ∈ (0, 1) such that t0 (r2, s2)+ (1− t0)
· (r1, s1) = (r, r) ∈ D1 ∩D2. By the previous part of the proof the function
γ is convex in each of the intervals [0, t0] and [t0, 1]. Since γ (t0) = 0, the
function γ attains its global minimum at t0. It follows that γ is convex in
[0, 1] and, consequently, the function G is convex. 
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Remark 1.7 Let ϕ : [0,∞)→ [0,∞) be a twice differentiable function such
that ϕ(0) = 0, and ϕ′(r) > 0, ϕ′′(r) > 0, for all r > 0. In Corollary 2.5 the
assumption of the convexity of the function H : [0,∞)2 → [0,∞), defined by
H (r, s) = ϕ
(
ϕ−1 (r) + ϕ−1 (s)
)
+ ϕ
(∣∣ϕ−1 (r)− ϕ−1 (s)∣∣) ,
occurs. To establish conditions on ϕ under which the function H is convex we
can proceed similarly as in the proof of Lemma 1.2. For arbitrary r > s > 0
and u, v ∈ R the function hr,s,u,v, defined by
hr,s,u,v (t) = H (r + tu, s+ tv) ,
is twice differentiable in a neighbourhood of 0. To get the convexity of H it
is enough to know that h′′ϕ(r),ϕ(s),u,v(0) ≥ 0 for all r > s > 0 and u, v ∈ R.
Calculating h′′r,s,u,v and putting h = hϕ(r),ϕ(s),u,v we have
h′′ (0) = Au2 + 2Buv + Cv2,
where
A =
ϕ′′ (r + s)
[ϕ′ (r)]2
− ϕ
′ (r + s)ϕ′′ (r)
[ϕ′ (r)]3
+
ϕ′′ (r − s)
[ϕ′ (r)]2
− ϕ
′ (r − s)ϕ′′ (r)
[ϕ′ (r)]3
,
B =
ϕ′′ (r + s)− ϕ′′ (r − s)
ϕ′ (r)ϕ′ (s)
,
C =
ϕ′′ (r + s)
[ϕ′ (s)]2
− ϕ
′ (r + s)ϕ′′ (s)
[ϕ′ (s)]3
+
ϕ′′ (r − s)
[ϕ′ (s)]2
+
ϕ′ (r − s)ϕ′′ (s)
[ϕ′ (s)]3
.
We need to know that AC − B2 ≥ 0, A ≥ 0 and C ≥ 0.
Since
(AC − B2) [ϕ′ (r)]2 [ϕ′ (s)]2
[ϕ′ (r + s)]2 − [ϕ′ (r − s)]2 = 4
ϕ′′ (r + s)ϕ′′ (r − s)
[ϕ′ (r + s)]2 − [ϕ′ (r − s)]2 +
ϕ′′ (r)
ϕ′ (r)
ϕ′′ (s)
ϕ′ (s)
−ϕ
′′ (r)
ϕ′ (r)
· ϕ
′′ (r + s) + ϕ′′ (r − s)
ϕ′ (r + s)− ϕ′ (r − s) −
ϕ′′ (s)
ϕ′ (s)
· ϕ
′′ (r + s) + ϕ′′ (r − s)
ϕ′ (r + s) + ϕ′ (r − s) ,
we conclude that AC −B2 ≥ 0 iff the function on the right-hand side of the
above equality is nonnegative. Moreover, A ≥ 0 iff
[ϕ′′ (r + s) + ϕ′′ (r − s)]ϕ′ (r) ≥ [ϕ′ (r + s) + ϕ′ (r − s)]ϕ′′ (r) ,
and C ≥ 0 iff
[ϕ′′ (r + s) + ϕ′′ (r − s)]ϕ′ (s) ≥ [ϕ′ (r + s)− ϕ′ (r − s)]ϕ′′ (s) .
8
Consequently, the following inequalities, held for all r > s > 0, provide a
sufficient condition for H to be convex:
4
ϕ′′ (r + s)ϕ′′ (r − s)
[ϕ′ (r + s)]2 − [ϕ′ (r − s)]2 +
ϕ′′ (r)
ϕ′ (r)
ϕ′′ (s)
ϕ′ (s)
≥ ϕ
′′ (r)
ϕ′ (r)
· ϕ
′′ (r + s) + ϕ′′ (r − s)
ϕ′ (r + s)− ϕ′ (r − s) +
ϕ′′ (s)
ϕ′ (s)
· ϕ
′′ (r + s) + ϕ′′ (r − s)
ϕ′ (r + s) + ϕ′ (r − s) ,
ϕ′′ (r + s) + ϕ′′ (r − s)
ϕ′ (r + s) + ϕ′ (r − s) ≥
ϕ′′ (r)
ϕ′ (r)
,
and
ϕ′′ (r + s) + ϕ′′ (r − s)
ϕ′ (r + s)− ϕ′ (r − s) ≥
ϕ′′ (s)
ϕ′ (s)
.
We omit a simple calculation showing that if ϕ(t) = tp, t ≥ 0, with a p ∈
(1, 2), then the above three inequalities are satisfied, so H is convex in that
case.
The next lemma contains the Mulholland inequality [11] as a special case.
Lemma 1.3 ([7], [10]). Assume that for every A ∈ Σ either µ(A) = 0, or
µ(A) ≥ 1. If ϕ : [0,∞) → [0,∞) is an increasing bijection, convex, and
geometrically convex, i.e.
ϕ
(√
st
)
≤
√
ϕ (s)ϕ (t), s, t ≥ 0,
then pϕ is a paranorm in S(Ω,Σ, µ).
One can easily observe the following fact providing a simple tool when
examining the geometric convexity of a function. It is based on an obvious
fact that a function ϕ : (0,∞) → (0,∞) is geometrically convex if and only
if the function log ◦ϕ ◦ exp is convex.
Remark 1.8 A differential function ϕ : (0,∞) → (0,∞) is geometrically
convex iff the function
(0,∞) ∋ t→ tϕ
′(t)
ϕ(t)
is increasing.
Remark 1.9 Making use of Remark 1.8 it is easy to verify that the functions
ϕ : [0,∞) → [0,∞), defined by ϕ (t) = tp with a p ≥ 1, as well as the non-
power functions of the form ϕ (t) = at − 1 with an a > 1, and ϕ(t) = tpat
with a > 1 and p ≥ 1 satisfy the assumptions of Lemma 1.3.
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2 Uniform convexity of the space (S(Ω,Σ, µ),pϕ)
In the whole section (Ω,Σ, µ) means a measure space. We begin with the
following
Lemma 2.1 Let ϕ : [0,∞) → [0,∞) be a bijection with ϕ (0) = 0. If ϕ is
superquadratic, i.e.
ϕ (r + s) + ϕ (|r − s|) ≥ 2ϕ (r) + 2ϕ (s) , r, s > 0,
then
ϕ (pϕ (x+ y)) + ϕ (pϕ (x− y)) ≥ 2ϕ (pϕ (x)) + 2ϕ (pϕ (y))
for all x, y ∈ S(Ω,Σ, µ).
Proof. Take arbitrary x, y ∈ S(Ω,Σ, µ). Then
ϕ (|x(t) + y(t)|) + ϕ (|x(t)− y(t)|) ≥ 2ϕ (|x(t)|) + 2ϕ (|y(t)|) , t ∈ Ω,
whence∫
Ω
ϕ ◦ |x+ y| dµ+
∫
Ω
ϕ ◦ |x− y|dµ ≥ 2
∫
Ω
ϕ ◦ |x| dµ+ 2
∫
Ω
ϕ ◦ |y|dµ,
that is
ϕ (pϕ (x+ y)) + ϕ (pϕ (x− y)) ≥ 2ϕ (pϕ (x)) + 2ϕ (pϕ (y)) ,
which was to be shown. 
Remark 2.1 For p ≥ 2 the power function ϕ : [0,∞) → [0,∞), given by
ϕ (t) = tp, is superquadratic, and for p ∈ (0, 2] it is subquadratic, i.e. ϕ
satisfies the inequality
ϕ (r + s) + ϕ (|r − s|) ≤ 2ϕ (r) + 2ϕ (s) , r, s ≥ 0.
Proof. For p = 2 this is obvious. Let us fix p > 2. It is enough to show
that (x+ y)p + (x− y)p ≥ 2xp + 2yp for all x ≥ y ≥ 0. Setting t = y
x
we can
write this inequality in the equivalent form
(1 + t)p + (1− t)p ≥ 2 + 2tp, t ∈ [0, 1].
Put f (t) = (1 + t)p + (1− t)p − 2− 2tp for t ∈ [0, 1]. Then
f ′ (t) = p
[
(1 + t)p−1 − (1− t)p−1 − 2tp−1] , t ∈ [0, 1] ,
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and, setting s = 1
t
for t ∈ (0, 1], we have
f ′
(
1
s
)
= ps1−p
[
(s+ 1)p−1 − (s− 1)p−1 − 2] , s ∈ [1,∞).
Put g (s) = (s+ 1)p−1 − (s− 1)p−1 − 2 for s ∈ [1,∞). We have
g′ (s) = (p− 1) [(s+ 1)p−2 − (s− 1)p−2] > 0, s ∈ [1,∞),
so the function g is increasing. Since g (1) = 2p−1 − 2 > 0, it follows that
g is positive and, consequently, f ′ is positive in (0, 1]. Since f (0) = 0, we
conclude that f (t) ≥ 0 for all t ∈ [0, 1].
We omit analogous argument for proving the remaining part. 
Now we shall prove our main results of this section. Here and in what
follows ∆ denotes, as previously, the set {(r, ε) ∈ (0,∞)2 : ε < 2r}.
Theorem 2.1 Let ϕ : [0,∞) → [0,∞) be an increasing bijection such that
pϕ is a paranorm in S = S(Ω,Σ, µ). If ϕ is superquadratic, then the space
(S,pϕ) is uniformly convex, and the function δ : ∆→ (0,∞), given by
(2.1) δ (r, ε) = r − ϕ−1
(
ϕ (r)− ϕ
(ε
2
))
,
is its modulus of the convexity.
Proof. Take an arbitrary (r, ε) ∈ ∆ and then x, y ∈ S such that
pϕ (x) ≤ r, pϕ (y) ≤ r, and pϕ (x− y) ≥ ε.
Putting
x1 =
x+ y
2
, y1 =
x− y
2
we have
x = x1 + y1, y = x1 − y1,
and, as ϕ is increasing,
ϕ (pϕ (x1 + y1)) + ϕ (pϕ (x1 − y1)) ≤ 2ϕ (r) .
Moreover, from the subadditivity of pϕ we have
ε ≤ pϕ (x− y) = pϕ (2y1) ≤ 2pϕ (y1) ,
that is
pϕ (y1) ≥ ε
2
.
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From Lemma 2.1 we get
2ϕ (pϕ (x1)) + 2ϕ (pϕ (y1)) ≤ ϕ (pϕ (x1 + y1)) + ϕ (pϕ (x1 − y1)) ≤ 2ϕ (r) ,
or
ϕ (pϕ (x1)) + ϕ (pϕ (y1)) ≤ ϕ (r) .
Hence, as ϕ is increasing, we have
ϕ (pϕ (x1)) ≤ ϕ (r)− ϕ (pϕ (y1)) ≤ ϕ (r)− ϕ
(ε
2
)
,
and thus
pϕ
(
x+ y
2
)
= pϕ (x1) ≤ ϕ−1
(
ϕ (r)− ϕ
(ε
2
))
= r − δ(r, ε),
which completes the proof. 
From this result and Lemma 1.1 we obtain
Corollary 2.1 Assume that µ(Ω) ≤ 1. If ϕ : [0,∞) → [0,∞) is an in-
creasing bijection and the function F : [0,∞)2 → [0,∞), given by (1.1), is
concave, then pϕ is a paranorm in S = S(Ω,Σ, µ). If, in addition, ϕ is
superquadratic, then the space (S,pϕ) is uniformly convex, and the function
δ : ∆→ (0,∞), given by (2.1), is its modulus of convexity.
This result and Remark 1.6 imply the following
Corollary 2.2 Assume that µ(Ω) ≤ 1. Let ϕ : [0,∞) → [0,∞) be a twice
differentiable function with ϕ(0) = 0, ϕ′(r) > 0 and ϕ′′(r) > 0 for all r > 0
and such that the function ϕ
′
ϕ′′
is superadditive in (0,∞). Then (S,pϕ) is a
paranormed space. If, in addition, ϕ is superquadratic, then the space (S,pϕ)
is uniformly convex, and the function δ : ∆ → (0,∞), given by (2.1), is its
modulus of convexity.
Example 2.1 For a fixed p > 2 consider the function ϕp : [0,∞) → [0,∞)
given by ϕp (t) =
tp
t+1
. We have
ϕ′p (t)
ϕ′′p (t)
= t
(t + 1) [(p− 1) t+ p]
(p− 1) (p− 2) t2 + 2p (p− 2) t + p (p− 1) , t ≥ 0.
A standard, although tedious, computation shows that the function t 7→
ϕ′p(t)
ϕ′′p (t)
/t is increasing in (0,∞). Hence we infer that the function ϕ′p
ϕ′′p
is super-
additive in (0,∞). Moreover, if p = 3 then for all r ≥ s ≥ 0 we obtain
ϕ3 (r + s) + ϕ3 (r − s)− 2ϕ3 (r)− 2ϕ3 (s)
=
2s2 [(r2 − s2) (r + 1) + r − s + 2r (r + 1)]
(r + 1) (s+ 1) (r + s+ 1) (r − s+ 1) ≥ 0,
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which shows that ϕ3 is superquadratic. Thus there are non-power functions
satisfying the assumptions of Corollary 2.2.
If the measure space (Ω,Σ, µ) satisfies condition (ii) formulated in the
Introduction, then, applying Lemma 1.3 and Theorem 2.1, we obtain the
following
Corollary 2.3 Assume that for every A ∈ Σ either µ(A) = 0, or µ(A) ≥ 1.
Let ϕ : [0,∞)→ [0,∞) be an increasing bijection, convex, and geometrically
convex. Then pϕ is a paranorm in S = S(Ω,Σ, µ). If, in addition, ϕ is
superquadratic, then the space (S,pϕ) is uniformly convex, and the function
δ : ∆→ (0,∞), given by (2.1), is its modulus of convexity.
Example 2.2 The function ϕ : [0,∞) → [0,∞), given by ϕ (t) = t2et, is
an increasing bijection, convex and geometrically convex (cf. Remark 1.9).
Setting
f (r, s) = (r + s)2 er+s + (r − s)2 er−s − 2r2er − 2s2es, r ≥ s ≥ 0,
we have f (0, 0) = 0. Making some calculations one can check that the
derivatives ∂1f and ∂2f are nonnegative, so the function f is increasing with
respect to each variable. It follows that f (r, s) ≥ 0 for all r ≥ s ≥ 0, that is
the function ϕ is superquadratic. Consequently, ϕ satisfies the assumption
of Corollary 2.3.
To ensure the uniform convexity of the space (S(Ω,Σ, µ),pϕ), up to now
we have assumed that the function ϕ is superquadratic. Now we show that
this condition may be replaced by another one, imposed on the function H
considered in Remark 1.7. We start with the following simple observation.
Lemma 2.2 For every function ϕ : [0,∞)→ R the equality
ϕ (|s|+ |t|) + ϕ (||s| − |t||) = ϕ (|s+ t|) + ϕ (|s− t|)
holds for all s, t ∈ R.
Proof. It is enough to notice that if st ≥ 0 then
|s|+ |t| = |s+ t| , ||s| − |t|| = |s− t|
and if st ≤ 0 then
|s|+ |t| = |s− t| , ||s| − |t|| = |s+ t|
for all s, t ∈ R. 
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Lemma 2.3 Let ϕ : [0,∞) → [0,∞) be a bijection with ϕ (0) = 0 and
H : [0,∞)2 → [0,∞) be given by
(2.2) H (r, s) = ϕ
(
ϕ−1 (r) + ϕ−1 (s)
)
+ ϕ
(∣∣ϕ−1 (r)− ϕ−1 (s)∣∣) .
Then
ϕ (pϕ (x) + pϕ (y)) + ϕ (|pϕ (x)− pϕ (y)|)(2.3)
≤ ϕ (pϕ (x+ y)) + ϕ (pϕ (x− y))
for all x, y ∈ S(Ω,Σ, µ) iff the function H satisfies the condition
(2.4) H
(
k∑
i=1
ai (ri, si)
)
≤
k∑
i=1
aiH (ri, si)
for all k ∈ N, r1, . . . , rk, s1, . . . sk ∈ [0,∞), and a1, . . . , ak ∈ [0,∞) such that
ai = µ (Ai), i = 1, . . . , k, for some pairwise disjoint sets A1, . . . , Ak ∈ Σ.
Proof. Assume that inequality (2.3) holds for all x, y ∈ S(Ω,Σ, µ). Take
any numbers r1, . . . , rk, s1, . . . sk ∈ [0,∞), and pairwise disjoint sets A1, . . .,
Ak ∈ Σ of finite measure; put ai = µ (Ai), i = 1, . . . , k. Making use of (2.3)
for the functions
x =
k∑
i=1
ϕ−1 (ri)χAi, y =
k∑
i=1
ϕ−1 (si)χAi
we obtain
ϕ
(
ϕ−1
(
k∑
i=1
airi
)
+ ϕ−1
(
k∑
i=1
aisi
))
+ϕ
(∣∣∣∣∣ϕ−1
(
k∑
i=1
airi
)
− ϕ−1
(
k∑
i=1
aisi
)∣∣∣∣∣
)
≤
k∑
i=1
ai
[
ϕ
(
ϕ−1 (ri) + ϕ
−1 (si)
)
+ ϕ
(∣∣ϕ−1 (ri)− ϕ−1 (si)∣∣)] ,
i.e.
H
(
k∑
i=1
airi,
k∑
i=1
aisi
)
≤
k∑
i=1
aiH (ri, si) ,
which is (2.4).
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To prove the converse assume (2.4) for all k ∈ N, r1, . . . , rk, s1, . . . sk ∈
[0,∞), and a1, . . . ak ∈ [0,∞) being the measures of pairwise disjoint sets.
In other words we have the condition
H
(∫
Ω
xdµ,
∫
Ω
ydµ
)
≤
∫
Ω
H ◦ (x, y) dµ, x, y ∈ S+(Ω,Σ, µ).(2.5)
Now take arbitrary x, y ∈ S(Ω,Σ, µ). Then, by (2.5) and Lemma 2.2, we get
ϕ (pϕ (x) + pϕ (y)) + ϕ (|pϕ (x)− pϕ (y)|)
= H
(∫
Ω
ϕ ◦ |x|dµ,
∫
Ω
ϕ ◦ |y|dµ
)
≤
∫
Ω
H ◦ (ϕ ◦ |x|, ϕ ◦ |y|) dµ
=
∫
Ω
[ϕ (|x(t)| + |y(t)|) + ϕ (||x(t)| − |y(t)||)] dµ
=
∫
Ω
[ϕ (|x(t) + y(t)|) + ϕ (|x(t)− y(t)|)] dµ
=
∫
Ω
ϕ ◦ (|x+ y|) dµ+
∫
Ω
ϕ ◦ (|x− y|) dµ
= ϕ (pϕ (x+ y)) + ϕ (pϕ (x− y)) ,
that is (2.3). 
Remark 2.2 Let ϕ : [0,∞) → [0,∞) be a bijection with ϕ(0) = 0 and
H : [0,∞)2 → [0,∞) be given by (2.2). If either
(i) µ (Ω) ≤ 1 and H is convex,
or
(ii) µ is the counting measure and H is subadditive,
then condition (2.4) holds for all k ∈ N, r1, . . . , rk, s1, . . . , sk ∈ [0,∞), and
a1, . . . , ak ∈ [0,∞) such that ai = µ (Ai), i = 1, . . . , k, for some pairwise
disjoint sets A1, . . . , Ak ∈ Σ.
Proof. Assume (i) and take arbitrary r1, . . . , rk, s1, . . . , sk ∈ [0,∞), and
a1, . . . , ak ∈ [0,∞) with ai = µ (Ai), i = 1, . . . , k, where A1, . . . , Ak ∈ Σ are
pairwise disjoint. Then
k∑
i=1
ai =
k∑
i=1
µ (Ai) = µ
(
k⋃
i=1
Ai
)
≤ 1.
Putting rk+1 = sk+1 = 0 and ak+1 = 1 −
∑k
i=1 ai, and making use of the
convexity of H we obtain
H
(
k∑
i=1
ai (ri, si)
)
= H
(
k+1∑
i=1
ai (ri, si)
)
≤
k+1∑
i=1
aiH (ri, si) =
k∑
i=1
aiH (ri, si) ,
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as H(0, 0) = 0, and thus we come to (2.4).
If (ii) is satisfied, then the subadditivity ofH and a simple induction yields
(2.4) for all r1, . . . , rk, s1, . . . , sk ∈ [0,∞), and a1, . . . , ak ∈ N0; moreover,
since µ is the counting measure, we have µ (Σ) ⊂ N0∪{∞}, and the assertion
follows. 
Now we can prove
Theorem 2.2 Let ϕ : [0,∞) → [0,∞) be an increasing bijection such that
pϕ is a paranorm in S = S (Ω,Σ, µ). Assume that ϕ is strictly convex and
the function H : [0,∞)2 → (0,∞), given by (2.2), satisfies condition (2.4)
for all k ∈ N, r1, . . . , rk, s1, . . . , sk ∈ [0,∞), and a1, . . . , ak ∈ [0,∞) such
that ai = µ (Ai), i = 1, . . . , k, for some pairwise disjoint sets A1, . . . , Ak ∈ Σ.
Then the space (S,pϕ) is uniformly convex and there is a modulus δ : ∆ →
[0,∞) of convexity of it such that
(2.6) ϕ
(
r − δ(r, ε) + ε
2
)
+ ϕ
(∣∣∣r − δ(r, ε)− ε
2
∣∣∣) = 2ϕ (r)
for all (r, ε) ∈ ∆.
Proof. Take arbitrary r ∈ (0,∞), ε ∈ (0, 2r) and x, y ∈ S such that
pϕ (x) ≤ r, pϕ (y) ≤ r and pϕ (x− y) ≥ ε.
Putting
x1 =
x+ y
2
, y1 =
x− y
2
,
we have
x = x1 + y1, y = x1 − y1.
The function λ : [0,∞)2 → [0,∞), defined by
λ (u, v) = ϕ (u+ v) + ϕ (|u− v|) ,
is continuous. We prove that it is strictly increasing with respect to each of
the variables. Since λ is symmetric, it is enough to show that it is strictly
increasing in first variable. Let us fix arbitrarily v > 0. Clearly, the function
λ (·, v) |[v,∞) is strictly increasing. To show that so is λ (·, v) |[0,v) take any
u1, u2 ∈ [0, v], u1 < u2. By the strict convexity of ϕ we have
ϕ (v − u1)− ϕ (v − u2)
(v − u1)− (v − u2) <
ϕ (v + u2)− ϕ (v + u1)
(v + u2)− (v + u1) ,
that is
ϕ (v − u1)− ϕ (v − u2) < ϕ (v + u2)− ϕ (v + u1) ,
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whence λ (u1, v) < λ (u2, v).
Since ε
2
≤ 1
2
pϕ(x − y) ≤ pϕ
(
x−y
2
)
= pϕ (y1), it follows from the mono-
tonicity of λ (pϕ (x1) , ·), Lemma 2.3, and the monotonicity of ϕ that
λ
(
pϕ (x1) ,
ε
2
)
≤ λ (pϕ (x1) ,pϕ (y1))
= ϕ (pϕ (x1) + pϕ (y1)) + ϕ (|pϕ (x1)− pϕ (y1)|)
≤ ϕ (pϕ (x1 + y1)) + ϕ (pϕ (x1 − y1))
= ϕ (pϕ (x)) + ϕ (pϕ (y)) ≤ 2ϕ(r).
Moreover,
λ
(
0,
ε
2
)
= 2ϕ
(ε
2
)
< 2ϕ (r) = λ(r, 0) < λ
(
r,
ε
2
)
.
Hence, by the Darboux property of the continuous function λ
(·, ε
2
)
, there
exists a unique δ (r, ε) ∈ (0, r) such that
λ
(
r − δ (r, ε) , ε
2
)
= 2ϕ (r) .
The monotonicity of λ implies that pϕ (x1) < r − δ (r, ε), that is
pϕ
(
x+ y
2
)
< r − δ (r, ε) .
Moreover, from the definition of the function λ we get
ϕ
(
r − δ (r, ε) + ε
2
)
+ ϕ
(∣∣∣r − δ (r, ε)− ε
2
∣∣∣) = 2ϕ (r) ,
which completes the proof. 
Theorem 2.2, Lemma 1.1(b) and Remark 2.2 imply the following
Corollary 2.4 Assume that µ (Ω) ≤ 1. If ϕ : [0,∞) → [0,∞) is an in-
creasing bijection and the function F : [0,∞)2 → [0,∞), given by (1.1), is
concave, then pϕ is a paranorm in S = S (Ω,Σ, µ). If, in addition, ϕ is
strictly convex and the function H : [0,∞)2 → (0,∞), given by (2.2), is
convex, then the space (S,pϕ) is uniformly convex and there is a modulus
δ : ∆→ (0,∞) of convexity of it, satisfying equation (2.6).
On the other hand, making use of Theorem 2.2, Lemma 1.3 and Remark
2.2, we come to
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Corollary 2.5 Assume that µ is the counting measure on a set Ω ⊂ N. If
ϕ : [0,∞) → [0,∞) is an increasing bijection, convex, and geometrically
convex, then pϕ is a paranorm in S = S
(
Ω, 2Ω, µ
)
. If, in addition, ϕ is
strictly convex and the function H : [0,∞)2 → (0,∞), given by (2.2), is
subadditive, then the space (S,pϕ) is uniformly convex and there is a modulus
δ : ∆→ (0,∞) of convexity of it, satisfying equation (2.6).
The fact below follows from the observation made in Remark 1.7.
Remark 2.3 If ϕ : [0,∞) → [0,∞) is given by ϕ (t) = tp with a p ∈ (1, 2) ,
then the function H is convex.
Remark 2.4 If a paranormed space (S(Ω,Σ, µ),pϕ) is uniformly convex,
then its completion (Sϕ(Ω,Σ, µ),pϕ) is also a paranormed uniformly convex
space (with the same modulus of convexity). Thus, taking ϕ : [0,∞) →
[0,∞), given by ϕ (t) = tp with a p ∈ [2,∞), and making use of Remark 2.1
and Theorem 2.1, we come to the uniform convexity of the space Lp (Ω,Σ, µ).
If p ∈ (1, 2) then the same can be obtained by Remark 2.3 and Corollary 2.4
provided µ(Ω) ≤ 1. If µ(Ω) > 1 we can use Theorem 2.2 instead. However,
to be perfectly honest then, it should be noticed that it is not so easy to
verify condition (2.4) in that case. Summarizing we obtain the celebrated
Clarkson theorem on the uniform convexity of the Lp spaces (see [1]) as a
very special case of our results.
3 The case of finite Ω
Let Ω be finite, say Ω = {1, . . . , k}. Then S (Ω,Σ, µ) = Rk no matter what
a measure is µ. Now, for a bijection ϕ : [0,∞) → [0,∞) vanishing at 0, the
functional pϕ takes the form
pϕ(x) = ϕ
−1
(
k∑
i=1
aiϕ (|xi|)
)
,
where ai = µ ({i}) for i = 1, . . . , k. It turns out that under suitably weak
assumptions imposed on ϕ we can prove the uniform convexity of the space
(S,pϕ).
Theorem 3.1 Let ϕ : [0,∞) → [0,∞) be a strictly convex bijection such
that pϕ is a paranorm in R
k. Then the space
(
R
k,pϕ
)
is uniformly convex.
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Proof. Suppose to the contrary that the assertion fails to be true. Then
there would exist r ∈ (0,∞), ε ∈ (0, 2r), and sequences (xn)n∈N and (yn)n∈N
of points of Rk such that
pϕ (xn) ≤ r, pϕ (yn) ≤ r, pϕ (xn − yn) ≥ ε and pϕ
(
xn + yn
2
)
> r − r
n
for each n ∈ N. Since the sequences (xn)n∈N and (yn)n∈N are bounded, then,
passing to subsequences if necessary, we can assume that they converge to
x ∈ Rk and y ∈ Rk, respectively. Hence, letting n tend to ∞, we get
pϕ (x) ≤ r, pϕ (y) ≤ r, pϕ (x− y) ≥ ε and pϕ
(
x+ y
2
)
≥ r.
It follows from the assumptions that ϕ is strictly increasing, and thus, by
Remark 1.3, the function ϕ ◦ |·| is strictly convex. As pϕ (x− y) ≥ ε > 0 we
know that x 6= y. Therefore
ϕ (r) ≤ ϕ
(
pϕ
(
x+ y
2
))
=
k∑
i=1
aiϕ
(∣∣∣∣xi + yi2
∣∣∣∣
)
<
k∑
i=1
ai
ϕ (|xi|) + ϕ (|yi|)
2
=
1
2
(ϕ (pϕ(x)) + ϕ (pϕ(y))) ≤ ϕ(r),
a contradiction. 
Unfortunately, Theorem 3.1 says nothing on a possible modulus of con-
vexity δ : ∆→ (0,∞) of the space (Rk,pϕ). The problem of the determining
its effective form is important, however in some special cases can be non-
trivial even on the real plane. We show this by considering an example of a
paranormed space (R2,pϕ), which is uniformly convex by virtue of Theorem
3.1; however, Theorems 2.1 and 2.2 are not applicable in that case, so to get
any information on a modulus of convexity of that space we need to proceed
in a different way.
Example 3.1 Let µ be the counting measure on the set Ω = {1, 2}: µ({1}) =
µ({2}) = 1. Then the space S (Ω, 2Ω, µ) is simply the plane R2. Define
ϕ : [0,∞)→ [0,∞) by ϕ(t) = et−1. It follows from Remark 1.9 and Lemma
2.3 that pϕ, given by
pϕ(x) = ϕ
−1 (ϕ (|x1|) + ϕ (|x2|)) ,(3.1)
is a paranorm in R2. Clearly, ϕ is a strictly convex bijection, so the uniform
convexity of the space (R2,pϕ) follows from Theorem 3.1.
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Setting r = 2 log 2 and s = 1
2
log 2 we have
ϕ (r + s) + ϕ (|r − s|) = ϕ
(
5
2
log 2
)
+ ϕ
(
3
2
log 2
)
=
(
2
5
2 − 1
)
+
(
2
3
2 − 1
)
< (6− 1) +
(
2
3
2 − 1
)
= 2
(
22 − 1)+ 2(2 12 − 1) = 2ϕ (r) + 2ϕ (s) ,
which shows that ϕ is not superquadratic, and thus Theorem 2.1 is not
applicable when determining a modulus of convexity of (R2,pϕ).
To show that we cannot use also Theorem 2.2 we observe that the function
H : [0,∞)2 → [0,∞), given by
H(r, s) = ϕ
(
ϕ−1(r) + ϕ−1(s)
)
+ ϕ
(∣∣ϕ−1(r)− ϕ−1(s)∣∣) ,
does not satisfy condition (2.4) for k = 2 and some specific r1, r2, s1, s2 ∈
[0,∞) and a1 = a2 = µ({1}) = µ({2}). Indeed, taking r1 = r2 = s1 = s2 = 1
we have
H (a1 (r1, s1) + a2 (r2, s2)) = H (2, 2)
= ϕ
(
ϕ−1(2) + ϕ−1(2)
)
+ ϕ
(∣∣ϕ−1(2)− ϕ−1(2)∣∣) = ϕ (2ϕ−1 (2))
= ϕ (2 log 3) = 9− 1 = 8 > 6 = 2 · 3 = 2(4− 1) = 2ϕ (2 log 2)
= 2ϕ
(
2ϕ−1 (1)
)
= ϕ
(
ϕ−1(1) + ϕ−1(1)
)
+ ϕ
(∣∣ϕ−1(1)− ϕ−1(1)∣∣)
= 2H(1, 1) = a1H (r1, s1) + a2H (r2, s2) .
Therefore to determine a modulus of convexity of the space (R2,pϕ) we
have to find another independent argument. The proof of the last theorem
of the paper provides a possible one. Here and in what follows ∆ = {(r, ε) ∈
(0,∞)2 : ε < 2r} and ∆ϕ = {(r, ε) ∈ (0,∞)2 : ϕ(ε) ≤ 2ϕ(r)}. Observe that
if (r, ε) ∈ ∆ then (r, ε
2
) ∈ ∆ϕ for any increasing ϕ : [0,∞)→ [0,∞).
Theorem 3.2 Let pϕ be the paranorm in R
2 of form (3.1), where ϕ : [0,∞)
→ [0,∞) is defined by ϕ(t) = et − 1. Then the function δ0 : ∆ϕ → (0,∞),
given by
δ0 (r, ε) = r − ϕ−1
(
ϕ
(
xr,ε + r
2
)
+ ϕ
(
ϕ−1 (ϕ(r)− ϕ (xr,ε))
2
))
,
where for every (r, ε) ∈ ∆ϕ the number xr,ε ∈ [0, r] is the unique solution of
the equation
ϕ(t)− ϕ(r − t) = ϕ(r)− ϕ(ε),(3.2)
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is strictly increasing with respect to second variable. Moreover, the function
δ : ∆→ (0,∞), defined by δ(r, ε) = δ0
(
r, ε
4
)
, is a modulus of convexity of the
space (R2,pϕ).
Proof. The argument is divided into some parts.
Claim A The function δ0 strictly increases in second variable and
pϕ
(
x+ y
2
)
≤ r − δ0(r, ε)(3.3)
for all (r, ε) ∈ ∆ϕ and x, y ∈ [0,∞)2 satisfying pϕ(x) = pϕ(y) = r and
pϕ(x− y) = ε.
To prove Claim A fix a pair (r, ε) ∈ ∆ϕ and any points x, y ∈ [0,∞)2
satisfying pϕ(x) = pϕ(y) = r and pϕ(x − y) = ε. Since pϕ(x − y) > 0, we
have x 6= y. Assume, for instance, that x1 ≤ y1. Then x1 < y1 and x2 > y2,
and the equality pϕ (x− y) = ε means
ϕ (y1 − x1) + ϕ (x2 − y2) = ϕ(ε),
that is
ey1−x1 + ex2−y2 = eε + 1.
Putting u = ex1 , v = ey1 , and taking into account that
u+ ex2 = ex1 + ex2 = ϕ (x1) + ϕ (x2) + 2 = ϕ (r) + 2 = e
r + 1
and
v + ey2 = ey1 + ey2 = ϕ (y1) + ϕ (y2) + 2 = ϕ (r) + 2 = e
r + 1
we see that
v
u
+
ρ− u
ρ− v = α,
where ρ = er + 1 and α = eε + 1. Clearly 2 < α < 2 (ρ− 1) and
1 ≤ u < v ≤ ρ− 1.
In particular, (u, v) is a point of the arc Γα given by
Γα =
{
(s, t) ∈ (0, ρ)2 : t
s
+
ρ− s
ρ− t = α
}
;
consequently, Γα∩[1, ρ− 1]2 6= ∅. Since α > 2 we see that Γα has no common
points with the diagonal, and thus, as u < v, Γα lies strictly over the diagonal.
Defining hα : (0, ρ)
2 → R by
hα(s, t) =
t
s
+
ρ− s
ρ− t − α
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we observe that Γα coincides with the set of zeros of hα. For all s, t ∈ (0, ρ)
we have
∂1hα(s, t) = − t
s2
− 1
ρ− t < 0
and
∂2hα(s, t) =
1
s
+
ρ− s
(ρ− t)2 > 0,
whence rank h′(s, t) = 1. Moreover,
−∂1hα(s, t)
∂2hα(s, t)
> 0, (s, t) ∈ Γα,
so making use of Implicit Function Theorem we infer that Γα is the graph of
a strictly increasing function of class C1. Letting s tend to 0 in the equality
defining Γα we see that (0, 0) is one of the endpoints of Γα. Similarly, when
t tends to ρ there, we deduce that the other one is (ρ, ρ).
We have
pϕ
(
x+ y
2
)
= ϕ−1
(
ϕ
(
x1 + y1
2
)
+ ϕ
(
x2 + y2
2
))
(3.4)
= log
(√
uv +
√
(ρ− u) (ρ− v)− 1
)
,
and thus to prove (3.3) we need to maximalize the function f :
{
(s, t) ∈ [0, ρ]2 :
s ≤ t} → R, given by
f(s, t) =
√
st +
√
(ρ− s) (ρ− t),
on the arc Γα∩ [1, ρ− 1]2. Of course f |clΓα takes its minimum and maximum
values.
If 0 < s < t < ρ then
∂1f(s, t) =
t
2
√
st
− ρ− t
2
√
(ρ− s) (ρ− t) =
1
2
(√
t
s
−
√
ρ− t
ρ− s
)
> 0
and
∂2f(s, t) =
s
2
√
st
− ρ− s
2
√
(ρ− s) (ρ− t) =
1
2
(√
s
t
−
√
ρ− s
ρ− t
)
< 0,
and thus f is strictly increasing with respect to the first variable and strictly
decreasing as a function of the second one. In particular, if 0 ≤ s < t ≤ ρ
then
f(s, t) < f(t, t) =
√
t2 +
√
(ρ− t)2 = t+ (ρ− t) = ρ;
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moreover, f(s, s) = ρ for every s ∈ [0, ρ]. Therefore f |clΓα takes its maximum
value ρ at the points (0, 0) and (ρ, ρ).
Let (s, t) ∈ Γα be a point where f |Γα takes a local extremum. Then there
is a λ ∈ R such that
∂1f(s, t) = λ∂1hα(s, t)
and
∂2f(s, t) = λ∂2hα(s, t),
that is we solve the system consisting of the equations
1
2
(√
t
s
−
√
ρ− t
ρ− s
)
= −λ
(
t
s2
+
1
ρ− t
)
,
1
2
(√
s
t
−
√
ρ− s
ρ− t
)
= λ
(
1
s
+
ρ− s
(ρ− t)2
)
and
t
s
+
ρ− s
ρ− t = α.(3.5)
If λ = 0 then we would have
√
t
s
−
√
ρ−s
ρ−t
= 0, whence t
s
= ρ−s
ρ−t
, that is
t (ρ− s) = s (ρ− t) and, consequently, s = t which is impossible. Thus
λ 6= 0 and
√
s
t
−
√
ρ−s
ρ−t√
t
s
−
√
ρ−t
ρ−s
= −
1
s
+ ρ−s
(ρ−t)2
t
s2
+ 1
ρ−t
= −s (ρ− t)
2 + s2 (ρ− s)
t (ρ− s)2 + s2 (ρ− t) .
Due to the identity
a− b
1
a
− 1
b
= −ab
held for any a, b ∈ R \ {0}, a 6= b, the previous equalities give√
s
t
√
ρ− s
ρ− t =
s (ρ− t)2 + s2 (ρ− s)
t (ρ− t)2 + s2 (ρ− t) .(3.6)
Making use of Mathematica 4.0 one can check that the system of equations
(3.5) and (3.6) has a unique solution (s, t), viz.
(
2
α+2
ρ, α
α+2
ρ
)
, satisfying the
condition 0 < s < t < ρ; clearly f
(
2
α+2
ρ, α
α+2
ρ
)
< ρ = f(0, 0) = f(ρ, ρ).
Consequently, the function f |Γα has only one local extremum, its absolute
23
minimum taken at the point
(
2
α+2
ρ, α
α+2
ρ
)
, and thus the absolute maximum
c (ρ, α) of the function f |Γα∩[1,ρ−1]2 is taken at at least one of the endpoints of
the arc Γα ∩ [1, ρ− 1]2. One of them is (sα, ρ− 1) with some sα ∈ [1, ρ− 1).
Since (sα, ρ− 1) ∈ Γα, also (1, ρ− sα) ∈ Γα. So the last is another endpoint
of the arc Γα ∩ [1, ρ− 1]2. Observe that
f (sα, ρ− 1) =
√
sα (ρ− 1) +
√
ρ− sα = f (1, ρ− sα) ,
and thus the maximum value c (ρ, α) is taken at both the endpoints of the
arc.
Setting xr,ε = log sα we have xr,ε ∈ [0, r). Moreover, as (sα, ρ− 1) ∈ Γα,
we obtain
ϕ (xr,ε)− ϕ (r − xr,ε) = exr,ε − er−xr,ε = sα − ρ− 1
sα
= ρ− α = er − eε = ϕ (r)− ϕ (ε) .
Since the function [0, r] ∋ t 7→ ϕ (t)−ϕ (r − t) is strictly increasing, it follows
that xr,ε is the unique solution of equation (3.2). Observe also that, by virtue
of (3.4), we have
pϕ
(
x+ y
2
)
= log
(√
uv +
√
(ρ− u) (ρ− v)− 1
)
= log (f(u, v)− 1)
≤ log (f (sα, ρ− 1)− 1) = log
(√
sα (ρ− 1) +
√
ρ− sα − 1
)
= log
(
e
xr,ε+r
2 +
√
er − exr,ε + 1− 1
)
= ϕ−1
(
ϕ
(
xr,ε + r
2
)
+ ϕ
(
ϕ−1 (ϕ(r)− ϕ (xr,ε))
2
))
= r − δ0(r, ε).
If sα1 ≤ sα2 for some α1, α2 ∈ (2, 2 (ρ− 1)] satisfying α1 < α2, then, since
(sα1 , ρ− 1) ∈ Γα1 and (sα2 , ρ− 1) ∈ Γα2 , we would have
ρ− 1
sα1
+ ρ− sα1 = α1 < α2 =
ρ− 1
sα2
+ ρ− sα2 ≤
ρ− 1
sα1
+ ρ− sα1
which is impossible. Thus the function (2, 2 (ρ− 1)] ∋ α 7→ sα strictly de-
creases. Therefore, since
δ0 (r, ε) = δ0 (r, log (α− 1)) = r − log (f (sα, ρ− 1)− 1)
for each (r, ε) ∈ ∆ϕ and f strictly increases as a function of first variable, the
function δ0 strictly increases in second variable. This completes the proof of
Claim A.
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Claim B If (r, ε) ∈ ∆ then
pϕ
(
x+ y
2
)
≤ r − δ0
(
r,
ε
2
)
for all x, y ∈ R2 satisfying pϕ(x) = pϕ(y) = r, pϕ(x− y) ≥ ε, and
|x1| ≤ y1 and |y2| ≤ x2.(3.7)
To see this fix any (r, ε) ∈ ∆. Then (r, ε
2
) ∈ ∆ϕ. Take also arbitrary
points x, y ∈ R2 such that pϕ(x) = pϕ(y) = r, pϕ(x − y) ≥ ε, and (3.7)
holds.
If x, y ∈ [0,∞)2 then, setting ε′ = pϕ(x − y), we have ε′ ≥ ε and, by
(3.7),
ϕ (ε′) = ϕ (pϕ(x− y)) = ϕ (y1 − x1) + ϕ (x2 − y2) ≤ 2ϕ(r),
that is (r, ε′) ∈ ∆ϕ. Thus Claim A implies
pϕ
(
x+ y
2
)
≤ r − δ0 (r, ε′) ≤ r − δ0 (r, ε) ≤ r − δ0
(
r,
ε
2
)
.
Now assume that exactly one of the points x, y, say x, lies in [0,∞)2.
Then, in view of (3.7), we have
0 ≤ x1 ≤ y1 and 0 < −y2 ≤ x2.
Let x′ = x and y′ = (r, 0). Then x′, y′ ∈ [0,∞)2. Then pϕ (x′) = pϕ (y′) = r
and, putting ε′ = pϕ (x
′ − y′), we get
ϕ (ε′) = pϕ (x
′ − y′) = ϕ (r − x1) + ϕ (x2 − 0) ≤ 2ϕ(r),
whence (r, ε′) ∈ ∆ϕ. Moreover,
ϕ (ε′) = ϕ (r − x1) + ϕ (x2) ≥ ϕ
(
y1 − x1
2
)
+ ϕ
(
x2 − y2
2
)
= ϕ
(
pϕ
(
x− y
2
))
≥ ϕ
(
1
2
pϕ (x− y)
)
≥ ϕ
(ε
2
)
,
that is ε′ ≥ ε
2
, and thus, by Claim A,
pϕ
(
x′ + y′
2
)
≤ r − δ0 (r, ε′) ≤ r − δ0
(
r,
ε
2
)
.
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Now, since
ϕ
(
pϕ
(
x+ y
2
))
= ϕ
(
x1 + y1
2
)
+ ϕ
(
x2 + y2
2
)
≤ ϕ
(
x′1 + r
2
)
+ ϕ
(
x′2 + 0
2
)
= ϕ
(
pϕ
(
x′ + y′
2
))
,
it follows that
pϕ
(
x+ y
2
)
≤ pϕ
(
x′ + y′
2
)
≤ r − δ0
(
r,
ε
2
)
.
Finally consider the case x, y 6∈ [0,∞)2. Then, by virtue of (3.7), we get
0 < −x1 ≤ y1 and 0 < −y2 ≤ x2.
Let x′ = (0, r) and y′ = (r, 0). Then x′, y′ ∈ [0,∞)2, pϕ (x′) = pϕ (y′) = r
and
ϕ (pϕ (x
′ − y′)) = ϕ(r) + ϕ(r) ≥ ϕ
(
y1 + y1
2
)
+ ϕ
(
x2 + x2
2
)
≥ ϕ
(
y1 − x1
2
)
+ ϕ
(
x2 − y2
2
)
= ϕ
(
pϕ
(
x− y
2
))
≥ ϕ
(
1
2
pϕ (x− y)
)
≥ ϕ
(ε
2
)
,
i.e. pϕ (x
′ − y′) ≥ ε
2
, whence again by Claim A,
pϕ
(
x′ + y′
2
)
≤ r − δ0
(
r,
ε
2
)
;
consequently,
ϕ
(
pϕ
(
x+ y
2
))
= ϕ
(
x1 + y1
2
)
+ ϕ
(
x2 + y2
2
)
≤ ϕ
(
0 + r
2
)
+ ϕ
(
r + 0
2
)
= ϕ
(
pϕ
(
x′ + y′
2
))
,
whence
pϕ
(
x+ y
2
)
≤ pϕ
(
x′ + y′
2
)
≤ r − δ0
(
r,
ε
2
)
.
This completes the proof of Claim B.
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To prove the theorem fix arbitrarily (r, ε) ∈ ∆, and then points x, y ∈ R2
satisfying the inequalities pϕ(x) ≤ r, pϕ(y) ≤ r and pϕ(x− y) ≥ ε. Observe
that the ball{
(s, t) ∈ R2 : pϕ(s, t) ≤ r
}
=
{
(s, t) ∈ R2 : ϕ (|s|) + ϕ (|t|) ≤ ϕ(r)}
is symmetric with respect to the straight lines with the equations t = 0,
t = s, s = 0 and t = −s. Therefore, without loss of generality, we may
assume that the mean x+y
2
lies in the first quadrant of the real plane:
x1 + y1 ≥ 0 and x2 + y2 ≥ 0.
Interchanging x and y we may additionally assume that x1 ≤ y1. Thus
|x1| ≤ y1 and x2 + y2 ≥ 0.(3.8)
Two complementary cases should be considered: (i) y2 ≤ x2, and (ii) y2 > x2.
(i) Then, by (3.8), we have
|x1| ≤ y1 and |y2| ≤ x2.
Since pϕ(x) ≤ r, we have ϕ (|x1|) + ϕ (|x2|) ≤ ϕ(r), whence
x2 ≤ pir (|x1|) ,(3.9)
where pir : [0, r] → [0, r] is given by pir(t) = ϕ−1 (ϕ(r)− ϕ(t)). Similarly,
pϕ (y) ≤ r implies ϕ (|y1|) + ϕ (|y2|) ≤ ϕ(r) which gives
y1 ≤ pir (|y2|) .(3.10)
Setting x′ = (x1, pir (|x1|)) and y′ = (pir (|y2|) , y2) we see that pϕ (x′) =
pϕ (y
′) = r. It follows from (3.10) and (3.9) that
x′1 = x1 ≤ y1 ≤ y′1 and x′2 ≥ x2 ≥ y2 = y′2.
Hence
ϕ (pϕ (x
′ − y′)) = ϕ (y′1 − x′1) + ϕ (x′2 − y′2)
≥ ϕ (y1 − x1) + ϕ (x2 − y2) = ϕ (pϕ (x− y)) .
Then, putting ε′ = pϕ (x
′ − y′), we see that ε′ ≥ pϕ (x− y) ≥ ε. Moreover,
x′1 + y
′
1 ≥ x1 + y1 ≥ 0, x′2 + y′2 ≥ x2 + y2 ≥ 0
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and
ϕ
(
pϕ
(
x+ y
2
))
= ϕ
(
x1 + y1
2
)
+ ϕ
(
x2 + y2
2
)
≤ ϕ
(
x′1 + y
′
1
2
)
+ ϕ
(
x′2 + y
′
2
2
)
= ϕ
(
pϕ
(
x′ + y′
2
))
,
whence, applying Claim B to the points x′ and y′, we get
pϕ
(
x+ y
2
)
≤ pϕ
(
x′ + y′
2
)
≤ r − δ0
(
r,
ε′
2
)
≤ r − δ0
(
r,
ε
4
)
= r − δ (r, ε) .
(ii) Now, by (3.8), we come to
|x1| ≤ y1 and |x2| ≤ y2.
Then, since the function pir decreases, we have
y1 ≤ pir (y2) ≤ pir (|x2|) and y2 ≤ pir (y1) ≤ pir (|x1|) .(3.11)
Putting x′ = (x1, pir (|x1|)), x′′ = (pir (|x2|) , x2), y′ = (y1, pir (y1)) and y′′ =
(pir (y2) , y2) we see that pϕ (x
′) = pϕ (x
′′) = pϕ (y
′) = pϕ (y
′′) = r. By (3.11)
we have
x′1 = x1 ≤ y1 ≤ x′′1 and x′′2 = x2 ≤ y2 ≤ x′2,
whereas (3.10) and the inequality y2 ≤ pir (y1) give
y1 = y
′
1 ≤ y′′1 and y2 = y′′2 ≤ y′2,
respectively.
Thus
ϕ (ε) ≤ ϕ (pϕ (x− y)) = ϕ (y1 − x1) + ϕ (y2 − x2)
≤ ϕ (x′′1 − x′1) + ϕ (x′2 − x′′2) = ϕ (pϕ (x′ − x′′)) ,
whence
ε ≤ pϕ (x′ − x′′) ≤ pϕ (x′ − y¯) + pϕ (x′′ − y¯) ,
where y¯ is chosen as either y′, or y′′. Assume, for instance, that pϕ (x
′′ − y¯) ≥
ε
2
. Then, putting ε′ = pϕ (x
′′ − y¯), we have ε′ ≥ ε
2
. Moreover,
x′′1 + y¯1 ≥ x1 + y1 ≥ 0, x′′2 + y¯2 ≥ x2 + y2 ≥ 0
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and
ϕ
(
pϕ
(
x+ y
2
))
= ϕ
(
x1 + y1
2
)
+ ϕ
(
x2 + y2
2
)
≤ ϕ
(
x′′1 + y¯1
2
)
+ ϕ
(
x′′2 + y¯2
2
)
= ϕ
(
pϕ
(
x′′ + y¯
2
))
,
whence, by Claim B, we obtain
pϕ
(
x+ y
2
)
≤ pϕ
(
x′′ + y¯
2
)
≤ r − δ0
(
r,
ε′
2
)
≤ r − δ0
(
r,
ε
4
)
≤ r − δ (r, ε) ,
which was to be proved. 
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