Central banks and other forecasters have become increasingly interested in various aspects of density forecasts. However, recent sharp changes in macroeconomic volatility -such as the Great Moderation and the more recent sharp rise in volatility associated with greater variation in energy prices and the deep global recession -pose significant challenges to density forecasting. Accordingly, this paper examines, with real-time data, density forecasts of U.S. GDP growth, unemployment, inflation, and the federal funds rate from VAR models with stochastic volatility. The model of interest extends the steady state prior BVAR of Villani (2009) to include stochastic volatility, because, as found in some prior work and this paper, incorporating informative priors on the steady states of the model variables often improves the accuracy of point forecasts. The evidence presented in the paper shows that adding stochastic volatility to a BVAR with some variables in gap form and a steady state prior materially improves the real-time accuracy of point and density forecasts. JEL Nos.: C53, C32, E37
Introduction
Policymakers and forecasters are increasingly interested in forecast metrics that require density forecasts of macroeconomic variables. Such metrics include confidence intervals, fan charts, and probabilities of recession or inflation exceeding or falling short of a certain threshold. For example, in 2008 the Federal Reserve expanded its publication of forecast information to include qualitative indications of the degree of uncertainty surrounding the outlook, including indications of whether uncertainty is higher or lower than usual, and more in one direction or the other. Other central banks, such as the Bank of Canada, Bank of England, Norges Bank, South African Reserve Bank, and Sveriges Riksbank, routinely publish fan charts that provide entire forecast distributions for inflation and, in some nations, a measure of output or the policy interest rate.
For many countries, however, changes in volatility over time pose a challenge to density forecasting. In the U.S., the Great Moderation significantly reduced the volatility of many Results in Jore, Mitchell, and Vahey (2009) support this intuition. In an analysis of realtime density forecasts since the mid-1980s, they find that models estimated with full samples of data and constant parameters fare poorly in density forecasting. Allowing discrete breaks in variances materially improves density forecasts made in the Great Moderation period. 1 If volatility breaks were rare and always observed clearly with hindsight, simple splitsample or rolling sample methods might be used to obtain reliable density forecasts. But as recent events have highlighted, breaks such as the Great Moderation once thought to be effectively permanent can turn out to be shorter-lived, and reversed (at least temporarily).
Over time, then, obtaining reliable density forecasts likely requires forecast methods that allow for routine breaks in volatilities.
Accordingly, this paper examines the accuracy of real-time density forecasts of macroeconomic variables made with vector autoregressions (VARs) that allow for continuous changes in the conditional variances of the model's shocks -that is, stochastic volatility. In light of the evidence in McCracken (2008, 2010) that the accuracy of point forecasts of U.S. GDP growth, inflation, and interest rates is improved by specifying the inflation and interest rates as deviations from a trend defined as a measure of long-run inflation expectations, the model of interest in this paper also specifies the unemployment rate, inflation, and interest rate variables in gap, or deviation from trend, form. 2
In addition, based on a growing body of evidence on the accuracy of point forecasts, the VAR of interest incorporates an informative prior on the steady state values of the model variables. Villani (2009) develops a Bayesian estimator of a VAR with an informative prior on the steady state. Applications of the estimator in studies such as Adolfson, et al. (2007) , Beechey and Osterholm (2008) , and Osterholm (2008) have shown that the use of a prior on the steady state often improves the accuracy of point forecasts. 3 In a methodological sense, this paper extends the estimator of Villani (2009) to include stochastic volatility. 4 Focusing on Bayesian VARs with stochastic volatility, most variables in gap form, and an informative prior on the steady state, this paper examines real-time point and density forecasts from a range of BVARs. The models include as variables (U.S.) GDP growth, unemployment, inflation, and the federal funds rate. A variety of approaches to modeling time variation in variances is considered: (1) assuming constant variances for the full sample, (2) assuming constant variances over a rolling 20 year sample used in model estimation, and (3) allowing stochastic volatility as in , Cogley, Morozov, and Sargent (2005) , and Primiceri (2005) . 5 The evidence presented in the paper shows that adding stochastic volatility to the BVAR with most variables in gap form and a steady state prior materially improves the real-time accuracy of point and density forecasts. Compared to models with constant variances, models with stochastic volatility have lower RMSEs, significantly more accurate interval forecasts (coverage rates), probability integral transforms (PITs) that are closer to uniformity, normalized forecast errors (computed from the PITs) that are much closer to a standard normal distribution, and average log predictive density scores that are much lower.
Section 2 describes the real-time data used in the analysis. Section 3 presents the estimator of a VAR with stochastic volatility and an informative prior on the steady state means. Section 4 details the other forecasting models considered. Section 5 reports the results. Section 6 concludes.
Data
Forecasts are evaluated for four variables: output growth, the unemployment rate, inflation, and the federal funds rate. Output is measured as GDP or GNP (depending on data vintage). Inflation is measured with the GDP or GNP deflator or price index (depending on data vintage). Growth and inflation rates are measured as annualized log changes (from t − 1 to t).
The raw quarterly data on output, prices, unemployment, and interest rates are taken from the Federal Reserve Bank of Philadelphia's Real-Time Data Set for Macroeconomists (RTDSM) and the Board of Governor's FAME database. Real-time data on GDP or GNP and the GDP or GNP price series are from the RTDSM. For simplicity, hereafter "GDP" and "GDP price index" refer to the output and price series, even though the measures are based on GNP and a fixed weight deflator for much of the sample. In the case of unemployment and fed funds rates, for which real-time revisions are small to essentially non-existent, I simply abstract from real-time aspects of the data. The quarterly data on unemployment and the interest rate are constructed as simple within-quarter averages of the source monthly data.
In the VARs with steady state priors, the unemployment rate, inflation, and funds rate variables are specified in gap, or deviation from trend, form, with the trends measured in real time. The trend specifications are based in part on the need to be able to easily and tractably account for the impact of trend uncertainty on the forecast distributions.
Unemployment u t is centered around a trend u * t−1 computed by exponential smoothing, with a smoothing coefficient of 0.02: u * t = u * t−1 + 0.02(u t − u * t−1 ). Inflation and the funds rate are centered around long-term inflation expectations from the Blue Chip Consensus -specifically, Consensus forecasts of average GDP price inflation 6-10 years ahead. The Blue Chip forecasts are taken from surveys published in the spring and fall of each year from 1979 through 2008. For model estimation purposes, the Blue Chip data are extended from 1979 back to 1960 with an estimate of expected GDP inflation based on exponential smoothing (with a smoothing parameter of .05). As noted by Kozicki and Tinsley (2001a,b) and Clark and McCracken (2008) , exponential smoothing yields an estimate that matches up reasonably well with survey-based measures of long-run expectations in data since the early 1980s. The appendix provides additional detail on the real-time series of inflation expectations. Note that, to account for the uncertainty in the forecasts of inflation and the funds rate associated with the trend defined as the long-run inflation expectation, the VARs with steady state priors include the change in the expectation as an endogenous variable, which is forecast along with the other variables of the system. The full forecast evaluation period runs from 1985:Q1 through 2008:Q3, which involves real-time data vintages from 1985:Q1 through 2009:Q1. As described in Croushore and Stark (2001) , the vintages of the RTDSM are dated to reflect the information available around the middle of each quarter. Normally, in a given vintage t, the available NIPA data run through period t − 1. 6 For each forecast origin t starting with 1985:Q1, I use the real-time data vintage t to estimate the forecast models and then construct forecasts for periods t and beyond. For forecasting models estimated recursively, the starting point of the model estimation sample is always 1961:Q1.
The results on forecast accuracy cover forecast horizons of 1 quarter (h = 1Q), 2 quarters (h = 2Q), 1 year (h = 1Y ), and 2 years (h = 2Y ) ahead. In light of the time t−1 information actually incorporated in the VARs used for forecasting at t, the 1-quarter ahead forecast forecast is a current quarter (t) forecast, while the 2-quarter ahead forecast is a next quarter 6 In the case of the 1996:Q1 vintage, with which the BEA published a benchmark revision, the data run through 1995:Q3 instead of 1995:Q4. For this vintage, each of the forecast horizons are extended one period.
(t + 1) forecast. In keeping with Federal Reserve practice, the 1-and 2-year ahead forecasts for GDP growth and inflation are four-quarter rates of change (the 1-year ahead forecast is the percent change from period t through t + 3; the 2-year ahead forecast is the percent change from period t+4 through t+7). The 1-and 2-year ahead forecasts for unemployment and the funds rate are quarterly levels in periods t + 3 and t + 7, respectively.
As discussed in such sources as Romer and Romer (2000) , Sims (2002) (2000) and Faust and Wright (2007) and use the second available estimates of GDP/GNP and the GDP/GNP deflator as actuals in evaluating forecast accuracy. In the case of h-step ahead (for h = 1Q, 2Q, 1Y, and 2Y) forecasts made for period t + h with vintage t data ending in period t − 1, the second available estimate is normally taken from the vintage t + h + 2 data set. In light of my abstraction from real-time revisions in unemployment and the funds rate, for these series the real-time data correspond to the final vintage data.
BVAR with stochastic volatility and informative priors on steady state means (BVAR-SSPSV)
The model of primary interest -henceforth denoted by BVAR-SSPSV (short for BVAR with most variables in gap form, an informative steady state prior, and stochastic volatility) -extends Villani's (2009) model with a steady state prior to include stochastic volatility, modeled as in . 7 The model can be estimated with a Metropoliswithin-Gibbs Markov Chain Monte Carlo (MCMC) algorithm, combining (modified) por-7 While the importance of time variation in volatility compared to time variation in coefficients remains a matter of some debate (see, for example, Sims and Zha (2006) and the references therein), this model allows for some of both. To be sure, the modeling of volatility as stochastic could emphasize a role for time variation in volatility. However, the specification of most variables in gap or deviation from trend form allows the model to capture changes over time in the mean levels of unemployment, inflation, and the federal funds rate. The use of rolling sample estimates also allows, in a crude way, for some variation over time in coefficients.
tions of the algorithms of Villani (2009) and . This section details the model, estimation procedure, priors, and the generation of posterior distributions of forecasts from the model.
Model
Let y t denote the p×1 vector of forecast variables and d t denote a q×1 vector of deterministic variables. In this implementation, y t includes GDP growth, the unemployment rate less its trend lagged one period, inflation less the long-run inflation expectation, the funds rate less the long-run inflation expectation, and the change in the long-run inflation expectation. 8
The only variable in
= a p × q matrix of coefficients on the deterministic variables, and A = a lower triangular matrix with ones on the diagonal and coefficients a ij in row i and column j (for i = 2, . . . , p, j = 1, . . . , i − 1). The VAR(k) with stochastic volatility takes the form
Under the stochastic volatility model, taken from , the log variances in Λ t follow random walk processes. The (diagonal) variance-covariance matrix of the vector of innovations to the log variances is denoted Φ. This particular representation provides a simple approach to allowing time variation in the variances and covariances of the residuals u t . While not important for forecasting purposes, it also allows recovery of structural shocks to monetary policy, under a recursive identification scheme. Under the above specification, the residual variance-covariance for period t is Σ t ≡ A −1 Λ t A −1 .
Estimation procedure
The model is estimated with a Metropolis-within-Gibbs MCMC algorithm, combining modified portions of the algorithms of Villani (2009) and . This subsection briefly describes the algorithm; details on priors are given in the next subsection.
Step 1: Draw the slope coefficients Π conditioned on Ψ, the history of Λ t , A, and Φ.
Recast the demeaned VAR in state-space form, where the measurement vector Y t is defined as y t − Ψd t , X t contains the appropriate lags of y t − Ψd t , and vec(Π) is the vector of VAR slope coefficients:
In a GLS extension of Villani (2009), the vector of coefficients is sampled from a normal posterior distribution with meanμ Π and varianceΩ Π , based on prior mean µ Π and Ω Π , where: 9Ω
Step 2: Draw the steady state coefficients Ψ conditioned on Π, the history of Λ t , A, and Φ.
For this step, the VAR is rewritten as 
In a GLS extension of Villani (2009), the vector of coefficients Ψ is sampled from a normal posterior distribution with meanμ Ψ and varianceΩ Ψ , based on prior mean µ Ψ and 9 Special thanks are due to Mattias Villani for providing the formulae for posterior means and variances of Π and Ψ, which greatly simplified an approach I used when starting this paper.
Ω Ψ , where:Ω
Step 3: Draw the elements of A conditioned on Π, Ψ, the history of Λ t , and Φ.
Following , rewrite the VAR as
where, conditioned on Π and Ψ,ŷ t is observable. This system simplifies to a set of Step 4: Draw the elements of the variance matrix Λ t conditioned on Π, Ψ, A, and Φ.
Following , the VAR can be rewritten as
where t ∼ N (0, I p ). Taking logs of the squares yields
The conditional volatility process is
The estimation of the time series of λ i,t proceeds equation by equation, using the measured logỹ 2 t and version of the Metropolis algorithm of Jacquier, Polson, and Rossi (1994) . See for details.
Step 5: Draw the innovation variance matrix Φ conditioned on Π, Ψ, the history of Λ t , and A. 
Priors and other estimation details
The prior for the VAR slope coefficients Π(L) is based on a Minnesota specification. The prior means suppose each variable follows an AR (1) 10 The prior mean on the AR(1) coefficient for GDP growth pushes the VAR equation toward an AR(1) process that reasonably characterizes U.S. data. The prior means on the other variables push the equations toward processes that are significantly more persistent, but short of unit root persistence. The specification of the unemployment rate, inflation, and the federal funds rate in deviation from trend form generally reduces persistence.
11 Because the federal funds rate data do not begin until mid-1954 and the market was thin in early years, the interest rate series for 1950:Q1-1959:Q4 (the earliest training sample regression period is 1951:Q1 through 1960:Q4) is defined as the 3-month Treasury bill rate. For those data vintages in which output and price index data are not available for the pre-sample period, the pre-sample estimates are simply taken to be those from the most recent (earlier) vintage with data available for the pre-sample period.
(0.75); and change in long-run inflation expectation, 0.2 (0.2). 12
As to the priors on the stochastic volatility portion of the model, I use uninformative priors for the elements of A and loose priors for the initial values of log(λ i,t ) and the variances of the innovations to log(λ i,t ). More specifically, I use the following priors: 
Drawing forecasts
For each (retained) draw in the MCMC chain, I draw forecasts from the posterior distribution using an approach like that of Cogley, Morozov, and Sargent (2005) . To incorporate uncertainty associated with time variation in Λ t over the forecast horizon of 8 periods, I
sample innovations to Λ from a normal distribution with (diagonal) variance Φ, and use the random walk specification to compute Λ t from Λ t−1 . For each period of the forecast horizon, I then sample shocks to the VAR with a variance of Σ t+h and compute the forecast draw of Y t+h from the VAR structure and drawn shocks.
In all forecasts obtained from models with steady state priors, the model specification readily permits the construction of forecast distributions that account for the uncertainty associated with the trend unemployment rate and long-run inflation expectation. (Recall that, as described in section 2 and detailed in the appendix, at each forecast origin, the inflation expectation series is measured with the vintage of data available in real time.)
In each draw, the model is used to forecast GDP growth, unemployment less trend lagged one period, inflation less the long-run inflation expectation, the funds rate less the long-run inflation expectation, and the change in the long-run inflation expectation. The forecasted changes in the long-run expectation are accumulated and added to the value at the end of the estimation sample to obtain the forecasted level of the expectation. The forecasts of the level of the expectation are then added to the forecasts of inflation less the expectation and the funds rate less the expectation to obtain forecasts of the levels of inflation and the funds rate. Forecasts of the level of the unemployment rate and the exponentially smoothed trend are obtained by iterating forward, adding the lagged trend value to obtain the forecast of the unemployment rate, then computing the current value of the unemployment trend, and continuing forward in time over the forecast horizon.
Finally, I report posterior estimates based on a sample of 10,000 draws, obtained by first generating 10,000 burn-in draws and then saving every fifth draw from another 50,000 draws. 13 Point forecasts are constructed as posterior means of the MCMC distributions.
Other Models Considered
To establish the effectiveness of steady state priors and stochastic volatility, forecasts from the BVAR-SSPSV model are compared against a range of forecasts from other models.
In light of the evidence in McCracken (2008, 2010 ) that point forecasts from
VARs are often dominated by point forecasts from univariate models, the set of models considered in the evaluation of point (not density) forecasts includes univariate specifications as benchmarks. The set of models also includes conventional BVARs without steady state priors or stochastic volatility and BVARs with steady priors and not stochastic volatility.
This section provides details on these other models.
Univariate models
For output, widely modeled as following low-order AR processes, the univariate model is an AR(2). The univariate model for unemployment is an AR(2) in the change in the unemployment rate. In the case of inflation, I follow Stock and Watson (2007) and use an MA (1) process for the change in inflation, estimated with a rolling window of 40 observations.
Stock and Watson find that the IMA(1) generally outperforms random walk or AR model forecasts of inflation. In light of some general similarities in the time series properties of inflation and short-term interest rates and the IMA(1) rationale for inflation described by Stock and Watson, the univariate model for the short-term interest rate is also specified as an MA(1) in the first difference of the series, estimated with a rolling window of 10 years of data (the IMA(1) generally outperforms AR model forecasts of the funds rate).
Simple BVARs
One multivariate forecasting model is a BVAR(4), in GDP growth, the unemployment rate, inflation, and the federal funds rate. The model is estimated with Minnesota priorsspecifically the Normal-diffuse prior described in Kadiyala and Karlsson (1997) . The prior means and variances (determined by hyperparameters) are the same as described in section 3.3 for the BVAR-SSPSV model. Flat priors are used for the intercepts of the equations.
The model is estimated with Gibbs sampling, as described in Kadiyala and Karlsson (1997) .
I consider both full sample and rolling sample estimates of the model and forecasts, using a rolling sample of the most recent 20 years of data. The number of draws is 15,000, with the first 5000 discarded. The rolling sample serves as a crude approach to capturing the potential impacts of changing volatility on appropriate forecast confidence intervals.
BVARs with steady state prior (BVAR-SSP)
I also consider forecasts from a BVAR(4) with most variables in gap form and an informative prior on the steady state, as specified and estimated in Villani (2009). The model variables consistent of GDP growth, the unemployment rate less its trend lagged one period, inflation less the long-run inflation expectation, the funds rate less the long-run inflation expectation, and the change in the long-run inflation expectation. Using the notation above, the model takes the form
with four lags. Using the Minnesota and steady state priors described above for the model also including stochastic volatility (along with a diffuse prior on Σ), I estimate the model with the Gibbs sampling approach given in Villani (2009). The estimates and forecasts are obtained from a total of 15,000 draws, with the first 5000 discarded. I consider forecasts from the model estimated under two different schemes, one using the full sample of data available at the forecast origin (recursive), and the other using a rolling sample of the most recent 20 years of data (rolling).
Results
For the models with stochastic volatility to yield density forecasts more accurate than those from models with constant volatilities, it likely needs to be the case that volatility has varied significantly over time. Therefore, as a starting point, it is worth considering the estimates Across estimates generated with different data samples, the volatilities are generally very similar (that is, the different colors of lines are very similar). Not surprisingly, the biggest revisions occur with volatilities estimated at the end of a sample (the biggest differences in lines occur at the end of the lines) -only being able to do one-sided filtering at the end of a sample has some modest effect. For example, in the case of GDP growth, for volatility in 1990, the estimate obtained with a data sample ending in 1991 (blue line) exceeds the estimate obtained with a data sample ending in 2008.
As might be expected, comparing estimates across real-time data vintages yields larger changes in volatility estimates across vintages. Figure 2 shows corresponding time series of volatility estimates, but obtained with real-time data vintages instead of just the final data vintage. Data revisions -driven by benchmark revisions and large annual revisions -lead to more significant differences across samples/vintages in the stochastic volatility estimates for GDP growth and GDP inflation, but with little impact for unemployment and the funds rate. For growth and inflation, the general contours of volatility are very similar across vintages, but levels can differ somewhat. It remains to be seen whether such changes in real time estimates are so great as to make it difficult to incorporate stochastic volatility and still improve the accuracy of point and density forecasts.
This section proceeds first with results for real-time point forecasts, in the form of mean errors and RMSEs. The following subsections presents results for density forecasts: probabilities of forecasts falling within 70 percent confidence intervals, histograms of probability integral transforms (PITs), the tests of Berkowitz (2001) Tables 1 and 2 
Point forecasts

Density forecasts: interval forecasts
In light of central bank interest in uncertainty surrounding forecasts, confidence intervals, and fan charts, interval forecasts -that is, coverage rates -provide a natural starting point for forecast density evaluation. Recent studies such as Giordani and Villani (2008) have used interval forecasts as a measure of forecast accuracy for macroeconomic density forecasts. -while all forecasts considered in this paper are obtained from estimated models.
As Table 3 shows, the BVAR and BVAR-SSP intervals tend to be too wide, with actual outcomes falling inside the intervals much more frequently than the nominal 70 percent rate. Adding stochastic volatility to the BVAR with a steady state prior materially improves the accuracy of interval forecasts. For the 1-quarter ahead forecast horizon, the rolling BVAR-SSPSV coverage rates range from 69.5 to 78.9 percent, compared to the rolling BVAR-SSP's range of 73.7 to 90.5 percent. With the stochastic volatility specifications, for growth, unemployment, and inflation forecasts the p-values for 1-step ahead coverage all exceed 40 percent (90 percent in all but one case). But coverage remains too high in the case of the funds rate, at roughly 80 percent -materially better than in the models without stochastic volatility, but still too high. At the 1-year ahead horizon, the rolling BVAR-SSPSV coverage rates range from 69.6 to 77.2 percent, compared to the rolling BVAR-SSP's range of 78.3 to 83.7 percent.
Density forecasts: PITs
The probability integral transform (PIT) emphasized by Diebold, Tay, and Gunther (1998) provides Forecasts from BVARs with stochastic volatility look to be much closer to being uniformly distributed. For the recursive and rolling BVAR-SSPSV forecasts, the PITs are quite a bit flatter than for the models without stochastic volatility; the BVAR-SSPSV PITs are much less prone to crossing the 95 percent bands. The BVAR-SSPSV PITs exceed the threshold at most once each for unemployment and the funds rate, and never for GDP growth and inflation.
Density forecasts: normal transforms of PITs
Normal transforms of the PITs can also provide useful indicators of the accuracy of density forecasts. The normalized forecast error is defined as Φ −1 (z t+1 ), where z t+1 denotes the PIT of a one-step ahead forecast error and Φ −1 is the inverse of the standard normal distribution function. As developed in Berkowitz (2001) , the normalized forecast error should be an independent standard normal random variable, because the PIT series should be an independent uniform(0,1) random variable. Berkowitz develops tests based on the normality of the normalized errors that have better power than tests based on the uniformity of the PITs. These tests have been used in recent studies such as Clements (2004) for forecasts of GDP inflation, which are clearly more variable. In some cases, results seem to look a bit better -at least in the sense of having a larger variance -under the rolling estimation scheme than the recursive, but qualitatively similar.
The normalized forecast errors from BVARs with stochastic volatility look much better -with larger variances and means closer to zero. In the case of GDP growth, variability of normalized errors is clearly greater for the BVAR-SSPSV specifications than the BVAR-SSP or BVAR models, and the mean also looks to be closer to zero. 18 However, even with stochastic volatility, there remains an extended period of negative errors in the early 1990s, which implies serial correlation in the errors. The same basic pattern applies to the normalized errors of unemployment forecasts. The results in Figure 9 for inflation forecasts also suggest stochastic volatility improves the behavior of normalized errors, although not as dramatically as with GDP growth and unemployment. Finally, in the case of funds rate forecasts, allowing stochastic volatility also significantly increases the variance of the normalized errors, but seems to leave strong serial correlation.
To more formally document what the plots suggest, Table 4 
Density forecasts: log predictive density scores
The overall accuracy of the density forecasts can most broadly measured with log predictive density scores, used in such recent studies as Adolfson, Linde, and Villani (2005) and Geweke and Amisano (2008) . For computational tractability, I compute the log predictive density score based on the Gaussian (quadratic) formula given in Adolfson, Linde, and Villani (2005) , under which a lower score implies a better model. In addition to reporting average log scores for the full vector of variables, I report scores for each individual variable.
To help provide a rough gauge of the significance of score differences, I rely on the methodology developed in Amisano and Giacomini (2007) , and report p-values for selected differences in mean scores, under the null of a zero mean. The variance of the mean is computed with a Newey-West HAC estimator, using a bandwidth of 2 for 1-quarter ahead forecasts and 1.5*horizon for other forecasts. Because the theoretical basis for the test provided by Amisano and Giacomini requires forecasts estimated with rolling samples of data (but does take account of the effects of uncertainty associated with the estimation of model parameters), I only apply the test to pairs of forecasts from models estimated with the rolling scheme: BVAR against BVAR-SSP, BVAR against BVAR-SSPSV, and BVAR-SSP against BVAR-SSPSV.
The average log predictive density scores reported in Table 5 show that a rolling estimation scheme almost always yields better (lower) log scores than does a recursive estimation scheme, although sometimes by small amounts. For example, in the case of the multivariate scores for the BVAR-SSP model given in the top panel, the rolling scheme yields log scores of 8.536 at the 1 quarter horizon and 10.397 at the 1 year horizon, while the recursive scheme yields corresponding log scores of 8.780 and 10.759. In addition, using gap forms for most variables and a steady state prior usually improves log scores: given the estimation scheme (recursive or rolling), log scores are typically lower for the BVAR-SSP model than the BVAR. Continuing with the same example, the rolling BVAR has log scores of 8.600
at the 1 quarter horizon and 10.767 at the 1 year horizon (compared to the BVAR-SSP's scores of 8.536 and 10.397, respectively).
Allowing stochastic volatility offers improvements in log scores that seem especially The p-values of the differences in average log scores reported in Table 6 indicate that the improvements in density forecasts associated with stochastic volatility are statistically meaningful at short horizons, although mixed at longer horizons. In comparing the (rolling in all cases) BVAR-SSP against the BVAR-SSPSV, the differences in average log scores are:
1.185, with a p-value of 0.000 (1Q); 0.809, with a p-value of 0.022 (2Q); 0.368, with a p-value of 0.380 (1Y); and 0.667, with a p-value of 0.100 (2Y). For the most part, the same pattern applies to each variable, except in the case of inflation forecasts, for which the differences in log scores are larger at longer horizons than shorter horizons. On the basis of this evidence, it seems reasonable to conclude that modeling stochastic volatility significantly improves the accuracy of density forecasts, although more convincingly at shorter horizons than longer horizons.
Fan chart illustration
As noted at the outset, central banks such as the Bank of Canada, Bank of England, Norges
Bank, South African Reserve Bank, and Sveriges Riksbank routinely publish fan charts that provide entire forecast distributions for inflation and, in some nations, a measure of output or the policy interest rate. Recent studies such as Cogley, Morozov, and Sargent (2005) and Beechey and Osterholm (2008) have provided fan charts (for the U.K. and Australia, respectively) generated from Bayesian VARs.
To further illustrate the practical consequences of time variation in conditional volatilities, Figure 11 (2008, 2010) , the model also includes some variables in gap, or deviation from trend, form:
19 These fan charts based on percentiles represent equal-tail credible sets.
unemployment less an exponential trend, inflation less the Blue Chip long-run inflation expectation, and the federal funds rate less the Blue Chip long-run inflation expectation.
The evidence presented in the paper shows that adding stochastic volatility to the BVAR with most variables in gap form and a steady state prior materially improves the real-time accuracy of point and density forecasts. The density evidence includes interval forecasts (coverage rates), histograms of probability integral transforms, time series plots and various tests applied to normal transforms of the probability integral transforms, and log predictive density scores. In the absence of stochastic volatility, models estimated with rolling samples of data are more accurate in density forecasting than models estimated recursively. But modeling stochastic volatility yields larger gains in forecast accuracy.
Data appendix
This appendix provides additional detail on the construction of the long-run inflation expectations series used in the VAR estimation and forecasting. Notes:
1. The entries in the first panels are mean forecast errors (actuals less forecasts), for variables defined in annualized percentage points. 2. The forecast errors are calculated using the second-available (real-time) estimates of growth and inflation as the actual data, and currently available measures of unemployment and the federal funds rate as actuals. 3. In each quarter t from 1985:Q1 through 2008:Q3, vintage t data (which generally end in t − 1) are used to form forecasts for periods t (h = 1Q), t + 1 (h = 2Q), t + 3 (h = 1Y ), and t + 7 (h = 2Y ). The forecasts of GDP growth and inflation for the h = 1Y and h = 2Y horizons correspond to annual percent changes: average growth and average inflation from t through t + 3 and t + 4 through t + 7, respectively. 3. The first column reports the estimated variance of the normalized error, along with a p-value for a test of the null hypothesis of a variance equal to 1 (computed by a linear regression of the squared error on a constant, using a Newey-West variance). The second column reports the mean of the normalized error, along with a p-value for a test of the null of a mean of zero (using a Newey-West variance). The third column reports the AR(1) coefficient and its p-value, obtained by estimating a linear model with an intercept. The final column reports the p-value of Berkowitz's (2001) likelihood ratio test for the joint null of a zero mean, unity variance, and no (AR(1)) serial correlation. 
