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Abstract : L’une des activite´s les plus importantes en biologie est l’analyse des
donne´es d’expression de ge`nes. Les biologistes espe`rent ainsi mieux compren-
dre les fonctions des ge`nes et leurs interactions. Nous e´tudions dans cet arti-
cle une technique permettant d’aider a` l’analyse de ces donne´es d’expression :
l’extraction de concepts sous contraintes. Pour cela, nous proposons d’extraire
des ferme´s sous contraintes dans les donne´es “transpose´es” en utilisant des algo-
rithmes classiques. Ceci nous ame`ne a e´tudier la “transposition” des contraintes
dans les donne´es transpose´es de manie`re a` pouvoir les utiliser dans ces algo-
rithmes.
Mots-cle´s : Extraction de connaissances, Data-mining, Concepts Formels, Item-
sets Ferme´s, Contraintes.
1 Motivations
Maintenant que le de´codage du ge´nome est termine´ pour de nombreuses espe`ces ani-
males et ve´ge´tales, il reste encore un formidable de´fi pour la biologie moderne : com-
prendre la fonction de tous ces ge`nes et la manie`re dont ils interagissent entre-eux. Pour
cela, les biologistes me`nent des expe´riences de mesure de l’expression de ge`nes. Celles-
ci ont pour but de leur fournir des donne´es leur permettant de faire des hypothe`ses sur
ces fonctions et ces interactions.
Les donne´es d’expression de ge`nes se pre´sentent typiquement sous la forme d’une
matrice binaire. Chaque colonne repre´sente un ge`ne et chaque ligne donne les re´sultats
d’une expe´rience de mesure du niveau d’expression des ge`nes. Chacune de ces expe´riences
consiste a` de´terminer, pour une cellule donne´e issue d’une situation biologique donne´e
(par exemple un organe spe´cifique, une culture cellulaire), quels sont les ge`nes qui sont
⋆Ce travail a e´te´ partiellement finance´ par l’ACI masse de donne´es (MD 46, Bingo)
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sur-exprime´s, c’est-a`-dire ceux qui ont une activite´ biologique importante au moment
de la mesure. Dans la matrice, les ge`nes qui sont sur-exprime´s1 dans une situation bi-
ologique sont code´s par un 1. Ceux qui ne le sont pas sont code´s par un 0. La table 1
donne un exemple d’une telle matrice.
Ge`ne 1 Ge`ne 2 Ge`ne 3 Ge`ne 4
cellule 1 1 1 1 0
cellule 2 1 1 1 0
cellule 3 0 1 1 1
Table 1: Exemple de matrice d’expression de ge`nes
Dans cet article, nous e´tudions une technique de fouille de donne´es permettant d’aider
le biologiste a` faire des hypothe`ses sur les fonctions des ge`nes et la manie`re dont ils in-
teragissent. Pour cela, les techniques d’extraction de motifs semblent particulie`rement
adapte´es. Il existe cependant de nombreux types de motifs : les itemsets, les itemsets
ferme´s ou libres, les re`gles d’association ou encore les concepts formels. Nous avons
choisi ici d’e´tudier l’extraction des concepts.
Dans ce cadre, un concept formel est une paire (G,E) ou` G est un ensemble de
ge`nes (i.e., un ensemble de colonnes de la matrice) appele´ intension du concept et E
un ensemble d’expe´riences (i.e., un ensemble de lignes) appele´ extension du concept.
Ces ensembles sont tels que si g ∈ G et e ∈ E, alors le ge`ne g est sur-exprime´ dans
l’expe´rience e (il y a un 1 dans la ligne e colonne g). De plus, les deux ensembles G
et E sont maximaux, i.e., ils ne peuvent pas grossir sans perdre la proprie´te´ pre´ce´dente
(une de´finition plus formelle des concepts est donne´e dans la section 2). Autrement dit,
un concept est une sous-matrice maximale ne contenant que des 1. Dans notre matrice
exemple, ({Ge`ne 1, Ge`ne 2, Ge`ne 3}, {cel 1, cel 2 }) est un concept.
Du point de vue du biologiste, les concepts sont tre`s inte´ressants. En effet, un concept
(G,E) regroupe des ge`nes qui sont sur-exprime´s dans les meˆmes expe´riences. Si la
fonction de certains de ces ge`nes est connue, cela peut permettre de faire des hypothe`ses
sur la fonction de ceux qui sont inconnus. De plus, si les expe´riences apparaissant
dans l’extension E partagent des proprie´te´s communes (par exemple, elles concernent
toutes des cellules du foie ou des cellules cance´reuses), cela permet encore une fois
de faire des hypothe`ses sur les ge`nes. Le fait que les concepts associent a` la fois des
ge`nes et des expe´riences est donc un avantage par rapport a` d’autres motifs comme les
itemsets ou les re`gles d’association qui ne portent que sur les ge`nes. De plus, un ge`ne
(ou une expe´rience) peut apparaıˆtre dans plusieurs concepts (par opposition a` ce qui
se passe dans le cas du clustering). Si le biologiste s’inte´resse a` un ge`ne particulier, il
peut donc e´tudier quels sont les ge`nes lie´s a` celui-ci (i.e., apparaissant dans les meˆmes
concepts) suivant les situations biologiques. Cela est tre`s important car il s’ave`re en
effet qu’un ge`ne peut intervenir dans plusieurs fonctions biologiques diffe´rentes. Enfin,
les concepts sont beaucoup moins nombreux que les itemsets tout en repre´sentant la
meˆme information : ils sont donc plus simples a` exploiter.
Pour simplifier encore l’exploitation de ces concepts par le biologiste, l’utilisation de
1dont l’activite´ biologique de´passe un seuil fixe´ par le biologiste
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contraintes semble pertinente : le biologiste peut indiquer une contrainte qui doit eˆtre
satisfaite par tous les concepts extraits. Par exemple, il peut imposer qu’un ge`ne partic-
ulier (ou ensemble de ge`nes) apparaisse (ou pas) dans les concepts extraits. Il peut aussi
se restreindre aux concepts impliquant des expe´riences sur des cellules cance´reuses ou
contenant au moins 5 ge`nes. L’utilisation des contraintes permet finalement au biolo-
giste de mieux cibler sa recherche.
1.1 Notre contribution
Nous proposons dans cet article d’e´tudier l’extraction de concepts sous contraintes dans
des donne´es d’expression de ge`nes. Cette extraction pose deux proble`mes principaux :
1. utilisation des contraintes : nous laissons la possibilite´ a` l’utilisateur de spe´cifier
une contrainte portant a` la fois sur l’intension et l’extension du concept. Ces con-
traintes sont utiles pour l’utilisateur pour pre´ciser sa recherche mais elles sont
aussi parfois indispensables pour rendre l’extraction faisable. En effet, il est
ge´ne´ralement impossible d’extraire tous les concepts. Il faut donc dans ce cas
utiliser les contraintes pendant l’extraction (et non pas seulement dans une phase
de filtrage des concepts apre`s l’extraction) pour diminuer la complexite´ celle-ci.
2. taille des donne´es : la complexite´ des algorithmes d’extraction est ge´ne´ralement
line´aire par rapport au nombre de lignes et exponentielle par rapport au nom-
bre de colonnes. Or dans le cas des donne´es d’expression de ge`nes, le nombre
de colonnes est souvent tre`s important : l’utilisation de techniques comme les
puces a` ADN permet d’obtenir l’expression de milliers de ge`nes en une seule
expe´rience. D’un autre cote´, le nombre d’expe´riences est souvent re´duit du fait
du temps ne´cessaire a` leur mise en place et de leur couˆt. Ceci ame`ne a` des matri-
ces comportant beaucoup de colonnes (jusqu’a` plusieurs milliers) et relativement
peu de lignes (quelques dizaines ou centaines) ce qui est plutoˆt atypique dans
le domaine du data-mining. Les algorithmes classiques ne sont donc pas bien
adapte´s a` ce type de donne´es.
L’extraction de motifs sous contrainte est un the`me de recherche qui a e´te´ tre`s e´tudie´
ces dernie`res anne´es (Srikant et al., 1997; Ng et al., 1998; Garofalakis et al., 1999;
Boulicaut & Jeudy, 2000; Pei & Han, 2000; Zaki, 2000; Boulicaut & Jeudy, 2001;
Bucila et al., 2003; Albert-Lorincz & Boulicaut, 2003; Bonchi et al., 2003; Bonchi &
Lucchese, 2004)... De nombreux algorithmes ont e´te´ propose´s et tentent d’utiliser ef-
ficacement les contraintes pour diminuer les temps d’extraction en e´laguant le plus toˆt
possible l’espace de recherche. L’extraction de concepts est fortement lie´e a` l’extraction
d’itemsets libres ou ferme´s dont l’e´tude a e´galement donne´ lieu a` de nombreux travaux (Pasquier
et al., 1999; Boulicaut et al., 2000; Pei et al., 2000; Zaki & Hsiao, 2002; Boulicaut
et al., 2003)...
Cependant, ces travaux ne font pas d’extraction de concepts sous contrainte et ne
sont pas adapte´s a` des donne´es ayant plus de colonnes que de lignes. En ce qui
concerne l’extraction de concepts sous contraintes, une proposition re´cente a` e´te´ faite
dans (Besson et al., 2004). Cependant, l’algorithme propose´, D-Miner, ne permet que
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de traiter un type particulier de contraintes, les contraintes monotones. Nous verrons
dans la section 4 comment l’e´tude que nous proposons ici va nous permettre de traiter
aussi les contraintes anti-monotones avec cet algorithme.
En ce qui concerne le second proble`me, plusieurs propositions ont e´te´ faites re´cemment
pour le re´soudre : l’algorithme CARPENTER (Pan et al., 2003) est conc¸u pour ex-
traire les ferme´s fre´quents dans une base de donne´es avec plus de colonnes que de
lignes. Dans (Rioult et al., 2003; Rioult & Cre´milleux, 2003), les auteurs utilisent
des algorithmes classiques mais au lieu de faire l’extraction dans les donne´es origi-
nales, ils travaillent sur la matrice transpose´e. Dans ce cas, la matrice transpose´e com-
porte beaucoup de lignes et peu de colonnes, ce qui permet d’utiliser les techniques
habituelles efficacement. Cependant, ces travaux ne traitent que du cas de la contrainte
de fre´quence ou de contraintes simples sur les itemsets. Le cas ge´ne´ral ou` la contrainte
est une formule boole´enne construite a` partir de contraintes simples, portant a` la fois
sur l’intension et l’extension, n’est pas aborde´.
Notre proposition est donc d’utiliser des algorithmes classiques (e´ventuellement le´ge`rement
modifie´s) dans la matrice transpose´e, afin de travailler sur des donne´es au format plus
classique (peu de colonnes, beaucoup de lignes). Pour pouvoir traiter des contraintes
complexes portant sur les concepts, nous allons pre´senter ici une e´tude the´orique sur les
contraintes et sur la manie`re de les “transposer” (en fait, il s’agira plutoˆt d’une projec-
tion) de fac¸on a` pouvoir les utiliser dans la matrice transpose´e.
Cet article est organise´ de la manie`re suivante : dans la section 2, nous rappelons
quelques de´finitions a` propos de l’extraction d’itemsets et de la correspondance de Ga-
lois. Nous pre´sentons ensuite formellement le proble`me que nous cherchons a` re´soudre.
Dans la section 3, nous pre´sentons la projection des contraintes simples et compose´es.
Ensuite, la section 4 montre comment utiliser la projection de contraintes et l’extraction
dans la matrice transpose´e pour re´soudre notre proble`me. Finalement, nous concluons
dans la section 5.
2 De´finitions
Pour e´viter les confusions entre les lignes (ou colonnes) de la base de donne´es originale
et les lignes (ou colonnes) de base de donne´es “transpose´e”, nous de´finissons une base
de donne´es comme une relation entre deux ensembles : un ensemble d’attributs et un
ensemble d’objets. L’ensemble des attributs (ou items) est note´ A et correspond, dans
notre application biologique, a` l’ensemble des ge`nes. L’ensemble des objets est note´O
et repre´sente les situations biologiques. L’espace des attributs, 2A, est la collection des
sous-ensembles de A, appele´s itemsets et l’espace des objets, 2O, est la collection des
sous-ensembles de O. Lorsqu’on conside`re l’ordre de´fini par l’inclusion ensembliste,
chacun des espaces 2A et 2O est naturellement muni d’une structure de treillis.
Une base de donne´es est une relation binaire deA×O et peut eˆtre repre´sente´e par une
matrice boole´enne dont les colonnes sont les attributs et les lignes sont les objets. Cette
matrice constitue la repre´sentation originale de la base. Au cours de cet article, nous
conside´rerons que la base de donne´es a plus d’attributs que d’objets et nous utiliserons
e´galement la repre´sentation transpose´e des donne´es, ou` les attributs de la base sont
porte´s sur les lignes et les objets sur les colonnes (cf. Table 2).
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a1 a2 a3 a4
o1 1 1 1 0
o2 1 1 1 0
o3 0 1 1 1
o1 o2 o3
a1 1 1 0
a2 1 1 1
a3 1 1 1
a4 0 0 1
Table 2: Repre´sentation originale et transpose´e de la base de donne´es pre´sente´e ta-
ble 1. Les attributs sont A = {a1, a2, a3, a4} et les objets sont O = {o1, o2, o3}.
Nous utilisons une notation sous forme de chaıˆne pour les ensembles, par exemple
a1a3a4 de´signe l’ensemble d’attributs {a1, a3, a4} et o2o3 de´signe l’ensemble d’objets
{o2, o3}. Cette base de donne´es sera utilise´e dans tous les exemples.
2.1 Correspondance de Galois
L’ide´e principale qui fonde notre travail est d’utiliser la correspondance forte entre
les treillis des 2A et 2O, appele´e correspondance de Galois. Cette correspondance
a e´te´ utilise´e la premie`re fois en fouille de donne´es quand des algorithmes d’extraction
des itemsets ferme´s fre´quents ont e´te´ propose´s (Pasquier et al., 1999) et elle est aussi
utilise´e dans de nombreux travaux en apprentissage conceptuel (Wille, 1992; Nguifo &
Njiwoua, 2000).
´Etant donne´e une base de donne´es bd, les ope´rateurs f et g de Galois sont de´finis par :
• f , appele´ intension, est une fonction de 2O vers 2A de´finie par
f(O) = {a ∈ A | ∀o ∈ O, (a, o) ∈ bd} ,
• g, appele´ extension, est une fonction de 2A vers 2O de´finie par
g(A) = {o ∈ O | ∀a ∈ A, (a, o) ∈ bd} .
Pour un ensemble A, g(A) est aussi appele´ l’ensemble support de A dans bd. C’est
l’ensemble des objets qui sont en relation avec tous les attributs de A. La fre´quence de
A dans bd, note´e Freq(A, bd) (ou plus simplement Freq(A)), est de´finie par Freq(A) =
|g(A)|.
Ces deux fonctions cre´ent un lien entre l’espace des attributs et l’espace des objets.
Pourtant, comme les deux espaces n’ont a priori pas le meˆme cardinal, aucune bijection
n’est possible entre eux. Cela signifie que plusieurs ensembles d’attributs ont la meˆme
image par g dans l’espace des objets et vice-versa. On peut donc de´finir deux relations
d’e´quivalence ra et ro sur 2O et 2A :
• si A et B sont deux ensembles d’attributs, AraB si g(A) = g(B),
• si O et P sont deux ensembles d’objets, O ro P si f(O) = f(P ).
Dans chaque classe d’e´quivalence, il y a un e´le´ment particulier : le plus grand e´le´ment
















Figure 1: Les classes d’e´quivalence pour ra dans le treillis des attributs (a) et pour ro
dans celui des objets (b). Les ensembles ferme´s sont en gras. Les fle`ches repre´sentent
les ope´rateurs f et g entre les classes de a1a2a3 et o1o2. Les fle`ches en pointille´s
repre´sentent les ope´rateurs de cloˆture h et h′.
pour ra ou ensemble d’objets ferme´ pour ro . Les ope´rateurs f et g de Galois four-
nissent, par composition, deux ope´rateurs de fermeture note´s h = f ◦ g et h′ = g ◦ f .
Les ensembles ferme´s sont les points fixes des ope´rateurs de fermeture et la fermeture
d’un ensemble est l’ensemble ferme´ de sa classe d’e´quivalence. Dans la suite, nous
e´voquerons indiffe´remment h ou h′ avec la notation cl.
Une paire (A,O) constitue´e d’un ensemble d’attributs ferme´ A et de l’ensemble
d’objets ferme´ correspondant O est appele´e un concept formel. L’ensemble des con-
cepts de la base de donne´es bd est note´ :
Concepts(bd) = {(A,O) | f(O) = A ∧ g(A) = O} .
Exemple 1
Dans la figure 1, les ensembles d’objets ferme´s sont ∅, o3, o1o2, et o1o2o3. Les en-
sembles d’attributs ferme´s sont a2a3, a2a3a4, a1a2a3 et a1a2a3a4. Comme g(o1o2) =
a1a2a3 et f(a1a2a3) = o1o2, (a1a2a3, o1o2) est un concept. Les autres concepts sont
(a2a3, o1o2o3), (a2a3a4, o3), (a1a2a3a4, ∅).
Proprie´te´ 1
A et B sont des ensembles d’attributs, O et P des ensembles d’objets et E un ensemble
d’attributs ou d’objets.
• f sont g sont de´croissantes par rapport a` l’inclusion : si A ⊆ B alors g(B) ⊆
g(A) et si O ⊆ P , f(P ) ⊆ f(O) ;
• f ◦ g ◦ f = f ;
• E est ferme´ si et seulement si cl(E) = E et sinon E ⊆ cl(E) ;
• (A,O) est un concept si et seulement si O est ferme´ et A = f(O)
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2.2 Contraintes
Afin de permettre au biologiste de focaliser son e´tude sur les concepts qui l’inte´ressent
re´ellement, nous lui laissons la possibilite´ de de´finir une contrainte qui devra eˆtre satis-
faite par tous les concepts extraits.
Si on noteB l’ensemble des bases de donne´es boole´ennes (i.e., des matrices boole´ennes),
on appelle contrainte sur les concepts une fonction boole´enne C de 2A × 2O × B.
Outre le fait qu’une contrainte permet de mieux cibler les ensembles extraits, leur
utilisation, lorsqu’elles sont efficacement inte´gre´es a` l’algorithme d’extraction, per-
met e´galement de re´duire conside´rablement le temps de calcul. C’est ce qui explique
l’inte´reˆt croissant ces dernie`res anne´es pour l’e´tude des algorithmes d’extraction sous
contraintes. Cependant, les contraintes utilise´es dans ces algorithmes ne portent ge´ne´ralement
que sur les itemsets (et pas simultane´ment sur les itemsets et les ensembles d’objets).
Mais, dans la section suivante, nous verrons comment projeter une contrainte sur les
concepts pour obtenir une contrainte ne portant plus que sur les objets, et ainsi pou-
voir utiliser des techniques classiques d’extraction sous contraintes (sauf que nous les
utiliserons dans les donne´es transpose´es).
Parmi les contraintes portant sur les itemsets, la plus utilise´e est sans doute la con-
trainte de fre´quence minimale Cγ-freq. Cette contrainte est satisfaite par les itemsets
dont la fre´quence est supe´rieure a` un seuil gamma fixe´ par l’utilisateur : Cγ-freq(X) =
(Freq(X) > γ). On peut e´galement eˆtre inte´resse´ par sa ne´gation : c’est-a`-dire
chercher des itemsets suffisamment rares et donc utiliser une contrainte de fre´quence
maximale. Il existe e´galement de nombreuses contraintes syntaxiques. Une contrainte
est syntaxique lorsqu’elle ne de´pend pas de la matrice des donne´es bd. Par exemple, la
contrainte2 C(A) = a1 ∈ A est syntaxique, alors que la contrainte de fre´quence ne l’est
pas (en effet, la fre´quence d’un itemset de´pend des donne´es).
Parmi les contraintes syntaxiques, les contraintes de “sur-ensemble” et de “sous-
ensemble” permettent par combinaison (conjonction, disjonction, ne´gation) de constru-
ire les autres contraintes syntaxiques (cf. table 3). ´Etant donne´ un ensemble constant
E, la contrainte de sous-ensemble C⊆E est de´finie par : C⊆E(X) = (X ⊆ E). La
contrainte de sur-ensemble C⊇E est de´finie par : C⊇E(X) = (X ⊇ E). Remarquons
que comme nous allons ensuite utiliser des contraintes sur les itemsets et les ensembles
d’objets, les ensembles X et E peuvent soit eˆtre tous les deux des itemsets soit tous les
deux des ensembles d’objets.
Lorsqu’une valeur nume´rique a.v est associe´e a` chaque attribut a (par exemple un
couˆt), on peut de´finir d’autres contraintes syntaxiques du type (Ng et al., 1998) MAX(X) θ α
(ou` θ ∈ {<,>,≤,≥}) pour diffe´rents ope´rateurs d’agre´gation tels que MAX, MIN,
SOM (la somme), MOY (la moyenne). Parmi ces contraintes, celles qui utilisent les
ope´rateurs MIN et MAX peuvent eˆtre re´crites simplement en utilisant les contraintes
C⊇E et C⊆E en utilisant l’ensemble supα = {a ∈ A | a.v > α} comme indique´ dans
la table 3.
Le fait de re´crire toutes ces contraintes syntaxiques en utilisant uniquement les con-
traintes C⊆E et C⊇E nous permettra de limiter le nombre de contraintes a` e´tudier dans
la section 3 sur la projection des contraintes.
2On notera C(A) au lieu de C(A, O, bd) lorsque l’expression de la contrainte C n’utilise pas O et bd.
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X 6⊆ E ≡ ¬C⊆E(X) X ∩E = ∅ ≡ X ⊆ E
X 6⊇ E ≡ ¬C⊇E(X) X ∩E 6= ∅ ≡ ¬(X ⊆ E)
MIN(X) > α ≡ X ⊆ supα MAX(X) > α ≡ X ∩ supα 6= ∅
MIN(X) ≤ α ≡ X 6⊆ supα MAX(X) ≤ α ≡ X ∩ supα = ∅




Table 3: Exemples de contraintes obtenues par combinaison des contraintes de sur-
ensemble et de sous-ensemble. E = {e1, e2, ..., en} est un ensemble constant et X un
ensemble variable. Le comple´mentaire de E dans A ou dans O est note´ E.
Finalement, toutes ces contraintes peuvent eˆtre combine´es pour construire une con-
trainte sur les concepts, par exemple C(A,O) = (a1a2 ⊆ A ∧ (O ∩ o4o5 = ∅)).
Pour pouvoir utiliser efficacement les contraintes dans les algorithmes d’extraction,
il est ne´cessaire d’e´tudier leurs proprie´te´s. Ainsi, deux types de contraintes importantes
ont e´te´ mises en e´vidence : les contraintes monotones et les contraintes anti-monotones.
Une contrainte C est anti-monotone si ∀A,B (A ⊆ B ∧ C(B)) =⇒ C(A). C est
monotone si ∀A,B (A ⊆ B ∧ C(A)) =⇒ C(B). Dans les deux de´finitions, A et
B peuvent eˆtre des ensembles d’attributs ou d’objets. La contrainte de fre´quence est
anti-monotone. L’anti-monotonicite´ est une proprie´te´ importante, parce que les algo-
rithmes d’extraction par niveaux l’utilisent la plupart du temps pour e´laguer l’espace de
recherche. En effet, quand un ensemble ne satisfait pas la contrainte, ses spe´cialisations
non plus et elles peuvent donc eˆtre e´lague´es (Agrawal et al., 1996).
Les compositions e´le´mentaires de telles contraintes ont les meˆmes proprie´te´s : la
conjonction ou la disjonction de deux contraintes anti-monotones (resp. monotones)
est anti-monotone (resp. monotone). La ne´gation d’une contrainte anti-monotone est
monotone, et vice-versa.
2.3 De´finition du proble`me
Nous de´finissons la taˆche d’extraction de concepts sous contraintes de la manie`re suiv-
ante : e´tant donne´s une base de donne´es bd et une contrainte C sur les concepts,
nous voulons extraire l’ensemble des concepts qui satisfont C, c’est-a`-dire la collec-
tion {(A,O) ∈ Concepts(bd) | C(A,O, bd)}.
3 Projections de contraintes
Pour extraire les concepts sous contraintes, nous proposons d’utiliser des techniques
classiques d’extraction de ferme´s sous contraintes dans la matrice transpose´e. Cepen-
dant, dans ces algorithmes, les contraintes possibles portent uniquement sur les item-
sets. Donc, s’ils sont utilise´s dans la matrice transpose´e, les contraintes porteront sur
les ensembles d’objets.
Extraction de concepts sous contraintes
Pour permettre leur utilisation, nous allons donc e´tudier dans cette section un me´canisme
de “projection” de contrainte : e´tant donne´ une contrainte C portant sur les concepts
(c’est-a`-dire a` la fois sur l’intension et l’extension), nous voulons calculer une con-
trainte p(C) portant uniquement sur les ensembles d’objets et telle que la collection des
ensembles ferme´s d’objets satisfaisant cette contrainte soit exactement la collection des
extensions des concepts satisfaisant C. De cette manie`re, La collection des concepts sat-
isfaisant C est exactement la collection des (f(O), O) tels que O est ferme´ et satisfait
la contrainte projete´e p(C) :
{(A,O) ∈ Concepts(bd) | C(A,O, bd)} =
{(f(O), O) ∈ A×O | p(C)(O, bd) ∧O ∈ Ferme´s(bd)} .
Ainsi, pour re´soudre notre proble`me, il suffira d’extraire les ensembles ferme´s d’objets
O satisfaisant p(C) et de ge´ne´rer tous les concepts de la forme (f(O), O).
3.1 De´finitions et proprie´te´s
Cela signifie que nous voulons extraire des ensembles ferme´s d’objets O tels que le
concept (f(O), O) satisfasse la contrainte C. Par conse´quent, une de´finition naturelle
de la projection de la contrainte C est :
De´finition 1 (Contrainte projete´e)
´Etant donne´e une contrainte C sur les concepts, nous de´finissons la contrainte projete´e
de C de la fac¸on suivante : p(C)(O, bd) = C(f(O), O, bd).
La proposition suivante assure que l’on obtient bien le re´sultat voulu :
Proposition 1
Soit C une contrainte sur les concepts, bd une base de donne´e et p(C) la projection de la
contrainte C. Alors :
{(A,O) ∈ Concepts(bd) | C(A,O, bd)} =
{(f(O), O) ∈ A×O | p(C)(O, bd) ∧O ∈ Ferme´s(bd)} .
Preuve : (A,O) ∈ Concepts(bd) ∧ C(A,O, bd) ⇔ O ∈ Ferme´s(bd) ∧ A = f(O) ∧
C(A,O, bd) ⇔ O ∈ Ferme´s(bd) ∧ C(f(O), O, bd) ⇔ O ∈ Ferme´s(bd) ∧ p(C)(O, bd).

Exemple 2
Soit la contrainte C(A) = (a4 6∈ A). Sa projection est (par de´finition) : p(C)(O) =
(a4 6∈ f(O)). Dans la matrice de la table 2, les ensembles ferme´s d’objets qui satisfont
p(C) sont o1o2 et o1o2o3. Si on calcule les paires (f(O), O) pour ces deux ensem-
bles d’objets, on trouve : (a1a2a3, o1o2) et (a2a3, o1o2o3) qui sont bien les concepts
satisfaisant C.
Par conse´quent, pour extraire la collection des concepts qui satisfont C, nous pouvons
utiliser des algorithmes classiques d’extraction de ferme´s dans la matrice transpose´e
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avec la contrainte p(C). Cependant, il faut ve´rifier que cette contrainte p(C) est effec-
tivement utilisable dans ces algorithmes.
Nous allons commencer par e´tudier les contraintes complexes, c’est-a`-dire des con-
traintes construites a` partir de contraintes plus simples en utilisant des ope´rateurs boole´ens
comme la conjonction, la disjonction ou la ne´gation.
Proposition 2
Si C et C′ sont deux contraintes sur les concepts, alors :
p(C ∧ C′) = p(C) ∧ p(C′), p(C ∨ C′) = p(C) ∨ p(C′) et p(¬C) = ¬p(C).
Preuve : Pour la conjonction : p(C ∧ C′)(O) = (C ∧ C′)(f(O), O) = C(f(O), O) ∧
C′(f(O), O) = (p(C) ∧ p(C′))(O). La preuve est similaire pour la disjonction et la
ne´gation. 
Cette proposition permet de “pousser” la projection dans les contraintes complexe.
L’e´tape suivante est donc d’e´tudier ce qui se passe au niveau des contraintes e´le´mentaires.
Exemple 3
Si C(A) = (|A| > 4 ∧ Freq(A) > 2) ∨ (A ∩ {a1a4} 6= ∅) alors, d’apre`s cette
proposition, la projection p(C) de C est e´gale a` p(C) = (p(C1) ∧ p(C2)) ∨ p(C3) avec
C1(A) = |A| > 4, C2(A) = Freq(A) > 2 et C3(A) = (A∩{a1a4} 6= ∅). Nous verrons
dans la section suivante comment calculer les projections de C1, C2 et C3.
Ces contraintes e´le´mentaires peuvent porter sur l’intension du concept (ex : C(A,O) =
(a1 ∈ A)) ou sur son extension (ex : C(A,O) = (|O ∩ o1o3o5| ≥ 2). ou enfin sur
les deux (Par exemple, la contrainte d’aire minimale sur les concepts : C(A,O) =
(|A| . |O|) > α). Les contraintes e´le´mentaires qui ne portent que sur l’extension des
concepts ne sont pas modifie´es par la projection, nous allons donc nous focaliser sur les
contraintes portant sur les itemsets.
Les contraintes les plus efficacement prises en compte par les algorithmes d’extraction
sous contrainte sont les contraintes monotones et anti-monotones. Il est donc important
d’e´tudier comment se comporte la projection de contraintes par rapport a` ces proprie´te´s
:
Proposition 3
Soit C une contrainte sur les itemsets :
• si C est anti-monotone alors p(C) est monotone ;
• si C est monotone alors p(C) est anti-monotone.
Preuve : SiO est un ensemble d’objet, p(C)(O) = C(f(O)) par de´finition de la projection.
Or f est de´croissante par rapport a` l’inclusion (cf. prop. 1) d’ou` les proprie´te´s. 
Extraction de concepts sous contraintes
Contrainte C(A) Contrainte projete´e p(C)(O)
Freq(A) θ α |O| θ α
|A| θ α Freq(O) θ α
A ⊆ E si E est ferme´ : g(E) ⊆ O
sinon : O 6⊆ g(f1) ∧ ... ∧O 6⊆ g(fm)
E ⊆ A O ⊆ g(E)
A 6⊆ E si E est ferme´ : g(E) 6⊆ O
sinon : O ⊆ g(f1) ∨ ... ∨O ⊆ g(fm)
E 6⊆ A O 6⊆ g(E)
A ∩ E = ∅ si E est ferme´ : g(E) ⊆ O
sinon : O 6⊆ g(e1) ∧ ... ∧O 6⊆ g(en)
A ∩ E 6= ∅ si E est ferme´ : g(E) 6⊆ O
sinon : O ⊆ g(e1) ∨ ... ∨O ⊆ g(en)
SOM(A) θ α Freqp(O) θ α
MOY(A) θ α Freqp(O)/Freq(O) θ α
MIN(A) > α p(A ⊆ supα)
MIN(A) ≤ α p(A 6⊆ supα)
MAX(A) > α p(A ∩ supα 6= ∅)
MAX(A) ≤ α p(A ∩ supα = ∅)
θ ∈ {<,>,≤,≥}
Table 4: Contraintes projete´es. A est un ensemble variable d’attributs, E =
{e1, e2, ..., en} un ensemble fixe´ d’attributs, E = A \ E = {f1, f2, ..., fm} son
comple´mentaire et O un ensemble d’objets ferme´.
3.2 Projection de contraintes classiques
Dans la section pre´ce´dente, nous avons donne´ la de´finition de la projection de con-
trainte. Cette de´finition fait intervenir f(O). Cela signifie que pour tester la contrainte
projete´e, il est ne´cessaire, pour chaque ensemble d’objets O, de calculer son intension
f(O). Certains algorithmes, tels que CHARM (Zaki & Hsiao, 2002), utilisent une struc-
ture de donne´es particulie`re –la repre´sentation verticale des donne´es– et par conse´quent
calculent pour chaque ensemble O l’ensemble f(O). Cependant, beaucoup d’autres
algorithmes n’utilisent pas cette structure et ne peuvent donc directement utiliser les
contraintes projete´es. C’est pour cette raison que dans cette section nous e´tudions les
contraintes projete´es de contraintes classiques et nous calculons une expression de ces
contraintes ne faisant plus intervenir f(O).
Nous allons d’abord e´tudier la contrainte de fre´quence minimale (qui est la con-
trainte la plus courante) : Cγ-freq(A) = (Freq(A) > γ). Par de´finition, sa contrainte
projete´e est : p(Cγ-freq)(O) = (Freq(f(O)) > γ). Par de´finition de la fre´quence,
Freq(f(O)) = |g(f(O))| = |cl(O)| et si O est un ensemble ferme´ d’objets, cl(O) = O
et par conse´quent p(Cγ-freq)(O) = (|O| > γ). Finalement, la projection de la contrainte
de fre´quence minimale est une contrainte de taille minimale. Si on avait conside´re´ la
contrainte de fre´quence maximale, on aurait e´videment trouve´ comme projection une
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contrainte de taille maximale.
De par la syme´trie du proble`me, il de´coule que la projection de la contrainte de taille
maximale (resp. minimale) est la contrainte de fre´quence : si C(A) = (|A| θ α) alors
p(C)(O) = (|f(O)| θ α). Or |f(O)| est exactement la fre´quence de O si on se place
dans la matrice transpose´e.
Les deux propositions suivantes donnent l’expression de la projection des contraintes
de sur-ensemble et de sous-ensemble :
Proposition 4
Soit E un itemset, alors :
p(C⊇E)(O) ≡ g(E) ⊇ cl(O).
Preuve : p(C⊇E)(O) ⇔ (E ⊆ f(O)) ⇒ (g(E) ⊇ g ◦ f(O)) ⇔ (g(E) ⊇ cl(O)).
Re´ciproquement, (g ◦ f(O) ⊆ g(E)) ⇒ (f ◦ g ◦ f(O) ⊇ f ◦ g(E)) ⇒ (f(O) ⊇
cl(E)) ⇒ f(O) ⊇ E. 
Proposition 5
Soit E un itemset, alors, si E est ferme´ :
p(C⊆E)(O) ≡ g(E) ⊆ cl(O),
si E n’est pas ferme´, on pose E = A \ E = {f1, ..., fm} et :
p(C⊆E)(O) ≡ (cl(O) 6⊆ g(f1) ∧ cl(O) 6⊆ g(f2) ∧ ... ∧ cl(O) 6⊆ g(fm).
Preuve : p(C⊆E)(O) ⇔ C⊆E(f(O)) ⇔ (f(O) ⊆ E) ⇒ (g ◦ f(O) ⊇ g(E)) ⇔
(cl(O) ⊇ g(E)). Re´ciproquement, (si E est ferme´): (g(E) ⊆ g ◦ f(O)) ⇒ (f ◦ g(E) ⊇
f ◦ g ◦ f(O)) ⇒ (cl(E) ⊇ f(O)) ⇒ (E ⊇ f(O)). Si E n’est pas ferme´, on re´crit la
contrainte : (A ⊆ E) = f1 6∈ A ∧ ... ∧ fm 6∈ A et on utilise les propositions 2 et 4. 
La table 4 re´capitule les contraintes projete´es de contraintes classiques. Les con-
traintes de fre´quence et de taille ont e´te´ traite´es plus haut. Les deux proprie´te´s pre´ce´dentes,
avec l’aide de la table 3 et de la proposition 2 nous permettent de calculer la pro-
jection des contraintes syntaxiques, excepte´es les contraintes utilisant les ope´rateurs
d’agre´gation MOY et SOM. Dans cette table, on suppose que l’ensemble d’objets O
est ferme´. Cela n’est pas une restriction importante dans la mesure ou` nous ne nous
inte´ressons qu’a` des algorithmes d’extraction de ferme´s (ces ferme´s serviront a` ge´ne´rer
les concepts).
Examinons maintenant les contraintes utilisant les ope´rateurs d’agre´gation MOY et
SOM. Par de´finition, les contraintes projete´es sont : MOY(f(O)) θ α et SOM(f(O)) θ α.
Il faut donc trouver une expression de MOY(f(O)) et SOM(f(O)) ne faisant plus inter-
venir f . En fait, il suffit d’e´tudier l’ope´rateur SOM car MOY(f(O)) = SOM(f(O))/ |f(O)| =
SOM(f(O))/Freq(O) donc si nous trouvons une expression de SOM(f(O)) dans la
base projete´e, nous obtiendrons aussi une expression pour MOY(f(O)).
L’ensemble f(O) est un ensemble d’attribut, donc dans la matrice transpose´e, c’est un
ensemble de lignes. Les valeurs a.v sur lesquelles la somme est calcule´e sont attache´es
aux attributs a et donc aux lignes de la matrice transpose´e. La valeur SOM(f(O)) est
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donc la somme de ces valeurs v sur toutes les lignes de f(O), c’est-a`-dire les lignes
contenant O. Autrement dit, SOM(f(O)) est une fre´quence ponde´re´e par les valeurs v
(nous notons cette fre´quence ponde´re´e Freqp). Celle-ci peut eˆtre facilement calcule´e
par les algorithmes en plus de la fre´quence “classique” Freq. Il suffit pour cela, lors de
la passe sur les donne´es, d’incre´menter cette fre´quence ponde´re´e de a.v pour chaque
ligne a contenant O.
Ces expressions de la contrainte projete´e sont inte´ressantes car elles n’impliquent plus
le calcul de f(O) pour chaque ensemble devant eˆtre teste´. Les ensembles g(E) or g(ei)
qui apparaissent dans ces contraintes peuvent quant a` eux eˆtre calcule´s une fois pour
toute lors de la premie`re passe sur les donne´es (en effet, l’ensemble E est constant).
Exemple 4
Conside´rons la contrainte C3(A) = (A ∩ {a1a4} 6= ∅) de l’exemple pre´ce´dent. Dans
la table 2, l’itemset a1a4 = a2a3 est ferme´. Par conse´quent, la contrainte projete´e est
p(C3)(O) = (g(a2a3) 6⊆ O). Comme g(a2a3) = o1o2o3, p(C3)(O) = (o1o2o3 6⊆ O).
La projection de la contrainte C(A) = (|A| > 4 ∧ Freq(A) > 2) ∨ (A ∩ {a1a4} 6= ∅)
de l’exemple 3 est donc : p(C)(O) = (Freq(O) > 4 ∧ |O| > 2) ∨ (o1o2o3 6⊆ O).
4 Utilisation de la projection de contraintes
Dans cette section, nous pre´sentons deux strate´gies pour extraire les concepts satis-
faisant une contrainte C et ainsi re´soudre le proble`me pose´ dans la section 2.3.
La premie`re strate´gie utilise les algorithmes classiques d’extraction de ferme´s :
1. Calculer la contrainte projete´e p(C) de C en utilisant la table 4 et la proprie´te´ 2 ;
2. Utiliser un algorithme pour l’extraction de ferme´s sous contraintes dans la ma-
trice transpose´e (comme par exemple, ceux propose´s dans (Bonchi & Lucchese,
2004) ou (Boulicaut & Jeudy, 2001)) avec la contrainte p(C). Il est aussi possible
d’utiliser des algorithmes d’extraction de ferme´s fre´quent tels que CHARM (Zaki
& Hsiao, 2002), CARPENTER (Pan et al., 2003) ou CLOSET (Pei et al., 2000)
en leur rajoutant une e´tape d’e´lagage supple´mentaire pour traiter la contrainte (a`
la manie`re de ce qui est fait dans (Pei & Han, 2000)).
3. Ces algorithmes extraient des ensembles ferme´s. Cela signifie qu’ils vont re-
tourner les ensembles d’objets ferme´s (car nous travaillons dans la matrice trans-
pose´e) qui satisfont la contrainte p(C). Il faut alors pour chacun de ces ferme´s
calculer son intension f(O), d’apre`s la proposition 1, les paires (f(O), O) ainsi
forme´es seront exactement les concepts qui satisfont la contrainte C. Le calcul de
f(O) peut eˆtre fait lors d’une dernie`re passe sur les donne´es ou alors inte´gre´ dans
les algorithmes. En fait, ces algorithmes calculent les intensions lors du calcul de
la fre´quence des ensembles (la fre´quence de O est |f(O)|). Il suffit donc de les
modifier pour qu’ils stockent ces intensions.
Exemple 5
Imaginons que nous voulions extraire les concepts satisfaisant la contrainte C(A) =
(A ∩ {a1a4} 6= ∅) avec cette strate´gie. La projection de C est (cf. exemple 4) :
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p(C)(O) = (o1o2o3 6⊆ O). Les ensembles ferme´s d’objets qui satisfont cette con-
trainte sont T = {∅, o1o2, o3} (calcule´s dans la matrice transpose´e avec un algorithme
d’extraction de ferme´s sous contraintes). Nous pouvons ensuite calculer les concepts
correspondants qui sont : (a1a2a3a4, ∅), (a1a2a3, o1o2) et (a2a3a4, o3).
La seconde strate´gie est base´e sur le nouvel algorithme D-Miner (Besson et al., 2004).
Cet algorithme extrait des concepts sous une contrainte C qui est la conjonction d’une
contrainte monotone sur les attributs et d’une contrainte monotone sur les objets. Il ne
peut cependant pas traiter le cas ou` des contraintes anti-monotones sont utilise´es.
Notre strate´gie consiste alors a` projeter les contraintes anti-monotones de´finies dans
l’espace des attributs sur l’espace des objets et a` projeter les contraintes anti-monotones
de´finies dans l’espace des objets sur l’espace des attributs. En effet, d’apre`s la proposi-
tion 3, la projection transforme une contrainte anti-monotone en une contrainte mono-
tone. Cela permet donc d’utiliser D-Miner avec des contraintes monotones et anti-
monotones. Nous n’avons pre´sente´ que la projection des contraintes de l’espace des
attributs sur l’espace des objets. Cependant, la projection dans l’autre sens est simi-
laire. En fait, il suffit de remplacer la fonction f par la fonction g.
5 Conclusion
L’analyse des donne´es d’expression de ge`nes pose un proble`me spe´cifique pour l’extraction
de motifs : les donne´es contiennent beaucoup plus de colonnes que de lignes, ce qui
rend les algorithmes d’extraction classiques inope´rants. Dans ce cas, extraire les motifs
dans la matrice transpose´e permet de s’affranchir de ce proble`me.
La transposition a de´ja` e´te´ e´tudie´e dans le cas de la contrainte de fre´quence, mais
l’e´tude ge´ne´rale de ce qui se passe dans le cas d’une contrainte complexe restait a` faire.
Cette e´tude nous a permis de proposer des strate´gies pour extraire des concepts sous
contraintes. Ces strate´gies, plutoˆt que de proposer un nouvel algorithme, se fondent sur
l’utilisation d’algorithmes classiques et e´prouve´s d’extraction de ferme´s ou de concepts.
Afin de rendre leur utilisation possible, nous avons de´fini une ope´ration de projection
des contraintes et nous avons e´tudie´ ses proprie´te´s ainsi que les projections de con-
traintes classiques.
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