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AN EXTENSION PROCEDURE
FOR THE CONSTRAINT EQUATIONS
STEFAN CZIMEK
Abstract. Let (g¯, k¯) be a solution to the maximal constraint equations of general rela-
tivity on the unit ball B1 of R
3. We prove that if (g¯, k¯) is sufficiently close to the initial
data for Minkowski space, then there exists an asymptotically flat solution (g, k) on R3
that extends (g¯, k¯). Moreover, (g, k) is bounded by (g¯, k¯) and has the same regularity.
Our proof uses a new method of solving the prescribed divergence equation for a tracefree
symmetric 2-tensor, and a geometric variant of the conformal method to solve the pre-
scribed scalar curvature equation for a metric. Both methods are based on the implicit
function theorem and an expansion of tensors based on spherical harmonics. They are
combined to define an iterative scheme that is shown to converge to a global solution
(g, k) of the maximal constraint equations which extends (g¯, k¯).
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1. Introduction
1.1. The Cauchy problem and the maximal constraint equations. The Einstein
vacuum equations on a Lorentzian 4-manifold (M, g) are given by
Ric(g) = 0,
where Ric denotes the Ricci tensor of g. Initial data for the Cauchy problem is given by
a triple (Σ, g, k), where (Σ, g) is a complete Riemannian 3-manifold and k a symmetric
2-tensor on Σ satisfying the constraint equations on Σ
R(g) = |k|2g − (trgk)2,
divg k = d(trgk).
(1.1)
Here R(g) denotes the scalar curvature of g, d is the exterior derivative and
|k|2g := gijglmkilkjm, trgk := gijkij, (divg k)l := gij∇ikjl,
where ∇ denotes the covariant derivative on (Σ, g) and we use, as in the rest of this paper,
the Einstein summation convention.
Let (M, g) be the solution of the Einstein vacuum equations corresponding to initial data
(Σ, g, k). Then Σ ⊂ (M, g) is a space-like Cauchy hypersurface with induced metric g
and second fundamental form k. See for example [39] for details.
AN EXTENSION PROCEDURE 3
The trivial solution to the Einstein vacuum equations is Minkowski spacetime which
follows in particular from the trivial initial data
(Σ, g, k) = (R3, e, 0),
where e denotes the Euclidean metric.
In this work, we consider initial data that satisfies two further properties.
• The initial data is asymptotically flat, which means
g → e, k → 0
as |x| → ∞ on Σ. For a more precise definition, see Definition 2.20. Such ini-
tial data corresponds to the description of isolated gravitational systems, see for
example [39].
• We assume that Σ is maximal, that is,
trgk = 0.
This assumption is sufficiently general for our purposes, see for example [4].
By the second assumption, the constraint equations (1.1) reduce to themaximal constraint
equations
R(g) = |k|2,
divg k = 0,
trgk = 0.
(1.2)
1.2. The extension problem and the main theorem. The maximal constraint equa-
tions are an under-determined geometric non-linear elliptic system of partial differential
equations. In this paper, we are interested in the following problem.
Extension problem. Given initial data (g¯, k¯) on the unit ball B1 ⊂ R3, does there exist
a regular asymptotically flat initial data set (g, k) on R3 that isometrically contains (g¯, k¯)
and is bounded by it?
This problem has received considerable attention in the literature. It appears for example
• when analysing the space of solutions to the maximal constraint equations, see for
example [6] [35] [32] [22] [34] [31] ,
• when considering the rigidity of the equations, as in the celebrated gluing con-
struction [13] [14], see also [11] [12] [17],
• in the context of Bartnik’s conjecture [7] [8], see for example [21] [27] [33] [2] [3]
• in the proof of the bounded L2 curvature theorem [24], where it is used to reduce
the local existence for the Cauchy problem of general relativity to the small data
case, see for example Section 2.3 in that paper.
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Our main motivation to consider the extension problem is to prove a localised version of
the bounded L2 curvature theorem of [24], see [16].
In this paper, we resolve the extension problem for small data. The next theorem is a
rough version of our main result, see Theorem 3.1 for a precise formulation.
Theorem 1.1 (Main theorem, rough version). Let (g¯, k¯) be a solution on the unit ball
B1 ⊂ R3 of the maximal constraint equations
R(g¯) = |k¯|2g¯,
divg¯ k¯ = 0,
trg¯k¯ = 0.
If (g¯, k¯) is sufficiently close to (e, 0) in a suitable topology, where e denotes the Euclidean
metric, then there exists asymptotically flat (g, k) of the same regularity as (g¯, k¯) such
that
(g, k)|B1 = (g¯, k¯),
and solving the maximal constraint equations on R3,
R(g) = |k|2g,
divg k = 0,
trgk = 0.
Moreover, the norm of (g, k)− (e, 0) is bounded by the norm of (g¯, k¯)− (e, 0).
Comments on the result.
(1) The novelty of our result lies in the following facts.
• Compared to the gluing constructions [13] [14] and [17], it does not need a
gluing region. Indeed, these literature results consider the problem of gluing
together two given solutions within an annulus, and do not study the prob-
lem of extending a given solution (g, k) as solution to the constraints onto a
larger domain. This feature is crucial for localising the bounded L2 curvature
theorem [24], see the forthcoming [16].
• The extension results in [35] [32] [34] [31] lose regularity across the boundary
of the domain by using a parabolic equation to solve the prescribed scalar cur-
vature equation. Our result, on the other hand, uses a geometric perturbation
argument at the Euclidean metric that preserves regularity.
(2) The closeness of (g¯, k¯) to (e, 0) is measured in the topology corresponding to the
space
(g¯, k¯) ∈ H2(B1)×H1(B1),
where H2(B1) denotes a Sobolev space of tensors over B1 corresponding to 2
derivatives in L2. We note that this low regularity setting is in accordance with
the bounded L2 curvature theorem [24]. In view of the scaling of (1.2), we expect
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Theorem 1.1 to hold also under the assumption of closeness of (g¯, k¯) to (e, 0) in
the topology corresponding to Hw(B1)×Hw(B1) for reals w > 3/2.
(3) Theorem 1.1 completes the proof of the reduction step to small data in the proof
of the bounded L2 curvature theorem [24], see Section 2.3 in that paper.
(4) The methods used in the proof of Theorem 1.1 could be relevant to other problems
such as, for example, solving the divergence equation in context of the Maxwell-
Klein-Gordon and Euler equations, see for example [23] [28].
1.3. Strategy of the proof of the main theorem. In this section we sketch the proof
of Theorem 1.1. The idea is to set up an iterative scheme consisting of pairs
(
(gi, ki)
)
i≥1
that extend (g¯, k¯) from B1 to R
3. In general, the (gi, ki) do not solve the maximal con-
straints (1.2) on R3. However, by a fixed point argument, we show that the sequence
converges to a solution (g, k) as i→∞.
More precisely, let (g¯, k¯) be small given initial data on B1, and assume we have already
obtained (gi, ki) for some i ≥ 1. We construct the next pair (gi+1, ki+1) by the following
two steps.
• Step A. Given (gi, ki) on R3, construct gi+1 on R3 such that
gi+1|B1 = g¯,
R(gi+1) = |ki|2gi.
• Step B. Given gi+1 on R3, construct ki+1 on R3 such that
ki+1|B1 = k¯,
divgi+1 ki+1 = 0,
trgi+1ki+1 = 0.
Step A and B rely on Theorems 1.3 and 1.2, respectively, to be introduced now.
Theorem 1.2 (Extension of divergence-free tracefree symmetric 2-tensors, rough ver-
sion). Let g be an asymptotically flat Riemannian metric on R3 and k¯ a symmetric 2-
tensor on B1 solving
divg k¯ = 0,
trgk¯ = 0.
(1.3)
If g and k¯ are sufficiently close to e and 0, respectively, in a suitable topology, then there
exists an asymptotically flat symmetric 2-tensor k on R3 that extends k¯, that is,
k|B1 = k¯
and solves on R3
divg k = 0,
trgk = 0.
(1.4)
6 STEFAN CZIMEK
Moreover, k is bounded by k¯.
Theorem 1.3 (Metric extension theorem, rough version). Let g¯ be a Riemannian metric
on B1 and R a scalar function on R
3 such that
R|B1 = R(g¯),
where R(g¯) denotes the scalar curvature of g¯. If g¯ and R are sufficiently close to e and
0, respectively, then there exists an asymptotically flat Riemannian metric g on R3 such
that
g|B1 = g¯,
and such that its scalar curvature on R3 is given by
R(g) = R.
Moreover, g is bounded in terms of g¯ and R.
Precise versions of the above are stated in Theorems 4.1 and 5.1, respectively. Both
Theorems 1.2 and 1.3 are proved by the Implicit Function Theorem and showing the
surjectivity of a linearisation of the corresponding operators at the Euclidean metric e.
Concerning Theorem 1.2, we show in Section 4.3 that the operator
k 7→ ρ := dive
(
k̂e
)
is surjective. Here, for any symmetric 2-tensor V , we denote its tracefree part with respect
to the Euclidean metric e by
V̂ e := V − 1
3
tre(V )e.
Concerning Theorem 1.3, we show in Section 5.3 that the linearisation of the scalar cur-
vature with respect to a suitable geometric variation is surjective.
The two proofs of surjectivity at the Euclidean metric use, among others, the following
mathematical tools.
(1) In Section 2.2, we decompose tensors with respect to the foliation of R3 by spheres
Sr = {|x| = r}, r > 0.
(2) In Section 2.7, relying on spherical harmonics, we define complete orthonormal
bases of the spaces of L2(Sr)-integrable functions, vectorfields and symmetric
tracefree 2-tensors on Sr. These bases have been studied before in physics lit-
erature, see for example [20] and [30]. We call these bases Hodge-Fourier bases.
Projecting onto these bases allows us to split up the linearised operators into radial
ODEs and elliptic systems on Sr and R
3 \B1.
(3) In order to force the regularity of the extension at the boundary of B1, it is neces-
sary to control the Dirichlet-to-Neumann maps associated to the elliptic systems
on R3 \ B1. This is achieved in particular by exploiting the underdetermined
character of the constraint equations.
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The rest of the paper is organised as follows. In Section 2, we introduce the notation
and weighted Sobolev spaces and bases of functions and tensors. In Section 3 we state a
precise version of Theorem 1.1. In Section 4, we first reduce the proof of Theorem 1.2 to
the surjectivity at the Euclidean space which is then proved in Section 4.3. Similarly, in
Section 5, we first reduce the proof of Theorem 1.3 to the surjectivity at the Euclidean
space which is then proved in Section 5.3. In Section 6, we set up the iterative scheme
and prove Theorem 1.1. In Appendix A, we prove the completeness of the bases of tensors
defined in Section 2. Two lemmas of Section 2 are proved in Appendix B. In Appendix
C we derive elliptic estimates in weighted Sobolev spaces.
1.4. Acknowledgements. This work forms part of my Ph.D. thesis and I am grate-
ful to my Ph.D. advisor Je´re´mie Szeftel for his kind supervision and careful guidance.
Furthermore, I am grateful to the RDM-IdF for financial support.
2. Preliminaries
2.1. Basic notation. In this work, lowercase Latin indices range over a, b, c, d, i, j =
1, 2, 3, uppercase Latin indices over A,B,C,D = 1, 2 and n ∈ N. The index pairs (lm)
take as values integers l ≥ 0, m ∈ {−l, . . . , l}. We apply the Einstein summation conven-
tion. The notation A . B means A ≤ cB where c > 0 is a numerical constant that does
not depend on A or B. In estimates, we generally use Cw > 0 as constant which only
depends on w.
An open subset Ω ⊂ R3 is called a domain if it is connected and its boundary ∂Ω := Ω\
◦
Ω
is smooth. Let χ : R→ [0, 1] be a fixed smooth transition function such that
χ(x) =
{
0 for x ≤ 1/10,
1 for x ≥ 1. (2.1)
We work in a fixed Cartesian coordinate system (x1, x2, x3) of R3. Consequently, given a
n-tensor T , we can equivalently denote it by its coordinate components Ti1...in .
Let e denote the Euclidean metric on R3 with components
eij =
{
1 if i = j,
0 if i 6= j.
8 STEFAN CZIMEK
Let g be a Riemannian metric and V a symmetric 2-tensor. Let the divergence, the
symmetrized curl, the trace and the tracefree part of V with respect to g be
(divg V )j := ∇iVij,
(curlgV )ij :=
1
2
(∈ abi ∇aVbj+ ∈ abj ∇aVbi),
trgV := g
abVab,
V̂ g := V − 1
3
trg(V )g,
where ∇ denotes the covariant derivative and ∈ the volume form of g.
2.2. The radial foliation of R3 by spheres Sr and tensor decomposition. Let
(r, θ1, θ2) ∈ [0,∞)× [0, π)× [0, 2π)
denote the standard polar coordinates on R3. By definition they are related to the Carte-
sian coordinates (x1, x2, x3) by
x1 = r sin θ1 cos θ2,
x2 = r sin θ1 sin θ2,
x3 = r cos θ1.
The coordinate spheres and balls of radius r0 > 0 centered at the origin are respectively
defined as
Sr0 := {x ∈ R3 : r(x) = r0},
Br0 := {x ∈ R3 : r(x) < r0}.
In standard polar coordinates, the Euclidean metric is given by
e = dr2 + r2((dθ1)2 + sin2 θ1(dθ2)2).
Let the induced metric on Sr ⊂ (R3, e) be denoted by
◦
γ := r2((dθ1)2 + sin2 θ1(dθ2)2).
When integrating over (Sr,
◦
γ) we do not write out the standard volume element.
The standard polar frame on R3 \ {x1 = x2 = 0} is defined as{
∂r, e1 :=
1
r
∂θ1 , e2 :=
1
r sin θ1
∂θ2
}
, (2.2)
where ∂r, ∂θ1 , ∂θ2 are the coordinate vectorfields in the coordinate system (r, θ
1, θ2), re-
spectively.
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Every Riemannian metric g on R3 \ {0} can be uniquely written as
g = a2dr2 + γAB
(
βAdr + dθA
) (
βBdr + dθB
)
, (2.3)
where
• a(x) > 0 for all x ∈ R3 \ {0} is the positive lapse function,
• γ is the Riemannian metric induced by g on Sr, r > 0,
• β is the Sr-tangent shift vector.
The a, γ, β are called the polar components of g.
The following lemma is proved by direct calculation.
Lemma 2.1. Let g be a Riemannian metric given on R3 \ {0},
g = a2dr2 + γAB
(
βAdr + dθA
) (
βBdr + dθB
)
.
Then the following holds for any r > 0.
(1) The outward-pointing1 unit normal N to Sr with respect to g is given by
N =
1
a
∂r − 1
a
β.
(2) The second fundamental form2 Θ of Sr with respect to g equals in any coordinates
on Sr, A,B = 1, 2,
ΘAB = − 1
2a
∂r (γAB) +
1
2a
(L/βγ)AB, (2.4)
where L/ denotes the Lie derivative on Sr.
Remark 2.2. The polar components of the Euclidean metric e are
a = 1, β = 0,
γAB =
◦
γAB =

r2 if A = B = 1,
r2 sin2 θ1 if A = B = 2,
0 if A 6= B.
Furthermore, N = ∂r and
tr/ ◦
γ
Θ :=
◦
γ
AB
ΘAB = −2
r
, |Θ|2◦
γ
:=
◦
γ
AC ◦
γ
BD
ΘABΘCD =
2
r2
.
More generally, we now decompose vectorfields and symmetric 2-tensors on R3 \B1 with
respect to the foliation of R3 by spheres Sr. Given a vectorfield X , decompose it into
• the scalar function XN ,
• the Sr-tangent vectorfield X/A = XA,
1That is, pointing into the unbounded connected component of R3 \ Sr.
2Here we use the sign convention that Θ(X,Y ) := −g(X,∇YN).
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where A = 1, 2 denote components in any frame on Sr.
Given a symmetric 2-tensor V , decompose it into
• the scalar function VNN ,
• the Sr-tangent vectorfield (V/N)A := VNA,• the Sr-tangent 2-tensor V/AB := VAB,
where A,B = 1, 2 denote components in any frame on Sr.
Definition 2.3. Let X be a Sr-tangent vectorfield and V a Sr-tangent symmetric 2-
tensor on R3 \ {0}. Define the Sr-tangential vectorfield ∇/NX and symmetric 2-tensor
∇/NV , respectively, by
(∇/NX)a := (ΠTSr ) ca∇NXc,
(∇/NV )ab := (ΠTSr ) ca (ΠTSr ) db ∇NVcd,
where a, b = 1, 2, 3 and
(ΠTSr )
j
i := e
j
i −NiN j
denotes the projection onto TSr.
2.3. Function spaces.
Definition 2.4 (Sobolev spaces). Let Ω ⊂ R3 be a domain and w ≥ 0 integer. Let Hw(Ω)
denote the standard Sobolev space
Hw(Ω) :=
f ∈ L2(Ω) : ∑
|α|≤w
‖∂αf‖L2(Ω) <∞
 .
Here α = (α1, α2, α3) ∈ N3 is a multi-index and
|α| := α1 + α2 + α3, ∂α := ∂α1x1 ∂α2x2 ∂α3x3 .
Definition 2.5. Let Ω ⊂ R3 be a domain and w ≥ 0 an integer. Define Hwloc(Ω) as
Hwloc(Ω) :=
⋂
Ω′⊂⊂Ω
Hw(Ω′),
where Ω′ ⊂⊂ Ω denotes all domains Ω′ such that Ω′ is compact and Ω′ ⊂ Ω.
See for example [1] for properties of the above function spaces. Our analysis of the
constraint equations is set in the following weighted Sobolev spaces.
Definition 2.6 (Weighted Sobolev spaces). Let Ω ⊂ R3 be a domain, w ≥ 0 an integer
and δ ∈ R. Let
Hwδ (Ω) :=
f ∈ Hwloc(Ω) : ∑
|β|≤w
‖(1 + r)−δ−3/2+|β|∂βf‖L2(Ω) < +∞
 .
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Furthermore, define
Hwδ := H
w
δ (R
3).
For w ≥ 0 integer and δ ∈ R, Hwδ (Ω) is a Hilbert space. The next lemma follows from
Lemmas 2.1, 2.4 and 2.5 and Corollary 2.6 in [25], see also [26].
Lemma 2.7. Let δ, δ1, δ2 ∈ R, let w,w1, w2 ≥ 0 be integers and let f be a scalar function
on R3. The following holds.
• If w ≥ 1 and f ∈ Hwδ , then ∂f ∈ Hw−1δ−1 .
• If 0 ≤ w1 ≤ w2 and δ1 ≤ δ2, then Hw1δ1 ⊂ Hw2δ2 .• For w ≥ 2, the space Hwδ continuously embeds intof ∈ L∞loc(R3) : ∑
|β|≤w−2
sup
x∈R3
(1 + r)−δ+|β||∂βf | <∞
 .
• Let F : R → R be a smooth function such that F (0) = 0. Let u ∈ H2δ for some
δ < 0. Then there exists a constant C = C(‖u‖H2δ , F ) > 0 such that
‖F (u)‖H2δ ≤ C‖u‖H2δ .
In sections 4.1 and 5.1, we use Gagliardo-Nirenberg-Moser estimates in weighted Sobolev
spaces; see the next lemma. We refer to [37] for standard product estimates and [9] [6]
[25] [26] for their generalisation to weighted Sobolev spaces.
Lemma 2.8 (Product estimates). Let w ≥ 2 be an integer and δ1, δ2 < 0 be two reals.
Then the following holds.
(1) For all scalar functions u ∈ H1δ1 and v ∈ H1δ2, we have
‖uv‖H0δ1+δ2 .‖u‖H1δ1‖v‖H1δ2 .
(2) For all scalar functions u ∈ Hwδ1 and v ∈ Hw−1δ2 , we have
‖uv‖Hw−1δ1+δ2 .‖u‖Hwδ1‖v‖H1δ2 + ‖u‖H2δ1‖v‖Hw−1δ2 + Cw‖u‖H2δ1‖v‖H1δ2 .
(3) For all scalar functions u ∈ Hwδ1 and v ∈ Hwδ2, we have
‖uv‖Hwδ1+δ2 .‖u‖Hwδ1‖v‖H2δ2 + ‖u‖H2δ1‖v‖Hwδ2 + Cw‖u‖H2δ1‖v‖H2δ2 .
Corollary 2.9. For w ≥ 2, δ < 0, the space Hwδ forms an algebra.
We have the following corollary from Lemmas 2.7 and 2.8.
Corollary 2.10. Let w ≥ 2 be an integer and δ < 0 a real. There exists an ε > 0 such
that for all scalar functions u ∈ Hwδ with
‖u‖H2δ ≤ ε,
it holds that
‖e2u − 1‖Hwδ . ‖u‖Hwδ + Cw‖u‖H2δ .
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Proof. On the one hand, by Lemma 2.7,
‖e2u − 1‖H2δ . ‖u‖H2δ .
On the other hand, for any w ≥ 0,
∂w(e2u − 1) = e2u
(
∂wu+ ∂w−1u∂u + · · ·+ ∂2u(∂u)w−2 + (∂u)w
)
.
Therefore, by product estimates (see [37]), the result follows. 
Definition 2.11. Let Ω ⊂ R3 be a domain, w ≥ 0 an integer and δ ∈ R. Define Hwδ (Ω)
to be the closure of C∞c (Ω) with respect to the norm ‖ · ‖Hwδ (Ω). Further, define
H
w
δ := H
w
δ (R
3 \B1).
The following useful characterisation of H
w
δ is left to the reader, see for example Exercise
3 of Section 4.5 in [37].
Proposition 2.12. Let w ≥ 2 be an integer, δ ∈ R. Let u ∈ Hwδ (R3 \B1). The following
are equivalent.
(1) The trivial extension of u to B1 is regular, that is u ∈ Hwδ , where
u =
{
u(x) if x ∈ R3 \B1,
0 if x ∈ B1.
(2) For l = 0, . . . , w − 1, it holds that in the trace sense,
∂ lru|r=1 = 0.
(3) It holds that u ∈ Hwδ .
In dimension 1, the following Sobolev embedding holds. This is similar to Lemma 2.7 and
its proof is left to the reader.
Lemma 2.13. Let δ ∈ R. Let u : (1,∞)→ R be a scalar function. If
∞∫
1
(1 + r)−2δ−1u2(r)dr,
∞∫
1
(1 + r)−2δ+1 (∂ru)
2 (r)dr,
∞∫
1
(1 + r)−2δ+3
(
∂2ru
)2
(r)dr < +∞,
then u, ∂ru ∈ C0((1,∞)) and
sup
r∈(1,∞)
(1 + r)−δu(r), sup
r∈(1,∞)
(1 + r)−δ+1∂ru(r) < +∞.
For functions on (Sr,
◦
γ), we define the following norm.
Definition 2.14. Let w ≥ 0 be an integer. Let f be a function on Sr for some r > 0.
Then
‖f‖2Hw(Sr) :=
∑
0≤n≤w
∫
Sr
|∇/ nf |2◦
γ
,
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where ∇/ denotes the covariant derivative on (Sr, ◦γ) and
|∇/ nf |2◦
γ
=
◦
γ
A1B1 · · · ◦γAnBn∇/ A1 . . .∇/ Anf∇/ B1 . . .∇/ Bnf,
see Definition 2.16. Denote further H0(Sr) = L
2(Sr).
We use the following extension result, see for example [36], to extend functions from B1
to R3.
Proposition 2.15 (Existence of extension operator). There exists a linear operator E
mapping scalar functions on B1 to scalar functions on R
3 with the properties
• E(f)|B1 = f , that is, E is an extension operator.
• E maps Hw−2(B1) continuously into Hw−2(R3) for all integers w ≥ 2.
We extend tensors from B1 to R
3 by extending each coordinate component of the tensor,
using the above proposition.
2.4. Tensor spaces. More generally, we now define tensor spaces on R3.
Definition 2.16. Given an n-tensor T and a Riemannian metric g, let
|T |2g := gi1j1 · · · ginjnTi1...inTj1...jn.
In case of the Euclidean metric e, for an n-tensor T ,
|T |2e =
3∑
i1,...,in=1
|Ti1...in|2.
The norm of a tensor is defined as follows.
Definition 2.17 (Tensor norms). Let Ω ⊂ R3 be a domain. Let n ≥ 1 and w ≥ 0 be
integers. For an n-tensor T on Ω, define its Hw(Ω)-norm by
‖T‖2Hw(Ω) :=
∑
|α|≤w
∫
Ω
|∂αT |2edx1dx2dx3,
where (∂αT )i1···in = ∂
α(Ti1···in). We write T ∈ Hw(Ω) if this norm is finite. We similarly
define tensors in Hwloc(Ω), Hwδ (Ω), H
w
δ (Ω), Hwδ and H
w
δ .
We define tensor norms on (Sr,
◦
γ) as follows.
Definition 2.18. Let w ≥ 0 be an integer. Let T be a Sr-tangent tensor on (Sr, ◦γ) for
some r > 0. Then
‖T‖2Hw(Sr) :=
∑
0≤n≤w
∫
Sr
|∇/ nT |2◦
γ
,
where ∇/ denotes the covariant derivative on (Sr, ◦γ). We say that tensors in H0(Sr) are
L2-integrable.
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The next lemma is practical for calculations.
Lemma 2.19. Let w ≥ 0 be an integer. Then the following holds.
• Let X be a vectorfield on R3 \B1. Then,
‖X‖2
Hw(R3\B1)
.‖XN‖2Hw(R3\B1) + ‖X/ ‖2Hw(R3\B1) + Cw
(
‖XN‖2H0(R3\B1) + ‖X/ ‖2H0(R3\B1)
)
,
.‖XN‖2Hw(R3\B1) +
∑
n1+n2≤w
∞∫
1
∫
Sr
|∇/ n1∇/ n2N X/ |2◦γdr + Cw
(
‖XN‖2H0(R3\B1) + ‖X/ ‖2H0(R3\B1)
)
,
and
‖XN‖2Hw(R3\B1) +
∑
n1+n2≤w
∞∫
1
∫
Sr
|∇/ n1∇/ n2N X/ |2◦γdr
.‖XN‖2Hw(R3\B1) + ‖X/ ‖2Hw(R3\B1) + Cw
(
‖XN‖2H0(R3\B1) + ‖X/ ‖2H0(R3\B1)
)
.‖X‖2
Hw(R3\B1)
+ Cw‖X‖2H0(R3\B1).
• Let V be a symmetric 2-tensor on R3 \B1.
‖V ‖2
Hw(R3\B1)
.‖VNN‖2Hw(R3\B1) + ‖V/N‖2Hw(R3\B1) + ‖V/ ‖2Hw(R3\B1)
+ Cw
(
‖VNN‖2H0(R3\B1) + ‖V/N‖2H0(R3\B1) + ‖V/ ‖2H0(R3\B1)
)
.‖VNN‖2Hw(R3\B1) +
∑
n1+n2≤w
∞∫
1
∫
Sr
|∇/ n1∇/ n2N V/N |2◦γdr +
∑
n1+n2≤w
∞∫
1
∫
Sr
|∇/ n1∇/ n2N V/ |2◦γdr
+ Cw
(
‖VNN‖2H0(R3\B1) + ‖V/N‖2H0(R3\B1) + ‖V/ ‖2H0(R3\B1)
)
,
and
‖VNN‖2Hw(R3\B1) +
∑
n1+n2≤w
∞∫
1
∫
Sr
|∇/ n1∇/ n2N V/N |2◦γdr +
∑
n1+n2≤w
∞∫
1
∫
Sr
|∇/ n1∇/ n2N V/ |2◦γdr
.‖VNN‖2Hw(R3\B1) + ‖V/N‖2Hw(R3\B1) + ‖V/ ‖2Hw(R3\B1)
+ Cw
(
‖VNN‖2H0(R3\B1) + ‖V/N‖2H0(R3\B1) + ‖V/ ‖2H0(R3\B1)
)
.‖V ‖2
Hw(R3\B1)
+ Cw‖V ‖2H0(R3\B1),
where ∇/ denotes the tangential gradient and ∇/N was defined in Definition 2.3.
Analogously for Hwloc(R3 \B1), Hwδ (R3 \B1), H
w
δ .
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The proof of the above lemma is left to the reader. By using the radial tensor decompo-
sition of Section 2.2, it follows that for a vectorfield X and a symmetric 2-tensor V ,
|X|2e = X2N + |X/ |2◦γ,
|V |2e = V 2NN + |V/N |2◦γ + |V/ |
2
◦
γ
.
2.5. Asymptotically flat initial data. The following definition is standard, see for
example [5] [25].
Definition 2.20 (Asymptotically flat initial data). Let w ≥ 2 be an integer. Let g ∈
Hwloc(R3) be a Riemannian metric and k ∈ Hw−1loc (R3) a symmetric 2-tensor on R3. The
metric g is called Hw−1/2-asymptotically flat if
g − e ∈ Hw−1/2,
where e denotes the Euclidean metric on R3. The pair (g, k) is called Hw−1/2-asymptotically
flat if
g − e ∈ Hw−1/2, k ∈ Hw−1−3/2, (2.5)
Similarly, a metric g on R3 \B1 is called Hw−1/2-asymptotically flat if
g − e ∈ Hw−1/2(R3 \B1).
Remark 2.21. The norms associated to (2.5) are explicitly
3∑
i,j=1
∑
|α|≤w
‖(1 + r)−1+|α|∂α(gij − eij)‖L2(R3) < +∞,
3∑
i,j=1
∑
|α|≤w−1
‖(1 + r)|α|∂αkij‖L2(R3) < +∞.
The next lemma is used to estimate the components of the inverse metric. Its proof follows
by using Kramer’s rule to express the inverse metric components in terms of the metric
components, and product estimates as in Lemma 2.8. Details are left to the reader.
Lemma 2.22. Let w ≥ 2 be an integer. There exists a universal ε > 0 such that the
following holds.
(1) The mapping g 7→ g−1 is smooth from
{g − e ∈ Hw−1/2 : ‖g − e‖H2−1/2 < ε} → H
w
−1/2.
(2) Let g and g′ be two H2−1/2-asymptotically flat metrics such that
‖g − e‖H2
−1/2
< ε, ‖g′ − e‖H2
−1/2
< ε.
Then it holds that
‖g−1 − g′−1‖H2
−1/2
. ‖g − g′‖H2
−1/2
.
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(3) Let g be an Hw−1/2-asymptotically flat metric such that
‖g − e‖H2
−1/2
< ε.
Then
‖g−1 − e‖Hw
−1/2
. ‖g − e‖Hw
−1/2
+ Cw‖g − e‖H2
−1/2
.
The next lemma allows us to directly work with the polar components of an Hw−1/2-
asymptotically flat metric.
Lemma 2.23. Let w ≥ 2 be an integer. There exists a universal ε > 0 small such that
the following holds.
(1) Let g be an Hw−1/2-asymptotically flat Riemannian metric on R3 \B1 such that
‖g − e‖H2
−1/2
(R3\B1)
< ε,
and denote its polar components on R3 \B1 by
g = a2dr2 + γAB
(
βAdr + dθA
) (
βBdr + dθB
)
.
Then it holds that
a2 − 1 ∈ Hw−1/2(R3 \B1), β, γ −
◦
γ ∈ Hw−1/2(R3 \B1)
with the estimate
‖a2 − 1‖Hw
−1/2
(R3\B1)
+ ‖β‖Hw
−1/2
(R3\B1)
+ ‖γ − ◦γ‖Hw
−1/2
(R3\B1)
. ‖g − e‖Hw
−1/2
(R3\B1)
+ Cw‖g − e‖H2
−1/2
(R3\B1)
.
(2) Let a be a positive scalar function, β a Sr-tangent vectorfield and γ a Riemannian
metric on Sr on R
3 \B1 such that
‖a2 − 1‖Hw
−1/2
(R3\B1)
+ ‖β‖Hw
−1/2
(R3\B1)
+ ‖γ − ◦γ‖Hw
−1/2
(R3\B1)
<∞,
and
‖a2 − 1‖H2
−1/2
(R3\B1)
+ ‖β‖H2
−1/2
(R3\B1)
+ ‖γ − ◦γ‖H2
−1/2
(R3\B1)
< ε.
Then the symmetric 2-tensor g defined on R3 \B1 by
g = a2dr2 + γAB
(
βAdr + dθA
) (
βBdr + dθB
)
.
is an Hw−1/2-asymptotically flat Riemannian metric and bounded by
‖g − e‖Hw
−1/2
(R3\B1)
.‖a2 − 1‖Hw
−1/2
(R3\B1)
+ ‖β‖Hw
−1/2
(R3\B1)
+ ‖γ − ◦γ‖Hw
−1/2
(R3\B1)
+ Cw
(
‖a2 − 1‖H2
−1/2
(R3\B1)
+ ‖β‖H2
−1/2
(R3\B1)
+ ‖γ − ◦γ‖H2
−1/2
(R3\B1)
)
.
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Proof. For the metric g, it holds that
gNN = a
2, (g/N)A = γABβ
B, g/ = γ.
By Lemma 2.19 and Remark 2.2, we can bound
‖a2 − 1‖Hw
−1/2
(R3\B1)
+ ‖γ(β, ·)‖Hw
−1/2
(R3\B1)
+ ‖γ − ◦γ‖Hw
−1/2
(R3\B1)
.‖g − e‖Hw
−1/2
(R3\B1)
+ Cw‖g − e‖H2
−1/2
(R3\B1)
.
For ε > 0 sufficiently small, it follows by the above that γ is invertible. Therefore the
vectorfield βA = γAB(γBCβ
C) is controlled by product estimates as in Lemma 2.8, see
also Lemma 2.22. This proves part (1) of Lemma 2.23. Part (2) is demonstrated similarly
and left to the reader. 
2.6. L2-Hodge theory on Sr. In this section, we recall basic Hodge theory on Euclidean
spheres (Sr,
◦
γ), r > 0. This is a special case of the Hodge theory on Riemannian 2-spheres
in [10]. All tensors are assumed to be Sr-tangent. Let
• ∇/ denote the covariant derivative on (Sr, ◦γ).
• ∈/ denote the volume element on (Sr, ◦γ).
• △/ := ◦γAB∇/ A∇/ B denote the Laplace-Beltrami operator3 on (Sr, ◦γ).
• the divergence and curl of a vectorfield X be defined as
div/ ξ := ∇/ AXA,
curl/ ξ :=∈/AB∇/ AXB.
• the divergence and trace of a symmetric 2-tensor VAB be defined as
(div/ V )B := ∇/ AVAB,
tr/ V :=
◦
γ
AB
VAB.
• for a vectorfield X the tracefree symmetric 2-tensor ∇/ ⊗̂X be defined as
(∇/ ⊗̂X)AB := ∇/ AXB +∇/ BXA − (div/ X)◦γAB.
• for two vectorfields X, Y the symmetric tracefree 2-tensor X⊗̂Y be defined as(
X⊗̂Y )
AB
:= XAYB +XBYA − ◦γ(X, Y )◦γAB.
• the Hodge dual of a vectorfield X be defined as
∗XA :=∈/ABXB.
• the left Hodge dual of a symmetric tracefree 2-tensor V be defined as the tracefree
symmetric tensor
∗VAB :=∈/ACV CB.
3Here we follow the convention that Laplacians have negative eigenvalues.
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• the modulus of an n-tensor V be defined as
|V |2 := ◦γA1B1 · · · ◦γAnBnVA1···AnVB1···Bn .
We note that for a vectorfield X and a symmetric tracefree 2-tensor V ,
∗(∗X) := −X, ∗(∗V ) := −V. (2.6)
Introduce two Hodge systems on (Sr,
◦
γ) as follows. Let X be a vectorfield on Sr that
verifies
div/ X = f,
curl/ X = f∗, (H1)
where f, f∗ are scalar functions on Sr.
Let V be a tracefree symmetric 2-tensor on Sr that verifies
div/ V = F, (H2)
where F is a 1-form on Sr.
The following is the Euclidean version of Proposition 2.2.1 in [10].
Proposition 2.24 (Ellipticity of Hodge systems). The following holds.
• Assume that the vectorfield X is a solution of H1. Then∫
Sr
(
|∇/ X|2 + 1
r2
|X|2
)
=
∫
Sr
(|f |2 + |f∗|2) .
• Assume that the symmetric tracefree 2-tensor V is a solution of H2. Then∫
Sr
(
|∇/ V |2 + 2
r2
|V |2
)
= 2
∫
Sr
|F |2.
Furthermore, the next higher regularity estimates hold.
Proposition 2.25 (Higher regularity for Hodge systems on Sr). Let w ≥ 1 be an integer.
The following holds.
• Assume that the vectorfield X is a solution of H1 for f, f∗ ∈ Hw−1(Sr). Then∑
0≤n≤w
∫
Sr
|rn∇/ nX|2 .
∑
0≤n≤w−1
∫
Sr
r2
(|rn∇/ nf |2 + |rn∇/ nf∗|2)+ Cw ∫
Sr
r2
(|f |2 + |f∗|2) .
• Assume that the symmetric tracefree 2-tensor V is a solution of H2 for F ∈
Hw−1(Sr). Then∑
0≤n≤w
∫
Sr
|rn∇/ nV |2 .
∑
0≤n≤w−1
∫
Sr
r2|rn∇/ nF |2 + Cw
∫
Sr
r2|F |2.
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Proof. We only give a sketch of the proof, because it follows from Lemmas 2.2.2 and 2.2.3
in [10] and the fact that we work on the round sphere (Sr,
◦
γ). The proof is by induction
on w. The case w = 1 is Proposition 2.24. The induction step w → w + 1 follows by
showing that the symmetrized derivative of a totally symmetric tensor ξ,
D˜ξA1A2...Ak+1B :=
1
k + 2
(
∇/ BξA1...Ak+1 +
k+1∑
i=1
∇/ AiξA1...B...Ak+1
)
satisfies a Hodge system whose source terms can be controlled4 in lower order norms of
ξ. Lemma 2.2.2 in [10] shows the ellipticity of this Hodge system. Generally on Sr, the
symmetrized derivative and the curl of a tensor control the full covariant derivative, see
Chapter 2 of [10]. The curl is estimated via the Hodge system by the induction assumption
so that the full control of ∇/ ξ follows. This finishes the proof of Proposition 2.25. 
The following relations are from Chapter 2 in [10]:
Lemma 2.26. Let D/ 1 be the operator that takes a vectorfield X on Sr into the pair of
functions (div/ ξ, curl/ ξ). The L2-adjoint of D/ 1 is the operator D/ ∗1 which takes pairs of
functions (f, f∗) into vectorfields on Sr given by
D/ ∗1(f, f∗) = −∇/ Af+ ∈AB ∇/ Bf∗.
Let D/2 be the operator that takes a symmetric tracefree 2-tensor X into the 1-form div/ X.
The L2-adjoint of D/ 2 is D/ ∗2 which takes 1-forms F into symmetric tracefree 2-tensors
given by
D/ ∗2F = −
1
2
(∇/ ⊗̂F )AB,
where we recall that
(∇/ ⊗̂F )AB := ∇/ AFB +∇/ BFA − (div/ F )◦γAB.
The following relations hold.
D/ 1D/ ∗1 = −△/ ,
D/ 2D/ ∗2 = −
1
2
△/ − 1
2
1
r2
,
D/ ∗1D/ 1 = −△/ +
1
r2
,
D/ ∗2D/ 2 = −
1
2
△/ + 1
r2
.
Remark 2.27. By the above, the kernel of D/∗2 can be identified with the conformal Killing
vectorfields on (Sr,
◦
γ). This implies that the image of D/ 2 is L2(Sr)-orthogonal to the
conformal Killing vectorfields of (Sr,
◦
γ).
4Thereby it is used that in the Euclidean case, the Gauss curvature K = 1/r2 is spherically symmetric,
so in particular ∇/ K = 0.
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2.7. The expansion of Sr-tangential tensors. In Sections 4.3 and 5.3, we analyse
Hodge systems on Euclidean spheres. The main technical tools for this analysis are the
bases of tensors defined here in the following. In this section, all differential operators are
on Euclidean spheres (Sr,
◦
γ) and all tensors are Sr-tangent.
• Real spherical harmonics: For r > 0, let{
Y (lm)(r, θ, φ) : l ≥ 0, m ∈ {−l, . . . , l}
}
denote the set of normalised real spherical harmonics on Sr. In particular, for each
l ≥ 0, m ∈ {−l, . . . , l} they solve
△/ Y (lm) = − l(l + 1)
r2
Y (lm). (2.7)
The next lemma is standard, see for example [15].
Lemma 2.28. For each r > 0, the set{
Y (lm)(r) : l ≥ 0, m ∈ {−l, . . . , l}
}
forms a complete orthonormal basis of L2(Sr)-integrable scalar functions on Sr.
• Vector spherical harmonics: For r > 0, let the vectorfields E(lm), H(lm) on Sr be
defined for l ≥ 1, m ∈ {−l, . . . , l} by
E(lm)(r) :=
r√
l(l + 1)
D/∗1
(
Y (lm), 0
)
,
H(lm)(r) :=
r√
l(l + 1)
D/∗1
(
0, Y (lm)
)
,
(2.8)
where D/∗1 is given in Lemma 2.26.
• 2-covariant spherical harmonics: For r > 0, let the tracefree symmetric 2-tensors
ψ(lm), φ(lm) on Sr be defined for l ≥ 2, m ∈ {−l, . . . , l} by
ψ
(lm)
AB (r) :=
r√
1
2
l(l + 1)− 1
D/∗2
(
E(lm)
)
,
φ
(lm)
AB (r) :=
r√
1
2
l(l + 1)− 1
D/∗2
(
H(lm)
)
,
(2.9)
where D/∗2 is given in Lemma 2.26.
Remark 2.29. The tensors defined in (2.8) and (2.9) are spherical harmonics in the
sense that by Lemma 2.26,
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• for l ≥ 1, m ∈ {−l, . . . , l},
△/ E(lm) = 1− l(l + 1)
r2
E(lm),
△/ H(lm) = 1− l(l + 1)
r2
H(lm).
• for l ≥ 2, m ∈ {−l, . . . , l},
△/ ψ(lm) = 4− l(l + 1)
r2
ψ(lm),
△/ φ(lm) = 4− l(l + 1)
r2
φ(lm).
The next proposition shows that these sets of tensors form complete orthonormal bases.
First, we introduce some notation.
Definition 2.30. Let r > 0. Let f be a scalar function, X a vectorfield and V a symmetric
tracefree 2-tensor on Sr. Define then
• for l ≥ 0 : f (lm)(r) := ∫
Sr
Y (lm)f ,
• for l ≥ 1 : X(lm)E (r) :=
∫
Sr
X · E(lm), X(lm)H (r) :=
∫
Sr
X ·H(lm),
• for l ≥ 2 : V (lm)ψ (r) :=
∫
Sr
V · ψ(lm), V (lm)φ (r) :=
∫
Sr
V · φ(lm),
where · denotes the contraction of tensors with respect to ◦γ.
Proposition 2.31. For all r > 0, the set{
E(lm)(r), H(lm)(r) : l ≥ 1, m ∈ {−l, . . . , l}
}
forms a complete orthonormal basis of the space of L2-integrable vectorfields on Sr. For
all r > 0, the set {
ψ(lm)(r), φ(lm)(r) : l ≥ 2, m ∈ {−l, . . . , l}
}
forms a complete orthonormal basis of the set of L2-integrable tracefree symmetric 2-
tensors on Sr. Moreover,
• for any scalar function f ∈ L2(Sr),
‖f‖2L2(Sr) =
∑
l≥0
l∑
m=−l
(
f (lm)
)2
,
• for any Sr-tangent vectorfield X ∈ H0(Sr),
‖X‖2H0(Sr) =
∑
l≥1
l∑
m=−l
((
X
(lm)
E
)2
+
(
X
(lm)
H
)2)
,
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• for any Sr-tangent symmetric tracefree 2-tensor V ∈ H0(Sr),
‖V ‖2H0(Sr) =
∑
l≥2
l∑
m=−l
((
V
(lm)
ψ
)2
+
(
V
(lm)
φ
)2)
.
A proof is given in Appendix A.
Remark 2.32. For all r > 0, the vectorfields with l = 1,{
E(1m)(r), H(1m)(r) : m ∈ {−1, 0, 1}
}
,
form an orthonormal basis of the six-dimensional space of conformal Killing fields on
(Sr,
◦
γ).
The next expansion notation is used throughout Sections 4.3, 5.3 and Appendix C.
Definition 2.33. Let f ∈ L2(Sr) be a scalar function, X ∈ H0(Sr) a Sr-tangent vector-
field and V ∈ H0(Sr) a Sr-tangent tracefree symmetric 2-tensor. Denote
f = f (00)Y (00)︸ ︷︷ ︸
:=f [0]
+
1∑
m=−1
f (1m)Y (1m)︸ ︷︷ ︸
:=f [1]
+
∑
l≥2
l∑
m=−l
f (lm)Y (lm)︸ ︷︷ ︸
:=f [≥2]
,
X =
1∑
m=−1
X
(1m)
E E
(1m)
︸ ︷︷ ︸
:=X
[1]
E
+
1∑
m=−1
X
(1m)
H H
(1m)
︸ ︷︷ ︸
:=X
[1]
H
+
∑
l≥2
l∑
m=−l
X
(lm)
E E
(lm)
︸ ︷︷ ︸
:=X
[≥2]
E
+
∑
l≥2
l∑
m=−l
X
(lm)
H H
(lm)
︸ ︷︷ ︸
:=X
[≥2]
H
,
V =
∑
l≥2
l∑
m=−l
V
(lm)
ψ ψ
(lm)
︸ ︷︷ ︸
:=Vψ
+
∑
l≥2
l∑
m=−l
V
(lm)
φ φ
(lm)
︸ ︷︷ ︸
:=Vφ
,
and let X [1] = X
[1]
E +X
[1]
H , X
[≥2] = X
[≥2]
E +X
[≥2]
H .
We have the following identities.
Lemma 2.34 (Hodge-Fourier calculus). Let f ∈ L2(Sr) be a scalar function, X ∈ H0(Sr)
a vectorfield and V ∈ H0(Sr) a symmetric tracefree 2-tensor. It holds that
• for l ≥ 1, m ∈ {−l, . . . , l},
−(∇/ f)(lm)E =
√
l(l + 1)
r
f (lm), −(∇/ f)(lm)H = 0,
(div/ X)(lm) =
√
l(l + 1)
r
X
(lm)
E , (curl/ X)
(lm) =
√
l(l + 1)
r
X
(lm)
H ,
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• for l ≥ 2, m ∈ {−l, . . . , l},
−1
2
(∇/ ⊗̂X)(lm)
ψ
=
√
1
2
l(l + 1)− 1
r
X
(lm)
E , −
1
2
(∇/ ⊗̂X)(lm)
φ
=
√
1
2
l(l + 1)− 1
r
X
(lm)
H ,
(div/ V )
(lm)
E =
√
1
2
l(l + 1)− 1
r
V
(lm)
ψ , (div/ V )
(lm)
H =
√
1
2
l(l + 1)− 1
r
V
(lm)
φ .
The proof of this lemma follows by (2.8), (2.9), Lemma 2.26 and integration by parts.
Details are left to the reader.
The next three results are handy for the estimates in Section 4.3 and 5.3.
Proposition 2.35. Let u be a scalar function and X a vectorfield on Sr for some r > 0.
For all integers w ≥ 0,
‖∇/ wu‖2H0(Sr) .
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w (
u(lm)
)2
+
Cw
r2w
∑
l≥0
l∑
m=−l
(
u(lm)
)2
,
‖∇/ wX‖2H0(Sr) .
∑
l≥1
l∑
m=−l
(
l(l + 1)− 1
r2
)w ((
X
(lm)
E
)2
+
(
X
(lm)
H
)2)
+
Cw
r2w
∑
l≥1
l∑
m=−l
((
X
(lm)
E
)2
+
(
X
(lm)
H
)2)
.
and
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w (
u(lm)
)2
.‖∇/ wu‖2H0(Sr) +
Cw
r2w
‖u‖2H0(Sr),
∑
l≥1
l∑
m=−l
(
l(l + 1)− 1
r2
)w ((
X
(lm)
E
)2
+
(
X
(lm)
H
)2)
.‖∇/ wX‖2H0(Sr) +
Cw
r2w
‖X‖2H0(Sr).
A proof is provided in Appendix B.
Lemma 2.36. Let w ≥ 0 be an integer and r > 0. The following holds.
(1) Let f be a scalar function. Then, for l ≥ 0, m ∈ {−l, . . . , l},
∣∣∣(∂wr f)(lm) (r)∣∣∣ ≤ w∑
n=0
∣∣∂w−nr (f (lm))∣∣
rn
. (2.10)
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(2) Let X be a Sr-tangent vectorfield. Then, for for l ≥ 1, m ∈ {−l, . . . , l},∣∣∣(∇/ wNX)(lm)E (r)∣∣∣ ≤ w∑
n=0
∣∣∣∂w−nr (X(lm)E )∣∣∣
rn
, (2.11)
∣∣∣(∇/ wNX)(lm)H (r)∣∣∣ ≤ w∑
n=0
∣∣∣∂w−nr (X(lm)H )∣∣∣
rn
. (2.12)
Moreover,
∂r (r div/ X) = r div/ (∇/NX) ,
∂r (r curl/ X) = r curl/ (∇/NX) .
(3) Let V be a Sr-tangent tracefree symmetric 2-tensor. Then, for l ≥ 2, m ∈ {−l, . . . , l},∣∣∣(∇/ nNV )(lm)ψ (r)∣∣∣ ≤ w∑
n=0
∣∣∣∂w−nr (V (lm)ψ )∣∣∣
rn
, (2.13)
∣∣∣(∇/ wNV )(lm)φ (r)∣∣∣ ≤ w∑
n=0
∣∣∣∂w−nr (V (lm)φ )∣∣∣
rn
. (2.14)
Moreover,
∇/N (r div/ V ) = r div/ (∇/NV ) .
A proof is provided in Appendix B.
Lemma 2.37. Let w ≥ 0 be an integer. Let f [≥1], f ∗[≥1] ∈ Hw(Sr) be scalar functions
and X [≥2] ∈ Hw(Sr) a vectorfield. Then the inverse maps
D/−11 : (f [≥1], f ∗[≥1]) 7→ D/−11 (f [≥1], f ∗[≥1]),
D/−12 : (X [≥2]) 7→ D/−12 (X [≥2]),
into vectorfields and tracefree symmetric 2-tensors, defined such that D/ −11 (f [≥1], f ∗[≥1])
and D/−12 (X [≥2]) respectively solve on Sr{
div/ D/−11 (f [≥1], f ∗[≥1]) = f [≥1],
curl/ D/−11 (f [≥1], f ∗[≥1]) = f ∗[≥1],
div/ D/−12 (X [≥2]) = X [≥2],
are well-defined and continuous maps into Hw+1(Sr), respectively. Moreover, for any
scalar function f [≥1] on Sr,(D/−11 (f [≥1], 0))[≥1]H = 0, (D/−11 (0, f [≥1]))[≥1]E = 0,(D/−12 (E(lm)))[≥1]φ = 0, (D/−12 (H(lm)))[≥1]ψ = 0.
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The above lemma is a consequence of Lemma 2.26, Remarks 2.27 and 2.32 and Proposi-
tions 2.24 and 2.25 and its proof is left to the reader.
2.8. The implicit function theorem and Lipschitz estimates for operators. For
completeness we state the standard Implicit Function Theorem that is used in Sections
4.2 and 5.2, see for example Theorem 2.5.7 in [29] for a proof.
Theorem 2.38. Let X, Y, Z be Hilbert spaces. Let U ⊂ X, V ⊂ Y be open subsets and
F : U × V → Z be a Cr-mapping, r ≥ 1. For some x0 ∈ U, y0 ∈ V assume that the
linearisation in the first argument
D1F|(x0,y0) : X → Z
is an isomorphism. Then there are open neighbourhoods V0 ⊂ V of y0 and W0 ⊂ Z of
F(x0, y0) and a unique Cr-mapping G : V0 ×W0 → U such that for all (y, z) ∈ V0 ×W0,
F(G(y, z), y) = z.
We also need the following lemma.
Lemma 2.39. Let X, Y, Z be Hilbert spaces and let ε > 0 be a real. Let T : X × Y → Z
be a Cr-mapping for r ≥ 2 in Bε(0)×Bε(0) ⊂ X × Y such that for all x ∈ X,
T (x, 0) = 0.
Then there exists a constant C = C(X, Y, Z, T ) > 0 such that the following holds.
• For (x, y) ∈ Bε(0)× Bε(0) ⊂ X × Y ,
‖T (x, y)‖Z ≤ C‖y‖Y .
• For x, x′ ∈ Bε(0) ⊂ X and y ∈ Bε(0) ⊂ Y ,
‖T (x, y)− T (x′, y)‖Z ≤ C‖x− x′‖X‖y‖Y .
Proof. First,
‖T (x, y)‖Z = ‖T (x, y)− T (x, 0)‖Z
≤
1∫
0
‖D2T |(x,ty)(y)‖Zdt
≤ C‖y‖Y ,
26 STEFAN CZIMEK
where we used that the operator T is C1 on Bε(0)×Bε(0) ⊂ X × Y . Second,
‖T (x, y)− T (x′, y)‖Z = ‖T (x, y)− T (x, 0)− T (x′, y) + T (x′, 0)‖Z
≤
1∫
0
‖D2T |(x,ty)(y)−D2T |(x′,ty)(y)‖Zdt
≤
1∫
0
 1∫
0
‖D1D2T |(sx+(1−s)x′,ty)(y)(x− x′)‖Zds
 dt
≤ C‖x− x′‖X‖y‖Y ,
(2.15)
where we used that the operator T is C2 on Bε(0) × Bε(0) ⊂ X × Y . This finishes the
proof of Lemma 2.39. 
3. Precise statement of the main theorem
We are now in the position to state the precise version of our main theorem.
Theorem 3.1 (Main theorem, precise version). Let g¯ be a Riemannian metric and k¯ a
symmetric 2-tensor on B1 that solve
R(g¯) = |k¯|2g¯,
divg¯ k¯ = 0,
trg¯k¯ = 0.
There exists a universal constant ε > 0 such that if
‖(g¯ − e, k¯)‖H2(B1)×H1(B1) < ε, (3.1)
where e denotes the Euclidean metric, then there is an H2−1/2-asymptotically flat Riemann-
ian metric g on R3 and a symmetric 2-tensor k ∈ H1−3/2 with
(g, k)|B1 = (g¯, k¯)
such that on R3
R(g) = |k|2g,
divg k = 0,
trgk = 0,
and bounded by
‖(g − e, k)‖H2
−1/2
×H1
−3/2
. ‖(g¯ − e, k¯)‖H2(B1)×H1(B1).
Moreover, if, in addition to (3.1), g¯ − e ∈ Hw(B1) and k¯ ∈ Hw−1(B1) for an integer
w ≥ 3, then
‖(g − e, k)‖Hw
−1/2
×Hw−1
−3/2
≤ Cw‖(g¯ − e, k¯)‖Hw(B1)×Hw−1(B1), (3.2)
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where the constant Cw > 0 depends only on w.
4. The divergence equation for k
In this section we prove the following theorem.
Theorem 4.1 (Extension of divergence-free tracefree symmetric 2-tensors, precise ver-
sion). There exists a small universal constant ε > 0 such that the following holds.
(1) Extension result. Let g be a given H2−1/2-asymptotically flat metric on R3 and
k¯ ∈ H1(B1) a symmetric 2-tensor such that on B1
divg k¯ = 0,
trgk¯ = 0.
(4.1)
If
‖g − e‖H2
−1/2
+ ‖k¯‖H1(B1) < ε, (4.2)
then there exists a symmetric 2-tensor k ∈ H1−3/2 with k|B1 = k¯ that solves on R3
divg k = 0,
trgk = 0,
and is bounded by
‖k‖H1
−3/2
. ‖k¯‖H1(B1). (4.3)
(2) Iteration estimates. Let g and g′ be two H2−1/2-asymptotically flat metrics on R3
such that
g|B1 = g′|B1
and k¯ ∈ H1(B1) a symmetric 2-tensor on B1 that solves (4.1) with respect to g
(and so for g′). Assume that for (g, k¯) and (g′, k¯) the smallness condition (4.2)
holds and let k, k′ ∈ H1−3/2 denote the two extensions of k¯ constructed in part (1)
of this theorem with the metrics g and g′, respectively. Then it holds that
‖k − k′‖H1
−3/2
. ‖k¯‖H1(B1)‖g − g′‖H2−1/2. (4.4)
(3) Higher regularity estimates. If, in addition to (4.2), g is an Hw−1/2-asymptotically
flat metric and k¯ ∈ Hw−1(B1) for an integer w ≥ 3, then the k constructed in part
(1) of this theorem satisfies
‖k‖Hw−1
−3/2
. ‖k¯‖H1(B1)‖g − e‖Hw−1/2 + Cw‖k¯‖Hw−1(B1),
where the constant Cw > 0 depends only on w.
Before proving Theorem 4.1, we analyse the divergence and trace mapping on Hw−1/2-
asymptotically flat metrics on R3.
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4.1. Analysis of operators on Hw−1/2-asymptotically flat metrics. Recall from Sec-
tion 2.1 that for a Riemannian metric g and a symmetric 2-tensor V , the divergence, trace
and tracefree part of V are respectively defined as
(divg V )j := ∇iVij,
trgV := g
ijVij ,
V̂ g := V − 1
3
trg(V )g,
where ∇ denotes the covariant derivative of g. The next lemma shows basic properties of
the divergence operator.
Lemma 4.2. There is a universal ε > 0 such that the following holds.
(1) Let w ≥ 2 be an integer. The mapping
div : (V, g) 7→ divg V
is a smooth mapping from Hw−1−3/2 × Bε(e) to Hw−2−5/2, where
Bε(e) :=
{
g − e ∈ Hw−1/2 : ‖g − e‖H2
−1/2
< ε
}
.
Furthermore, div maps Hw−1−3/2 ×Bε(e) into Hw−2−5/2.
(2) For all Riemannian metrics g such that
‖g − e‖H2
−1/2
< ε,
it holds that for all symmetric 2-tensors V ∈ H1−3/2,
‖ divg(V )‖H0
−5/2
. ‖V ‖H1
−3/2
(4.5)
(3) For all Riemannian metrics g, g′ with
‖g − e‖H2
−1/2
< ε, ‖g′ − e‖H2
−1/2
< ε
it holds that for all symmetric 2-tensors V ∈ H1−3/2
‖ divg V − divg′ V ‖H0
−5/2
. ‖g − g′‖H2
−1/2
‖V ‖H1
−3/2
. (4.6)
(4) Let w ≥ 3 be an integer. For all Riemannian metrics g such that
‖g − e‖H2
−1/2
< ε, ‖g − e‖Hw
−1/2
<∞,
it holds that for all symmetric 2-tensors V ∈ Hw−1−3/2
‖ dive V − divg V ‖Hw−2
−5/2
.‖g − e‖H2
−1/2
‖V ‖Hw−1
−3/2
+ ‖V ‖H1
−3/2
‖g − e‖Hw
−1/2
+ Cw‖V ‖H1
−3/2
‖g − e‖H2
−1/2
.
(4.7)
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Proof of Lemma 4.2. Proof of part (1). By definition,
(divg V )i = g
ab
(
∂aVbi − ΓjabVji − ΓjaiVjb
)
,
where Γjia =
1
2
gjb (∂igba + ∂agbi − ∂bgia) denote the Christoffel symbols. Therefore, we
schematically have
divg V = g
−1∂g V + g−1∂V. (4.8)
By (4.8) and Lemma 2.22, it follows that for ε > 0 sufficiently small, div is a smooth
mapping from Hw−1−3/2 ×Bε(e) to Hw−2−5/2. The restriction of div to V ∈ H
w−1
−3/2 clearly maps
into Hw−2−5/2.
Proof of parts (2) and (3). By (4.8),
‖ divg V ‖H0
−5/2
. ‖g−1∂gV ‖H0
−5/2
+ ‖g−1∂V ‖H0
−5/2
. (4.9)
By Lemma 2.7, product estimates as in Lemma 2.8, and Lemma 2.22, there exists an
ε > 0 such that if g ∈ Bε(e) ⊂ H2−1/2, then
‖g−1∂V ‖H0
−5/2
. ‖V ‖H1
−3/2
,
‖g−1∂g V ‖H0
−5/2
. ‖∂g V ‖H0
−5/2
. ‖∂g‖H1
−3/2
‖V ‖H1
−3/2
. ‖g − e‖H2
−1/2
‖V ‖H1
−3/2
.
(4.10)
Plugging (4.10) into (4.9) proves (4.5). The estimate (4.6) is proved similarly and left to
the reader.
Proof of part (4). By using (4.8), we have schematically
‖ dive V − divg V ‖Hw−2
−5/2
. ‖g−1∂gV ‖Hw−2
−5/2
+ ‖(g−1 − e)∂V ‖Hw−2
−5/2
. (4.11)
The first term on the right-hand side of (4.11) is bounded by using product estimates as
in Lemma 2.8, see also Lemma 2.22,
‖g−1∂gV ‖Hw−2
−5/2
.‖g − e‖H2
−1/2
‖V ‖Hw−1
−3/2
+ ‖g − e‖Hw
−1/2
‖V ‖H1
−3/2
+ Cw‖g − e‖H2
−1/2
‖V ‖H1
−3/2
.
The second term on the right-hand side of (4.11) is bounded similarly by
‖(g−1 − e)∂V ‖Hw−2
−5/2
.‖g − e‖H2
−1/2
‖V ‖Hw−1
−3/2
+ ‖g − e‖Hw
−1/2
‖V ‖H1
−3/2
+ Cw‖g − e‖H2
−1/2
‖V ‖H1
−3/2
.
Plugging the above two into (4.11) proves (4.7) and hence finishes the proof of Lemma
4.2. 
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Lemma 4.3. There exists a universal constant ε > 0 such that the following holds.
• Let w ≥ 2 be an integer. The mapping
tr : (V, g) 7→ trgV
is a smooth mapping from Hw−1−3/2 × Bε(e) to Hw−1−3/2, where
Bε(e) :=
{
g − e ∈ Hw−1/2 : ‖g − e‖H2−1/2 < ε
}
.
Furthermore, tr maps Hw−1−3/2 × Bε(e) into Hw−2−5/2.
• For all Riemannian metrics g with
‖g − e‖H2
−1/2
< ε,
it holds that for all symmetric 2-tensors V ∈ H1−3/2,
‖trgV ‖H1
−3/2
. ‖V ‖H1
−3/2
.
• For two Riemannian metrics g and g′ such that
‖g − e‖H2
−1/2
, ‖g′ − e‖H2
−1/2
< ε,
it holds that for all symmetric 2-tensors V ∈ H1−3/2,
‖trgV − trg′V ‖H1
−3/2
. ‖g − g′‖H2
−1/2
‖V ‖H1
−3/2
.
• Let w ≥ 3 be an integer. For all Riemannian metrics g such that
‖g − e‖H2
−1/2
< ε, ‖g − e‖Hw
−1/2
<∞,
it holds that for all symmetric 2-tensors V ∈ Hw−1−3/2
‖treV − trgV ‖Hw−1
−5/2
.‖g − e‖H2
−1/2
‖V ‖Hw−1
−3/2
+ ‖V ‖H1
−3/2
‖g − e‖Hw
−1/2
+ Cw‖V ‖H1
−3/2
‖g − e‖H2
−1/2
.
(4.12)
The proof of Lemma 4.3 is similar to the proof of Lemma 4.2 and left to the reader.
Lemmas 4.2 and 4.3 imply the following corollary. The proof is left to the reader.
Corollary 4.4. There exists a universal constant ε > 0 such that the following holds.
• Let w ≥ 2 be an integer. The mapping
(V, g) 7→ divg
(
V̂ g
)
is smooth from Hw−1−3/2 × Bε(e) to Hw−2−5/2, where
Bε(e) :=
{
g − e ∈ Hw−1/2 : ‖g − e‖H2
−1/2
< ε
}
.
Furthermore, the restriction of this mapping to V ∈ Hw−1−3/2 maps into Hw−2−5/2.
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• For a Riemannian metric g on R3 such that
‖g − e‖H2
−1/2
< ε, (4.13)
it holds that for all symmetric 2-tensors V ∈ H1−3/2,
‖V̂ g‖H1
−3/2
. ‖V ‖H1
−3/2
,∥∥∥divg (V̂ g)∥∥∥
H0
−5/2
. ‖V ‖H1
−3/2
.
• For two Riemannian metrics g and g′ on R3 such that
‖g − e‖H2
−1/2
< ε, ‖g′ − e‖H2
−1/2
< ε,
it holds that for all symmetric 2-tensors V ∈ H1−3/2,∥∥∥V̂ g − V̂ g′∥∥∥
H1
−3/2
. ‖g − g′‖H2
−1/2
‖V ‖H1
−3/2
,∥∥∥divg (V̂ g)− divg′ (V̂ g′)∥∥∥
H0
−5/2
. ‖g − g′‖H2
−1/2
‖V ‖H1
−3/2
.
4.2. Reduction to the Euclidean case. In this section, we prove Theorem 4.1 un-
der the assumption of Lemma 4.6 below which is proved in Section 4.3. First, as an
intermediate step, we prove the next proposition.
Proposition 4.5. There is a universal constant ε > 0 such that the following holds.
(1) Existence. Let g be an H2−1/2-asymptotically flat metric and ρ ∈ H
0
−5/2 a 1-form
on R3 such that
‖g − e‖H2
−1/2
+ ‖ρ‖
H
0
−5/2
< ε. (4.14)
Then there exists k ∈ H1−3/2 solving on R3 \B1
divg k = ρ,
trgk = 0
and bounded by
‖k‖
H
1
−3/2
. ‖ρ‖
H
0
−5/2
. (4.15)
(2) Iteration estimates. Moreover, for two pairs (g, ρ) and (g′, ρ′) satisfying (4.14), the
respectively constructed k, k′ satisfy
‖k − k′‖
H
1
−3/2
. ‖ρ− ρ′‖
H
0
−5/2
+ ‖g − g′‖H2
−1/2
‖ρ‖
H
0
−5/2
. (4.16)
(3) Higher regularity estimates. If, in addition to (4.14), g is an Hw−1/2-asymptotically
flat metric and ρ ∈ Hw−2−5/2 for an integer w ≥ 3, then
‖k‖
H
w−1
−3/2
. ‖ρ‖
H
0
−5/2
‖g − e‖Hw
−1/2
+ ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 , (4.17)
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where the constant Cw > 0 depends on w.
To prove Proposition 4.5, we assume the following essential lemma proved in Section 4.3.
Lemma 4.6 (Surjectivity at the Euclidean metric). The following holds.
(1) Surjectivity. For any ρ ∈ H0−5/2, there exists a symmetric 2-tensor k ∈ H1−3/2
solving on R3 \B1
dive k = ρ,
trek = 0
and bounded by
‖k‖
H
1
−3/2
. ‖ρ‖
H
0
−5/2
. (4.18)
In other words, the mapping k 7→ dive(kˆe) from H1−3/2 to H0−5/2 is surjective and
has a bounded right-inverse.
(2) Higher regularity. If in addition it holds that ρ ∈ Hw−2−5/2 for an integer w ≥ 3, then
‖k‖
H
w−1
−3/2
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 . (4.19)
For the rest of this section denote
Ne := ker (dive ◦ (ˆe))⊥ ⊂ H1−3/2, (4.20)
where ⊥ denotes the orthogonal complement with respect to the scalar product on H1−3/2.
Remark 4.7. The mapping k 7→ dive(kˆe) is clearly a bounded linear mapping from H1−3/2
into H0−5/2. Therefore its kernel is closed, and we have the splitting
H1−3/2 = Ne ⊕ ker (dive ◦ (ˆe)) .
We are now ready to prove Proposition 4.5 by Lemma 4.6 and the Implicit Function
Theorem 2.38.
Proof of Proposition 4.5. We prove each part separately.
Proof of part (1). We apply the Implicit Function Theorem 2.38 to the mapping
F : Ne ×H2−1/2 → H
0
−5/2
(k, h) 7→ ρ := dive+h
(
kˆe+h
)
,
where h is a symmetric 2-tensor. We verify that F satisfies the assumptions of Theorem
2.38 at (k, h) = 0. On the one hand, by Corollary 4.4, there exists an ε′ > 0 such that F
is a smooth mapping from Ne ×Bε′(0) to H0−5/2, where Bε′(0) ⊂ H2−1/2, and F(0, 0) = 0.
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On the other hand, by Lemma 4.6, the definition of Ne in (4.20) and Remark 4.7, the
linearisation in the first argument at h = 0,
D1F|h=0 : Ne → H0−5/2,
is an isomorphism.
Consequently, by Theorem 2.38, there exists an open neighbourhood V0 ⊂ Bε′(0)×H0−5/2
of (h, ρ) = (0, 0) and a unique mapping G : V0 → H1−3/2 into symmetric 2-tensors such
that on R3 \B1
dive+h
(
Ĝe+h(h, ρ)
)
= ρ
for all (h, ρ) ∈ V0. We note that this mapping G is smooth. By the uniqueness of G and
because F(0, h) = 0 for all h ∈ Bε′(0), it holds that for all (h, 0) ∈ V0,
G(h, 0) = 0. (4.21)
For (h, ρ) ∈ V0, let k := Ĝe+h(h, ρ). Then, on R3 \B1,
dive+h k = ρ,
tre+hk = 0.
Let 0 < ε < ε′ be a sufficiently small real such that
(h, ρ) ∈ Bε(0)× Bε(0) ⊂ V0
and such that we can apply Corollary 4.4. Then we have, by using also Lemma 2.39,
‖k‖
H
1
−3/2
= ‖Ĝe+h(h, ρ)‖
H
1
−3/2
. ‖G(h, ρ)‖
H
1
−3/2
. ‖G(h, ρ)− G(h, 0)︸ ︷︷ ︸
=0
‖
H
1
−3/2
. ‖ρ‖
H
0
−5/2
.
This proves (4.15).
Proof of part (2). Let two pairs (h, ρ), (h′, ρ′) ∈ Bε(0)× Bε(0) ⊂ V0. By Lemma 2.39
and (4.21), it follows that for ε > 0 sufficiently small,
‖G(h, ρ)− G(h′, ρ)‖
H
1
−3/2
. ‖h− h′‖H2
−1/2
(R3)‖ρ‖H0−3/2 ,
‖G(h, ρ)‖
H
1
−3/2
. ‖ρ‖
H
0
−3/2
.
(4.22)
Moreover, by the smoothness of G, for ε > 0 sufficiently small,
‖G(h′, ρ)− G(h′, ρ′)‖
H
1
−3/2
. ‖ρ− ρ′‖
H
0
−3/2
. (4.23)
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Let k := Ĝe+h(h, ρ), k′ := Ĝe+h′(h′, ρ′). By (4.22) and (4.23), Lemma 4.3 and Corollary
4.4, for ε > 0 sufficiently small,
‖k − k′‖
H
1
−3/2
.
∥∥[G(h, ρ)− G(h′, ρ′)]∧e+h′∥∥
H
1
−3/2
+ ‖(e + h′)tre+h′G(h, ρ)− (e+ h)tre+hG(h, ρ)‖H1−3/2
.‖G(h, ρ)− G(h′, ρ′)‖
H
1
−3/2
+ ‖h′ − h‖H2
−1/2
‖G(h, ρ)‖
H
1
−3/2
.‖G(h, ρ)− G(h′, ρ)‖
H
1
−3/2
+ ‖G(h′, ρ)− G(h′, ρ′)‖
H
1
−3/2
+ ‖h′ − h‖H2
−1/2
‖G(h, ρ)‖
H
1
−3/2
.‖h′ − h‖H2
−1/2
‖ρ‖
H
0
−5/2
+ ‖ρ− ρ′‖
H
0
−5/2
.
This proves (4.16).
Proof of part (3). By part (1) of this proposition, for given ρ ∈ Hw−2−5/2, w ≥ 3, let
k ∈ Ne := ker (dive ◦ (ˆe))⊥ ⊂ H1−3/2
on R3 \B1 be solution to
divg k =ρ,
trgk =0.
(4.24)
By the definition of Ne, it holds further that
kˆe := k − 1
3
trek e ∈ Ne.
On the other hand, by Lemma 4.6, let k′ ∈ H1−3/2 be the constructed solution to
dive k
′ =ρ′,
trek
′ =0
(4.25)
for
ρ′ := dive k − 1
3
d(trek) = dive(kˆ
e).
By (4.24) and (4.25), we have kˆe − k′ ∈ Ne, that is, kˆe equals k′ up to a part of k′ in
ker (dive ◦ (ˆe)).
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Therefore, by estimate (4.19) for k′ in Lemma 4.6, it follows that for integers w ≥ 3,
‖k‖
H
w−1
−3/2
≤‖kˆe‖
H
w−1
−3/2
+
1
3
‖trek‖Hw−1−3/2
≤‖k′‖
H
w−1
−3/2
+
1
3
‖trek − trgk‖Hw−1−3/2
.‖ dive k′‖Hw−2−5/2 + C‖ dive k
′‖
H
0
−5/2
+ ‖trek − trgk‖Hw−1−3/2
.
∥∥∥∥dive k − 13d(trek)
∥∥∥∥
H
w−2
−5/2
+ C
∥∥∥∥dive k − 13d(trek)
∥∥∥∥
H
0
−5/2
+ ‖trek − trgk‖Hw−1−3/2
.‖ dive k − divg k‖Hw−2−5/2 + ‖ divg k‖Hw−2−5/2 + ‖trek − trgk‖Hw−1−3/2 + C‖k‖H1−3/2
.‖ dive k − divg k‖Hw−2−5/2 + ‖ρ‖Hw−2−5/2 + ‖trek − trgk‖Hw−1−3/2 + Cw‖ρ‖H0−5/2 ,
(4.26)
where we used part (1) of this proposition and (4.24).
By Lemmas 4.2 and 4.3 applied to the right-hand side of (4.26), we have
‖k‖
H
w−1
−3/2
.‖g − e‖H2
−1/2
‖k‖
H
w−1
−3/2
+ ‖k‖H1
−3/2
‖g − e‖Hw
−1/2
+ ‖ρ‖
H
w−2
−5/2
+ Cw
(
‖k‖
H
1
−3/2
‖g − e‖H2
−1/2
+ ‖ρ‖
H
0
−5/2
)
.
Therefore, for ε > 0 sufficiently small, we can absorb the first term on the right-hand side
and get
‖k‖
H
w−1
−3/2
.‖k‖
H
1
−3/2
‖g − e‖Hw
−1/2
+ ‖ρ‖
H
w−2
−5/2
+ Cw
(
‖k‖
H
1
−3/2
‖g − e‖H2
−1/2
+ ‖ρ‖
H
0
−5/2
)
.‖ρ‖
H
0
−5/2
‖g − e‖Hw
−1/2
+ ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 .
This finishes the proof of Proposition 4.5. 
We now turn to the proof of Theorem 4.1.
Proof of Theorem 4.1. We prove the three parts of Theorem 4.1 separately.
Proof of Part 1: Let the symmetric 2-tensor k¯ ∈ H1(B1) solve on B1
divg k¯ = 0,
trgk¯ = 0.
Using Proposition 2.15, extend k¯ to a symmetric 2-tensor kˇ ∈ H1loc(R3). We can assume
without loss of generality that kˇ is g-tracefree and
‖kˇ‖H1
−3/2
. ‖k¯‖H1(B1). (4.27)
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Indeed, for ‖g − e‖H2
−1/2
small enough, multiplying by a cut-off function and taking the
g-tracefree part are both continuous endomorphisms of H1loc(R3), see Corollary 4.4.
Let ρ := divg kˇ. For ε > 0 small enough, by Lemma 4.2 and (4.27),
‖ρ‖H0
−5/2
. ‖kˇ‖H1
−3/2
. ‖k¯‖H1(B1).
(4.28)
Further, it holds that on B1
ρ = divg kˇ = divg k¯ = 0,
so by Proposition 2.12, ρ ∈ H0−5/2. This ρ is in general non-trivial (otherwise we would
be done), and the Sobolev extension kˇ is therefore in general not a solution to (4.1).
We have by (4.28)
‖g − e‖H2
−1/2
+ ‖ρ‖
H
0
−5/2
. ‖g − e‖H2
−1/2
+ ‖k¯‖
H
1
(B1)
.
Therefore, for ε > 0 small enough, Proposition 4.5 yields a symmetric 2-tensor k˜ ∈ H1−3/2
that solves on R3 \B1
divg k˜ = −ρ,
trgk˜ = 0
and is bounded by
‖k˜‖
H
1
−3/2
. ‖ρ‖
H
0
−5/2
. (4.29)
Extend k˜ trivially to B1. By Proposition 2.12, k˜ ∈ H1−3/2. Consequently, the symmetric
2-tensor
k := kˇ + k˜ ∈ H1−3/2 (4.30)
is such that k|B1 = k¯ and solves on R3
divg k = 0,
trgk = 0.
Finally, for ε > 0 sufficiently small, by the estimates (4.28) and (4.29),
‖k‖H1
−3/2
. ‖k¯‖H1(B1).
This proves the first part of Theorem 4.1.
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Proof of Part 2. Extend by Proposition 2.15 the tensor k¯ ∈ H1(B1) to a symmetric
2-tensor kˇ ∈ H1−3/2 on R3 such that
‖kˇ‖H1
−3/2
. ‖k¯‖H1(B1). (4.31)
Taking the g-tracefree and g′-tracefree parts of kˇ yields two symmetric 2-tensors ̂ˇkg ∈
H1−3/2 and ̂ˇkg′ ∈ H1−3/2, respectively, that both extend k¯ and satisfy for ε > 0 sufficiently
small, ∥∥∥̂ˇkg∥∥∥
H1
−3/2
. ‖k¯‖H1(B1),
∥∥∥̂ˇkg′∥∥∥
H1
−3/2
. ‖k¯‖H1(B1).
By Proposition 2.12,
ρ := divg
̂ˇkg ∈ H0−5/2, ρ′ := divg′ ̂ˇkg′ ∈ H0−5/2.
For ε > 0 sufficiently small, by Lemma 4.2 and (4.31),
‖ρ‖
H
0
−5/2
. ‖k¯‖Hw−1(B1), ‖ρ′‖H0−5/2 . ‖k¯‖Hw−1(B1). (4.32)
For ε > 0 small enough, applying Proposition 4.5 to ρ, ρ′ with metrics g, g′ yields two
tensors k˜, k˜′ ∈ H1−3/2, respectively, that satisfy
divg k˜ = −ρ,
trgk˜ = 0,
divg′ k˜
′ = −ρ′,
trg′ k˜
′ = 0.
By (4.16) in Proposition 4.5, for ε > 0 sufficiently small,
‖k˜ − k˜′‖
H
1
−3/2
. ‖g − g′‖H2
−1/2
‖ρ‖
H
0
−5/2
+ ‖ρ− ρ′‖
H
0
−5/2
. ‖g − g′‖H2
−1/2
‖k¯‖H1(B1) +
∥∥∥∥divg ̂ˇkg − divg′ ̂ˇkg′∥∥∥∥
H
0
−5/2
. ‖g − g′‖H2
−1/2
‖k¯‖H1(B1) + ‖g − g′‖H2−1/2‖kˇ‖H1−3/2
. ‖g − g′‖H2
−1/2
‖k¯‖H1(B1),
(4.33)
where we used (4.32) and Corollary 4.4. Extend k˜, k˜′ trivially to B1. By Proposition 2.12,
k˜, k˜′ ∈ H1−3/2.
The tensors
k := ̂ˇkg + k˜ ∈ H1−3/2, k′ := ̂ˇkg′ + k˜′ ∈ H1−3/2
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both extend k¯ and satisfy on R3
divg k = 0,
trgk = 0,
divg′ k
′ = 0,
trg′k
′ = 0.
Moreover, their difference is bounded by
‖k − k′‖H1
−3/2
≤
∥∥∥∥̂ˇkg − ̂ˇkg′∥∥∥∥
H1
−3/2
+ ‖k˜ − k˜′‖
H
1
−3/2
. ‖g − g′‖H2
−1/2
‖kˇ‖H1
−3/2
+ ‖g − g′‖H2
−1/2
‖k¯‖H1(B1)
. ‖g − g′‖H2
−1/2
‖k¯‖H1(B1),
where we used Corollary 4.4, (4.31) and (4.33).
Proof of Part (3). Let for an integer w ≥ 3 the symmetric 2-tensor k¯ ∈ Hw−1(B1). By
Proposition 2.15, extend k from B1 to a tensor kˇ ∈ Hw−1−3/2 with
‖kˇ‖Hw−1
−3/2
≤ Cw‖k¯‖Hw−1(B1).
It holds that
̂ˇkg =kˇ − 1
3
(trgkˇ)g
=kˇ − 1
3
(
trgkˇ − trekˇ
)
(g − e)− 1
3
trekˇ(g − e)
− 1
3
trekˇe− 1
3
(trgkˇ − trekˇ)e,
and therefore by Lemma 4.3,
∥∥∥̂ˇkg∥∥∥
Hw−1
−3/2
.‖kˇ‖Hw−1
−3/2
+ ‖kˇ‖H1
−3/2
‖g − e‖Hw
−1/2
+ Cw‖kˇ‖H1
−3/2
‖g − e‖H2
−1/2
.‖k¯‖H1(B1)‖g − e‖Hw−1/2 + Cw
(
‖k¯‖Hw−1(B1) + ‖k¯‖H1(B1)‖g − e‖H2−1/2
)
.
(4.34)
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Defining ρ := divg
̂ˇkg, we have
‖ρ‖Hw−2
−5/2
.
∥∥∥̂ˇkg∥∥∥
Hw−1
−5/2
+
∥∥∥divg ̂ˇkg − dive ̂ˇkg∥∥∥
Hw−2
−5/2
.
∥∥∥̂ˇkg∥∥∥
Hw−1
−3/2
+
(
‖g − e‖H2
−1/2
∥∥∥̂ˇkg∥∥∥
Hw−1
−3/2
+
∥∥∥̂ˇkg∥∥∥
H1
−3/2
‖g − e‖Hw
−1/2
)
+ C
∥∥∥̂ˇkg∥∥∥
H1
−3/2
‖g − e‖H2
−1/2
.
∥∥∥̂ˇkg∥∥∥
Hw−1
−3/2
+
∥∥∥̂ˇkg∥∥∥
H1
−3/2
‖g − e‖Hw
−1/2
+ Cw
∥∥∥̂ˇkg∥∥∥
H1
−3/2
‖g − e‖H2
−1/2
.‖k¯‖H1(B1)‖g − e‖Hw−1/2 + Cw
(
‖k¯‖Hw−1(B1) +
∥∥k¯∥∥
H1(B1)
‖g − e‖H2
−1/2
)
,
(4.35)
where we used Lemma 4.2 and (4.34).
By Proposition 4.5, for ε > 0 sufficiently small, let k˜ be the constructed solution to
divg k˜ =− ρ,
trgk˜ =0.
By the estimates in Proposition 4.5, we have
‖k˜‖
H
w−1
−3/2
.‖ρ‖H0
−5/2
‖g − e‖Hw
−1/2
+ ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0
−5/2
.‖k¯‖H1(B1)‖g − e‖Hw−1/2 + Cw
(
‖k¯‖Hw−1(B1) + ‖k¯‖H1(B1)‖g − e‖H2−1/2
)
,
where we used (4.34) and (4.35).
Therefore the tensor k = ̂ˇkg + k˜ (see (4.30)) satisfies k|B1 = k¯ as well as on R3
divg k =0,
trg k =0,
and is bounded by
‖k‖Hw−1
−3/2
.‖k¯‖H1(B1)‖g − e‖Hw−1/2 + Cw
(
‖k¯‖Hw−1(B1) + ‖k¯‖H1(B1)‖g − e‖H2−1/2
)
.‖k¯‖H1(B1)‖g − e‖Hw−1/2 + Cw‖k¯‖Hw−1(B1).
This finishes the proof of Theorem 4.1. 
4.3. Surjectivity at the Euclidean metric. Let w ≥ 2 be an integer. In this section
we prove Lemma 4.6, that is, we show that for any ρ ∈ Hw−2−5/2, there exists a symmetric
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2-tensor k ∈ Hw−1−3/2 that solves on R3 \B1
dive k = ρ,
trek = 0
and is bounded by
‖k‖
H
w−1
−3/2
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 .
In this section, all differential operators are with respect to the Euclidean metric e. The
operators div/ , curl/ ,∇/ are the induced operators on the spheres (Sr, ◦γ) ⊂ (R3, e) for r > 0.
Remark 4.8. Let us note the following.
• In general, the system on R3 \B1
div k = ρ,
trk = 0
(4.36)
is underdetermined and does not admit an a priori estimate for solutions k. We
work with the following Hodge system on R3 \B1
div k = ρ,
curl k = σ,
trk = 0,
(4.37)
where σ is a tracefree symmetric 2-tensor that we carefully choose by hand. This
system admits in general a priori estimates for k in terms of ρ and σ, see for
example Proposition 4.4.1 in [10]. Clearly, a solution k to (4.37) is in particular
a solution to (4.36).
• In the following, for given ρ ∈ Hw−2−5/2, we construct tracefree symmetric 2-tensors
σ ∈ Hw−2−5/2 and k ∈ Hw−1−3/2 solving on R3 \B1
div k = ρ,
curl k = σ,
trk = 0,
k|r=1 = 0.
We note that generally, for given ρ ∈ Hw−2−5/2 and σ ∈ Hw−2−5/2, this is an overdeter-
mined boundary value problem for k. Solutions k automatically satisfy
∇Nk|r=1 = 0,
which follows by expressing the system as in (4.38) below.
• First, we decompose k with respect to the foliation of R3 \ {0} by spheres Sr into
scalar functions and Sr-tangent tensors. Second, the Hodge-Fourier expansion of
Sr-tangent tensors introduced in Section 2 allows to decompose (4.37) into three
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independent sub-systems S0, S1 and S2, see later in this section. These sub-
systems are then solved individually.
4.3.1. Derivation of the equations. In this section, we derive the new form of (4.37) with
respect to the radial foliation of R3 \ {0}, see Section 2.2 for notations. Decompose the
tensor k into
• the scalar δ := kNN ,
• the Sr-tangent vectorfield ǫA := (k/N )A,• the Sr-tangent symmetric 2-tensor ηAB := (k/)AB.
Furthermore, let ηˆ be the tracefree part of η, that is5
ηˆAB := ηAB +
1
2
δγAB.
Decompose ρ into
• the scalar ρN ,
• the Sr-tangent vectorfield ρ/A := ρA,
and σ into
• the scalar σNN ,
• the Sr-tangent vectorfield σN/A := σAN ,
• the Sr-tangent symmetric 2-tensor σ/AB := σAB.
The system (4.37) is equivalent to (this the Euclidean version of Proposition 4.4.3 in [10])
div/ ǫ = ρN −∇Nδ − 3
r
δ,
curl/ ǫ = σNN ,
∇/N ǫ+
2
r
ǫ =
1
2
ρ/+ ∗σN/+∇/ δ,
div/ ηˆ =
1
2
ρ/− ∗σN/− 1
2
∇/ δ − 1
r
ǫ,
∇/N ηˆ +
1
r
ηˆ = ∗(̂σ/) +
1
2
∇/ ⊗̂ǫ,
(4.38)
where ∗σN/ denotes the Hodge dual of σN/ and
∗(̂σ/) the Hodge dual of σ̂/, the tracefree part
of σ/. See Section 2.6 for details.
The Hodge system (4.38) is linear and its coefficients depend only on r. Therefore, we
may project the equations of (4.38) onto the Hodge-Fourier basis elements. This uses
Remark 2.27 and Proposition 2.31. We split (4.38) into the modes l = 0, 1 and l ≥ 2,
5Here we use that
◦
γ
AB
kAB = −δ by the third equation of (4.37).
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which yields the following three subsystems S0, S1 and S2.
0 = (ρN )
[0] − 1
r3
∂r
(
r3δ[0]
)
, (S0.1)
0 = σ
[0]
NN , (S0.2)
div/ ǫ[1] = (ρN)
[1] − 1
r3
∂r
(
r3δ[1]
)
, (S1.1)
curl/ ǫ[1] = σ
[1]
NN , (S1.2)
1
r3
∇/N
(
r3ǫ[1]
)
= ρ/[1] +
1
2
∇/ δ[1], (S1.3)
∗σN/
[1] =
1
2
ρ/[1] − 1
2
∇/ δ[1] − 1
r
ǫ[1], (S1.4)
and, using that ηˆ[≥2] = ηˆ, ∗(̂σ/)
[≥2]
= ∗(̂σ/),
div/ ǫ[≥2] = ρ
[≥2]
N −
1
r3
∂r
(
r3δ[≥2]
)
, (S2.1)
curl/ ǫ[≥2] = σ
[≥2]
NN , (S2.2)
1
r2
∇/N
(
r2ǫ[≥2]
)
=
1
2
ρ/[≥2] + ∗σN/
[≥2] +∇/ δ[≥2], (S2.3)
div/ ηˆ =
1
2
ρ/[≥2] − ∗σN/[≥2] − 1
2
∇/ δ[≥2] − 1
r
ǫ[≥2], (S2.4)
∇/N ηˆ +
1
r
ηˆ = ∗(̂σ/) +
1
2
∇/ ⊗̂ǫ[≥2]. (S2.5)
4.3.2. Definition of the 2-tensors k and σ. In this section, we explicitly exhibit the two
symmetric 2-tensors k and σ. We show in Section 4.3.3 that they form a regular solution
to (4.38).
Let ρ = (ρN , ρ/) ∈ Hw−2−5/2. Let the Hodge-Fourier decomposition of ρN , ρ/ be
ρN = (ρN)
[0] + (ρN)
[1] + (ρN )
[≥2] ,
ρ/= ρ/
[1]
E + ρ/
[1]
H + ρ/
[≥2]
E + ρ/
[≥2]
H .
Define symmetric tracefree 2-tensors k and σ on R3 \B1 as follows.
• Definition of δ. Let the scalar function
δ = δ[0] + δ[1] + δ[≥2], (4.39)
AN EXTENSION PROCEDURE 43
where δ[0] is defined as
δ[0] :=
1
r3
r∫
1
(r′)3 (ρN )
[0] dr′ (4.40)
and δ[1] is defined as the solution to the second-order ODE on r > 1{
∂2r δ
[1] + 7
r
∂rδ
[1] + 8
r2
δ[1] = 1
r4
∂r(r
4 (ρN )
[1])− div/ ρ/[1],
δ[1]|r=1 = ∂rδ[1]|r=1 = 0.
(4.41)
The function δ[≥2] is defined as the solution to the following elliptic boundary value
problem on R3 \B1 (see Appendix C),{
△δ[≥2] + 4
r
∂rδ
[≥2] + 6
r2
δ[≥2] = 1
r3
∂r
(
r3 (ρN )
[≥2]
)
− div/
(
ρ/
[≥2]
E + ζE
)
,
δ[≥2]|r=1 = 0.
(4.42)
Here, the Sr-tangent vectorfield ζE is defined on R
3 by
ζE :=
∑
l≥2
l∑
m=−l
ζ
(lm)
E E
(lm),
ζ
(lm)
E (r) := c
(lm)
E r
l−1∂r(χ(l(r − 1))),
(4.43)
where χ is the standard transition function defined in (2.1) and for l ≥ 2,
c
(lm)
E :=
∞∫
1
r−l+1
(
l√
l(l + 1)
(ρN)
(lm) − ρ/(lm)E
)
dr. (4.44)
• Definition of σNN . Let the scalar function
σNN = σ
[1]
NN + σ
[≥2]
NN , (4.45)
where σ
[1]
NN is defined as
σ
[1]
NN :=
1
r4
r∫
1
(r′)4 curl/ ρ/[1]dr′, (4.46)
and σ
[≥2]
NN is defined as solution to the following elliptic boundary value problem
on R3 \B1 (see Appendix C),{
△σ[≥2]NN + 1r∂rσ[≥2]NN − 3r2σ[≥2]NN = ∂r
(
curl/
(
ρ/
[≥2]
H + ζ
[≥2]
H
))
,
σ
[≥2]
NN |r=1 = 0.
(4.47)
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Here, the Sr-tangent vectorfield ζH is defined by
ζH :=
∑
l≥2
l∑
m=−l
ζ
(lm)
H H
(lm),
ζ
(lm)
H (r) := c
(lm)
H r
1+
√
l(l+1)+4∂r(χ(l(r − 1))),
(4.48)
and for l ≥ 2,
c
(lm)
H := −
∞∫
1
r−1−
√
l(l+1)+4ρ/
(lm)
H dr. (4.49)
• Definition of ǫ. Let the Sr-tangent vectorfield ǫ be on each Sr, r ≥ 1, the solution
to
D/1ǫ =
(
ρN − 1
r3
∂r
(
r3δ
)
, σNN
)
. (4.50)
• Definition of ∗σN/. Let the Sr-tangent vectorfield
∗σN/=
∗σN/
[1] + ∗σN/
[≥2]
E +
∗σN/
[≥2]
H , (4.51)
where ∗σN/
[1], ∗σN/
[≥2]
E are defined as
∗σN/
[1] :=
1
2
ρ/[1] − 1
2
∇/ δ[1] − 1
r
ǫ[1], (4.52)
∗σN/
[≥2]
E :=
1
2
ρ/
[≥2]
E + ζE, (4.53)
and ∗σN/
[≥2]
H is defined to be on each Sr, r ≥ 1, the solution of
D/1
(
∗σN/
[≥2]
H
)
= −D/1
(
1
2
ρ/
[≥2]
H
)
+
(
0,
1
r3
∂r
(
r3σ
[≥2]
NN
))
. (4.54)
• Construction of ∗(̂σ/). Let the symmetric ◦γ-tracefree 2-tensor ∗(̂σ/) be on each
Sr, r ≥ 1, the solution to
D/2
(
∗(̂σ/)
)
=−D/2
(
1
2
∇/ ⊗̂ǫ[≥2]
)
+
1
r2
∇/N
(
r2
(
1
2
ρ/[≥2] − ∗σN/[≥2] − 1
2
∇/ δ[≥2] − 1
r
ǫ[≥2]
))
.
(4.55)
• Construction of ηˆ. Let the symmetric ◦γ-tracefree 2-tensor ηˆ be on each Sr,
r ≥ 1, the solution to
D/2ηˆ = 1
2
ρ/[≥2] − ∗σN/[≥2] − 1
2
∇/ δ[≥2] − 1
r
ǫ[≥2]. (4.56)
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Remark 4.9. For ease of presentation, we defined k and σ via the quantities that appear
in (4.38). Indeed, by the Hodge duality relation (2.6) and the third equation of (4.37), all
components of k and σ are uniquely specified this way.
Remark 4.10. The auxiliary ζE and ζH in (4.48) and (4.48) are introduced to control
the Dirchlet-to-Neumann map of the elliptic boundary value problems (4.42) and (4.47)
for δ[≥2] and σ
[≥2]
NN , respectively, to achieve the additional boundary condition
∂rδ
[≥2]|r=1 = ∂rσ[≥2]NN |r=1 = 0.
This is necessary such that ε and ∗σN/
[≥2]
H vanish on S1. Indeed, see their definitions in
(4.50) and (4.54).
4.3.3. Proof of surjectivity. In this section, we prove Lemma 4.11, Proposition 4.12 and
Lemma 4.16 below, that together imply surjectivity. Especially Proposition 4.12 is essen-
tial and only holds due to our delicate choice of ζE , ζH in (4.43) and (4.48), as well as our
particular choice of σ
[≥2]
NN to be a solution to (4.47). See also Remark 4.10.
Lemma 4.11. For given ρ, the symmetric 2-tensors k and σ defined by (4.39)-(4.56) are
a formal solution to (4.38), that is, on R3 \B1,
div k = ρ,
curl k = σ,
trk = 0.
Proof. For each of the three subsystems S0, S1 and S2, we show that the corresponding
parts of k, σ are solutions.
Analysis of S0. The two functions δ[0], σ
[0]
NN are radial. Integration of (S0.1) along r
with the trivial boundary condition δ[0]|r=1 = 0 directly leads to (4.40). (S0.2) is satisfied
by (4.45). Therefore, δ[0] and σ
[0]
NN solve S0.
Analysis of S1. The equations (S1.1), (S1.2) are automatically satisfied by the defini-
tion of ǫ[1] in (4.50). The same holds for (S1.4) by the definition of ∗σN/
[1] in (4.52). It
remains to verify that (S1.3) is satisfied.
Applying div/ and curl/ to (S1.3), plugging in the definition of ǫ[1] in (4.50) and using
Lemma 2.36, we get that δ[1] and σ
[1]
NN must satisfy the compatibility conditions
1
2
△/ δ[1] + ∂2r δ[1] +
7
r
∂rδ
[1] +
9
r2
δ[1] =
1
r4
∂r
(
r4 (ρN)
[1]
)
− div/ ρ/[1], (4.57)
1
r4
∂r
(
r4σ
[1]
NN
)
= curl/ ρ/[1]. (4.58)
With regard to the Hodge-Fourier decomposition, it holds that△/ δ[1] = − 2
r2
δ[1]. So, (4.57)
is satisfied by the definition of δ[1] in (4.41). Moreover, σ
[1]
NN satisfies (4.58) by (4.46). Note
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that at the level of l ≥ 1, D/ 1 is a bijection, see Lemma 2.37, so the above shows that
(S1.3) is satisfied. To summarize, we showed that ǫ[1], δ[1], σ
[1]
NN and
∗σN/
[1] solve S1.
Analysis of S2. In the following, we use that △ = ∂2r + 2r∂r+△/ . The equations (S2.1),
(S2.2) and (S2.4) are satisfied in view of (4.50) and (4.56). It remains to prove (S2.3)
and (S2.5). We start with (S2.3).
Applying div/ and curl/ to (S2.3) and using (4.50) leads to the compatibility conditions
△δ[≥2] + 4
r
∂rδ
[≥2] +
6
r2
δ[≥2] =
1
r3
∂r
(
r3 (ρN )
[≥2]
)
− div/
(
1
2
ρ/[≥2] + ∗σN/
[≥2]
)
, (4.59)
1
r3
∂r
(
r3σ
[≥2]
NN
)
= curl/
(
1
2
ρ/[≥2] + ∗σN/
[≥2]
)
. (4.60)
The function δ[≥2] defined in (4.42) satisfies (4.59) by the definition of ∗σN/
[≥2]
E in (4.53)
and the fact that
div/
(
1
2
ρ/
[≥2]
H +
∗σN/
[≥2]
H
)
= 0,
see the construction of H(lm) in (2.8). Furthermore, the ∗σN/
[≥2]
H defined in (4.54) satisfies
(4.60) because
curl/
(
1
2
ρ/
[≥2]
E +
∗σN/
[≥2]
E
)
= 0
by the construction of E(lm) in (2.8). This shows that (S2.3) is satisfied.
We turn now to (S2.5). Applying the divergence operator D/2 to (S2.5) and using (4.56)
leads to
D/2
(
∗(̂σ/) +
1
2
∇/ ⊗̂ǫ[≥2]
)
=
1
r2
∇/N
(
r2
(
1
2
ρ/[≥2] − ∗σN/[≥2] − 1
2
∇/ δ[≥2] − 1
r
ǫ[≥2]
))
. (4.61)
This coincides with the definition of ∗(̂σ/) in (4.55) and thus shows that (S2.5) is satisfied.
To summarise, we showed that δ[≥2], ǫ[≥2], σ
[≥2]
NN ,
∗σN/
[≥2], ∗(̂σ/)
[≥2]
, ηˆ solve S2. This finishes
the proof of Lemma 4.11. 
We continue by controlling the regularity and boundary behaviour at S1 of ζE , ζH and
δ[≥2], σ
[≥2]
NN .
Proposition 4.12. Let w ≥ 2 be an integer. Let ρ = (ρN , ρ/) ∈ Hw−2−5/2 be given. Let ζE, ζH
be the vectorfields defined in (4.43)-(4.44), (4.48)-(4.49), and δ[≥2], σ
[≥2]
NN be the solutions
to the elliptic PDEs (4.42), (4.47), respectively. Then, the following holds.
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(1) Regularity and boundary behaviour of ζE, ζH. The vectorfields ζE and ζH
satisfy
‖ζE‖Hw−2−5/2 .‖ρ‖Hw−2−5/2 + Cw‖ρ‖H0−5/2 ,
‖ζH‖Hw−2−5/2 .‖ρ‖Hw−2−5/2 + Cw‖ρ‖H0−5/2 .
(4.62)
Moreover, for each l ≥ 2, m ∈ {−l, . . . , l}, ζ (lm)E and ζ (lm)H satisfy
∞∫
1
r1−l
(
ζ
(lm)
E −
(
l√
l(l + 1)
(ρN)
(lm) − ρ/(lm)E
))
dr = 0,
∞∫
1
r−1−
√
l(l+1)+4
(
ζ
(lm)
H + ρ/
(lm)
H
)
dr = 0.
(4.63)
(2) Precise estimate for ζE and ζH. It holds that
‖D/−12 (∇/NζE) ‖Hw−2
−5/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 ,
‖D/−12 (∇/NζH) ‖Hw−2
−5/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 ,
(4.64)
with D/−12 (∇/NζE) ,D/−12 (∇/NζH) ∈ H
w−2
−5/2.
(3) Elliptic regularity and boundary behaviour of δ[≥2], σ
[≥2]
NN . It holds that∥∥δ[≥2]∥∥
Hw−1
−3/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 ,∥∥∥σ[≥2]NN ∥∥∥
Hw−2
−5/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 .
(4.65)
Furthermore,
δ[≥2] ∈ Hw−1−3/2, σ[≥2]NN ∈ H
w−2
−5/2.
In particular, for w > 2,
∂rδ
[≥2]
∣∣∣
r=1
= 0, (4.66)
and for w > 3,
∂rσ
[≥2]
NN
∣∣∣
r=1
= 0. (4.67)
(4) Precise estimate for ∂rσ
[≥2]
NN . It holds that∥∥∥D/−11 (0, ∂rσ[≥2]NN )∥∥∥
Hw−2
−5/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 . (4.68)
and moreover, D/−11 (0, ∂rσ[≥2]NN ) ∈ H
w−2
−5/2.
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Here D/−11 ,D/−12 denote the inverse operators to the elliptic D/1,D/2 on (Sr,
◦
γ), respectively,
see Lemma 2.37.
Remark 4.13. The quantities δ[≥2], σ
[≥2]
NN are solutions to the elliptic equations (4.42),
(4.47) on R3 \B1, respectively. Therefore their boundary regularity at S1 is harder to
estimate than for the other components of k and σ which all satisfy first order transport
equations in r or Hodge systems on Sr.
Proof. We first analyse ζE and ζH .
(1) Regularity and boundary behaviour of ζE, ζH. We begin by showing that the
constants c
(lm)
E , c
(lm)
H in (4.44), (4.49) are well-defined. By Cauchy-Schwarz, for all l ≥ 2,
m ∈ {−l, . . . , l},
∣∣∣c(lm)E ∣∣∣ =
∣∣∣∣∣∣
∞∫
1
r−l+1
(
l√
l(l + 1)
(ρN )
(lm) − ρ/(lm)E
)
dr
∣∣∣∣∣∣
≤
 ∞∫
1
r−2ldr
1/2 ∞∫
1
r2
(
l√
l(l + 1)
(ρN)
(lm) − ρ/(lm)E
)2
dr
1/2
.
1√
2l − 1
 ∞∫
1
(
r(ρN )
(lm)
)2
dr +
∞∫
1
(
rρ/
(lm)
E
)2
dr
1/2 ,
(4.69)
and also for all l ≥ 2,
∣∣∣c(lm)H ∣∣∣ =
∣∣∣∣∣∣
∞∫
1
r−1−
√
l(l+1)+4ρ/
(lm)
H dr
∣∣∣∣∣∣
.
(
1
2
√
l(l + 1) + 4 + 3
)1/2 ∞∫
1
(
rρ/
(lm)
H
)2
dr
1/2 .
(4.70)
We show next that for all integers w ≥ 2,
‖ζE‖Hw−2
−5/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 ,
‖ζH‖Hw−2
−5/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 .
(4.71)
Consider first the case w = 2 of (4.71) for ζE , that is,
‖ζE‖H0
−5/2
(R3\B1)
. ‖ρ‖H0
−5/2
(R3\B1)
. (4.72)
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By (4.43) and (4.48), for all l ≥ 2, ζ (lm)E and ζ (lm)H vanish outside the interval (1, 1 + 1/l).
Therefore, for l ≥ 2,
∞∫
1
(
rζ
(lm)
E
)2
dr =
(
c
(lm)
E
)2
l2
1+1/l∫
1
r2l
(
(∂rχ)(l(r − 1))
)2
dr
.
(
c
(lm)
E
)2 l2
2l + 1
[(
1 +
1
l
)2l+1
− 1
]
.
 ∞∫
1
(
r (ρN )
(lm)
)2
dr +
∞∫
1
(
rρ/
(lm)
E
)2
dr
 ,
(4.73)
where we uniformly estimated ∂rχ and used (4.69) in the last step. Similarly, for l ≥ 2,
using (4.70),
∞∫
1
(rζ
(lm)
H )
2dr =
(
c
(lm)
H
)2 ∞∫
1
r2+2
√
l(l+1)+4 (∂r (χ(l(r − 1))))2 dr
=
(
c
(lm)
H
)2
l2
1+1/l∫
1
r2+2
√
l(l+1)+4 (∂rχ)
2 (l(r − 1))dr
.
(
c
(lm)
H
)2
l2
(
1
3 + 2
√
l(l + 1) + 4
)(1 + 1
l
)3+2√l(l+1)+4
− 1

.
∞∫
1
(
rρ/
(lm)
H
)2
dr.
Summing over l and m proves (4.72).
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The case w > 2 of (4.71) for ζE is derived as follows. By Proposition 2.35, we improve
(4.69) as follows,
∣∣∣c(lm)E ∣∣∣ . 1√
2l − 1
 ∞∫
1
(
r(ρN )
(lm)
)2
dr +
∞∫
1
(
rρ/
(lm)
E
)2
dr
1/2
.
1√
2l − 1√l(l + 1)w−2
(l(l + 1))w−2 ∞∫
1
(
r(ρN)
(lm)
)2
dr
1/2
+
1√
2l − 1√l(l + 1)w−2
(l(l + 1))w−2 ∞∫
1
(
rρ/
(lm)
E
)2
dr
1/2
.
1√
2l − 1√l(l + 1)w−2
 ∞∫
1
r2(w−2)
(
l(l + 1)
r2
)w−2 (
r(ρN)
(lm)
)2
dr
1/2
+
1√
2l − 1√l(l + 1)w−2
 ∞∫
1
r2(w−2)
(
l(l + 1)
r2
)w−2 (
rρ/
(lm)
E
)2
dr
1/2 .
(4.74)
The terms in brackets on the right-hand side, in view of Proposition 2.35, correspond after
summing over l, m to the Hw−2−5/2-norm of ρ which is bounded. These terms are therefore
in particular summable.
On the other hand, we can explicitly calculate
∂r
(
ζ
(lm)
E
)
= c
(lm)
E
l − 1
r
rl−1∂r (χ(l(r − 1))) + c(lm)E rl−1l∂r
(
(∂rχ) (l(r − 1))
)
≈ l
r
ζ
(lm)
E ,
(div/ ζE)
(lm) = −
√
l(l + 1)
r
ζ
(lm)
E , (curl/ ζE)
(lm) = 0.
(4.75)
Combining (4.74), (4.75) and using Propositions 2.31 and 2.35 and Lemma 2.36, we can
estimate the derivatives of ζE similarly as in (4.72). This proves (4.71) for ζE for all
w ≥ 2. The estimates (4.71) for ζH are derived analogously and left to the reader. This
proves (4.71) for all w ≥ 2.
We next show that ζE, ζH ∈ Hw−2−5/2 by proving that there exist sequences (ζE)n, (ζH)n of
smooth vectorfields with
supp(ζE)n, supp(ζH)n ⊂⊂ R3 \B1 (4.76)
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that converge as n→∞ in Hw−2−5/2 to
(ζE)n → ζE, (ζH)n → ζH . (4.77)
Indeed, let
(ζE)n :=
n∑
l=2
l∑
m=−l
ζ
(lm)
E E
(lm),
(ζH)n :=
n∑
l=2
l∑
m=−l
ζ
(lm)
H E
(lm).
By (2.1), (4.43) and (4.48), it follows that for each n, these are smooth vectorfields satis-
fying (4.76). By (4.71), the convergence (4.77) follows.
Next, we prove the integral identities (4.63). The first one follows by
∞∫
1
r1−lζ
(lm)
E dr =
∞∫
1
c
(lm)
E ∂r (χ((r − 1)l)) dr
= c
(lm)
E [χ((r − 1)l)]∞1
= c
(lm)
E (1− 0)
=
∞∫
1
r1−l
(
l√
l(l + 1)
(ρN )
(lm) − ρ/(lm)E
)
dr.
(4.78)
The second identity is proven similarly and left to the reader. This proves part (1) of
Proposition 4.12.
(2) Precise estimate for ζE and ζH. We first prove (4.64). Consider the case w = 2
of the estimate for ζE in (4.64). Using the Hodge-Fourier formalism, see Proposition 2.35
and Lemmas 2.36 and 2.37, it suffices to prove
∞∫
1
r2
 r√
1
2
l(l + 1)− 1
∂rζ
(lm)
E
2 dr . ∞∫
1
(
rρ/
(lm)
E
)2
+
(
rρ/
(lm)
H
)2
+
(
r (ρN)
(lm)
)2
dr.
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By (4.75), we can estimate
∞∫
1
r2
 r√
1
2
l(l + 1)− 1
∂rζ
(lm)
E
2 dr
.
∞∫
1
r2
(
ζ
(lm)
E
)2
dr +
(
c
(lm)
E
)2 ∞∫
1
r2l+2l2
(
(∂2χ)(l(r − 1)))2 dr
.
∞∫
1
r2
(
ζ
(lm)
E
)2
dr + l2
(
c
(lm)
E
)2 1+ 1l∫
1
r2l+2dr
.
∞∫
1
r2
(
ζ
(lm)
E
)2
dr + l2
(
c
(lm)
E
)2 1
2l + 3
((
1 +
1
l
)3+2l
− 1
)
.
∞∫
1
r2
(
ζ
(lm)
E
)2
dr +
l2
2l + 3
(
c
(lm)
E
)2
.
∞∫
1
r2
(
ζ
(lm)
E
)2
dr +
∞∫
1
(
rρ/
(lm)
E
)2
+
(
r (ρN )
(lm)
)2
dr,
(4.79)
where we uniformly estimated ∂2rχ, used the fact that supp ∂
2
rχ ⊂ [1, 1 + 1/l] and (4.69).
Together with Proposition 4.12, this proves (4.64) for w = 2.
Consider now the case w > 2 of (4.64). On the one hand, by the higher regularity of
ρ/
(lm)
E , (ρN)
(lm), the estimate of c
(lm)
E improves, see (4.74). On the other hand, we can
differentiate the explicit formula (4.43) by ∂r, while taking angular derivatives correspond
to multiplications by
√
l(l+1)
r
. All terms appearing can be bounded analogously as in
(4.79) by using the improved bounds for c(lm) and the fact that for all n ≥ 1,
supp ∂nr χ ⊂ [1, 1 + 1/l].
This proves (4.64) for ζE for w ≥ 2. The proof for ζH is analogous and left to the reader.
It remains to show that D/−12 (∇/NζE) ,D/−12 (∇/NζE) ∈ H
w−2
−5/2. Consider the statement for
D/−12 (∇/NζE). For each n ≥ 2, the smooth Sr-tangent tracefree symmetric 2-tensor
Vn :=
n∑
l=2
l∑
m=−l
(D/−12 (∇/NζE))(lm)ψ ψ(lm)
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has compact support in R3 \B1 by the definition of ζE in (4.43), see Lemma 2.34. Further,
by (4.64), Vn → D/−12 (∇/NζE) as n → ∞ in Hw−2−5/2. By definition of H
w−2
−5/2, see Definition
2.11, the statement for D/−12 (∇/NζE) follows. The statement for D/−12 (∇/NζH) follows anal-
ogously. This finishes the proof of part (2) of Proposition 4.12.
(3) Elliptic regularity and boundary behaviour of δ[≥2], σ
[≥2]
NN . First, by the elliptic
theory of Appendix C, it follows that for integers w ≥ 2,
δ[≥2] ∈ H1 ∩Hw−1−3/2(R3 \B1), σ[≥2]NN ∈ Hw−2−5/2(R3 \B1)
with estimates
‖δ[≥2]‖Hw−1
−3/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 ,
‖σ[≥2]NN ‖Hw−2
−5/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 .
(4.80)
Indeed, δ[≥2] is estimated in H
1
−3/2 by Proposition C.4 and σ
[≥2]
NN in H
0
−5/2(R
3 \B1) by
Lemma C.9. Higher order regularity follows from Proposition C.6. The corresponding
estimates obtained for δ[≥2] and σ
[≥2]
NN are in terms of norms of the right-hand sides of
(4.42) and (4.47). In turn, these right-hand sides are estimated thanks to Corollary C.11
and the estimates of the part (1) of the proof for ζE and ζH .
We demonstrate now the improved boundary behaviour
δ[≥2] ∈ Hw−1−3/2, σ[≥2]NN ∈ H
w−2
−5/2.
We only need to consider the cases w > 2 for δ[≥2] and w > 3 for σ
[≥2]
NN . Indeed, else the
trivial extension to B1 is regular and in view of the boundary conditions
δ[≥2]|r=1 = σ[≥2]NN = 0,
the statement follows by Proposition 2.12.
By Proposition C.7, it suffices to prove the following claim.
Claim 4.14. If w > 2, then it holds that
∂rδ
[≥2]|r=1 = 0, (4.81)
and if w > 3, then
∂rσ
[≥2]
NN |r=1 = 0. (4.82)
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First, by (4.80) it holds that for all l ≥ 2, m ∈ {−l, . . . , l}, if w > 2, w > 3, respectively,
∞∫
1
(
δ(lm)
)2
dr,
∞∫
1
(1 + r)2
(
∂rδ
(lm)
)2
dr,
∞∫
1
(1 + r)4
(
∂2r δ
(lm)
)2
dr <∞,
∞∫
1
(1 + r)2
(
σ
(lm)
NN
)2
dr,
∞∫
1
(1 + r)4
(
∂rσ
(lm)
NN
)2
dr,
∞∫
1
(1 + r)6
(
∂2rσ
(lm)
NN
)2
dr <∞.
By Lemma 2.13, it follows that
sup
r∈(1,∞)
(1 + r)1/2δ(lm), sup
r∈(1,∞)
(1 + r)3/2∂rδ
(lm) <∞,
sup
r∈(1,∞)
(1 + r)3/2σ
(lm)
NN , sup
r∈(1,∞)
(1 + r)5/2∂rσ
(lm)
NN <∞.
(4.83)
We show now that if w > 2, then for all l ≥ 2, m ∈ {−l, . . . , l},
∂rδ
(lm)|r=1 = 0.
Definition (4.42) is in the Hodge-Fourier formalism equivalent to the following ODEs on
r ∈ (1,∞) for δ(lm) with l ≥ 2, m ∈ {−l, . . . , l}, see Lemma 2.34,
rl−2∂r
(
r−2l∂r
(
rl+2δ(lm)
))
=
1
r2
∂r
(
r2 (ρN )
(lm)
)
−
√
l(l + 1)
r
(
ρ/
(lm)
E + ζ
(lm)
E
)
. (4.84)
On the one hand, using that δ(lm)|r=1 = 0, l ≥ 2, and (4.83), we get
∞∫
1
∂r
(
r−2l∂r
(
rl+2δ(lm)
))
dr =
[
r2−l∂rδ
(lm) + (l + 2)r1−lδ(lm)
]∞
1
= −∂rδ(lm)|r=1.
On the other hand, by (4.84),
∞∫
1
∂r
(
r−2l∂r
(
rl+2δ(lm)
))
=
∞∫
1
r−l∂r
(
r2 (ρN)
(lm)
)
−
√
l(l + 1)r1−l
(
ρ/
(lm)
E + ζ
(lm)
E
)
=
[
r2−l (ρN )
(lm)
]∞
1︸ ︷︷ ︸
=0
+ l
∞∫
1
r1−l
(
(ρN)
(lm) −
√
l(l + 1)
l
(
ρ/
(lm)
E + ζ
(lm)
E
))
=0,
(4.85)
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where the boundary term vanished because ρN ∈ Hw−2−5/2, and where we also used the
integral identity (4.63). This shows that
∂rδ
(lm)|r=1 = 0
for all l ≥ 2, m ∈ {−l, . . . , l} and proves (4.81).
We show now that if w > 3, then for all l ≥ 2, m ∈ {−l, . . . , l},
∂rσ
(lm)
NN |r=1 = 0.
Definition (4.47) is in the Hodge-Fourier formalism equivalent to the following ODEs on
r ∈ (1,∞) for σ(lm)NN with l ≥ 2, m ∈ {−l, . . . , l}, see Lemma 2.34,
r
√
l(l+1)+4−1∂r
(
r1−2
√
l(l+1)+4∂r
(
r
√
l(l+1)+4σ
(lm)
NN
))
= r∂r
(√
l(l + 1)
r2
(
ρ/
(lm)
H + ζ
(lm)
H
))
.
(4.86)
On the one hand, using that σ
(lm)
NN |r=1 = 0, l ≥ 2 and (4.83),
∞∫
1
∂r
(
r1−2
√
l(l+1)+4∂r
(
r
√
l(l+1)+4σ
(lm)
NN
))
=
[√
l(l + 1) + 4r−
√
l(l+1)+4σ
(lm)
NN
]∞
1
+
[
r1−
√
l(l+1)+4∂rσ
(lm)
NN
]∞
1
=− ∂rσ(lm)NN |r=1.
On the other hand, using (4.86),
∞∫
1
∂r
(
r1−2
√
l(l+1)+4∂r
(
r
√
l(l+1)+4σ
(lm)
NN
))
=
∞∫
1
r2−
√
l(l+1)+4∂r
(√
l(l + 1)
r2
(
ρ/
(lm)
H + ζ
(lm)
H
))
=
[
r−
√
l(l+1)+4
√
l(l + 1)
(
ρ/
(lm)
H + ζ
(lm)
H
)]∞
1
+
√
l(l + 1)
(√
l(l + 1) + 4− 2
) ∞∫
1
r−
√
l(l+1)+4−1
(
ρ/
(lm)
H + ζ
(lm)
H
)
=0,
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where we used the integral identity (4.63) and the boundary term vanished because ρ, ζH ∈
Hw−2−5/2. This shows that for all l ≥ 2, m ∈ {−l, . . . , l},
∂rσ
(lm)
NN |r=1 = 0
and proves (4.82). This finishes the proof of Claim 4.14. Hence, we have obtained the
control of δ[≥2] ∈ Hw−1−3/2, σ[≥2]NN ∈ H
w−2
−5/2. This finishes the proof of part (3) of Proposition
4.12.
Remark 4.15. For l ≥ 2, m ∈ {−l, . . . , l}, if ρ/(lm)H is compactly supported in R3 \B1, then
σ
(lm)
NN is compactly supported in R
3 \B1. Indeed, this follows by integrating the radial ODE
(4.86) and using that by the construction of ζ
(lm)
H , suppζ
(lm)
H ⊂⊂ R3 \B1 and ∂rσ(lm)NN |r=1 =
0.
(4) Precise estimate for ∂rσ
[≥2]
NN . First consider the case w = 2 of (4.68), that is,∥∥∥D/−11 (0, ∂rσ[≥2]NN )∥∥∥
H0
−5/2
(R3\B1)
. ‖ρ‖H0
−5/2
(R3\B1)
. (4.87)
Using the Fourier-Hodge formalism and the previous estimates for σ
[≥2]
NN , ζH, it suffices to
prove
∞∫
1
r2
(
r√
l(l + 1)
∂rσ
(lm)
NN
)2
dr .
∞∫
1
(
rρ/
(lm)
H
)2
+
(
rσ
(lm)
NN
)2
+
(
rζ
(lm)
H
)2
dr. (4.88)
First, we rewrite the integrand by using (4.86). Indeed, multiplying (4.86) by r−
√
l(l+1)+4+1
and integrating from 1 to r ≥ 1 leads, after integration by parts, to the expression
r√
l(l + 1)
∂rσ
(lm)
NN
=−
√
l(l + 1) + 4√
l(l + 1)
σ
(lm)
NN +
(
ρ/
(lm)
H + ζ
(lm)
H
)
−
(
2−
√
l(l + 1) + 4
)
r
√
l(l+1)+4
 r∫
1
(r′)−
√
l(l+1)+4−1
(
ρ/
(lm)
H + ζ
(lm)
H
)
dr′
 ,
(4.89)
where the boundary terms at r = 1 vanished because ρ, ζH ∈ Hw−2−5/2 and
σ
[≥2]
NN |r=1 = ∂rσ[≥2]NN |r=1 = 0.
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We are now in the position to prove (4.88). We have
∞∫
1
r2
(
r√
l(l + 1)
∂rσ
(lm)
NN
)2
dr
.
∞∫
1
r2
[ (
σ
(lm)
NN
)2
+
(
ρ/
(lm)
H
)2
+
(
ζ
(lm)
H
)2 ]
dr
+ (
√
l(l + 1) + 4− 2)2
∞∫
1
r2
√
l(l+1)+4+2
 r∫
1
(r′)−
√
l(l+1)+4−1
(
ρ/
(lm)
H + ζ
(lm)
H
)
dr′
2 dr
︸ ︷︷ ︸
:=I2
.
(4.90)
By the integral identity (4.63) we can rewrite I2 and use integration by parts to get
I2 =
∞∫
1
r2
√
l(l+1)+4+2
 ∞∫
r
(r′)−
√
l(l+1)+4−1
(
ρ/
(lm)
H + ζ
(lm)
H
)
dr′
2 dr
=
1
2
√
l(l + 1) + 4 + 3
r2√l(l+1)+4+3
 ∞∫
r
(r′)−
√
l(l+1)+4−1
(
ρ/
(lm)
H + ζ
(lm)
H
)
dr′
2∞
1
+ 2
∞∫
1
r
√
l(l+1)+4+2
(
ρ/
(lm)
H + ζ
(lm)
H
)
2
√
l(l + 1) + 4 + 3
 ∞∫
r
(r′)−
√
l(l+1)+4−1
(
ρ/
(lm)
H + ζ
(lm)
H
)
dr′
 dr.
(4.91)
The boundary term on the right-hand side can be estimated as follows∣∣∣∣∣∣r2
√
l(l+1)+4+3
 ∞∫
r
(r′)−
√
l(l+1)+4−1
(
ρ/
(lm)
H + ζ
(lm)
H
)
dr′
2∣∣∣∣∣∣
≤ r2
√
l(l+1)+4+3
 ∞∫
r
(r′)−2
√
l(l+1)+4−4dr′
 ∞∫
1
(
rρ/
(lm)
H
)2
+
(
rζ
(lm)
H
)2
dr

≤ 1
2
√
l(l + 1) + 4 + 3
 ∞∫
1
(
rρ/
(lm)
H
)2
+
(
rζ
(lm)
H
)2
dr
 .
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The integral term on the right-hand side of (4.91) is estimated by Cauchy-Schwarz as
∞∫
1
r2
√
l(l+1)+4+2
(
ρ/
(lm)
H + ζ
(lm)
H
) r∫
1
(r′)−
√
l(l+1)+4−1
(
ρ/
(lm)
H + ζ
(lm)
H
)
dr′
 dr
≤ (I2)1/2
 ∞∫
1
(
rρ/
(lm)
H
)2
+
(
rζ
(lm)
H
)2
dr
1/2 .
Putting everything together, we arrive at
I2 .
1
(2
√
l(l + 1) + 4 + 3)2
 ∞∫
1
(
rρ/
(lm)
H
)2
+
(
rζ
(lm)
H
)2
dr
 .
Plugging this into (4.90) yields
∞∫
1
r2
(
r√
l(l + 1)
∂rσ
(lm)
NN
)2
dr .
∞∫
1
(
rρ/
(lm)
H
)2
+
(
rσ
(lm)
NN
)2
+
(
rζ
(lm)
H
)2
dr.
This proves (4.87), that is, the case w = 2 of (4.68).
We turn now to the case w > 2 of (4.68). By differentiating (4.89) in r or taking the
tangential derivative ∇/ which on the Fourier side amounts to multiplication by
√
l(l+1)
r
,
and using Proposition 2.35 and Lemma 2.36, we get that for all w ≥ 2,∥∥∥D/−11 (0, ∂rσ[≥2]NN )∥∥∥
Hw−2
−5/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 , (4.92)
that is, we proved (4.68).
It remains to show that D/−11 (0, ∂rσ[≥2]NN ) ∈ H
w−2
−5/2. By definition, it suffices to prove that
there is a sequence Xn of smooth vectorfields on R
3 \B1 with
suppXn ⊂⊂ R3 \B1
that converges as n→∞ in Hw−2−5/2,
Xn → D/−11
(
0, ∂rσ
[≥2]
NN
)
.
Let ρn be a sequence of smooth vectorfields on R
3 \B1 such that for all n,
supp ρn ⊂⊂ R3 \B1
and as n→∞, in Hw−2−5/2(R3 \B1),
ρn → ρ.
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Consider the sequence
ρ[≤n]n :=
n∑
l=1
l∑
m=−l
(
(ρn)
(lm)
E E
(lm) + (ρn)
(lm)
H H
(lm)
)
which satisfies for all n,
supp ρ[≤n]n ⊂⊂ R3 \B1
and as n→∞, in Hw−2−5/2(R3 \B1),
ρ[≤n]n → ρ.
By Remark 4.15 and the higher regularity estimates (4.62) and (4.80), it follows that
solutions (σ
[≥2]
NN )n to (4.47) with ρ
[≤n]
n and corresponding (ζH)n defined in (4.48) on the
right-hand side are smooth and satisfy
supp
(
σ
[≥2]
NN
)
n
⊂⊂ R3 \B1.
This shows that
Xn := D/−11
(
0, ∂r
(
σ
[≥2]
NN
)
n
)
,
is a sequence of smooth vectorfields with
suppXn ⊂⊂ R3 \B1.
Furthermore, by linearity and (4.68), as n→∞,∥∥∥Xn −D/−11 (0, ∂rσ[≥2]NN )∥∥∥
Hw−2
−5/2
(R3\B1)
.‖(ρ/[≤n]n )[≥2]H − ρ/[≥2]H ‖Hw−2−5/2 + Cw‖(ρ/
[≤n]
n )
[≥2]
H − ρ/[≥2]H ‖H0−5/2
→ 0.
The above implies thatD/−11 (0, ∂rσ[≥2]NN ) ∈ H
w−2
−5/2. This finishes the control ofD/−11
(
0, ∂rσ
[≥2]
NN
)
and hence concludes the proof of Proposition 4.12. 
In the following lemma, we estimate all quantities that were not yet bounded in Proposi-
tion 4.12 and obtain the full regularity and boundary control of k and σ.
Lemma 4.16 (Full boundary control and regularity). For ρ = (ρN , ρ/) ∈ Hw−2−5/2, the
symmetric 2-tensors k and σ defined in (4.39)-(4.56) satisfy k ∈ Hw−1−3/2, σ ∈ Hw−2−5/2, with
‖k‖
H
w−1
−3/2
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 ,
‖σ‖
H
w−2
−5/2
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 .
(4.93)
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Proof. In view of Lemma 2.19 and the decomposition of k and σ introduced at the begin-
ning of Section 4.3.1, we prove that δ, ǫ, ηˆ ∈ Hw−1−3/2 and σNN , ∗σN/, ∗(̂σ/) ∈ Hw−2−5/2 together
with quantitative estimates. We estimate the terms in the order they were introduced in
(4.39)-(4.56).
Control of δ.
Control of δ[0]. First we show that for all w ≥ 2,
‖δ[0]‖Hw−1
−3/2
. ‖ρ‖Hw−2
−5/2
+ Cw‖ρ‖H0−5/2 . (4.94)
First consider the case w = 2, that is,
‖δ[0]‖H1
−3/2
. ‖ρ‖H0
−5/2
.
By (4.40) we can rewrite
‖δ[0]‖2H0
−3/2
=
∞∫
1
∫
Sr
(
δ[0]
)2
dr =
∞∫
1
4πr2
r6
 r∫
1
(r′)3 (ρN )
[0] dr′
2 dr
=
1
4π
∞∫
1
1
r4
 r∫
1
r′
∫
Sr′
(ρN )
[0] dr′

2
dr,
where we used that δ[0] and (ρN)
[0] are radial. This expression allows us to estimate by
partial integration
‖δ[0]‖2H0
−3/2
=
(− 1
3r3
) r∫
1
r′
∫
Sr′
(ρN )
[0] dr′

2
∞
1
+
2
3
∞∫
1
1
r3
r ∫
Sr
(ρN )
[0]

 r∫
1
r′
∫
Sr′
(ρN )
[0] dr′
 dr
≤2
3
 ∞∫
1
∫
Sr
(ρN )
[0]
2 dr
1/2
 ∞∫
1
1
r4
 r∫
1
r′
∫
Sr′
(ρN )
[0] dr′

2
dr

1/2
=
2
3
 ∞∫
1
∫
Sr
(ρN )
[0]
2 dr
1/2 ‖δ[0]‖H0
−3/2
(4.95)
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where the boundary term was discarded because it has non-positive sign. This implies
that
‖δ[0]‖2
H0
−3/2
(R3\B1)
.
∞∫
1
∫
Sr
(ρN )
[0]
2 dr
.
∞∫
1
∫
Sr
(
r (ρN)
[0]
)2
dr
. ‖ (ρN)[0] ‖2H0−5/2(R3\B1).
(4.96)
The radial derivative ∂rδ
[0] equals by (4.40)
∂rδ
[0] = −3
r
δ[0] + (ρN)
[0] . (4.97)
This yields with (4.96) the estimate
‖∂rδ[0]‖H0
−5/2
(R3\B1)
. ‖ (ρN )[0] ‖H0−5/2(R3\B1). (4.98)
The tangential derivative vanishes because δ[0] is radial. This proves the case w = 2 of
(4.94).
Consider now the case w > 2 of (4.94). Higher radial regularity follows by differentiating
(4.97), and higher tangential regularity is trivial since δ[0] is radial. This proves (4.94) for
w ≥ 2.
For the control of δ[0] it remains to show that δ[0] ∈ Hw−1−3/2. Indeed, this follows by (4.97),
the fact that ρ ∈ Hw−2−5/2 and Proposition 2.12. This finishes the control of δ[0].
Control of δ[1]. First we show that for all w ≥ 2,
‖δ[1]‖Hw−1
−3/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2(R
3\B1)
+ Cw‖ρ‖H0−5/2 . (4.99)
Consider first the case w = 2, that is,
‖δ[1]‖H1
−3/2
(R3\B1)
. ‖ρ‖
H
0
−5/2(R
3\B1)
.
Integrating (4.41) yields the explicit form
δ[1] =
1
r4
r∫
1
r′
 r′∫
1
(
1
r′′
∂r((r
′′)4 (ρN)
[1])− (r′′)3 div/ ρ/[1]
)
dr′′

︸ ︷︷ ︸
:=I1(r′)
dr′. (4.100)
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Using (4.100) and integration by parts in r, we estimate
‖δ[1]‖2
H0
−3/2
(R3\B1)
=
∞∫
1
∫
Sr
(
δ[1]
)2
dr
=
∞∫
1
∫
Sr
1
r8
 r∫
1
r′I1(r
′)dr′
2 dr
=− 1
5
∫
Sr
1
r7
 r∫
1
r′I1(r
′)dr′
2∞
1
+
2
5
∞∫
1
∫
Sr
1
r7
(rI1(r))
 r∫
1
r′I1(r
′)dr′
 dr
≤2
5
 ∞∫
1
∫
Sr
1
r8
 r∫
1
r′I1(r
′)dr′
2 dr
1/2 ∞∫
1
∫
Sr
1
r4
(I1)
2(r)dr
1/2
=
2
5
‖δ[1]‖H0
−3/2
(R3\B1)
 ∞∫
1
∫
Sr
1
r4
(I1)
2(r)dr
1/2 ,
where the boundary term was discarded because of its non-positive sign. This shows that
‖δ[1]‖2
H0
−3/2
(R3\B1)
.
∞∫
1
∫
Sr
1
r4
(I1)
2(r)dr. (4.101)
By a similar integration by parts, we further have
∞∫
1
∫
Sr
1
r4
(I1)
2(r)dr . ‖ρ‖2
H
0
−5/2
, (4.102)
where we used that at l = 1,
‖ div/ ρ/[1]‖
H
0
−7/2
. ‖ρ/[1]‖
H
0
−5/2
.
Together, (4.101) and (4.102) imply
‖δ[1]‖H0
−3/2
(R3\B1)
. ‖ρ‖
H
0
−5/2
.
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Moreover, by (4.100) the radial derivative ∂rδ
[1] is
∂rδ
[1] = −4
r
δ[1] +
1
r3
I1(r).
Therefore (4.101) and (4.102) imply that
‖∂rδ[1]‖H0
−5/2
(R3\B1)
. ‖ρ‖2
H
0
−5/2
.
The tangential regularity of δ[1] follows immediately from the fact that l = 1,
‖∇/ δ[1]‖H0
−5/2
. ‖δ[1]‖H0
−3/2
.
This proves the case w = 2 of (4.99).
We turn now to the case w > 2 of (4.99). For higher radial regularity, differentiate the
defining ODE (4.41),{
∂2r δ
[1] + 7
r
∂rδ
[1] + 8
r2
δ[1] = 1
r4
∂r
(
r4 (ρN )
[1]
)
− div/ ρ/[1], on R3 \B1
δ[1]|r=1 = ∂rδ[1]|r=1 = 0.
(4.103)
Higher tangential regularity follows at the level of l = 1 in the Hodge-Fourier decomposi-
tion by the observation that for w ≥ 0
‖∇/ wδ[1]‖H0
−3/2−w
(R3\B1)
. Cw‖δ[1]‖H0
−3/2
(R3\B1)
. Cw‖ρ‖H0−5/2 .
(4.104)
This proves (4.99) for w ≥ 2.
It remains to show that δ[1] ∈ Hw−1−3/2. Indeed, this follows by (4.103) and ρ ∈ Hw−2−5/2 with
Proposition 2.12. This finishes the control of δ[1].
The full control of δ. Recall that
δ = δ[0] + δ[1] + δ[≥2].
Above we proved that for w ≥ 2, δ[0], δ[1] ∈ Hw−1−3/2 with the estimate
‖δ[0] + δ[1]‖Hw−1
−3/2
(R3\B1)
. ‖ρ‖
H
w−2
−3/2
+ Cw‖ρ‖H0−5/2 .
In Proposition 4.12, we proved that for w ≥ 2, δ[≥2] ∈ Hw−1−3/2 with the estimate
‖δ[≥2]‖Hw−1
−3/2
(R3\B1)
. ‖ρ‖
H
w−2
−3/2
+ Cw‖ρ‖H0−5/2 .
Together this proves that for w ≥ 2, δ ∈ Hw−1−3/2 with the estimate
‖δ‖Hw−1
−3/2
(R3\B1)
. ‖ρ‖
H
w−2
−3/2
+ Cw‖ρ‖H0−5/2
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and hence finishes the control of δ.
Control of σNN .
Control of σ
[1]
NN . First we show that for all w ≥ 2,
‖σ[1]NN‖Hw−2
−5/2
(R3\B1)
. ‖ρ/[1]‖
H
w−2
−5/2
+ Cw‖ρ/[1]‖H0−5/2 . (4.105)
Consider first the case w = 2, that is,
‖σ[1]NN‖H0
−5/2
(R3\B1)
. ‖ρ/[1]‖H0
−5/2
(R3\B1)
.
Recall (4.46),
σ
[1]
NN =
1
r4
r∫
1
(r′)4 curl/ ρ/[1]dr′.
Using this expression, the case w = 2 of (4.105) can be derived like for δ[0] before, see
(4.95) and (4.96). In particular, use that at l = 1,
‖ curl/ ρ/[1]‖H0
−7/2
(R3\B1)
. ‖ρ/[1]‖H0
−5/2
(R3\B1)
.
We turn now to the case w > 2 of (4.105). Higher radial regularity is proved by using
and differentiating the defining ODE,{
∂rσ
[1]
NN +
4
r
σ
[1]
NN = curl/ ρ/
[1]
σ
[1]
NN |r=1 = 0.
(4.106)
Higher tangential regularity is automatic at l = 1, as in (4.104). This proves (4.105) for
all w ≥ 2.
It remains to show that σ
[1]
NN ∈ H
w−2
−5/2. This follows by (4.106) and ρ ∈ Hw−2−5/2 with Propo-
sition 2.12. This finishes the control of σ
[1]
NN .
The full control of σNN . Recall that
σNN = σ
[1]
NN + σ
[≥2]
NN .
Above, we proved that for w ≥ 2, σ[1]NN ∈ H
w−2
−5/2 with the estimate
‖σ[1]NN‖Hw−2−5/2 . ‖ρ‖Hw−2−5/2 + Cw‖ρ‖H0−5/2 .
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In Proposition 4.12, we proved that for w ≥ 2, σ[≥2]NN ∈ H
w−2
−5/2 with the estimate
‖σ[≥2]NN ‖Hw−2−5/2 . ‖ρ‖Hw−2−5/2 + Cw‖ρ‖H0−5/2 .
Together this proves that for w ≥ 2, σNN ∈ Hw−2−5/2 with the estimate
‖σNN‖Hw−2−5/2 . ‖ρ‖Hw−2−5/2 + Cw‖ρ‖H0−5/2
and hence finishes the control of σNN .
Control of ǫ. First we show that for w ≥ 2
‖ǫ‖Hw−1
−3/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 . (4.107)
Consider first the case w = 2 of (4.107),
‖ǫ‖H1
−3/2
(R3\B1)
. ‖ρ‖
H
0
−5/2(R
3\B1)
.
By (4.50) we have on Sr, for r ≥ 1,
D/1ǫ =
(
ρN − 1
r3
∂r
(
r3δ
)
, σNN
)
. (4.108)
Proposition 2.24 and the estimates above for δ and σNN yield
‖ǫ‖2
H0
−3/2
(R3\B1)
+ ‖∇/ ǫ‖2
H0
−5/2
(R3\B1)
.‖ρ‖2
H0
−5/2
(R3\B1)
+ ‖δ‖2
H1
−3/2
(R3\B1)
+ ‖σNN‖2H0
−5/2
(R3\B1)
.‖ρ‖2
H0
−5/2
(R3\B1)
.
For radial regularity, we use that by Lemma 4.11, ǫ also solves (S1.3) and (S2.3), together
with (4.53) and (4.54) to obtain
1
r3
∇/N
(
r3ǫ[1]
)
= ρ/[1] +
1
2
∇/ δ[1],
1
r2
∇/N
(
r2ǫ
[≥2]
E
)
= ρ/
[≥2]
E + ζE + (∇/ δ)[≥2]E ,
1
r2
∇/N
(
r2ǫ
[≥2]
H
)
=
1
2
ρ/
[≥2]
H +
∗σN/
[≥2]
H
= D/−11
(
0,
1
r3
∂r
(
r3σ
[≥2]
NN
))
.
(4.109)
By Proposition 4.12 and the above estimates for δ, this yields the bounds
‖∇/Nǫ‖H0
−5/2
(R3\B1)
. ‖ρ‖H0
−5/2
(R3\B1)
.
This proves the case w = 2 of (4.107).
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Consider now the case w > 2 of (4.107). Higher tangential regularity is derived by tangen-
tially differentiating (4.108) and using Propositions 2.25 and 4.12. Higher radial regularity
follows by applying ∇/N to (4.109) and using Proposition 4.12. This proves (4.107) for all
w ≥ 2.
It remains to show that ǫ ∈ Hw−1−3/2. Indeed, this follows by (4.109) and the fact that
ρ,D/−11
(
0, 1
r3
∂r
(
r3σ
[≥2]
NN
))
, ζE,∇/ δ ∈ Hw−2−5/2(R3 \B1) together with Proposition 2.12. This
finishes the control of ǫ.
Control of ∗σN/. First we show that for all w ≥ 2
‖∗σN/‖Hw−2
−5/2
(R3\B1)
. ‖ρ‖Hw−2
−5/2
(R3\B1)
+ Cw‖ρ‖H0−5/2 . (4.110)
This control of ∗σN/ follows by the control of the previous quantities. Indeed, recall from
(4.51)-(4.54),
∗σN/
[1] =
1
2
ρ/[1] − 1
2
∇/ δ[1] − 1
r
ǫ[1],
∗σN/
[≥2]
E =
1
2
ρ/
[≥2]
E + ζE,
∗σN/
[≥2]
H = −
1
2
ρ/
[≥2]
H +D/−11
(
0,
1
r3
∂r
(
r3σ
[≥2]
NN
))
.
(4.111)
This implies by Proposition 4.12 and the above control of δ and ǫ
‖∗σN/[1]‖Hw−2
−5/2
(R3\B1)
. ‖ρ‖Hw−2
−5/2
(R3\B1)
+ ‖δ‖Hw−1
−3/2
+ ‖ǫ‖Hw−1
−3/2
(R3\B1)
. ‖ρ‖Hw−2
−5/2
(R3\B1)
+ Cw‖ρ‖H0−5/2 ,
‖∗σN/[≥2]E ‖Hw−2
−5/2
(R3\B1)
. ‖ρ‖Hw−2
−5/2
(R3\B1)
+ ‖ζE‖Hw−2
−5/2
(R3\B1)
. ‖ρ‖Hw−2
−5/2
(R3\B1)
+ Cw‖ρ‖H0−5/2 ,
‖∗σN/[≥2]H ‖Hw−2
−5/2
(R3\B1)
. ‖ρ‖Hw−2
−5/2
(R3\B1)
+
∥∥∥∥D/−11 (0, 1r3∂r (r3σ[≥2]NN )
)∥∥∥∥
Hw−2
−5/2
(R3\B1)
. ‖ρ‖Hw−2
−5/2
(R3\B1)
+ Cw‖ρ‖H0−5/2 .
This proves (4.110) for all w ≥ 2.
It remains to show that ∗σN/ ∈ Hw−2−5/2. This follows by (4.111) and δ, ǫ ∈ Hw−1−3/2,
ρ, ζE,D/−11
(
0, 1
r3
∂r
(
r3σ
[≥2]
NN
))
∈ Hw−2−5/2 together with Proposition 2.12. This finishes the
control of ∗σN/.
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Control of ∗(̂σ/). First we show that for w ≥ 2,
‖∗(̂σ/)ψ‖Hw−2
−5/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2,
‖∗(̂σ/)φ‖Hw−2
−5/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2.
(4.112)
In (4.55), ∗(̂σ/) was defined on each Sr, r ≥ 1, as solution to
D/2
(
∗(̂σ/) +
1
2
∇/ ⊗̂ǫ[≥2]
)
=
1
r2
∇/N
(
r2
(
1
2
ρ/[≥2] − ∗σN/[≥2] − 1
2
∇/ δ[≥2] − 1
r
ǫ[≥2]
))
.
Using definitions (4.53) and (4.54), this can be decomposed into
D/2
(
∗(̂σ/)ψ +
1
2
∇/ ⊗̂ǫ[≥2]E
)
=
1
r2
∇/N
(
r2
(
−ζ [≥2]E −
1
2
(∇/ δ)[≥2]E −
1
r
ǫ
[≥2]
E
))
,
D/2
(
∗(̂σ/)φ +
1
2
∇/ ⊗̂ǫ[≥2]H
)
=
1
r2
∇/N
(
r2
(
ρ/
[≥2]
H −D/−11
(
0,
1
r3
∂r
(
r3σ
[≥2]
NN
))
− 1
r
ǫ
[≥2]
H
))
.
(4.113)
To analyse these equations, we first rewrite the second equation.
Claim 4.17. The second equation of (4.113) is equivalent to
D/ 2
(
∗(̂σ/)φ +
1
2
∇/ ⊗̂ǫ[≥2]H
)
=
3
2r
ρ/
[≥2]
H +
1
r
ζ
[≥2]
H −
3
r
∗σN/
[≥2]
H −
1
r2
∇/N
(
rǫ
[≥2]
H
)
+D/−11
(
0,△/ σ[≥2]NN
)
−∇/Nζ [≥2]H .
(4.114)
Proof. In the following, we use that for a scalar function f [≥1],
∇/N
(
1
r
D/−11 (0, f)
)
=
1
r
D/−11 (0, ∂rf [≥1]),
this follows by Lemma 2.36.
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By the definition of σ
[≥2]
NN in (4.47) and of
∗σN/
[≥2]
H in (4.54), and using Lemma 2.36,
− 1
r2
∇/N
(
r2D/−11
(
0,
1
r3
∂r
(
r3σ
[≥2]
NN
)))
=− 3
r
D/−11
(
0,
1
r3
∂r
(
r3σ
[≥2]
NN
))
−D/−11
(
0, ∂r
(
1
r3
∂r
(
r3σ
[≥2]
NN
)))
=− 3
r
(
1
2
ρ/
[≥2]
H +
∗σN/
[≥2]
H
)
−D/−11
(
0,−△/ σ[≥2]NN + ∂r curl/
(
ρ/
[≥2]
H + ζ
[≥2]
H
))
=− 3
r
(
1
2
ρ/
[≥2]
H +
∗σN/
[≥2]
H
)
+D/−11
(
0,△/ σ[≥2]NN
)
−D/−11
(
0, ∂r curl/
(
ρ/
[≥2]
H + ζ
[≥2]
H
))
=− 3
r
(
1
2
ρ/
[≥2]
H +
∗σN/
[≥2]
H
)
+D/−11
(
0,△/ σ[≥2]NN
)
−∇/N
(
ρ/
[≥2]
H + ζ
[≥2]
H
)
+
1
r
(
ρ/
[≥2]
H + ζ
[≥2]
H
)
=− 3
r
∗σN/
[≥2]
H +D/−11
(
0,△/ σ[≥2]NN
)
−∇/N
(
ρ/
[≥2]
H + ζ
[≥2]
H
)
+
1
r
(
−1
2
ρ/
[≥2]
H + ζ
[≥2]
H
)
.
Plugging this into the second equation of (4.113) finishes the proof of Claim 4.17. 
By differentiating the first of (4.113) and (4.114), and using the commutation relations
of Lemma 2.36, we can apply Propositions 2.24 and 2.25 to get for w ≥ 2
‖∗(̂σ/)ψ‖Hw−2
−5/2
(R3\B1)
.‖ǫ‖Hw−1
−3/2
(R3\B1)
+ ‖ζE‖Hw−2
−5/2
(R3) + ‖D/−12 (∇/NζE) ‖Hw−2
−5/2
(R3\B1)
+ ‖δ‖Hw−1
−3/2
(R3\B1)
+ Cw
(
‖ǫ‖H1
−3/2
+ ‖ζE‖H0
−5/2
(R3\B1)
+ ‖D/−12 (∇/NζE) ‖H0
−5/2
(R3\B1)
+ ‖δ‖H1
−3/2
(R3\B1)
)
.‖ρ‖Hw−2
−5/2
(R3\B1)
+ Cw‖ρ‖H0−5/2 ,
(4.115)
‖∗(̂σ/)φ‖Hw−2
−5/2
(R3\B1)
.‖ǫ‖Hw−1
−3/2
(R3\B1)
+ ‖D/−12 (∇/NζH) ‖Hw−2
−5/2
(R3\B1)
+ ‖ζH‖Hw−2
−5/2
(R3\B1)
+ ‖ρ/[≥2]H ‖Hw−2
−5/2
(R3\B1)
+ ‖σ[≥2]NN ‖Hw−2
−5/2
(R3\B1)
+ ‖∗σN/[≥2]‖Hw−2
−5/2
(R3\B1)
+ Cw‖ρ‖H0−5/2
.‖ρ‖Hw−2
−5/2
(R3\B1)
+ Cw‖ρ‖H0−5/2 ,
(4.116)
where we used Proposition 4.12. This proves (4.112) for all w ≥ 2.
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It remains to show that ∗(̂σ/) ∈ Hw−2−5/2. This follows by (4.113), (4.114), by the fact
that ∇Nδ, ρ, ζE, ζH ∈ Hw−2−5/2, δ, ǫ ∈ Hw−1−3/2 and D/−12 (∇/NζE),D/−12 (∇/NζH) ∈ H
w−2
−5/2 together
with Proposition 2.12. Indeed, to show for a Sr-tangent symmetric 2-tensor V
[≥2]
ψ that
V |r=1 = 0, it suffices to prove that div/ (V ) |r=1 = 0. Together with the commutation
relations of Lemma 2.36, this concludes the control of ∗(̂σ/).
Control of ηˆ. First we prove for w ≥ 2,
‖ηˆ‖Hw−1
−3/2
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 . (4.117)
The control of ηˆ follows by the control of the above quantities. Indeed, recall (4.56),
D/2ηˆ = 1
2
ρ/[≥2] − ∗σN/[≥2] − 1
2
∇/ δ[≥2] − 1
r
ǫ[≥2]. (4.118)
Higher tangential regularity follows by Propositions 2.24 and 2.25. Indeed, tangentially
deriving (4.118) yields for all w ≥ 2, by the above control of δ, ǫ, ∗σN/,
‖ηˆ‖H0
−3/2
(R3\B1)
+
w−1∑
n=1
‖∇/ nηˆ‖H0
−3/2−n
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 .
For radial regularity, use that by Lemma 4.11, ηˆ also solves (S2.5), that is,
∇/N ηˆ +
1
r
ηˆ = ∗(̂σ/) +
1
2
∇/ ⊗̂ǫ[≥2].
Differentiating in r yields with the above control of δ, ǫ, ∗σN/,
∗(̂σ/) for all w ≥ 2 the bound
‖∇/ w−1N ηˆ‖H0
−1/2−w
(R3\B1)
. ‖ρ‖
H
w−2
−5/2
+ Cw‖ρ‖H0−5/2 .
This proves (4.117) for w ≥ 2.
It remains to show that ηˆ ∈ Hw−1−3/2. This follows by (S2.5) and ǫ ∈ H
w−1
−3/2,
∗(̂σ/) ∈ Hw−2−5/2
together with Proposition 2.12. This finishes the control of ηˆ as well as the proof of
Lemma 4.16. 
5. The prescribed scalar curvature equation for g
In this section we prove the following theorem.
Theorem 5.1 (Metric extension theorem, precise version). There exists a universal con-
stant ε > 0 such that the following holds.
(1) Extension result. Let g¯ ∈ H2(B1) be a Riemannian metric on the unit ball
B1 ⊂ R3 with scalar curvature R(g¯), and let R ∈ H0−5/2 be such that R|B1 = R(g¯).
If
‖g¯ − e‖H2(B1) + ‖R‖H0−5/2 < ε, (5.1)
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then there exists an H2−1/2-asymptotically flat metric g on R3 such that g|B1 = g¯
and its scalar curvature satisfies
R(g) = R on R3,
Moreover, it is bounded by
‖g − e‖H2
−1/2
. ‖g¯ − e‖H2(B1) + ‖R‖H0−5/2 , (5.2)
(2) Iteration estimates. Let g¯ ∈ H2(B1) be a Riemannian metric on B1 and let
R, R˜ ∈ H0−5/2 such that R|B1 = R˜|B1 = R(g¯) and (5.1) holds for (g¯, R) and (g¯, R˜).
Let g and g˜ denote the metrics constructed in part (1) of this theorem with respect
to R and R˜. Then
‖g − g˜‖H2
−1/2
. ‖R− R˜‖H0
−5/2
. (5.3)
(3) Higher regularity. If, in addition to (5.1), R ∈ Hw−2−5/2 and g¯ − e ∈ Hw(B1) for
an integer w ≥ 3, then the g constructed in part (1) of this theorem satisfies
‖g − e‖Hw
−1/2
. ‖R‖Hw−2
−5/2
+ Cw
(
‖g¯ − e‖Hw(B1) + ‖R‖H0
−5/2
)
,
where the constant Cw > 0 depends only on w.
Before turning to the proof of Theorem 5.1, we first analyse in more detail the scalar
curvature functional in the next section.
5.1. Scalar curvature and geometry of foliations. In this section, we analyse the
scalar curvature functional with respect to the foliation of R3 by spheres Sr.
Lemma 5.2. Let g be a smooth Riemannian metric on R3 \B1,
g = a2dr + γAB(β
Adr + dθA)(βBdr + dθB).
Then the scalar curvature R(g) of g on R3 \B1 is given by
R(g) = 2N(trγΘ)− 2
a
△/ γa + 2K(γ)− (trγΘ)2 − |Θ|2γ,
where N and Θ denote the unit normal and the second fundamental form of Sr ⊂ R3 with
respect to g, respectively, and K(γ) is the Gauss curvature of (Sr, γ).
Proof. The lemma follows by the traced second variation equation6
N(trγΘ) =
1
a
△/ γa+ Ric(N,N) + |Θ|2γ
and the twice traced Gauss equation
R(g) = 2Ric(N,N) + 2K(γ)− (trγΘ)2 + |Θ|2γ,
where Ric denotes the Ricci tensor of g. See Section 1 of [35] for a detailed derivation.
This finishes the proof of Lemma 5.2. 
6Recall our sign convention Θ(X,Y ) = −g(X,∇YN).
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We introduce the following variations of Riemannian metrics.
Definition 5.3. Let g be a Riemannian metric on R3 \B1,
g = a2dr + γAB(β
Adr + dθA)(βBdr + dθB),
and let further ϕ be a scalar function and β ′ a Sr-tangent vectorfield on R
3 \B1. We
define the variation of g by (ϕ, β ′) as
gˇϕ,β′ := a
2dr2 + e2ϕγAB
(
(β + β ′)Adr + dθA
) (
(β + β ′)Bdr + dθB
)
,
and set
S(ϕ, β ′, g) := R(gˇϕ,β′)− R(g).
Lemma 5.4. Let g be anH2−1/2-asymptotically flat metric on R3 \B1, ϕ ∈ H2−1/2(R3 \B1)
a scalar function and β ′ ∈ H2−1/2(R3 \B1) an Sr-tangent vectorfield. Then there exists a
universal constant ε > 0 such that the following holds.
(1) If
‖g − e‖H2
−1/2
(R3\B1)
< ε, ‖ϕ‖H2
−1/2
(R3\B1)
< ε, ‖β ′‖H2
−1/2
(R3\B1)
< ε, (5.4)
then
‖gˇϕ,β′ − e‖H2
−1/2
(R3\B1)
. ‖g − e‖H2
−1/2
+ ‖ϕ‖H2
−1/2
(R3\B1)
+ ‖β ′‖H2
−1/2
(R3\B1)
.
(2) If, in addition to (5.4), the metric g isHw−1/2-asymptotically flat and ϕ ∈ Hw−1/2(R3 \B1)
and β ′ ∈ Hw−1/2(R3 \B1) for an integer w ≥ 3, then
‖gˇϕ,β′ − e‖Hw
−1/2
(R3\B1)
.‖g − e‖Hw
−1/2
(R3\B1)
+ ‖ϕ‖Hw
−1/2
(R3\B1)
+ ‖β ′‖Hw
−1/2
(R3\B1)
+ Cw
(
‖g − e‖H2
−1/2
(R3\B1)
+ ‖ϕ‖H2
−1/2
(R3\B1)
+ ‖β ′‖H2
−1/2
(R3\B1)
)
.
(3) Let ϕ˜ ∈ H2−1/2(R3 \B1) be a second scalar function and β˜ ′ ∈ H2−1/2(R3 \B1) a
second Sr-tangent vectorfield satisfying (5.4). Then it holds that
‖gˇϕ,β′ − gˇϕ˜,β˜′‖H2
−1/2
(R3\B1)
. ‖ϕ− ϕ˜‖H2
−1/2
(R3\B1)
+ ‖β ′ − β˜ ′‖H2
−1/2
(R3\B1)
.
Proof. Proof of parts (1) and (2). By Lemma 2.23, it suffices to show that for ε > 0
sufficiently small, for integers w ≥ 2,
‖a2 − 1‖Hw
−1/2
(R3\B1)
+ ‖βA + β ′A‖Hw
−1/2
(R3\B1)
+ ‖e2ϕγ − ◦γ‖Hw
−1/2
(R3\B1)
.‖g − e‖Hw
−1/2
(R3\B1)
+ ‖ϕ‖Hw
−1/2
(R3\B1)
+ ‖β ′‖Hw
−1/2
(R3\B1)
+ Cw
(
‖g − e‖H2
−1/2
(R3\B1)
+ ‖ϕ‖H2
−1/2
(R3\B1)
+ ‖β ′‖H2
−1/2
(R3\B1)
)
.
(5.5)
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The first term on the left-hand side of (5.5) has not been changed in the variation and
thus for ε > 0 sufficiently small
‖a2 − 1‖Hw
−1/2
(R3\B1)
. ‖g − e‖Hw
−1/2
(R3\B1)
+ Cw‖g − e‖H2
−1/2
(R3\B1)
.
The second term on the left-hand side of (5.5) is bounded by
‖βA + β ′A‖Hw
−1/2
(R3\B1)
.‖βA‖Hw
−1/2
(R3\B1)
+ ‖β ′A‖Hw
−1/2
(R3\B1)
.‖g − e‖Hw
−1/2
(R3\B1)
+ Cw‖g − e‖H2
−1/2
(R3\B1)
+ ‖β ′A‖Hw
−1/2
(R3\B1)
.
The third term on the left-hand side of (5.5) is bounded by
‖e2ϕγ − ◦γ‖Hw
−1/2
(R3\B1)
≤ ‖e2ϕ(γ − ◦γ)‖Hw
−1/2
(R3\B1)
+ ‖(e2ϕ − 1)◦γ‖Hw
−1/2
(R3\B1)
. (5.6)
For ε > 0 sufficiently small, the first term on the right-hand side of (5.6) is bounded by
using Lemmas 2.7, Corollary 2.10 and product estimates as in Lemma 2.8 by
‖e2ϕ(γ − ◦γ)‖Hw
−1/2
(R3\B1)
.‖g − e‖Hw
−1/2
(R3\B1)
+ ‖ϕ‖Hw
−1/2
(R3\B1)
+ Cw
(
‖g − e‖H2
−1/2
+ ‖ϕ‖H2
−1/2
(R3\B1)
)
.
The second term on the right-hand side of (5.6) is bounded similarly by Corollary 2.10,
‖(e2ϕ − 1)◦γ‖Hw
−1/2
(R3\B1)
.‖ϕ‖Hw
−1/2
(R3\B1)
+ Cw‖ϕ‖H2
−1/2
(R3\B1)
.
This finishes the proof of (5.5) and therefore finishes the proof of parts (1) and (2) of
Lemma 5.4.
Proof of part (3). Indeed, by the construction of gˇϕ,β′, gˇϕ˜,β˜′ as variations of g with
(ϕ, β ′), (ϕ˜, β˜ ′) we can write, see Section 2.2, with B = 1, 2,
(gˇϕ,β′ − gˇϕ˜,β˜′)NN = a2 − a2 = 0,
gˇϕ,β′/ − gˇϕ˜,β˜′/ = (e2ϕ − e2ϕ˜)γ,(
gˇϕ,β′/ N − gˇϕ˜,β˜′/ N
)
B
= e2ϕγBA(β
A + β ′A)− e2ϕ˜γBA
(
βA + β˜ ′
A
)
= (e2ϕ − e2ϕ˜)γBA
(
βA + β ′A
)
+ e2ϕ˜γBA
(
β ′A − β˜ ′A
)
.
(5.7)
By Lemma 2.7 and (5.19) it holds for ε > 0 sufficiently small that∥∥e2ϕ − e2ϕ˜∥∥
H2
−1/2
(R3\B1)
=
∥∥e2ϕ˜(e2(ϕ−ϕ˜) − 1)∥∥
H2
−1/2
(R3\B1)
.‖ϕ− ϕ˜‖H2
−1/2
.
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For ε > 0 small enough, we can use this estimate and the expression (5.7) to apply Lemma
2.22, product estimates as in Lemma 2.8, and Lemma 2.23 to get
‖gˇϕ,β′ − gˇϕ˜,β˜′‖H2
−1/2
(R3\B1)
. ‖ϕ− ϕ˜‖H2
−1/2
(R3\B1)
+ ‖β ′ − β˜ ′‖H2
−1/2
(R3\B1)
.
This finishes the proof of Lemma 5.4. 
The next lemma shows how the scalar curvature changes under variation g 7→ gˇϕ,β′ defined
above.
Lemma 5.5. Let g be a smooth Riemannian metric,
g = a2dr + γAB(β
Adr + dθA)(βBdr + dθB),
and ϕ a smooth scalar function, and β ′ a smooth Sr-tangent vectorfield on R
3 \B1. Then
it holds that
S(ϕ, β ′, g) =− 4N ′(N ′ϕ)− 2e−2ϕ△/ γϕ+ 6(N ′ϕ)(trγΘ+ 1
a
div/ β ′)− 6(N ′ϕ)2
+ 2N ′
(
1
a
div/ γβ
′
)
− 2
a
trγΘdiv/ γβ
′ − 1
a
ΘAB(L/β′γ)AB
− 2
a
β ′(trγΘ)− 2
a
(e−2ϕ − 1)△/ γa+ 2(e−2ϕ − 1)K(γ)
− 1
a2
(div/ γβ
′)2 − |L/β′γ|2γ,
(5.8)
where N ′ = N − 1
a
β ′ = 1
a
∂r − 1aβ − 1aβ ′.
Proof. By Lemma 5.2, it holds that
R(gˇϕ,β′) =2Nˇϕ,β′(tre2ϕγΘˇϕ,β′)− 2
a
△/ e2ϕγa+ 2K(e2ϕγ)
− (tre2ϕγΘˇϕ,β′)2 − |Θˇϕ,β′|2e2ϕγ ,
(5.9)
where Nˇϕ,β′ and
(
Θˇϕ,β′
)
AB
are given in any coordinates on Sr, for A,B = 1, 2, by
Nˇϕ,β′ =N
′ =
1
a
∂r − 1
a
(β + β ′),(
Θˇϕ,β′
)
AB
=− 1
2a
∂r(e
2ϕγAB) +
1
2a
(L/ β′+β(e2ϕγ))AB
=− (N ′ϕ)e2ϕγAB + e2ϕ
(
ΘAB +
1
2a
(Lβ′γ)AB
)
.
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We note that
tre2ϕγΘˇϕ,β′ =− 2(N ′ϕ) + trγΘ+ 1
a
div/ γβ
′,
|Θˇϕ,β′|2e2ϕγ =2(N ′ϕ)2 − 2(N ′ϕ)trγΘ−
2
a
N ′(ϕ) div/ γβ
′ + |Θ|2γ
+
1
4a2
|L/β′γ|2γ +
1
a
ΘAB(Lβ′γ)AB,
(5.10)
and also
K(e2ϕγ) = e−2ϕ(K(γ)−△/ γϕ),
△/ e2ϕγa = e−2ϕ△/ γa.
(5.11)
Plugging (5.10) and (5.11) into (5.9) yields
R(gˇϕ,β′) =2N
′(trγΘ+
1
a
div/ γβ
′ − 2N ′(ϕ))− 2
a
e−2ϕ△/ γa+ 2e−2ϕ(K(γ)−△/ γϕ)
− (trγΘ)2 − 6(N ′(ϕ))2 + 6N ′(ϕ)(trγΘ+ 1
a
div/ γβ
′)
− |Θ|2γ −
1
4a2
|L/β′γ|2γ −
1
a
ΘAB(L/β′γ)AB.
(5.12)
By Lemma 5.2, it holds that
2N ′(trγΘ)− 2
a
e−2ϕ△/ γa+ 2e−2ϕK(γ)− (trγΘ)2 − |Θ|2γ
=R(g)− 2β ′(trγΘ)− 2
a
(e−2ϕ − 1)△/ γa+ 2(e−2ϕ − 1)K(γ).
(5.13)
Plugging (5.13) into (5.12) yields (5.8). This finishes the proof of Lemma 5.5. 
The scalar curvature functional is a smooth mapping.
Lemma 5.6. Let w ≥ 2 be an integer. There exists a universal small constant ε > 0 such
that the following holds.
• The scalar curvature functional g 7→ R(g) is a smooth mapping
{g − e ∈ Hw−1/2 : ‖g − e‖H2
−1/2
< ε} → Hw−2−5/2.
• The mapping (ϕ, β ′, g) 7→ R(gˇϕ,β′) is a smooth mapping
Hw−1/2(R
3 \B1)×Hw−1/2(R3 \B1)×Hw−1/2(R3 \B1)→ Hw−2−5/2(R3 \B1)
in an ε-neighbourhood of (0, 0, e) in H2−1/2 ×H2−1/2 ×H2−1/2.
• The mapping (ϕ, β ′, g) 7→ S(ϕ, β ′, g) is a smooth mapping
H
w
−1/2 ×Hw−1/2 ×Hw−1/2(R3 \B1)→ Hw−2−5/2(R3 \B1)
in an ε-neighbourhood of (0, 0, e) in H
2
−1/2 ×H2−1/2 ×H2−1/2(R3 \B1).
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Proof. The proof follows by the explicit expression in Lemma 5.5 and product estimates
as in Lemma 2.8, and is left to the reader. See for example [18]. 
We calculate now the linearisation of R(gˇϕ,β′) in ϕ and β
′ at the Euclidean metric.
Lemma 5.7. The linearisation of R(gˇϕ,β′) in (ϕ, β
′) at (ϕ, β ′, g) = (0, 0, e) is given by
L := Dϕ,β′R(gˇϕ,β′)|(0,0,e)(u, ξ) = −4∂2ru− 2△/ ◦γu−
12
r
∂ru− 4
r2
u+
2
r3
∂r
(
r3 div/ ξ
)
.
The operator L is a bounded linear operator from (u, ξ) ∈ Hw−1/2 ×Hw−1/2 to Hw−2−5/2.
Proof. We only calculate the linearisation L; the second statement follows by Lemma 2.7
and is left to the reader. It suffices to calculate the variation δ of each term of (5.8) in
Lemma 5.5. Denoting δϕ = u and δβ = ξ, the non-vanishing variations are
δ (−4N ′(N ′ϕ)) =− 4∂2ru,
δ
(−2e−2ϕ△/ γϕ) =− 2△/ ◦γu,
δ
(
6(N ′ϕ)(trγΘ+
1
a
div/ γβ
′)
)
=6∂ru
(
−2
r
)
= −12
r
∂ru,
δ
(
2N ′
(
2
a
div/ γβ
′
))
=2∂r(div/ ξ),
δ
(
−2
a
trγΘdiv/ γβ
′
)
=
4
r
div/ ξ,
δ
(
−1
a
ΘAB(L/β′γ)AB
)
=
2
r
div/ ξ,
δ
(
2(e−2ϕ − 1)K(γ)) =− 4
r2
u.
To summarise, we have
L(u, ξ) = −4∂2ru− 2△/ u−
12
r
∂ru− 4
r2
u+ 2
(
∂r div/ ξ +
3
r
div/ ξ
)
.
This finishes the proof of Lemma 5.7. 
We remark that by Definition 5.3, the above implies also that
Dϕ,β′S|(0,0,e)(u, ξ) = L(u, ξ).
In the next proposition, we estimate the difference S(ϕ, β ′, g)−Dϕ,β′S|(0,0,e)(ϕ, β ′); this is
used to derive higher regularity estimates in the next section. The idea of the proof is to
rewrite this difference in terms of products of g − e, β and ϕ, and then to apply to each
term product estimates as in Lemma 2.8. See also the corresponding Lemma 4.2 for k in
Section 4.1.
76 STEFAN CZIMEK
Proposition 5.8. Let w ≥ 3 be an integer. There is a universal ε > 0 small such that if
g is an Hw−1/2-asymptotically flat Riemannian metric on R3 \B1 with
‖g − e‖H2
−1/2
(R3\B1)
< ε,
and ϕ ∈ Hw−1/2 a scalar function and β ′ ∈ H
w
−1/2 an Sr-tangent vector, then it holds that
‖S(ϕ, β ′, g)− L(ϕ, β ′)‖
H
w−2
−5/2(R
3\B1)
.
(
‖g − e‖H2
−1/2
(R3\B1)
+ ‖(ϕ, β ′)‖
H
2
−1/2×H
2
−1/2
)
‖(ϕ, β ′)‖Hw−1/2×Hw−1/2
+ ‖(ϕ, β ′)‖
H
2
−1/2×H
2
−1/2
‖g − e‖Hw
−1/2
(R3\B1)
+ Cw
(
‖g − e‖H2
−1/2
(R3\B1)
‖(ϕ, β ′)‖
H
2
−1/2×H
2
−1/2
)
.
Proof. By Lemma 5.5, we have
S(ϕ, β ′, g)− L(ϕ, β ′)
=−
(
4N ′(N ′ϕ)− 4∂2rϕ
)
− 2
(
e−2ϕ△/ γϕ−△/ ◦γϕ
)
− 6(N ′ϕ)2 +
(
6N ′(ϕ)(trγΘ+
1
a
div/ γβ) +
12
r
∂rϕ
)
+
(
2N ′
(
1
a
div/ γβ
′
)
− 2∂r div/ β ′
)
−
(2
a
trγΘdiv/ γβ
′ +
4
r
div/ β ′
)
−
(1
a
ΘAB(L/β′γ)AB + 2
r
div/ β ′
)
− 2β ′(trγΘ)− 2
a
(e−2ϕ − 1)△/ γa
+ 2(e−2ϕ − 1)K(γ)− 1
a2
(div/ γβ
′)2 − |L/β′γ|2γ.
(5.14)
We rewrite now the right-hand side of (5.14) into products of g − e, β ′, ϕ and their
derivatives. The first term on the right-hand side of (5.14) equals
4N ′(N ′ϕ)− 4∂2rϕ
=
4
a
(−β − β ′)
(
1
a
(∂r − β − β ′)(ϕ)
)
+
4
a2
∂r((−β − β ′)(ϕ))
− 4
a3
∂ra(∂r − β − β ′)(ϕ).
The second term on the right-hand side of (5.14) equals
−2
(
e−2ϕ△/ γϕ+△/ ◦γϕ
)
= −2(e−2ϕ − 1)△/ γϕ− 2(△/ γϕ−△/ ◦γϕ).
The second term on the right-hand side of (5.14) is already in product form,
−6(N ′ϕ)2.
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The fourth term on the right-hand side of (5.14) equals
6N ′(ϕ)(trγΘ) +
12
r
∂rϕ+
6
a
N ′(ϕ) div/ γβ
′
=
6
a
(−β − β ′)(ϕ)trγΘ+ 6
a
∂rϕ(trγΘ+
2
r
)− 12
r
1− a
a
∂rϕ+
6
a
(∂r − β − β ′)(ϕ) div/ γβ ′.
The fifth term on the right-hand side of (5.14) equals
2N ′
(
1
a
div/ γβ
′
)
− 2∂r div/ β ′
=2
(
1− a
a
)
∂r div/ γβ
′ + 2∂r ( div/ γβ
′ − div/ β ′)− ∂ra
a2
div/ γβ
′ + 2(−β − β ′)
(
1
a
div/ γβ
′
)
.
The sixth term on the right-hand side of (5.14) equals
2
a
trγΘdiv/ γβ
′ +
4
r
div/ β ′
=
2
a
(
trγΘ+
2
r
)
div/ γβ
′ − 41− a
ar
div/ γβ
′ +
4
r
(div/ β ′ − div/ γβ ′).
The seventh term on the right-hand side of (5.14) equals
1
a
ΘAB(L/β′γ)AB + 2
r
div/ β ′
=
1
a
Θ̂AB(L/β′γ)AB + 1
a
(
trγΘ+
2
r
)
div/ γβ
′ − 2(1− a)
ar
div/ γβ
′ +
2
r
(div/ β ′ − div/ γβ ′).
The eight term on the right-hand side of (5.14) can be rewritten as
2β ′(trγΘ) = 2β
′
(
trγΘ+
2
r
)
,
where we used that β ′ is a Sr-tangent vectorfield. Here we recall that trγΘ|g=e = −2r .
The ninth to twelfth terms on the right-hand side of (5.14) are already in the right prod-
uct form.
By rewriting the terms on the right-hand side of (5.14) as above, it follows that, in view
of Lemmas 2.7, 2.8 and 2.22, the difference S(ϕ, β ′, g)−L(ϕ, β ′) is schematically given by(
β ′ + (g − e) + ϕ
)
∂2ϕ+
(
∂(g − e) + ∂β ′ + ∂ϕ + (g − e) + β ′
)
∂ϕ
+
(
∂2β ′
)
(g − e) +
(
∂β ′ + ∂(g − e)β ′
)
∂(g − e) + β ′∂2(g − e),
where we left away lower order terms.
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Applying to each of the above terms the product estimates as in Lemma 2.8 yields the
estimate
‖S(ϕ, β ′, g)− L(ϕ, β ′)‖
H
w−2
−5/2
.
(
‖g − e‖H2
−1/2
+ ‖(ϕ, β ′)‖
H
2
−1/2×H
2
−1/2
)
‖(ϕ, β ′)‖Hw−1/2×Hw−1/2
+ ‖(ϕ, β ′)‖
H
2
−1/2×H
2
−1/2
‖g − e‖Hw
−1/2
+ Cw
(
‖g − e‖H2
−1/2
‖(ϕ, β ′)‖
H
2
−1/2×H
2
−1/2
)
,
We leave the details to the interested reader. This finishes the proof of Proposition 5.8. 
5.2. Reduction to the Euclidean case. In this section, we first prove the next pertu-
bation result, Proposition 5.9, under the assumption of Lemma 5.10 which is proved in
Section 5.3. Then we prove Theorem 5.1.
Proposition 5.9 (Perturbation of scalar curvature). There is a small universal constant
ε > 0 such that the following holds.
(1) Extension result. Let g be an H2−1/2-asymptotically flat metric on R3 \B1 writ-
ten in standard polar coordinates as
g = a2dr2 + γAB
(
βAdr + dθA
) (
βBdr + dθB
)
,
and s ∈ H0−5/2 a scalar function. If
‖g − e‖H2
−1/2
(R3\B1)
+ ‖s‖
H
0
−5/2
< ε, (5.15)
then there exist a scalar function ϕ ∈ H2−1/2 and an Sr-tangent vector β ′ ∈ H2−1/2
bounded by
‖(ϕ, β ′)‖
H
2
−1/2×H
2
−1/2
. ‖s‖
H
0
−5/2
, (5.16)
and such that the metric
gˇϕ,β′ := a
2dr2 + e2ϕγAB
(
(β + β ′)Adr + dθA
) (
(β + β ′)Bdr + dθB
)
(5.17)
is H2−1/2-asymptotically flat and its scalar curvature on R3 \B1 is given by
R(gˇϕ,β′) = R(g) + s.
Furthermore, the following bound holds,
‖gˇϕ,β′ − e‖H2
−1/2
(R3\B1)
. ‖g − e‖H2
−1/2
(R3\B1)
+ ‖s‖
H
0
−5/2
. (5.18)
(2) Iteration estimates. Let g be an H2−1/2-asymptotically flat metric on R3 \B1
written in standard polar coordinates as
g = a2dr2 + γAB
(
βAdr + dθA
) (
βBdr + dθB
)
,
and s, s˜ ∈ H0−5/2 two scalar functions such that (5.15) holds for (g, s) and (g, s˜).
Applying part (1) to g with s and s˜ yields two pairs (ϕ, β ′) and (ϕ˜, β˜ ′), respectively.
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Let gˇϕ,β′, gˇϕ˜,β˜′ denote the asymptotically flat metrics defined by (5.17). Then it
holds that
‖(ϕ, β ′)− (ϕ˜, β˜ ′)‖
H
2
−1/2×H
2
−1/2
. ‖s− s˜‖
H
0
−5/2
. (5.19)
and
‖gˇϕ,β′ − gˇϕ˜,β˜′‖H2
−1/2
(R3\B1)
. ‖s− s˜‖
H
0
−5/2
. (5.20)
(3) Higher regularity. If, in addition to (5.15), g is an Hw−1/2-asymptotically flat
metric and s ∈ Hw−2−5/2 for an integer w ≥ 3, then
‖(ϕ, β ′)‖Hw−1/2×Hw−1/2 .‖s‖Hw−2−5/2 + ‖s‖H0−5/2‖g − e‖Hw−1/2 + Cw‖s‖H0−5/2 , (5.21)
and
‖gˇϕ,β′ − e‖Hw
−1/2
(R3\B1)
.‖s‖
H
w−2
−5/2
+ ‖g − e‖Hw
−1/2
+ Cw
(
‖s‖
H
0
−5/2
+ ‖g − e‖H2
−1/2
)
,
(5.22)
where the constant Cw > 0 depends on w.
The proof of Proposition 5.9 is based on the Implicit Function Theorem and the essential
Lemma 5.10 below which is proved in Section 5.3.
The next lemma is essential for the proof of Proposition 5.9.
Lemma 5.10 (Surjectivity at the Euclidean metric). The following holds.
(1) Surjectivity. For every scalar function h ∈ Hw−2−5/2, there exists a scalar function
u ∈ H2−1/2 and a Sr-tangent vectorfield ξ ∈ Hw−1/2 that solve{
4∂2ru+
12
r
∂ru+
4
r2
u+ 2△/ ◦
γ
u− 2
r3
∂r
(
r3 div/ ◦
γ
ξ
)
= h on R3 \B1,
(u, ξ)|r=1 = 0,
and are bounded by
‖(u, ξ)‖
H
2
−1/2×H
2
−1/2
. ‖h‖
H
0
−5/2
.
That is, the linearisation L : H
2
−1/2 × H2−1/2 → H0−5/2 is surjective and has a
bounded right-inverse.
(2) Higher regularity. If in addition h ∈ Hw−2−5/2 for an integer w ≥ 3, then
‖(u, ξ)‖Hw−1/2×Hw−1/2 . ‖h‖Hw−2−5/2 + Cw‖h‖H0−5/2 ,
where Cw > 0 depends on w.
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Let
Ne := ker
(
Dϕ,β′S|(0,0,e)
)⊥
⊂ H2−1/2 ×H2−1/2,
where ⊥ denotes the orthogonal complement with respect to the scalar product onH2−1/2×
H2−1/2.
Remark 5.11. Because Dϕ,β′S|(0,0,e) is a bounded operator (see Lemma 5.10 above), its
kernel is closed. Therefore we have the splitting
H
2
−1/2 ×H2−1/2 = Ne ⊕ ker
(
Dϕ,β′S|(0,0,e)
)
.
From now on, let S be restricted to (ϕ, β ′) ∈ Ne.
We are now ready to prove Proposition 5.9.
Proof of Proposition 5.9. Proof of part (1). On the one hand, by Remark 5.11 and
the definition of Ne, the operator Dϕ,β′S|(0,0,e) is injective and surjective, that is, an
isomorphism. On the other hand, clearly S(0, 0, e) = 0. Therefore, by the Inverse Function
Theorem 2.38, there exist open neighourhoods V0 around the Euclidean metric e and
W0 ⊂ H0−5/2 around 0, together with a unique mapping
G : V0 ×W0 → H2−1/2 ×H2−1/2,
(g, s) 7→ G(g, s) := (ϕ, β ′)
such that for g ∈ V0, s ∈ W0, on R3 \B1,
S(G(g, s), g) = s.
We note that the mapping G is smooth. Moreover, it holds by the uniqueness of G that
for every g ∈ V0,
G(g, 0) = 0, (5.23)
because S(0, 0, g) = R(g)− R(g) = 0.
For ε > 0 sufficiently small it holds that for (g, s) with
‖g − e‖H2
−1/2
< ε, ‖s‖
H
0
−5/2
< ε
we have g ∈ V0, s ∈ W0 and furthermore, for
(ϕ, β ′) := G(g˜, s)
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it holds that
‖(ϕ, β ′)‖
H
2
−1/2×H
w
−1/2
= ‖G(g˜, s)‖
H
2
−1/2×H
w
−1/2
= ‖G(g˜, s)− G(g˜, 0)︸ ︷︷ ︸
=0
‖
H
2
−1/2×H
w
−1/2
. ‖s‖
H
0
5/2
,
(5.24)
see Lemma 2.39. This proves (5.16). The estimate (5.18) for gˇϕ,β′ follows for ε > 0 suffi-
ciently small from (5.16) by Lemma 5.4.
Proof of part (2). By Lemma 2.39, for ε > 0 sufficiently small, it holds that for g, s, s˜
with
‖g − e‖H2
−1/2
< ε, ‖s‖
H
0
−5/2
< ε, ‖s˜‖
H
0
−5/2
< ε
we have
‖(ϕ, β ′)− (ϕ˜, β˜ ′)‖
H
2
−1/2×H
w
−1/2
= ‖G(g, s)− G(g, s˜)‖
H
2
−1/2×H
w
−1/2
. ‖s− s˜‖
H
0
−5/2
.
(5.25)
This proves (5.19). The estimate (5.20) follows for ε > 0 sufficiently small from (5.19) by
Lemma 5.4. This finishes the proof of part (2) of Proposition 5.9.
Proof of part (3). On the one hand, by part (1) of this proposition, the metric gˇϕ,β′
satisfies
S(ϕ, β ′, g) = R(gˇϕ,β′)−R(g) = s,
and we have
(ϕ, β ′) ⊂ Ne := ker
(
L
)⊥
⊂ H2−1/2 ×H2−1/2.
On the other hand, by Lemma 5.10, there exists a solution (u, ξ) ⊂ H2−1/2 ×H2−1/2 to
L(u, ξ) = h (5.26)
for
h := L(ϕ, β ′) ∈ H0−5/2,
which satisfies for integers w ≥ 2 the bound
‖(u, ξ)‖Hw−1/2×Hw−1/2 .‖h‖Hw−2−5/2 + Cw‖h‖H0−5/2
.‖L(ϕ, β ′)‖
H
w−2
−5/2
+ Cw‖L(ϕ, β ′)‖H0−5/2 .
(5.27)
where the constant Cw > 0 depends on w.
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By (5.26), it follows that
(u, ξ)− (ϕ, β ′) ∈ Ne,
that is, (ϕ, β ′) equals (u, ξ) up to a part of (u, ξ) in the kernel of L.
Therefore we can estimate by (5.27),
‖(ϕ, β ′)‖Hw−1/2×Hw−1/2
≤‖(u, ξ)‖Hw−1/2×Hw−1/2
.‖L(ϕ, β ′)‖
H
w−2
−5/2
+ Cw‖L(ϕ, β ′)‖H0−5/2
.‖L(ϕ, β ′)− S(ϕ, β ′, g)‖
H
w−2
−5/2
+ ‖S(ϕ, β ′, g)‖
H
w−2
−5/2
+ Cw‖L(ϕ, β ′)‖H0−5/2
.‖L(ϕ, β ′)− S(ϕ, β ′, g)‖
H
w−2
−5/2
+ ‖s‖
H
w−2
−5/2
+ Cw‖L(ϕ, β ′)‖H0−5/2
.
(
‖g − e‖H2
−1/2
+ ‖(ϕ, β ′)‖
H
2
−1/2×H
2
−1/2
)
‖(ϕ, β ′)‖Hw−1/2×Hw−1/2
+ ‖(ϕ, β ′)‖
H
2
−1/2×H
2
−1/2
‖g − e‖Hw
−1/2
+ ‖s‖
H
w−2
−5/2
+ Cw‖(ϕ, β ′)‖H2−1/2×H2−1/2 ,
(5.28)
were we used Proposition 5.8 for the last estimate.
For ε > 0 sufficiently small, the first term on the right-hand side of (5.28) can be absorbed
and we get
‖(ϕ, β ′)‖Hw−1/2×Hw−1/2 .‖s‖H0−5/2‖g − e‖Hw−1/2 + ‖s‖Hw−2−5/2 + Cw‖s‖H0−5/2 .
This proves (5.21). The estimate (5.22) follows for ε > 0 sufficiently small from (5.21) by
Lemma 5.4. This finishes the proof of Proposition 5.9. 
We are now in position to prove Theorem 5.1.
Proof of Theorem 5.1. Proof of Part (1). Using Proposition 2.15, extend g¯ from B1 to
an asymptotically flat metric gˇ on R3 such that
‖gˇ − e‖H2
−1/2
(R3) . ‖g¯ − e‖H2(B1), (5.29)
Denote its standard polar components on R3 \B1 by
gˇ = a2dr2 + γAB
(
βAdr + eA
) (
βBdr + eB
)
.
Given a R ∈ H0−5/2 such that R|B1 = R(g¯), let
s := R− R(gˇ) ∈ H0−5/2,
where we used Proposition 2.12. It holds for ε > 0 small that
‖s‖
H
0
−5/2
≤ ‖R‖H0
−5/2
(R3\B1)
+ ‖R(gˇ)‖H0
−5/2
(R3\B1)
,
. ‖R‖H0
−5/2
(R3\B1)
+ ‖gˇ − e‖H2
−1/2
(R3\B1)
.
(5.30)
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Therefore, for ε > 0 small enough, Proposition 5.9 yields a pair (ϕ, β ′) such that
gˇϕ,β′ = a
2dr2 + e2ϕγAB
(
(β + β ′)Adr + eA
) (
(β + β ′)Bdr + eB
)
is a H2−1/2-asymptotically flat metric with gˇϕ,β′|B1 = g¯ and scalar curvature
R(gˇϕ,β′) = R(g) + S = R.
By (5.18), (5.29) and (5.30),
‖gˇϕ,β′ − e‖H2
−1/2
. ‖gˇ − e‖H2
−1/2
+ ‖s‖
H
0
−5/2
,
. ‖g¯ − e‖H2(B1) + ‖R‖H0−5/2 .
Letting g := gˇϕ,β′ then proves (5.2). This finishes the proof of part (1) of Theorem 5.1.
Proof of Part (2). Using Proposition 2.15, extend g¯ from B1 to an asymptotically flat
metric gˇ on R3 such that
‖gˇ − e‖H2
−1/2
(R3) . ‖g¯ − e‖H2(B1).
Let s := R− R(gˇ), s˜ := R˜ −R(gˇ), so that
s− s˜ = (R(gˇ) + s)− (R(gˇ) + s˜) = R− R˜.
Hence, for ε > 0 sufficiently small, (5.3) follows from (5.20) in Proposition 5.9.
Proof of Part (3). Using Proposition 2.15, extend g¯ from B1 to an asymptotically flat
metric gˇ on R3 such that
‖gˇ − e‖Hw
−1/2
(R3) ≤ Cw‖g¯ − e‖Hw(B1),
where the constant Cw > 0 depends on w.
By Proposition 5.9, there exist (ϕ, β ′) ∈ Hw−1/2 × Hw−1/2 such that the metric gˇϕ,β′ has
scalar curvature
R(gˇϕ,β′) = R,
and the following estimate holds with s := R− R(gˇ),
‖gˇϕ,β′ − e‖Hw
−1/2
.‖s‖
H
w−2
−5/2
+ ‖gˇ − e‖Hw
−1/2
+ Cw
(
‖s‖
H
0
−5/2
+ ‖gˇ − e‖H2
−1/2
)
.‖R− R(gˇ)‖Hw−2
−5/2
+ ‖gˇ − e‖Hw
−1/2
+ Cw
(
‖R−R(gˇ)‖H0
−5/2
+ ‖gˇ − e‖H2
−1/2
)
.‖R‖Hw−2
−5/2
+ ‖gˇ − e‖Hw
−1/2
+ Cw
(
‖R‖H0
−5/2
+ ‖gˇ − e‖H2
−1/2
)
,
.‖R‖Hw−2
−5/2
+ Cw
(
‖g¯ − e‖Hw(B1) + ‖R‖H0−5/2
)
,
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Letting g := gˇϕ,β′ on R
3 finishes the proof of Theorem 5.1. 
5.3. Surjectivity at the Euclidean metric. In this section, we prove Lemma 5.10. In
this section all operators are Euclidean. First, by the explicit expression of Lemma 5.7,
it directly follows that
Dϕ,β′S|(0,0,e) : Hw−1/2 ×Hw−1/2 → Hw−2−5/2
(see Definition 5.3) is a bounded linear operator between Hilbert spaces.
It remains to show that for every scalar function h ∈ Hw−2−5/2 there exist (u, ξ) ∈ Hw−1/2 ×
Hw−1/2 that solves on R3 \B1
∂2ru+
3
r
∂ru+
1
r2
u+
1
2
△/ u− 1
2r3
∂r
(
r3 div/ ξ
)
=
1
4
h (5.31)
and is bounded by
‖(u, ξ)‖Hw−1/2×Hw−1/2 . ‖h‖Hw−2−5/2 + Cw‖h‖H0−5/2 .
We consider the following more general system on R3 \B1
△u+ 1
r
∂ru+
1
r2
u− 1
2
△/ u = 1
2
(
1
2
h + ζ [≥1]
)
,
1
r3
∂r
(
r3 div/ ξ
)
= ζ [≥1],
(5.32)
where ζ [≥1] ∈ Hw−2−5/2 is a scalar function. By the relation △ = ∂2r + 2r∂r + 1r2△/ , it follows
that for any ζ [≥1], a solution (u, ξ) to (5.32) also solves (5.31). From now on, we will thus
focus on (5.32).
5.3.1. Construction of the solution (u, ξ) and ζ [≥1]. In this section we construct two scalar
functions ζ [≥1], u and a Sr-tangent vectorfield ξ. It is shown in Section 5.3.2 that they are
a solution to (5.32).
Let the given h ∈ Hw−2−5/2 be decomposed as
h = h[0] + h[≥1].
• Definition of u and ζ [≥1]. Let the scalar function
u = u[0] + u[≥1],
where the radial function u[0](r) is defined as solution to the following ODE on
r > 1, {
∂2ru
[0] + 3
r
∂ru
[0] + 1
r2
u[0] = 1
4
h[0],
u[0]|r=1 = ∂ru[0]|r=1 = 0,
(5.33)
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and u[≥1] is defined as solution to the elliptic PDE on R3 \B1 (see Appendix C){
△u[≥1] − 1
2
△/ u[≥1] + 1
r
∂ru
[≥1] + 1
r2
u[≥1] = 1
2
(
1
2
h[≥1] + ζ [≥1]
)
,
u[≥1]|r=1 = 0,
(5.34)
where on R3,
ζ [≥1] :=
∑
l≥1
l∑
m=−l
ζ (lm)Y (lm),
ζ (lm) :=c(lm)r
√
l(l+1)/2−1∂r (χ(l(r − 1)))
− c˜(lm)r
√
l(l+1)/2−1∂2r (χ(l(r − 1))) ,
(5.35)
where χ denotes the smooth transition function defined in (2.1) and for l ≥ 1,
c(lm) := −1
2
∞∫
1
r1−
√
l(l+1)/2h(lm)dr,
c˜(lm) :=
∞∫
1
c(lm)r
√
l(l+1)/2+1∂r (χ(l(r − 1))) dr
∞∫
1
r
√
l(l+1)/2+1∂2r (χ(l(r − 1))) dr
.
(5.36)
• Definition of ξ. Let ξ be the Sr-tangent vectorfield solving on R3 \B1
1
r3
∂r (r
3 div/ ξ) = ζ [≥1],
curl/ ξ = 0,
ξ|r=1 = 0.
(5.37)
Remark 5.12. The existence of a solution ξ to (5.37) for smooth compactly supported
ζ [≥1] is established as follows. First, integrate the first equation of (5.37) to get on each
Sr, r > 0,
div/ ξ =
1
r3
r∫
1
(r′)3ζ [≥1]dr′,
curl/ ξ =0.
This Hodge system admits a unique solution ξ on each Sr (see Proposition 2.24) and hence
on R3 \ B1. The above argument can be used together with the a priori estimates of the
next sections and a limit argument to deduce existence of solutions in the low regularity
case.
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5.3.2. Proof of surjectivity at the Euclidean metric. In this section, we prove first in
Lemma 5.13 that ζ [≥1], u and β solve (5.32). Then, in Propositions 5.14 and 5.17, we
show that
ζ [≥1] ∈ Hw−2−5/2, (u, ξ) ∈ H
w
−1/2 ×H
w
−1/2
with quantitative bounds. These results prove Lemma 5.10.
Lemma 5.13. The u, ξ, ζ [≥1] defined in (5.33)-(5.37) solve (5.32), that is, on R3 \B1,
△u+ 1
r
∂ru+
1
r2
u− 1
2
△/ u = 1
2
(
1
2
h + ζ [≥1]
)
,
1
r3
∂r
(
r3 div/ ξ
)
= ζ [≥1].
Proof of Lemma 5.13. The coefficients of the system (5.32) depend only on r. Therefore
we may project the equations of (5.32) onto the Hodge-Fourier basis elements. This uses
Proposition 2.31. We split (5.32) into the modes l = 0 and l ≥ 1 and get the following
two subsystems S0, S1.
∂2ru
[0] +
3
r
∂ru
[0] +
1
r2
u[0] =
1
4
h[0], (S0)
△u[≥1] + 1
r
∂ru
[≥1] +
1
r2
u[≥1] − 1
2
△/ u[≥1] = 1
2
(
1
2
h[≥1] + ζ [≥1]
)
, (S1.1)
1
r3
∂r
(
r3 div/ ξ
)
= ζ [≥1]. (S1.2)
The (u, ξ) and ζ [≥1] defined in (5.33)-(5.37) directly solve these equations on R3 \B1. This
proves Lemma 5.13. 
The next proposition is essential and only possible due to our careful choice of ζ [≥1] which
ensures that for all w ≥ 2, we have the boundary behaviour u[≥1] ∈ Hw−1/2.
Proposition 5.14. Let w ≥ 2 be an integer. The following holds.
• Regularity and boundary control of ζ [≥1]. The scalar function ζ [≥1] is well-
defined by (5.35)-(5.36) and bounded by
‖ζ [≥1]‖Hw−2
−5/2
(R3\B1)
. ‖h[≥1]‖
H
w−2
−5/2
+ Cw‖h[≥1]‖H0−5/2 . (5.38)
Moreover, ζ [≥1] ∈ Hw−2−5/2 and the following integral identities hold.
∞∫
1
r1−
√
l(l+1)/2
(
1
2
h(lm) + ζ (lm)
)
dr = 0, (5.39)
∞∫
1
r2ζ (lm)dr = 0. (5.40)
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• Precise estimate for ζ [≥1]. It holds that
‖D/−11 (∂rζ [≥1], 0)‖Hw−2
−5/2
(R3\B1)
. ‖h[≥1]‖
H
w−2
−5/2
+ Cw‖h[≥1]‖H0−5/2 . (5.41)
Moreover, D/−11 (∂rζ [≥1], 0) ∈ Hw−2−5/2.
• Regularity and boundary control of u[≥1]. The scalar function u[≥1] defined
in (5.34) is bounded by
‖u[≥1]‖Hw
−1/2
(R3\B1)
. ‖h[≥1]‖
H
w−2
−5/2
+ Cw‖h[≥1]‖H0−5/2 . (5.42)
Moreover, u[≥1] ∈ Hw−1/2 and in particular,
∂ru
[≥1]|r=1 = 0.
Remark 5.15. The function u[≥1] satisfies the elliptic equation (5.34). Therefore its
boundary behaviour is harder to estimate than for u[0] and ξ which essentially satisfy
transport equations in r, see also Remark 5.12.
Proof. We prove each point separately.
Regularity and boundary control of ζ [≥1]. We show at first that the constants
c(lm), c˜(lm) are well-defined in (5.36). Concerning c(lm), for l ≥ 1, m ∈ {−l, . . . , l},
∣∣c(lm)∣∣ = 1
2
∣∣∣∣∣∣
∞∫
1
r1−
√
l(l+1)/2h(lm)dr
∣∣∣∣∣∣
≤ 1
2
 ∞∫
1
r−2
√
l(l+1)/2dr
1/2 ∞∫
1
(
rh(lm)
)2
dr
1/2
=
1
2
1
(2
√
l(l + 1)/2− 1)1/2
 ∞∫
1
(
rh(lm)
)2
dr
1/2 .
(5.43)
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To estimate c˜(lm), estimate first its denominator. Integrating by parts twice and using
that supp(∂rχ)(l(r − 1)) ⊂ [1, 1 + 1l ] yields
∞∫
1
r
√
l(l+1)/2+1∂2r (χ(l(r − 1))) dr
=−
(√
l(l + 1)/2 + 1
) 1+ 1l∫
1
r
√
l(l+1)/2∂r (χ(l(r − 1))) dr
=−
(√
l(l + 1)/2 + 1
)(
1 +
1
l
)√l(l+1)/2
+
(√
l(l + 1)/2 + 1
)(√
l(l + 1)/2
) 1+ 1l∫
1
r
√
l(l+1)/2−1χ(l(r − 1))dr
≤−
(√
l(l + 1)/2 + 1
)
,
where we uniformly bounded |χ| ≤ 1. Consequently, for all l ≥ 1,
|c˜(lm)| ≤ 1√
l(l + 1)/2 + 1
∣∣∣∣∣∣
∞∫
1
c(lm)r
√
l(l+1)/2+1∂r (χ(l(r − 1))) dr
∣∣∣∣∣∣
≤ |c
(lm)|l√
l(l + 1)/2 + 1
1+ 1
l∫
1
(
1 +
1
l
)√l(l+1)/2+1
|∂rχ|(l(r − 1))dr
.
|c(lm)|
l
.
1
l(2
√
l(l + 1)/2 + 1)1/2
 ∞∫
1
(
rh(lm)
)2
dr
1/2
(5.44)
where we used (5.43) and the fact that |∂rχ| is universally bounded. This shows that
c(lm), c˜(lm) are well-defined.
We now prove the case w = 2 of (5.38), that is,
‖ζ [≥1]‖H0
−5/2
(R3\B1)
. ‖h[≥1]‖
H
0
−5/2
.
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Indeed, by plugging in (5.35), for l ≥ 1,
∞∫
1
r2
(
ζ (lm)
)2
dr
.
∞∫
1
r2
√
l(l+1)/2
[(
c(lm)
)2
(∂r (χ(l(r − 1))))2 +
(
c˜(lm)
)2 (
∂2r (χ(l(r − 1)))
)2]
dr
.
∞∫
1
r2
√
l(l+1)/2
[(
c(lm)
)2
l2(∂rχ)
2(l(r − 1)) + (c˜(lm))2 l4(∂2rχ)2(l(r − 1))] dr
.
 ∞∫
1
(
rh(lm)
)2
dr
 l 1+
1
l∫
1
r2
√
l(l+1)/2dr
.
(
1 +
1
l
)2√l(l+1)/2 ∞∫
1
(
rh(lm)
)2
dr
.
∞∫
1
(
rh(lm)
)2
dr,
(5.45)
where we used that supp ∂rχ(l(r − 1)) ⊂ [1, 1 + 1l ] and (5.43),(5.44). Summing over
l ≥ 1, m ∈ {−l, . . . , l} proves the case w = 2 of (5.38).
We turn now to the case w > 2 of (5.38). On the one hand, the estimates (5.43), (5.44)
improve,
|c(lm)| . 1
(2
√
l(l + 1)/2− 1)1/2
1√
l(l + 1)
w−2
 ∞∫
1
(
l(l + 1)
r2
)w−2 (
rw−1h(lm)
)2
dr
1/2 ,
|c˜(lm)| . 1
l(2
√
l(l + 1)/2 + 1)1/2
1√
l(l + 1)
w−2
 ∞∫
1
(
l(l + 1)
r2
)w−2 (
rw−1h(lm)
)2
dr
1/2 ,
(5.46)
where the integrals on the right-hand side correspond to the norm ‖h‖
H
w−2
−5/2
and are there-
fore summable, see Proposition 2.35.
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On the other hand, by differentiating (5.35) and using Lemma 2.34, derivatives of ζ (lm)
generally are of the form
∂rζ
(lm) ≈ l
r
ζ (lm), (∇/ ζ)(lm)E = −
√
l(l + 1)
r
ζ (lm). (5.47)
Combining (5.46) with (5.47), yields estimates for higher derivatives of ζ [≥1] analogously
to (5.45). This proves (5.38) for all w ≥ 2, see Lemma 2.36.
Next, we claim that ζ [≥1] ∈ Hw−2−5/2. Indeed, the sequence of smooth functions
fn :=
n∑
l=1
l∑
m=−l
ζ (lm)Y (lm)
is compactly supported in R3 \B1 and converges by (5.38) in Hw−2−5/2 to ζ [≥1] as n → ∞.
See also the analogous (4.76), (4.77).
The integral identities (5.39) and (5.40) follow from the definition of ζ [≥1] in (5.35)-(5.36).
The proof is left to the reader, see the analogous identity (4.78).
Precise estimate for ζ [≥1]. The proof is similar to part (2) of Proposition 4.12 and
therefore only sketched here.
Consider first the case w = 2 of (5.41). By Proposition 2.35 and Lemmas 2.36 and 2.37
and given that we already control ζ [≥1] above, it suffices to prove in the Hodge-Fourier
formalism that for l ≥ 1, m ∈ {−l, . . . , l},
∞∫
1
r2
(
r√
l(l + 1)
∂rζ
(lm)
)2
dr .
∞∫
1
r2
(
h(lm)
)2
dr. (5.48)
This follows by using the explicit (5.35) which shows that schematically∣∣∣∣∣ r√l(l + 1)∂rζ (lm)
∣∣∣∣∣ .ζ (lm) + c(lm)r√l(l+1)/2∂r((∂rχ)(l(r − 1)))
− c˜(lm)r
√
l(l+1)/2∂2r ((∂rχ)(l(r − 1)))
≈ζ (lm).
Therefore, by the above control of ζ [≥1], (5.48) follows. This proves (5.41) in the case
w = 2.
The case w > 2 of (5.41) is treated similarly. Indeed, by the explicit expression (5.35),
derivatives can be expressed in the Hodge-Fourier formalism as multiplication by
√
l(l+1)
r
.
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At the same time, the estimates for the constants c(lm), c˜(lm) improve, see (5.46). This
allows to use the estimate above to conclude (5.41) for all w ≥ 2.
It remains to show that D/ −11 (∂rζ [≥1], 0) ∈ Hw−2−5/2. By using (5.41) and the definition of
ζ [≥1] in (5.35), it follows that
Xn :=
n∑
l=1
l∑
m=−l
(D/−11 (∂rζ [≥1], 0))(lm)E E(lm)
is a sequence of smooth vectorfields compactly supported in R3 \B1 that converges
in Hw−2−5/2 to D/ −11 (∂rζ [≥1], 0) as n → ∞. By the definition of H
w−2
−5/2, this shows that
D/−11 (∂rζ [≥1], 0) ∈ Hw−2−5/2 and hence finishes the precise estimate of ζ [≥1].
Regularity and boundary control of u[≥1]. By Proposition C.6, for all w ≥ 2, the
scalar function u[≥1] defined in (5.34) is bounded by
‖u[≥1]‖Hw
−1/2
(R3\B1)
.
∥∥∥∥12h[≥1] + ζ [≥1]
∥∥∥∥
H
w−2
−5/2
+ Cw
∥∥∥∥12h[≥1] + ζ [≥1]
∥∥∥∥
H
0
−5/2
. (5.49)
We show now the improved boundary behaviour
u[≥1] ∈ Hw−1/2.
By Proposition C.7 it suffices to prove the next claim.
Claim 5.16. Let w ≥ 2 be an integer. It holds that
∂ru
[≥1]|r=1 = 0.
First, by (5.49), it holds that for l ≥ 1, m ∈ {−l, . . . , l},
∞∫
1
1
(1 + r)2
(
u(lm)
)2
dr,
∞∫
1
(
∂ru
(lm)
)2
dr,
∞∫
1
(1 + r)2
(
∂2ru
(lm)
)2
dr <∞.
By Lemma 2.13, it follows that
sup
r∈[1,∞)
(1 + r)−1/2
∣∣u(lm)∣∣ <∞, sup
r∈[1,∞)
(1 + r)1/2
∣∣∂ru(lm)∣∣ <∞. (5.50)
We show now that for w ≥ 2 and l ≥ 1, m ∈ {−l, . . . , l},
∂ru
(lm)|r=1 = 0.
Definition (5.34) is in the Hodge-Fourier formalism equivalent to the following ODEs for
u(lm) with l ≥ 1, m ∈ {−l, . . . , l}, see Lemma 2.34,{
r−1+
√
l(l+1)/2∂r
(
r1−2
√
l(l+1)/2∂r
(
r
√
l(l+1)/2u(lm)
))
= 1
2
(
1
2
h(lm) + ζ (lm)
)
,
u(lm)|r=1 = 0.
(5.51)
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On the one hand,
∞∫
1
∂r
(
r1−2
√
l(l+1)/2∂r
(
r
√
l(l+1)/2u(lm)
))
dr
=
[
r1−
√
l(l+1)/2∂ru
(lm) + (
√
l(l + 1)/2)r−
√
l(l+1)/2u(lm)
]∞
1
=− ∂ru(lm)|r=1,
where we used that l ≥ 1, u(lm)|r=1 = 0 and (5.50).
On the other hand, by (5.51) and integral identity (5.39),
∞∫
1
∂r
(
r1−2
√
l(l+1)/2∂r
(
r
√
l(l+1)/2u(lm)
))
dr
=
1
2
∞∫
1
r1−
√
l(l+1)/2
(
1
2
h(lm) + ζ (lm)
)
dr
=0.
This shows that for l ≥ 1, m ∈ {−l, . . . , l},
∂ru
(lm)|r=1 = 0.
This proves Claim 5.16 and finishes the control of u[≥1]. This finishes the proof of Propo-
sition 5.14. 
The next proposition shows that u[0] ∈ Hw−1/2 and ξ ∈ Hw−1/2 with quantitative estimates.
Proposition 5.17. Let w ≥ 2 be an integer and h ∈ Hw−2−5/2. Then, the following holds.
• Regularity and boundary behaviour of u[0]. The radial scalar function u[0]
defined in (5.33) is bounded by
‖u[0]‖Hw
−1/2
(R3\B1)
. ‖h[0]‖
H
w−2
−5/2
+ Cw‖h[0]‖H0−5/2 . (5.52)
Furthermore, it holds that u[0] ∈ Hw−1/2.
• Regularity and boundary behaviour of ξ. The Sr-tangent vector field ξ
defined in (5.37) is bounded by
‖ξ‖Hw
−1/2
(R3\B1)
. ‖h[≥1]‖
H
w−2
−5/2
+ Cw‖h[≥1]‖H0−5/2 . (5.53)
Furthermore, it holds that ξ ∈ Hw−1/2.
Proof of Proposition 5.17. We prove each part separately.
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Regularity and boundary behaviour of u[0]. We first show that for w ≥ 2,
‖u[0]‖Hw
−1/2
(R3\B1)
. ‖h[0]‖
H
w−2
−5/2
+ Cw‖h[0]‖H0−5/2 . (5.54)
Recall that u[0] satisfies on r > 1 by (5.33){
1
r2
∂r
(
r∂r
(
ru[0]
))
= 1
4
h[0],
u[0]|r=1 = ∂ru[0]|r=1 = 0.
By integration, it follows that
u[0](r) =
1
r
r∫
1
1
r′
 r′∫
1
(r′′2)h[0]dr′′
 dr′. (5.55)
We now prove the case w = 2 of (5.54) by showing
‖u[0]‖H0
−1/2
(R3\B1)
. ‖h[0]‖
H
0
−5/2
, (5.56)
‖∂ru[0]‖H0
−3/2
(R3\B1)
. ‖h[0]‖
H
0
−5/2
, (5.57)
‖∂2ru[0]‖H0
−5/2
(R3\B1)
. ‖h[0]‖
H
0
−5/2
. (5.58)
Indeed, see Lemma 2.36 and note that tangential regularity follows because u[0] is constant
on spheres.
To prove (5.56), use (5.55) and that u[0] is constant on spheres,
‖u[0]‖2
H0
−1/2
(R3\B1)
=
∞∫
1
1
r2
 r∫
1
1
r′
 r′∫
1
(r′′2)h[0]dr′′
 dr′
2 dr
=
−1
r
 r∫
1
1
r′
 r′∫
1
(r′′2)h[0]dr′′
 dr′
2

∞
1
+ 2
∞∫
1
1
r
1
r
r∫
1
(r′2)h[0]dr′
 r∫
1
1
r′
 r′∫
1
(r′′2)h[0]dr′′
 dr′
 dr.
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The boundary term has negative sign and may thus be discarded. The integral term can
be estimated by Cauchy-Schwarz as
∞∫
1
1
r
r∫
1
(r′2)h[0]dr′
1
r
r∫
1
1
r′
 r′∫
1
(r′′2)h[0]dr′′
 dr′
 dr
≤
 ∞∫
1
1
r2
 r∫
1
(r′)2h[0]dr′
2 dr
1/2 ‖u[0]‖H0
−1/2
(R3\B1)
.
This proves that
‖u[0]‖2
H0
−1/2
(R3\B1)
.
∞∫
1
1
r2
 r∫
1
(r′)2h[0]dr′
2 dr. (5.59)
A similar integration by parts shows that
∞∫
1
1
r2
 r∫
1
(r′)2h[0]dr′
2 dr . ∞∫
1
r4
(
h[0]
)2
dr
= ‖h[0]‖2
H
0
−5/2
.
(5.60)
Together, (5.59) and (5.60) prove (5.56).
We now prove (5.57). By differentiating (5.55) in r, it follows that on r > 1
∂ru
[0] = −1
r
u[0] +
1
r2
r∫
1
(r′)2h[0]dr′.
Therefore, by using (5.56) and (5.60),
‖∂ru[0]‖H0
−3/2
(R3\B1)
≤ ‖u[0]‖H0
−1/2
(R3\B1)
+
∥∥∥∥∥∥ 1r2
r∫
1
(r′)2h[0]dr′
∥∥∥∥∥∥
H0
−3/2
(R3\B1)
= ‖u[0]‖H0
−1/2
(R3\B1)
+
∥∥∥∥∥∥1r
r∫
1
(r′)2h[0]dr′
∥∥∥∥∥∥
H0
−1/2
(R3\B1)
. ‖h[0]‖H0
−5/2
(R3\B1)
.
This proves (5.57).
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By the defining ODE (5.33), the previous estimates (5.56), (5.57) imply (5.58). This
finishes the proof of (5.54) in the case w = 2.
We turn now to the case w > 2 of (5.54). Higher radial derivatives can be estimated by
differentiating the defining ODE (5.33) in r. Tangential regularity is trivial because u[0]
is radial. This proves (5.54) for w ≥ 2.
It remains to show that u[0] ∈ Hw−1/2(R3 \B1). Indeed, this follows by (5.33) and Propo-
sition 2.12. This finishes the control of u[0].
Regularity and boundary behaviour of ξ. We prove now that for w ≥ 2
‖ξ‖Hw
−1/2
(R3\B1)
. ‖h[≥1]‖
H
w−2
−5/2
+ Cw‖h[≥1]‖H0−5/2 . (5.61)
First, we claim that
‖ξ‖2
H0
−1/2
(R3\B1)
+ ‖∇/ ξ‖2
H0
−3/2
(R3\B1)
. ‖h[≥1]‖
H
0
−5/2
. (5.62)
Indeed, by (5.37), ξ solves on each Sr, r ≥ 1,
div/ ξ =
1
r3
r∫
1
(r′)3ζ [≥1]dr′,
curl/ ξ = 0.
Therefore, by Proposition 2.24, for all r ≥ 1,
∫
Sr
|∇/ ξ|2 + 1
r2
|ξ|2 =
∫
Sr
(div/ ξ)2. (5.63)
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We can estimate
‖ξ‖2
H0
−1/2
(R3\B1)
+ ‖∇/ ξ‖2
H0
−3/2
(R3\B1)
=
∞∫
1
∫
Sr
1
r6
 r∫
1
(r′)3ζ [≥1]
2 dr
=
∫
S2
∞∫
1
1
r4
 r∫
1
(r′)3ζ [≥1]dr′
2 dr
=
∫
S2
− 1
3r3
 r∫
1
(r′)3ζ [≥1]dr′
2∞
1
+
2
3
∫
S2
∞∫
1
1
r3
(
r3ζ [≥1]
) r∫
1
(r′)3ζ [≥1]dr′
 dr.
The first term on the right-hand side is non-positive and discarded. The second term can
be estimated by Cauchy-Schwarz as
∫
R3\B1
1
r5
(
r3ζ [≥1]
) r∫
1
(r′)3ζ [≥1]dr′

≤
 ∫
R3\B1
1
r6
 r∫
1
(r′)3ζ [≥1]
2

1/2 ∫
R3\B1
r2
(
ζ [≥1]
)2
1/2
=
 ∫
R3\B1
(div/ ξ)2

1/2 ∫
R3\B1
r2
(
ζ [≥1]
)2
1/2
=
(
‖ξ‖2
H0
−1/2
(R3\B1)
+ ‖∇/ ξ‖2
H0
−3/2
(R3\B1)
)1/2
‖ζ [≥1]‖
H
0
−5/2
,
where we used (5.63). This shows that
‖ξ‖H0
−1/2
(R3\B1)
+ ‖∇/ ξ‖H0
−3/2
(R3\B1)
. ‖ζ [≥1]‖
H
0
−5/2
.
By Proposition 5.14, this proves (5.62).
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Next, we consider radial regularity of order 1. We claim that
‖∇/Nξ‖2H0
−3/2
(R3\B1)
+ ‖∇/ ∇/Nξ‖2H0
−5/2
(R3\B1)
. ‖h[≥1]‖2
H
0
−5/2
. (5.64)
Indeed, by Lemma 2.36, it follows that on r > 1
r div/ ∇/Nξ = ∂r(r div/ ξ)
= ∂r
(
1
r2
r3 div/ ξ
)
= −2 div/ ξ + r
(
1
r3
∂r
(
r3 div/ ξ
))
,
curl/ ∇/Nξ = 0
Therefore ∇/Nξ solves on each Sr, r ≥ 1, the Hodge system
div/ ∇/Nξ = −
2
r
div/ ξ + ζ [≥1],
curl/ ∇/Nξ = 0.
By Propositions 2.24 and 5.14, this proves (5.64).
Similarly, we have the higher radial regularity for each w ≥ 2,
‖∇/ wNξ‖2H0
−1/2−w
(R3\B1)
. ‖h[≥1]‖2
H
w−2
−5/2
+ Cw‖h[≥1]‖H0−5/2 . (5.65)
This follows by an induction in w ≥ 2, using that by
div/ (∇/ wn ξ) =
1
r
∂wr (r div/ ξ)
=
1
r
∂w−1r
(− 2 div/ ξ + rζ [≥2])
=− 2 div/
(
∇/ w−1N
(
1
r
ξ
))
+
1
r
∂w−1r
(
1
r
ζ [≥1]
)
so that we have
∇/ wn ξ =− 2∇/ w−1n
(
1
r
ξ
)
+∇/ w−2N
(
1
r
D/−11 (ζ [≥1], 0)
)
(5.66)
+∇/ w−2N
(D/−11 (∂rζ [≥1], 0)) , (5.67)
where the last term is controlled by Proposition 5.14.
We turn now to tangential regularity. We claim first that
‖∇/ ∇/ ξ‖H0
−5/2
(R3\B1)
. ‖h[≥1]‖
H
0
−5/2
, . (5.68)
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By Proposition 2.35, it suffices to estimate for l ≥ 1, m ∈ {−l, . . . l}
∞∫
1
r2
(
l(l + 1)
r2
ξ
(lm)
E
)2
dr .
∞∫
1
r2(h(lm))2dr, . (5.69)
Definition (5.37) is in the Hodge-Fourier formalism equivalent to the following expression
for ξ
(lm)
E , l ≥ 1, m ∈ {−l, . . . l},√
l(l + 1)
r
ξ
(lm)
E =
1
r2
 r∫
1
(r′)2ζ (lm)dr′
 . (5.70)
Rewrite first
∞∫
1
r2
(
l(l + 1)
r2
)2 (
ξ
(lm)
E
)2
dr = l(l + 1)
∞∫
1
1
r4
 r∫
1
(r′)2ζ (lm)dr′
2 dr
= l(l + 1)
1+ 1
l∫
1
1
r4
 r∫
1
(r′)2ζ (lm)dr′
2 dr,
(5.71)
where in the last integral we bounded the domain of integration by combining the integral
identity (5.40) and the fact that
suppζ (lm) ⊂
[
1, 1 +
1
l
]
.
By (5.35) and (5.36), the right-hand side of (5.71) can be estimated by
l(l + 1)
1+ 1
l∫
1
1
r4
 r∫
1
(r′)2ζ (lm)dr′
2 dr
.l(l + 1)
1+ 1
l∫
1
1
r4
 r∫
1
c(lm)(r′)
√
l(l+1)/2+1∂r (χ(l(r − 1))) dr′
2 dr
+ l(l + 1)
1+ 1
l∫
1
1
r4
 r∫
1
c˜(lm)(r′)
√
l(l+1)/2+1∂2r (χ(l(r − 1))) dr′
2 dr.
(5.72)
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The first term on the right-hand side is estimated as
l(l + 1)
1+ 1
l∫
1
1
r4
 r∫
1
c(lm)(r′)
√
l(l+1)/2+1∂r (χ(l(r − 1))) dr′
2 dr
.l(l + 1)
1+ 1
l∫
1
1
r4
(
c(lm)
)2
l2r2
√
l(l+1)/2+2
 1+
1
l∫
1
dr′

2
dr
.l(l + 1)
(
c(lm)
)2 1+ 1l∫
1
r2
√
l(l+1)/2−2dr
.
∞∫
1
(
rh(lm)
)2
dr,
where we used (5.43) and the fact that l ≥ 1. The second term on the right-hand side of
(5.72) is estimated similarly by using (5.44), this is left to the reader. This proves (5.69)
and therefore (5.68).
We also have the higher tangential regularity
‖∇/ wξ‖H0
−1/2−w
(R3\B1)
. ‖h[≥1]‖
H
w−2
−5/2
+ Cw‖h[≥1]‖H0−5/2 . (5.73)
Indeed, in the Hodge-Fourier formalism, see (5.70),∣∣∣∣∣
(√
l(l + 1)
r
)w
ξ
(lm)
E
∣∣∣∣∣ = 1√l(l + 1)r
∣∣∣∣∣∣
r∫
1
(r′)2
(√
l(l + 1)
r
)w
ζ (lm)dr′
∣∣∣∣∣∣
.
1√
l(l + 1)r
∣∣∣∣∣∣
r∫
1
(r′)2
(√
l(l + 1)
r′
)w
ζ (lm)dr′
∣∣∣∣∣∣ .
Together with the higher regularity of ζ [≥1] provided by Proposition 5.14, similar esti-
mates as for (5.68) imply (5.73).
To summarise, (5.62), (5.64), (5.65), (5.68) and (5.73) imply (5.61) for w ≥ 2.
It remains to show that ξ ∈ Hw−1/2. This follows by induction from (5.66) and the fact
that ζ [≥1],D/−11 (∂rζ [≥1], 0) ∈ Hw−2−5/2 together with Proposition 2.12. This finishes the proof
of Proposition 5.17. 
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6. Proof of the main Theorem 3.1
In this section, we prove the Main Theorem 3.1. The idea of the proof is to use Theorems
4.1 and 5.1 to set up an iterative scheme. We show that this scheme is well-defined and
converges to a fixed point which solves the maximal constraint equations on R3. In Section
6.3, we prove higher regularity estimates (3.2).
6.1. Setup of the iterative scheme. In this section, we define a sequence of pairs
(gi, ki)i≥1, where for each i ≥ 1, gi is an H2−1/2-asymptotically flat metric and ki ∈ H1−3/2
a symmetric 2-tensor on R3.
Let ε > 0 be a small constant to be determined later. Let (g¯, k¯) ∈ Hw(B1) ×Hw−1(B1)
be a solution to the maximal constraint equations on B1,
R(g¯) = |k¯|2g¯,
divg¯ k¯ = 0,
trg¯k¯ = 0
(6.1)
such that
‖(g¯ − e, k¯)‖H2(B1)×H1(B1) < ε.
• Definition of (g1, k1). By Proposition 2.15, extend g¯ fromB1 to anH2δ-asymptotically
flat metric g1 on R
3 such that
‖g1 − e‖H2
−1/2
. ‖g¯ − e‖H2(B1).
Similarly, extend k¯ from B1 to a symmetric g1-tracefree 2-tensor k1 ∈ H1−3/2 such
that
‖k1‖H1
−3/2
. ‖k‖H1(B1); (6.2)
see Lemma 4.4.
• Definition of (gi+1−e, ki+1) for i ≥ 1. Given (gi, ki), define (gi+1, ki+1) as follows.
First, let gi+1 be the H2−1/2-asymptotically flat metric on R3 constructed by The-
orem 5.1 such that
gi+1|B1 = g¯,
R(gi+1) = |ki|2gi on R3.
Here we assumed that ‖(gi − e, ki)‖H2
−1/2
×H1
−3/2
is sufficiently small.
Second, let ki+1 ∈ H1−3/2 be the symmetric 2-tensor on R3 constructed by Theorem
4.1 such that
ki+1|B1 = k¯
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and on R3
divgi+1 (ki+1) = 0,
trgi+1 (ki+1) = 0.
Here we assumed further that ‖gi+1 − e‖H2
−1/2
is sufficiently small.
In the next section we prove that for ε > 0 small enough, the above smallness assumptions
are satisfied for all i ≥ 1. In particular, that the sequence is well-defined.
6.2. Convergence of the iterative scheme. In this section, we combine the iteration
estimates of Theorems 4.1 and 5.1 to prove estimates for the iteration scheme defined
above in Section 6.1. These estimates then directly imply uniform boundedness and con-
vergence of the sequence (gi, ki)i≥1.
The next proposition is the main result of this section.
Proposition 6.1. Let w ≥ 2 be an integer. There exist universal constants ε > 0, c > 0
such that if for an i ≥ 2 it holds that
‖(gi − e, ki)‖H2
−1/2
×H1
−3/2
< ε, ‖(gi−1 − e, ki−1)‖H2
−1/2
×H1
−3/2
< ε,
then
‖(gi+1, ki+1)− (gi, ki)‖H2
−1/2
×H1
−3/2
≤c
(
‖(gi − e, ki)‖H2
−1/2
×H1
−3/2
+ ‖(gi−1 − e, ki−1)‖H2
−1/2
×H1
−3/2
)
× ‖(gi, ki)− (gi−1, ki−1)‖H2
−1/2
×H1
−3/2
.
(6.3)
Before proving Proposition 6.1, we state the following technical lemma. Its proof is based
on Lemma 2.8, see also Lemma 2.22, and left to the reader.
Lemma 6.2. Let g and g˜ be two H2−1/2-asymptotically flat metrics on R3. There exists
universal constant ε > 0 such that if
‖g − e‖H2
−1/2
< ε, ‖g˜ − e‖H2
−1/2
< ε,
then for all symmetric 2-tensors V ∈ Hw−1−3/2,
‖|V |2g − |V |2g˜‖H0−5/2 . ‖g − g˜‖H2−1/2‖V ‖
2
H1
−3/2
.
We turn now to the proof of Proposition 6.1.
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Proof of Proposition 6.1. On the one hand, for ε > 0 sufficiently small, it follows by the
iteration estimates of Theorem 5.1 and Lemmas 6.2 that
‖gi+1 − gi‖H2
−1/2
. ‖R(gi+1)− R(gi)‖H0
−5/2
. ‖|ki|2gi − |ki−1|2gi−1‖H0−5/2(R3)
. ‖|ki|2gi − |ki−1|2gi‖H0−5/2(R3) + ‖|ki−1|
2
gi
− |ki−1|2gi−1‖H0−5/2(R3)
. ‖|ki|2gi − |ki−1|2gi‖H0−5/2(R3) + ‖ki−1‖
2
H1
−3/2
‖gi − gi−1‖H2
−1/2
(6.4)
Using Lemma 2.8 and the identity
|ki|2gi − |ki−1|2gi = (ki − ki−1)ab(ki + ki−1)ab,
we have, for ε > 0 sufficiently small,
‖|ki|2gi − |ki−1|2gi‖H0−5/2(R3) . ‖ki + ki−1‖H1−3/2‖ki − ki−1‖H1−3/2
.
(
‖ki‖H1
−3/2
+ ‖ki−1‖H1
−3/2
)
‖ki − ki−1‖H1
−3/2
.
Plugging this into (6.4), we get
‖gi+1 − gi‖H2
−1/2
.
(
‖ki‖H1
−3/2
+ ‖ki−1‖H1
−3/2
+ ‖ki−1‖2H1
−3/2
)
‖(gi, ki)− (gi−1, ki−1)‖H2
−1/2
×H1
−3/2
.
On the other hand, for ε > 0 sufficiently small, by the iteration estimates of Theorem 4.1,
‖ki+1 − ki‖H1
−3/2
. ‖k¯‖H1(B1)‖gi+1 − gi‖H2−1/2
. ‖ki‖H1
−3/2
‖gi+1 − gi‖H2
−1/2
.
Combining the two last estimates, it follows that for ε > 0 sufficiently small, there exists
a universal constant c > 0 such that
‖(gi+1, ki+1)− (gi, ki)‖H2
−1/2
×H1
−3/2
≤c
(
‖ki‖H1
−3/2
+ ‖ki−1‖H1
−3/2
+ ‖ki−1‖2H1
−3/2
)
‖(gi, ki)− (gi−1, ki−1)‖H2
−1/2
×H1
−3/2
.
This finishes the proof of Proposition 6.1. 
Proposition 6.1 implies that for sufficiently small data on B1, the iteration is a contrac-
tion mapping and hence converges to a fixed point. For completeness, we write out details.
First, we to prove that the sequence is well-defined and derive a uniform estimate.
Lemma 6.3. Let w ≥ 2 be an integer. There is a universal ε > 0 small enough such that
if
‖(g¯ − e, k¯)‖H2(B1)×H1(B1) < ε,
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then the sequence (gi, ki)i≥1 is well-defined and for all i ≥ 2,
‖(gi+1, ki+1)− (gi, ki)‖H2
−1/2
×H1
−3/2
≤ 1
4
‖(gi, ki)− (gi−1, ki−1)‖H2
−1/2
×H1
−3/2
. (6.5)
Furthermore, it is uniformly bounded by
‖(gi, ki)‖H2
−1/2
×H1
−3/2
. ‖(g¯ − e, k¯)‖H2(B1)×H1(B1).
Proof. The proof of (6.5) goes by induction in i ≥ 2.
The case i = 2. By construction, for ε > 0 sufficiently small, by Theorems 4.1 and 5.1,
‖(g1 − e, k1)‖H2
−1/2
×H1
−3/2
. ‖(g¯ − e, k¯)‖H2(B1)×H1(B1),
‖(g2 − e, k2)‖H2
−1/2
×H1
−3/2
. ‖g¯ − e‖H2(B1) + ‖R(g2)‖H0−5/2 + ‖k¯‖H1(B1)
. ‖g¯ − e‖H2(B1) + ‖|k1|2g1‖H0−5/2 + ‖k¯‖H1(B1)
. ‖g¯ − e‖H2(B1) + ‖k1‖2H1
−3/2
+ ‖k¯‖H1(B1)
. ‖(g¯ − e, k¯)‖H2(B1)×H1(B1),
where we used Lemmas 2.8. By Theorems 4.1 and 5.1, for ε > 0 sufficiently small, (g3, k3)
is well-defined.
By Proposition 6.1, there exists a universal c > 0 such that
‖(g3 − g2, k3 − k2)‖H2
−1/2
×H1
−3/2
≤3c‖(g¯ − e, k¯)‖H2(B1)×H1(B1)‖(g2 − g1, k2 − k1)‖H2−1/2×H1−3/2
Let ε < 1
24c
. This proves the case i = 2.
The induction step i→ i+ 1. Using the induction hypothesis, it holds for j = i− 1, i
that
‖(gj+1 − e, kj+1)‖H2
−1/2
×H1
−3/2
≤‖(gj+1 − gj, kj+1 − kj‖H2
−1/2
×H1
−3/2
+ · · ·+ ‖(g3 − g2, k3 − k2)‖H2
−1/2
×H1
−3/2
+ ‖(g2 − e, k2)‖H2
−1/2
×H1
−3/2
≤
j−2∑
m=1
1
4m
‖(g2 − g1, k2 − k1)‖H2
−1/2
×H1
−3/2
+ ‖(g2 − e, k2)‖H2
−1/2
×H1
−3/2
≤2‖(g2 − g1, k2 − k1)‖H2
−1/2
×H1
−3/2
+ ‖(g2 − e, k2)‖H2
−1/2
×H1
−3/2
.‖(g¯ − e, k¯)‖H2(B1)×H1(B1).
(6.6)
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This shows that (gi+2, ki+2) is well-defined for ε > 0 sufficiently small. By applying
Proposition 6.1, there exists a universal constant c′ > 0 such that
‖(gi+2 − gi+1, ki+2 − ki+1)‖H2
−1/2
×H1
−3/2
≤ c′ε‖(gi+1 − gi, ki+1 − ki)‖H2
−1/2
×H1
−3/2
.
Let ε < 1
24c′
. This finishes the induction step and hence the proof of (6.5).
For ε > 0 small, we have, as in (6.6), the uniform estimate for all i ≥ 1,
‖(gi, ki)‖H2
−1/2
×H1
−3/2
. ‖(g¯ − e, k¯)‖H2(B1)×H1(B1).
This finishes the proof of Lemma 6.3. 
Lemma 6.3 implies convergence of the iterative scheme.
Corollary 6.4. There exists ε > 0 small such that if
‖(g¯, k¯)‖H2(B1)×H1(B1) < ε,
then the sequence (gi − e, ki)i≥1 converges in H2−1/2 ×H1−3/2 as i→∞. Its limit
(g, k) := lim
i→∞
(gi, ki) ∈ H2−1/2 ×H1−3/2
solves the maximal constraint equations on R3
R(g) = |k|2g,
divg k = 0,
trgk = 0
(6.7)
and satisfies (g, k)|B1 = (g¯, k¯). Moreover,
‖(g − e, k)‖H2
−1/2
×H1
−3/2
. ‖(g¯ − e, k¯)‖H2(B1)×H1(B1).
Proof of Corollary 6.4. Lemma 6.3 shows that the iterative scheme (gi, ki)i≥1 is a contrac-
tion in the Hilbert space H2−1/2×H1−3/2. By the Banach fixed-point theorem, the scheme
therefore converges to a fixed point,
(g, k) := lim
i→∞
(gi, ki) ∈ H2−1/2 ×H1−3/2.
The convergence in H2−1/2 × H1−3/2 is strong enough to conclude that (g, k) solves (6.7)
and moreover, by construction of the sequence,
(g, k)|B1 = (g¯, k¯).
By the uniform estimate in Lemma 6.3,
‖(g − e, k)‖H2
−1/2
×H1
−3/2
. ‖(g¯ − e, k¯)‖H2(B1)×H1(B1).
This finishes the proof of Corollary 6.4 
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6.3. Higher regularity estimates. It remains to prove the higher regularity estimates
(3.2) of Theorem 3.1.
Using that the constructed solution (g, k) in the previous section is a fixed point of the
iteration scheme, we have by the higher regularity estimates of Theorems 4.1 and 5.1 that
for integers w ≥ 3, for ε > 0 sufficiently small,
‖g − e‖Hw
−1/2
+ ‖k‖Hw−1
−3/2
.‖R(g)‖Hw−2
−5/2
+ ‖k¯‖H1(B1)‖g − e‖Hw−1/2 + Cw
(
‖g¯ − e‖Hw(B1) + ‖R(g)‖H0
−5/2
+ ‖k¯‖Hw−1(B1)
)
.‖R(g)‖Hw−2
−5/2
+ Cw
(
‖g¯ − e‖Hw(B1) + ‖R(g)‖H0−5/2 + ‖k¯‖Hw(B1)
)
.‖R(g)‖Hw−2
−5/2
+ Cw
(
‖g¯ − e‖Hw(B1) + ‖k¯‖Hw(B1)
)
,
where we used the estimates of Theorems 4.1 and 5.1, and absorbed the second term on
the right-hand side after the first estimate.
Using that (g, k) satisfies the constraint equations, it holds that R(g) = |k|2g. Therefore
we have by product estimates as in Lemma 2.8, for ε > 0 sufficiently small,
‖R(g)‖Hw−2
−5/2
.‖g − e‖H2
−1/2
‖k‖Hw−1
−3/2
+ ‖k‖H1
−3/2
‖g − e‖Hw
−1/2
+ Cw‖g − e‖H2
−1/2
‖k‖H1
−3/2
.‖g¯ − e‖H2(B1)‖k‖Hw−1
−3/2
+ ‖k¯‖H1(B1)‖g − e‖Hw−1/2
+ Cw‖g¯ − e‖H2
−1/2
‖k¯‖H1
−3/2
.
Therefore, combining the above two estimates and using that ε > 0 is sufficiently small
to absorb terms on the right-hand side, we have
‖g − e‖Hw
−1/2
+ ‖k‖Hw−1
−3/2
≤ Cw
(
‖g¯ − e‖Hw(B1) + ‖k¯‖Hw−1(B1)
)
,
where the constant Cw > 0 depends only on w. This finishes the proof of Theorem 3.1.
Appendix A. The proof of Proposition 2.31
In this section we prove Proposition 2.31. First we show that{
E(lm), H(lm) : l ≥ 1, m ∈ {−l, . . . , l}
}
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is a complete orthonormal basis for L2-integrable vectorfields on (Sr,
◦
γ), r > 0. The
orthonormality of E(lm), H(lm) defined in (2.8) follows from the orthonormality and com-
pleteness of the spherical harmonics Y (lm). Indeed, by (2.8), for all index pairs (lm), (l′m′),∫
Sr
E(lm) · E(l′m′) = r
2
l(l + 1)
∫
Sr
(Y (lm), 0) · (D/1D/∗1)
(
Y (l
′m′), 0
)
=
r2
l(l + 1)
∫
Sr
(Y (lm), 0) ·
(
−△/ Y (l′m′), 0
)
=
∫
Sr
Y (lm)Y (l
′m′)
= δll
′
δmm
′
,
where we used Lemma 2.26 and denoted the pointwise product of two pairs of functions
(f1, f2) · (f3, f4) := (f1f2, f3f4).
The same holds for H(lm). Furthermore, for all index pairs (lm), (l′m′),∫
Sr
E(lm) ·H(l′m′) =
∫
Sr
(
Y (lm), 0
) · (0, Y (l′m′))
= 0.
This proves the orthonormality of the vectorfields E(lm), H(lm).
We now show that the vectorfields E(lm), H(lm) form a complete basis of vectorfields in
L2(Sr) for every r > 0. It suffices to show that for any vector Z ∈ L2(Sr),(
Z
(lm)
E = Z
(lm)
H = 0 for all l ≥ 1, m ∈ {−l, . . . , l}
)
⇒ Z = 0.
By the identities of Lemma 2.34, for all l ≥ 1, m ∈ {−l, . . . , l},
0 = Z
(lm)
E =
∫
Sr
Z · E(lm) = r√
l(l + 1)
∫
Sr
(div/ Z) Y (lm),
0 = Z
(lm)
H =
∫
Sr
Z ·H(lm) = r√
l(l + 1)
∫
Sr
(curl/ Z)Y (lm).
By the completeness of Y (lm), see Lemma 2.28, this shows that
div/ Z = curl/ Z = 0.
By the ellipticity of this Hodge system, see Proposition 2.24, it follows that Z = 0. This
proves the completeness of the basis E(lm), H(lm), l ≥ 1, m ∈ {−l, . . . , l}.
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Second, we show that
{
ψ(lm), φ(lm) : l ≥ 2, m ∈ {−l, . . . , l}
}
is a complete orthonormal basis of tracefree symmetric 2-tensors in L2(Sr), r > 0. The
orthonormality of the ψ(lm), φ(lm) defined in (2.9) is proved analogously to the orthonor-
mality of E(lm), H(lm) and left to the reader.
To prove the completeness of the ψ(lm), φ(lm), we need to prove that for any tracefree
symmetric 2-tensor V ∈ L2(Sr),
(
V
(lm)
ψ = V
(lm)
φ = 0 for all l ≥ 2, m ∈ {−l, . . . , l}
)
⇒ V = 0.
This follows however by the completeness of the E(lm), H(lm) and Proposition 2.24, similar
to the above proof for E(lm), H(lm). This proves the completeness of the basis ψ(lm), φ(lm),
l ≥ 2, m ∈ {−l, . . . , l}.
The equality of norms follows by the orthonormality and completeness properties. This
finishes the proof of Proposition 2.31.
Appendix B. The proofs of Proposition 2.35 and Lemma 2.36
In this section we prove Proposition 2.35 and Lemma 2.36 .
Proof of Proposition 2.35. Consider the first relation. We show at first that that
‖∇/ wu‖2L2(Sr) .
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w (
u(lm)
)2
+ Cw
∑
l≥0
l∑
m=−l
(
u(lm)
)2
, (B.1)
where Cw > 0 is a constant that depends on w, by induction in w ≥ 0. The cases w = 0, 1
are verified by Lemma 2.34 and Propositions 2.24 and 2.31.
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For the induction step w → w + 1, integrate by parts to estimate
‖∇/ w+1u‖2L2(Sr)
=−
∫
Sr
△/ (∇/ wu) · ∇/ wu
=−
∫
Sr
∇/ w△/ u · ∇/ wu+ [△/ ,∇/ w]u · ∇/ wu
≤
∫
Sr
∇/ w−1△/ u · △/ ∇/ n−1u+ ‖[△/ ,∇/ w]u‖L2(Sr)‖∇/ wu‖L2(Sr)
.‖∇/ w−1△/ u‖L2(Sr)‖∇/ w+1u‖L2(Sr) +
Cw
r2
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w (
u(lm)
)2
,
(B.2)
where we used that
‖[△/ ,∇/ w]u‖2L2(Sr) .
1
r4
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w (
u(lm)
)2
+
Cw
r2(w+2)
∑
l≥0
l∑
m=−l
(
u(lm)
)2
,
‖∇/ wu‖2L2(Sr) .
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w (
u(lm)
)2
+
Cw
r2w
∑
l≥0
l∑
m=−l
(
u(lm)
)2
,
by the fact that we work on the round sphere (Sr,
◦
γ) and the induction hypothesis.
It follows from (B.2) that
‖∇/ w+1u‖2L2(Sr) .‖∇/ w−1△/ u‖2L2(Sr) +
Cw
r2
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w (
u(lm)
)2
. (B.3)
To estimate the first term on the right-hand side, we use the induction assumption and
Lemma 2.34,
‖∇/ w−1△/ u‖2L2(Sr)
.
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w−1 (
(△/ u)(lm))2 + Cw
r2(w+1)
∑
l≥0
l∑
m=−l
(
(△/ u)(lm))2
.
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w−1(
l(l + 1)
r2
u(lm)
)2
+
Cw
r2
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w (
u(lm)
)2
.
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w+1 (
u(lm)
)2
+
Cw
r2
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w (
u(lm)
)2
.
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Plugging the above into (B.3) yields
‖∇/ w+1u‖2L2(Sr) .
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w+1 (
u(lm)
)2
+
Cw
r2
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w (
u(lm)
)2
.
Using the interpolation inequality
Cw
r2
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w (
u(lm)
)2
.
∑
l≥0
l∑
m=−l
(
l(l + 1)
r2
)w+1 (
u(lm)
)2
+
Cw
r2(w+1)
∑
l≥0
l∑
m=−l
(
u(lm)
)2
finishes the induction step and therefore the proof of (B.1). The other direction needed
for the equivalence relation is proved similarly and left to the reader.
It remains to show the second equivalence relation for a vectorfield X . This follows as for
scalar functions by induction on w ≥ 0, using this time the vectorfields E(lm), H(lm) with
Remark 2.29 and Lemma 2.34. This finishes the proof of Proposition 2.35. 
Proof of Lemma 2.36. We prove each part separately.
Part (1). The estimate (2.10) follows directly by Definition 2.30 and the fact that
Y (lm) ∼ r−1 due to its normalisation, see Section 2.7.
Part (2). On the one hand, it generally holds that in standard polar frame components,
see (2.2), for A = 1, 2,
∂r
(
XA
)
= N
(
XA
)
= e(∇NX, eA)− e(X,∇NeA)
= (∇/ NX)A − e(X,∇eAN)− e(X, [N, eA])
= (∇/ NX)A −XB (−ΘBA) + 1
r
XA
= (∇/ NX)A ,
(B.4)
where we used that in the Euclidean case, for A = 1, 2,
[N, eA] = −1
r
eA
and, in standard polar frame components,
Θ11 = Θ22 = −1
r
,Θ12 = Θ21 = 0.
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Consequently,
∂r
(
X
(lm)
E
)
=
∫
Sr
∂r
(
XA
) (
E(lm)
)
A
+
1
r
X
(lm)
E
= (∇/ NX)(lm)E +
1
r
X
(lm)
E ,
where we used in the first equality that on (Sr,
◦
γ),
√
det
◦
γ ∼ r2 and that in polar frame
components, for A = 1, 2, see (2.2),(
E(lm)
)
A
= −eA
(
Y (lm)
) r√
l(l + 1)
∼ 1
r
.
Repeatedly applying ∇/N then proves the first of (2.11). The second of (2.11) is proved
similarly.
On the other hand, it holds generally in standard polar frame components that
div/ X = e1
(
X1
)
+ e2
(
X2
)
=
1
r
∂θ1
(
X1
)
+
1
r sin θ1
∂θ2
(
X2
)
.
This leads to
∂r (r div/ X) = ∂θ1∂r
(
X1
)
+
1
sin θ1
∂θ2∂r
(
X2
)
= ∂θ1 (∇/NX)1 +
1
sin θ1
∂θ2 (∇/NX)2
= r div/ ∇/NX,
where we used (B.4). This finishes the proof of part (2) of Lemma 2.36.
Part (3). The proof of part (3) is similar to part (2) and left to the interested reader.
This finishes the proof of Lemma 2.36. 
Appendix C. Elliptic operators on weighted Sobolev spaces
In this section, we first introduce the weak formulation of boundary value problems in
weighted spaces. Second, we prove ellipticity and derive higher elliptic regularity estimates
in Hwδ (R
3 \B1) ∩H1δ and H
w
δ for PDEs that were used in Sections 4.3 and 5.3. Here the
w, δ depend on the PDE system under consideration. We also derive an elliptic estimate
for distributional solutions with L2-regularity to one of the PDEs.
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C.1. Weak formulation of boundary value problems in weighted spaces. First,
we define corresponding dual spaces.
Definition C.1 (Dual spaces of weighted Sobolev spaces). Let
(
H
w
δ
)∗
denote the space
of linear maps G : H
w
δ → R such that there exists a constant c > 0 so that
|G(u)| ≤ c‖u‖Hwδ for all u ∈ H
w
δ .
Let the norm ‖G‖(Hwδ )∗ be defined as the smallest c > 0 such that the above inequality
holds.
The next lemma shows how weights behave with respect to the dual spaces.
Lemma C.2. Let w ≥ 0, v ∈ H0δ and α ∈ N3 a multi-index such that |α| = w. Denote
by ∂αv the α-th weak derivative of v. Then
∂αv ∈ (Hw−δ+w−3)∗ .
Proof. For u ∈ Hw−δ+w−3, it holds that∫
R3\B1
u∂αv = (−1)|α|
∫
R3\B1
∂αu v
≤ ‖u‖Hw−δ+w−3‖v‖H0δ .
This concludes the proof of Lemma C.2. 
In Sections 4.3 and 5.3, we consider PDEs of the form{
△u+ a
r
∂ru+
b
r2
u = f on R3 \B1,
u|r=1 = 0,
(C.1)
where a, b ∈ R are constants and u ∈ H1δ , f ∈
(
H
1
−δ−1
)∗
.
Note that if v ∈ H1δ , then r−1−2δv ∈ H1−δ−1. Therefore, to apply the standard theory of
generalised solutions, see for example [19], we consider weighted weak formulations after
a formal integration by parts of∫
R3\B1
r−2δ−1
(
−△u− a
r
∂ru− b
r2
u
)
v
where u, v ∈ H1δ. This leads to the following definition.
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Definition C.3 (Weak solutions). Let f ∈
(
H
1
−δ−1
)∗
, a, b ∈ R be given. A function
u ∈ H1δ is called weak solution to{
△u+ a
r
∂ru+
b
r2
u = f on R3 \B1,
u|r=1 = 0,
(C.2)
if for all v ∈ H1δ it holds that
Bδ,a,b(u, v) =
∫
R3\B1
r−1−2δfv,
where Bδ,a,b(u, v) : H1δ ×H
1
δ → R is the symmetric bilinear form defined by
Bδ,a,b(u, v) :=
∫
R3\B1
r−2δ−1∇u · ∇v − a+ 2δ + 1
2
r−2δ−2 (v∂ru− u∂rv)
−
∫
R3\B1
(δ(a+ 2δ + 1) + b)r−2δ−3uv.
(C.3)
It is left to the reader to verify that Bδ,a,b(u, v) : H1δ×H1δ → R is bounded for all δ, a, b ∈ R,
that is,
|Bδ,a,b(u, v)| . ‖u‖H1δ‖v‖H1δ for all u, v ∈ H
1
δ.
Let w ≥ 2 be an integer. Introduce three PDEs on R3 \B1.
• Consider a scalar function u[≥2] on R3 \B1 that verifies{
△u[≥2] + 4
r
∂ru
[≥2] + 6
r2
u[≥2] = f [≥2] on R3 \B1,
u[≥2]|r=1 = 0,
(E1)
where f [≥2] is a given scalar function on R3 \B1.
• Consider a scalar function u[≥2] on R3 \B1 that verifies{
△u[≥2] + 1
r
∂ru
[≥2] − 3
r2
u[≥2] = f [≥2] on R3 \B1,
u[≥2]|r=1 = 0,
(E2)
where f [≥2] is a given scalar function on R3 \B1.
• Consider a scalar function u[≥1] on R3 \B1 that verifies{
△u[≥1] − 1
2
△/ u[≥1] + 1
r
∂ru
[≥1] + 1
r2
u[≥1] = f [≥1] on R3 \B1,
u[≥1]|r=1 = 0,
(E3)
where f [≥1] is a given scalar function on R3 \B1.
Notice that (E1) corresponds to (4.42), (E2) to (4.47) and (E3) to (5.34).
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C.2. Elliptic estimates in H
1
δ. The next proposition shows existence and first elliptic
estimates for the above PDEs in weighted Sobolev spaces.
Proposition C.4. The following holds.
• Let f [≥2] ∈
(
H
1
1/2
)∗
. There exists a unique weak solution u[≥2] ⊂ H1−3/2 to (E1)
bounded by
‖u[≥2]‖
H
1
−3/2
. ‖f [≥2]‖(
H
1
1/2
)∗ (C.4)
• Let f [≥2] ∈
(
H
1
3/2
)∗
. There exists a unique weak solution u[≥2] ⊂ H1−5/2 to (E2)
bounded by
‖u[≥2]‖
H
1
−5/2
. ‖f [≥2]‖(
H
1
3/2
)∗ (C.5)
• Let f [≥1] ∈
(
H
1
−1/2
)∗
. There exists a unique weak solution u[≥1] ∈ H1−1/2 to (E3)
bounded by
‖u[≥1]‖
H
1
−1/2
. ‖f [≥1]‖(
H
1
−1/2
)∗ (C.6)
To prove the above proposition, we use the following Poincare´ inequality.
Lemma C.5. Let n ≥ 1 be an integer. Let the scalar function u[≥n] ∈ C∞(R3). For any
r > 0 it holds that ∫
Sr
(
u[≥n]
)2
r2
≤ 1
n(n + 1)
∫
Sr
|∇/ u[≥n]|2. (C.7)
Proof. Indeed, write∫
Sr
(
u[≥n]
)2
r2
=
∑
l≥n
l∑
m=−l
(
u(lm)
)2
r2
,
=
∑
l≥n
l∑
m=−l
1
l(l + 1)
l(l + 1)
r2
(
u(lm)
)2
,
≤
∑
l≥n
l∑
m=−l
1
n(n + 1)
l(l + 1)
r2
(
u(lm)
)2
,
=
1
n(n+ 1)
∫
Sr
|∇/ u[≥n]|2,
where we used Lemma 2.34. This proves Lemma C.5. 
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Proof of Proposition C.4. We show for each PDE (E1)-(E3) that the corresponding bi-
linear form Bδ,a,b defined in (C.3) is coercive on the respective weighted space. The a, b
corresponding to the PDEs are specified by comparing to (C.1). By the Lax-Milgram
Theorem, see for example [19], existence, uniqueness and the claimed estimates follow.
Estimate (C.4). For (E1), a = 4, b = 6. We derive the coercivity of B−3/2,4,6 by Lemma
C.5 with n = 2 as follows,
B−3/2,4,6(u[≥2], u[≥2]) =
∫
R3\B1
r2|∇u[≥2]|2 − 3 (u[≥2])2
≥
∫
R3\B1
r2|∇u[≥2]|2 − 1
2
r2|∇/ u[≥2]|2,
≥ 1
2
∫
R3\B1
r2|∇u[≥2]|2
& ‖u[≥2]‖2
H
1
−3/2
,
(C.8)
where we used Lemma C.5 in the second and the last line. This proves (C.4).
Estimate (C.5). For (E2), a = 1, b = −3. We estimate from below with Lemma C.5
B−5/2,1,−3(u[≥2], u[≥2]) =
∫
R3\B1
r4|∇u[≥2]|2 − 9
2
r2
(
u[≥2]
)2
≥
∫
R3\B1
r4|∇u[≥2]|2 − 9
12
r4|∇/ u[≥2]|2
& ‖u[≥2]‖2
H
1
−5/2
.
(C.9)
This proves (C.5).
Estimate (C.6). The symmetric bilinear form B˜ associated to the weighted weak formu-
lation of (E3) in H
1
−1/2 is in fact given by
B˜(u, v) :=
∫
R3\B1
∇u∇v − 1
2
∇/ u∇/ v − 1
2r
(v∂ru− u∂rv)− 1
2r2
uv.
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Estimate this from below by Lemma C.5
B˜(u[≥1], u[≥1]) =
∫
R3\B1
|∇u[≥1]|2 − 1
2
|∇/ u[≥1]|2 − 1
2r2
(
u[≥1]
)2
≥
∫
R3\B1
|∇u[≥1]|2 − 1
2
|∇/ u[≥1]|2 − 1
4
|∇/ u[≥1]|2
& ‖u[≥1]‖2
H
1
−1/2
.
(C.10)
This proves (C.6) and hence finishes the proof of Proposition C.4. 
C.3. Higher elliptic regularity in Hwδ (R
3 \B1) ∩ H1δ and Hwδ . In this section, we
derive higher elliptic regularity estimates in Hwδ (R
3 \B1) ∩ H1δ , w ≥ 2 and Hwδ , for the
boundary value problems (E1)-(E3), on the domain R3 \B1.
The next proposition is a generalisation of standard higher elliptic regularity estimates to
weighted Sobolev spaces.
Proposition C.6 (Higher regularity in Hwδ (R
3 \B1)∩H1δ). Let w ≥ 2 be an integer. The
following holds.
• Let f [≥2] ∈ Hw−2−7/2(R3 \B1). Then the solution u[≥2] to (E1) satisfies
u[≥2] ∈ Hw−3/2(R3 \B1) ∩H1−3/2
and
‖u[≥2]‖Hw
−3/2
(R3\B1)
. ‖f [≥2]‖Hw−2
−7/2
(R3\B1)
+ Cw‖f [≥2]‖H0
−7/2
(R3\B1)
. (C.11)
• Let f [≥2] ∈ Hw−2−9/2(R3 \B1). Then the solution u[≥2] to (E2) satisfies
u[≥2] ∈ Hw−5/2(R3 \B1) ∩H1−5/2
and
‖u[≥2]‖Hw
−5/2
(R3\B1)
. ‖f [≥2]‖Hw−2
−9/2
(R3\B1)
+ Cw‖f [≥2]‖H0
−9/2
(R3\B1)
. (C.12)
• Let f [≥1] ∈ Hw−2−5/2(R3 \B1). Then the solution u[≥1] to (E3) satisfies
u[≥1] ∈ Hw−1/2(R3 \B1) ∩H1−1/2
and
‖u[≥1]‖Hw
−1/2
(R3\B1)
. ‖f [≥1]‖Hw−2
−5/2
(R3\B1)
+ Cw‖f [≥1]‖H0
−5/2
(R3\B1)
. (C.13)
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Proof of Proposition C.6. The standard interior and global elliptic regularity estimates
(see for example Theorems 8.8 and 8.13 in [19]) can be generalised from bounded smooth
domains to weighted Sobolev spaces, see for example [6] [9] [25] and [26]. For example, in
case of (C.11), we have for integers w ≥ 2,
‖u[≥2]‖Hw
−3/2
(R3\B1)
.
∥∥∥∥△u[≥2] + 4r∂ru[≥2] + 6r2u[≥2]
∥∥∥∥
Hw−2
−7/2
(R3\B1)
+ Cw‖u[≥2]‖H1
−3/2
(R3\B1)
.
∥∥f [≥2]∥∥
Hw−2
−7/2
(R3\B1)
+ Cw‖u[≥2]‖H1
−3/2
(R3\B1)
.
From this, the estimate (C.11) follows by using the ellipticity of (E1) proved in Proposition
C.4. The estimates (C.12) and (C.13) are derived similarly. 
Furthermore, we have the following result in H
w
δ .
Proposition C.7 (Higher regularity for (E1), (E2),(E3)). Let w ≥ 2 be an integer. The
following holds.
• Let f [≥2] ∈ Hw−2−7/2. If the solution u[≥2] ∈ H
1
−3/2 ∩H2−3/2(R3 \B1) to (E1) satisfies
∂ru
[≥2]|r=1 = 0,
then it holds that u[≥2] ∈ Hw−3/2.
• Let f [≥2] ∈ Hw−2−9/2. If the solution u[≥2] ∈ H1−5/2 ∩H2−5/2(R3 \B1) to (E2) satisfies
∂ru
[≥2]|r=1 = 0,
then it holds that u[≥2] ∈ Hw−5/2.
• Let w ≥ 2 be an integer. Let f [≥1] ∈ Hw−2−5/2. If the solution u[≥1] ∈ H1−1/2 ∩
H2−1/2(R
3 \B1) to (E3) satisfies
∂ru
[≥1]|r=1 = 0,
then it holds that u[≥1] ∈ Hw−1/2.
Proof. Proposition C.7 follows by Propositions C.6 and 2.12. Indeed, all necessary normal
derivatives on r = 1 can be expressed via the equations and shown to vanish. 
C.4. An elliptic estimate in L2. In Section 4.3, we considered the following Dirichlet
problem on R3 \B1 for a scalar function u[≥2] ∈ Hw−2−5/2(R3 \B1),{
△u[≥2] + 1
r
∂ru
[≥2] − 3
r2
u[≥2] = ∂r
(
curl/
(
f
[≥2]
H
))
,
u[≥2]|r=1 = 0,
(C.14)
where f
[≥2]
H ∈ Hw−2−5/2(R3 \B1), w ≥ 2 was a given vectorfield. In the previous sections C.2
and C.3 where this PDE was denoted (E2), we derived elliptic estimates in case w ≥ 3.
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In this section we derive estimates for the case w = 2.
First, we derive a distributional formulation of (C.14). Let
• f [≥2]H ∈ C∞(R3),
• u ∈ C∞(R3) be a solution to (C.14),
• φ ∈ C∞c (R3) such that φ|r=1 = 0.
Then, by integrating by parts twice,
0 =
∫
R3\B1
r4
(
△u[≥2] + 1
r
∂ru
[≥2] − 3
r2
u[≥2] − ∂r
(
curl/
(
f
[≥2]
H
)))
φ
=
∫
R3\B1
r4u[≥2]
(
△φ[≥2] + 7
r
∂rφ
[≥2] +
12
r2
φ[≥2]
)
−
∫
R3\B1
r4f
[≥2]
H ·
(
6
r
∗
(∇/ φ[≥2])+ ∗(∇/ (∂rφ[≥2]))) ,
where here ∗(∇/ φ)A :=∈/AB (∇/ φ)B denotes the Hodge dual of ∇/ φ. Here the boundary
terms ∫
S1
∂ru φ,
∫
S1
u∂rφ,
∫
S1
uφ,
∫
S1
curl/ f
[≥2]
H φ
vanished by the assumptions. The right-hand side still makes sense for
f
[≥2]
H ∈ H0−5/2(R3 \B1),
u[≥2] ∈ H0−5/2(R3 \B1),
φ ∈ H2−5/2(R3 \B1) ∩H1−5/2.
Note the dense inclusion
{φ ∈ C∞c (R3) : φ|r=1 = 0} ⊂ H2−5/2(R3 \B1) ∩H1−5/2 ∩ C∞(R3 \B1),
which is proved by using cut-off functions and left to the reader. This leads to the following
definition.
Definition C.8. Let f
[≥2]
H ∈ Hw−2−5/2(R3 \B1) be a vectorfield. A function u[≥2] ∈ H0−5/2(R3 \B1)
is called a distributional solution to{
△u[≥2] + 1
r
∂ru
[≥2] − 3
r2
u[≥2] = ∂r
(
curl/
(
f
[≥2]
H
))
,
u[≥2]|r=1 = 0,
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if for all φ[≥2] ∈ H2−5/2(R3 \B1) ∩H
1
−5/2 ∩ C∞(R3 \B1),∫
R3\B1
r4u[≥2]
(
−△φ[≥2] − 7
r
∂rφ
[≥2] − 12
r2
φ[≥2]
)
=−
∫
R3\B1
r4f
[≥2]
H ·
(
6
r
∗
(∇/ φ[≥2])+ ∗(∇/ (∂rφ[≥2]))) . (C.15)
Note that this distributional solution is unique in H0−5/2(R
3 \B1) in view of Lemma C.9
below.
The next lemma is the main result of this section.
Lemma C.9. Let f
[≥2]
H ∈ H0−5/2(R3 \B1). Let u[≥2] ∈ H0−5/2(R3 \B1) be a distributional
solution to (C.14). Then it holds that
‖u[≥2]‖H0
−5/2
. ‖f [≥2]H ‖H0−5/2 .
Proof of Lemma C.9. To prove that u[≥2] ∈ H0−5/2 = H
0
−5/2 =
(
H
0
−1/2
)∗
with
‖u[≥2]‖H0
−5/2
. ‖f [≥2]H ‖H0−5/2 ,
it suffices to show that for all ϕ[≥2] ∈ C∞c (R3 \B1),∫
R3\B1
u[≥2]ϕ[≥2] . ‖f [≥2]H ‖H0−5/2‖ϕ
[≥2]‖H0
−1/2
.
In the following, we will prove that for all ϕ[≥2] ∈ C∞c (R3 \B1),∫
R3\B1
r4u[≥2]ϕ[≥2] . ‖f [≥2]H ‖H0−5/2‖ϕ
[≥2]‖H0
−9/2
, (C.16)
which implies the above estimate by the fact that
‖r−4f [≥2]H ‖H0
−9/2
(R3\B1)
≃ ‖f [≥2]H ‖H0
−1/2
(R3\B1)
It remains to prove (C.16). For given ϕ[≥2] ∈ C∞c (R3 \B1), let Ψ[≥2] be defined as solution
to {
−△Ψ[≥2] − 7
r
∂rΨ
[≥2] − 12
r
Ψ[≥2] = ϕ[≥2] on R3 \B1,
Ψ[≥2]|r=1 = 0.
(C.17)
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The operator in (C.17) is the adjoint to (E2) with respect to weighted scalar product
(u, v) 7→
∫
R3\B1
r4uv.
Therefore (C.17) has the same weak formulation, ellipticity and higher regularity estimates
for its generalised solutions as (E2). By Proposition C.6 and standard local interior and
boundary elliptic regularity,
Ψ ∈ H2−5/2(R3 \B1) ∩H
1
−5/2 ∩ C∞(R3 \B1)
with
‖Ψ[≥2]‖H2
−5/2
(R3\B1)
. ‖ϕ[≥2]‖H0
−9/2
. (C.18)
Plugging now Ψ into (C.15), using (C.18) and (C.17), we get∫
R3\B1
r4u[≥2]ϕ[≥2] =
∫
R3\B1
r4u[≥2]
(
−△Ψ[≥2] − 7
r
∂rΨ
[≥2] − 12
r
Ψ[≥2]
)
= −
∫
R3\B1
r4f
[≥2]
H ·
(
6
r
∗
(∇/ Ψ[≥2])+ ∗(∇/ (∂rΨ[≥2])))
. ‖f [≥2]H ‖H0
−5/2
(R3\B1)
‖Ψ[≥2]‖H2
−5/2
(R3\B1)
. ‖f [≥2]H ‖H0
−5/2
(R3\B1)
‖ϕ[≥2]‖H0
−9/2
(R3\B1)
.
This proves (C.16) and finishes the proof of Lemma C.9. 
Remark C.10. The existence of a solution u[≥2] ∈ H0−5/2 to (E2) can be deduced from
Lemma C.9 by a limit argument. Indeed, it suffices to take
(
f
[≥2]
H
)
n
∈ C∞c (R3 \B1), n ∈ N
a sequence such that
(
f
[≥2]
H
)
n
→ f [≥2]H in H0−5/2 as n → ∞. The corresponding solutions
(u[≥2])n ∈ H1−5/2 whose existence is assured by Proposition C.4 will by Lemma C.9 converge
to the distributional solution u[≥2] in H0−5/2.
C.5. Estimates to apply Lemma C.2. To apply the above elliptic theory in Section
4.3, the following corollary is used. It follows by the operator analysis in Section 4 and
its proof is left to the reader.
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Corollary C.11. The right-hand sides of the PDEs (4.42) and (4.47) can be estimated
as follows. We have∥∥∥∥ 1r3∂r (r3 (ρN )[≥2])− div/ (ρ/[≥2]E + ζE)
∥∥∥∥(
H
1
1/2
)∗ . ‖ρ‖H0−5/2 + ‖ζE‖H0−5/2 ,∥∥∥ρ/[≥2]H + ζH∥∥∥
H0
−5/2
(R3\B1)
. ‖ρ‖H0
−5/2
(R3\B1)
+ ‖ζH‖H0
−5/2
(R3\B1)∥∥∥∂r curl/ (ρ/[≥2]H + ζH)∥∥∥(
H
1
3/2(R
3\B1)
)∗ . ‖ρ‖H1−5/2(R3\B1) + ‖ζH‖H1−5/2(R3\B1).
Also for w ≥ 3,∥∥∥∥ 1r3∂r (r3 (ρN)[≥2])− div/ (ρ/[≥2]E + ζE)
∥∥∥∥
H
w−3
−7/2
.‖ρ‖
H
w−2
−5/2
+ ‖ζE‖Hw−2−5/2
+ Cw
(
‖ρ‖
H
0
−5/2
+ ‖ζE‖H0−5/2
)
,
and for w ≥ 4,∥∥∥∂r (curl/ (ρ/[≥2]H + ζH))∥∥∥
H
w−4
−9/2
.‖ρ‖
H
w−2
−5/2
+ ‖ζH‖Hw−2−5/2
+ Cw
(
‖ρ‖
H
0
−5/2
+ ‖ζH‖H0−5/2
)
.
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