Abstract. The performance of non-invasive electroencephalogram-based (EEG) brain-computer interfacing (BCI) has improved significantly in recent years. However, remaining challenges include the non-stationarity and the low signal-to-noise ratio (SNR) of the EEG, which limit the bandwidth and hence the available applications. In this paper, we review ongoing research in our labs and introduce novel concepts and applications. First, we report on the long-term stability and robustness of detection of oscillatory components modulated by distinct mental tasks. Second, we present an enhancement of the 3-class self-paced Graz-BCI that allows interacting with the massive multiplayer online role playing game World of Warcraft. Third, we propose a scalable, adaptive learning framework, which allows users to teach the BCI new skills on-the-fly. Using this hierarchical BCI, we successfully train and control a humanoid robot in a virtual home environment.
Introduction
Brain-computer interface (BC) technology allows direct interaction with the environment by recording and translating the users brain activity in real-time. Electroencephalographic (EEG) signals, i.e., bioelectrical potentials recorded from the scalp, are the most common non-invasive source of brain signals in BCIs [1] . Major problems confronting BCI developers are the non-stationarity and inherent variability of EEG signals and the low signal-to-noise-ratio (SNR). These characteristics, among others, hamper reliable detection and translation of on-going EEG patterns into messages and hence limit the bandwidth. This is aggravated by the fact that the brain itself is a highly adaptive system. No a priori fixed mappings between the brain and the application exist. User feedback training and machine learning are required to optimize the interplay.
The two major types of EEG features used in BCIs are evoked potentials (EP) and oscillatory components (also known as event-related (de)synchronization, movement activity within the imagery period were excluded from further analysis. Two distinct classes are required to transfer bits of information and consequently as first step we examined binary classification performances. The classical method of common spatial patterns (CSP) was used to design class specific spatial filters in the 8-30 Hz frequency band, and Fishers linear discriminant analysis (LDA) to classify the log-transformed normalized variance from 4 projections [3] . Each day was analyzed independently to rank the discriminability of the imagery pairs and to evaluate the variability between days. To get an overview of timing and dynamics of the induced EEG patterns, trials were subdivided into thirteen 1-s data segments with 0.5 s overlap. For each time segment and imagery pair, CSPs and LDA were computed and evaluated using a 10-times 10-fold cross-validation procedure. Figure 1 summarizes initial results, including mean cross-validated accuracies, averaged over all participants, for each class pair and day. The mean accuracy for each day was computed by averaging subject-specific peak accuracies within the 7-s imagery period. Class pairs SUB vs. MI, AUD vs. SUB and SUB vs. FACE achieved binary classification accuracies >80% on every single day. The computed accuracies are comparable to accuracies computed between different motor imagery tasks reported in the literature. However, we found that performance over different days was less consistent when using distinct MI tasks. This is particularly evident during early training. Our off-line results suggest that the identified MTs induce EEG patterns that are statistically distinct and stable over time, and thus appropriate for BCIs [2] . We are now conducting feedback experiments to confirm these findings and evaluating multi-class discrimination performances. (Google, Inc., Mountain View, CA) [5] . We adapted this 3-class approach into a new system that lets the BCI user play the massive multiplayer online role playing game World of Warcraft (WoW, Blizzard Entertainment, Inc.).
WoW is a very popular video game that offers individual players or parties of players a virtual universe to explore and interact with. The main goal of the game is to team up with other players to fight monsters and complete various quests. Computer keyboard and mouse are used to control the avatar. In order to achieve hands-free control we developed a network controlled application, which simulates specific time based mouse and keyboard inputs. For visual feedback, the WoW native application-programming interface LUA was used to extend the standard game interface with an add-on that allows displaying BCI feedback. When the BCI detected left hand, right hand, or foot motor imagery (MI), the user received real-time feedback in form of arrows pointing to the left, right and forwards, respectively, which mapped to the navigation commands "rotate left", "rotate right" and "move forward" (Fig.2 .a-c). The length of the arrow (4 increments) corresponds to the quality of detection, i.e., the BCI has to detect MI for a configurable minimum time before the avatar starts moving. The avatar continues executing the selected action as long as the user performs MI. Users can start, stop and switch between MI tasks as required (self-paced mode).
In WoW, many actions involve specific points of interest (POIs). For example, the player must typically go to a certain POI to accept a quest from a non-player characters (NPC), engage specific enemies, gather collectible resources, or loot objects. With three directional control, a fourth, binary degree of freedom can be approximated by using a timeout, which we use for confirming critical actions, like attacking an opponent within range or accepting new quests. Whenever the player's avatar comes within the range of a POI, noncritical actions (e.g. getting a gatherable resource) are executed immediately. Critical actions can be accepted by staying within the range of the POI without moving for a predefined time period. During this period, the timeout bar located below the navigation arrows starts extending. Once fully extended, the action is performed (Fig.2.d) .
This control strategy lets players explore and interact with the virtual game environment in many ways. Users can play hundreds of quests, engage a wide range of enemies in numerous environments, win loot from defeated enemies and awards from NPCs, earn a reputation in the game world, and improve their character in many ways. All of these actions could be implemented socially. Indeed, most players in WoW do not play alone, but conduct quests and other actions in cooperation with a party consisting of other human players. Hence, this new WoW BCI system had a much more complex and engaging task structure than our prior work, as well as more intelligent BCI processing software that incorporated context to enable more complicated, high-level control with a limited bandwidth.
Toward hierarchical adaptive BCIs for robotic control
There is also growing interest in intelligent and context-aware software for robotic devices, which could assist disabled individuals with various tasks in daily life. Many disabled people cannot use high bandwidth communication systems, and seemingly simple tasks like getting a glass of water may take far too long if the user must control low-level details of this task. Hence, intelligent robotic devices often allow users to accomplish high-level goals with a single command. BCIs have recently begun to adopt goal-directed protocols. In [6] , we used a P300-based BCI to send high-level commands to a semi-autonomous humanoid robot that physical interacted with real objects in an augmented reality environment. To autonomously perform these tasks, the robot requires prior knowledge of the environment and substantial artificial intelligence. For example, to pour a glass of water from a bottle in a refrigerator, robots must navigate in the given environment, know the locations of cups and the bottle, manipulate objects, and heed safety protocols.
We are now developing a new generation of scalable, user-adaptive BCIs that combine the advantages of process-directed and goal-directed control [7, 8] . Users could utilize imagery to teach the BCI new commands, which are then made available for selection using evoked potentials (e.g., the P300). This leads to a hierarchical hybrid BCI wherein lower-level actions are first learned and later semi-autonomously executed using a higher-level command, thereby improving accuracy and freeing the user from tedious ongoing process-oriented control. Continuing the above example, the user first navigates the robot to the kitchen, and hence teaches the robot the task "Go to kitchen" from a specific starting point. To make this flexible and universally applicable, the robot has to generate an internal representation of the environment that allows finding the path to the kitchen from any location in the users environment. In a first experiment we used radial basis function models to learn navigation policies. Usually, however, not enough training data is available and so learned models may not reliably enough to predict the path. To overcome this problem, we introduced the use of uncertainty for guiding a BCIs behavior. We use Gaussian processes (GPs) for learning high-level commands and exploit the fact that they provide a measure of uncertainty in their output [8] . When the uncertainty in a given region of the task space is too high (e.g., due to lack of training in that area), the BCI switches to user control for further guidance rather than continuing to execute the unreliable and potentially dangerous high-level command. Such uncertaintyguided decision-making is critical for real-world BCI applications, such as BCIcontrol of a robotic wheelchair or helper robot, where user safety and the safety of those around the robot are of paramount importance.
The current prototype of the hierarchical BCI for robotic control is composed of the three components: A steady-state visual EP-based (SSVEP) BCI; a hierarchical menu and learning system; and the humanoid robot, i.e., a simulation of the robot that mimics the physics of the real world. The three components interact closely: The hierarchical adaptive menu system displays available commands as flashing stimuli for the user to choose using the SSVEP BCI. The user makes the desired selection by focusing on the desired command in the menu. The BCI detects the option the user is focusing on and sends its classification output to the hierarchical menu system, which in turn sends a command to the robot and switches to the next appropriate menu. The robot executes the command it receives, which can be either a lower-level command such as turn left/right or a higher-level learned command. Finally, the user closes the control loop by observing the simulated robots action and making the next desired selection based on the updated menu.
Up to three flickering stimuli (12 Hz, 15 Hz and 20 Hz) were presented on a TFT computer screen with a refresh rate of 60 Hz. The view of the robot in its environment was shown in a larger immersive setting above. One channel EEG was recorded (60 Hz notch; sampling rate 256 Hz) bipolarly from electrodes placed at Cz and Oz. SSVEPs were calculated by applying the Fast Fourier Transform to 1-s segments of EEG every 0.5 s. The frequency with the highest average power among the three target frequencies within the past 4-s was classified as the users choice. The structure of the hierarchical menu system is depicted in Fig.3 .a. Users could choose to train either new or existing skills by navigating the robot through the virtual environment. During navigation, the robot moved forward automatically. Available navigation commands included left, right and stop. After the user demonstrated and saved samples of the task, the BCI learns the task via GPs. Learned skills can be called and tested (Test Menu). The learned model guides the humanoid robot through the environment. Whenever the robots enters regions of uncertainty (high variance in the GP model), the BCI interrupts the operation and asks the user for assistance, i.e., to either guide the robot and collect more data, or to exit and return to the top-level menu. During execution of a high-level command, the robot queries the BCI for navigation direction based on the current position (GPS). If the GP model is used, one obtains both a predicted mean value as well as the variance of the prediction. This variance can be related to the confidence of the BCI in the learned model: high variance implies low confidence in the predicted navigational command and vice versa. For the current implementation, we used a simple threshold to decide when the robot should ask the user for guidance based on this confidence metric.
First results from four subjects using the hierarchical BCI indicate that the proposed system reduces the number of required selections and decreases the navigational time compared to low-level control [8] . Fig.3 .b shows navigation traces of GP model learning and guidance.
Conclusion and Future direction
Non-invasive BCIs have evolved in recent years, and can now interact with a variety of applications and artificial devices. However, there is still room for improvement. We need better models of brain function and methods that predict brain activity, more practical recording equipment, and novel concepts on how to optimize brain-computer adaptation and extend progress to new applications and goals.
In this paper, we reviewed research in our labs that enhances the usefulness of BCIs and paves the way for new applications. We demonstrated that a proper combination of control strategies (i.e. mental tasks) increases classification results. We introduce a novel interface for the 3-class self-paced Graz-BCI that allows playing the massive multiplayer online role-playing game World of Warcraft. Players can not only navigate through the virtual world, but also interact with the virtual environment to talk to characters in the game world, acquire and complete game quests, and improve their character. We propose a new adaptive hierarchical architecture that allows a user to teach the BCI new skills on-the-fly. These learned skills are later invoked directly as high-level commands. We plan to continue this research direction, and explore new tasks and task combinations (such as in hybrid BCIs) and alternate applications and devices.
