In this paper we compare two forecast procedures by its capabilities to predict market steel prices. One is based on the classical Box-Jenkins ARIMA class, the other on multichannel singular spectrum analysis (MSSA). We find the two approaches competitive with an advantage for MSSA to be expected as the time series grow longer.
INTRODUCTION
Attempts to efficiently predict steel prices have generally been troubled by two issues: the qualification of which determinants should enter a specific model and whether a full market model with demand and supply equation could be produced. Less emphasis has been put on the choice of proper statistical prediction techniques, which is the focus of the present paper.
But let us first give a rough overview about the most relevant economic literature our study is based upon. Liebman in [26] examined the influence of safeguards on the steel price. Additionally to safeguards, he also chose the oil price, the industry production, the coal price, the scrap price, the dollar exchange rate, the industry salaries, the capacity of production and China's steel demand as regressors. In his findings, a cancellation of safeguards leads to an increase in the steel supply and as a consequence to a decrease of the steel price. The indicators for the Ukraine's steel price was analyzed by Yuzefovych in [31] through a simultaneous equation system. This equation system contained two single equations, one for the steel demand and another one for the steel supply. She derived that the steel demand is inelastic related to the price in what seems the only true market model considered in the literature. The structure of the steel market was found as a decisive factor for the steel price by Mancke [27] . He used the ratio of total imports and * The findings of this paper are based on parts of the first author's PhD-thesis [25] at the Johannes-Kepler-University Linz, Austria. We are grateful to the generous support of his studies by voestalpine AG, Austria. Thanks go to Univ. Prof. Johann Brunner for sharing his economic expertise and to two anonymous referees for various useful remarks. † Corresponding author.
total output (=import quota) as an instrument variable for the market structure. For him a simultaneous increase in the import quota and price is an evidence for perfect competition (a high domestic price influences the import quota positively). In contrast, an increase in the import quota and a decrease in the price indicate imperfect market conditions (the import quota is one factor which is responsible that the suppliers do not charge the full mark-up). All these papers have in common the aim to localize the determinants of the steel price. The industry production or the GDP, the exchange rate, the price of raw materials and the import quota can be named as the most important factors for steel price fluctuations. In none of these papers an attempt to forecast the steel price was made.
Since we needed a framework for our comparison of techniques a few premises had to be set:
• the prediction horizon should be at least 4 quarters (1 full year); • it should be possible to estimate the variability of the predictions; • quick rolling updates of the forecasts should be possible;
• and finally, we would ideally like to achieve some economic interpretability of our employed models.
Besides the classical ARIMA framework that was traditionally employed for purposes such as above, recently a new technique, the multi-channel singular spectrum analysis has emerged and proves to be competitive in various comparable circumstances, for a motivation see e.g. [19] and [22] . We will thus be employing these frameworks in the present paper.
DATA
Industrially produced steel comes in many shapes, thus we were required to focus on a specific product as the dependent variable in our forecast exercise, which turned out to be the so-called hot rolled coil. The time series for the respective prices in Germany, the USA and China are displayed in Figure 1 . Eventually we are employing solely the German prices (solid line).
The set of determinant variables must be separated into those which effect the demand, and those effecting the supply. The first group contains the real GDP, the index of industrial production, the real effective exchange rate of the European Union with 12 main trade partners. On the other hand we have the prices of the raw materials of steel production, such as coke, scrap, oil and ore, which naturally negatively affect the supply.
Quarterly price data on hot rolled coil and raw materials were provided by the voestalpine AG. Macroeconomic data were drawn from the official Eurostat site [11] , the index of raw materials comes from the Austrian National Banks data base [1] . The sample contains the period 1990Q1 until 2009Q1 except for some few missing values. In the following we also required some official growth rate predicitions, which were -together with the harmonized consumption price index -gathered from the homepage of the European commission [10] . All price data were adjusted for inflation by respective price indices and eventually properly back transformed (for details see [25] ).
MODELLING
Due to the endogeneous character of price and quantity (causality in both directions) there are principally two possibilities for constructing viable regression based forecast models, i.e.
• a simultaneous equation system with a demand and supply function, or solely • a price equation (reduced form), which includes all factors.
Although the latter does not allow for economic interpretation we were forced to use it, since contrary to [31] identification was not guaranteed. For the purpose of prediction, however, this was no essential drawback.
Regression-based model
For building classical ARIMA forecasts (see e.g. [5] and [16] ) with covariates a thorough model search was undertaken. The regressors were chosen by a forward search started from a small initial model based on the Schwarz Information criterion. By the decision for unconditional forecasts and a forecast period of four quarters we were restricted to appropriately lagged factors. A couple of autoregressive structures were tested, although it eventually turned out that no autoregressive term was required. For the final specifiation formal diagnostic tests of the usual type (residual autocorrelation, stationarity, etc.) were undertaken.
It showed that a relatively simple linear non-autoregressive regression model containing a constant, predictions of the real GDP of the EU and the USA, the lagged hot-rolledcoil price of China and the USA, the lagged log of the coke price and the lags of the Dow-Jones index as well as the effective exchanges rates, which explained 80% of the insample variance, was the most preferable. We estimated it by 2SLS (see [30] ) to accomodate errors in the predictor variables (cf. [16] ), where all non-used regressors served as instruments. It will be used in the following exclusively (in [25] an AR(1) model with a different cofactor specification is compared with it) and will be referred to by ARIMA (indicating the model class within it was searched for). We do not disclose its concrete form, particularly its regression coefficients, for reasons of confidentiality. The estimation of this model yielded an in-sample R 2 = 0.802 with not unreasonable coefficient signs (i.e. negative for the European GDP, positive for the price of coke). Augmented Engle-Granger tests confirmed the cointegrated nature of the series.
Multi-channel singular spectrum analysis (MSSA)
We understand MSSA as a competitive non-parametric, data-adaptive technique for forecasting (longer) time series based on a separation of a set of series in their common interpretable components, like trends and cyclic oscillations and the non-interpretable component (noise). A standard (M)SSA consists of four steps:
1. Embedding 2. Singular value decomposition 3. Grouping 4. Diagonal averaging as described in [13, 14] or elsewhere in this volume. We thus refrain from giving much more technical details on SSA and will emphasize aspects due to the multivariate character of our exercise.
Here a new trajectory matrix X will contain all lagged copies of all involved time series. Specifically for a given
, where
, the embedding-procedure will yield a sequence of K = N − L + 1 lagged copies for each series and eventually a trajectory matrix:
where
. . , S, with the lagged vectors in its columns.
Of the matrix X we now require an eigentriple grouping in two disjunct parts, one corresponding to the signal, the other to the noise, for which we employ two methods. The first is based on the concept of weighted correlation or wcorrelation introduced in [14, page 46f] . It is a measure for the dependence of two series defined by:
In the MSSA, Z (i) and Z (j) are stacked vectors of S-variate time series with individual length N , where
as k-th entry of Z (i) and Z (j) , respectively, and w k as k-th entry of the weight vector W = (
By using these equations one can achieve a full decomposition of the time series by constructing a w-correlation matrix of
order (d × d) (d is the maximum number of eigentriples). Small absolute values of its entries ρ (w)
ij for i = j = 1, . . . d indicate quasi w-orthogonality of the components i and j, whereas large values stand for non-separability.
A graphical representation of this matrix (with grey shades for the correlation values) for the last forecast value by using all the time series relevant for our to be constructed MSSA model (see below) is given in Figure 2 . One can clearly identify two orthogonal blocks, where the lower left can be attributed to the orthogonal components (the signal) and the upper right is indistinguishable from a white noise outcome.
Figure 2. w-correlation matrix.
As a second method for the eigentriple separation we have generalized an algorithmic method developed for SSA by Vautard in [29] . An implementation was undertaken in Mathematica and the corresponding code can be found in [25, Appendix] . Here the optimal number of signal relevant eigentriples is calculated as follows:
• for a given order p the eigentriple of the singular decomposition are separated into the sets A = (1, . . . , p) and A = (p + 1, . . . , M), where M is their maximum number; • if the reconstructed part of the trajectory matrix X for a given set A (start with p = 1) is not dominated by white noise (evaluated by a specific Monte Carlo test procedure), then we increase p accordingly by 1 and continue, otherwise the optimal order has been found.
Unfortunately it seems, that in the case of the multivariate generalizations, we tend to overdetermine the p, such that the power of the procedure is reduced. Therefore, although both methods have initially been used in our case study, for brevity, however, we will here report only results from the first.
After having determined a p we can generate a forecast by using an approximate linear recurrent formula (the corresponding algorithm is described in [13, page 196] ). The corresponding confidence bands were calculated by using an MSSA generalisation of the algorithm for generating bootstrap confidence intervals described in [20] , for details see [25, page 44f] .
Eventually the final MSSA model was based on the following time series:
• hot rolled coil price for Germany and the USA; • real GDP for the EU and the USA; • index of the industrial production for the EU and the USA; • the price of oil;
• the Dow Jones stock index.
The sample frequency was again quarterly and the data were deinflated by the HVPI which yielded 72 observations (1991Q2 until 2009Q1) . A peridogram analysis (see [14, page 19] ) showed a dominant trend for the German hot rolled coil price, for which case Golyandina et al. in [14, page 127] suggest to use a relatively large window length for the purpose of forecasting. Here, the largest possible corresponds to a choice of L ≈ observations/2; for the last forecast we thus chose L = 36, for which a choice of p = 8 determined by the first method described above turned out preferable. For other forecasts different values for L and p had to be used accordingly (for details see [25] ).
EVALUATION
After the generation of point forecast the usually more delicate problem is evaluating its quality or the selection of the best forecast model among rivals. In this section we will discuss several evaluation methods and apply them to our models ARIMA and MSSA. For a recent discussion on the correct choice of evaluation criteria see [15] .
Recursive cross validation
The perhaps most popular forecast model selection technique is to produce moving Out-Of-Sample (OOS) predicitons and is performed in the following way (cf. [5] ):
1. Divide the complete series (t = 1, . . . , T ) into a training set from t = 1, . . . , T * and a validation set for evaluating the forecast performance from t = T * + 1, . . . , T ; set L = T * /2. 2. Estimate both models by using the training set and then produce OOS predictions (for 1 to 4 quarters) based on these estimates. Calculate the forecast error t+h,t = y t+h − y t+h,t . 3. Update the models with 1 additional observation (T * + 1) and repeat above steps until the whole set is exhausted; update L. 4. At the end, calculate the root mean square error
The results of the above procedure are displayed in Figure  3 and 4 and show the 1 to 4 quarter OOS predictions of the recursive cross validation together with a 95% bootstrap confidence band, the relative forecast error, the RMSE and the relative width of the confidence band.
The
). None of the tested models was able to capture the effects of the crisis, which lead to a significant increase of the relative prediction errors. Beside the deterioration of the predicition quality also the approximative confidence intervals proved too narrow, although they were eventually consistently increasing.
Forecast optimality
Another common evaluation criterion is defined by the following properties (cf. [5, chapter 12] ):
• optimal forecasts are unbiased;
• they have white noise 1-step-ahead errors;
• their h-step-ahead errors are at worst MA(h-1);
• the variance of the h-step-ahead errors is nondecreasing with h.
This optimality is usually tested by performing the socalled Mincer-Zarnowitz Regression (see [28] for a recent generalisation):
(1)
If the predictions ( y t+h,t ) are optimal, one must expect that (β 0 , β 1 ) = (0, 1) holds. Equation (1) is equivalent with
an we would like to achieve parameter values of (α 0 , α 1 ) = (0, 0) for unforecastability, which is tested by a standard Wald-Test. For h-step forecasts we need to control for error autocorrelation. According to these tests, forecast optimality was validated for both ARIMA and MSSA, details can be found in [25, page 59ff].
Direction of change
Hassani in [21] introduced another measure, the so called direction of change (DC) criterion. It determines the proportion of correctly determined directions of the time series:
• Given the forecasts y t+h,t (t = T * + 1, . . . , T ), z t+h,t takes the value of 1 if the direction is correctly identified, 0 else.
One thus yields 2 √ n(z − 0.5) ∼ N (0, 1) as an asymptotic test statistic against the value 0.5 und thereby whether the directions can be identified significantly more often than by pure random choice. The results for the two models is given in Table 1 , which shows that the MSSA has the advantage for the shorter lags, whereas the regression model is slightly superior for the longer lags.
Robustness
Eventually we would like to check whether our employed models are robust in the sense
• that the estimated relationships amongst the variables are not arbitrary,
• and that thus the respective models are able to achieve stable predictions under artificially generated uncertainty.
For that purpose we simulate pseudo-data of the hot rolled coil price on 3 different levels of noise (i.e. The results are given in Table 2 and show clearly that the MSSA based model is more robust for a higher level of noise (the same holds for competition with other ARIMA models, which is described in [25] ).
CONCLUSIONS
We have investigated the usefulness of MSSA for the prediction of steel prices as opposed to a conventional regression model from the ARIMA class. The following facts seem to emerge:
• the predictions are almost equivalent with respect to the RMSEs of the 4-quarter OOS;
• both models can be shown to be forecast optimal;
• the MSSA technique gives more robust models for higher noise levels; • thus the prediction quality from both models is almost indistinguishable.
However, the main benefit of the MSSA seems to be the greater flexibilty for generalizations. In particular, we can, by recursive application of the described forecasting technique, construct predictions with a much larger forecast horizon than just four quarters. The addition of regressors without loss of degrees of freedom is another clear advantage. Furthermore it must be noted that MSSA makes no use of predicted values of regressor time series, which could be decisive, particularly when reliable forecasts for the regressors are not available.
