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Abstract
Moment inequalities for point process martingales are considered. Our main result is a point
process analogue of Rosenthal’s inequality for discrete-time martingales. It is also noted that this
inequality generalises in a simple way to marked point process martingales. c© 1999 Elsevier
Science B.V. All rights reserved.
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1. Introduction
For both martingales in discrete time and martingales with continuous sample paths
in continuous time, there is a rich collection moment inequalities. However, the inter-
mediate case of point process martingales (dened below) has received less attention
in the literature. The principal concern of this paper is to extend one such discrete-time
result, Rosenthal’s inequality, to point process and marked point process martingales.
Let fSn;Fn: n=0; 1; : : :g denote a discrete-time martingale with S0 =0. Then Rosen-
thal’s inequality may be stated as follows: if p>2, then
cpE
8<
:
 
nX
i=1
E[X 2i jFi−1]
!p=2
+
nX
i=1
jXijp
9=
;
6EjSnjp6CpE
8<
:
 
nX
i=1
E[X 2i jFi−1]
!p=2
+
nX
i=1
jXijp
9=
; ; (1.1)
where cp and Cp are nite positive numbers depending only on p, and Xi = Si − Si−1
is the martingale dierence sequence for Sn. This inequality was originally obtained in
the case of independent random variables by Rosenthal (1970). Later, it was extended
to discrete-time martingales; see Burkholder (1973), Hall and Heyde (1980), Hitczenko
(1990) and Peshkir and Shiryaev (1995). The above references give slightly dierent
versions of Rosenthal’s inequality; in this paper, it will be convenient to work with
version (1.1).
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We now mention the classical Burkholder{Davis{Gundy (BDG) inequality. A gen-
eral version of this inequality, whose domain of application includes point process mar-
tingales as well as martingales with continuous sample paths, is given by Dellacherie
and Meyer (1980). See also Rogers and Williams (1987, p. 93) for discussion of the
continuous sample path case. Here, we shall take as our starting point a discrete-time
version of the BDG inequality; see e.g. Hall and Heyde (1980, p. 23). Suppose S0 = 0
and let X1; : : : ; Xn denote the rst n martingale dierences. Then for p> 1 and nite
positive quantities ~cp and ~Cp depending only on p,
~cpE
8<
:
 
nX
i=1
X 2i
!p=29=
;6E jSnjp6 ~CpE
8<
:
 
nX
i=1
X 2i
!p=29=
; : (1.2)
In Theorem 1.2 below, it is noted that (1.2) extends to point process martingales with
~cp and ~Cp unchanged. However, it is argued in Remark 1.1 that, for point process
martingales, the BDG inequality is generally less useful than Rosenthal’s inequality
when p> 2.
Let fSt;Ftgt>0 now denote a continuous-time martingale with cadlag sample paths.
We note that, if for some p> 1 a nite bound for EjSt jp is available, then Doob’s
Lp-inequality (see e.g. Rogers and Williams, 1994, pp. 177{178) gives the bound
E

sup
06u6t
jSujp

6fp=(p− 1)gpEjSt jp; t61:
We now consider the point process setting. Let (
;F; fFtgt>0; P) denote a l-
tered probability space satisfying the \usual conditions"; see e.g. Bremaud (1981)
or Rogers and Williams (1987) for terminology. Let fNsgt0 denote a non-decreasing
right-continuous step function, adapted to (Ft)t>0, with jumps of size +1 occurring
at random positive times. We call Ns a counting process. It is assumed throughout
that Ns has an absolutely continuous compensator s =
R s
0 u du and, without loss of
generality, we assume that the intensity s is predictable (see Bremaud, 1981, p. 31,
for justication). The following assumption plays an important role:Z t
0
s ds<1 almost surely: (1.3)
As a consequence of (1.3), Ms = Ns −
R s
0 u du (06s6t) is a local martingale (see
Bremaud, 1981, p. 27).
Assumption (1.3) (combined with (1.6) below) ensures that, with probability one, Ms
has bounded variation on [0; t]. Consequently, we may dene integration with respect
to Ms via the Stieltjes integral. More specically, let fgsgt0 be a predictable process.
Then the integral
St = St(g) =
Z t
0
gs dMs (1.4)
is interpreted as a Stieltjes integral. If (1.3) and
E
Z t
0
jgsj s ds

<1 (1.5)
both hold, then fSugt0 is a martingale; see Bremaud (1981, p. 27). The representa-
tion theorem for point process martingales (see Lipster and Shiryaev, 1977, p. 282;
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Bremaud, 1981, p. 64) implies that \most" point process martingales which are null at
zero may be represented in the form (1.4).
Finally, we state the \projection" identity for counting processes which have a pre-
dictable intensity: if fNsgt0 is a counting process with predictable intensity fsgt0, and
fhsgt0 is a non-negative predictable process, then
E
Z t
0
hs dNs

= E
Z t
0
hss ds

61; (1.6)
see Bremaud (1981, p. 27).
For statistical aspects of counting processes, see Jacobsen (1982) and Andersen
et al. (1992).
We now state our main results. Let
<S>t =
Z t
0
g2s s ds and [S]t =
Z t
0
g2s dNs
denote the predictable and raw quadratic variations, respectively, of St in (1.4).
Theorem 1.1 (Rosenthal’s inequality). Fix 0<T61 and p> 2. Suppose that (1:3)
is satised for each t 2 (0; T ) and that fSt : 06t6Tg; dened via (1:4); is an
L2-bounded martingale. Dene
Ap;T = Ap;T (g; ) = E

<S>p=2T +
Z T
0
jgsjps ds

61: (1.7)
Then
cpAp;T6EjST jp6CpAp;T61; (1.8)
where cp and Cp are the same quantities as appear in (1:1):
Theorem 1.2 (BDG inequality). Fix 0<T61 and p> 1. Suppose that (1:3) and
(1:5) hold for each t 2 (0; T ); so that fSt : 06t <Tg is a martingale; which we also
assume is uniformly integrable. Then
~cpE[S]
p=2
T 6EjST jp6 ~CpE[S]p=2T 61; (1.9)
where ~cp and ~Cp are the same constants as appear in the discrete form of the BDG
inequality (1:2): Moreover; if p 2 (1; 2); then
EjST jp6 ~CpE
Z T
0
jgsjps ds

61: (1.10)
Remark 1.1. When p> 2, Theorem 1.1 will typically be more useful than Theorem
1.2. This is because Ap;T in (1.7) depends only on the moments of predictable quanti-
ties, whereas E[S]p=2T involves random jumps and may be awkward to evaluate. Indeed,
it does not appear to be possible to obtain a useful upper bound to E[S]p=2T when p> 2
without introducing further assumptions. On the other hand, Theorem 1.1 has nothing
to say about the case p 2 (1; 2), whereas (1.10) gives a useful upper bound to EjST jp
in this case.
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Remark 1.2. The L2-boundedness assumption is equivalent to the statement that
E<S>T <1. If E<S>T = 1, (1.8) may still be true in the sense that both
Ap;T and EjST jp are innite. For example, if E<S>T =1 and fSt : 06t6Tg is a
uniformly integrable martingale, then (1.8) holds in this sense. It should be noted that
the only role played by uniform integrability (both here and in Theorem 1.2) is to
ensure that limt"T St = ST exists almost surely, and limt"T EjSt jp = EjST jp61.
Remark 1.3. We note that a much more general form of (1.9) is given by Dellacherie
and Meyer (1980). For this reason we omit the proof of Theorem 1.2 and, for the
same reason, we omit the proof of Theorem 3.2 below. Note that (1.10) is a direct
consequence of (1.9) and inequality (2.3) below.
For applications of Theorem 1.1 see Patil and Wood (1998).
Theorem 1.1 is proved in Section 2. The extension of these results to marked point
process martingales is considered in Section 3.
2. Proofs
Before embarking on the proof of Theorem 1.1 we present some preliminary results.
Lemma 2.1. Suppose that f:R ! R is Lebesgue measurable and satisesR
R jf(x)jdx<1 for some >1. Then
lim sup
u!0
Z
R
jf(x + u)− f(x)jdx = 0:
Proof. See the proof of Theorem 9.5 in Rudin (1987).
Lemma 2.2. Suppose that f:R! R satises the conditions of Lemma 2.2 with =1;
and has support [− A; A] where 0<A<1. Then
lim sup
h!0
sup
a2[−A;A]

Z a+h
a
f(x) dx
= 0:
Moreover; if −A= (n)0 <(n)1 <   <(n)n = A is a sequence of partitions of [− A; A]
such that maxi=1;:::; n(
(n)
i − (n)i−1)! 0 as n!1; then for any xed p> 1;
R=
nX
i=1

Z (n)i
(n)i−1
jf(x)j dx

p
! 0 as n!1: (2.1)
Proof. The rst part of the lemma can fail to hold only if there exists an > 0 and
real sequences (a(m))m>1 [ − A; A] and (b(m))m>1 such that b(m)> 0, b(m) ! 0
and 
Z a(m)+b(m)
a(m)
f(x) dx
> (2.2)
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for innitely many m>1. Arguing by contradiction, we assume that such a sequence
exists. Let (a(mj))j>1 denote a subsequence such that (2.2) holds for all j>1. Since
(a(mj))j>1 [ − A; A], a compact interval, (a(mj))j>1 must have a subsequence
(a(mj(k)))k>1 converging to a point a0 2 [ − A; A]. But the dominated convergence
theorem implies that
lim
k!1
Z a(mj(k))+b(mj(k))
a(mj(k))
jf(x)j dx ! 0
which contradicts (2.2). So the rst part of the lemma holds. For the second part, x
> 0, write Q =
R
[−A;A] jf(x)j dx and choose h so small that
sup
a2[−A;A]
Z a+h
a
jf(x)j dx< 0 = f=(2Q)g1=(p−1):
Then, making use of the inequality
(x1 +   + xn)p>xp1 +   + xpn ; (2.3)
which holds whenever all the xi’s are non-negative and p>1, we deduce that, for n
suciently large, R62p0 (Q=0) =  where  is arbitrary. So (2.1) must hold.
Lemma 2.3. Fix q 2 (2;1) and 0<T61: If; under the assumptions of Theorem
1.1; (1:8) holds for all p 2 (2; q) and t 2 (0; T ); then (1:8) also holds for all p 2 (2; q]
and t 2 (0; T ]:
Proof. It is sucient to show that for each p 2 (2; q),
(i) lim
t"T
EjSt jp ! EjST jp and (ii) lim
t"T
Ap; t = Ap;T
and for each 0<t6T ,
(iii) lim
p"q
EjSt jp = EjSt jq and (iv) lim
p"q
Ap; t = Aq;t .
The L2-boundedness assumption implies that fStgT0 is uniformly integrable. So, using
Doob’s martingale convergence theorem, it is seen that ST = limt"T St exists almost
surely, and we may write St = E[ST jFt] when t 2 (0; T ). As a consequence of the
conditional form of Jensen’s inequality for non-negative, increasing convex functions,
EjSt jp = E
E ST jFtp6E E jST jpjFt= EjST jp61:
Then since jSt jp ! jST jp as t " T almost surely, (i) follows directly from Fatou’s
lemma. Statement (ii) follows directly from the monotone convergence theorem.
We now consider (iii) and (iv). Since, for any non-negative random variable X , we
may write Xp=XpI(X>1)+XpI(X < 1), it follows from the monotone convergence
theorem (applied to XpI(X>1)) and the bounded convergence theorem (applied to
XpI(X < 1)) that limp"q EX p ! EX q61. Thus,
lim
p"q
E<S>p=2t = E<S>
q=2
t and lim
p"q
EjSt jp = EjSt jq
and the latter establishes (iii). Similarly, by the monotone convergence theorem,
lim
p"q
E
Z t
0
jgsjpI(jgsj>1)s ds

= E
Z t
0
jgsjqI(jgsj>1)s ds

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and
lim
p"q
E
Z t
0
jgsjpI(jgsj< 1)s ds

= E
Z t
0
jgsjqI(jgsj< 1)s ds

by the dominated convergence theorem, since for p 2 (2; q),
06
Z t
0
jgsjpI(jgsj< 1)s ds6
Z t
0
g2s I(jgsj< 1)s ds6
Z t
0
g2s s ds=<S>T
and E<S>T <1 by the L2-boundedness assumption. Therefore (iv) holds.
Lemma 2.4. Fix p> 2 and 0<T61. Let M(p; T ) denote the class of martingales
of the form (1:4) which satisfy the conditions of Theorem 1.1; and let M1(p; T )
M(p; T ) denote the subclass of those martingales fStgT0 in M(p; T ) for which
EjST jp<1: Suppose that (1:8) holds for all martingales in M1(p; t); t 2 (0; T ):
Then (1:8) also holds for all martingales in M(p; T ):
Proof. If fStgT0 2M1(p; T ), then fSugt0 2M1(p; t) for each t 2 (0; T ) and the result
follows from Lemma 2.3. So choose fSt(g)gT0 2M(p; T )−M1(p; T ) and x t 2 (0; T ).
For each n>1, dene
g^s = gsI(jgsj6n) + nI(gs >n)− nI(gs <− n)
and dene the stopping time n = inffu 2 (0; T ): jSu(g^)j>ng or, if this set is empty,
put n = T . Note that predictability of gs implies predictability of g^s; and I(n>s)
is predictable since it is adapted and left-continuous. Therefore, ~g(n)s = g^sI(n>s) is
predictable and, for each n>1, the stochastic integral ~St=St( ~g
(n))=Smin(t; n)(g^) dened
via (1.4) is an adapted martingale.
We rst need to establish the following: (a) for almost all ! 2 
, there exist an
n0=n0(!) such that n=T for n>n0; (b) for each xed t 2 (0; T ), limn!1 ~St=St(g)
with probability one; and (c) for each xed t 2 (0; T ), j ~St j62n almost surely.
To establish (a), we use (1.3), Lemma 2.5 and the L2-boundedness condition to
show that
C =
Z t
0
jgsj dNs +
Z t
0
jgsjs ds
is nite almost surely for each t 2 (0; T ). Since, by construction, supu2[0; t]jSu(g^)j6C
for any n>1, (a) follows. To establish (b), we may use (a) and discrete and continuous
versions of the dominated convergence theorem with ! xed. To establish (c), consider
the inequality
jSt( ~g (n))j= jSmin(t; n)(g^)j6jSmin(t; n−)(g^)j+ jSmin(t; n)(g^)− Smin(t; n−)(g^)j:
The rst term on the right-hand side is bounded above by n, as a direct consequence
of the denition of n; and the second term is bounded above by n almost surely, due
to the denition of g^s.
As a consequence of (c), Ej ~St jp<1, i.e. f ~Sugt0 2M1(p; t). Since, by hypothesis,
(1.8) holds for all martingales in M1(p; t), t 2 (0; T ), we have
Ej ~St jp6CpAp; t( ~g (n); ):
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Moreover, as a consequence of (b) and Fatou’s lemma,
lim inf
n!1 Ej ~St j
p>EjSt jp
and (a) plus an application of the monotone convergence theorem gives
lim
n!1 Ap; t( ~g
(n); ) = Ap; t(g; ):
Then, letting t " T and using the same arguments as were given in Lemma 2.3, it is
seen that EjST jp=1 implies that Ap;T =1, in which case (1.8) holds and the lemma
is proved.
Lemma 2.5. Under the assumptions of Theorem 1.1;Z t
0
jgsjs ds<1 almost surely
for each t 2 (0; T ).
Proof. Since by assumption E<S>T <1, <S>T <1 almost surely. Therefore,
using (1.3) and Holder’s inequality,Z t
0
jgsjs ds6
Z t
0
s ds
1=2
<S>1=2t <1 almost surely
for each t 2 (0; T ).
Proof of Theorem 1.1. The proof is given in ve steps. In Step 1, we set up a
discretisation scheme which is part deterministic and part random, and in Step 2 we
present some key preliminary results. In Step 3, we complete the proof for non-negative
g (\Case I"), under the assumption that (2.6) holds; and in Step 4, we extend this proof
to general g (\Case II"). Finally, (2.6) is proved in Step 5. Note that a large portion of
the proof is devoted to establishing (2.13) in Step 3 and (2.6) under the assumptions
of the theorem.
Step 1: Preliminaries. Fix 0<T61 and choose t 2 (0; T ). Let 1<2<    denote
the jump times of the counting process Ns. For given integer m, we add determin-
istic stopping times at times m−1jt, j = 0; 1; : : : ; m. Formally, put 0 = 0 and, given
0<16   6i, dene
i+1 = min

min f‘ >i; ‘>1g ;min

m−1jt >i; 16j6m
}
; t
}
; i>0;
where the minimum element of the empty set is taken to be +1. Note that
i − i−16m−1t for i>1. Also, dene
A= fi:i = j 2 [0; t] for some jg
and observe that card(A) = Nt .
We now establish that fSi ;Figi>0 is a discrete-time martingale. By assumption,
fSugt0 is an L2-bounded martingale, and therefore Lemma 20.5 of Rogers and Williams
(1994) implies that it is also uniformly integrable. So, using Doob’s optional sampling
theorem (see Rogers and Williams, 1994, p. 189), we may conclude that fSi ;Figi>0
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is a martingale. Note that the following holds with probability one: for i>m+Nt , i= t
and therefore Si = St .
Dene the martingale dierences
Xi = I(i 2 A)gi −
Z
(i−1 ;i]
gss ds; i>1
with the integral interpreted as zero if i−1 = i, and write
Vm; t =
X
i>1
E

X 2i jFi−1

and Wm;p; t =
X
i>1
jXijp: (2.4)
As noted above, fSi ;Figi>0 is a martingale. In fact, it is also an L2-bounded, and
therefore uniformly integrable, martingale because (as may be shown by a straight-
forward argument) E[Vm; t] = E<S>t , and the latter is nite by hypothesis when
t 2 (0; T ]. Moreover, using a variant of an argument which is given explicitly in the
proof of Lemma 2.3, we may conclude that limi!1 EjSi jp=EjSt jp61. Consequently,
for each m>1 we may apply the discrete form of Rosenthal’s inequality (1.1) to obtain
cp
n
E

Vp=2m; t

+ E
(
Wm;p; t
o
6EjSt jp6Cp
n
E

Vp=2m; t

+ E
(
Wm;p; t
o
: (2.5)
Step 2: Some key results. We now state some relevant convergence results. Write
W (A)m;p; t =
X
i2A
jXijp and W (B)m;p; t =Wm;p; t −W (A)m;p; t :
Then, under the assumptions of the theorem and for xed t 2 (0; T ), the following
hold: as m!1,
Vm; t !<S>t in probability; (2.6)
W (A)m;p; t !
Z t
0
jgsjp dNs almost surely; (2.7)
and
W (B)m;p; t ! 0 almost surely: (2.8)
We note that (2.7) and (2.8) follow directly from (1.3) and Lemmas 2.2 and 2.5,
whereas (2.6) requires more work and will be proved in Step 5.
Now suppose that E(jST jq)<1 where q> 2, and consider p 2 (2; q). Since fjSt jp:
t 2 (0; T )g is a submartingale, EjSt jp6EjST jp<1 whenever t 2 (0; T ). Using (2.5)
it is seen that for all t 2 (0; T ) and all m>1,
E
h
Vp=2m; t
i
6c−1p EjST jp6c−1p fEjST jqgp=q <1: (2.9)
It follows from (2.9) that the family fVp=2m; t gm>1 is uniformly integrable when p 2 (2; q)
and t 2 (0; T ). Therefore, we may conclude from (2.6) above and, e.g. Theorem 21.2
of Rogers and Williams (1994, p.116) that
lim
m!1 E
h
Vp=2m; t
i
= E
h
<S>p=2t
i
[xed t 2 (0; T ) and p 2 (2; q)]: (2.10)
Using (1.6), (2.7) and (2.8) and Fatou’s lemma, we obtain
lim inf
m!1 E

Wm;p; t

>E
Z t
0
jgsjp dNs

= E
Z t
0
jgsjps ds

: (2.11)
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So, letting m!1 and using (2.10) and (2.11), it is seen that
Ap; t6c−1p fEjST jqgp=q <1:
Therefore,
EjST jq <1 implies that Ap; t <1 [xed t 2 (0; T ) and p 2 (2; q)]: (2.12)
In Step 3, we consider Case I: g>0. In Step 4 we deal with Case II: general g.
Step 3: Completion of the proof in Case I, assuming (2.6). The main task in
Step 3 is to prove the following: for xed t 2 (0; T ) and p 2 (2; q), (2.7), (2.8) and
EjST jq <1 imply that
E

Wm;p; t
! E Z t
0
gps s ds

(2.13)
as m!1. Once (2.13) has been established, we may complete the proof as follows.
First, suppose that EjST jq <1. For each nite m, (2.5) holds. So, letting m!1 in
(2.5), we obtain (1.8) from (2.10) and (2.13) for each xed t 2 (0; T ) and p 2 (2; q).
The limiting cases t = T and p = q are obtained using Lemma 2.3. The remaining
possibility, that EjST jq =1, is covered by Lemma 2.4.
Using (1.6), we see that to establish (2.13), it is sucient to show that
Km = E
"X
i2A
gpi − jgi − Iijp

#
! 0 (2.14)
and
E
h
W (B)m;p; t
i
6E
"X
i>1
Ipi
#
! 0; (2.15)
where
Ii = Ii(g) =
Z
(i−1 ; i]
gss ds (i>1):
Recall that in Step 3 we are assuming g>0, so that Ii>0. Using the inequality
jjxjp − jyjpj6pjx − yj (jxjp−1 + jyjp−1 ;
which holds for any x; y 2 R and p>1, we see that Km in (2.14) is bounded
above by
pE
"X
i2A
Ii

Ip−1i + jgi − Iijp−1
#
and, using both the discrete and continuous forms of Holder’s inequality, (1.6) and the
bound jx − yjp62p−1(jxjp + jyjp) (which holds for x; y 2 R and p>1), we obtain
Km6 E
"X
i2A
n
apI
p
i + bpIig
p−1
i
o#
6 apE
 X
i2A
Ipi
!
+ bpE
8<
:
 X
i2A
Ipi
!1=p X
i2A
gpi
!(p−1)=p9=
;
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6 apE
 X
i2A
Ipi
!
+ bp
 
E
X
i2A
Ipi
!1=p 
E
X
i2A
gpi
!(p−1)=p
6 apE
 X
i2A
Ipi
!
+ bpA
(p−1)=p
p; t
 
E
X
i2A
Ipi
!1=p
;
where ap and bp are quantities which depend only on p (and are bounded as p 2 [2; q]
varies), and Ap; t <1 by (2.12). So to prove that (2.14) and (2.15) hold, it is sucient
to check that
lim
m!1 E
"X
i>1
Ipi
#
! 0: (2.16)
Using Lemmas 2.2 and 2.5, we obtain
lim
m!1
X
i>1
Ipi ! 0 almost surely:
So, to establish (2.16), it is sucient to show that
P
i I
p
i is dominated by an integrable
random variable. ButZ
(i−1 ; i]
gss ds=
Z
(k ; i]
gss ds+
X
j2Bi
Z
(j−1 ; j]
gss ds= Iji +
X
j2Bi
Ij (2.17)
for i=1; : : : ; Nt +1, where 1<   <N (t) are the random jump times of the counting
process in [0; t]; 0=0, N (t)+1=t and i=ji for i=1; : : : ; Nt+1; Bi=fj: ji−1<j<jig
for i=1; : : : ; Nt ; k=k(i) is the largest j 2 Bi if Bi is non-empty, and k=ji−1 otherwise.
If Bi is empty, the sums over j 2 Bi in (2.17) are interpreted as zero. Using inequality
(2.3) it follows from (2.17) that
X
i>1
Ipi 6
N (t)+1X
i=1
 Z
(i−1 ; i]
gss ds
!p
: (2.18)
To check that that the right-hand side of (2.18) has nite expectation for all p 2 (2; q),
we use (2.5) with m= 1, (1.6) and (2.12) to obtain
E
"N (t)+1X
i=1
 Z
(i−1 ; i]
gss ds
!p#
6 2p−1
(
E
 X
i>1
jXijp
!
+ E
 X
i2A
gpi
!)
6 2p−1

c−1p EjSt jp + Ap; t(g; )
}
<1:
Thus, the right-hand side of (2.18) has nite expectation, so (2.16) and therefore (2.14),
(2.15) and, in particular, (2.13) are established.
Step 4: Completion of the proof in Case II, assuming (2.6). Let Ii=Ii(g) be dened
as in Step 3, bearing in mind that g may now change sign. If we can show that, for
each xed p 2 (2; q) and t 2 (0; T ), EjST jq <1 implies that
lim
m!1 E
"X
i>1
jIijp
#
! 0; (2.19)
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then we may use exactly the same arguments as were used in Step 3 to complete the
proof.
Here, we shall write the integrand in the denition of St explicitly; see (1.4). Write
Ji =
Z
(i−1 ; i]
jgsjs ds; i>1:
Since jIij6Ji for all i, (2.19) will follow if we can show
lim
m!1 E
"X
i>1
Jpi
#
! 0: (2.20)
Moreover, by considering Case I with the integrand jgsj, we see that (2.20) will follow
if we can show that
EjST (g)jq <1 implies that EjSt(jgj)jp<1 (2.21)
for any xed t 2 (0; T ) and p 2 (2; q).
Let g = g+ − g− where g+ and g− are the positive and negative parts of g. As a
consequence of inequality (2.3) we have
E<S(g+)>p=2t + E<S(g
−)>p=2t 6E<S(jgj)>p=2t
for all p>2. Therefore, from the denition of Ap; t in (1.7), it follows that
Ap; t(g+; ) + Ap; t(g−; )6Ap; t(jgj; ) = Ap; t(g; ):
Now (1.8) has already been established separately for St(g+) and St(g−) in Case I, so
EjSt(jgj)jp = EjSt(g+) + St(g−)jp
6 2p−1CpfAp; t(g+; ) + Ap; t(g−; )g
6 2p−1CpAp; t(g; )
<1;
using (2.12) in the nal step. Thus (2.21) holds and the proof in Case II is complete.
Step 5: Proof of (2.6). Fix t 2 (0; T ). To simplify subsequent expressions, we
re-dene Vm;p in (2.4) and Xi as follows:
Xi = I(i + 1 2 A)gi+1 −
Z
(i ; i+1]
gss ds and Vm; t =
X
i>0
E

X 2i jFi

:
Let H (i)s denote the indicator function of the event fi < s6i+1g. Then H (i)s is a left-
continuous and therefore predictable function of s, and Fubini’s theorem implies that
E

X 2i jFi

= E
"Z
(i ; i+1]
gs dMs
2Fi
#
= E
"Z t
0
gsH (i)s dMs
2Fi
#
= E
Z t
0
g2s sH
(i)
s ds
Fi

=
Z t
0
E

g2s sH
(i)
s jFi

ds:
Consequently,
Vm; t =
Z t
0
0
@X
j>0
E

g2s sH
(j)
s jFj
1A ds= Z t
0
Ps ds;
say.
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For any s 2 (0; t), dene the (random) integer i = i(s) implicitly by
i(s) = maxfk>0 : m−1kt < s; 16k6mg:
Then we may write Ps in the form
Ps = E

g2s sH
(i)
s jFi

+
X
j>i
E

g2s sH
(j)
s jFj

:
Observe that, even though the index i(s) is random, it is immediately apparent from
the denition of i(s) that i(s) is deterministic. Consequently, no complications arise
when evaluating any of the expectations below.
Given s 2 (0; t), dene  = m(s) = s − m−1t. When 60, we take g = 0 and
 = 0. Note that, if s is such that i < s<i + m−1t, then g2 is Fi -measurable
since, with probability one, <i; and, for the same reason, g2 is Fj -measureable
for any j> i.
Note also that for any s 2 (i; i + m−1t),
H (i)s +
X
j>i
H (j)s = 1 (2.22)
with probability one. It follows from these observations
Ps − g2s s = 1(s) + 2(s) + 3(s) + 4(s);
where
1(s) = g2 − g2s s;
2(s) = E

g2s sH
(i)
s jFi
− E g2H (i)s jFi ;
3(s) =−
X
j>i
E

g2H
(j)
s jFi

=−E g2(1− H (i)s )jFi ;
and
4(s) =
X
j>i
E

g2s sH
(j)
s jFj

:
Then
EjVm; t −<S>t j6
Z t
0

EjPs − g2s sj
}
ds6
4X
k=1
Z t
0
E fjk(s)jg ds
and, since mean convergence implies convergence in probability, (2.6) will follow if
we can show thatZ t
0
fEjk(s)jg ds! 0 as m!1 (k = 1; 2; 3; 4): (2.23)
Using Fubini’s theorem,Z t
0
fEj1(s)jg ds= E
Z t
0
jg2s s − g2j ds

(2.24)
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and Z t
0
fEj2(s)jg ds =
Z t
0

E
E (g2s s − g2)H (i)s jFi} ds
6
Z t
0

Ejg2s s − g2j
}
ds
= E
Z t
0
jg2s s − g2j ds

: (2.25)
But Z t
0
jg2s s − g2j ds62
Z t
0
g2s s ds= 2<S>T ;
so using Lemma 2.1, the L2-boundedness condition and the dominated convergence
theorem, we conclude that the bounds in (2.24) and (2.25) converge to zero as m!1.
We now consider the cases k = 3; 4. Using Fubini’s theorem again,Z t
0
fEj3(s)jg ds =
Z t
0

E
E g2(1− H (i)s )jFi} ds
6
Z t
0

E

g2(1− H (i)s )
}
ds
6 E
Z t
0
g2(1− H (i)s ) ds

(2.26)
and Z t
0
E fj4(s)jg ds =
Z t
0
(
E
X
j>i
E

g2s sH
(j)
s jFj
)
ds
6
Z t
0
(X
j>i
E

g2s sH
(j)
s
)
ds
=
Z t
0

E

g2s s(1− H (i)s )
}
ds by (2:22)
= E
Z t
0
g2s s(1− H (i)s )ds

: (2.27)
Since the random variables in the square brackets on the right-hand side of (2.26) and
(2.27) are both dominated by the integrable random variable
R t
0 g
2
s sds, (2.23) will
follow from the dominated convergence theorem in the remaining cases (k = 3; 4) if
we can show that, with probability one,Z t
0
g2(1− H (i)s ) ds! 0 and
Z t
0
g2s s(1− H (i)s ) ds! 0 as m!1: (2.28)
The key observation is that, due to the particular choice of the index i= i(s), H (i)s =1
for all s satisfying it=m<s< (i + 1)t=m unless j 2 (it=m; (i + 1)t=m) for some j 2 A
(equivalently, unless at least one ‘ falls in this interval). But (1.3), (1.6) and the
assumption E<S>T <1 imply that, for each ! in a set whose probability is one,
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Nt <1 and
R t
0 g
2
s s ds<1. For such ! we may use Lemma 2.2 to obtain, for any
given > 0, an m0 = m0(!; ) such that
sup
a2[0; t(1−m−1)]
Z a+(t=m)
a
g2s s ds< 0 = =Nt
whenever m>m0. Then, for m>m0,Z t
0
g2s s ds(1− H (i)s ) ds=
m−1X
i=0
Z (i+1)t=m
it=m
g2s s(1− H (i)s ) ds<Nt0 = ;
since at most Nt of the terms in the sum can be non-zero. Since  is arbitrary, this
implies almost sure convergence to zero. Using a similar argument, it can be shown
that Z t
0
g2(1− H (i)s ) ds! 0
almost surely as m!1, so (2.6) follows. The proof is now complete.
3. Marked point processes
In this section we consider point processes whose points, or events, occur in a space
known as a mark space. Such processes are known as marked point processes. Our
purpose here is to note briey that Theorems 1.1 and 1.2 have simple generalisations
to marked point process martingales.
We shall closely follow the framework and notation given in of Bremaud (1981, Ch.
VIII) where more details can be found. Consider a pair (E;E) where E is a mark space
and E is a -eld of subsets of E containing E itself and the empty set. A marked
point process consists of a double sequence f(n; zn): n>1g where 0<1<2<   
are the random times at which events occur and zn 2 E is the location of the event
which occurs at time n. For each A 2 E, dene
Nt(A) =
X
n>1
I(zn 2 A)I(n6t);
the number of events which have occured in A by time t. It is assumed that the family
of point processes fNt(A): t > 0; A 2 Eg has an intensity kernel of the form
t(dz) = tt(dz);
where, for each t > 0, t = t(E) is the intensity of Nt(E), t is a probability measure
on (E;E) and, for each A 2 E,
t(A) =
Z
z2A
t(dz) = tt(A)
is the intensity of the point process Nt(A).
The representation theorem for marked point process martingales tells us that \most"
such martingales which are null at zero can be represented in the form
St = St(G; ) =
Z t
0
Z
z2E
G(s; z) dMs(dz); (3.1)
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where
dMs(dz) = dNs(dz)− t(dz) dt
and G(s; z) is an \E-indexed Ft-predictable" process; see Bremaud (1981, p. 235) for
denitions and further details. Moreover, fSugt0 in (3.1) is a martingale if bothZ t
0
s ds<1 almost surely (3.2)
and
E
Z t
0
s
Z
z2E
jG(s; z)js(dz)

ds

<1: (3.3)
The predictable and raw quadratic variations of St are given by
<S>t =
Z t
0
s
Z
z2E
G(s; z)2s(dz)

ds (3.4)
and
[S]t =
X
i: i6t
G(i; zi)2; (3.5)
respectively. Dene
Ap; t = E

<S>p=2t +
Z t
0
s
Z
z2E
jG(s; z)jps(dz)

ds

: (3.6)
Finally, we shall want to replace (1.10) by
EjSt jp6 ~CpE
Z t
0
s
Z
z2E
jG(s; z)jps(dz)

ds

: (3.7)
Theorem 3.1. If we dene St by (3.1) and <S>t by (3:4) and replace (1:3); (1:4)
and (1:7) by (3:2); (3:1) and (3:6); respectively; then Theorem 1.1 is true exactly as
stated.
Theorem 3.2. If we dene St by (3:1) and [S]t by (3:5); then Theorem 1.2 is true
exactly as stated; but with (1:10) replaced by (3:7):
The proof of Theorem 3.1 is essentially the same as that of Theorem 1.1. We only
mention a couple of details here. To prove the analogue of (2.6), we dene
gs 
Z
z2E
G(s; z)2s(dz)
1=2
and s  s
and then proceed exactly as in Step 5 of Theorem 1.1. In Steps 3 and 4 of Theorem 1.1,
we dene Ii and Ji as before, but with
gs 
Z
z2E
G(s; z)s(dz) and gs 
Z
z2E
jG(s; z)js(dz);
respectively, and s  s in both cases. Then we proceed exactly as in the proof of
Theorem 1.1 but, instead of (1.6), we use the marked point process version of the
projection identity; see Bremaud (1981, p. 235) for a statement of the latter.
The other minor adjustments which are required in the proof of Theorems 3.1 are
very straightforward and we omit the details.
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