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Chapter 1
Introduction
1.1 Background and objectives
1.1.1 General concept of noise reduction
There has been much research on noise reduction for ease of listening or pre-
processing of speech recognition systems. Noise reduction is aimed at reducing
unnecessary signals, called “Noise”, and enhancing the desired signals. “Noise”
is signal components with the exception of objective signals that cause failure
when humans or recognition systems recognize signals such as speech or image
signals. The deﬁnitions of an objective signal and noise depend on the situation.
Humans unknowingly ﬁlter noise when they listen to diﬀerent sounds. However,
when we manually reduce the noise using signal processing techniques, it is dif-
ﬁcult to discriminate between target sound and noise. Therefore, we generally
ﬁlter sounds on the basis of certain assumptions or models of speech signal and
noise.
1.1.2 Noise reduction methods
The methods employed for noise reduction can be classiﬁed as single and multi
channel methods. First, multi channel methods are described. Microphone
arrays are often used in sound source separation. It can reduce noise utilizing
the phase diﬀerence or amplitude diﬀerence of each microphone [1, 2, 3]. Many
methods utilizing microphone arrays have been reported, such as the delay-sum
type microphone array [4] and the adaptive microphone array [5, 6]. However,
because the microphone array method utilizes multiple inputs, it requires a
large system size and a precise estimation of the position and directivity of the
microphones.
Independent component analysis (ICA) is another well-known method used
for the extraction of the objective sounds [7, 8]. ICA can separate mixed sounds
utilizing the statistical independence of the sounds. However, the calculation
cost is large because higher order statistics are used. It also requires multiple
signals such as a microphone array to separate sounds. Some authors have re-
ported other methods for the extraction of objective sounds, which are called
sparseness approaches [9, 10, 11]. Sparseness means that the sources rarely
overlap in the frequency domain. Under this assumption, it is possible to ex-
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tract each signal using a time-frequency binary mask. However, due to this
assumption, sparseness approaches cannot handle sounds which overlap in the
frequency domain. Multi channel methods need multi channel input signals
for noise reduction. To obtain multi channel signals, several microphones are
needed. The system size tends to be very large.
In contrast, single channel noise reduction methods require only a single
input signal. The system size can be miniaturized as opposed to the multi
channel method. Therefore, when a single channel method is employed as the
noise reduction system, it can be applied to various systems such as miniature
robots. It can also be applied to recorded sources because it is not aﬀected by
recording environments. Low-pass ﬁlters, Band-pass ﬁlters and High-pass ﬁlters
are popular monaural methods. However, they cannot be utilized to reduce noise
because speech signals contain various frequency spectra. Spectral subtraction
(SS) is a well-known approach used to reduce the noise of a monaural sound
[12, 13, 14]. SS can reduce noise eﬀectively despite the fact that it is simple
process. However, it can only handle stationary noises and noise needs to be
estimated in advance. Some authors have reported a model-based approach to
noise reduction [15]. With this approach, we can extract objective sounds by
determining the sound model in advance. However, as with SS, this approach is
not applicable to signals with unknown noise. Several approaches utilize a comb
ﬁlter [16]. In these approaches, the pitch of the speech signal is estimated, and
noise is then reduced using a comb ﬁlter. However, estimation errors result in the
degradation of noise reduction. Although noise reduction utilizing sophisticated
ﬁlters such as the Kalman ﬁlter and the iterative Wiener ﬁlter[17, 18, 19, 20] have
also been reported, the calculation cost required to estimate the signal model is
large. In image processing, a median ﬁlter is often utilized for noise reduction
[21, 22]. However, when we apply a median ﬁlter to a speech signal, the attack
and decay of the speech signal are also smoothed because speech signals often
vary drastically, unlike the case of images. The ε-ﬁlter is a nonlinear ﬁlter in the
time domain which can reduce noise while preserving a speech signal [23, 24].
In spite of its simple design, the ε-ﬁlter has several desirable features for noise
reduction. First, the noise does not need to be estimated in advance. Second, it
can reduce not only stationary noise, but also nonstationary noise. In addition,
it is easy to design and calculation costs are small. However, in principle it can
reduce only small amplitude noise.
1.2 Objectives and organization of the disserta-
tion
The objective of this study is the development of a noise reduction method that
can reduce nonstationary noise with large amplitude. In this study, I propose
a noise reduction method which treats the signal in the time-frequency domain
instead of the time domain labeled time-frequency ε-ﬁlter. With this method,
a single-channel noisy signal is required to reduce the noise. In addition, the
system size can be easily miniaturized. This feature is useful when the method
is applied to small robots and recorded sources. In this paper, I ﬁrst propose
the time-frequency ε-ﬁlter which is the main noise reduction method presented
in this paper. Additional methods that can further improve the performance
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and further reduce the noise of the time-frequency ε-ﬁlter are shown in later
chapters.
This dissertation is organized as follows.
In Chapter 2, noise reduction utilizing an improved ε-ﬁlter is discussed. In
the ﬁrst section, I formulate a conventional ε-ﬁlter which is the original version of
the proposed method. In the second section, I show the algorithms of the time-
frequency ε-ﬁlter and the experimental results associated with the performance
of the noise reduction function.
Chapter 3 discusses noise reduction utilizing a combination of improved ε-
ﬁlters. In this chapter, I present the algorithm of the cross TF ε-ﬁlter and the
corresponding experimental results.
In Chapter 4, the parameter setting of nonlinear ﬁlters is presented. In the
ﬁrst section, I show the algorithm of the automatic parameter setting of an
ε-ﬁlter utilizing the correlation coeﬃcient. In the second section, I show the
algorithm for the parameter setting of a time-frequency ε-ﬁlter utilizing the
correlation coeﬃcient. In the third section, I present the algorithm for setting
the parameters of a noise reduction ﬁlter using a speech recognition system.
Chapter 5 discusses musical noise reduction utilizing a time-frequency ε-
ﬁlter. In the ﬁrst section, the noise reduction system is formulated utilizing the
M-transform. In the second section, I show the algorithm of the musical noise
reduction utilizing the time-frequency M-transform.
In Chapter 6, I present a conclusion of the study and discuss the relevance
of the ﬁndings.
A list of the references cited in this study and a list of the author’s publica-
tions are attached at the end of the dissertation.

Chapter 2
Noise reduction utilizing
improved ε-ﬁlter
In Chapter 2, I proposed an algorithm for noise reduction applying an ε-ﬁlter
to the time change of a complex spectrum in the frequency domain, namely a
time-frequency ε-ﬁlter (TF ε-ﬁlter). I also propose noise reduction combining
a conventional ε-ﬁlter, namely a time-domain ε-ﬁlter (TD ε-ﬁlter), and a TF
ε-ﬁlter.
In the next section, I ﬁrst describe the algorithm of the conventional ε-ﬁlter
and explain the problems of the conventional ε-ﬁlter. Second, I describe the
algorithm of the TF ε-ﬁlter. I also show an algorithm for noise reduction com-
bining a TF ε-ﬁlter and a TD ε-ﬁlter. An advanced method called a variable
time-frequency ε-ﬁlter (VTF ε-ﬁlter) is also introduced. In Sec.2.2.3, I show the
experimental results. A discussion and conclusions of this chapter follow in the
last section.
2.1 Original ε-ﬁlter
To clarify the problems of an original ε-ﬁlter, I ﬁrstly explain the original ε-ﬁlter
algorithm. In this paper, I label the original ε-ﬁlter as ”time-domain ε-ﬁlter (TD
ε-ﬁlter)”. Let x(k) be the input signal at time k. y(k) is also deﬁned as output
signal of the ε-ﬁlter at time k as follows:
y(k) = x(k) +
M∑
i=−N
a(i)F (x(k + i)− x(k)) (2.1)
where a(i) represents the ﬁlter coeﬃcient. a(i) is usually constrained as follows:
M∑
i=−N
a(i) = 1 (2.2)
The window size of the ε-ﬁlter is N +M + 1. F (x) is the nonlinear function
described as follows:
|F (x)| ≤ ε0 : −∞ ≤ x ≤ ∞ (2.3)
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Figure 2.1. The basic concept of a TD ε-ﬁlter
where ε0 is a constant number. This method can reduce small amplitude noise
while preserving the speech signal. For example, the nonlinear function F (x) is
possible to be set as follows:
F (x) =
{
x (−ε0 ≤ x ≤ ε0)
0 (else)
(2.4)
Fig.2.1 shows the basic concept of an ε-ﬁlter when Eq.2.4 is utilized as F (x).
Fig.2.1(a) shows the waveform of the input signal. Executing the ε-ﬁlter at
point A in Fig.2.1(a), I ﬁrst replace all the points where the distance from A is
more than ε0 by the value of point A. I then summate the signals in the same
window. Fig.2.1(b) shows the basic concept of this procedure. In Fig.2.1(b),
the dotted line represents the points where the distance from A is more than ε0.
In Fig.2.1(b), the continuous line represents the values replaced through this
procedure. As a result, if the points are far from A, the points are ignored. On
the other hands, if the points are close to A, the points are smoothed. Due to
this procedure, the ε-ﬁlter reduces noise while preserving the precipitous attack
and decay of the speech signal. In the same way, by executing the ε-ﬁlter at
point B in Fig.2.1(a), I replace all the points where the distance from B is more
than ε0 by the value of the point B. The points are ignored if they are far from
B, while the points are smoothed if the points are close to B. Consequently, I
can reduce small amplitude noise near by the processed point while preserving
the speech signal.
An ε-ﬁlter can reduce small amplitude noise in the time domain. However,
due to the procedure, it is not applicable to large amplitude noise.
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Figure 2.2. A speech signal or noise signal in the time and frequency domains
2.2 Time-frequency ε-ﬁlter and variable time-
frequency ε-ﬁlter
2.2.1 Time-frequency ε-ﬁlter
A Time-frequency ε-ﬁlter
To solve this problem, I pay attention to the distribution of the speech signal
and the noise in the frequency domain. The following assumptions were made
regarding the sound sources:
• Assumption 1. The speech signal varies more drastically than the noise
signal in the time-frequency domain.
• Assumption 2. The noise signal distributes wider than the speech signal
in the frequency domain.
Fig.2.2 depicts the speech signal and the white noise signal in the time and
frequency domains. As shown in Fig.2.2, assumptions 1 and 2 are fulﬁlled in the
case of various noise such as white noise and natural noise such as the sound of a
cooling fan. In Figs.2.2(b) and (d), the power is normalized using the maximal
8 Chapter 2. Noise reduction utilizing improved ε-ﬁlter
STFT Complex
Spectrum 
Speech with noise
TF ε-filter
ISTFT
(3)
TD ε-filter
Restored Speech
(2)
(4)
(1)
Figure 2.3. Block diagram of the proposed method
power of the speech signal. When it is considered frequency bins where there
are signals, the ratio of noise power to signal power is smaller than the ratio
of noise amplitude to signal amplitude in the time domain. The aim of this
research is to utilize this feature to apply an ε-ﬁlter to large-amplitude noise.
Fig.2.3 illustrates the proposed method with a block diagram. As shown in
Fig.2.3(1), the input signal x(k) is ﬁrstly transformed to the complex amplitude
X(κ, ω) by short term Fourier transformation(STFT) as follows:
X(κ, ω) =
∫ ∞
−∞
x(k)W (k − κ)e−iωkdk (2.5)
where W and κ represent the window function and the time in the frequency
domain, respectively. Next a TF ε-ﬁlter, which is an ε-ﬁlter executed in the
time-frequency domain, is executed as shown in Fig.2.3(2). In this procedure,
V (κ, ω) is obtained as follows:
V (κ, ω) =
M∑
i=−N
a(i)X ′(κ+ i, ω) (2.6)
where
X ′(κ+ i, ω) =
{
X(κ, ω) (||X(κ, ω)| − |X(κ+ i, ω)|| > εT )
X(κ+ i, ω) (||X(κ, ω)| − |X(κ+ i, ω)|| ≤ εT ) (2.7)
and εT is a constant number.
Fig.2.4 illustrates the diﬀerences in performance when a TF ε-ﬁlter is applied
to the speech signal and the noise. The horizontal axis and the vertical axis
represent the real axis and the imaginary axis, respectively. In Fig.2.4, ∗ and ×
represent the processed point and the other signal points in the same window as
the processed point, respectively. Point A in Fig.2.4(a) and point B in Fig.2.4(b)
represent the complex amplitude of the processed point. A′ and B′ represent
the complex amplitudes of the outputs when the TF ε-ﬁlter is applied to the
points A and B, respectively. Executing the TF ε-ﬁlter, the complex amplitude
of the signal outside of the shadow area by that of A is ﬁrstly replaced. Then
the complex spectra of all the points in the same window are summated. Due
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Figure 2.4. Diﬀerences in performance when a TF ε-ﬁlter is applied to the speech signal and
noise
to handling complex spectra, when there are many signals that have similar
amplitudes but diﬀerent phases, the real part and imaginary part cancel each
other. In other words, even if the amplitude of the noise is large, the noise is
reduced because they cancel each other. Note that the noise is reduced not only
when the amplitude of the noise is small but also when the amplitude of the noise
is large because of this procedure. Fig.2.4(a) represents the basic concept in the
case that the power varies drastically, like a speech signal. When it is considered
that a signal whose power varies drastically, the diﬀerence between the absolute
value of A and that of the other signals is large as shown in Fig.2.4(a). For
this reason, many signals in the same window as the point A are replaced by A.
As a result, when the speech signal is handled, the complex amplitude of the
processed point is intact. Fig.2.4(b) represents the basic concept in case that
the power does not vary so much, like a noise signal. When a noise signal is
considered, the diﬀerence between the absolute value of B and that of the other
signals is relatively small compared with the speech signal. Hence, few signals in
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the same window as point B are replaced by B. In other words, when handling
noise, the complex amplitude of the processed point becomes smaller when the
TF ε-ﬁlter is applied. Based on these aspects, it is possible to reduce noise
while preserving the signal by setting εF appropriately. Hence, the TF ε-ﬁlter
is eﬀective when the power of the noise to signal is large. Additionally, under
assumption 2, the TF ε-ﬁlter becomes more eﬀective. When assumption 2 is
satisﬁed, the variation of the noise to the signal in the frequency domain becomes
smaller than that in the time domain. As a consequence, even if the noise varies
drastically in the time domain, the ε-ﬁlter can be applied in the frequency
domain. Next, V (κ, ω) is transformed to v(k) by inverse STFT as shown in
Fig.2.3(3). To reduce the remaining noise, the ε-ﬁlter in the time domain is
applied to v(k) additionally as shown in Fig.2.3(4). Note that the ε-ﬁlter in
the time domain can be utilized because large amplitude noise has already been
reduced in the previous procedure. The output y(k) can be obtained as follows:
y(k) =
M∑
i=−N
a(i)v′(k + i) (2.8)
where
v′(k + i) =
{
v(k) (|v(k + i)− v(k)| > εt)
v(k + i) (|v(k + i)− v(k)| ≤ εt) (2.9)
I call this method of combining a TF ε-ﬁlter and a TD ε-ﬁlter ”proposed
method” in this chapter.
B Theoretical considerations
S(κ, ω) and N(κ, ω) represent the spectra of the speech signal s(k) and noise
signal n(k) respectively. I assume that they are satisﬁed the following equation;
| ¯s(k)| = | ¯n(k)|. (2.10)
When I consider the equation 2.10 and Parseval’s equality, the following equa-
tion is satisﬁed. ∑
κ
|S(κ, ω)| =
∑
κ
|N(κ, ω)|. (2.11)
Based on the assumption 2, I consider the case that the each signal distributes
uniformly in their existing frequency band for simplicity. Then the following
equations are realized; { |S(κ, ω)| > 0 (ω ≤ n1)
|S(κ, ω)| = 0 (ω > n1) (2.12){ |N(κ, ω)| > 0 (ω ≤ n2)
|N(κ, ω)| = 0 (ω > n2) (2.13)
n1 < n2. (2.14)
Now I consider N(κ1, ω) and S(κ1, ω) they are the spectra at the time frame
κ = κ1, then
{ |S(κ1, ω)| = 1n1 ∑κ |S(κ, ω)| (ω ≤ n1)|S(κ1, ω)| = 0 (ω > n1) (2.15)
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{ |N(κ1, ω)| = 1n2 ∑κ |N(κ, ω)| (ω ≤ n2)|N(κ1, ω)| = 0 (ω > n2) (2.16)
Then
|S(κ1, ω)| = n2
n1
|N(κ1, ω)| (2.17)
is realized. This equation means the power of the speech signal is larger than
the noise’s one.
2.2.2 Variable time frequency ε-ﬁlter
The TF ε-ﬁlter described in the previous section can reduce noise eﬀectively.
However, the signal is also distorted when the power change of the signal is
small. To solve this problem, the following assumption is made, in addition to
assumptions 1 and 2:
• Assumption 3. The power of the speech signal is larger than that of the
noise in the frequency domain where the speech signal exists.
Under assumption 3, the power of the frequency components is large when there
is not only noise but also a speech signal, while the power of the frequency com-
ponents is small when there is not a speech signal but there is noise. Therefore,
I regard ε as function of P . ε(P ) is deﬁned as follows:
∀P1, P2 P1 ≤ P2 → ε(P1) ≥ ε(P2) (0 < P ≤ ∞) (2.18)
where
lim
P→∞
ε(P )
represents the linear ﬁlter. In this paper, as shown in Fig.2.5, ε(P ) is set as
follows:
ε(P ) =
{
εv (P > PT )
∞ (P ≤ PT ) (2.19)
where εv is a constant. Fig.2.6 illustrates the basic concept of the relationship
among PS , PN and PT when assumption 3 is satisﬁed. PS and PN represent the
power of the speech signal and the power of the noise signal. Let min(PS(κ, ω))
and max(PN (κ, ω)) be deﬁned as the minimal power of the speech signal and
the maximal power of the noise signal at each frequency ω, respectively. Assume
that min(PS(κ, ω)) and max(PN (κ, ω)) are constrained as follows:
max(PN (κ, ω)) < min(PS(κ, ω)) (2.20)
Under this assumption, this method becomes eﬀective by setting PT as follows:
max(PN (κ, ω)) < PT < min(PS(κ, ω)) (2.21)
In this paper, this type of ε-ﬁlter is labeled as a variable time-frequency ε-
ﬁlter (VTF ε-ﬁlter). This method, combining a VTF ε-ﬁlter and a TD ε-ﬁlter,
is called ”proposed method 2” in this chapter.
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Table 2.1. Common parameters
Parameter Value
Sampling frequency 44100
STFT Block size 512
Hop size 256
Window function Hanning window
Window size of TF ε-ﬁlter 101
Window size of VTF ε-ﬁlter 101
Window size of TD ε-ﬁlter 7
2.2.3 Experiment of time-frequency ε-ﬁlter and variable
time-frequency ε-ﬁlter
A Experimental condition
The experiments is conducted utilizing a speech signal with a noise signal. As
the sound source, ”Japanese Newspaper Article Sentences” edited by the Acous-
tical Society of Japan was utilized. I also prepared three kinds of noise signals:
stationary noise, nonstationary noise and natural noise. The signal and the
noise are mixed in the computer. To compare the eﬀectiveness of the proposed
methods compared to other methods, I conducted the experiments utilizing
four methods such as a component separating (CS) ε-ﬁlter, spectral subtraction
(SS), proposed method 1 and proposed method 2. CS ε-ﬁlter is an improved
TD ε-ﬁlter. In this method, the ε-ﬁlter is applied in two stages to make the TD
ε-ﬁlter more eﬀective [24]. Utilizing a CS ε-ﬁlter, a TD ε-ﬁlter is applied ﬁrst
to the signal with the noise to extract the primary shape of the signal. Then a
TD ε-ﬁlter is applied to the diﬀerence between the input signal and the output
of the ﬁrst TD ε-ﬁlter to extract the detailed shape of the signal. Finally, we
the outputs of the TD ε-ﬁlters are summated.
Table 2.1 shows the value of common parameters for all the experiments.
The details of implementation are as follows: At ﬁrst, the signal is transformed
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in the complex spectrum by utilizing STFT. Block size and hop size were set to
512 and 256 as shown in Table 2.1, respectively. A Hanning window was utilized
as the window function. A TF ε-ﬁlter or VTF ε-ﬁlter was then executed in the
frequency domain. The window size of the TF ε-ﬁlter or VTF ε-ﬁlter was set
to 101. The window was shifted point by point. After the procedure, the
output of the TF ε-ﬁlter or VTF ε-ﬁlter is transformed into the signal in the
time domain by ISTFT. The TD ε-ﬁlter is executed in the time domain. The
window size of the TD ε-ﬁlter was set to 7. A computer with an Intel Pentium M
processor 1.73GHz CPU is used. All programs were implemented by MATLAB.
To evaluate the performance of the proposed methods quantitatively, the noise
reduction ratio (NRR) and signal-to-distortion ratio (SDR) were utilized. SNR
is deﬁned as follows:
SNR = 10 · log10
⎛
⎜⎜⎜⎜⎜⎝
L∑
k=1
s(k)2
L∑
k=1
n(k)2
⎞
⎟⎟⎟⎟⎟⎠
(2.22)
where s(k), n(k) and L represent the speech signal at time k, the noise signal at
time k, and the length of signal, respectively. To calculate SNR of the output
signal, I separately applied each method to the signal and noise, and calculated
the output SNR by using the obtained signal and noise.
NRR is deﬁned as follows:
NRR = SNRout − SNRin (2.23)
where SNRout and SNRin represent the SNR after the process and before the
process, respectively. To calculate SNRout, I separately applied each method
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Table 2.2. SNR and SDR when a signal with stationary noise is utilized
SNR SDR
Input signal 8.26 —
CS ε-ﬁlter 18.5 17.7
SS 15.9 16.4
Proposed method 1 29.0 17.4
Proposed method 2 30.8 17.9
to the signal and noise, and calculated SNRout by using the obtained signal
and noise. SDR can be represented as follows:
SDR = 10 · log10
⎛
⎜⎜⎜⎜⎜⎝
L∑
k=1
sin(k)
2
L∑
k=1
(sin(k)− sout(k))2
⎞
⎟⎟⎟⎟⎟⎠
(2.24)
where sin(k) and sout(k) represent the input signal at time k and the output
signal at time k.
NRR represents how much the method reduces the noise. SDR represents
how much the signal is distorted by reducing the noise.
B Robustness for various type of noise
a Stationary noise
At ﬁrst, the experiment is conducted utilizing a signal with stationary noise.
A speech signal and white noise are prepared as the signal and the stationary
noise, respectively. εT and εt in proposed method are set 1 to 0.6 and 0.01
respectively. In addition, εv, PT and εt in proposed method 2 are set to 0.4, 0.5
and 0.02, respectively.
Table 2.2 shows the results of the experiments for stationary noise. The
parameters of the CS ε-ﬁlter and SS are set optimally.
As shown in Table 2.2, the SNR of the proposed methods is superior to
other methods by 12dB. SDR of the proposed methods is also better than that
of the other methods.
It should be noted that there is a tradeoﬀ between noise reduction per-
formance and distortion. However, in the proposed method, noise reduction
performance is relatively large, while distortion is relatively small compared to
conventional methods. In this paper, to clarify the eﬀectiveness of the proposed
method compared to conventional methods, noise reduction performance and
distortion were compromised such that the results were superior to the best
results of the conventional methods. This means that the proposed method is
at least potentially more eﬀective than conventional methods.
Fig.2.7(a) depicts the waveform of the original signal. Fig.2.7(b) depicts the
waveform of the signal with stationary noise. Figs.2.7(c), (d), (e) and (f) depict
the waveform of the output of CS ε-ﬁlter, SS, proposed method 1 and proposed
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(a) Original signal (b) Input signal
(c) Output of CS ε-filter (d) Output of SS
(e) Output of proposed method 1 (f) Output of  proposed method 2
Figure 2.7. Experimental results when a signal with stationary noise is utilized
method 2, respectively. As shown in Fig.2.7, the proposed methods can reduce
noise eﬀectively, while noise remains when CS ε-ﬁlter and SS are applied.
b nonstationary noise
The experiment was conducted using a signal with nonstationary noise. The
same speech signal as in Sec.2.2.3.a are used. White noise with an amplitude
that sometimes varied are prepared. εT and εt in proposed method are set 1 to
0.9 and 0.03, respectively. In addition, εv, PT and εt in proposed method 2 are
set to 0.4, 0.5 and 0.03, respectively.
Table 2.3 shows the results of the experiment when nonstationary noise was
utilized. The parameters of the CS ε-ﬁlter and SS are optimally set. The SNR
in the proposed methods is superior to other methods by 12dB, while SDR
in the proposed methods is almost the same as that in the other methods. In
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Table 2.3. SNR and SDR when a signal with nonstationary noise is utilized
SNR SDR
Input signal 8.27 —
CS ε-ﬁlter 18.4 15.9
SS 12.5 15.0
Proposed method 1 30.6 14.6
Proposed method 2 30.4 15.1
Table 2.4. SNR and SDR when a signal with natural noise is utilized
SNR SDR
Input signal 8.27 —
CS ε-ﬁlter 12.2 17.8
SS 15.5 15.0
Proposed method 1 19.1 15.6
Proposed method 2 19.5 15.6
other words, the proposed methods reduce noise while preserving the signal,
even when the noise is nonstationary. Fig.2.8(a) depicts the waveform of the
original signal. Fig.2.8(b) depicts the waveform of the signal with nonstationary
noise. Figs.2.8(c), (d), (e) and (f) depict the waveform of the output of the CS
ε-ﬁlter, SS, proposed method 1 and proposed method 2, respectively. As shown
in Fig.2.8, when the proposed method was utilized, the noise can be reduced in
spite of nonstationary noise.
c natural noise
To evaluate the performance of the proposed methods for natural noise, The
experiment utilizing a speech signal and noise generated from the cooling fan of
a personal computer was conducted. εT and εt in proposed method 1 are set to
0.7 and 0.6, respectively. In addition, εv, PT and εt in proposed method 2 are
set to 0.7, 0.6 and 0.02, respectively.
Table 2.4 shows the results of the experiment when the signal with natural
noise were utilized. The parameters of the CS ε-ﬁlter and SS are set to their
optimum value. The distribution of natural noise in the frequency domain is
as narrow as that of the speech signal, unlike white noise. However, as shown
in Table 2.4, the proposed methods reduce noise more eﬀectively than other
methods.
Fig.2.9(a) depicts the waveform of the original signal. Fig.2.9(b) depicts the
waveform of the signal with natural noise. Figs.2.9(c), (d), (e) and (f) depict the
waveform of the output of the CS ε-ﬁlter, SS, proposed method 1 and proposed
method 2, respectively. The performance of the proposed methods is better
than that of conventional methods as shown in Fig.2.9.
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(a) Original signal (b) Input signal
(c) Output of CS -filter (d) Output of SS
(e) Output of proposed method 1 (f) Output of proposed method 2
Figure 2.8. Experimental results when a signal with nonstationary noise is utilized
C Robustness for various SNR
The experiments utilizing the signal with various noise were conducted to con-
ﬁrm that the proposed methods can be applied not only to large noise but also
to small noise. I use ﬁve signals whose SNR is 0dB, 5dB, 10dB, 15dB and 20dB,
respectively.
Fig.2.10 shows the experimental results on NRR. As shown in Fig.2.10, the
NRR of the CS ε-ﬁlter or SS is only about 10dB, while proposed method 1
and 2 can reduce much more noise than a CS ε-ﬁlter or SS. Fig.2.11 shows the
experimental results for the SDR. NRR and SDR of proposed methods 1 and
2 are better than those of a CS ε-ﬁlter or SS in all the cases.
18 Chapter 2. Noise reduction utilizing improved ε-ﬁlter
0 1 2
-0.4
-0.2
0
0.2
0.4
0 1 2
-0.4
-0.2
0
0.2
0.4
Time[s]
A
m
pl
itu
de
0 1 2
-0.4
-0.2
0
0.2
0.4
Time[s]
A
m
pl
itu
de
(a) Original signal (b) Input signal
Time[s]
A
m
pl
itu
de
0 1 2
-0.4
-0.2
0
0.2
0.4
Time[s]
A
m
pl
itu
de
(c) Output of CS ε-filter (d) Output of SS
0 1 2
-0.4
-0.2
0
0.2
0.4
Time[s]
A
m
pl
itu
de
0 1 2
-0.4
-0.2
0
0.2
0.4
Time[s]
A
m
pl
itu
de
(e) Output of proposed method 1 (f) Output of proposed method 2
Figure 2.9. Experimental results when a signal with natural noise is utilized
D Robustness for the change of threshold value
The experiments were also conducted to conﬁrm robustness for the change of εv
and PT of the proposed method, because it will be more useful if it is possible
to reduce the noise suﬃciently even when εv and PT are set most appropriately.
A signal with the stationary noise utilized in Sec.2.2.3.a were utilized. The εv is
changed from 0.1 to 0.9 by 0.1. The PT is also changed from 0.3 to 1.5 by 0.3.
Fig.2.12 shows the experimental results for NRR. As shown in Fig.2.12, the
NRR hardly changes when the PT in larger than 0.3. Even if εv and PT change
variously, NRR is more than 10dB for any εv or PT , while in the conventional
methods it is less than 10dB. In other words, the results of the proposed method
were superior to those of the conventional methods even if εv and PT change to
some extent.
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Figure 2.11. Experimental results for the SDR of the output
E Calculating cost
The experiments was also conducted to conﬁrm that the calculation cost of the
proposed method is smaller than that of the more sophisticated ﬁlter. As the
ﬁlter, I utilized an iterative Wiener ﬁlter [20] that estimates the noise spectrum
to perform adaptive Wiener ﬁlter. A signal with stationary noise whose SNR
is 0dB were separated. The iteration count of the iterative Wiener ﬁlter was
set to 7 in order to obtain the same auditory property as the proposed method.
Fig.2.13 depicts the relationship between computation time and sound length
for proposed method 2 and the iterative Wiener ﬁlter. As shown in Fig.2.13,
the calculation cost of proposed method 2 is smaller than that of the iterative
Wiener ﬁlter.
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2.3 Conclusion
In this chapter, I proposed an algorithm for noise reduction that applies an
ε-ﬁlter to the time change of a complex spectrum. I also proposed the algo-
rithm for noise reduction combining a TD ε-ﬁlter and a TF ε-ﬁlter. Although
the approach is simple, it can reduce not only stationary noise that has small
amplitude but also nonstationary noise that has relatively large amplitude. The
essential improvement is caused by the diﬀerent properties of the wave in the
time domain and the complex spectra in the frequency domain. The reason
the proposed method can cope with large amplitude noise is that the signal is
handled as a complex spectra. When the frequency bins where there are sig-
nals are considered, the ratio of noise power to signal power is smaller than
the ratio of noise amplitude to signal amplitude in the time domain. Moreover,
even when noise power is large, the complex spectrum is canceled each other
by processing in the frequency domain. In other words, the noise power itself
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does not have much eﬀect on the eﬀectiveness of the proposed method. The ex-
perimental results show that the proposed methods may be applied to various
kinds of noise. The TF ε-ﬁlter can reduce large noise better than conventional
methods such as CS ε-ﬁlter and SS. Although proposed method is processed in
the frequency domain, musical noise was relatively small compared to spectral
subtraction even when a TF ε-ﬁlter was just utilized. Moreover, when a TF
ε-ﬁlter and TD ε-ﬁlter are combined , musical noise was more inconspicuous
aurally, because impulsive noise in the frequency domain is transformed into a
wave in the time domain and the TD ε-ﬁlter smoothes the musical noise in the
time domain. Furthermore, the calculation cost of the proposed method is less
than that of the iterative Wiener ﬁlter.

Chapter 3
Noise reduction utilizing
combination of improved
ε-ﬁlter
In this chapter, I introduce a new algorithm of noise reduction utilizing combi-
nation of improved ε-ﬁlter. In the next section, I propose an algorithm named
Cross TF ε-ﬁlter. In Sec.3.1.2, I show the experimental results. Conclusions of
this chapter are given in Sec.3.2.
3.1 Cross TF ε-ﬁlter
3.1.1 Cross TF ε-ﬁlter
TF ε-ﬁlter can reduce various types of noise eﬀectively. However, when the
signal includes the noise that varies much frequently along the time axis, TF
ε-ﬁlter cannot reduce noise without the signal distortion. When we consider the
noise where the neighboring frequency bins have similar powers such as impulse
noise, it is possible to reduce the noise by using ε-ﬁlter applying to complex
spectra not along the time axis, but along the frequency axis. Figure 3.1 shows
the basic concept of the proposed method. At ﬁrst, as shown in Figure 3.1 “Step
1”, The ε-ﬁlter is applied to the complex spectra along the frequency axis. This
is to reduce the noise where the neighboring frequency bins have similar powers.
By executing this process, it is possible to reduce the noise whose amplitude
varies frequently such as the impulse noise and white noise with large variation.
Next ε-ﬁlter is applied to complex spectra along the time axis as shown in Figure
3.1 “Step 2”. In “Step 1”, the noise where the neighboring frequency bins have
similar powers is roughly reduced. Hence, ε-ﬁlter to complex spectra along the
time axis is eﬀective after “Step1”.
Figure 3.2 illustrates the proposed method with a block diagram. Let x(k) be
deﬁned as the input signal. x(k) is ﬁrstly transformed to the complex amplitude
X(κ, ω) by STFT as shown in Figure 3.2(1). Next ε-ﬁlter is applied to complex
spectra along the frequency axis as shown in Figure 3.2(2). In this procedure,
23
24 Chapter 3. Noise reduction utilizing combination of improved ε-ﬁlter
filtering
Frequency[Hz] Time[s]
filtering
Frequency[Hz] Time[s]
<Step 1>
<Step 2>
1
0.5
0
2
1
0 0
1
2
x 10 
1
0.5
0
2
1
0 0
1
2
x 10 
Figure 3.1. Basic concept of cross TF ε-ﬁlter
U(κ, ω) is obtained as follows:
U(κ, ω) =
N∑
i=−N
a(i)X ′(κ, ω + i), (3.1)
where
X ′(κ, ω + i) (3.2)
=
⎧⎪⎪⎨
⎪⎪⎩
X(κ, ω)
(||X(κ, ω)| − |X(κ, ω + i)|| > εF )
X(κ, ω + i)
(||X(κ, ω)| − |X(κ, ω + i)|| ≤ εF ).
εF is a constant and the window size is 2N+1. Then ε-ﬁlter is applied to complex
spectra along the time axis as shown in Figure 3.2(3). In this procedure, Y (κ, ω)
is obtained as follows:
Y (κ, ω) =
M∑
i=−M
a(i)U ′(κ+ i, ω), (3.3)
where
U ′(κ+ i, ω) (3.4)
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Figure 3.2. Block diagram of the proposed method.
Table 3.1. Common parameters
Parameter Value
Sampling frequency[Hz] 44100
STFT Block size 512
Hop size 256
Window function Hanning window
=
⎧⎪⎪⎨
⎪⎪⎩
U(κ, ω)
(||X(κ, ω)| − |X(κ+ i, ω)|| > εT )
U(κ+ i, ω)
(||X(κ, ω)| − |X(κ+ i, ω)|| ≤ εT ).
εT is a constant and 2M+1 is the window size. Next Y (κ, ω) are transformed to
y(k) by inverse STFT as shown in Figure 3.2(4). This process is labeled “cross
TF ε-ﬁlter”.
3.1.2 Experiment of cross TF ε-ﬁlter
A Experimental condition
The experiments utilizing a speech signal with a noise signal was conducted.
As the speech signal, “Japanese Newspaper Article Sentences” edited by the
Acoustical Society of Japan was utilized. Three kinds of noise signals, stationary
noise, nonstationary noise and natural noise, were also prepared. The signal
and the noise were mixed in the computer. To compare the eﬀectiveness of the
proposed method to other methods, The experiments also couducted that utilize
three methods; spectral subtraction (SS), the method combining TF ε-ﬁlter and
TD ε-ﬁlter (the proposed method 1 in the previous chapter) and cross TF ε-
ﬁlter. Table 3.1 shows the value of common parameters for all the experiments.
To evaluate the performance of noise reduction, SNR, NRR and SDR were
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Figure 3.3. Experimental results when a signal with stationary noise is utilized
used. Throughout all the experiments, the optimal parameters of SS and the
method combining TF ε-ﬁlter and TD ε-ﬁlter were set empirically. To optimize
the parameter, the experiment with changing the parameters were conducted.
The parameter was employed to show the best SNR. On the other hand, in
cross TF ε-ﬁlter, εT was set at 0.1. Only εF was changed depending on the
noise to show the robustness concerning the parameter setting although it is
possible to reduce the noise more eﬀectively. εF was set empirically to show the
eﬀectiveness compared to the other methods. SNR of the input signal was set
at 10[dB] throughout all of the experiments.
B Robustness for various types of noise
a Stationary noise
The experiment utilizing a signal with stationary noise is conducted ﬁrstly. As
a desired signal, a speech signal was prepared. White noise that distributes
uniformly was also prepared as the stationary noise. εF in cross TF ε-ﬁlter
was set at 0.7. The window size of ε-ﬁlter applied to complex spectra in cross
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Table 3.2. SNR and SDR when a signal with stationary noise was utilized
SNR[dB] SDR[dB]
Input signal 10.0 —
SS 18.3 21.7
Combination of TF ε-ﬁlter and TD ε-ﬁlter 40.6 18.9
Cross TF ε-ﬁlter 44.4 19.3
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Figure 3.4. Waveform of the nonstationary noise
TF ε-ﬁlter along the frequency axis and the time axis are set at 101 and 11,
respectively.
Table 3.2 shows the results of the experiments for stationary noise. As
shown in Table 3.2, cross TF ε-ﬁlter could reduce the noise compared to the
other methods with preserving the signal. Figure 3.3 shows the sound spec-
trograms. In Figure 3.3, bright color represents high signal power while dark
color represents low signal power. Figure 3.3(a) shows the spectrogram of the
original signal. Figure 3.3(b) shows the spectrogram of the signal with station-
ary noise. Figures 3.3(c)-(e) show the spectrograms of the output of SS, the
output of the method combining TF ε-ﬁlter and TD ε-ﬁlter and the output of
cross TF ε-ﬁlter, respectively. As shown in Figure 3.3, when SS and the method
combining TF ε-ﬁlter and TD ε-ﬁlter are employed, the noises remained in the
high-frequency bins, while the proposed cross TF ε-ﬁlter could reduce them. By
using cross TF ε-ﬁlter, the noise could be reduced more eﬀectively than using
the other methods.
b Nonstationary noise
The experiment was conducted using a signal with nonstationary noise. The
same speech signal as in Sec.3.1.2.a was used.
White noise with the amplitude that sometimes varied was prepared as
shown in Figure 3.4. εF in the cross TF ε-ﬁlter was set at 1.1. The win-
dow size of ε-ﬁlter applied to complex spectra in cross TF ε-ﬁlter along the
frequency axis and the time axis were set to 81 and 11 samples, respectively.
Table 3.3 shows the results of the experiments on nonstationary noise. As
shown in Table 3.3, the SNR of cross TF ε-ﬁlter is superior to those of the
other methods. Figure 3.5(a) shows the spectrogram of the original signal.
Figure 3.5(b) shows the spectrogram of the signal with nonstationary noise.
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Figure 3.5. Experimental results when a signal with nonstationary noise is utilized
Figures 3.5(c)-(e) show the spectrograms of the outputs of SS, the output of
the method combining TF ε-ﬁlter and TD ε-ﬁlter and the output of cross TF
ε-ﬁlter, respectively. The relation between the color and signal power is the
same as in Sec.a. As shown in Figure 3.5, when cross TF ε-ﬁlter was used, the
noise could be reduced more eﬀectively than using the other methods even if
the nonstationary noise is used.
c Natural noise
To evaluate the performance of cross TF ε-ﬁlter for natural noise, The experi-
ment utilizing a speech signal and a noise generated from the cooling fan of a
personal computer were conducted. Most powers of noise used in this exper-
iment are distributed in the low-frequency range. εF in cross TF ε-ﬁlter was
set at 1.8. The window size of ε-ﬁlter applied to complex spectra in cross TF
ε-ﬁlter along the frequency axis and the time axis were set to 51 and 11 samples,
respectively.
Table 3.4 shows the results of the experiments for natural noise. As shown in
Table 3.4, the SNR of cross TF ε-ﬁlter is superior to those of the other methods
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Table 3.3. SNR and SDR when a signal with nonstationary noise was utilized
SNR[dB] SDR[dB]
Input signal 10.0 —
SS 15.5 21.9
Combination of TF ε-ﬁlter and TD ε-ﬁlter 40.8 16.3
Cross TF ε-ﬁlter 44.2 17.3
Table 3.4. SNR and SDR when a signal with natural noise was utilized
SNR[dB] SDR[dB]
Input signal 10.0 —
SS 17.4 20.1
Combination of TF ε-ﬁlter and TD ε-ﬁlter 38.2 13.4
Cross TF ε-ﬁlter 40.2 15.0
as well as in the case of stationary noise and nonstationary noise.
Figure 3.6(a) shows the spectrogram of the original signal. Figure 3.6(b)
shows the spectrogram of the signal with natural noise. Figures 3.6(c)-(e) show
the spectrograms of the outputs of SS, the output of the method combining TF
ε-ﬁlter and TD ε-ﬁlter and the output of cross TF ε-ﬁlter, respectively. The
relation between the color and signal power is the same as in Sec.3.1.2.a. As
shown in Figure 3.6, when cross TF ε-ﬁlter is used, the noise could be reduced
more eﬀectively than the other methods even if the natural noise was used as
noise.
d Impulse noise
To clarify the eﬀectiveness of the cross TF ε-ﬁlter to impulse noise reduction,
the experiments utilizing a speech signal with the impulse noise was conducted.
The clicking noise and the clapping noise were prepared as the impulsive noise
signal. The clicking noise was generated in the computer. The clapping noise
was recorded in the real environment. The signal and the noise are mixed in the
computer. In this paragraph, The experiments utilizing TF ε-ﬁlter and cross
TF ε-ﬁlter were conducted for comparison.
d.1 Clicking noise
The eﬀectiveness of cross TF ε-ﬁlter to clicking noise was conﬁrmed. Table
3.5 shows the SNR and SDR of the input signal and output signals when TF
ε-ﬁlter and cross TF ε-ﬁlter were applied. As shown in Table 3.5, cross TF
ε-ﬁlter could improve SNR more than 20[dB] from the input signal with less
signal distortion compared to TF ε-ﬁlter. Figure 3.7 shows the waveforms of
the prepared and the output signals. Figures 3.7(a)-(e) represent the original
speech signal, the noise signal, the input signal, the output of TF ε-ﬁlter and
the output of cross TF ε-ﬁlter, respectively. As shown in Figure.3.7 (d), when
TF ε-ﬁlter was employed, both voiced signal and unvoiced signal are distorted
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Figure 3.6. Experimental results when a signal with natural noise is utilized
because large ε should be set to reduce the impulse noise. On the other hand,
cross TF ε-ﬁlter can reduce the impulse noise, while preserving the speech signal
compared to TF ε-ﬁlter as shown in Figure.3.7(e). This is because cross TF ε-
ﬁlter applies ε-ﬁlter to the input signal not only along the time axis but also
along the frequency axis, and therefore, a relatively small ε is required. However,
some small amplitude unvoiced signals are still distorted even when cross TF
ε-ﬁlter was employed because the power spectra along the frequency axis do not
change very well like impulse noise when unvoiced signals are considered.
d.2 Clapping noise
Then I conﬁrm the eﬀectiveness of cross TF ε-ﬁlter to clapping noise . The
clapping noise has more complex characteristic than clicking noise. Table
3.6 shows the SNR and SDR of the input signal and output signals when TF
ε-ﬁlter and cross TF ε-ﬁlter were applied. As shown in Table 3.6, cross TF ε-
ﬁlter could improve SNRmore than 20[dB] from the input signal with less signal
distortion compared to TF ε-ﬁlter even when the clapping noise was employed.
Figure 3.8 shows the waveforms of the prepared and the output signals. As
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Figure 3.7. Prepared/Output waveforms (Using clicking noise)
shown in Figures 3.8(d) and 3.8(e), cross TF ε-ﬁlter could reduce the impulsive
noise much more eﬀectively than TF ε-ﬁlter as well as the previous experiment.
It is also possible to ﬁnd distortion problems similar to the previous experiment
in this experiment.
C Robustness for various SNR
The experiments utilizing the signal with various noise levels was also conducted
to conﬁrm that cross TF ε-ﬁlter can be applied not only to the small amplitude
noise but also to the large amplitude noise. I used ﬁve signals with nonstationary
noise whose SNR is −5dB, 0dB, 5dB, 10dB, and 15dB, respectively.
Fig.3.9 shows the experimental results about NRR. As shown in Fig.3.9,
NRR of SS is only about 5dB, however, cross TF ε-ﬁlter can reduce much more
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Table 3.5. Input/Output SNR and SDR (Using clicking noise)
SNR(dB) SDR(dB)
Input signal 23.84 -
TF ε-ﬁlter 38.93 10.87
Cross TF ε-ﬁlter 45.00 13.73
Table 3.6. Input/Output SNR and SDR (Using clapping noise)
SNR(dB) SDR(dB)
Input signal 16.64 -
TF ε-ﬁlter 31.13 5.99
Cross TF ε-ﬁlter 41.80 9.14
noise than the conventional methods. Fig.3.10 depicts the experimental results
about SDR. NRR and SDR of cross TF ε-ﬁlter are better than those of the
method combining TF ε-ﬁlter and TD ε-ﬁlter.
D Performance depending on parameter change
I also conducted evaluation experiments concerning the change of εF and win-
dow size of the ﬁrst ε-ﬁlter of cross TF ε-ﬁlter. This is because it seems that
it is more useful to know the relation between NRR and these parameters for
practical use. We can expect the performance change by the shift of each pa-
rameter with knowledge about the relation among the values of the parameters
and NRR. The signal with the nonstationary noise utilized in Sec.3.1.2.B.b was
utilized. The εF is changed from 0.1 to 1.0 by 0.1 interval. Window size of the
ﬁrst ε-ﬁlter is also changed from 21 to 181 samples by 40-samples interval.
Fig.3.11 shows the experimental results regardingNRR. As shown in Fig.3.11,
the NRR does not depend on the window size of the ﬁrst ε-ﬁlter very much.
NRR increases depending on εF .
E Evaluation using MSE
Although NRR and SDR are evaluated in the previous sections, they are mea-
sured not by the signal with noise but by the independent signal and noise. Due
to this reason, it may not be adequate as the evaluation functions to show the
real performance of cross TF ε-ﬁlter on the signal with noise. Hence, the ad-
ditional experiment on quantitative evaluation using the signal with noise was
conducted. The performance of cross TF ε-ﬁlter is conﬁrmed by using Mean
Square Error (MSE).
The signal that is identical to the previous section was used as input signal.
I calculated MSE concerning the output of SS, that of the method combining
TF ε-ﬁlter and TD ε-ﬁlter, and that of cross TF ε-ﬁlter. MSE is deﬁned as
follows;
MSE =
1
N
N∑
i=1
(y (i)− s (i))2 (3.5)
Table 3.7 shows the results of the experiment on MSE. As shown in Table 3.7,
the signal processed by cross TF ε-ﬁlter is closer the original signal than the
signal processed by the other methods. The results show that cross TF ε-ﬁlter
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Table 3.7. MSE when a signal with nonstationary noise was utilized
MSE[×10−4]
Input signal 4.62
SS 1.74
Combination of TF ε-ﬁlter and TD ε-ﬁlter 1.23
Cross TF ε-ﬁlter 0.97
can reduce even when we employ not the signal and noise independently but
the signal with noise.
F Subjective evaluation
An experiment on subjective evaluation was conducted. Three signals that are
identical to Sec.3.1.2.B.a-c was used as input signals. The examinees listened
to the four signals: input signal, the output of SS, the output of the method
combining TF ε-ﬁlter and TD ε-ﬁlter and the output of cross TF ε-ﬁlter for
three types of input signals. The examinees rated each signal on a scale of
1 to 5. The score 1 is the worst rating while score 5 is the best as auditory
impression. The six examinees participated in this experiment.
Figure 3.12 shows the results of the experiment on subjective evaluation. As
shown in Fig.3.12, the signal processed by cross TF ε-ﬁlter shows better results
than any other signals.
3.2 Conclusion
In this chapter, I showed an algorithm for noise reduction applying ε-ﬁlter to
complex spectra not only along the time axis but also along the frequency axis
in time-frequency domain named Cross TF ε-ﬁlter. It can reduce not only sta-
tionary noise but also nonstationary, natural noise and impulse noise eﬀectively
with preserving signal clarity. The experimental results showed that cross TF
ε-ﬁlter could be applied to various kinds of noise. Cross TF ε-ﬁlter could re-
duce the louder noise eﬀectively compared with the conventional methods such
as the method combining TF and TD ε-ﬁlter and SS. Cross TF ε-ﬁlter is also
robust for the change of the window size and the input SNR. Figure 3.13 shows
the application range of the proposed method compared to the ε-ﬁlter and TF
ε-ﬁlter. As shown in Fig.3.13, the application range of the proposed method
is expanded. It is applicable to the signal with noise whose amplitude varies
widely along the time axis in addition to the signal that TF ε-ﬁlter handles.
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Figure 3.8. Prepared/Output waveforms (Using clapping noise)
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Chapter 4
Parameter setting of
nonlinear noise reduction
ﬁlter
In this chapter, I discuss the parameter setting algorithm of nonlinear ﬁlter. In
Sec.4.1, I propose an automatic parameter setting algorithm of ε-ﬁlter utilizing
correlation coeﬃcient. In Sec.4.2, I show the parameter setting algorithm of TF
ε-ﬁlter utilizing correlation coeﬃcient. In Sec.4.3, I show the parameter setting
algorithm of noise reduction ﬁlter using speech recognition system. Discussions
and conclusion are given in the last section.
4.1 Automatic parameter setting of ε-ﬁlter uti-
lizing correlation coeﬃcient
4.1.1 Automatic parameter setting of ε-ﬁlter utilizing cor-
relation coeﬃcient
As described in Sec.2.2.1 and 2.2.2, when the ε-ﬁlter is employed, It need to
set adequate ε values to reduce the noise eﬀectively. However, it is not possible
to estimate the optimal parameter because the noise and signal are not known
throughout all the procedures.
To explain this approach clearly, I start with a typical parameter setting
problem. Consider a ﬁltering system for acoustical signal processing as shown
in Fig.4.1. In Fig.4.1, x(k) is a ﬁlter input. y(k) is a ﬁlter output of ﬁlter
F . I assume that the ﬁlter F has N parameters, which determine the ﬁlter
characteristics. The parameter set is deﬁned as c = (c1, c2, · · · , cN ). Note that
the ﬁltering types in Fig.4.1 is not minded.
Parameter setting problem is usually solved as follows:
1. Deﬁnition of an evaluation function
At ﬁrst, an evaluation function is set to evaluate whether the ﬁlter output
is good or not. For instance, signal-noise decorrelation or statistically indepen-
dence of signals are often used.
2. Maximization or minimization of the evaluation function
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Figure 4.1. Parameter setting of ﬁlter system.
After setting evaluation function, I set the ﬁlter parameters, and evaluate
whether the output is adequate or not by using evaluation function. The optimal
parameters are obtained as the parameters, which maximize or minimize the
evaluation function.
Hence, it is considered that the main problem of parameter setting is how to
set the evaluation function.
As an example, I consider a noise reduction problem. The input signal includes
not only the original speech signal but also noise in this case. In the ﬁltering
system, a single-channel noisy signal is known, that is, the original speech signal
and noise are unknown.
In this section, I pay attention to the correlation of the speech signal and the
noise signal. the following assumption concerning the sound source and noise is
made:
• Assumption 1. The speech signal is noncorrelated with the noise signal.
Let deﬁne s(k) and n(k) be the objective signal and the noise, respectively.
Let R(s(k), n(k)) be the correlation coeﬃcient of s(k) and n(k) described as
follows:
R(s(k), n(k))
=
L∑
k=1
(s(k)− s(k))(n(k)− n(k))
√√√√ L∑
k=1
(s(k)− s(k))2
√√√√ L∑
k=1
(n(k)− n(k))2
, (4.1)
where L is the data length. s(k) and n(k) represent the statistical means of
s(k) and n(k), respectively. s(k) and n(k) are estimated as time-average and
describe them as follows:
s(k) =
1
L
L∑
j=1
s(j). (4.2)
n(k) =
1
L
L∑
j=1
n(j). (4.3)
When L is suﬃciently large, the assumption 1 can be expected to satisfy:
R(s(k), n(k)) = 0. (4.4)
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As described above, s(k) and n(k) are unknown throughout the ﬁltering
procedures. Instead of s(k) and n(k), I consider the correlation coeﬃcient of the
ﬁlter output and the diﬀerence between the input signal and the ﬁlter output.
x(k) and y(k) as represent the input signal and the output signal of ε-ﬁlter,
respectively. x(k) can be described as follows:
x(k) = s(k) + n(k). (4.5)
If the ε-ﬁlter can wholly reduce the noise, while it preserves the signal com-
pletely, the ﬁlter output y(k) equals the signal s(k). The noise n(k) can also be
described as follows:
n(k) = x(k)− s(k)
= x(k)− y(k). (4.6)
Although the actual ε-ﬁlter does not reduce the whole noise but reduces the
signal, if ε value is set optimally, it is expected that the absolute value of the
correlation coeﬃcient of y(k) and x(k)−y(k), |R(y(k), x(k)−y(k))| has a smaller
value than |R(y(k), x(k)− y(k))| in other ε. Hence, the optimal parameter εopt
can be obtained as
εopt = argmin
ε
|R(y(k), x(k)− y(k))|, (4.7)
where
R(y(k), x(k)− y(k)) (4.8)
=
L∑
k=1
(y(k)− y(k))(x(k)− y(k)− x(k)− y(k))
√√√√ L∑
k=1
(y(k)− y(k))2
√√√√ L∑
k=1
(x(k)− y(k)− x(k)− y(k))2
,
where x(k) and x(k)− y(k) represent the means of x(k) and x(k) − y(k), re-
spectively. x(k) and x(k)− y(k) are described as follows:
x(k) =
1
L
L∑
j=1
x(j). (4.9)
x(k)− y(k) = 1
L
L∑
j=1
(x(j)− y(j)). (4.10)
y(k) and x(k) are determined by the value of ε. To obtain the optimal ε, the
correlation coeﬃcient R(y(k), x(k)− y(k)) is regarded as the function of ε and
R(ε) is deﬁned as follows:
R(ε) ≡ R(y(k, ε), x(k)− y(k, ε)) = R(y(k), x(k)− y(k)). (4.11)
Based on the above prospects, the updating of the ε in each iteration is described
in the gradient descent method as follows:
Δε = −η ∂|R(ε)|
∂ε
, (4.12)
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where η represents the learning parameter. In practice, the update process is
discrete and it is not possible to obtain the gradient with a R(ε) value because
the shape of the function is unknown. Hence, ε(T ) is updated to obtain εopt as
follows;
ε(T + 1) = ε(T ) + Δε, (4.13)
where
Δε = −η(|R(ε(T ) + 1)| − |R(ε(T ))|). (4.14)
I employed a unity as incrementation parameter because ε(T ) is integer. T
is the sample number and is used for iteration. In other words, two adjacent
R(ε) is checked the ε is updated depending on the diﬀerence of R(ε(T )) and
R(ε(T ) + 1). As the initial parameter ε(0), σ(x(k)), the standard deviation of
x(k), is used as follows:
ε(0) = σ(x(k)). (4.15)
σ(x(k)) is described as follows;
σ(x(k)) =
√√√√ 1
L
L∑
k=1
(x(k)− x(k))2. (4.16)
This is because σ(x(k)) represents the ﬂuctuation of n(k) when x(k) is equal to
n(k). It can be considered that most noise will be reduced by the ε-ﬁlter under
the above situation. In practice, x(k) includes s(k) and therefore it does not
correspond to the correct ﬂuctuation of n(k). However, it is considered that the
σ(x(k)) is useful as a ﬁrst order approximation of ε as there is only the input
signal x(k) and ﬁlter output yi. The iteration process stops when the following
condition is satisﬁed.
||R(ε(T ))| − |R(ε(T ) + 1)|)| < d, (4.17)
where d is the threshold and a suﬃciently small number. It is possible to obtain
εopt as the smaller value of |R(ε(T ))| and |R(ε(T ) + 1)| in the end.
4.1.2 Experiment of automatic parameter setting of ε-
ﬁlter utilizing correlation coeﬃcient
A Experimental condition
To clarify the adequateness of the proposed method, the experiments were con-
ducted utilizing monaural sounds for the speech signal and the noise signal. In
the experiments, the ε value was updated by using the proposed method and
checked whether the proposed method worked well. The mean absolute error
(MAE) between the original signal s(k) and the ﬁlter output y(k) were also
calculated to evaluate the proposed method. MAE is deﬁned as follows:
MAE =
1
L
L∑
k=1
|s(k)− y(k)|. (4.18)
As the sound source, “Japanese Newspaper Article Sentences“ edited by the
Acoustical Society of Japan was used. White noise with uniform distribution
was used as the noise. The signal and the noise were mixed in the computer.
The sampling frequency and quantization bit rate were set at 44.1kHz and 8bits,
respectively. the window size of ε-ﬁlter was set at 21.
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Table 4.1. SNR of each input signal
SNR[dB]
Female A 11.0
Female B 11.0
Male A 8.6
Male B 6.6
Table 4.2. Experimental results using subjective evaluation
Input εsmall εlarge Linear εopt
Female B 3.3 3.2 2.3 3.1 3.4
Male B 3.1 3.1 3.3 2.5 3.4
B Relation between convergence time and set parameter
Four noisy signals were prepared to conﬁrm the robustness of the proposed
method with regards to diﬀerences among speakers and gender. Two samples of
female speech and two of male speech were used as the objective sounds. They
are labeled “Female A”, “Female B”, “Male A” and “Male B”, respectively.
SNRs of the signals are shown in Table 4.1.
As the ε(0) value, σ value and the values from 10 to 50 with 10 interval were
used to show the robustness of the proposed method concerning the change of
ε(0) and to evaluate the adequateness of σ value as the initial ε(0). ε value
was updated from the ε(0) and εopt was obtained as the convergent value by
the proposed method. Because of the quantization bit rate, the value of ε is an
integer.
Figure 4.2(a) shows the MAE when “Female A” was used and the ε-ﬁlter
was applied to it while changing the value of ε. Figure 4.2(b) shows the relation
between T and ε. Figures 4.3-4.5 show the experimental results of the other
three input signals. These ﬁgures also show the MAE and the relation between
T and ε the same as Figure 4.2. As shown in Fig.4.2(b), ε converged to the same
εopt concerning all the ε(0) when “Female A” was used. The line of εopt(= 16)
calculated by the proposed method to Fig.4.2(a) was added to compare it to
the ε that has the minimal MAE. As shown in Fig.4.2(a), although εopt is not
equal to the ε that has the minimal MAE, it is suﬃciently close to the optimal
value. Similar results were also obtained when other signals are used as shown
in Figs.4.3(a), 4.4(a) and 4.5(a).
It should be noted that the σ value works well as the initial ε. As shown
in Figures 4.2-4.5, ε converged to a constant value regardless of the diﬀerence
of speakers and gender. The diﬀerence between σ and εopt is within 3.5% of
the quantization bits in all the experiments. The adequate εopt was obtained
concerning all the cases. These results show positive eﬀects for the adequateness
of σ as ε(0). All the εopt were suﬃciently close to the optimal value of ε with
regard to MAE. The proposed method could determine the adequate ε even
when the SNR of the input signal was relatively small such as “Male A” and
“Male B”. As shown in Figures 4.2-4.5, the adequate ε was obtained regardless
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Figure 4.2. Female A
of the speakers’ gender.
C Experimental results of subjective evaluation
An experiment using subjective evaluation was conducted. A male signal and
a female signal used in Sec.4.1.2.B were employed as input signals. In each
signal, the examinees listened to the ﬁve signals: an input signal, a ﬁlter output
of linear ﬁlter and ﬁlter outputs of three types of ε-ﬁlters. As three ε values,
εopt, εsmall and εlarge are employed. εsmall is smaller than εopt and was set
to 10 in the experiment. εlarge is larger than εopt and was set to 50 in the
experiment. The examinees rated each signal on a scale of 1 to 5. Note that
score 1 is the worst rating while score 5 is the best auditory impression. Ten
examinees participated in this experiment. Table 4.2 shows the experimental
results of subjective evaluation. As shown in Table 4.2, the signal processed by
the proposed method shows better results than any other signals.
4.2. Parameter setting of time-frequency ε-ﬁlter utilizing correlation coeﬃcient43
1 5
2
2.5
3
3.5
4
4.5
5
M
A
E
0
0.5
1
.
0 50 100 150 200 250
ε
εopt = 19
(a) MAE
20
30
40
50
60
ε
0
10
0 2 4 6 8 10
T
 ε(0) = 10
 ε(0) = σ = 20
 ε(0) = 30
 ε(0) = 40
 ε(0) = 50
 εopt = 19
(b) Relation between the iteration number Tand ε
Figure 4.3. Female B
4.2 Parameter setting of time-frequency ε-ﬁlter
utilizing correlation coeﬃcient
4.2.1 Parameter setting of time-frequency ε-ﬁlter utilizing
correlation coeﬃcient
As described in the Sec.2.2, when the TF ε-ﬁlter is employed, it need to set
ε value adequately to reduce the noise as well as ε-ﬁlter. However, it is not
possible to estimate optimal parameter because the noise and signal are not
known throughout all the procedures.
To solve the problem, I pay attention to the correlation of the speech signal
and the noise signal. The following assumption concerning the sound source
and noise is made:
• Assumption 1. The speech signal is noncorrelated with the noise signal.
Let s(k) and n(k) be deﬁned as the objective signal and the noise, respectively.
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Figure 4.4. Male A
Let R(s(k), n(k)) be the correlation coeﬃcient of s(k) and n(k) described as
follows:
R(s(k), n(k))
=
L∑
k=1
(s(k)− s(k))(n(k)− n(k))
√√√√ L∑
k=1
(s(k)− s(k))2
√√√√ L∑
k=1
(n(k)− n(k))2
, (4.19)
where L is the data length. s(k) and n(k) represent the average of s(k) and
n(k), respectively. s(k) and n(k) are described as follows:
s(k) =
1
L
L∑
k=1
s(k). (4.20)
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Figure 4.5. Male B
n(k) =
1
L
L∑
k=1
n(k). (4.21)
When L is large enough, it is expected that the assumption 1 satisﬁes:
R(s(k), n(k)) = 0. (4.22)
As described above, s(k) and n(k) are unknown throughout the ﬁltering
procedures. Instead of s(k) and n(k), the correlation coeﬃcient of the ﬁlter
output and the diﬀerence between the input signal and the ﬁlter output is
considered. x(k) and y(k) represent the input signal and the output signal of
TF ε-ﬁlter, respectively. x(k) can be described as follows:
x(k) = s(k) + n(k). (4.23)
When the TF ε-ﬁlter can reduce the whole noise, while it preserves the signal
completely, the ﬁlter output y(k) equals the signal s(k). The noise n(k) can be
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described as follows:
n(k) = x(k)− s(k)
= x(k)− y(k). (4.24)
Although actual TF ε-ﬁlter does not reduce the whole noise and also reduces
the signal, if εF value is set optimally, it is expected that the correlation coef-
ﬁcient of y(k) and x(k) − y(k), R(y(k), x(k) − y(k)) has a smaller value than
R(y(k), x(k) − y(k)) in other εF . Hence, the optimal parameter εopt can be
obtained as
εopt = argmin
ε
R(y(k), x(k)− y(k)), (4.25)
where
R(y(k), x(k)− y(k)) (4.26)
=
L∑
k=1
(y(k)− y(k))(x(k)− y(k)− x(k)− y(k))
√√√√
L∑
k=1
(y(k)− y(k))2
√√√√
L∑
k=1
(x(k)− y(k)− x(k)− y(k))2
,
where x(k) and x(k)− y(k) represent the average of x(k) and x(k) − y(k),
respectively. x(k) and x(k)− y(k) are described as follows:
x(k) =
1
L
L∑
k=1
x(k). (4.27)
x(k)− y(k) = 1
L
L∑
k=1
(x(k)− y(k)). (4.28)
Its adequateness is tested in the following section.
4.2.2 Experiment of parameter setting of TF ε-ﬁlter uti-
lizing correlation coeﬃcient
A Experimental condition
To clarify the adequateness of the proposed method to parameter setting of
TF ε-ﬁlter, The experiments utilizing a speech signal with a noise signal was
conducted. In the experiments, R(y(k), x(k)− y(k)) and the mean square error
(MSE) between the original signal s(k) and the ﬁlter output y(k) were calcu-
lated.
As the sound source, “Japanese Newspaper Article Sentences” edited by the
Acoustical Society of Japan was used. The white noise with uniform distribution
was used as the stationary noise. As nonstationary noise, white noise with the
amplitude that sometimes varied was prepared as shown in Figure 4.6. The
signal and the noise are mixed in the computer. The sampling frequency and
quantization bit rate were set at 44.1kHz and 16bits, respectively. The window
size of TF ε-ﬁlter was set at 61.
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Figure 4.6. Waveform of the nonstationary noise
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Figure 4.7. Experimental result when the signal with stationary noise was used
B Relation between the MSE and the correlation coeﬃcient
Two noisy signals with stationary noise and nonstationary noise whose SNR are
10.0[dB] were prepared. The TF ε-ﬁlter was applied to the signals with changing
ε value with range[0.1, 1.5]. Figures 4.7 and 4.8 show the experimental results
when the signal with stationary noise and nonstationary noise were used as the
input signal, respectively. As shown in Figures 4.7 and 4.8, the ε value that
has the minimal value of correlation coeﬃcient corresponds to the ε value that
has the minimal value of MSE in both cases. It was possible to obtain similar
results when other signals were utilized.
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Figure 4.8. Experimental result when the signal with nonstationary noise was used
4.3 Parameter setting of noise reduction ﬁlter
using speech recognition system
4.3.1 Parameter setting of noise reduction ﬁlter using speech
recognition system
When the parameter setting problem is considered, the assumption with regard
to the relation between the signal and noise (e.g. decorrelation between signal
and noise or statistically independence between signal and noise) is usually set.
However, when the handling signal is a single-channel noisy signal, it is not
always easy to use these criterions in single-channel ﬁltering process. When
the impulsive noise such as clapping and percussion sounds are considered, it
becomes more diﬃcult to employ this approach because its duration is very
small to use this assumption. In other words, the signal-noise relation often
could not be used. However, these types of noise often aﬀects the recognition
results seriously in spite of its instantaneous corruption.
To solve the problem, a speech recognition system is utilized directly to set the
parameter of ﬁlter instead of the relation between signal and noise. The merits
of this criterion are summarized as follows:
1. Simple implementation
When it is assumed that signal and noise are uncorrelated or statistically
independent, at least two signals are required to evaluate the relation. It is not
always easy to employ the criterion when a single-channel output is handled.
On the other hand, the proposed method only requires to check whether the
output signal is target speech or not. The checking process is simple, and does
not require any other signals except the output.
2. Wide application range
Unlike objective evaluation function, this approach can be used regardless
of noise types. The proposed approach can handle not only the noise occurring
continuously like background noise but also the noise occurring infrequently like
impulsive noise such as clapping and percussion sounds.
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Table 4.3. Prepared speech ﬁles
Word (Meaning) Gender
Speech 1 Senkai (Turning) Male
Speech 2 Senkai (Turning) Female
Speech 3 Koutai (Backdown) Male
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Figure 4.9. Waveforms of the signals
It is also considered that it is not necessary to care the recognition system
itself. It is possible to use any recognition system and regard it as an black box.
It is not necessary to know the inside of the recognition system. The method
only requires to ask the recognition system, and it react like an artiﬁcial person
who has a unique personality. The process is similar to the process of question-
naire to human.
Even when the system is set in the unknown space and any objective assump-
tions is not possible to be set, if there are suﬃcient sample sounds and they
can be generated there, The ﬁlter system is possible to be set by tuning the
parameter so that the ﬁlter output is the most generated word-like.
3. Aﬃnity of recognition system
The parameter is tuned so that the probability of the target speech in speech
recognition system is the highest. Hence, the output may have some gaps from
the objective perspective such as mean square error. However, when the to-
tal system combining the ﬁltering system and recognition system such as robot
auditory is employed, these types of gaps may have some merits rather than
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Figure 4.10. Speech 1
demerit. This is because the ﬁlter is tuned adequately not from objective per-
spective but from subjective perspective for recognition system itself. In this
research, the open-source speech recognition software “Julius” [26, 27, 28] is
used as a speech recognition system.
Let W , X, p(W ), p(X) and p(X|W ) be deﬁned as the strings of the word,
the input signal, the probability of W , the probability of X and the posterior
probability of X for W , respectively. Julius decodes the word W from the input
signal X by using the given acoustic model p(X|W ) and linguistic model p(W ).
p(W |X), the posterior probability of W for X, is calculated based on Bayes’
theorem as follows:
p(W |X) = p(W ) ∗ p(X|W )
p(X)
, (4.29)
for the word W . In Eq.4.29, p(X) is normalization factor which has no eﬀect on
determination of the word W and can be ignored. The estimated word Wˆ can
be obtained as the word which maximizes the posterior probability p(W |X). It
can be described as follows:
Wˆ = argmax
W
p(W |X) (4.30)
= argmax
W
p(W ) ∗ p(X|W )
= argmax
W
{log p(W ) + log p(X|W )}.
It is possible to assume that the linguistic model p(W ) is identical when a
simple word recognition is conducted. The output of ﬁlter should become the
most objective word-like from the acoustic perspective without linguistic model.
In other words, the optimal parameter copt can be obtained as follows:
copt = argmax
c
log p(X|W ). (4.31)
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Figure 4.11. Speech 2
4.3.2 Experiment of parameter setting utilizing speech
recognition system
A Experimental condition
To clarify the adequateness of the proposed method, the experiments utilizing a
speech signal with a noise signal was conducted. In the experiments, ε values in
TF ε-ﬁlter was changed, and the relation between p(X|W ), and MSE between
the original speech signal s(k) and the ﬁlter output y(k) were investigated. As
sound sources, three Japanese speech signals were prepared as shown in Table
4.3 and Figures 4.9(a)-(c).
B Relation between the MSE and speech recognition ratio associ-
ated value
As shown in Table 4.3, the ﬁrst one and the second one are the same word but
pronounced by diﬀerent persons to check the robustness of gender diﬀerence.
The ﬁrst one and the third one are diﬀerent words pronounced by the same
person to check the robustness of word diﬀerence.
The sound of clapping hands is used as the noise signal. The waveform of
the noise signal is shown in Fig.4.9(d). Each signal and the noise were mixed
in the computer. All the SNRs of the mixed signals are 1.4[dB]. The sampling
frequency and quantization bit rate were set at 16kHz and 16bits, respectively.
The window size of TF ε-ﬁlter was set at 61.
Figures 4.10-4.12 show the experimental results. The dashed line in the
ﬁgures represents the auxiliary lines, which show the maximal recognition prob-
ability.
As shown in Figs.4.10-4.12, as is generally considered, MSE became small with
regard to ε, which maximizes p(X|W ). The proposed criterion is also robust
for gender diﬀerence and word diﬀerence.
It is also noted that the parameter that minimizes MSE does not exactly cor-
respond to the parameter that maximizes p(X|W ). It is considered that speech
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Figure 4.12. Speech 3
recognition system is biased by auditory model obtained through learning pro-
cess. Although many researchers currently aim to eliminate such biases, and
evaluate the system performance by objective functions, I think that it is nec-
essary to take these types of biases into consideration when the ﬁltering system
is applied to recognition system.
4.4 Conclusion
In this chapter, I show an algorithm to set the parameter of ε-ﬁlter and TF
ε-ﬁlter utilizing correlation coeﬃcient or speech recognition system.
In ﬁrst section, I employed the correlation coeﬃcient of the ﬁlter output and
the diﬀerence between the input and the ﬁlter output as the evaluation function
of the parameter setting of ε-ﬁlter. I also showed an algorithm to determine
the parameter of ε-ﬁlter automatically. The experimental results show that
it is possible to determine the adequate parameters of ε-ﬁlter automatically by
utilizing proposed method. As the shown method only assumes the decorrelation
of the signal and noise, it is expected that the application range of the proposed
method is large. Although the handling signal is the single-channel noisy signal,
the method enables to obtain an adequate ε value automatically. The shown
method does not require an estimation of the noise in advance. The features
will help to use ε-ﬁlter in a practical situation.
In the second section, I applied the method described the previous section
to TF ε-ﬁlter. The experimental results showed that it is possible to determine
the parameter of TF ε-ﬁlter adequately by utilizing the proposed criterion as
well as ε-ﬁlter. As the introduced method only assumes the decorrelation of
the signal and noise, it is expected that the application range of the proposed
method is wide. By using shown method, even when the handling signal is
the single-channel noisy signal, it is possible to evaluate whether the ε value is
adequate or not. The shown method does not require to estimate the noise in
advance.
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In the last section, I showed parameter setting of noise reduction ﬁlter uti-
lizing speech recognition system. The algorithm is simple, and the adequate pa-
rameter could be obtained throughout the experiments. As the shown method
does not use the relation between the signal and noise, it is expected that the ap-
plication range of the proposed method is large. By using the proposed method,
even if the handling signal is the single-channel noisy signal, it is possible to eval-
uate whether the parameter is adequate or not. The shown method does not
require to estimate the noise in advance.
Experimental results also provide some visions to be considered with regard to
this approach. For instance, the nonlinear relation between the ﬁlter parameter
and the recognition result is an important problem. The obtained recognition
result sometimes drastically moves with a tiny parameter change due to the
nonlinearity between the ﬁltering and recognition system. this approach will
be more useful when a ﬁlter has the linear relationship between the parameter
change and the ﬁltering error. Although the parameter setting for ε-ﬁlter is
discussed in this chapter, it expects to be able to utilize for general nonlinear
noise reduction ﬁlter. It is because all the concepts of the methods shown in
this chapter is not depend on the way to reduce the noise. The methods for
parameter setting shown in this chapter can handle the noise reduction system
as the black box. It is as same as the position of the speech recognition system
in the sec.4.3.

Chapter 5
Musical noise reduction
utilizing time-frequency
M-transform
In this Chapter, I discuss the algorithm of musical noise reduction. Musical noise
is generated by process in time-frequency domain such as spectral subtraction
and TF ε-ﬁlter. It causes the diﬃculty of hearing or recognition. In Sec.5.1, I
describe the algorithm of the noise reduction utilizing M-transform. In Sec.5.2,
I describe the algorithm of the TF M-transform. I then propose a method for
noise reduction combining TF ε-ﬁlter and TF M-transform. In Sec.5.2.3, I show
the results of the experiment. Conclusions of this chapter are given in the last
section.
5.1 Noise reduction utilizing M-transform
First, I explain M-transform and the noise reduction method utilizing M-transform.
Let GF(2) be considered as the Galois ﬁeld for generation of M-sequence, which
is required for M-transform. Let f(x) be the nth degree primitive polynomial
deﬁned on Galois ﬁeld GF (2)[25]. Let the M-sequence signal {ai} whose cycle
is N(= 2n − 1) generated from f(x) be also considered. By using ai, the ith
element of {ai}(= 0 or 1), mi is deﬁned as follows:
mi = (−1)ai . (5.1)
Under the above deﬁnition, the autocorrelation φmm of mi is represented as
follows:
φmm(k) =
1
N
N−1∑
i=0
mi−kmi (5.2)
=
{
1 (k = 0, N, 2N, · · ·)
− 1N (otherwise) ,
where N = 2n − 1 represents the cycle of the nth degree M-sequence. When
suﬃciently large N is selected as shown in Eq.5.2, {mi} and {mj} (i 	= j)
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have the pseudo-orthogonality, which shows the similarity of M-transform and
orthogonal function expansion. The matrix Mi whose size is N ×N is deﬁned
as follows.
Mi =
⎡
⎢⎢⎢⎣
mi mi−1 · · · mi−N+1
mi+1 mi · · · mi−N+2
...
...
. . .
...
mi+N−1 mi+N−2 · · · mi
⎤
⎥⎥⎥⎦ . (5.3)
where i indicates the starting point of M-sequence and can be selected arbitrary
and ﬁxed. x(t) is also considered as the input signal at time t. Then x(t) is
sampled at sampling interval Δt and deﬁne x(kΔt) as the sampled signal. To
simplify the representation, x(kΔt) is abbreviated to x(k). k corresponds to
the discrete time. The vector xk whose length is N , a cycle of M-sequence, is
deﬁned beginning from kth signal as follows:
xk = [x(k), x(k + 1), · · · , x(k +N − 1)]T , (5.4)
where xT represents the transposed vector of x. The vector ak is deﬁned as
follows:
xk = Miak, (5.5)
ak = [α0, α1, · · · , αN−1]T (5.6)
=
(
MTi Mi
)−1
MTi xk.
ak is the M-transform of xk. Next, noise reduction using M-transform is ex-
plained. The impulse noise vector d is deﬁned as follows:
d = [0, 0, · · · , ds, 0, · · · , 0]T , (5.7)
where ds and s represent the amplitude of the impulse noise and the location of
the impulse noise, respectively. When the M-transform of d is considered, the
rth element αr is described as follows:
αr =
1
N + 1
(mr+s − 1)ds. (5.8)
The impulse noise can be transformed to M-sequence signal whose amplitude
is small by M-transform as shown in Eq.5.8. On the other hand, the cross-
correlation of mi and x(k) is described as follows:
φmx(u) =
1
N
N−1∑
l=0
ml−ux(l) (5.9)
=
1
N
N−1∑
l=0
ml−u
N−1∑
v=0
αvml−v
=
1
N
N−1∑
v=0
αv
N−1∑
l=0
ml−uml−v
=
N−1∑
v=0
αvφmm(v − u)
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Figure 5.1. Process of noise reduction using M-transform
= αu − 1
N
N−1∑
v=0,v =u
αv +
1
N
αu − 1
N
αu
=
N + 1
N
αu − 1
N
N−1∑
v=0
αv.
When the average of x(k) is zero, αu determines φmx(u). Hence white noise is
also transformed into small amplitude noise by M-transform because white noise
is noncorrelated with M-sequence signal. Therefore, it is possible to reduce the
transformed impulse noise and white noise by employing a nonlinear ﬁlter which
can reduce the small amplitude noise such as ε-ﬁlter. Let αv be considered as
the input signal. The output signal βv of ε-ﬁlter is described as follows:
βv = αv +
R∑
l=−R
a(l)F (αv+l − αl), (5.10)
where a(l) represents the ﬁlter coeﬃcient. a(l) is usually constrained as follows:
R∑
l=−R
a(l) = 1. (5.11)
The window size of the ε-ﬁlter is 2R+1. F (x) is the nonlinear function described
as follows:
|F (x)| ≤ ε0 : −∞ ≤ x ≤ ∞, (5.12)
where ε0 is a constant. The ε-ﬁlter can reduce small amplitude noise while
preserving the speech signal.
Figure 5.1 shows the process of the noise reduction utilizing M-transform.
Noise reduction using M-transform is eﬀective as shown in Fig.5.1. In this paper,
the ε-ﬁlter in M domain is labeled “TM ε-ﬁlter ” .
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Time
Frequency
Figure 5.2. Spectrogram of signal processed by TF ε-ﬁlter
5.2 Musical noise reduction utilizing time-frequency
M-transform
5.2.1 Musical noise reduction utilizing time-frequency M-
transform
Figure 5.2 shows the spectrogram of the signal processed by TF ε-ﬁlter.
In Fig.5.2, black pixels represent the points where the power is large, while
white pixels represent the points where the power is small. As shown in Fig.5.2,
musical noise, which is similar to impulse noise, is isolated in the time-frequency
domain.
Then, the noise reduction combining M-transform and ε-ﬁlter is applied
to the signal in time-frequency domain. Let x(k) be considered as the input
signal as well as Sec.5.1. x(k) is transformed to X(κ, ω) by short-term Fourier
transform (STFT) as follows:
X(κ, ω) =
∞∑
l=−∞
x(κ+ l)W (l)e−jωl, (5.13)
where κ and ω represent the time frame and the angular frequency, respectively.
W (l) represents the window function. j represents the imaginary unit. Xω(κ)
represents the signal vector at time frame κ in angular frequency ω. Xω(κ) is
described as follows:
Xω(κ) = [X(κ, ω), X(κ+ 1, ω), · · · , X(κ+N − 1, ω)]T . (5.14)
Let the operator ⊗ be deﬁned as follows:
G⊗H = [G1H1, G2H2, · · · , GLHL]T , (5.15)
where G and H represent the arbitrary vector whose size is L × 1. G and H
are described as follows:
G = [G1, G2, · · · , GL]T , (5.16)
H = [H1, H2, · · · , HL]T . (5.17)
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L is an arbitrary counting number. Xω(κ) can be described as follows:
Xω(κ) = Pω(κ)⊗ eiΘω(κ), (5.18)
where Pω(κ) and Θω(κ) represent the power and the phase of Xω(κ) respec-
tively. Pω(κ) and Θω(κ) are described as follows:
Pω(κ) = [Pω(κ), Pω(κ+ 1), · · · , Pω(κ+N − 1)]T , (5.19)
Θω(κ) = [Θω(κ),Θω(κ+ 1), · · · ,Θω(κ+N − 1)]T . (5.20)
Next, M-transform is used to Pω(κ) for time direction on every ω. The M-
transform in the time-frequency domain, namely TF M-transform, is described
as follows:
Aω,κ =
(
MTi Mi
)−1
MTi Pω(κ)
T , (5.21)
where Aω,κ represents the M-transformed signal vector of Pω(κ) described as
follows:
Aω,κ = [Aω,κ(0), Aω,κ(1), · · · , Aω,κ(N − 1)]T . (5.22)
Mi represents the matrix deﬁned in Eq.5.3. The musical noise is expected to
be transformed to the small amplitude noise by this procedure. Therefore, it is
possible to reduce the M-transformed musical noise utilizing ε-ﬁlter. ε-ﬁlter is
applied to Aω,κ(q) as follows:
Vω,κ(q) =
K∑
l=−K
a(l)A′ω,κ(q + l), (5.23)
where
A′ω,κ(q + l) =
{
Aω,κ(q) (| Aω,κ(q + l)−Aω,κ(q) |> εM )
Aω,κ(q + l) (| Aω,κ(q + l)−Aω,κ(q) |≤ εM ) , (5.24)
and εM is constant. On the other hand, a(l) is a ﬁlter coeﬃcient. The window
size of ε-ﬁlter is 2K + 1. Let Vω,κ be deﬁned as follows:
Vω,κ = [Vω,κ(0), Vω,κ(1), · · · , Vω,κ(N − 1)]. (5.25)
Then, the inverse M-transform is applied to Vω,κ as follows:
Uω(κ) = MiVω,κ. (5.26)
Then the phase Θω(κ) is appended to Uω(κ) as follows:
Yω(κ) = Uω(κ)⊗ eiΘω(κ). (5.27)
Finally, Y (κ, ω), the element of Yω(κ), is transformed to y(k) by inverse short-
term Fourier transformation (ISTFT). y(k) is obtained as:
y(k) =
∞∑
n=−∞
Y (κ, ω)ejωκ. (5.28)
Note that the above equation under the same window size and hop size is re-
peatedly calculated as STFT. In this paper, the ε-ﬁlter in this method is labeled
“FM ε-ﬁlter ”.
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Figure 5.3. Block diagram of the proposed method
5.2.2 Noise reduction combining TF ε-ﬁlter and TF M-
transform
In this section, I propose noise reduction combining TF ε-ﬁlter and TF M-
transform. Figure 5.3 illustrates the proposed method with a block diagram.
Let V (κ, ω) be considered as the output of TF ε-ﬁlter as following equation.
V (κ, ω) =
J∑
l=−J
a(l)X ′(κ+ l, ω), (5.29)
where
X ′(κ+ l, ω) =
{
X(κ, ω) (||X(κ, ω)| − |X(κ+ l, ω)|| > εT )
X(κ+ l, ω) (||X(κ, ω)| − |X(κ+ l, ω)|| ≤ εT ), (5.30)
and εT is a constant. a(l) is a ﬁlter coeﬃcient. The window size of TF ε-ﬁlter
is 2J + 1. It should be noted that X(κ, ω) is not a real number but a complex
number.
Therefore, TF M-transform is applied to the output of TF ε-ﬁlter. Tω(κ) is
described as follows:
Vω(κ) = [V (κ, ω), V (κ+ 1, ω), · · · , V (κ+N − 1, ω)]T . (5.31)
Vω(κ) can be rewritten as follows:
Vω(κ) = Pω(κ)⊗ eiΘω(κ), (5.32)
where Pω(κ) and Θω(κ) represent the power and the phase of Vω(κ), respec-
tively. Pω(κ) and Θω(κ) are described as follows:
Pω(κ) = [Pω(κ), Pω(κ+ 1), · · · , Pω(κ+N − 1)]T , (5.33)
Θω(κ) = [Θω(κ),Θω(κ+ 1), · · · ,Θω(κ+N − 1)]T . (5.34)
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Next, M-transform is used to Pω(κ) for time direction on every ω as shown
in Fig.5.3(3). The M-transform in the time-frequency domain is described as
follows:
Aω,κ =
(
MTi Mi
)−1
MTi Pω(κ), (5.35)
where Aω,κ represents the M-transformed signal of Pω(κ) and is described as
follows:
Aω,κ = [Aω,κ(0), Aω,κ(1), · · · , Aω,κ(N − 1)]T . (5.36)
Mi represents the matrix deﬁned in Eq.5.3. The musical noise is transformed to
the small amplitude noise by this procedure. Then, the small amplitude noise
in M-transformed coordinate is reduced utilizing ε-ﬁlter. Then, as shown in
Fig.5.3(4), the ε-ﬁlter is applied to Aω,κ as follows:
Tω,κ(q) =
K∑
l=−K
a(l)A′κ,ω(q + l), (5.37)
where
A′ω,κ(q + l) =
{
Aω,κ(q) (| Aω,κ(q + l)−Aω,κ(q) |> εM )
Aω,κ(q + l) (| Aω,κ(q + l)−Aω,κ(q) |≤ εM ) , (5.38)
and a(l) is a constant. Let Tω,κ be deﬁned as follows:
Tω,κ = [Tω,κ(0), Tω,κ(1), · · · , Tω,κ(N − 1)]T . (5.39)
Next, as shown in Fig.5.3(5), inverse M-transform is used to Tω,κ as follows:
Uω(κ) = MiTω,κ. (5.40)
Then, as shown in Fig.5.3(6), the phase Θω(κ) is appended to Uω(κ) as follow:
Yω(κ) = Uω(κ)⊗ eiΘω(κ). (5.41)
Finally, Y(ω, κ) is transformed to y(k) by ISTFT as shown in Fig.5.3(7).
It is considered that musical noise reduction based on TF M-transform re-
quires fewer calculation than conventional methods because it requires only
switching and linear operation.
5.2.3 Experiment of musical noise reduction
A Experimental condition
The experiments were conducted using speech signal with a noise signal. For the
sound source, “Japanese Newspaper Article Sentences” edited by the Acoustical
Society of Japan was used. The signal and noise were mixed in the computer.
Table 5.1 shows the values of common parameters used for all the experi-
ments. Speciﬁcally, the experiments were conducted as follow: The signal in
the complex spectrum was ﬁrstly transformed by using STFT. Block size and
hop size were respectively set at 512 and 256, as shown in Table 5.1. A Hanning
window was utilized as the window function. The window was shifted point by
point. A computer with an Intel Pentium M processor 1.73GHz CPU was used.
All programs were implemented by MATLAB. To evaluate the performance of
the proposed methods quantitatively, NRR and SDR were utilized.
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Table 5.1. Common parameters
Parameter Value
Sampling frequency 44100
STFT Block size 512
Hop size 256
Window function Hanning window
(a)Original signal (b)Input signal
(c)Output of SS (d)Output of TF ε-filter
(e)Output of proposed method
Time
Frequency
Figure 5.4. Experimental results when a signal with stationary noise is used
B Robustness for various types of noise
a Stationary noise
The experiment was ﬁrstly conducted using a signal with stationary noise. A
speech signal was prepared as the signal and white noise as the stationary noise,
respectively. εT of Eq.5.30 and εM of Eq.5.38 were set at 0.8 and 0.01, respec-
tively. In addition, the window size of TF ε-ﬁlter and that of FM ε-ﬁlter were
set at 101 and 17, respectively. The same parameters to the TF ε-ﬁlter was set
as those of the proposed method. The parameters of the SS were set optimally.
Figure 5.4(a) shows the spectrogram of the original signal. Figure 5.4(b)
shows the spectrogram of the signal with stationary noise. Figures 5.4(c)-5.4(e)
depict the spectrogram of the output of SS, TF ε-ﬁlter and proposed method,
respectively. As shown in Fig.5.4, the proposed method could reduce the musical
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(a)Original signal (b)Input signal
(c)Output of SS (d)Output of TF ε-filter
(e)Output of proposed method
Time
Frequency
Figure 5.5. Experimental results when a signal with nonstationary noise is used
noise eﬀectively, while it remains when SS and TF ε-ﬁlter were applied.
b Nonstationary noise
The experiment was conducted using a signal with nonstationary noise which
is the noise whose variance changes. The same speech signal was used as in
Sec.5.2.3.B.a. White noise with a variance that sometimes varied was prepared.
εT of Eq.5.30 and εM of Eq.5.38 were set at 0.8 and 0.01, respectively. In
addition, the window size of TF ε-ﬁlter and that of FM ε-ﬁlter were set at 101
and 17, respectively. The same parameters were set to TF ε-ﬁlter as those used
in the proposed method. The parameters of the SS were set optimally.
Figure 5.5(a) shows the spectrogram of the original signal. Figure 5.5(b)
shows the spectrogram of the signal with nonstationary noise. Figures 5.5(c)-
5.5(e) depict the spectrogram of the output of SS, TF ε-ﬁlter and proposed
method, respectively. As shown in Fig.5.5, when the proposed method was
used, the noise could be reduced in spite of nonstationary noise.
c Natural noise
The experiment was conducted using a signal with natural noise. The same
speech signal was used as in Sec.5.2.3.B.a and the sound generated from the
cooling fan of a personal computer as a noise source. εT of Eq.5.30 and εM of
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(a)Original signal (b)Input signal
(c)Output of SS (d)Output of TF ε-filter
(e)Output of proposed method
Time
Frequency
Figure 5.6. Experimental results when a signal with natural noise is used
Eq.5.38 were set at 0.8 and 0.01, respectively. In addition, the window size of
TF ε-ﬁlter and that of FM ε-ﬁlter were set at 101 and 17, respectively. The
same parameters were set to TF ε-ﬁlter as those of the proposed method. The
parameters of the SS were set optimally.
Figure 5.6(a) shows the spectrogram of the original signal. Figure 5.6(b)
shows the spectrogram of the signal with natural noise. Figures 5.6(c)-5.6(e)
show the spectrogram of the output of SS, TF ε-ﬁlter and proposed method,
respectively. As shown in Fig.5.6, when the proposed method was used, the
noise could be reduced in spite of natural noise.
C Robustness for various speakers
To evaluate the performance of the proposed methods, NRR and SDR about
the stationary, nonstationary and natural noise were calculated. The voices of
three males and two females were employed as the speech signal. Figures
5.7 and 5.8 show the maximal, the minimal and the average values of NRR
and SDR, respectively. As shown in Fig.2.10, NRR in the proposed method
is superior to that in the other methods in all the experiments. As shown in
Fig.5.8, SDR in the proposed method is much improved than that in TF ε-ﬁlter
in all cases. SDR in the proposed method is also superior to that in the other
methods in all the cases of nonstationary noise and natural noise.
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Figure 5.7. NRR when various types of noise is used
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Figure 5.8. SDR when various types of noise is used
D Robustness for various SNR
To evaluate the robustness for various SNR, an experiment was conducted using
signals with various types of noise to conﬁrm that the proposed methods can be
employed not only for reducing small noise but also for loud noise. Robustness in
this experiment means that the proposed method can reduce the noise regardless
of input SNR. The window size and εM of FM ε-ﬁlter were set at 17 and 0.01,
respectively. I used ﬁve signals whose SNRs were 0dB, 5dB, 10dB, 15dB and
20dB, respectively.
Fig.5.9 shows the results on NRR. As shown in Fig.5.9, the NRR of the
proposed method is better than that of TF ε-ﬁlter or SS.
E Subjective evaluation
An experiment was conducted on subjective evaluation. Five signals that are
identical to Sec.D were used as input signals. The examinees listened to the
three signals: input signal, signal processed by TF ε-ﬁlter and signal processed
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Figure 5.9. Experimental results on NRR
by the proposed method for every input SNR. The examinees rated each signal
on a scale of 1 to 5. Note that score 1 is the worst rating while score 5 is the best
as auditory impression. The eleven examinees participated in this experiment.
Figure 5.10 shows the results of the experiment on subjective evaluation. As
shown in Fig.5.10, the signal processed by the proposed method shows better
results than any other signals.
F Filter performance depending on parameter change
An experiment was also conducted to conﬁrm the performance depending on
the window size and εM of FM ε-ﬁlter. To clarify diﬀerences depending on ε
value and window size, an experiment was conducted using window sizes of 5,
11 and 17 as well as ε values of 0.001, 0.005 and 0.01. εT was set at 0.6. The
same signal and noise as those in Sec.a were employed. Figure 5.11 shows the
spectrogram of the signal with musical noise used in the experiment.
Figure 5.12 shows the results. To clarify diﬀerences in performance, the
enlarged ﬁgure is shown as shown in Figure 5.13 when the window size and the
εM were set at 5 and 0.001, respectively. The enlarged ﬁgure is also shown as
shown in Figure 5.14 when the window size and the εM were set at 17 and 0.01,
respectively. As shown in Figs.5.12, 5.13 and 5.14 the smaller musical noise
remains as the window size and εM become larger.
5.3 Conclusion
In this chapter, I introduced an advanced M-transform for the time-frequency
domain, namely TF M-transform. The introduced method is simple and can
reduce musical noise eﬀectively.
I also showed noise reduction combining TF ε-ﬁlter and TF M-transform.
The shown method can reduce not only the low-level stationary noise but also
high-level nonstationary noise. It also can reduce musical noise. The experimen-
tal results show that it can reduce the noise more eﬀectively than methods using
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Figure 5.11. Spectrogram of signal before TF M-transform
conventional TF ε-ﬁlter and SS regardless of the input SNR. The method can
be applied not only to TF ε-ﬁlter but also to any methods in the time-frequency
domain such as SS.
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Figure 5.12. Performance change depending on the window size and εM
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Figure 5.13. The experimental result when the window size is set 5 and the εM is set 0.001
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Figure 5.14. The experimental result when the window size is set 17 and the εM is set 0.01

Chapter 6
Conclusion
In this study, I proposed a method for single channel noise reduction utilizing
nonlinear ﬁlters named a Time-Frequency ε-ﬁlter and a cross TF ε-ﬁlter. I
also proposed the parameter setting methods and a post processing method for
the TF ε-ﬁlter. Figure 6.1 shows the relation among the proposed methods
described in this study.
First, I described the Time-Frequency ε-ﬁlter and the variable Time-Frequency
ε-ﬁlter that can reduce large nonstationary noise. It has a simple algorithm and
the noise reduction performance is better than conventional methods such as
spectral subtraction and the CS ε- ﬁlter. I also presented experimental results
that showed the robustness or the proposed method with changes in parameters
and noise level.
Next, I described the cross TF ε-ﬁlter which is an improved TF ε-ﬁlter
can reduce the noise that cannot be reduced by the TF ε-ﬁlter such as time-
varying noise or impulsive noise. Experimental results show that the cross TF
ε-ﬁlter is suitable not only from objective perspective but also from subjec-
tive perspective. The robustness with changing parameters was also shown by
experimentally.
I also showed the parameter setting method for the conventional ε-ﬁlter and
TF ε-ﬁlter. We can determine the parameter ε, the most important parameter
in ε-ﬁlter, by utilizing the correlation coeﬃcient. We can also utilize speech
recognition systems as the criterion for parameter setting. Their eﬀectiveness
was shown in the experimental results.
Finally, I presented a method for musical noise reduction that is called the
Time-Frequency M-transform. Musical noise is generated by the process in the
time-frequency domain such as spectral subtraction and the TF ε-ﬁlter. This
noise makes it diﬃcult for a signal to be heard and recognized. We can solve
the problem by utilizing a TF M-transform. By combining TF ε-ﬁlter and
TF M-transform, we can reduce large nonstationary noise without generating
remaining noise such as musical noise. The combining method is better at
reducing noise than conventional methods when we compare the SNR using the
proposed method to the SNR obtained using the other methods. It was also
shown that the subjective evaluation was better than conventional methods in
the experimental results.
The ﬁnal goal of this study is to implement the noise reduction system into
practical applications and apply it to various ﬁelds such as miniature robots,
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Figure 6.1. Relation among the methods proposed in this study
hearing aids, conference systems and so on. In the near future, the author
expects to develop a noise reduction system that can run in online environment
for more practical use. I will also apply the noise reduction system to a small
robot and evaluate the noise reduction system.
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