Abstract. We first prove existence and uniqueness of optimal transportation maps for the Monge's problem associated to a cost function with a strictly convex constraint in the Euclidean plane R 2 . The cost function coincides with the Euclidean distance if the displacement y − x belongs to a given strictly convex set, and it is infinite otherwise. Secondly, we give a sufficient condition for existence and uniqueness of optimal transportation maps for the original Monge's problem in R 2 . Finally, we get existence of optimal transportation maps for a cost function with a convex constraint, i.e. y − x belongs to a given convex set with at most countable flat parts.
Introduction
The theory of mass transportation goes back to the original works by Monge in 1781 [16] and later by Kantorovich in 1942 [13] . The Monge's optimal transportation problem can be rephrased as follows: min T μ=ν R n c(x, T (x))dμ(x), (1.1) where μ and ν are given probability measures on R n , and the admissible set is given by all measurable maps T : R n → R n pushing forward μ to ν which is usually denoted by T μ = ν, i.e.
ν(A) = μ(T −1 (A)
) for all A ⊂ R n measurable and in such a way that T minimizes (1.1). In (1.1) c : R n × R n → R is a given cost function. The integral is called total cost of transportation, and the value of the optimization is called optimal cost of transportation. In the original formulation given by Monge in 1781, the cost function was the Euclidean distance and the measures μ, ν were supposed to be absolutely continuous with respect to L n and supported on two disjoint compact Keywords and phrases. Optimal transportation map, convex constraint, Monge transportation problem.
subsets in R n . When the transportation condition T μ = ν is satisfied, we say that T is a transportation map, and if T minimizes also the cost of transportation we call it an optimal transportation map. Recently a renewed interest for this theory arose in different areas of applied mathematics like economic sciences, fluid mechanics, shape optimization, image and data compression as well as in geometric functional analysis and large deviation theory.
The main difficulty in attacking the Monge problem is due to the facts that the objective functional R n c(x, T (x))dμ(x) is nonlinear with respect to T of the condition T μ = ν, and the admissible set of transportation maps does not possess the right compactness properties to apply the direct method in the calculus of variations. In 1940s, Kantorovich proposed in [13, 14] a notion of weak solutions of the transportation problem.
Denote by P(R n × R n ) the set of all Borel probability measures on R n × R n . The set of transportation plans between μ and ν is defined as
where
In some versions, those admissible transportation plans are also said to have marginals μ and ν. The set of admissible transportation plans is always nonempty, since it contains at least the tensor product μ × ν [1] .
Given c : R n × R n → [0, +∞] a lower semicontinuous cost function, the Kantorovich's optimal transportation problem is defined as :
c(x, y)dπ(μ, ν) : π ∈ Π(μ, ν) .
(
This minimization problem introduced by Kantorovich is the relaxed formulation of the Monge problem [19, 20] . The existence of a minimizer comes from the direct methods in the calculus of variations. We call the solutions to (1.2) optimal transportation plans. Kantorovich's approach [13, 14] leads to a dual formulation of the optimal transportation problem. The dual formulation is one of qualitative descriptions of optimal transportation problems. In addition, the dual theory is a main approach to prove existence of optimal maps. We refer to [1, 2, 19, 20] .
In this paper, we will focus on a Euclidean distance cost function with the following convex constraint:
where C is a closed convex set in R 2 . The convex constraint here means that the point y − x belongs to a given convex set C. And the corresponding optimal transportation problem is called a convex constrained optimal transportation problem. Recently, constrained optimal transportation problems have attracted much attention. In fact, the L ∞ problem studied in [8] can also be considered as a constrained problem (if the minimal L ∞ norm ||T (x)−x|| L ∞ is M , this means that we could consider maps satisfying T (x)−x ∈ B(0, M)). Carlier−De PascaleSantambrogio studied transportation problems with convex cost functions (not necessary strictly convex) [5] . The strategy is to reduce these problems to some convex constrained cases. Jimenez−Santambrogio [12] studied a convex constrained optimal transportation problem with a quadratic cost function, which was a problem with a strictly convex cost function. It is natural to consider a constrained optimal transportation problem with the original Monge's cost function, which is a classical problem with a distance cost function lack of strict convexity. Historically, Sudakov [17] and Bianchini−Cavalletti [3] studied existence of solutions of the original Monge problem in the case X = Y = R 2 ; higher dimensional problems were investigated by Evans−Gangbo [11] , Caffarelli−Feldman−McCann [4] , and Trudinger−Wang [18] . Simpler approaches were proposed by ChampionDe Pascale [7] and Bianchini−Cavalletti [3] more recently. In this paper we shall establish existence results for two-dimensional transportation problems with cost function (1.3).
To illustrate the difference between our setting and the usual distance cost function, we give an example. Example 1.1. Let u 1 < u 2 < u 3 < u 4 ∈ R be four points with the following distances:
There are two optimal transportation maps for the Monge problem (1.1) with a Euclidean distance cost function. T u 1 = u 3 , T u 2 = u 4 and T u 1 = u 4 , T u 2 = u 3 are both optimal transportation maps, and the optimal cost of transportation is 4. But the second map is not optimal for the Monge problem (1.1) with the cost function c defined by (1.3) where C is the closed ball B(0, r), (2 < r < 3). Since the distance between u 1 and u 4 is 3, then u 4 − u 1 / ∈ C. As a result, the cost is infinite if the mass located at u 1 is transported to location u 4 . The unique optimal transportation map for cost function (1.3) is the above first map in the case of a distance cost function.
On the other hand, if a convex constraint C is large enough, for example, if we take C = R 2 , the convex constrained optimal transportation problem with cost function (1.3) is the same as the original Monge problem. For the original Monge cost function, the minimizers of (1.1) are not generally unique, even on the line X = Y = R. In our paper, we prove not only existence but also uniqueness of optimal transportation maps of strictly convex constrained optimal transportation problems.
When we add a constraint, existence of solutions of the dual formulation is not guaranteed: the usual proof of existence of solutions to the dual problem requires continuity or finiteness of cost functions [19, 20] . The dual theory seems to be invalid in our case.
Recently, Champion-De Pascale-Juutinen studied some properties of transportation plans based on the density theory of measures in [8] . Using these properties, Champion-De Pascale proved existence of solutions to the Monge problem in R n [6, 7] . By extending these properties of transportation plans to the Heisenberg group, De Pascale-Rigot proved existence of optimal transportation maps for the Monge problem with a C-C distance cost function in the Heisenberg group [10] . In this paper, we prove existence and uniqueness results of the Monge problem in R 2 , where the cost function is defined as (1.3). Our tools include the properties of transportation plans, density theory , c-cyclical monotonicity. We study convex constrained optimal transportation problems in R n in [9] using other different tools such as variational approximation, L ∞ -estimate of an displacement interpolation and so on. In the case of R n , we can only prove existence of optimal transportation maps. Existence of 2-dimensional case can be seen as a special result of that of n-dimensional case. Uniqueness of 2-dimensional case comes from further assumptions on initial transportation measures.
Our paper is organized as follows: in Section 2, we state some preliminaries in optimal transportation theory, convex sets and properties of transportation plans based on density theory. In Section 3, we address a convex constrained optimal transportation problem in R 2 where the cost function is the Euclidean distance with a strictly convex constraint. We prove existence and uniqueness of optimal transportation maps. We also give a sufficient condition to get existence and uniqueness results for the original Monge's problem in R 2 . In Section 4, we consider the case of a distance cost function with a convex constraint (but not strictly convex). We show existence of optimal transportation maps.
Preliminaries
In this section, we recall some general facts about optimal transportation, convex analysis and density theory. Let us recall a notion which characterizes optimality in the Kantorovich's problem.
Definition 2.1 ([15] c-cyclically monotone sets). S ⊂ R
n × R n is called c-cyclically monotone if and only if all k ∈ N and (
for each permutation σ of k letters.
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Theorem 2.2. If the cost function c(x, y) is lower semicontinuous and the optimal cost inf π∈Π(μ,ν)
c(x, y)dπ is finite, then optimality of γ ∈ Π(μ, ν) implies γ is concentrated on a c-cyclically monotone set Γ (see [20] , Thm. 5.10).
We say that a transportation plan γ ∈ Π(μ, ν) is induced by a transportation map if there exists a μ-
. Such a map is automatically a transportation map between μ and ν. Another equivalent statement of (id × T ) μ = γ is that:
We recall that if a transportation plan is concentrated on a γ-measurable graph then γ is induced by a transportation map. By measurable graph we mean a set of a form
x ∈ S} for some measurable sets S and some measurable maps T .
Theorem 2.3 ([10]
Optimal transportation plans versus optimal transportation maps).
Assume that γ is an optimal transportation plan of the Kantorovich's problem (1.2) and that γ is induced
by a transportation map T . Then T is an optimal transportation map of (1.1).
Assume that any optimal transportation plan of the Kantorovich's transportation problem (1.2) is induced
by a transportation map. Then there exists a unique optimal transportation map for the transportation problem (1.1).
Next we recall some definitions about convex sets.
Definition 2.4 [12] . Consider a convex set C ⊂ R n .
1. If x 0 is any point of C, we call dimension of C the dimension of span(C − x 0 ), i.e. the dimension of the smallest affine space containing C. This number is denoted by dim(C) and does not depend on the choice of x 0 . The interior and boundary of C in the canonical topology associated to the Euclidean distance in such an affine space are called relative interior and relative boundary and denoted by riC and r∂C. 2. A convex subset F ⊂ C containing more than one point is called a straight part of C if it is contained in relative boundary r∂C. 3. A subset F of a convex set C is called a maximal flat part of C if it is maximal for the inclusion among straight parts of C. 4. A subset F of a convex set C is called a flat part of C if there is a finite chain of convex sets
d is said to be strictly convex if it has no flat parts.
Finally we recall some properties of transportation plans. These properties are proved based on the density theory. The definitions and techniques detailed below were first introduced in [8] and extended to more general settings, for instance in any separable doubling metric measure space [10] . Definition 2.5 [6] [7] [8] . Let y ∈ R n , r > 0 and let γ ∈ Π(μ, ν) be a transportation plan, we define
In other words, γ −1 (B(y, r)) is the set of points whose mass is partially or completely transported to B(y, r). We recall that any optimal plan γ is concentrated on a c-cyclical monotone set Γ when the cost function is lower semicontinuous . The reason to deal with σ-compact sects Γ , in the above definition as well as in the following, is that the projection π 1 (Γ ) is also σ-compact, and in particular is a Borel set. Then Definition 2.5 can be refined as: Definition 2.6 [6] [7] [8] . let γ ∈ Π(μ, ν) be a transportation plan and Γ a σ-compact set on which γ is concentrated. For y ∈ R n and r > 0, we define
Also, we need the following lemmas.
Lemma 2.7 [6] [7] [8] .
, and Γ a set on which γ is concentrated. Then there exists a σ−compact subset R(Γ ) of Γ ∩ sptγ on which γ is concentrated and such that for any element
Lemma 2.8 [12] .
and ξ a unit vector in R n , then for any > 0, the following set has positive Lebesgue measure:
where the set C(x 0 , ξ, δ) is the following convex cone:
Lemma 2.9 [12] . Let C be a convex set in R n , x ∈ C and ξ a unit vector , η > 0 such that x + ηξ ∈ Int(C). Let 0 < η < η be fixed. Then there exist r > 0 and δ ∈ (0, 1) such that
The direction ξ is called an entering direction at the point x.
Cost functions with strictly convex constraints
One of the main results of this paper is to prove existence and uniqueness of minimizers of the Monge problem (1.1). We consider the optimal transportation problem with cost function (1.3) , where C is a strictly convex closed subset in R 2 . One is that the mass located at point x is transferred to the only destination y, another is that the mass located at point x is transferred to several possible destinations. In the second case, starting point x and any two destinations y, y do not lie in a single line. We shall give three examples to illustrate the idea. We recall a definition in advance.
Definition 3.3 [7, 10] . The function g(x) = lim sup
is called density of a measure μ, which is absolutely continuous with respect to L n . We denote it as μ = gL n . 
Example 3.4. Set μ
there is only one destination, or there are two destinations u 1 , u 3 and x, u 1 , u 3 do lie in a single line. In addition In our paper, we deal with optimal transportation problems including Example 3.4 and 3.5, but not Example 3.6. In fact, if there are two destinations y, y of x, and y, y , x lie in a single line, then it is complicated to consider existence and uniqueness of optimal transportation maps (here the cost function is (1.3) ). For example, we take the convex set C big enough, then the transportation problem with cost function (1.3) is the same as the problem with a distance cost function. Then we have existence and non-uniqueness of optimal transportation maps in Example 3.6 (In fact, if both μ and ν are absolutely continuous with respect to the Lebesgue measure, and the cost function is the Euclidean distance, then there are solutions of the Monge's problem which are also solutions of the Kantorovich's problem, but no uniqueness is guaranteed, see [19] .) Moreover, there may be no existence of optimal transportation maps, see examples in [1] . Remark 3.7. In Theorem 3.1, existence of solutions γ to the Monge-Kantorovich's problem (1.2) comes from the weak compactness of Π(μ, ν) and the lower semicontinuity of the cost function defined as (1.3). Denote by R(Γ ) the σ-compact set on which γ is concentrated as in Lemma 2.7. In addition, the definition of the cost function defined as (1.3) and the optimality of γ provide that y − x ∈ C holds for γ − a.e. (x, y) ∈ R(Γ ).
To prove Theorem 3.1, we need the following fundamental lemma. Before proving the lemma, we first state an assertion which is similar with the Monge's c-cyclical monotonicity in R 2 [19, 20] . Let π be an optimal transportation plan in the Monge problem with a Euclidean distance cost function in R Fig. 1 ), i.e. there exist 0 < ρ < 1 and 0 < r < 1 such that
where , is the usual Euclidean inner product.
We set ξ = y 0 − y 0 |y 0 − y 0 | · The direction ξ is an entering direction (see Lem. 2.9) at y 0 − x 0 and −ξ is an entering direction at y 0 − x 0 . According to Lemma 2.9, let > 0 fixed which will be chosen later, then there exist r > 0 and ρ ∈ (0, 1), such that:
Moreover, we can take ρ and r small enough, then we get
The two inequalities show that the directions of x − x 0 and y 0 − y r 0 are close to ξ. In addition, Lemma 2.8 and (x 0 , y 0 ) ∈ R(Γ ) show that we can choose a proper point x 0 , such that
Then we can choose y r 0 ∈ B(y 0 , r), so that the couple (x 0 , y r 0 ) ∈ R(Γ ) satisfy the distance and direction conditions at the beginning of this step.
Step 2. Furthermore, we can prove that the above pair (x 0 , y
In addition, the direction of x 0 − x 0 is close to −ξ (see Step 1) . As a result,
as a consequence of (3.1).
To prove Fig. 1 ). Then we get a contradiction with the above assertion. Now, we can proceed with the Proof of Theorem 3.1.
Proof of Theorem 3.1. As we mentioned in Remark 3.7, the direct method in the calculus of variations provides that there is an optimal transportation plan γ. Denote by R(Γ ) the σ-compact set on which γ is concentrated as in Lemma 2.7. For two arbitrary pairs (x 0 , y 0 ), (x 0 , y 0 ) ∈ R(Γ ) satisfying y 0 − x 0 , y 0 − x 0 ∈ C, the strict convexity of C provides that
As a result, Lemma 3.3 shows that y 0 = y 0 , i.e. γ is induced by a transportation map. Theorem 2.3 shows that the transportation map is optimal. Then we get the desired result in Theorem 3.1.
Proof. The idea is classical: let γ 1 and γ 2 be two solutions of (1.2), and let T 1 and T 2 the associated transportation maps (given by Thm. 3.1). The probability measure γ 1 + γ 2 2 is also an optimal transportation plan associated to an optimal transportation map T 3 . Then (2.1) in Section 2 shows that for any
If we take ϕ(x, y) = h(x)y where h(x) ∈ C 0 (R 2 ) is arbitrary, we have
Taking the identity into the equation (3.3), we have
Since ϕ is arbitrary, by choosing ϕ(x, y) = (x + y)
Generally speaking, for the original Monge's cost function, the minimizers of (1.1) are not unique. However we can give a sufficient condition for existence and uniqueness of solutions to the original Monge's problem with a Euclidean distance cost function in R 2 . In fact, existence and uniqueness results are the corollaries of our main Theorem 3.1. Proof. The optimal transportation problem can be considered as an optimal transportation problem with a convex constraint C = R 2 , since R 2 is strictly convex, then Theorem 3.1 provides existence of optimal transportation maps. In addition, uniqueness of optimal transportation maps comes from Corollary 3.9.
Cost functions with convex constraints
In this section, we consider convex constrained optimal transportation problems rather than strictly convex constrained ones. Using similar methods, we show there is an optimal transportation map of the MongeKantorovich problem where the cost function is the Euclidean distance with a convex constraint.
We begin with the following result which is a corollary of Lemma 3.6. Proof. We prove by contradiction. Assume that (y 0 − x 0 ) and (y 0 − x 0 ) do not belong to the same flat part of C, then we have
Lemma 3.6 shows that y 0 = y 0 . Then we get the contradiction and the desired result. Proof. Denote by C i , i ∈ I the flat part of convex set C, and C 0 the set of points of C which do not belong to any flat part of C. As a result
Existence of an optimal transportation plan comes from the weak compactness of the admissible set Π(μ, ν) and the lower semicontinuity of (1.3) (the closeness of the convex set C provides the lower semicontinuity). Denote by γ an optimal transportation plan and R(Γ ) defined as Theorem 3.1 so that γ is concentrated on R(Γ ). We will show that we can construct an optimal plan γ which is concentrated on a graph.
Step 1. To prove that γ can be decomposed as γ = γ| Γ0 + i∈I γ| Γi .
In fact, if y = y , then we get the result. If not, we prove by contradiction. We assume (x, y ) / ∈ Γ i then we have
Lemma 3.6 tells us y = y , then we get a contradiction. The above property shows that γ = γ| Γ0 + i∈I γ| Γi .
Then it is enough to construct an optimal plan which is induced by a map. In fact, by Theorem 3.1, the measure γ| Γ0 is concentrated on a graph, and we need only to prove that ∀i ∈ I, γ| Γi is induced by a map.
Step 2. To prove that for all i ∈ I, we can construct γ| Γi which is induced by a map.
We denote x = (x 1 , x 2 ) ∈ R 2 . For every i ∈ I we can choose a coordinate system so that the equation of C i is x 2 = 0.
Then y − x ∈ C i implies y 2 − x 2 = 0, so γ | Γi is concentrated on Γ := {(x, y) ∈ R 2 × R 2 : x = (x 1 , x 2 ), y = (y 1 , y 2 ), x 2 = y 2 }.
We write γ | Γi ((x 1 , x 2 ), (y 1 , y 2 )) = μ i (x 1 , y 1 ) × ζ(x 2 , y 2 ), with ζ := π x2,y2 γ | Γi , where π x2,y2 (x, y) = (x 2 , y 2 ). Then we have The explicit proof of the above (1), (2) can be found in [12] . In addition, we need the following lemma to complete our proof.
Lemma 4.3 [12] . Let φ : R → R ∪ +∞ be a lower semicontinuous convex function (which means convex on the domain {x ∈ R : φ(x) < +∞}), and μ, ν be two probability measures on R, with μ is absolutely continuous with Lebesgue measure L 1 . Then the optimal transportation problem (1.1) has a solution, but no uniqueness of optimal transportation maps is guaranteed.
Continued proof of Theorem 4.2. Lemma 4.3 provides that for all i ∈ I, the optimal transportation plan μ i is induced by a map T i , and then γ | Γi is induced by a map T i , where T i (x 1 , x 2 ) := ( T i x 1 , x 2 ). Furthermore we construct an optimal transportation plan γ = γ| Γ0 + i∈I γ| Γi which is induced by a transportation map. Theorem 2.3 in Section 2 shows that the transportation map is optimal.
Remark 4.4. Lemma 4.3 shows that the uniqueness of T i can not be guaranteed. Furthermore, the optimal transportation maps T i are not unique. With the same method, we can construct an optimal plan γ = γ| Γ0 + i∈I γ| Γi which is induced by another transportation map, then there is no uniqueness of optimal transportation maps.
