The strongest connections to V1 are fed back from neighbouring area V2 and from a network of higher cortical areas (e.g. V3, V5, LOC, IPS and A1), transmitting the results of cognitive operations such as prediction, attention and imagination. V1 is therefore at the receiving end of a complex cortical processing cascade and not only at the entrance stage of cortical processing of retinal input. One elegant strategy to investigate this information-rich feedback to V1 is to eliminate feedforward input, that is, exploit V1's retinotopic organisation to isolate subregions receiving no direct bottom-up stimulation. We highlight the diverse mechanisms of cortical feedback, ranging from gain control to predictive coding, and conclude that V1 is involved in rich internal communication processes.
Introduction
Cognitive functions such as memory, prediction, attention, imagination and consciousness are processed in distributed cortical and subcortical networks which include the subcortical structures and primary visual cortex, V1. The magnitude of cortical influences on the processing in early sensory cortex is often underestimated [1] . Primary visual cortical neurons, for example, are not passive transformers of sensory inputs but rather their activity is influenced by attention, task, training and expectation [1, 2] . V1 receives considerably more feedback and lateral input than feedforward thalamic afferents [3] (Figure 1 ). Recent investigations of baseline activation in V1 during contextual surround stimulation provide evidence for the feedback of complex scene information to non-stimulated parts of V1 [4] (Box 1 and Figure 2a) , and top-down influence of non-visual information [5] . This review will highlight empirical findings of cortical feedback to V1, and computational models of predictive coding and belief propagation inspired by such findings [6] [7] [8] . Given that a fraction of feedback connections to V1 originate in non-visual, multisensory, and subcortical areas [9] , we conclude that enhancing the understanding of feedback mechanisms to V1 is invaluable for understanding global macrocircuit communication.
Top-down and feedback projections to V1
The excitatory projections from the lateral geniculate nucleus (LGN) to V1 constitute only 5% of synapses onspiny stellate cells in layer IV [10] . This drives the earliest spiking activity, but still only 20% of V1 response variance can be explained by retinal input [11] . Consequently, the transformation of information through V1 neurons includes contributions of top-down, feedback and lateral input. Input from other cortical areas outnumbers bottom up input ( Figure 1a ). For example, V1 receives 10 times more axons from V2 than from the LGN [3] , and each upper layer pyramidal V1 cell receives 400 (excitatory) synapses from other cortical visual areas (approximately twice as much as from V2) [3] . A selection of further areas implicated in feedback or top-down modulation of V1 are discussed briefly: connections between early visual cortex and occipital face areas [12] (which project to temporal face areas) drive task-dependent modulation of V1 [13] (Figure 2c ), most probably recruiting the amygdala. The posterior intraparietal sulcus has retinotopically specific connections to V1 relevant for spatial attention [14] . Auditory, AIT, MST, LIP, and PIT amongst others connect to V1 [15] , and auditory stimulation leads to GABAergic (g-aminobutyric acid) inhibition in supragranular V1 pyramidal cells in sighted mice [16] and to increased functional magnetic resonance imaging (fMRI) activity in blind humans [17] . Especially effective, is the gating of V1 stimulus responses by the pulvinar [18] , and pulvinar attentional regulation of V1 synchronisation [19] . Considering these findings, critical questions arise: how complex is the top-down projected information: is it modulatory or driving, is it anticipatory or responsive [20 ] ?
For a functional dissociation, it is essential that feedforward and feedback components are independently stimulated or inactivated. Methods for doing so include pharmacological intervention, electrical stimulation, cooling and optogenetics. Self et al. [21 ] used pharmacological intervention combined with multiunit activity recording in macaques to demonstrate that feedback related to figure-ground modulation acts upon NMDA (N-Methyl-D-aspartate) receptors. NMDA receptors are central to the synaptic integration of feedback inputs which target the tuft dendrites of pyramidal neurons [22] in layer V, leading first to NMDA spikes and then to calcium spikes which propagate to the soma [23] .
Deficient top-down processing is implicated in neuropsychiatric diseases, such as schizophrenia, that have disturbed NMDA-receptor (NMDAR) function in their pathophysiology, which may in turn be related to altered GABAergic neurotransmission [24] . GABA A agonists reduce visual awareness in a figure-ground segmentation task that has been linked to feedback processing in humans [25] . During attentional modulation of V1, NMDA receptor-mediated feedback activity may depend on the tuning of the network by acetylcholine binding to muscarinic receptors, as the former alone has restricted effectiveness in the absence of cholinergic drive [26] . Quantitative in vitro receptor autoradiography will shed further light on layer-specific receptor populations [27] . Turning to 'cooling', one can isolate the contribution of feedback to properties such as global and local motion discrimination in early visual areas [28] . Another strategy is to selectively eliminate feedforward input and investigate the activity in these non-feedforward stimulated areas, that is, outside the classical receptive field (discussed in Box 1, and Figure 2 ).
Conceptualising the processing of feedback input to V1
We discuss below three concepts of feedback and topdown modulation: first, the classical notion that V1 contains a set of fixed feature detectors upon which top-down modulation enhances the gain to certain features. Second, top-down influences may create predictions as a function of learned associations, stimulus history and context captured in models of hierarchical predictive coding. Third, we consider influences of cortical feedback in the absence of the processing of bottom-up sensory features. Lastly, we discuss the potential role of feedback for conscious vision.
Gain control
One conceptualisation of modulatory feedback is the multiplicative gain control of sensory information, analogous to a volume control on a radio, regulating the signal intensity at a level at which neuronal response dynamics allow optimal information transmission. Such gain control is thought to be achieved by a mechanism intrinsic to V1 and can be seen as a simple auto adjustment not specific to, for example, task or contextual information. Topdown gain manipulation can take a more complex form, by adding the constraint of an internal state or expectation [29] [30] [31] , leading to a non-equally distributed gain or filter function on the incoming feedforward signal in a 
Box 1 Sampling feedback in non stimulated regions of V1
Feedforward and feedback processes are difficult to separate in space and time. Combining neuronal stimulation or inactivation (e.g. by cooling) in higher areas with recording of neuronal activity in lower tier areas is one optimal strategy to dissociate feedback from feedforward processing. However, an alternative strategy based on the divergent and convergent connectivity in the visual cortex can also be used, as in the examples shown in Figure 2 . V1 receives bottomup and lateral input from a small part of the visual field and feedback from higher areas (e.g. V3, V5) from a larger part of the visual field ( Figure 1 ). This connectivity profile allows for the investigation of responses outside the classical receptive field, that are unrelated to bottom-up input and direct monosynaptic lateral interaction, and instead related to cortical feedback (if the recorded region is distant enough from the visual stimulation). Figure 2 highlights fMRI and electrophysiological studies that used this recording strategy. particular spatial location of the visual scene, or filter a particular feature domain of the incoming stimulus (e.g. feature based attention [32] , biased competition [33] ). Such gain control models can explain findings of object from background segregation [34] , how a stimulus can be perceived more vividly if attended [35] , how top-down influence from the fusiform face area (FFA) can bias object vision of a constant but ambiguous stimulus [36] Network interactions Muckli and Petro 197 -c) , and the hypothetical imaging site for (d) which is away from foveal V1. Regions retinotopically mapped are displayed on the inflated left hemisphere for individual subjects under 'V1 activation'. Multivariate information decoding performance of surrounding scene content in the occluded region of cortex (a) [4] , BOLD signal for the target (orange) region lying on the apparent motion trace (b) [60] and multivariate decoding performance of facial expression during a gender task in the cortical representation of the mouth (orange) and in the rest of V1 (outside the mouth-representing and eyerepresenting regions, green (c) [13] ). BOLD signal measured with optical imaging (d) shows anticipatory top-down activity related to the task and unrelated to stimulus changes outside the receptive field [71] . The indirect measure of energy consumption in brain imaging techniques has the advantage of being specifically well tuned to the subthreshold neuronal processes in the non-classical receptive field and to attention effects [2, 72] .
or how the top-down influence of human V5 switches the global motion interpretations and the processing in V1 [37, 38] . Filtering of sensory data by top-down expectation can create a perception even out of noise input; for example observers can detect patterns that confirm their internal face model in random noise [39] . All of these examples are consistent with the idea of feature detectors on which higher cortical areas impose an influence.
Hierarchical predictive coding
A more complex account of cortical feedback or top-down processing is provided by the idea that feature detectors are influenced by spatio-temporal context and experience. For example, knowledge changes over time as a function of experience; well known objects are quickly recognised and unknown objects need to be learned. The competition between the learning of new objects and the recognition of old objects is conceptualised in the Adaptive Resonance Theory (ART) [8] . In ART networks, the top-down projections generate a hypothesis for the recognition of objects from the sensory signal, and in the case that the internal model explains well the sensory stimulation, the neuronal responses are enhanced and such recurrent enhancement is believed to lead to conscious recognition (see below) [8, 40, 41] .
In models of hierarchical predictive coding, higher processing stages create internal models on the basis of learned associations and current context, and convey predicted input to the next lower level of the cortical hierarchy via feedback [7,20 ,42 ]. In these models recognition is not only affected by experience but also by association with the temporal context (stimulation history), spatial context and the context of other sensory modalities (e.g. sound and touch). Hierarchical predictive coding models propose a matching inhibition mechanism [42 ] . Correctly predicted bottom-up signals are cancelled from further processing [43] , or attenuated [44, 45] . For example, the activation to a stimulus is reduced when it is predictable by its recent past: image sequences in natural movies are more predictable and lead to reduced activation of inferior temporal cortical neurons [46, 47] and reduction in neuronal response in V1 [48] . In contrast, ART models propose an enhancement of responses when stimulation matches the prediction [8] and a reset signal for mismatch. In HPC models a mismatch between the expectation and the incoming stimulus creates an excitatory surprise signal [49, 50] . The amount of mismatch that is accepted may change as a function of attention, task and experience [32, 51] . Common to these models is that expectation, context and knowledge shapes the bottom-up processing, unified in the free energy principle [52] .
Neurons in higher visual areas have larger receptive fields, higher spatial invariance, and as a consequence have lost precise spatial information about the location of an object (Figure 1 ) [53] . So, how well then can internal models central to hierarchical predictive coding hypotheses recover the spatial precision to predict the bottom-up signal? Using fMRI it was found that the top-down effect of perceptual grouping spread to a larger part of V1 [54] and similarily in monkey electrophysiology, stimulus expectation effects have been found to be widely spread [12] . As a consequence of the architecture of feedforward and feedback connections [55] (Figure 1b) , each region in V1 receives overlapping feedback from a large visual field and only feedforward input from a small area of the visual field. Top-down predictions might recover spatial precision in combination with lateral contextual processing [56, 57] (Figure 1b,c) .
Top-down processing in the absence of bottom-up processing
Hierarchical predictive coding models are the most complex feedback function discussed so far as they propose flexible, internally-generated filters that are richly informed by stimulus history, memory and contextual information [7] . However, there are many instances where top-down projections might contribute to V1 activation even in the absence of any feedforward stimulation, for example, during the processing of occluded information, during mental imagery, and for the processing of baseline activity. V1 neurons that receive bottom-up information from an occluder have been shown to respond to non-visible objects that move behind the occluder [58] . Likewise non-stimulated regions in V1 have been shown to receive information from the surrounding visual scene [4, 59] (Figure 2 ), or from a surrounding apparent motion illusion [60] . Moreover, the non-classical receptive field of V1 cells has been shown to enhance the information efficiency for processing of natural stimuli [61] . Lastly, categorical information has been decoded in the higher visual cortex during conditions of mental imagery [62] , and in V1 during visual motion imagery [63] , or in blindfolded subjects during auditory scene processing [5] . Such findings cannot be explained by applying a filter function to incoming stimuli as discussed earlier. Observing information regarding the content of previous or imagined stimulation (i.e., unrelated to the present stimulus), in early visual cortex may reflect a top-down prediction filter before it interacts with feedforward information, akin to an internal simulation. Spontaneous baseline activity is another instance of stimulus-unrelated processing in V1 which may be a form of top-down communication of which relatively little is known. It is this ongoing baseline activity that constitutes the majority of energy consumption in the brain (referred to as 'dark energy' [64] ). fMRI is tuned to energy consumption and might be especially useful for detecting information content in cortical feedback [4, 31, 65] .
Multiregional retroactivation
In the absence of bottom-up signals it is difficult to investigate what the communication between areas is consisting of. What are the areas communicating about when no sensory information is available? The global neuronal workspace model [66] proposes that there are other computational spaces in the brain ''(. . .) that distinguish themselves from the local processors by their reciprocal, long-range anatomical interconnection. Information encoded in the workspace therefore is available to many brain regions at once, including those responsible for motor behaviour or verbal report'' [67 ] . It is proposed that the availability of information contributes to subjective conscious states [66] . A related account proposes that ''top-down signals along the sensory pathways contribute to memory recall and are tightly linked to perception.'' Perception in this model is the 'remembered presence' and refers to a reconstruction process across a distributed association network [67 ] . This conscious stream is often bound to the incoming sensation 'remembered presence' but can also be decoupled during cognitive tasks, or (day-) dreaming. As an example, in humans, activation patterns in V1 can represent one of two grating stimuli that are kept in working memory irrespective of the sensory input of the preceding image [68] . A further example of how top-down modulation changes the feature-detectors in V1 can be given by perceptual learning in the absence of feedforward input. Shibata et al. [69 ] used a brain reading algorithm in V1 to classify between two different visual orientations. Using biofeedback subjects were then trained to change the orientation tuning in V1 without being aware of what was trained. Subjects succeeded to change the orientation tuning in V1 specific to the trained orientation without being aware of the task and without bottom-up stimulation. This exemplifies that the internal communication processes follow learning rules in the absence of feedforward processing.
Summary
If one were to draw on an analogy, V1 can be considered to 'speak two languages': bottom-up and top-down. The bottom-up language spoken by V1 consists of terms for simple and complex visual features, for example, contrast, orientation, end-line, and motion direction. Simplified translation tools are available for this language (such as the HMAX model). The other language spoken by V1 is top-down. There are different views on what this language consists of; there is the notion that this language is used for signalling relevant information, others suggest that this language is part of an internal narrative combining knowledge and association into a predictive code. The aim of this review is to highlight some aspects of what is known about V1's top-down language, of which much less is known than bottom-up. To hear this top-down message, one must listen in somewhere where bottomup is quiet (non-stimulated regions). It is also necessary to use recording devices tuned to energy consumption and not to spikes, which are the 'words spoken' by bottom-up processing. What we have learned about top-down so far is that it speaks with low spatial resolution and in more general terms. The future is promising towards translating this message, and how it interacts with bottom-up transmission.
Conclusion
Feedback is not only modulatory but can also be driving, it can spread to non-stimulated regions, it is task and memory related, and it is sensitive to temporal and spatial context. The greatest amount of energy is consumed in conditions unrelated to the processing of sensory stimulation but rather during ongoing baseline activity, to which the sensory processing contributes only little [36] . Receiving information from a distributed network of areas specialised for complex visual features, cognitive functions and non-visual information make it more plausible that V1 integrates internally generated models with the incoming signal. Such ideas are captured in the anatomically and neurophysiologically plausible framework of predictive coding, and in models of 'global neuronal workspace' [66] or 'multiregional retroactivation' [67 ] . Feedback signals hold more than a modulatory function and may contribute to rich internal communication processes.
