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Re´sume´
Le cadre ge´ne´ral dans lequel se situe cette the`se est l’e´tude des proprie´te´s de la matie`re ha-
dronique chaude et dense produite lors des collisions d’ions lourds ultrarelativistes. Cette matie`re
chaude et dense est majoritairement constitue´e de pions, les particules les plus le´ge`res du monde
hadronique. Leur faible masse provient de leur nature meˆme : ce sont les bosons de Goldstone de
la syme´trie chirale.
L’e´volution du gaz de pions peut se faire, de`s les premiers instants suivant sa formation, dans
le cadre de l’hydrodynamique relativiste. Dans une premie`re partie nous pre´sentons l’hydrody-
namique en pre´sence de syme´trie brise´e en insistant particulie`rement sur le fait que les modes
de Goldstone sont a` mettre sur un pied d’e´galite´ avec les grandeurs conserve´es : a` tous deux
correspondent des modes hydrodynamiques. Nous montrons e´galement comment ces “nouveaux”
modes, caracte´ristiques de la brisure d’une syme´trie, modiﬁent les e´quations d’e´volution. Par-
tant de l’exemple d’un syste`me superﬂuide, c’est-a`-dire d’un syste`me pre´sentant une brisure de
la syme´trie U(1), nous pre´sentons, dans la deuxie`me partie, les e´quations hydrodynamiques d’un
ﬂuide au sein duquel la syme´trie chirale SU(2)L × SU(2)R est brise´e. Nous appliquons ensuite
ces e´quations, d’une part aux collisions d’ions lourds ultrarelativistes dans le cadre du mode`le de
Bjorken, et d’autre part a` la de´termination des coeﬃcients de transport. Enﬁn, la troisie`me partie
est consacre´e au calcul de la viscosite´ de cisaillement dans le cadre de mode`les microscopiques de
the´orie des champs, a` savoir les mode`les λφ4 et σ-non line´aire.
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Abstract
The general frame of this work is the study of the hot and dense matter produced in ultra-
relativistic heavy ion collisions. This hot and dense matter is mainly constituted of pions, the
lowest mass excitation of the hadronic spectrum. This small mass is due to the Goldstone nature
of the pion associated to the breaking of chiral symmetry.
The pion gas evolution can be well described by relativistic hydrodynamics. In a ﬁrst part,
we examine how the theory of hydrodynamics itself is modiﬁed due to the presence of Goldstone
modes. In particular, we show that Goldstone modes are also hydrodynamic modes like those
associated to conserved quantities. In a second part, starting from the standard superﬂuid system,
which presents a breaking of U(1), we generalize to a chiral ﬂuid, that is a ﬂuid with a breaking of
SU(2)L × SU(2)R. We then apply the equations for this chiral ﬂuid to heavy ion collisions in the
context of the Bjorken model and to the determination of transport coeﬃcients. In the last part,
we compute explicitly the shear viscosity from microscopic models, namely λφ4 and the non-linear
σ model.
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Introduction ge´ne´rale
La matie`re hadronique, a` l’e´chelle des quarks et des gluons est bien de´crite par la chromody-
namique quantique (QCD), the´orie fondamentale des interactions fortes. Cette the´orie de jauge
posse`de deux proprie´te´s remarquables, la liberte´ asymptotique et le conﬁnement de la couleur.
La liberte´ asymptotique signiﬁe que l’intensite´ de l’interaction entre les quarks de´croˆıt avec la
distance : les quarks se comportent comme des particules libres lorsque leur distance relative tend
vers ze´ro. Les quarks posse`dent une charge (la couleur) et le conﬁnement nous indique qu’il est
impossible d’observer une conﬁguration de quarks colore´e avec une e´nergie et une taille ﬁnies.
Dans des conditions extreˆmes de tempe´rature et/ou densite´, on s’attend cependant a` observer un
plasma de quarks et de gluons (QGP), matie`re nucle´aire de´conﬁne´e. Les expe´riences de collisions
d’ions lourds ultra-relativistes actuelles ont en partie pour objet l’e´tude de ce plasma. Mais, meˆme
si le QGP n’est pas forme´ lors de ces collisions (il n’existe pas encore de preuve formelle), ces
dernie`res fournissent quoiqu’il arrive des informations pre´cieuses sur les proprie´te´s de la matie`re
nucle´aire dense et chaude.
La QCD posse`de une autre caracte´ristique, la syme´trie chirale SU(2)L× SU(2)R. Cette syme´trie
n’est pas re´alise´e au niveau du spectre des particules : elle est spontane´ment brise´e. Cette brisure
est a` l’origine de l’existence de modes de Goldstone qui doivent eˆtre identiﬁe´s avec les pions.
Ces particules le´ge`res (leur masse non nulle est due a` la brisure explicite de la syme´trie) sont
produites en grande quantite´ dans les collisions. Une fois encore on s’attend a` un phe´nome`ne lie´
aux conditions extreˆmes de tempe´rature et de densite´ re´alise´es dans les collisions : la restauration
(meˆme partielle) de la syme´trie chirale. Cette transition de phase est caracte´rise´e par un parame`tre
d’ordre, le condensat de quarks < q¯q >. A basse tempe´rature, seules contribuent les excitations
thermiques du vide de QCD associe´es aux particules les plus le´ge`res : les pions. Il est alors possible
de construire des the´ories eﬀectives de´crivant la matie`re hadronique directement en termes de pions
(le mode`le sigma non line´aire par exemple).
C’est dans ce cadre ge´ne´ral que se situe le sujet de cette the`se, la description d’un gaz de pions
hors e´quilibre. Pour traiter le proble`me, nous allons dans une premie`re partie nous inte´resser a` la
description hydrodynamique d’un syste`me et plus particulie`rement aux modes hydrodynamiques
(phe´nome`nes dissipatifs), qu’ils soient lie´s aux quantite´s conserve´es ou a` la brisure spontane´e d’une
syme´trie continue. Nous traiterons les exemples du ﬂuide normal et du superﬂuide ainsi que de leur
ge´ne´ralisation au cas relativiste. Il sera e´galement question de physique statistique hors e´quilibre,
technique permettant le calcul des coeﬃcients de transport en termes de fonctions de corre´lation.
Les coeﬃcients de transport sont des e´le´ments importants pour la compre´hension des phe´nome`nes
dissipatifs pouvant survenir dans un syste`me physique. Ils permettent de manie`re ge´ne´rale une
caracte´risation au niveau macroscopique de ce qui se passe au niveau microscopique dans un
syste`me hors e´quilibre : ils fournissent des informations sur la manie`re dont re´agit un syste`me
lorsqu’une quantite´ (T , µ, etc.) pre´sente des inhomoge´ne´ite´s, c’est-a`-dire est diﬀe´rente en chaque
point alors qu’elle devrait eˆtre uniforme a` l’e´quilibre. Le champ d’application de tels calculs est
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2extreˆmement vaste. Par exemple dans le cas de la matie`re nucle´aire, la de´termination de la viscosite´
de cisaillement permet d’obtenir indirectement des informations sur l’e´quation d’e´tat. Dans le cas
des collisions d’ions lourds ultrarelativistes, le calcul des temps de relaxation associe´s aux diﬀe´rents
coeﬃcients de transport sont tre`s importants du point de vue phe´nome´nologique car ils fournissent
les ordres de grandeur de diﬀe´rentes e´chelles de temps ne´cessaires a` une description correcte de
l’e´volution de la matie`re hadronique produite. Enﬁn, une bonne connaissance du comportement
critique de ces meˆmes coeﬃcients pour un gaz de quarks et de gluons permettrait d’obtenir des
informations sur la transition de phase de de´conﬁnement.
La deuxie`me partie sera consacre´e a` l’hydrodynamique en pre´sence de syme´trie chirale brise´e.
Apre`s un rappel sur cette syme´trie, nous introduirons les e´quations hydrodynamiques ne´cessaires
a` la description correcte d’un gaz de pions, prenant en compte les variables hydrodynamiques
supple´mentaires dues a` la brisure. En eﬀet, aux modes de Goldstone que sont les pions, on associe
une e´quation hydrodynamique qui comple`te le syste`me d’e´quations de conservation. La re´solution
du syste`me d’e´quations conduit a` des termes supple´mentaires dans l’expression de l’e´nergie, la
pression... Pour traiter les collisions d’ions lourds, plusieurs approximations et hypothe`ses sont
faites, notamment l’utilisation d’e´quations hydrodynamiques de ﬂuide parfait. Nous pre´senterons
une application, dans le cadre de la ge´ome´trie de Bjorken, pour e´valuer l’inﬂuence de la prise en
compte de la brisure de syme´trie, et de la viscosite´, sur le proﬁl d’e´volution de la tempe´rature.
Enﬁn, nous e´tablirons les e´quations dissipatives d’un ﬂuide avec syme´trie chirale brise´e, mettant
en jeu de nombreux coeﬃcients de transport.
Dans la troisie`me partie, en utilisant les expressions ge´ne´rales des coeﬃcients de transport,
nous pre´senterons en particulier le calcul de la viscosite´ de cisaillement pour un gaz de bosons
en interaction dans le cadre de la the´orie quantique des champs. Nous rappellerons les re´sultats
e´tablis dans le cas de la the´orie λΦ4 en utilisant tout d’abord une approche diagrammatique puis
une approche fonde´e sur le formalisme des fonctions de Green hors e´quilibre. Puis nous ferons le
calcul pour un gaz de pions avec un lagrangien de mode`le sigma non line´aire.
Premie`re partie
Hydrodynamique
3

Chapitre 1
Modes hydrodynamiques et ﬂuide
normal
Le comportement d’un syste`me a` grand nombre de particules est extreˆmement complexe et son
traitement a` l’e´chelle microscopique est a priori impossible dans le cas ge´ne´ral. Cependant il existe
des situations particulie`res pour lesquelles des the´ories bien e´tablies existent. C’est notamment le
cas pour les syste`mes proches de l’e´quilibre qui sont de´crits dans le cadre de l’hydrodynamique.
1.1 Description hydrodynamique
Un ﬂuide est un milieu continu. Pour comprendre ce que cela signiﬁe il faut de´composer le
syste`me en cellules de taille caracte´ristique L, e´le´ments de volume petits a` l’e´chelle macroscopique
mais grands a` l’e´chelle microscopique c’est-a`-dire contenant un grand nombre de particules (on
parle de cellules me´soscopiques). Les proprie´te´s en “un point” r a` un instant donne´ re´sultent donc
en fait d’une moyenne sur les mole´cules. On peut ainsi par exemple de´ﬁnir pour chaque cellule une
densite´ qui est constante bien qu’a` l’e´chelle hydrodynamique Lh (taille caracte´ristique de variation
des grandeurs du syste`me), la densite´ varie. L’approximation du continu n’est valable que lorsque
le libre parcours moyen l des mole´cules est tre`s petit devant Lh [1] :
l  L Lh (1.1)
Ensuite le ﬂuide peut se trouver dans un e´tat hors e´quilibre. Il existe une gamme d’e´tats pour
lesquels une the´orie comple`te permet sa caracte´risation et la description de son e´volution : c’est
le re´gime hydrodynamique. C’est un re´gime dans lequel les phe´nome`nes sont caracte´rise´s par une
e´chelle de longueur et une e´chelle de temps. Il faut que la dimension typique sur laquelle varie une
grandeur soit supe´rieure au libre parcours moyen et que le temps caracte´ristique pendant lequel
varient ces grandeurs soit supe´rieur au temps entre deux collisions. Il faut donc que l’on puisse,
a` l’inte´rieur d’une cellule, de´ﬁnir des grandeurs d’e´quilibre (local) telles que tempe´rature, etc. qui
aient un sens c’est-a`-dire qu’il faut que le syste`me soit assez grand et assez stable dans le temps
pour eˆtre eﬀectivement a` l’e´quilibre. Le re´gime hydrodynamique correspond donc aux excitations
de basses fre´quences et de grandes longueurs d’onde ; le nombre d’onde k = 2π
Lh
et la fre´quence w
sont alors petits (kl  1 et wτc  1).
On supposera donc toujours qu’en chaque point, il existe un e´quilibre local : le syste`me, qui
dans son ensemble est hors e´quilibre, est de´compose´ en cellules a` l’e´quilibre thermodynamique [2].
Dans chaque cellule il est donc possible d’appliquer les lois valables a` l’e´quilibre et, a` nouveau,
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les parame`tres caracte´risant le syste`me (tempe´rature, pression...) sont donc constants dans une
cellule mais varient d’une cellule a` l’autre. Partant d’un e´tat fortement hors e´quilibre, les collisions
assurent dans un premier temps la relaxation vers l’e´quilibre local. Et c’est une fois cet e´quilibre
local atteint que le traitement hydrodynamique du syste`me devient valide.
Imaginons maintenant une perturbation exte´rieure sur un syste`me dans le re´gime hydrody-
namique. A` cause du grand nombre de constituants et des interactions entre ces constituants, il
est e´vident que des phe´nome`nes collectifs peuvent apparaˆıtre. Certains de ces modes collectifs,
que l’on appelle modes hydrodynamiques, et qui posse`dent toute l’information sur les proprie´te´s
dynamiques macroscopiques d’un syste`me, ont des caracte´ristiques bien particulie`res que l’on va
de´crire maintenant.
1.2 Modes hydrodynamiques
On conside`re un syste`me globalement hors e´quilibre (mais cependant dans le re´gime hydrody-
namique) soumis a` des perturbations diverses. Pour la plupart des perturbations, le processus de re-
laxation est eﬃcace, c’est-a`-dire que le syste`me relaxe vers l’e´quilibre avec un temps caracte´ristique
tre`s court (les processus collisionnels dans un gaz par exemple, ont un temps caracte´ristique
τc  10−12s). Mais si maintenant la perturbation concerne une quantite´ conserve´e (e´nergie, im-
pulsion, nombre de particules, etc.) alors le processus de relaxation peut devenir extreˆmement
lent dans la limite basse fre´quence, grande longueur d’onde (limite hydrodynamique). En eﬀet, un
exce`s local en un endroit du syste`me est force´ment compense´ par un de´ﬁcit (puisque l’on conside`re
une grandeur conserve´e) qui peut se trouver a` une distance de l’ordre de la taille du syste`me ; le
cas simple d’une perturbation sinuso¨ıdale est repre´sente´ par la ﬁgure suivante [3] :
δQ(x)
xLh
Fig. 1.1: Faible perturbation sinuso¨ıdale d’une quantite´ conserve´e.
Un mode collectif se met alors en place et assure le transport de la quantite´ exce´dentaire vers
la re´gion de´ﬁcitaire (sur une distance de l’ordre de Lh/2) et le retour a` l’e´quilibre s’eﬀectue en
un temps tre`s long. L’origine profonde de la se´paration des e´chelles de temps provient du fait que
les inhomoge´ne´ite´s spatiales d’une grandeur conserve´e ne peuvent pas disparaˆıtre localement et
donc instantane´ment. Le processus de relaxation se fait donc uniquement par transport, diﬀusif ou
convectif, des re´gions de forte densite´ vers les re´gions de faible densite´ et non par amortissement
local, comme pour les autres perturbations.
Par exemple, dans le ﬂuide normal (cf. 1.4), les grandeurs conserve´es sont le nombre de parti-
cules, l’e´nergie et la quantite´ de mouvement. Comme a` chacune des quantite´s conserve´es dans un
syste`me on associe un mode hydrodynamique (on verra ulte´rieurement (cf. 2) que la re´ciproque est
fausse), cela signiﬁe qu’il existe cinq modes hydrodynamiques pour un ﬂuide normal, c’est-a`-dire
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cinq modes qui relaxent lentement dans la limite basse fre´quence, grande longueur d’onde. Plus
pre´cise´ment, on peut montrer que la constante de temps est inversement proportionnelle au carre´
du nombre d’onde, donc proportionnelle au carre´ de la longueur caracte´ristique des inhomoge´ne´ite´s
spatiales :
τR ∝ 1
k2
∝ L2h lim
k→0
τR = +∞ (1.2)
Dans la limite k → 0, τR devient donc inﬁni : les exce`s associe´s aux quantite´s conserve´es mettent
un temps inﬁni pour disparaˆıtre et la dure´e de vie d’un mode hydrodynamique devient alors inﬁnie.
Les conside´rations de´veloppe´es jusqu’a` pre´sent sont tout a` fait ge´ne´rales et inde´pendantes de
la cine´matique. Nous allons donc a` pre´sent e´tudier les e´quations hydrodynamiques dans le de´tail.
1.3 Transport
Pour introduire la notion de transport, conside´rons les variables extensives Qi(t) d’un syste`me.
Pour chacune de ces quantite´s, il existe une loi de conservation (e´quation de bilan) qui s’e´crit de
fac¸on ge´ne´rale :
∂ρQi(x, t)
∂t
= − div.jQi + σQi (1.3)
ou` ρQi(x, t) est la densite´ locale de Qi(t), jQi est la densite´ de courant (ﬂux) associe´ a` Qi et σQi
est la production (ou consommation) e´ventuelle de Qi. Dans le cas d’une grandeur conserve´e, il
n’y a pas de source, σQi = 0. La forme du ﬂux de´pend de la quantite´ conside´re´e. Il peut eˆtre
convectif (jQi = ρQiu ou` u est la vitesse locale), comme pour le bilan de la masse, et/ou diﬀusif,
conductif... On peut ainsi e´crire les bilans de masse, charge, e´nergie, quantite´ de mouvement... qui
sont des quantite´s conserve´es (en l’absence de forces exte´rieures) et d’entropie, qui est conserve´e
en l’absence de dissipation (phe´nome`nes irre´versibles).
La deuxie`me e´tape dans l’e´tablissement des e´quations de transport consiste a` de´terminer la
de´pendance de ces ﬂux dans les ”forces” qui leur donnent naissance. Il n’y a pas en ge´ne´ral
de relation rigoureuse : on conside`re alors des relations phe´nome´nologiques. Si l’on eﬀectue un
de´veloppement au voisinage de l’e´quilibre (jQi = 0) dans les forces, la the´orie line´aire relie les ﬂux
aux forces par des coeﬃcients de proportionnalite´ (uniquement fonction des variables d’e´tat du
syste`me) que l’on appelle coeﬃcients de transport. Ces coeﬃcients phe´nome´nologiques ne sont pas
tous inde´pendants, ils doivent satisfaire le second principe de la thermodynamique (production
d’entropie positive), le principe de Curie et les relations de re´ciprocite´ d’Onsager. Nous utiliserons
ces proprie´te´s au chapitre 6.
Le courant est, dans la plupart des cas, cre´e´ par le gradient d’une quantite´ Ai associe´e a` Qi, et
tend a` ramener le syste`me vers l’e´quilibre, c’est-a`-dire vers l’absence de gradient. On peut alors
e´crire si les gradients sont faibles :
jQi = −αi
−−→
gradAi (1.4)
Les αi sont les coeﬃcients de transport. En combinant ces e´quations de transport avec les e´quations
de conservation (bilan) pre´ce´dentes, on obtient des e´quations de type ”diﬀusion” qui s’e´crivent :
∂Ai
∂t
= Di ∆Ai (1.5)
ou` les Di sont les coeﬃcients de diﬀusion (relie´s aux coeﬃcients de transport), de dimension
L2T−1. Cette dernie`re e´quation donne l’e´volution temporelle de la grandeur thermodynamique Ai
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et peut eˆtre re´solue si les conditions aux limites sont pre´cise´es. En eﬀectuant une transforme´e de
Fourier (sur les composantes spatiales), on trouve une solution de la forme Ai(t) = Ai(0) e
−t/τ avec
τ = 1/(Dik
2), ce qui correspond au temps de relaxation, qui diverge a` la limite hydrodynamique,
comme mentionne´ au paragraphe pre´ce´dent.
Dans les ﬂuides [1], il existe ge´ne´ralement trois types de transports diﬀusifs (de quantite´s
conserve´es) :
– transport de chaleur duˆ a` un gradient de tempe´rature T ,
– transport de masse duˆ a` un gradient de concentration,
– transport de quantite´ de mouvement duˆ a` un gradient de vitesse.
Chacun de ces gradients cre´e donc un ﬂux associe´ qui s’oppose a` ces gradients. Dans l’approxima-
tion line´aire, ces ﬂux sont simplement proportionnels a` ces gradients, et permettent de de´ﬁnir les
coeﬃcients de transport.
Dans le cas de la diﬀusion de chaleur, on a JQ(r, t) = −λ −−→grad T (r, t), ou` λ est par de´ﬁnition la
conductivite´ thermique du milieu. A partir de l’e´quation de conservation de l’e´nergie, on peut en
de´duire l’e´quation de diﬀusion associe´e (appele´e e´quation de Fourier) :
∂T (r, t)
∂t
= κ∆T (r, t)
ou` κ = λ/(ρcV ) est la diﬀusivite´ thermique (ρ est la masse volumique et cV la capacite´ thermique
massique).
Pour ce qui est de la diﬀusion particulaire, on a Jn(r, t) = −D −−→grad n(r, t) (loi de Fick), et
l’e´quation de diﬀusion associe´e s’e´crit :
∂n(r, t)
∂t
= D∆n(r, t)
D est a` la fois le coeﬃcient de transport et le coeﬃcient de diﬀusion particulaire. Enﬁn, pour
la diﬀusion de quantite´ de mouvement, on e´crira dans le cas d’un cisaillement unidimensionnel :
Fx(x, t)
S
= −η∂ vx(x, t)
∂ y
. F repre´sente la force de friction exerce´e par une couche de ﬂuide de sur-
face S sur une couche adjacente et F/S est la contrainte de cisaillement ou, par analogie aux deux
autres e´quations, le ﬂux associe´ au transport. η est appele´ viscosite´ dynamique ou de cisaillement.
La ge´ne´ralisation a` trois dimensions fait intervenir des tenseurs. L’e´quation de diﬀusion ge´ne´ralise´e
a` trois dimensions s’e´crit pour la vitesse (et donc pour la quantite´ de mouvement si on multiplie
les deux membres par ρ) :
∂v(r, t)
∂t
= ν ∆v(r, t)
ou` ν = η/ρ est le coeﬃcient de diﬀusion, appele´ viscosite´ cine´matique. La viscosite´ de´ﬁnie
pre´ce´demment dans le cas particulier du cisaillement simple est associe´e aux contraintes tan-
gentielles. Mais il existe d’autres contraintes dans le cas ge´ne´ral, associe´es aux variations du ﬂuide
par compression, auxquelles correspond un autre coeﬃcient de transport, la viscosite´ volumique
ζ (voir Annexe A).
Cette introduction montre que les coeﬃcients de transport apparaissent dans des lois phe´nome´-
nologiques (macroscopiques) qui indiquent comment un syste`me pre´sentant des inhomoge´ne´ite´s
va relaxer vers son e´quilibre global par l’interme´diaire du transport. L’approche est ici purement
macroscopique et la de´termination des coeﬃcients de transport rele`ve de l’expe´rience, si l’on
s’aﬀranchit de la me´canique statistique du non-e´quilibre. Car du point de vue microscopique,
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meˆme lorsqu’un syste`me est a` l’e´quilibre, les grandeurs permettant de le de´crire ﬂuctuent autour
de leur valeur d’e´quilibre, et ces ﬂuctuations sont caracte´rise´es par des fonctions de corre´lation.
De plus, que ces e´carts aux valeurs d’e´quilibre soient dus aux ﬂuctuations statistiques ou au
contraire a` des gradients parce que le syste`me est hors d’e´quilibre, est de peu d’importance. Dans
les deux cas, le me´canisme de relaxation est le meˆme (hypothe`se d’Onsager). Il y a donc une
relation entre les coeﬃcients de transport et les fonctions de corre´lation et il est par conse´quent
ne´cessaire, pour calculer les coeﬃcients, de calculer auparavant ces fonctions de corre´lation. Pour
cela, on dispose du the´ore`me de ﬂuctuation-dissipation (FDT), the´ore`me qui relie la fonction de
re´ponse (dont la partie imaginaire est lie´e a` la dissipation) du syste`me a` une perturbation, aux
ﬂuctuations (fonctions de corre´lation). Dans les paragraphes suivants, nous allons ainsi e´tablir
a` partir des e´quations hydrodynamiques d’une part et des fonctions re´ponse du syste`me d’autre
part, les coeﬃcients de transport en termes de fonctions de corre´lation.
1.4 E´quations hydrodynamiques du ﬂuide normal
Dans la limite non relativiste, le ﬂuide normal (i.e. non charge´, isotrope et non superﬂuide) est
de´crit par cinq grandeurs locales : la densite´ d’e´nergie , la densite´ particulaire n et la densite´ de
quantite´ de mouvement p. Ces grandeurs locales sont associe´es aux cinq quantite´s conserve´es que
sont l’e´nergie, la masse et la quantite´ de mouvement. Nous e´crivons donc les e´quations d’e´volution
pour :
– le nombre de particules :
∂
∂t
n(r, t) + div
p(r, t)
m
= 0 (1.6)
ou` n est la densite´ de particules et p la densite´ d’impulsion.
– l’impulsion :
∂
∂t
p(r, t) + div[τ(r, t)] = 0 (1.7)
ou` [τ ] est le tenseur des contraintes.
– l’e´nergie :
∂
∂t
ε(r, t) + divjε(r, t) = 0 (1.8)
ou` ε est la densite´ d’e´nergie et jε la densite´ de courant d’e´nergie.
On a donc cinq variables conserve´es auxquelles on associe cinq variables intensives :
– la tempe´rature T = 〈T (r, t)〉eq, ou` 〈...〉eq de´signe la valeur moyenne a` l’e´quilibre thermody-
namique global
– la pression P = 〈P (r, t)〉eq
– la vitesse moyenne v(r, t) de´ﬁnie par 〈p(r, t)〉 = 〈n(r, t)〉mv(r, t) qui s’e´crit au premier ordre :
〈p(r, t)〉 = n mv(r, t) (1.9)
ou` la valeur moyenne est a` l’e´quilibre local et avec n = 〈n(r, t)〉eq.
En de´rivant explicitement l’e´nergie volumique totale ε = εc+εint, on peut reconnaˆıtre, en utilisant
l’e´quation de Navier Stokes (annexe A) pour le bilan d’e´nergie cine´tique εc et la conservation de
l’e´nergie pour le bilan d’e´nergie interne εint, le courant associe´. Il est de la forme :
jε(r, t) = (ε + P )v(r, t)− κ −−→grad T (r, t) (1.10)
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Quant au tenseur des contraintes, il est de la forme (voir annexe A) :
τij(r, t) = δijP (r, t)− η
(
∂vi(r, t)
∂rj
+
∂vj(r, t)
∂ri
)
− (ζ − 2
3
η)δijdiv v(r, t) (1.11)
avec η la viscosite´ de cisaillement et ζ la seconde viscosite´ (ou viscosite´ volumique). A l’e´quilibre :
jε = (ε + P )v et τij = δijP . Les e´quations 1.6 a` 1.11 constituent une description comple`te
d’un ﬂuide normal c’est-a`-dire non superﬂuide. Ce sont des e´quations line´arise´es. Cela signiﬁe que,
normalement, des termes faisant intervenir la vitesse au carre´ devraient apparaˆıtre. Cependant
comme nous allons nous placer dans le cadre de la the´orie de la re´ponse line´aire, ils ne sont pas
ne´cessaires. Notons e´galement que dans la suite on conside´rera un milieu inﬁni, aﬁn d’e´liminer les
proble`mes de conditions aux limites.
En utilisant les e´quations 1.7 et 1.11, on e´crit la loi de conservation de l’impulsion :
∂
∂t
〈p(r, t)〉+−−→grad P (r, t)− η
mn
∆〈p(r, t)〉 − ζ +
η
3
mn
−−→
grad div 〈p(r, t)〉 = 0 (1.12)
Cette e´quation se se´pare en deux parties en de´composant l’impulsion en une partie transverse et
une partie longitudinale : p(r, t) = pt(r, t)+pl(r, t). Ainsi, par de´ﬁnition, nous aurons : div pt(r, t) =
0 et rot pl(r, t) = 0. On obtient donc deux e´quations :
∂
∂t
〈pt(r, t)〉 − η
mn
∆〈pt(r, t)〉 = 0 (1.13)
∂
∂t
〈pl(r, t)〉+−−→grad P (r, t)−
ζ + 4η
3
mn
−−→
grad div 〈pl(r, t)〉 = 0 (1.14)
En prenant la divergence de l’e´quation 1.14 et avec l’e´quation de continuite´ 1.6, on obtient :(
−m ∂
2
∂t2
+
ζ + 4η
3
n
∂
∂t
∆
)
〈n(r, t)〉+ ∆P (r, t) = 0 (1.15)
Les e´quations 1.8 et 1.10 donnent :
∂
∂t
(
〈ε(r, t)〉 − ε + P
n
〈n(r, t)〉
)
− κ∆T (r, t) = 0 (1.16)
L’e´quation 1.13 est l’e´quation de diﬀusion pour la quantite´ de mouvement transverse et les
e´quations 1.15 et 1.16 sont les e´quations couple´es de la diﬀusion longitudinale (la quantite´ de
mouvement longitudinale est relie´e a` la densite´ de particules par :
∂
∂t
n(r, t) + div
pl(r, t)
m
= 0).
Pour analyser ces e´quations, on de´ﬁnit pt(k, z) la transforme´e de Fourier dans l’espace et de La-
place dans le temps de pt(r, t) en supposant que pt(r, t) s’annule a` l’inﬁni :
pt(k, z) =
∫
d3re−i
kr
∫ ∞
0
dt eizt〈pt(r, t)〉, Im z > 0.
Appliquons cette transformation a` l’e´quation pour l’impulsion transverse 1.13 :
(
−iz + η
mn
k2
)
pt(k, z)−
∫
d3r e−i
k.r〈pt(r, t = 0)〉 = 0
soit la solution : pt(k, z) =
imnvt(k)
z + iη
mn
k2
(1.17)
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Le poˆle en z = − iη
mn
k2 caracte´rise le processus de diﬀusion. En eﬀet, en revenant dans l’espace t,
on obtient facilement que : pt(k, t) = e
−t/τ(k)pt(k, 0). Le temps de vie s’e´crit τ(k) =
mn
ηk2
, et on peut
remarquer que dans le re´gime hydrodynamique, c’est-a`-dire pour |k| petit, il tend vers l’inﬁni. De
la meˆme manie`re, les e´quations 1.15 et 1.16 se transforment en :
imz(−iz + Dlk2)n(k, z)− k2P (k, z) = −m(−iz + Dlk2)n(k) (1.18)
−iz[ε(k, z)− ε + P
n
n(k, z)] + κ k2T (k, z) = ε(k)− ε + P
n
n(k) (1.19)
avec Dl =
ζ + 4η/3
mn
le coeﬃcient de diﬀusion longitudinale.
Dans les e´quations pre´ce´dentes, on voit naturellement apparaˆıtre la quantite´ ε(k, z)− ε + P
n
n(k, z).
Elle peut s’interpre´ter comme la densite´ de chaleur et nous la noterons q(k, z). En eﬀet, la relation
dE = d(εV ) = εdV +V dε = TdS−PdV , combine´e a` la conservation du nombre de particules qui
impose dV = −V dn
n
, donne :
T
V
dS = −εdn
n
+ dε− P dn
n
= dq. q est donc bien T fois la ”densite´”
d’entropie soit la densite´ de chaleur.
Le syste`me e´tant a` l’e´quilibre thermodynamique local, on peut utiliser les relations de la thermo-
dynamique d’e´quilibre :
T (k, z) =
∂T
∂n
∣∣∣∣
s
n(k, z) +
V
T
∂T
∂S
∣∣∣∣
n
q(k, z)
P (k, z) =
∂P
∂n
∣∣∣∣
s
n(k, z) +
V
T
∂P
∂S
∣∣∣∣
n
q(k, z)
Pour les variables caracte´risant l’e´tat initial, on va utiliser au contraire, au lieu de T et P , les
variables :
n(k) =
∂n
∂P
∣∣∣∣
T
P (k) +
∂n
∂T
∣∣∣∣
P
T (k)
q(k) =
T
V
∂S
∂P
∣∣∣∣
T
P (k) +
T
V
∂S
∂T
∣∣∣∣
P
T (k)
Les e´quations 1.18 et 1.19 peuvent se mettre sous une forme matricielle :
 izm(−iz + Dl
k2)− k2 ∂P
∂n
∣∣∣∣
S
−k2V
T
∂P
∂S
∣∣∣∣
n
κk2
∂T
∂n
∣∣∣∣
S
−iz + κk2V
T
∂T
∂S
∣∣∣∣
n

(
n(k, z)
q(k, z)
)
=
 −m(−iz + Dl
k2)
∂n
∂P
∣∣∣∣
T
−m(−iz + Dlk2) ∂n
∂T
∣∣∣∣
P
T
V
∂S
∂P
∣∣∣∣
T
T
V
∂S
∂T
∣∣∣∣
P

(
P (k)
T (k)
)
(1.20)
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La re´solution de ce syste`me ne´cessite l’inversion de la matrice du membre de gauche et donc de
rechercher les poˆles, solutions de :[
izm(−iz + Dlk2)− k2 ∂P
∂n
∣∣∣∣
S
](
−iz + κ k2V
T
∂T
∂S
∣∣∣∣
n
)
+ k2
V
T
∂T
∂S
∣∣∣∣
n
κk2
∂T
∂n
∣∣∣∣
S
= 0
Nous sommes dans le re´gime hydrodynamique, re´gime dans lequel k est petit. Il est donc tout a`
fait le´gitime de chercher des solutions du type z = α + βk + γk2.
On trouve :
z0 = −iDTk2
z± = ±vsk − i2Γk2
ou` on a pose´ Γ = Dl + DT (
cp
cv
− 1) avec DT = κ/mncp, mncp = T
V
∂S
∂T
∣∣∣∣
P
, mncv =
T
V
∂S
∂T
∣∣∣∣
n
et
mvs =
∂P
∂n
∣∣∣∣
S
, ou` vs est la vitesse du son dans le milieu, cp et cv les chaleurs spe´ciﬁques. La relation
de dispersion associe´e au poˆle z0 correspond a` un mode de diﬀusion thermique (pic de Rayleigh).
En eﬀet, une relation de dispersion quadratique en k est typique d’une propagation par diﬀusion.
Par contre, les poˆles z± sont associe´s a` deux modes sonores1 (pics de Brillouin), pour lesquels il y
a une propagation aux vitesses ±vs (via le terme vsk), et une diﬀusion via le coeﬃcient Γ. Cette
diﬀusion, a` la fois de chaleur et de quantite´ de mouvement, est responsable de l’atte´nuation du
son.
-v  ks v  ks
S(k   )ω
D  k2T2
k
2
Γ
ω
pic de Rayleigh
pic de Brillouin
Fig. 1.2: Spectre de la lumie`re diﬀuse´e par un ﬂuide ; S(k, ω) est le facteur de structure dynamique,
c’est-a`-dire la fonction spectrale des ﬂuctuations de densite´.
Cette analyse the´orique se trouve conforte´e par les expe´riences de diﬀusion de la lumie`re sur
des ﬂuides au repos. Il est en eﬀet possible de retrouver l’interpre´tation des poˆles car le spectre
de diﬀusion obtenu est compose´ de trois pics, le pic de Rayleigh de largeur 2DTk
2, centre´ en ze´ro,
et deux pics de Brillouin de largeur Γk2, et situe´s en ±vsk. De plus, l’expe´rience nous montre
que la largeur de ces pics est faible devant l’espacement entre deux pics (voir ﬁgure 1.2). Dans
ces conditions, pour re´soudre l’e´quation matricielle 1.20, on supposera DTk
2  vsk [3]. Il est
e´galement possible de mettre en e´vidence expe´rimentalement le phe´nome`ne d’opalescence critique
que l’on obtient facilement a` partir des e´quations : dans ce cas le pic central devient beaucoup
plus important que les deux autres, regroupant ainsi quasiment toute l’intensite´ diﬀuse´e.
1Qualitativement, les pics de Brillouin correspondent a` la diﬀusion de la lumie`re par des ﬂuctuations spontane´es
de pression qui se propagent dans le ﬂuide comme une onde acoustique. Le pic de Rayleigh est lui cre´e´ par la
modulation spatiale de la tempe´rature qui induit une variation de l’indice [1].
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1.5 Formules de Kubo
Nous avons donc e´tabli des e´quations hydrodynamiques pour les quantite´s conserve´es. Il faut
maintenant e´tablir des e´quations pour ces meˆmes quantite´s conserve´es en fonction de la re´ponse
du syste`me a` une perturbation. Nous allons donc maintenant utiliser une description en termes
de fonctions de corre´lation, c’est-a`-dire e´valuer des fonctions de re´ponse.
Aﬁn de placer le syste`me dans une situation le´ge`rement hors e´quilibre de telle sorte que les va-
riations dans l’espace et dans le temps soient faibles, on va conside´rer un hamiltonien d’interaction
qui perturbe le syste`me tout en garantissant l’e´quilibre local [4] :
δH(t) = −
∫
d3r
[
δP (r)
n
n(r, t) +
δT (r)
T
q(r, t) + v(r).p(r, t)
]
eεtθ(−t)
eεtθ(−t) signiﬁe que l’on branche progressivement l’interaction et qu’on la coupe a` t = 0. La
variation de la valeur moyenne d’une grandeur Ai peut s’e´crire (voir Annexe B) :
δ〈Ai(r, t)〉 = i
∫ t
−∞
dt′θ(−t′)
∫
dr′eεt
′
{
〈[Ai(r, t), n(r′, t′)]〉eq δP (
r′)
n
+〈[Ai(r, t), q(r′, t′)]〉eq δT (
r′)
T
+ 〈[Ai(r, t), p(r′, t′)]〉eq v(r′)
}
ou` Ai(r, t) est un ope´rateur qui peut eˆtre n(r, t), q(r, t) ou p(r, t). Et par ailleurs :
δ〈Ai(r, t)〉 = ∂Ai
∂P
δP (r) +
∂Ai
∂T
δT (r) +
∂Ai
∂v
v(r) (1.21)
La fonction re´ponse est quant a` elle de´ﬁnie par :
χ′′AiAj(r − r′, t− t′) =
1
2
〈[Ai(r, t), Aj(r′, t′)]〉eq
ou de fac¸on e´quivalente :
〈[Ai(r, t), Aj(r′, t′)]〉eq =
∫
dω
π
∫
d3k
(2π)3
ei
k.(r−r′)−iω(t−t′)χ
′′
AiAj
(k, ω)
Cela permet d’exprimer δ〈Ai〉, et donc Ai(k, z) en fonction des diﬀe´rents χ′′ :
Ai(k, z) = i
∫ ∞
0
dteizt
∫
dre−i
k.r
∫ t
−∞
dt′ θ(−t′)
∫
dr′et
′
∫
dω
π
∫
dk′
(2π)3
×eik′.(r−r′)e−iω(t−t′){χ′′Ain(k′, ω)
δP (r′)
n
+ χ′′Aiq(
k′, ω)
δT (r′)
T
+ χ′′Aip(
k′, ω)v(r′)}
= i
∫ ∞
0
dteizt
∫ t
−∞
dt′θ(−t′) eεt′
∫
dω
π
e−iω(t−t
′)
×{χ′′Ain(k, ω)
P (k)
n
+ χ′′Aiq(
k, ω)
T (k)
T
+ χ′′Aip(
k, ω)v(k)}
cela donne alors :
– pour t < 0 :
Ai(k) = i
∫
dω
π
∫ t
−∞
dt′ eεt
′−iω(t−t′){χ′′Ain(k, ω)
P (k)
n
+ χ′′Aiq(
k, ω)
T (k)
T
+ χ′′Aip(
k, ω)v(k)}
=
∫
dω
π
eεt
ω − iε{χ
′′
Ain
(k, ω)
P (k)
n
+ χ′′Aiq(
k, ω)
T (k)
T
+ χ′′Aip(
k, ω)v(k)} (1.22)
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– pour t > 0 :
Ai(k, z) =
∫
dω
iπ
1
ω − z
1
ω − iε {χ
′′
Ain
(k, ω)
P (k)
n
+ χ′′Aiq(
k, ω)
T (k)
T
+ χ′′Aip(
k, ω)v(k)} (1.23)
Examinons le cas particulier Ai(k) = mn v(k), qui va nous permettre de calculer η.
Les e´quations 1.21 et 1.22 nous donnent :
∂ mnv(k)
∂v
=
∫
dω
π
χ′′pp(k, ω)
ω
mn δij =
∫
dω
π
χ′′pi pj (
k, ω)
ω
Si l’on de´compose alors χ′′pi pj en une partie longitudinale, et une partie transverse :
χ′′pi pj(
k, ω) =
ki kj
k2
χ′′ (k, ω) +
(
δij − ki kj
k2
)
χ′′t (k, ω)
On obtient la relation (re`gle de somme) suivante :
∫
dω
π
χ′′t (k, ω)
ω
= mn.
Par suite, les e´quations 1.17 et 1.23 donnent par identiﬁcation :
imnvt(k)
z + iηk
2
mn
=
∫
dω
iπ
χ′′t (k, ω)
ω′(ω′ − z)vt(
k)
La dernie`re e´tape consiste a` poser z = ω + iε (ε→ 0+), et a` prendre les parties imaginaires :
ηk2
ω2 +
(
ηk2
mn
)2 = ∫ dωπ χ′′t (k, ω)ω′ πδ(ω − ω′)
soit χ′′t (k, ω) =
ωηk2
ω2 +
(
ηk2
mn
)2 .
Cette e´quation permet d’obtenir, en prenant les limites k et ω → 0, une relation dite de Kubo :
lim
ω→0
lim
k→0
ω
k2
χ′′t (k, ω) = η (1.24)
On proce`de de la meˆme manie`re pour e´valuer les fonctions χ′′nn(k, ω) et χ
′′
qq(k, ω). On arrive a` :
lim
ω→0
lim
k→0
m2ω3
k4
χ′′nn(k, ω) =
4η
3
+ ζ (1.25)
lim
ω→0
lim
k→0
ω
k2
χ′′qq(k, ω) = κT (1.26)
Ces relations expriment les coeﬃcients de transport en fonction de la re´ponse χ′′ a` basse fre´quence
et grande longueur d’onde. Le the´ore`me ﬂuctuation-dissipation permet de plus d’exprimer ces
re´ponses en terme d’un anti-commutateur. Par exemple, pour χ′′nn, on obtient :
χ′′nn(k, ω) =
ωβ
4
∫
d4xei(ωt−
k.r)〈{n(r, t), n(0, 0)}〉eq
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Par ailleurs, les lois de conservation relient n au tenseur τ de la manie`re suivante :
∂2n
∂t2
= − ∂
∂xi
∂
∂t
pi
m
=
∂
∂xi
∂
∂xl
τil
m
et ainsi l’e´quation 1.25 peut s’e´crire, apre`s inte´gration par parties :
4
3
η + ζ =
β
4
lim
ω→0
lim
k→0
∫
d4xei(ωt−
k.r)
∑
ijlm
klkm
k2
kikj
k2
〈{τil, τjm}〉. (1.27)
Enﬁn, en eﬀectuant des contractions sur les parties transverses et longitudinales et en utilisant
la relation 〈{τil, τjm}〉 = 1
10
(δijδlm + δimδjl − 2
3
δilδjm)
∑
ab
〈{τab, τab}〉, on obtient la formule ﬁnale
pour la viscosite´ de cisaillement :
η =
β
20
lim
ω→0
lim
k→0
∫
d4xei(ωt−
k.r)
∑
ab
〈πab(x)πab(0)〉
ou` π est la partie de trace nulle du tenseur des contraintes : πab = τab − 13δabτ ll .
Le traitement de la dissipation par les ﬂuctuations hydrodynamiques permet donc d’exprimer
les coeﬃcients de transport, introduits tout d’abord de manie`re phe´nome´nologique, par les fonc-
tions de corre´lations des variables hydrodynamiques. C’est cette formule de la viscosite´ pre´sente´e
ci-dessus que nous allons utiliser dans les chapitres suivants aﬁn d’obtenir des valeurs nume´riques
a` partir de conside´rations microscopiques pour l’interaction pion-pion.
Nous avons e´galement vu que les modes hydrodynamiques sont obtenus en line´arisant autour de
l’e´quilibre les e´quations de conservation. Les perturbations sont caracte´rise´es par un vecteur d’onde
k. La fre´quence des modes hydrodynamiques renseigne sur la nature, propagative ou diﬀusive, du
mode. La partie re´elle de cette fre´quence est e´gale a` l’inverse du temps de relaxation : on retrouve
le re´sultat ge´ne´ral τR ∝ k−2 (cf 1.2). A l’ordre k2, on obtient deux modes propagatifs amortis et
trois modes non propagatifs, purement dissipatifs. Les deux modes propagatifs amortis sont les
modes sonores : w = ±ick − Γk2, avec c vitesse du son et Γ, constante d’atte´nuation. Ils sont dus
a` l’eﬀet combine´ des oscillations de pression et du transport de quantite´ de mouvement selon k.
Les trois modes non propagatifs se de´composent quant a` eux en deux modes visqueux : w = −νk2,
avec ν la viscosite´ cine´matique, et un mode thermique : w = −κk2, avec κ la diﬀusivite´ thermique
du milieu. Les deux modes visqueux ont leur origine dans la diﬀusion de quantite´ de mouvement
dans les directions transverses a` k. Le mode thermique est lui duˆ a` la diﬀusion de chaleur.
Dans le chapitre suivant nous allons voir qu’il existe d’autres quantite´s, c’est-a`-dire autres que
les grandeurs conserve´es, qui posse`dent cependant les meˆme proprie´te´s au niveau de l’hydrody-
namique, c’est-a`-dire qui relaxent tre`s lentement dans la limite basse fre´quence, grande longueur
d’onde. L’origine physique d’un tel comportement est alors e´videmment totalement diﬀe´rente.
16 CHAPITRE 1. MODES HYDRODYNAMIQUES ET FLUIDE NORMAL
Chapitre 2
Brisure de syme´trie et modes de
Goldstone
La the´orie hydrodynamique de´crite dans le chapitre pre´ce´dent repose sur l’existence de gran-
deurs conserve´es. Nous allons voir maintenant que cette approche s’ave`re eˆtre insuﬃsante lorsque
le syste`me pre´sente une brisure spontane´e de syme´trie.
2.1 Description du phe´nome`ne : le parame`tre d’ordre
De manie`re ge´ne´rale, un syste`me pre´sente une brisure spontane´e de syme´trie lorsque son e´tat
fondamental posse`de une syme´trie de degre´ infe´rieur a` celui du hamiltonien associe´ et donc aux
e´quations qui re´gissent son e´volution. Le nombre de degre´s de liberte´ du syste`me est alors augmente´
par rapport au cas ou` la brisure est absente.
Le traitement de la brisure spontane´e de syme´trie ne´cessite donc l’introduction d’un nouveau
parame`tre aﬁn de de´crire le nouvel e´tat du syste`me : le parame`tre d’ordre. Ce parame`tre d’ordre
constitue une mesure de la brisure, il caracte´rise le degre´ d’ordre du syste`me. L’e´volution spatio-
temporelle du parame`tre d’ordre se fait sur des e´chelles analogues a` celles des quantite´s conserve´es
au voisinage de la transition de phase.
Suivant les situations, la nature du parame`tre d’ordre peut varier. Ce peut eˆtre un scalaire,
un nombre complexe (valeur moyenne de la fonction d’onde de la phase superﬂuide, pour la
superﬂuidite´ ou du condensat pour la supraconductivite´), un vecteur (aimantation moyenne pour
un ferromagne´tique) et meˆme un tenseur (transition de phase smectique-ne´matique des cristaux
liquides)...
Lors d’une transition de phase, certaines corre´lations peuvent aboutir a` une mise en ordre du
syste`me : une transition de phase peut eˆtre ge´ne´ratrice d’ordre. Dans le cas d’une brisure spontane´e
de syme´trie continue, ceci a pour conse´quence l’apparition de nouveaux modes collectifs dans le
syste`me : les modes de Goldstone.
2.2 Modes de Goldstone
Le the´ore`me de Goldstone e´tablit l’existence d’un ou plusieurs modes collectifs basse fre´quence
(modes mous), les modes de Goldstone, lorsque la syme´trie du hamiltonien est brise´e dans l’e´tat
fondamental. Cependant, il existe une restriction importante : la brisure spontane´e doit eˆtre as-
socie´e a` une syme´trie continue. Dans le cas d’une syme´trie discre`te, le the´ore`me de Goldstone ne
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s’applique pas et il n’apparaˆıt pas de comportement collectif duˆ a` la brisure au sein du syste`me.
D’un point de vue physique, les modes de Goldstone sont des excitations imme´diatement
accessibles a` tre`s basse tempe´rature, au dessus du fondamental. A tempe´rature ﬁnie, on les observe
sous forme de modes collectifs, cohe´rents et a` grande dure´e de vie. En physique nucle´aire ou en
physique des particules on leur associe ge´ne´ralement des particules, les bosons de Goldstone, de
masse nulle.
L’importance capitale des modes de Goldstone en hydrodynamique vient du fait que leur temps
de relaxation a une forme analogue a` ceux que l’on a pu observer pour les quantite´s conserve´es (cf.
1.2). Donc, meˆme si, comme nous allons le voir, l’origine physique profonde d’un tel comportement
est comple`tement diﬀe´rente, il n’en demeure pas moins qu’a` la limite basse fre´quence (w → 0) et
grande longueur d’onde (λ → +∞), le temps caracte´ristique d’un mode de Goldstone tend vers
l’inﬁni.
Aﬁn de comprendre le processus physique a` l’origine d’un tel comportement, nous allons
conside´rer le cas du ferromagne´tisme et donc de spins situe´s aux noeuds d’un re´seau avec une
force entre plus proches voisins favorisant l’alignement. Meˆme si cette force agit sur des distances
microscopiques, elle parvient, pour une tempe´rature suﬃsamment faible, a` cre´er une aimantation
moyenne non nulle dans une direction. De manie`re plus pre´cise, cela signiﬁe que les spins sont
oriente´s en moyenne dans une direction privile´gie´e. Mais quelle direction ? A priori, en l’absence
de champ exte´rieur et si l’on suppose que le re´seau n’exerce aucune inﬂuence sur l’orientation des
spins, cette direction est totalement arbitraire et quelconque. Cela signiﬁe que cela ne couˆte ab-
solument aucune e´nergie de faire tourner, globalement, le syste`me. Et cela signiﬁe par conse´quent
que cela ne couˆte quasiment rien de faire apparaˆıtre une ﬂuctuation sinuso¨ıdale transverse de
grande longueur d’onde comme indique´e sur la ﬁgure 2.1 (on a choisi la direction z comme direc-
tion privile´gie´e). Le proble`me est maintenant de savoir comment et en combien de temps cette
ﬂuctuation va disparaˆıtre. Dans la re´gion R1 les spins sont quasiment aligne´s entre eux. Pas dans la
direction z - mais qu’importe - puisque toutes les directions sont e´quivalentes du point de vue des
interactions microscopiques. Il n’y a donc dans cette re´gion aucune force capable de faire revenir
le syste`me dans son e´tat d’e´quilibre, c’est-a`-dire de faire revenir les spins dans la direction z. En
fait, la seule raison qui fait que l’aimantation dans la direction y va ﬁnalement disparaˆıtre est
que, une demi-longueur d’onde plus loin, la direction d’alignement est diﬀe´rente (re´gion R2). Les
spins devront donc, quoiqu’il arrive, tourner pour ﬁnalement atteindre l’e´tat d’e´quilibre global.
En ce sens, le processus permettant le retour a` l’e´quilibre ne´cessite le transport, sur une distance
de l’ordre de λ/2 de ”l’information sur la direction locale d’alignement des spins”. E´videmment,
d’une part, ceci n’est possible que graˆce aux corre´lations a` longue porte´e et, d’autre part, le temps
ne´cessaire au transport de l’information devient inﬁni dans la limite λ→∞.
Donc, lorsque l’on conside`re les eﬀets de brisure spontane´e de syme´trie continue dans le trai-
tement d’un syste`me, le bilan ge´ne´ral des modes hydrodynamiques doit inclure non seulement
ceux qui sont associe´s a` des grandeurs conserve´es (cf. 1.2) mais e´galement, comme on vient de le
souligner, ceux qui sont associe´s a` la brisure spontane´e de syme´trie elle-meˆme du fait de l’existence
de corre´lations a` longue porte´e. Plus pre´cise´ment le nombre de modes hydrodynamiques est e´gal
a` la somme du nombre de quantite´s conserve´es et du nombre de modes de Goldstone issus de la
brisure spontane´e. Cependant, il est important de remarquer que nous n’avons fait que de´nombrer
les modes hydrodynamiques en donnant leur origine physique. Les arguments fournis ne nous per-
mettent en aucun cas de pre´dire la nature de ces modes (convectif ou diﬀusif). Aﬁn d’acce´der a`
cette information, une e´tude plus pre´cise des e´quations est indispensable.
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Fig. 2.1: Repre´sentation d’une ﬂuctuation d’orientation du parame`tre d’ordre M sur la longueur
caracte´ristique λ.
2.3 Exemple du superﬂuide
Nous allons voir maintenant un exemple de description hydrodynamique d’un syste`me pre´sentant
une brisure de syme´trie : l’He4 superﬂuide. A` la tempe´rature Tλ = 2, 18K, l’he´lium liquide (pou-
vant eˆtre macroscopiquement de´crit par les e´quations du ﬂuide normal) subit une transition de
phase vers un e´tat posse´dant plusieurs proprie´te´s remarquables dont la superﬂuidite´. Cette pro-
prie´te´ se manifeste par exemple par l’e´coulement du ﬂuide, a` travers des fentes tre`s ﬁnes, sans
viscosite´. L’origine de ces proprie´te´s provient de la nature quantique du ﬂuide a` des tempe´ratures
aussi basses. L’e´tude de la superﬂuidite´ peut eˆtre aborde´e de fac¸on microscopique [3, 6], mais il
existe ne´anmoins une the´orie hydrodynamique macroscopique rendant compte des proprie´te´s de
l’he´lium : le mode`le phe´nome´nologique des deux ﬂuides [5, 40].
Ce mode`le conside`re que le superﬂuide est constitue´ en re´alite´ de deux ﬂuides, l’un ayant
un comportement “normal”, c’est-a`-dire visqueux, et l’autre ayant un comportement superﬂuide.
Il faut noter que les deux ﬂuides n’e´changent pas d’impulsion comme le feraient deux ﬂuides
ordinaires : le superﬂuide s’e´coule a` travers le ﬂuide normal sans frottements. Pour chacun de ces
ﬂuides on de´ﬁnit une densite´ et une vitesse d’e´coulement, nn et vn pour la partie normale, ns
et vs pour la partie superﬂuide. En re´alite´ ces deux ﬂuides ne sont pas “physiquement” distincts
mais tout se passe comme s’ils l’e´taient. La densite´ totale du ﬂuide est donne´e par la somme des
densite´s n = nn +ns et l’impulsion totale p = nn vn +nsvs repre´sente le ﬂux de densite´ (invariance
de Galile´e). Ces deux quantite´s sont relie´es par l’e´quation de continuite´ :
∂n
∂t
+ ∇.p = 0. (2.1)
La conservation de l’impulsion quant a` elle s’e´crit :
∂pi
∂t
+
∂
∂xj
(Pδij + nnvnivnj + nsvsivsj) = 0. (2.2)
Pour plus de simplicite´ nous avons laisse´ de coˆte´ la dissipation pour le moment. Il reste enﬁn a`
de´terminer l’e´quation de conservation de l’entropie. Une autre proprie´te´ du mouvement superﬂuide
est que celui-ci ne s’accompagne d’aucun transport d’entropie :
∂s
∂t
+ ∇.(s vn) = 0. (2.3)
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Au-dela` de ces e´quations calque´es sur celles du ﬂuide normal, il faut e´galement tenir du phe´nome`ne
de superﬂuidite´ dans l’hydrodynamique. En eﬀet, le passage ﬂuide normal-superﬂuide a` la tempe´ra-
ture critique s’accompagne d’une brisure de syme´trie. Plus pre´cise´ment le parame`tre d’ordre de
la transition de phase est la valeur moyenne dans l’e´tat fondamental de l’ope´rateur de champ
< ψ >= ψ0e
iφ. Le fait que < ψ >	= 0 peut eˆtre conside´re´ comme la de´ﬁnition du superﬂuide
dans le meˆme sens que l’aimantation est diﬀe´rente de ze´ro pour la phase ferromagne´tique. En
ce qui concerne le magne´tisme toujours, la transition para-ferro s’accompagne de la brisure de
la syme´trie par rotation. Pour la superﬂuidite´, la syme´trie brise´e est la syme´trie U(1) associe´e
au nombre de particules. La brisure de cette syme´trie e´tant par ailleurs e´troitement relie´e au
phe´nome`ne de condensation de Bose, le module ψ0 est directement proportionnel au nombre de
particules condense´es. Du point de vue de l’hydrodynamique, si l’on se situe loin de la transition
de phase, ψ0 peut eˆtre ignore´. Par contre la phase φ constitue un ingre´dient essentiel : il est en eﬀet
possible de montrer que (/m)∇φ n’est rien d’autre que la vitesse superﬂuide vS. L’incorporation
de la brisure de syme´trie dans les e´quations hydrodynamiques va donc se faire via cette vitesse
superﬂuide. Par ailleurs, pour conforter ce qui a e´te´ dit dans la premie`re partie sur le lien entre
brisure de syme´trie, parame`tre d’ordre et corre´lations a` longue porte´e, il est possible en e´tudiant
de manie`re de´taille´e les fonctions de corre´lation qu’une petite variation de phase en un endroit
du syste`me va inﬂuer sur la phase en un autre endroit e´loigne´ : la phase est cohe´rente a` longue
distance.
L’e´quation hydrodynamique prenant en compte les nouvelles variables hydrodynamiques (en
l’absence de dissipation) est :
∂φ
∂t
+
vs
2
2
+ µ = 0. (2.4)
Des conside´rations sur la conservation de l’e´nergie et l’invariance de Galile´e permettent d’identiﬁer
la quantite´ scalaire µ avec le potentiel chimique [5].
La description du superﬂuide ne´cessite donc six variables au lieu de cinq pour le ﬂuide normal.
Il y a donc six modes hydrodynamiques. La nature (propagative ou diﬀusive) de chaque mode doit
eˆtre de´termine´e par l’analyse des ﬂuctuations hydrodynamiques [3]. Le mode supple´mentaire par
rapport au ﬂuide normal est le second son, processus propagatif associe´ a` des ondes de tempe´rature,
tandis que le ”premier son” est associe´ a` des ondes de pression. En re´alite´ il s’agit d’une paire
de modes (z = ±c2k), c’est-a`-dire que le mode de transport de la tempe´rature qui est un mode
diﬀusif pour le ﬂuide normal a change´ de nature et est maintenant propagatif. Ce mode s’observe
expe´rimentalement, en refroidissant l’he´lium en e´bullition (a` la tempe´rature de 4, 2K) par pompage
de l’he´lium gazeux. La formation de bulles lors du passage du liquide au gaz est une conse´quence
du transport diﬀusif de la chaleur, processus lent qui cre´e des surchauﬀes locales. Lorsque l’on
atteint la tempe´rature de transition superﬂuide, les bulles disparaissent, le me´canisme du second
son e´tant e´videmment plus eﬃcace pour transporter la chaleur par les ondes de tempe´ratures.
Si l’on regarde maintenant la dissipation, en ajoutant des termes dans les ﬂux d’impulsion,
d’e´nergie et de vitesse superﬂuide, on met en e´vidence deux viscosite´s volumiques supple´mentaires,
a` l’ordre dominant [40]. Ces coeﬃcients de transport peuvent e´galement eˆtre calcule´s graˆce aux
fonctions de corre´lation [3] :
ζ1 = lim
ω→0
lim
k→0
ω
k2
χ′′plvs(k, ω), (2.5)
ζ3 = lim
ω→0
lim
k→0
ω
k2
χ′′vsvs(k, ω), (2.6)
et ζ2, la seconde viscosite´ de´ja` pre´sente dans le ﬂuide normal, est donne´e par les corre´lations χ
′′
plpl
(e´quation 1.25).
Chapitre 3
Hydrodynamique relativiste
Dans les chapitres pre´ce´dents, nous nous sommes place´s dans le cadre de la cine´matique clas-
sique. Or, en hydrodynamique, on est amene´ a` tenir compte des eﬀets relativistes lorsque le
mouvement global du ﬂuide est comparable a` la vitesse de la lumie`re ou bien seulement lorsque les
particules de ﬂuide se de´placent a` tre`s grande vitesse. Nous allons voir dans ce chapitre comment
tout ce que nous avons vu se ge´ne´ralise au cas relativiste.
3.1 Fluide parfait relativiste
Dans le domaine relativiste, il n’y a plus conservation de la densite´ particulaire car les e´nergies
mises en jeu peuvent donner lieu a` l’annihilation et a` la cre´ation de particules. Ne´anmoins, il
y a conservation de charges comme par exemple la charge baryonique, le nombre leptonique,
l’e´trangete´, etc.
Pour un ﬂuide parfait (normal et non dissipatif), on a toujours cinq quantite´s conserve´es, dont
les densite´s associe´es sont s, densite´ d’entropie, T 0i, densite´ de quantite´ de mouvement en notation
relativiste (T µν est le tenseur e´nergie-impulsion), ainsi que n, densite´ de charge (baryonique dans
le cas du ﬂuide nucle´aire). Rappelons ici les e´quations de conservation (syste`me d’e´quations 1.6 a`
1.9) a` la limite non relativiste :
∂
∂t
n +
∂
∂xi
(nvi) = 0, (3.1)
∂
∂t
T 0i +
∂
∂xj
T ij = 0, (3.2)
∂
∂t
s +
∂
∂xi
(svi) = 0. (3.3)
La dernie`re e´quation est e´quivalente a` la conservation de la densite´ d’e´nergie T 00, en l’absence
de dissipation ; T ij est le ﬂux de quantite´ de mouvement. La relation d’e´galite´ entre le ﬂux de
particules et la densite´ d’impulsion (1.9) est une contrainte due a l’invariance de Galile´e. Dans
le cadre de la relativite´ restreinte, cette invariance fait place a` l’invariance de Lorentz, la densite´
d’impulsion e´tant maintenant identiﬁe´e avec le ﬂux d’e´nergie :
∂
∂t
T 00 +
∂
∂xi
T 0i = 0. (3.4)
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La mise sous forme covariante des e´quations hydrodynamiques aboutit a` :
∂µT
µν = 0, (3.5)
∂µ(n0u
µ) = 0. (3.6)
uµ est le quadrivecteur vitesse du ﬂuide, ve´riﬁant uµu
µ = c2 = 1 et T µν est le tenseur e´nergie-
impulsion. La forme de ce tenseur est obtenue a` partir des relations thermodynamiques :
T µν = (ρ+ p)uµuν − pgµν.
ρ est la densite´ d’e´nergie dans le re´fe´rentiel au repos, p la pression et n0 = n/γ. La conserva-
tion de l’entropie est, quant a` elle, obtenue par projection de l’e´quation de conservation du T µν
selon la direction du quadrivecteur uν et en utilisant toutes les e´quations hydrodynamiques et
thermodynamiques du syste`me [5] :
uν∂µT
µν = 0 ⇒ ∂µ(s0uµ) = 0, (3.7)
avec s0 = s/γ.
3.2 Dissipation et formules de Kubo relativistes
Les e´quations relativistes de la me´canique des ﬂuides en pre´sence de processus dissipatifs
s’e´tablissent en de´terminant la forme des termes supple´mentaires dans le tenseur e´nergie-impulsion
et le vecteur “matie`re”. Soient τµν et νµ ces termes rendant compte de la dissipation ; on e´crit
cette fois-ci :
∂µ[(ρ+ p)u
µuν − pgµν + τµν ] = 0, (3.8)
∂µ(n0u
µ + νµ) = 0. (3.9)
L’entropie n’est plus conserve´e et on peut de´duire des e´quations hydrodynamiques ainsi que des
relations thermodynamiques un terme de production d’entropie qui, d’apre`s le deuxie`me principe,
doit eˆtre positif. Il existe d’autres contraintes sur ces termes supple´mentaires lie´es au choix de la
de´ﬁnition de la vitesse uµ. En eﬀet, en relativite´ on ne peut plus de´ﬁnir la vitesse d’apre`s le ﬂux de
masse puisqu’il est lie´ au ﬂux d’e´nergie. Le choix de Landau [5] impose que dans le re´fe´rentiel au
repos (u0 = 1, ui = 0) les densite´s d’e´nergie et d’impulsion soient donne´es par les meˆmes formules
qu’en l’absence de dissipation (τ00, τ0i = 0) et que la composante temporelle du ﬂux de particules
co¨ıncide avec la densite´ de particules n0 (ν0 = 0), d’ou` les relations (valables dans tout re´fe´rentiel) :
uµτµν = 0, (3.10)
uµνµ = 0.
La ”non-conservation” de l’entropie s’exprime ainsi :
uν∂µT
µν = 0 ⇒ ∂µ(s0uµ − µ0
T0
νµ) = −νµ∂µµ0
T0
+
τµν
T0
∂µuν (3.11)
ou` T0 = γT , µ0 = γµ, tempe´rature et potentiel chimique relativistes tel que ρ + p = T0s0 + µ0n0.
L’e´tape suivante consiste a` exprimer les ﬂux dissipatifs comme des combinaisons line´aires des
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forces (gradients). Ces expressions doivent garantir la production d’entropie positive, satisfaire les
relations 3.11 et la nature (tenseur syme´trique et vecteur de Lorentz) de ces ﬂux :
νµ = κ(gµν − uµuν)∂ν(µ0
T0
), (3.12)
τµν = (gµν − uµuν)
[
(ζ − 2
3
η)∂λu
λ
]
+ η
[
(gµλ − uµuλ)∂λuν + (gλν − uλuν)∂λuµ)
]
. (3.13)
L’expression du second membre de l’e´quation 3.11 est donc une forme quadratique dans les forces,
et les coeﬃcients de transport sont proportionnels a` ceux que l’on retrouve a` la limite non relativiste
(dans les expressions 1.6 a` 1.11) : κ pour la diﬀusivite´ thermique, ζ pour la viscosite´ volumique
et η pour la viscosite´ de cisaillement. A la limite non relativiste, la partie spatiale du tenseur T µν
s’identiﬁe au ﬂux d’impulsion.
Les formules de Kubo sont ge´ne´ralisables au cas relativiste. Il est e´galement possible de
de´montrer ces formules en partant directement de l’hydrodynamique relativiste [37], ou avec le
formalisme de l’ope´rateur statistique hors e´quilibre [35] qui donne des formules identiques. Par
exemple, la viscosite´ de cisaillement va donc pouvoir eˆtre calcule´e avec la fonction de corre´lation
de la partie spatiale et sans trace du tenseur e´nergie-impulsion :
η =
β
20
lim
p0→0
lim
p→0
∫
d4x eip.x〈πij(x)πij(0)〉 (3.14)
avec πij = T ij − 1
3
T kk δ
ij. Le tenseur e´nergie-impulsion peut eˆtre calcule´ par un mode`le de the´orie
des champs [36], c’est que nous utiliserons dans la troisie`me partie.
3.3 Le superﬂuide relativiste
Les e´quations hydrodynamiques du superﬂuide diﬀe`rent de celles du ﬂuide parfait par la
pre´sence d’une nouvelle variable, la phase du condensat pour laquelle il y a une e´quation qui
peut eˆtre mise sous forme covariante :
uµ∂µφ = −µ0 (3.15)
avec µ0 = γµ le potentiel chimique relativiste (γ, facteur de Lorentz), de´ﬁni a` la limite non
relativiste par µ = µLandau + v
2
s/2 − vn.vs (notations du paragraphe 2.3) et uµ = γ(1, vn) la
quadrivitesse “normale”. Le traitement relativiste des autres e´quations (sans dissipation) aboutit
a` [7, 39, 40] :
∂µT
µν = 0 avec T µν = ( + p)uµuν − pgµν + V 2∂µφ∂νφ (3.16)
∂µ(n0u
µ − V 2∂µφ) = 0 (3.17)
ou` V 2 est la densite´ superﬂuide a` la limite non relativiste et n0 = (n + V
2∂0φ)/γ. La nou-
velle variable hydrodynamique φ est relie´e au potentiel chimique mais est aussi pre´sente dans
l’e´quation de conservation du nombre de particules et du tenseur e´nergie-impulsion. On reconnaˆıt
les deux termes densite´ normale/vitesse normale et densite´ superﬂuide/“vitesse superﬂuide” ∂µφ.
Ces termes rendent compte explicitement de la brisure de syme´trie U(1) du superﬂuide relativiste.
Par ailleurs, comme il s’agit des e´quations pour le cas non dissipatif, on peut retrouver
l’e´quation de conservation de l’entropie 3.7 avec ces e´quations et en utilisant la diﬀe´rentielle de la
pression dp = s0dT0 + n0dµ0 + V
2d(∂µφ∂
µφ/2).
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Le mode`le du superﬂuide relativiste peut par exemple eˆtre utilise´ pour l’interpre´tation the´orique
du comportement des e´toiles a` neutrons. Dans notre e´tude, il sert de guide au traitement hydro-
dynamique de la syme´trie chirale SU(2)L ⊗ SU(2)R.
Deuxie`me partie
Hydrodynamique de la matie`re nucle´aire
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Chapitre 4
Matie`re nucle´aire et brisure de syme´trie
chirale
La premie`re partie a e´te´ consacre´e a` la description ge´ne´rale des notions et outils qui seront
utilise´s dans la suite. Il s’agit de l’hydrodynamique relativiste avec brisure de syme´trie que nous
allons appliquer a` la syme´trie chirale dans cette partie et des formules de Kubo permettant le
calcul des coeﬃcients de transport que nous utiliserons dans la troisie`me partie. Dans ce chapitre,
nous allons de´crire les e´quations hydrodynamiques pour un ﬂuide chiral en prenant en compte les
modes de Goldstone.
4.1 Rappels sur la syme´trie chirale
La chromodynamique quantique (QCD) est une the´orie de jauge base´e sur le groupe SU(3),
introduite pour de´crire l’interaction (force forte) entre les quarks, composants fermioniques fon-
damentaux de la matie`re. Il existe donc huit bosons, les gluons, (correspondant aux ge´ne´rateurs
du groupe SU(3)) qui ve´hiculent la force forte. Le comportement de QCD a` haute e´nergie est
bien connu. On montre par les techniques de renormalisation que la constante de couplage eﬀec-
tive est faible et on peut appliquer un de´veloppement perturbatif. Cette proprie´te´, dite de liberte´
asymptotique (les quarks et les gluons interagissent faiblement), permet de conside´rer le proble`me
comme une the´orie des champs en interaction avec des champs libres a` l’inﬁni pour laquelle toutes
les techniques perturbatives usuelles sont valables. A` basse e´nergie, on estime que le potentiel
eﬀectif est conﬁnant (on ne forme que des e´tats lie´s singlets de couleurs), bien que ce proble`me
crucial de la QCD ne soit pas re´solu . Les e´tats lie´s sont ne´cessairement dans la repre´sentations
identite´ dite “sans couleur” ou “blanche” de SU(3) (on a des singlets de couleur). On forme soit
des baryons (trois quarks ; ce sont des fermions) soit des me´sons (combinaisons quark-antiquark ;
ce sont des bosons). Baryons et me´sons forment la famille des hadrons. Pour la physique de la
matie`re hadronique, c’est-a`-dire a` basse e´nergie ou a` basse tempe´rature, seules les excitations
thermiques associe´es aux particules les plus le´ge`res ont une contribution. C’est pourquoi on peut
de´crire la matie`re hadronique a` densite´ baryonique nulle comme un gaz de me´sons π ou pions
(me´sons compose´s des deux quarks les plus le´gers, u et d).
La densite´ lagrangienne de la chromodynamique quantique (QCD) prend en compte des champs
de quarks avec six saveurs et trois couleurs et des champs de gluons avec huit e´tats de couleur. En
pratique, pour la syme´trie chirale, la partie de LQCD se rapportant aux gluons n’est pas ne´cessaire
car invariante se´pare´ment [11, 12]. Si l’on se limite de plus au secteur des quarks le´gers u et d, la
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densite´ lagrangienne devient alors :
LQCD = iψγµ∂µψ − mu+md2 ψψ + mu−md2 ψτ3ψ ψ =
(
ψu
ψd
)
ou` mu, md, ψu et ψd sont les masses et champs des quarks u et d, rassemble´s dans l’isospineur
ψ, ve´riﬁant ψ = ψ†γ0.
Pour introduire la notion de syme´trie chirale, nous allons maintenant envisager deux types de
transformation : vectorielle et axiale.
4.1.1 Syme´tries vectorielles et axiales
On conside`re tout d’abord la transformation vectorielle de SU(2) : ψ → eiαk τk2 ψ, avec αk,
parame`tre continu et τk matrice de Pauli (k = 1, 2, 3). Cette transformation ne correspond pas de
manie`re rigoureuse a` une syme´trie de LQCD : il existe une ”petite” violation (d’isospin) due au
terme comportant md−mu
2
 2MeV  MH ≈1 GeV, ordre de grandeur des masses hadroniques.
Cette violation e´tant tre`s petite, on supposera cette syme´trie re´alise´e dans la suite (mu = md).
Graˆce au the´ore`me de Noether, on acce`de alors au quadricourant Vµk (vecteur vrai) et a` la charge
associe´e Qk :
Vµk = ψγµ τk2 ψ Qk =
∫
drψ† τk
2
ψ (4.1)
Comme la syme´trie est suppose´e exacte, on a [Ik,H] = 0 et Qk s’identiﬁe a` l’isospin Ik. Or,
comme Ik ve´riﬁe Ik|0 >= 0, on a une syme´trie de type Wigner et le spectre hadronique est donc
agence´ en multiplets d’isospin.
Conside´rons maintenant la transformation axiale de SU(2) : ψ → eiαk τk2 γ5ψ avec γ5 ≡ iγ0γ1γ2γ3,
les matrices γµ ve´riﬁant l’alge`bre de Cliﬀord. Le the´ore`me de Noether permet a` nouveau d’acce´der
au quadricourant Aµk (pseudo-vecteur ) et a` la charge associe´e Q5k.
Aµk = ψγµγ5 τk2 ψ Q5k =
∫
drψ†γ5 τk
2
ψ (4.2)
La condition sur la re´alisation de la syme´trie est plus restrictive. En eﬀet, il faut que mu = md =
0. Ceci est en contradiction avec la masse (de courant) moyenne des quarks le´gers m = mu+md
2
 8
MeV	= 0. En eﬀet, expe´rimentalement la syme´trie axiale n’est pas ve´riﬁe´e. Il est donc ne´cessaire
en toute rigueur de prendre en compte cette brisure explicite de syme´trie. Mais cependant, comme
mMH , on ne conside´rera dans la suite que le cas de la brisure spontane´e.
4.1.2 La syme´trie chirale et sa brisure spontane´e
Les champs chiraux gauche et droit sont par de´ﬁnition : ψL =
1−γ5
2
ψ et ψR =
1+γ5
2
ψ. La notion
de chiralite´ co¨ıncide avec la notion d’he´licite´ pour les particules de masse nulle. On envisage une
transformation chirale SU(2)L ⊗ SU(2)R, agissant inde´pendamment sur les champs ψL et ψR.
Sous SU(2)L, les lois de transformation des spineurs sont : ψL → eiαk
τk
2 ψL et ψR → ψR. Sous
SU(2)R : ψR → eiβk
τk
2 ψR et ψL → ψL. Les charges gauches et droites, formant deux alge`bres
ferme´es se´pare´es, sont donc :
QkL =
∫
drψ†L
τk
2
ψL =
1
2
(
Qk −Q5k
)
QkR =
∫
drψ†R
τk
2
ψR =
1
2
(
Qk + Q
5
k
)
(4.3)
Ces charges chirales, QL et QR, sont les ge´ne´rateurs des transformations. On peut de meˆme de´ﬁnir
les quadricourants chiraux droit et gauche.
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Dans le secteur des quarks le´gers et a` la limite ou`m = 0, LQCD est rigoureusement invariant sous
cette syme´trie. Cela signiﬁe que [QkL,H] = [Q
k
R,H] = 0 et que donc les charges sont rigoureusement
conserve´es. Par contre, pour m 	= 0, la petite brisure de syme´trie axiale implique une petite brisure
de syme´trie chirale. Les charges sont donc “presque” conserve´es. A priori, on a donc un doublement
des multiplets : a` chaque particule, correspond un partenaire chiral de parite´ oppose´e et de masse
“presque” e´gale. Ceci n’est pas observe´ dans la re´alite´, car, contrairement a` Qk = Ik, Q
5
k ne ve´riﬁe
pas la syme´trie a` la Wigner : Q5k|0 > 	= 0. Le vide n’est pas invariant sous l’action de Q5k. La
syme´trie axiale, ve´riﬁe´e au niveau du hamiltonien ([Q5k,H] = 0), n’est pas apparente dans l’e´tat
fondamental, donc au niveau du spectre des particules, meˆme si cet e´tat posse`de la meˆme e´nergie
que le vide ([Q5k,H] = 0).
Cette syme´trie spontane´ment brise´e est de type Goldstone : il y a donc existence de modes
mous. Les bosons de Goldstone associe´s a` cette brisure sont des pions de masse nulle mπ = 0. Si on
conside`re la brisure explicite de syme´trie chirale, due a` la pre´sence de termes dans le hamiltonien
qui brisent explicitement la syme´trie, alors la masse des pions, bien que petite par rapport a`
l’e´chelle hadronique, n’est plus nulle. En eﬀet, dans la re´alite´ : mπ  140 MeV. Le parame`tre
d’ordre mesurant la brisure spontane´e de syme´trie chirale est fπ  93 MeV, la constante de
de´sinte´gration du pion.
Il faut enﬁn noter que dans notre cas, c’est-a`-dire dans le cadre d’une description hydrody-
namique, les quantite´s manipule´es sont des grandeurs moyenne´es car on se place a` une e´chelle
me´soscopique. A` cette e´chelle, on peut alors de´ﬁnir des densite´s de charge gauche et droite ρL et
ρR.
Apre`s ces rappels sur la syme´trie chirale, on peut a` pre´sent se pencher sur le the`me central de
cette partie, a` savoir le traitement hydrodynamique de la brisure spontane´e de syme´trie chirale
dans la matie`re hadronique.
4.2 Mode`le hydrodynamique global
Pour le moment, les phe´nome`nes dissipatifs seront ne´glige´s. On conside´rera donc le cas de la
brisure spontane´e de syme´trie chirale dans un ﬂuide parfait relativiste.
Le but de cette section est de rappeler la de´marche suivie dans [8] 1 (les principaux re´sultats
sont rappele´s dans [9]), aﬁn de de´terminer les e´quations hydrodynamiques qui re´gissent la brisure
spontane´e de syme´trie chirale dans la matie`re nucle´aire. Pour ce faire, on utilise une me´thode
ge´ne´rale, particulie`rement bien adapte´e au cas des brisures de syme´trie, et qui peut donc eˆtre
utilise´e par exemple pour acce´der au syste`me d’e´quations hydrodynamiques associe´ au superﬂuide
relativiste (paragraphe 3.3) [7], mais e´galement pour le ﬂuide parfait. Les grandes lignes de la
me´thode sont les suivantes : dans un premier temps, on identiﬁe les variables hydrodynamiques
et on de´termine les crochets de Poisson entre ces variables. On e´crit ensuite le hamiltonien le plus
ge´ne´ral, compatible avec les syme´tries du proble`me. En utilisant ce hamiltonien et les crochets
de Poisson on peut alors trouver les e´quations hydrodynamiques du syste`me. On impose enﬁn
l’invariance de Lorentz (le ﬂux d’e´nergie est e´gal a` la densite´ de moment) pour pouvoir re´e´crire
sous forme covariante les e´quations.
1Je tiens a` exprimer ici mes profonds remerciements a` Dam Thanh Son pour les nombreux e´changes e´lectroniques
et te´le´phonique que nous avons eus a` ce sujet.
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4.2.1 Variables hydrodynamiques, crochets de Poisson et hamiltonien
du syste`me
Le nombre de degre´s de liberte´ hydrodynamiques, quatorze au total, est divise´ en deux cate´gories.
La premie`re rassemble les onze variables hydrodynamiques du ﬂuide chiral associe´es aux densite´s
des grandeurs conserve´es, que sont : la densite´ d’entropie s, la densite´ de moment T 0i, la densite´
de nombre baryonique n, les densite´s de charge droite et gauche, e´crites sous la forme de matrices
de SU(2), ρL ≡ ρiLτi/2 et ρR ≡ ρiRτi/2.
La deuxie`me cate´gorie de variables est, quant a` elle, constitue´e par les modes de Goldstone
associe´s a` la brisure spontane´e. Dans le cas de la syme´trie chirale, ces modes sont les pions, au
nombre de trois (π1, π2, π3 en coordonne´es carte´siennes). Ces modes peuvent donc eˆtre repre´sente´s
par une matrice de SU(2) (3 degre´s de liberte´ car trois ge´ne´rateurs inﬁnite´simaux) : Σ ≡ eiτ .π/fπ ,
appele´e par abus de langage phase du condensat chiral car Σ constitue la ge´ne´ralisation de la
phase du condensat superﬂuide φ (φ appartenant a` U(1)) dans SU(2).
La de´marche suivie est fonde´e sur la me´canique analytique [10]. Elle permet le passage de
l’espace de Hilbert a` l’espace des phases ou` l’alge`bre des crochets de Poisson remplace l’alge`bre
de Lie des commutateurs. Les ope´rateurs de premie`re quantiﬁcation redeviennent des quantite´s
classiques. Les non commutations ne sont alors plus de nature quantique mais de nature matricielle
(l’alge`bre de SU(2) est non abe´lienne). Si l’on regarde ainsi par exemple les crochets de Poisson
spe´ciﬁques de la syme´trie chirale, on constate que les composantes de ρL et ρR forment, a` l’instar de
leurs homologues quantiques (4.3), deux alge`bres isomorphes, comple´mentaires (abc est le tenseur
comple`tement antisyme´trique de Levi-Civita) :
{
ρaL(x), ρ
b
L(y)
}
= −abcρcL(x)δ3(x− y){
ρaR(x), ρ
b
R(y)
}
= −abcρcR(x)δ3(x− y){
ρaL(x), ρ
b
R(y)
}
= 0 (4.4)
Les densite´s de charge ρL et ρR sont les ge´ne´rateurs des rotations chirales a` l’e´chelle me´soscopique ;
leurs crochets de Poisson avec Σ ne s’annulent pas :{
ρaL(x),Σ(y)
}
= − i
2
τaΣ(x)δ3(x− y), {ρaL(x),Σ†(y)} = i2Σ†(x)τaδ3(x− y){
ρaR(x),Σ(y)
}
=
i
2
Σ(x)τaδ3(x− y), {ρaR(x),Σ†(y)} = − i2τaΣ†(x)δ3(x− y) (4.5)
De meˆme, les crochets de Poisson de la densite´ de moment T 0i avec ρL, ρR et Σ sont non nuls :{
T 0i(x),Σ(y)
}
= −∂iΣ(x)δ3(x− y){
T 0i(x), ρL,R(y)
}
= ρL,R(x)∂iδ
3(x− y) (4.6)
Le hamiltonien pour de´crire le syste`me est de la forme ge´ne´rale :
H =
∫
d3xT 00
(
s, n, T 0i, ρaL, ρ
a
R,Σ,Σ
†, ∂iΣ, ∂iΣ†
)
. (4.7)
La densite´ volumique d’e´nergie T 00 est une fonction des quatorze degre´s de liberte´ hydrodyna-
miques et des de´rive´es partielles de Σ, au premier ordre car, par hypothe`se, Σ est une fonction
lente des variables spatiales. Ceci justiﬁe la de´pendance par rapport a` Σ et a` ses de´rive´es spa-
tiales premie`res ∂iΣ uniquement, les ordres supe´rieurs e´tant ne´glige´s. La diﬀe´rentielle de la densite´
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d’e´nergie s’e´crit, avec T , µ, vi, µL, µR, σ et γi, variables conjugue´es, au sens thermodynamique
du terme :
dT 00 = Tds + µdn + vidT 0i + Tr
[
µLdρL + µRdρR + σ
†dΣ + dΣ†σ + γ†id∂iΣ + d∂iΣ
†γi
]
. (4.8)
A` l’inte´rieur d’une trace, les e´le´ments sont invariants par permutation circulaire, l’ordre n’a donc
pas d’importance, ce qui n’est pas le cas en l’absence de trace car les grandeurs manipule´es sont
des matrices de SU(2). Par une transformation de Legendre, on acce`de ainsi a` la pression et a` sa
diﬀe´rentielle associe´e :
p = Ts + µn + viT 0i + Tr [µLρL + µRρR]− T 00 (4.9)
dp = sdT + ndµ+ T 0idvi + Tr
[
ρLdµL + ρRdµR − σ†dΣ− dΣ†σ − γ†id∂iΣ− d∂iΣ†γi
]
. (4.10)
4.2.2 E´quations du mouvement - invariance - de´veloppement d’ordre
quadratique
Aﬁn de de´terminer les e´quations hydrodynamiques du syste`me, on utilise les relations (4.11),
ou` H est le hamiltonien du syste`me et F (a, b, c, ...) une fonction de plusieurs variables hydrodyna-
miques a, b,...[10] :
∂a
∂t
=
{
H, a
} {
F(a, b, c, ...), a
}
=
∂F
∂b
{
b, a
}
+
∂F
∂c
{
c, a
}
+ ... (4.11)
A l’aide de l’expression des diﬀe´rents crochets de Poisson de la section pre´ce´dente, on peut alors
acce´der aux e´quations hydrodynamiques du syste`me :
∂sn = −∂i(svi)
∂tn = −∂i(nvi)
∂tρL = −∂i(ρLvi)− i
2
[µL, ρL] +
i
2
[
Σ(σ† − ∂iγ†i )− (σ − ∂iγi)Σ†
]
∂tρR = −∂i(ρRvi)− i
2
[µR, ρR]− i
2
[
(σ† − ∂iγ†i )Σ− Σ†(σ − ∂iγi)
]
∂tΣ = −vi∂iΣ− i
2
(µLΣ− ΣµR)
∂tT
0k = −∂iT ik (4.12)
avec T ik = viT 0k + pδik + Tr
[
γ†i ∂kΣ+ ∂kΣ
†γi
]
.
L’invariance relativiste est ensuite impose´e par l’e´galite´ entre le ﬂux d’e´nergie et la densite´
de moment (∂tT
00 = −∂iT 0i). En utilisant les e´quations hydrodynamiques du syste`me (4.12), on
aboutit a` la contrainte :
T 0i =
∂p
∂vi
= vi
(
vkT 0k + Ts + µn + Tr [µLρL + µRρR]
)
+ Tr
[
γ†i v
k∂kΣ+ v
k∂kΣ
†γi
]
+
i
2
[
(µLΣ− ΣµR)γ†i − (µLΣ† − µRΣ†)γi
]
. (4.13)
Pour l’instant, aucune hypothe`se sur la structure du hamiltonien n’a e´te´ faite, sauf au sujet de
la lente variation spatiale de Σ (les de´rive´es partielles de Σ, au premier ordre sont donc petites).
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On supposera de´sormais que les grandeurs ρL, ρR sont aussi petites. Ceci est re´aliste car pour une
matie`re syme´trique d’isospin a` l’e´quilibre thermique, ρL et ρR sont nulles et Σ est constante.
Les hypothe`ses pre´ce´dentes e´tant en accord avec une lente de´pendance spatio-temporelle de
Σ, on va donc pouvoir eﬀectuer un de´veloppement en Σ.
De ce fait, en se limitant a` une de´pendance spatio-temporelle d’ordre quadratique en Σ, la
densite´ d’e´nergie T 00 peut eˆtre e´crite comme :
T 00 = 0(s, n, T
0i) + 1
avec 0, densite´ d’e´nergie du ﬂuide “normal” (ρL = ρR = 0 et Σ = constante) et 1, correspondant
a` la somme des termes chiraux de plus bas ordre en Σ :
1 = fijTr
[
∂iΣ∂jΣ
†]+ a
2
Tr
[
(ρL − ΣρRΣ†)2
]
+
av
2
Tr
[
(ρL + ΣρRΣ
†)2
]− ickTr [(ρLΣ∂kΣ† + Σ†∂kΣρR)] (4.14)
Les coeﬃcients a, av, fij et c
k sont de´termine´s de la manie`re suivante. La diﬀe´rentielle de l’e´nergie
(4.8) et la forme de 1 nous permettent d’exprimer les variables conjugue´es µL, µR, σ et γi en
fonction des coeﬃcients et des variables ρL, ρR, Σ et ∂iΣ. Une transformation de Legendre permet
d’obtenir une expression explicite de la pression p = p0 + p1 ou` p0 est la transforme´e de 0 et
p1, la transforme´e de 1, est exprime´e en fonction des variables conjugue´es et des coeﬃcients. En
remplac¸ant la pression dans la condition d’invariance de Lorentz (4.13), on obtient un syste`me
d’e´quations soluble. Il en re´sulte que p0 est fonction de deux variables T0 = γT et µ0 = γµ et
que les quatre coeﬃcients peuvent eˆtre exprime´s en fonction de la vitesse et de trois fonctions des
variables T0 et µ0 note´es fs, ft et fv, qui, au meˆme titre que p0, pourraient e´tre de´termine´es par
la thermodynamique de QCD. On obtient ﬁnalement :
1 =
f 2s
4
(δij − 1− v
2
π
1− v2πv2
vivj)Tr
[
∂iΣ∂jΣ
†]+ 1
γ2f 2t (1− v2πv2)
Tr
[
(ρL − ΣρRΣ†)2
]
+
1
γ2f 2v
Tr
[
(ρL + ΣρRΣ
†)2
]− i v2π
γ2(1− v2πv2)
vkTr
[
(ρLΣ∂kΣ
† + Σ†∂kΣρR)
]
(4.15)
ou` vπ ≡ fs/ft est la vitesse du pion. En eﬀet, les fonctions fs et ft peuvent eˆtre identiﬁe´es avec
les constantes de de´sinte´gration spatiale et temporelle du pion. A tempe´rature nulle : fs = ft et
l’invariance de Lorentz est dans ce cas ve´riﬁe´e au niveau microscopique. Au contraire, pour une
tempe´rature ﬁnie, on assiste alors a` la brisure de l’invariance de Lorentz au niveau microscopique
donc fs 	= ft. Donc, de manie`re ge´ne´rale, la pre´sence d’un bain thermique brise l’invariance de
Lorentz au niveau microscopique.
4.2.3 Syste`me d’e´quations hydrodynamiques sous forme covariante
Pour re´e´crire sous forme covariante les e´quations du syste`me, il est ne´cessaire d’utiliser des
combinaisons line´aires des variables initiales : ρV = (ρL + ΣρRΣ
†), ρA = (ρL − ΣρRΣ†), µV =
(µL + ΣµRΣ
†) et µA = (µL − ΣµRΣ†). Les e´quations d’e´volution de ρL, ρR et Σ permettent
d’obtenir deux e´quations sous forme covariante, une pour α = ρV /γ venant de la combinaison
ρL + ΣρRΣ
† et une autre du second ordre pour Σ venant de la combinaison ρL − ΣρRΣ† :
∂µ(αu
µ) +
1
2
[uµΣ∂µΣ
†, α] = 0,
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i∂µ((f
2
t − f 2s )uµuνΣ∂νΣ† + f 2sΣ∂µΣ†) + [uµΣ∂µΣ†, α] = 0.
La mise sous forme covariante de la pression aboutit a` :
p = p0 +
1
4
(f 2t − f 2s )uµuνTr
[
∂µΣ∂νΣ
†]+ 1
4
f 2sTr
[
∂µΣ∂
µΣ†
]
+
1
16
f 2vTr
[
µ2V 0
]
(4.16)
avec µV 0 = γµV . Il est maintenant possible d’e´crire la densite´ de moment T
0i a` l’aide de l’e´quation
4.13 et ainsi de mettre le tenseur e´nergie-impulsion sous forme covariante :
T µν = (ρ+ p)uµuν − pgµν + 1
4
f 2s Tr
[
∂µΣ∂νΣ† + ∂νΣ∂µΣ†
]
. (4.17)
La densite´ d’e´nergie dans le re´fe´rentiel au repos, en posant Kˆ = T0
∂
∂T0
+ µ0
∂
∂µ0
, s’e´crit :
ρ = (Kˆ − 1)p0 + 1
4
(Kˆ + 1)(f 2t − f 2s )uµuνTr
[
∂µΣ∂νΣ
†]+ (Kˆ − 1)1
4
f 2sTr
[
∂µΣ∂
µΣ†
]
+(Kˆ + 1)
1
16
f 2vTr
[
(µV 0)
2
]
. (4.18)
Pour le ﬂuide parfait relativiste, on avait ρ = (Kˆ − 1)p. Dans (4.17), on reconnaˆıt dans le premier
terme l’expression du T µν du ﬂuide parfait relativiste (cf 3.1), meˆme si ici, des termes incluant la
syme´trie chirale sont pre´sents dans les expressions de p et ρ. Par contre, le second terme du membre
de droite est nouveau par rapport au cas ide´al sans brisure et est donc tout a` fait caracte´ristique
de la pre´sence d’une brisure spontane´e de la syme´trie chirale.
Comme les variables hydrodynamiques sont au nombre de quatorze, le syste`me doit aussi eˆtre
de´crit par quatorze e´quations hydrodynamiques. Si on les regroupe, celles-ci sont :
∂µ(n0u
µ) = 0 ∂µT
µν = 0 (4.19)
∂µ(αu
µ) +
1
2
[uµΣ∂µΣ
†, α] = 0, (4.20)
i∂µ((f
2
t − f 2s )uµuνΣ∂νΣ† + f 2sΣ∂µΣ†) + [uµΣ∂µΣ†, α] = 0. (4.21)
On constate donc qu’aux cinq e´quations hydrodynamiques habituelles (4.19), viennent s’ajouter
neuf e´quations relatives a` la syme´trie chirale. Ces neuf e´quations (trois dans (4.20) et six dans
(4.21)), qui pourraient tout aussi bien eˆtre ∂µJ
µ
L = 0, ∂µJ
µ
R = 0 et l’e´quation du premier ordre
ve´riﬁe´e par Σ, sont en re´alite´ contenues dans l’e´quation du premier ordre (4.20) et dans l’e´quation
du second ordre (4.21). De ce syste`me d’e´quations, on peut a` nouveau ve´riﬁer la conservation de
l’entropie. On obtient donc un syste`me hydrodynamique ferme´ qui, en the´orie, est soluble. Nous
verrons cependant dans le prochain chapitre que l’application a` un cas particulier concret ne´cessite
des simpliﬁcations et donc des approximations.
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Chapitre 5
Application aux collisions d’ions lourds
Dans le chapitre pre´ce´dent, nous avons vu que la description hydrodynamique d’un gaz avec
syme´trie chirale brise´e fait intervenir de nouvelles e´quations par rapport au ﬂuide ide´al. Or, les
mode`les couramment utilise´s pour e´tudier les collisions d’ions lourds reposent sur l’hypothe`se du
ﬂuide ide´al. Dans ce chapitre, nous allons donc essayer de mettre en e´vidence les e´carts dus a` la
prise en compte de la brisure de syme´trie. Par ailleurs nous verrons e´galement les eﬀets dus a`
la prise en compte de la viscosite´ dans le cadre du ﬂuide sans brisure. Cette e´tude se fait dans
le cadre de la description de Bjorken des collisions et nous commenc¸ons donc par un rappel des
hypothe`ses et re´sultats de cette description.
5.1 Rappels sur le mode`le de Bjorken
5.1.1 Collisions d’ions lourds ultrarelativistes
L’hydrodynamique relativiste est fre´quemment utilise´e pour de´crire les collisions d’ions lourds,
lorsque l’on veut reproduire l’e´volution spatio-temporelle de la matie`re dense et chaude cre´e´e dans
de tels e´ve´nements. En faisant l’hypothe`se de l’e´quilibre local, cette approche donne directement
une description de ce qui se passe jusqu’au “freeze-out”, en termes de tempe´rature, pression, etc.
On suppose e´galement souvent que la matie`re produite est ide´ale, c’est-a`-dire que l’on conside`re
un ﬂuide normal, non dissipatif. Des mode`les simples ont e´te´ de´veloppe´s pour la description de la
ge´ome´trie des collisions d’ions lourds ultrarelativistes, dont le mode`le de Bjorken qui a le grand
inte´reˆt de fournir des solutions analytiques (cf. 5.1.3).
Pour simpliﬁer, on peut conside´rer la collision de deux ions lourds ultrarelativistes identiques
[13, 14]. Un des principaux eﬀets est duˆ a` la cine´matique : il y a contraction des longueurs paralle`les
au mouvement (ici selon l’axe des z) et dilatation des temps par rapport aux re´fe´rentiels propres
des ions. Dans ce cadre relativiste, il est judicieux d’abandonner la notion de vitesse au proﬁt de
la notion de rapidite´ y, que l’on peut de´ﬁnir a` l’aide de deux variables comme par exemple E,
l’e´nergie et Pz, l’impulsion selon l’axe z d’une particule (c=1) :
y =
1
2
ln
(
E + Pz
E − Pz
)
Les rapidite´s sont additives dans une transformation de Lorentz, comme les vitesses le sont dans
une transformation de Galile´e. De meˆme, le temps est remplace´ par le temps propre τ = t
γ
, temps
dans le re´fe´rentiel de repos d’une particule. En pratique, on mesure le nombre de particules N
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Fig. 5.1: Collision de deux ions lourds ultrarelativistes identiques A et B, dans le centre de masse.
produites par unite´ de rapidite´ dN
dy
. Dans la re´gion de rapidite´ entre le projectile et la cible des
particules secondaires (me´sons) sont cre´e´es, par exemple des pions (π+, π−, π0), des kaons (K+,
K−, K0)... Par ailleurs, a` partir de τ ≥ τ0  1fmc , on suppose que le syste`me atteint un e´tat
d’e´quilibre local, le traitement hydrodynamique de l’e´volution du syste`me devient alors valide. A`
tre`s haute e´nergie (ECM ≥ 100A.GeV) [15], avec A le nombre de nucle´ons, les me´canismes de
production de particules et d’expansion hydrodynamique s’eﬀectuent sur des e´chelles de temps
diﬀe´rentes et donc sont bien se´pare´s. Dans dN
dy
, on peut alors identiﬁer trois zones, une zone
centrale et deux zones pe´riphe´riques :
dy
y
0
mesons
baryons
du progectile
fragmentation
de la cible
dN
fragmentation 
centralplateau
Fig. 5.2: Vision sche´matique de dN
dy
dans une collision d’ions lourds a` tre`s haute e´nergie.
Les deux zones pe´riphe´riques sont les zones de fragmentation de la cible et du projectile. Le
nombre de baryons y est pre´dominant. La zone centrale (y  0) est inte´ressante du point de vue
the´orique. En eﬀet, on peut supposer que :
dN
dy
∣∣∣∣
A+A
 cte (5.1)
L’hypothe`se de distribution de rapidite´ uniforme, lors des collisions A+A est base´e sur l’extrapola-
tion des re´sultats expe´rimentaux similaires p+p. De ce fait, les grandeurs caracte´risant le syste`me
de´pendent peu de la rapidite´ y dans la zone centrale. C’est pourquoi, ces meˆmes grandeurs seront
suppose´es, en ge´ne´ral, inde´pendantes de y dans cette zone. La re´gion centrale peut eˆtre de´crite
plus facilement que les autres re´gions. En eﬀet, il y a, dans cette zone, formation d’un tre`s grand
nombre de me´sons. Les pions se forment en premier car ils sont plus le´gers que les autres me´sons :
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ils repre´sentent 90% du nombre total de me´sons. De plus, contrairement aux me´sons, les baryons
sont tre`s peu nombreux. Dans la suite les me´sons autres que les pions seront ne´glige´s, ainsi que les
baryons devant les pions, et les pions issus des re´sonnances. L’e´quation d’e´tat de la re´gion centrale
devient alors plus simple. Les proprie´te´s particulie`res de la zone centrale sont misent a` proﬁt dans
le mode`le de Bjorken.
5.1.2 Mode`le proprement dit
Le mode`le de Bjorken est un mode`le hydrodynamique a` (1 + 1) dimensions, valide a` tre`s
haute e´nergie (ECM ≥ 100A.GeV) [15, 16, 17]. Il est utilise´ pour de´crire les collisions centrales
syme´triques. Dans cette gamme d’e´nergie, les deux noyaux deviennent transparents l’un pour
l’autre. On se place dans la re´gion centrale. Seule l’expansion longitudinale est conside´re´e lors de
la collision. Le syste`me est donc contenu dans un cylindre de rayon tre`s grand. On peut ne´gliger
l’e´paisseur longitudinale des noyaux. Ceci entraˆıne que les coordonne´es longitudinales des nucle´ons
d’un meˆme noyau sont identiques. Avec ces hypothe`ses, la collision se sche´matise comme suit :
oo
B A B’A’
Fig. 5.3: Sche´ma d’une collision d’ions lourds ultrarelativistes, A et B, dans le mode`le de Bjorken,
avant et apre`s collision.
Dans le mode`le de Bjorken, les conditions initiales du ﬂuide sont spe´ciﬁe´es sur une hyperbole
de temps propre constant τ0. La coordonne´e permettant de se repe´rer sur cette hyperbole est
la rapidite´ y. Les particules issues de cette collision se de´placent avec des vitesses varie´es et se
de´sinte`grent avec un temps caracte´ristique τ ≥ τ0 = 1fmc . La cine´matique relativiste implique que
les fragments lents se de´sinte`grent avant les fragments rapides. Si ces fragments sont assimile´es a`
des particules libres, cre´e´es en (t, z) = (0, 0), ils se de´sinte`grent tous selon l’hyperbole de temps
propre τ =
√
t2 − z2 (c=1).
Par hypothe`se, dans la zone centrale, on suppose que les proprie´te´s du syste`me ne de´pendent
pas de la rapidite´ le long de l’hyperbole τ0. Le syste`me devient alors invariant sous l’action des
boosts de Lorentz (ici selon la direction z). Comme les e´quations hydrodynamiques sont aussi
invariantes sous ces boosts, les proprie´te´s du ﬂuide en z se de´duisent de celles en 0. Or, en z = 0,
la vitesse du ﬂuide est nulle, la quadrivitesse est donc : uµ = (1, 0, 0, 0). En z, cette dernie`re
devient uµ = x
µ
τ
= ( t
τ
, 0, 0, z
τ
), sous l’action du boost de Lorentz suivant z, de vitesse v = z
τ
.
Le comportement du syste`me est visualise´ a` l’aide d’un diagramme d’espace-temps.
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Fig. 5.4: E´volution dans l’espace-temps de la re´gion centrale de rapidite´ dans le mode`le de Bjor-
ken : hyperboles parame´tre´es par le temps propre τ .
Le diagramme d’espace-temps comporte diﬀe´rentes parties, de´limite´es par des hyperboles τ =
cte, a` l’inte´rieur du coˆne de lumie`re [15] : pour τ ≤ τ0, il y a thermalisation du syste`me jusqu’a`
obtention de l’e´quilibre local en τ = τ0  1fmc . Dans le cadre de ce mode`le, la transition de
phase du plasma de quarks-gluons, si elle existe, est incluse dans le processus de thermalisation.
Pour τ ≥ τ0, la syme´trie du mode`le est re´alise´e : validite´ du re´gime hydrodynamique du gaz de
pions. Ensuite, le gaz de pions e´volue jusqu’a` τf , temps de “freeze-out”, re´gime asymptotique
correspondant a` la libe´ration des pions : ces derniers s’e´chappent du milieu dense et deviennent
libres...
5.1.3 Principaux re´sultats du mode`le
Il existe une correspondance biunivoque entre (t,z) et (τ ,y) : t(τ, y) = τ cosh(y) et z(τ, y) =
τ sinh(y). Ce changement de variables pre´sente un grand inte´reˆt car τ et y, respectivement temps
propre et rapidite´, sont les variables pertinentes du proble`me. Les grandeurs caracte´risant le
syste`me sont donc a priori des fonctions des deux variables τ et y. Dans le mode`le de Bjor-
ken, par hypothe`se, ces grandeurs sont inde´pendantes de la rapidite´. Dans ce mode`le a` (1 + 1)
dimensions, cette hypothe`se est re´aliste pour τ ≤ R/c  6fm/c, avec R, rayon des noyaux. Au-
dela`, un mode`le a` (3+1) dimensions est ne´cessaire [16]. Ces grandeurs sont donc des fonctions de
la seule variable τ . Le syste`me est soluble analytiquement dans ce cas particulier. En se basant sur
l’hydrodynamique relativiste du ﬂuide normal (cf. 3.1) et la thermodynamique (dE=TdS-pdV car
le nombre baryonique est nul, d’ou` une enthalpie volumique w = +p = Ts), on peut montrer que,
dans la zone centrale, la densite´ d’e´nergie , la pression p, la tempe´rature T , la densite´ d’entropie s
ve´riﬁent :
∂s
∂τ
+
s
τ
= 0 ⇒ s(τ) = s(τ0)τ0
τ
(5.2)
∂T
∂τ
+
1
3
T
τ
= 0 ⇒ T (τ) = T (τ0)
(τ0
τ
)1/3
(5.3)
∂p
∂τ
+
4
3
p
τ
= 0 ⇒ p(τ) = p(τ0)
(τ0
τ
)4/3
(5.4)
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∂
∂τ
+
4
3

τ
= 0 ⇒ (τ) = (τ0)
(τ0
τ
)4/3
. (5.5)
On acce`de ainsi a` la de´pendance en τ de chacune de ces grandeurs. L’e´quation d’e´tat du syste`me
est :
p = aT 4 =

3
avec a = gπ
π2
90
. (5.6)
Le gaz de pions e´tant assimile´ a` un gaz de Bose de masse nulle (i.e. ultrarelativiste), on retrouve
une loi type loi de Stephan avec gπ = 3, de´ge´ne´rescence due aux pions π
+, π−, π0 [15, 17]. Les
conditions aux limites que nous utiliserons sont (toutes de´duites a` partir du choix de T (τ0)), pour
τ0  1fmc :
s(τ0)  1, 4fm−3 T (τ0)  200MeV
p(τ0)  70MeV.fm−3 (τ0)  210MeV.fm−3 (5.7)
5.2 E´quations hydrodynamiques simpliﬁe´es
Il s’agit maintenant d’inclure dans le traitement pre´ce´dent, les termes provenant de la brisure
spontane´e de la syme´trie chirale. Nous allons donc utiliser les e´quations hydrodynamiques du
chapitre pre´ce´dent en faisant toutefois quelques hypothe`ses simpliﬁcatrices.
5.2.1 Cas particulier ou` les baryons sont absents
Nous supposons dans un premier temps que le nombre de baryons est nul, ce qui se traduit
par n0 = 0 et α = 0
1. Cette hypothe`se est plausible dans les collisions d’ions lourds relativistes.
En eﬀet, lors de ce type de collision, le nombre de baryons produits dans la zone centrale de
rapidite´ est ne´gligeable devant le nombre de me´sons (cf. 5.1.1). Dans ce cas particulier, le syste`me
d’e´quations se re´duit a` :
p = p0 +
1
4
(f 2t − f 2s )uµuνTr
[
∂µΣ∂νΣ
†]+ 1
4
f 2sTr
[
∂µΣ∂
µΣ†
]
(5.8)
T µν = ( + p)uµuν − pgµν + 1
4
f 2sTr
[
∂µΣ∂νΣ† + ∂νΣ∂µΣ†
]
(5.9)
∂µT
µν = 0 (5.10)
i∂µ((f
2
t − f 2s )uµuνΣ∂νΣ† + f 2sΣ∂µΣ†) = 0. (5.11)
5.2.2 De´veloppement explicite en champ de pion
On eﬀectue maintenant un de´veloppement limite´ de la phase Σ en puissances de τ.π, avec
τ vecteur dont les composantes sont les matrices de Pauli et π le champ de pion classique. On
s’inte´resse aux premiers ordres non nuls en τ .π.
Σ = exp
[
i
τ .π
fπ
]
 1 + iτ .π
fπ
− 1
2
(
τ.π
fπ
)2
+ o
(
(τ .π)2
)
(5.12)
Quand on eﬀectue le de´veloppement limite´ au premier ordre en τ.π des e´quations (5.8), (5.9)
et (5.10), on retrouve le syste`me d’e´quations associe´ au ﬂuide normal relativiste sans brisure
1Dans les e´quations du chapitre pre´ce´dent, en l’absence de pions (Σ = 1), α correspond a` la charge isovectorielle.
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spontane´e de syme´trie chirale, en l’absence de baryons (cf 3.1). En re´alisant un de´veloppement
limite´ au deuxie`me ordre en τ .π des e´quations (5.8), (5.9) et (5.10) on trouve cette fois-ci :
p = p0 +
1
4
(f 2t − f 2s )
f 2π
uµuνTr [∂µ(τ .π)∂ν(τ.π)] +
1
4
f 2s
f 2π
Tr [∂µ(τ.π)∂
µ(τ.π)] (5.13)
T µν = ( + p)uµuν − pgµν + 1
4
f 2s
f 2π
Tr [∂µ(τ.π)∂ν(τ.π) + ∂ν(τ.π)∂µ(τ .π)] (5.14)
∂µT
µν = 0. (5.15)
Dans ce cas de ﬁgure, aﬁn de fermer le syste`me d’e´quations, il faut aussi e´crire l’e´quation cor-
respondant a` (5.11). Au deuxie`me ordre dans le de´veloppement en champ de pion de (5.11), on
trouve :
∂µ
(
(f 2t − f 2s )
f 2π
uµuν∂ν(τ.π) +
f 2s
f 2π
∂µ(τ .π)
)
= 0. (5.16)
On ve´riﬁe la cohe´rence du de´veloppement limite´ a` l’ordre deux en τ.π en s’assurant de la conser-
vation de l’entropie pour cet ordre. Maintenant que l’on a connaissance du syste`me d’e´quations
dans la limite des faibles perturbations chirales, on peut tenter de mettre en e´vidence les e´carts
par rapport au ﬂuide normal relativiste en se plac¸ant dans la ge´ome´trie de Bjorken.
5.3 Brisure de syme´trie chirale dans la ge´ome´trie de Bjor-
ken
5.3.1 De´veloppements au premier et deuxie`me ordre en τ .π - Zone
centrale
Dans le cas ge´ne´ral, on ne peut pas garder toutes les hypothe`ses du mode`le de Bjorken. En
eﬀet, dans le hamiltonien, les termes se rapportant a` la brisure de la syme´trie chirale, syme´trie
interne, brisent aussi l’invariance par translation selon la direction du boost (ici z). A priori, les
grandeurs qui caracte´risent le syste`me sont donc des fonctions des deux variables τ et y. Hors
de la re´gion centrale (y 	= 0), la de´pendance par rapport a` la rapidite´ complique grandement le
proble`me. Les termes dans le T µν qui brisent la syme´trie chirale (syme´trie interne) brisent aussi
la syme´trie d’espace-temps. La de´pendance par rapport a` une seule variable n’est dans ce cas
pas exacte et constitue juste une approximation. Dans la suite, aﬁn de simpliﬁer le proble`me, on
se place donc dans la re´gion centrale. Dans la zone centrale (y = 0), on retrouve la syme´trie de
Bjorken, a` savoir l’inde´pendance des variables par rapport a` y. Comme dans le mode`le de Bjorken,
on supposera aussi que le nombre de baryons dans cette zone centrale est nul. Au premier ordre
en τ.π, les termes de brisure n’apparaissent pas, dans le T µν et dans les e´quations d’e´volution des
grandeurs qui nous inte´ressent. On retrouve alors les e´quations du ﬂuide parfait relativiste donc
les re´sultats du mode`le de Bjorken (cf. 5.1.3). Par contre, au deuxie`me ordre en τ .π, des termes se
rapportant a` la brisure de syme´trie chirale apparaissent. Le syste`me d’e´quations n’est plus soluble
analytiquement que pour la densite´ d’entropie. La contribution a` l’entropie n’est pas uniquement
due au ﬂuide parfait, mais la prise en compte de la brisure de syme´trie chirale ne modiﬁe pas la
forme de la de´pendance en τ de l’entropie. Ce n’est pas le cas des autres grandeurs, accessibles par
l’interme´diaire d’e´quations couple´es, qui constituent les ge´ne´ralisations des e´quations (5.3), (5.4)
et (5.5) :
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∂s
∂τ
+
s
τ
= 0 ⇒ s(τ) = s(τ0)τ0
τ
(5.17)
(
s(τ0)τ0
τ
− 4aT 3
)
∂T
∂τ
+ Tr
[
∂
∂τ
(
f 2t
4f 2π
(
∂τ .π
∂τ
)2)
+
1
2
f 2t
f 2π
1
τ
(
∂τ .π
∂τ
)2]
= 0 (5.18)
∂
∂τ
+
Ts(τ0)τ0
τ 2
+ Tr
[
∂
∂τ
(
1
2
f 2s
f 2π
(
∂τ .π
∂τ
)2)
+
1
2
f 2t
f 2π
1
τ
(
∂τ .π
∂τ
)2]
= 0. (5.19)
L’e´quation d’e´tat n’est plus celle d’un gaz de Bose ultrarelativiste (5.6) et devient :
p = aT 4 +
1
4
f 2t
f 2π
Tr
[(
∂τ .π
∂τ
)2]
. (5.20)
De plus, dans la ge´ome´trie de Bjorken, l’e´quation d’e´volution du champ de pion (5.16) est :
f 2t
f 2π
∂2τ.π
∂τ 2
+
[
1
τ
f 2t
f 2π
+
∂
∂τ
(
f 2t
f 2π
)]
∂τ .π
∂τ
= 0. (5.21)
Le syste`me d’e´quations est ferme´ donc a priori soluble nume´riquement. En eﬀet, avec la connais-
sance de la solution de (5.21), (5.17) permet de re´soudre (5.18), qui a` son tour permet d’acce´der
aux solutions des e´quations (5.19) et (5.20).
Cependant, dans le cas ge´ne´ral, on ne connaˆıt pas les formes analytiques de ft et fs en fonction
de la tempe´rature. En pratique, si on veut re´soudre le syste`me, on doit donc faire une hypothe`se
supple´mentaire au sujet de ces fonctions. L’hypothe`se choisie est : ft = fs = fπ (nous e´tudierons
une autre hypothe`se dans le paragraphe 5.3.3). En eﬀet, a` tempe´rature ﬁnie ces fonctions n’ont
aucune raison d’eˆtre e´gales (cf. 4.2.2) mais leur correction pour les basses tempe´ratures sont en T 2
[11]. Les corrections pour f 2t − f 2s sont donc dans ce cas de ﬁgure en T 4 ; l’hypothe`se pre´ce´dente
semble donc justiﬁe´e pour les basses tempe´ratures. En remarquant que Tr[(τ .π)2] = 2π2, avec τ
vecteur dont les composantes sont les matrices de Pauli, le syste`me se simpliﬁe en :
∂s
∂τ
+
s
τ
= 0 ⇒ s(τ) = s(τ0)τ0
τ
(5.22)
(
s(τ0)τ0
τ
− 4aT 3
)
∂T
∂τ
+
3∑
i=1
(
1
2
∂
∂τ
+
1
τ
)(
∂πi
∂τ
)2
= 0 (5.23)
∂
∂τ
+
Ts(τ0)τ0
τ 2
+
3∑
i=1
(
∂
∂τ
+
1
τ
)(
∂πi
∂τ
)2
= 0 (5.24)
p = aT 4 +
1
2
3∑
i=1
(
∂πi
∂τ
)2
(5.25)
(
∂
∂τ
+
1
τ
)
∂πi
∂τ
= 0. (5.26)
Dans les e´quations pre´ce´dentes, πi repre´sente la composante carte´sienne i (i = 1, 2, 3) du champ
de pion π, ne de´pendant par hypothe`se que de τ dans la zone centrale. Dans l’e´quation (5.26), on
reconnaˆıt l’expression du laplacien a` une dimension en coordonne´es cylindriques.
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5.3.2 Forme du champ de pion π
On peut acce´der a` πi(τ) par inte´gration de l’e´quation (5.26), compte tenu de la condition limite
πi(τ0) = 0 (les pions sont inexistants pour τ < τ0).
∂πi
∂τ
=
A
τ
πi = A ln
(
τ
τ0
)
. (5.27)
La condition initiale sur πi(τ0) n’a pas de conse´quence sur les re´sultats car la de´pendance en champ
de pion apparaˆıt toujours sous la forme de la de´rive´e du champ de pion par rapport au temps
propre : seule la connaissance de A est ne´cessaire. A est en fait une variable ale´atoire. En eﬀet, on
ne connaˆıt pas la valeur exacte de A car la vitesse des pions forme´s en τ=τ0 peut varier. Cependant,
on peut pallier le proble`me si on connaˆıt la distribution des valeurs de A en τ0 car on pourra alors,
avec ces conditions initiales diﬀe´rentes, re´aliser des moyennes et acce´der au comportement du
syste`me dans la limite des grands nombres. Il faut donc de´terminer la distribution de la variable
ale´atoire A en τ0. La partie de la densite´ d’e´nergie prenant en compte la brisure spontane´e (4.15)
se met sous la forme :
1 =
1
2
3∑
i=1
(
∂πi
∂τ
)2
. (5.28)
De ce fait, la matrice densite´ du syste`me ρ est proportionnelle a` :
ρ = exp
(
−β
∫
dx3T 00
)
∝ exp
(
−β
2
∫
dx3
3∑
i=1
(
∂πi
∂τ
)2)
. (5.29)
La constante d’inte´gration A est inde´pendante de i quand on conside`re la syme´trie d’isospin
ve´riﬁe´e. La matrice densite´ devient alors, avec gπ = 3 :
ρ ∝ exp
(
−β
2
∫
dx3gπ
(
A
τ
)2)
. (5.30)
Pour τ=τ0, la matrice densite´ prend la forme d’une gaussienne, avec V0/γcm le volume initial du
syste`me dans le re´fe´rentiel du laboratoire ; V0 e´tant le volume initial dans le re´fe´rentiel du centre
de masse et γcm le facteur de Lorentz assurant le passage entre les deux re´fe´rentiels :
ρ(τ0) ∝ exp
(
−β
2
V0
γcm
gπ
(
A
τ0
)2)
. (5.31)
On estime (cf. ﬁgure 5.1) le volume initial V0 par V0 = πR
2.2cτ0, avec R  5fm, rayon des
noyaux projectile et cible, et 2cτ0 = 2fm, distance se´parant le projectile et la cible. De plus,
γcm = Elab/
√
s  10 dans le domaine d’e´nergie envisage´. Elab correspond a` l’e´nergie dans le
re´fe´rentiel du laboratoire et
√
s a` l’e´nergie dans le centre de masse. Ainsi, la distribution de A en
τ0 est une gaussienne centre´e en 0 et de variance :
σ2(τ0) =
T (τ0)τ0γcm
2gππR2
 4, 25MeV.fm−1. (5.32)
On aboutit au syste`me suivant, soluble analytiquement :
s(τ) = s(τ0)
τ0
τ
(5.33)
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Fig. 5.5: Superposition des grandeurs sans dimensions du cas ide´al et du cas avec brisure spontane´e
de syme´trie chirale au deuxie`me ordre en champ de pion.
(
s(τ0)τ0
τ
− 4aT 3
)
∂T
∂τ
= 0 ⇒ T (τ) = T (τ0)
(τ0
τ
)1/3
(5.34)
∂
∂τ
+
Ts(τ0)τ0
τ 2
− gπA
2
τ 3
= 0 ⇒ (τ) = (τ0)
(τ0
τ
)4/3
− gπ
2
A2
τ 20
(τ0
τ
)2
(5.35)
p = p(τ0)
(τ0
τ
)4/3
+
gπ
2
A2
τ 20
(τ0
τ
)2
. (5.36)
Les principales hypothe`ses pour aboutir au pre´ce´dent syste`me d’e´quations sont : un de´veloppement
au deuxie`me ordre en champ de pion dans la zone centrale (y = 0) ou` les baryons sont ne´glige´s, en
supposant que les grandeurs du syste`me ne de´pendent que du temps propre et pas de la rapidite´,
avec de plus ft = fs = fπ et la syme´trie d’isospin ve´riﬁe´e. Dans le cadre de cette e´tude, on trouve
alors que la densite´ d’entropie et la tempe´rature ne sont pas modiﬁe´es. En revanche, il apparaˆıt
une correction a` la pression et a` la densite´ d’e´nergie. D’autre part, le syste`me d’e´quations ve´riﬁe
+ p = Ts.
Aﬁn d’estimer l’ordre de grandeur des termes correctifs par rapport aux termes correspondant
au cas ide´al dans  et p, on remplace pour τ = τ0, A
2 par < A2 >≡ σ2(τ0). On trouve alors
en s’aidant de (5.7) une correction de l’ordre de 1% au cas ide´al. C’est ce que l’on observe en
comparant la densite´ d’entropie et d’e´nergie, la pression et la tempe´rature du cas ide´al et du cas
avec brisure spontane´e de syme´trie chirale au deuxie`me ordre en champ de pion car dans tous les
cas les courbes se superposent (voir ﬁgure 5.5).
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Ne´gliger la brisure spontane´e de syme´trie chirale dans le traitement hydrodynamique du
syste`me semble donc eˆtre une bonne approximation. Mais nous n’avons pas pris en compte la
de´pendance explicite en tempe´rature des constantes de de´sinte´gration spatiales et temporelles des
pions. Nous allons donc e´tendre la formule connue de leur de´pendance pour les basses tempe´ratures
a` tout le domaine conside´re´ dans cette e´tude.
5.3.3 De´pendance en tempe´rature des constantes de de´sinte´gration
Dans les e´quations (5.18), (5.19), (5.20) et (5.21), on pose maintenant (de´veloppement basse
tempe´rature) f 2t = f
2
s = f
2
π(1 − T 2/(6f 2π)) [12]. On obtient alors une nouvelle e´quation pour la
tempe´rature :
4aτT 3 − A
′2
τ (1− T 2/(6f 2π))2
T
6f 2π
= s(τ0)τ0. (5.37)
Comme pre´ce´demment, A′ est la constante d’inte´gration de l’e´quation 5.21 :
∂πi
∂τ
=
A′
τ(1− T 2/(6f 2π)
. (5.38)
Le terme supple´mentaire dans la densite´ d’e´nergie duˆ a` la brisure de syme´trie e´tant :
1 =
f 2s
2f 2π
3∑
i=1
(
∂πi
∂τ
)2
, (5.39)
on a la relation suivante pour la valeur moyenne : < A′2 >=< A2 > (1 − T 20 /(6f 2π)). Le re´sultat
nume´rique pour le proﬁl de tempe´rature est pre´sente´ sur la ﬁgure 5.6. On voit que la correction,
qui induit un refroidissement plus rapide du syste`me, est de l’ordre de 5 %. Mais cette valeur est
certainement surestime´e a` cause de l’approximation faite pour la de´pendance des constantes de
de´sinte´gration du pion. On peut alors en conclure que l’on peut de´crire le syste`me a` l’aide du
mode`le du ﬂuide parfait relativiste. Cependant, pour l’instant, aucun eﬀet dissipatif n’a e´te´ pris
en compte. Toute source de dissipation, comme par exemple la viscosite´, peut remettre a priori
en question la validite´ du recours au ﬂuide ide´al.
5.4 Prise en compte de la viscosite´
Dans le paragraphe pre´ce´dent, nous avons e´tudie´ l’eﬀet sur le proﬁl de tempe´rature dans le
mode`le de Bjorken a` (1+1) dimensions des corrections dues a` la brisure de syme´trie chirale dans les
e´quations hydrodynamiques. Nous avons vu que ces corrections e´taient faibles mais la brisure de
la syme´trie n’est pas la seule correction au ﬂuide parfait. Qu’en est-il des eﬀets de la dissipation ?
Cette question a de´ja` e´te´ pose´e re´cemment, par exemple dans la re´fe´rence [18]. Nous allons donc
nous inte´resser a` l’eﬀet de la viscosite´ comme correction a` la description hydrodynamique habituelle
dans le mode`le de Bjorken.
5.4.1 Pions de masse nulle
On suppose maintenant que la syme´trie chirale n’est pas spontane´ment brise´e. Nous reprenons
ici les hypothe`ses de A. Muronga [18], c’est-a`-dire que l’on se place toujours dans le mode`le
hydrodynamique a` (1+1) dimensions de Bjorken. Le syste`me est conside´re´ comme un gaz de pions
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Fig. 5.6: Proﬁl de tempe´rature par rapport au temps propre pour deux cas : sans (courbe
supe´rieure) et avec (courbe infe´rieure) eﬀet de la brisure de syme´trie.
ultrarelativistes a` la limite chirale (mπ = 0). Les grandeurs du syste`me, ne de´pendant que de τ ,
sont donc de la forme, avec a = π2/30 :
P = aT 4  = 3aT 4 s = 4aT 3. (5.40)
Pour les particules de masse nulle, la viscosite´ volumique ζ s’annule : seule la viscosite´ de cisaille-
ment η intervient dans l’e´quation de l’e´nergie. La valeur choisie pour η est celle donne´e dans la
re´fe´rence [42], calcule´e avec une section eﬃcace donne´e par l’alge`bre des courants : η = b/T , avec
b = πf 4π/8. A` partir de la conservation du tenseur e´nergie-impulsion qui, maintenant, contient un
terme de ﬂux dissipatif (T µν = ( + P )uµuν − Pgµν + πµν), on forme uν∂µT µν et on trouve que
l’e´quation d’e´volution de la densite´ d’e´nergie est :
∂
∂τ
= −4
3

τ
+
Φ
τ
(5.41)
avec Φ = π00 − πzz. πµν est le tenseur des contraintes visqueuses et sa valeur diﬀe`re suivant
“l’ordre” de la the´orie hydrodynamique. En eﬀet, si l’on conside`re le cas du ﬂuide parfait, il n’y a
pas de dissipation η = 0, c’est l’ordre ze´ro de la the´orie :
Φ = 0. (5.42)
Le premier ordre de la dissipation correspond a` l’hypothe`se de line´arite´ du ﬂux d’entropie dans
les quantite´s dissipatives (lois phe´nome´nologiques de Fourier et Fick) : lorsqu’une inhomoge´ne´ite´
apparaˆıt dans le syste`me, ce dernier re´agit, et un ﬂux proportionnel au gradient se de´veloppe pour
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restaurer l’e´quilibre. Cela correspond, dans le mode`le de Bjorken ou` la force ∂µu
µ = 1/τ , a` :
Φ =
4
3
η
τ
(5.43)
Le second ordre est le cas ou` le ﬂux d’entropie est suppose´ quadratique dans les quantite´s dissi-
patives, ceci pour reme´dier a` l’instabilite´ du premier ordre (qui conduit notamment a` des temps
de relaxation inﬁnis). On introduit un temps de relaxation pour les ﬂux (the´orie de Mu¨ller-Israel-
Stewart) :
τπ
∂Φ
∂τ
= −Φ + 4
3
η
τ
(5.44)
On a cette fois-ci un temps de relaxation ﬁni : τπ = 3η/2p (pour des particules de masse nulle).
Le syste`me d’e´quations est ferme´ pour les trois ordres car, une fois  et Φ connus, on peut alors
acce´der a` T puis s et P en utilisant (5.40).
Aux ordres 1 et 2, le syste`me n’est pas soluble analytiquement, a` cause de la de´pendance en
tempe´rature de la viscosite´. La re´solution nume´rique montre que la correction due a` la viscosite´
compare´e au cas ide´al est totalement ne´gligeable, non seulement pour le cas (non physique mais
usuel) du premier ordre, mais e´galement pour le second ordre. Si on trace sur un meˆme graphique
les grandeurs du syste`me au trois ordres, on trouve des courbes pratiquement confondues (voir
ﬁgure 5.9). Ces re´sultats diﬀe`rent de ceux pre´sente´s dans la re´fe´rence [18], ceci a` cause d’une petite
erreur de calcul [19]. Dans ce cas de ﬁgure, l’approximation ﬂuide parfait est donc aussi re´aliste.
Ainsi, le traitement hydrodynamique de la matie`re nucle´aire dans les deux situations pre´ce´dentes
(prise en compte de la brisure spontane´e de syme´trie chirale ou prise en compte de la viscosite´)
a` l’aide du mode`le du ﬂuide parfait relativiste constitue apparemment une bonne approximation.
Or, ces re´sultats reposent sur les hypothe`ses de la re´fe´rence [18]. Dans le paragraphe suivant nous
allons discuter la valeur de la viscosite´ choisie et modiﬁer cette conclusion.
5.4.2 Pions massifs
Il existe deux approches pour trouver les e´quations de transport qui, avec les e´quations de
conservation, constituent les e´quations hydrodynamiques du syste`me. L’approche phe´nome´nologique
base´e sur la thermodynamique et le principe de positivite´ de l’entropie (cette approche sera utilise´e
dans le chapitre suivant) et l’approche de la the´orie cine´tique base´e sur l’e´quation de Boltzmann.
Cette dernie`re permet de calculer les coeﬃcients de transport via le de´veloppement de Chapman-
Enskog. Avec la me´thode des 14 moments de Grad, on peut acce´der aux temps de relaxation [37].
Dans le paragraphe pre´ce´dent nous reprenions les hypothe`ses faites dans la re´fe´rence [18]. Or, les
de´pendances en tempe´rature choisies pour la viscosite´ η et le temps de relaxation τπ ne sont va-
lables que pour des pions de masse nulle et lorsque la section eﬃcace π−π est donne´e par l’alge`bre
des courants. Si maintenant nous prenons des pions massifs et une section eﬃcace expe´rimentale,
ces de´pendances sont comple`tement diﬀe´rentes, surtout pour la viscosite´ [42, 21]. En eﬀet, cette
dernie`re augmente avec la tempe´rature et a des valeurs beaucoup plus importantes, comme on
peut le voir sur la ﬁgure 5.7. Les valeurs pour les pions massifs sont celles de la re´fe´rence [21]
qui ont e´te´ calcule´es avec une distribution de Bose-Einstein dans le terme de collision et pour un
potentiel chimique e´gal a` 100 MeV. Les valeurs des temps de relaxation sont elles aussi diﬀe´rentes
(voir ﬁgure 5.8). Avec ces de´pendances plus re´alistes pour η et τπ, on re´sout une nouvelles fois le
syste`me d’e´quations diﬀe´rentielles pour  et Φ, et on obtient de nouvelles courbes pour l’e´volution
de la tempe´rature (ﬁgure 5.9).
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Fig. 5.7: Valeurs de la viscosite´ pour des pions de masse nulle [42] et pour des pions massifs [21].
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Fig. 5.8: Valeurs du temps de relaxation associe´ a` la viscosite´ pour des pions de masse nulle [42]
et pour des pions massifs [21].
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Fig. 5.9: Proﬁl de tempe´rature par rapport au temps propre pour le ﬂuide parfait, le premier et
le second ordre de la the´orie dissipative.
On peut observer cette fois, pour les pions massifs, que les premier et second ordres sont
toujours de meˆme amplitude mais environ 20% au-dessus du ﬂuide parfait. Par exemple, pour une
tempe´rature initiale de 200 MeV, la tempe´rature passe de 110 MeV pour le cas ide´al a` 140 MeV
avec les eﬀets dissipatifs pour τ/τ0 = 6. Les eﬀets dissipatifs induisent donc un refroidissement
plus lent du syste`me, et par conse´quent devraient eˆtre pris en compte dans les simulations des
collisions d’ions lourds.
Chapitre 6
Dissipation
Dans ce chapitre, on va e´tablir les e´quations hydrodynamiques de deux syste`mes avec syme´trie
brise´e. Le premier est le superﬂuide qui nous a de´ja` servi d’exemple dans la premie`re partie :
les e´quations relativistes ainsi que la dissipation dans le cas non relativiste sont connues. Le
deuxie`me syste`me est celui introduit au de´but de cette partie et qui nous permet de de´crire la
matie`re hadronique.
6.1 Hydrodynamique relativiste du superﬂuide : proces-
sus dissipatifs
Rappelons tout d’abord les e´quations pour le superﬂuide relativiste ide´al (c’est-a`-dire non
dissipatif) :
∂µ(n0u
µ − V 2∂µφ) = 0 (6.1)
∂µ[( + p)u
µuν − pgµν + V 2∂µφ∂νφ] = 0 (6.2)
uµ∂µφ = −µ0 (6.3)
Ces e´quations contiennent la conservation de l’entropie, puisqu’il n’y a pas de processus dissipatifs.
Pour le montrer explicitement, il suﬃt de projeter la deuxie`me e´quation pre´ce´dente sur la direction
de la quadri-vitesse uν : uν∂µT
µν = 0. On obtient alors facilement que : ∂µ(s0u
µ) = 0
Pour e´tablir les e´quations en pre´sence de processus dissipatifs, on doit de´terminer la forme
des termes supple´mentaires apparaissant dans les ﬂux d’e´nergie-impulsion, de particules et de
l’e´quation pour la phase, soit respectivement νµ, τµν et φ′0 :
∂µ(n0u
µ − V 2∂µφ + νµ) = 0 (6.4)
∂µ
[
(+ p)uµuν − pgµν + V 2∂µφ∂νφ + τµν] = 0 (6.5)
uµ∂µφ = −µ0 − φ′0 (6.6)
La vitesse hydrodynamique uµ pre´sente dans les e´quations ci-dessus peut tout aussi bien repre´senter
physiquement la vitesse du transport d’e´nergie ou la vitesse du transport de particules. Il existe
en eﬀet une liberte´ de choix qui n’a aucune inﬂuence sur la forme des e´quations en l’absence de
dissipation mais, qui, en pre´sence de dissipation impose des contraintes sur la forme des termes
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rajoute´s dans les e´quations hydrodynamiques. En ce qui nous concerne, nous allons faire le choix,
purement arbitraire, de Landau et Lifshitz, c’est-a`-dire que la vitesse uµ repre´sentera de´sormais
la vitesse de transport d’e´nergie. Les contraintes pour les termes supple´mentaires prendront alors
la forme ([5]) :
uµτ
µν = 0 et uµν
µ = 0.
Le choix de Eckart donne lieu a` d’autres contraintes [41].
Avec ces e´quations, il est alors possible d’e´tablir explicitement la loi d’accroissement de l’entropie,
qui est contenue dans les e´quations du mouvement. En e´crivant uν∂µT
µν = 0, on obtient en eﬀet :
∂µ(s0u
µ − µ0
T0
νµ) = −νµ∂µµ0
T0
+
φ′0
T0
∂µ(V
2∂µφ) +
τµν
T0
∂µuν (6.7)
Cette e´quation est de la forme ge´ne´rique : ∂µS
µ = σ ou` Sµ est le quadri-vecteur densite´ de ﬂux
d’entropie et σ la production d’entropie due aux processus dissipatifs. σ est une forme biline´aire
entre les densite´s de ﬂux et les forces thermodynamiques.
Par ailleurs, dans le re´gime hydrodynamique, on est par de´ﬁnition pre`s de l’e´quilibre. Par
conse´quent, les termes τµν , νµ et φ′0 peuvent s’exprimer line´airement en fonction des forces ther-
modynamiques. Les coeﬃcients de proportionnalite´ sont les coeﬃcients de transport. Leur signi-
ﬁcation physique est la caracte´risation de l’amplitude de la re´ponse du syste`me (les ﬂux) a` une
certaine perturbation (les forces). La solution la plus ge´ne´rale permet ainsi d’exprimer a priori
les ﬂux en fonction de l’ensemble des forces. Cependant il existe des contraintes qui permettent
d’e´liminer certains termes : les relations uµτ
µν = 0 et uµν
µ = 0 imposent que certains couplages
soient nuls. Ensuite, le principe de re´ciprocite´ d’Onsager, combine´ a` la positivite´ de l’entropie
conduit a` :
νµ = κ(gµν − uµuν)∂ν(µ0
T0
) (6.8)
τµν = (gµν − uµuν)
[
ζ1∂λ(V
2∂λφ) + (ζ2 − 2
3
η)∂λu
λ
]
+ η
[
(gµλ − uµuλ)∂λuν + (gλν − uλuν)∂λuµ)
]
(6.9)
φ′0 = ζ1∂µu
µ + ζ3∂µ(V
2∂µφ) (6.10)
ou` κ est proportionnel a` la conduction thermique et η, ζ1, ζ2, ζ3 sont les viscosite´s de cisaillement
et volumiques (les notations sont celle de´ﬁnies dans [5]). La thermodynamique impose que le
taux d’accroissement de l’entropie σ doit eˆtre essentiellement positif. Cela implique que η, ζ2, ζ3
sont positifs et ζ21 ≤ ζ2ζ3. Le signe de ζ1 doit quant a` lui eˆtre de´termine´ par des conside´rations
physiques. On peut en fait ve´riﬁer par comparaison directe avec [5] que ζ1 est e´galement positive.
6.2 Hydrodynamique du ﬂuide chiral
Nous allons maintenant e´tablir les e´quations hydrodynamiques en pre´sence de processus dissi-
patifs pour le syste`me de pions en pre´sence de matie`re nucle´aire de´crit au de´but de cette partie.
En utilisant l’exemple pre´ce´dent du superﬂuide comme guide, on constate qu’il va falloir in-
troduire autant de termes supple´mentaires que de variables hydrodynamiques. Soit, de manie`re
explicite : νµ pour le nombre baryonique, τµν pour le tenseur e´nergie-impulsion, jµL,R ≡ jµL,R;iτi/2
pour les charges gauche et droite et e´galement Σ′0 ≡ Σ′0,iτi/2 pour les phases. Nous avons vu au
paragraphe 4.2.3 comment transformer le syste`me d’e´quations du mouvement pour les quatorze
6.2. HYDRODYNAMIQUE DU FLUIDE CHIRAL 51
variables en un syste`me d’e´quations covariantes. Les termes dissipatifs dans les deux e´quations
(4.17) et (4.19) s’introduisent facilement comme pour le ﬂuide normal :
∂µ(n0u
µ + νµ) = 0 (6.11)
∂µ
(
( + p)uµuν − pgµν + f 2s tr(∂µΣ∂νΣ† + ∂νΣ∂µΣ†) + τµν
)
= 0 (6.12)
Par contre, pour introduire les termes propres a` la syme´trie chirale, il n’est pas possible de partir
des e´quations initiales pour les charges gauches et droites. En eﬀet, on a vu que ces e´quations
(4.12) ne sont pas directement covariantes. Il faut en fait se donner un hamiltonien et former des
combinaisons particulie`res (propres au hamiltonien choisi) des variables initiales pour ﬁnalement
aboutir a` des e´quations covariantes. Par conse´quent, le fait d’ajouter les termes dissipatifs dans
les e´quations initiales induirait le meˆme proble`me qu’ajouter des termes dans le hamiltonien :
d’autres combinaisons devraient donc eˆtre forme´es pour aboutir a` des e´quations covariantes. La
strate´gie va donc eˆtre de partir directement des e´quations ﬁnales (4.20) et (4.21). Ces e´quations
contiennent les e´quations de conservation des courants droit et gauche : ∂µJ
µ
R = 0 et ∂µJ
µ
L = 0
ainsi que l’e´quation du mouvement pour les phases : uµΣ∂µΣ
† = i
2
γ(µL − ΣµRΣ†) (e´quation
initiale (4.12) mise sous forme covariante). Introduisons tout de suite deux notations pour cette
dernie`re e´quation : A = uµΣ∂µΣ
† et µA0 = γ(µL−ΣµRΣ†). On constate alors une analogie formelle
avec le cas du superﬂuide (e´quation (6.6)). On introduit par conse´quent la dissipation de manie`re
analogue. Soit explicitement :
iA = −1
2
µA0 − Σ′0 (6.13)
En eﬀet, le membre de gauche s’identiﬁe a` uµ∂µφ et le membre de droite a` −µ0 − φ′0 puisque
par analogie avec U(1), iΣ∂µΣ
† est la “vitesse superﬂuide” qui apparaˆıt dans les termes dus a` la
brisure de syme´trie dans les e´quations hydrodynamiques, et 1
2
µA0 est dans un cas particulier le
“potentiel chimique” de la charge axiale.
Pour les deux autres e´quations (pour A : (4.20) et α : (4.21)), c’est un peu plus complique´.
Rappelons tout d’abord que ces e´quations ont e´te´ obtenues apre`s remplacement des variables
conjugue´es (et notamment µA0) par les variables du hamiltonien et apre`s avoir forme´ la com-
binaison ρL + ΣρRΣ
†, (respectivement la combinaison ρL − ΣρRΣ† = ρA). Par ailleurs on avait
e´galement remarque´ qu’il e´tait possible de retrouver les e´quations de conservation des courants
droit et gauche exprime´s avec ces deux nouvelles variables, en utilisant ces deux e´quations. Aussi,
pour comprendre comment s’introduisent les termes dissipatifs, nous allons faire le cheminement
inverse, c’est-a`-dire partir des e´quations de conservation des courants droit et gauche. Ainsi, comme
pour toute e´quation de type e´quation de conservation, nous pouvons e´crire pour les courants chi-
raux :
JµL = −
i
4
(
(f 2t − f 2s )uµA + f 2s Σ∂µΣ†
)
+
1
2
uµα + jµL (6.14)
JµR = −
i
4
(
(f 2t − f 2s )uµ(−Σ†AΣ) + f 2sΣ†∂µΣ
)
+
1
2
uµΣ†αΣ+ jµR (6.15)
On peut interpre´ter ces expressions par analogie avec le superﬂuide : elles contiennent une partie
charge normale avec la vitesse normale uµ et une partie brisure de syme´trie avec la vitesse super-
ﬂuide iΣ∂µΣ† ; la “densite´ superﬂuide” peut eˆtre identiﬁe´e avec f 2s /2. Ces deux courants sont bien
entendu conserve´s et on va maintenant reformer les e´quations pour les combinaisons “vectorielle”
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et “axiale”, c’est-a`-dire ∂µJ
µ
L +ΣJ
µ
RΣ
† et ∂µJ
µ
L −ΣJµRΣ†. La premie`re nous donne l’e´quation pour
α :
∂µ(αu
µ) +
1
2
[A, α] = −∂µjµL − Σ∂µjµRΣ† (6.16)
qui est “presque” une e´quation de conservation pour la charge “presque” vectorielle ! La deuxie`me
combinaison nous donne :
− i
2
∂µ
(
(f 2t − f 2s )uµA + f 2sΣ∂µΣ†
)− 1
2
[A, α] = −∂µjµL + Σ∂µjµRΣ† (6.17)
qui est “presque” une e´quation de conservation pour la charge “presque” axiale ! On voit donc que
le terme de brisure de syme´trie n’intervient en fait que dans cette e´quation.
Avec ce nouveau syste`me d’e´quations, (6.11), (6.12), (6.16), (6.17) et (6.13), il s’agit mainte-
nant d’e´crire l’e´quation de la production d’entropie. Celle-ci sera obtenue, comme toujours, en
contractant l’e´quation pour le tenseur e´nergie-impulsion (6.12) par la vitesse hydrodynamique
uµ. Du point de vue technique, l’expression de  + p et de la diﬀe´rentielle de la pression ∂µp
seront e´galement ne´cessaires pour simpliﬁer le calcul. On introduira par ailleurs les notations sui-
vantes : la vitesse superﬂuide sera note´e iLµ ≡ iΣ∂µΣ† et les ”charges” A et α seront remplace´es
par leurs valeurs en l’absence de dissipation, c’est-a`-dire les variables conjugue´es µA0 = −2iA et
µV 0 = 4α/f
2
v .
Avec toutes ces notations, les e´quations prennent la forme suivante :
 + p = T0s0 + µ0n0 +
(f 2t − f 2s )
8
trµ2A0 +
f 2v
8
trµ2V 0
∂µp = s0∂µT0 + n0∂µµ0 +
(f 2t − f 2s )
8
tr∂µ(µ
2
A0) +
f 2v
8
tr∂µ(µ
2
V 0)−
f 2s
4
tr∂µ(LνL
ν)
∂µ
(
( + p)uµuν − pgµν − f
2
s
2
trLµLν + τµν
)
= 0
∂µ(
f 2v
4
µV 0u
µ) +
i
4
[µA0,
f 2v
4
µV 0] = −∂µjµL − Σ∂µjµRΣ†
∂µ
(
(f 2t − f 2s )uµ
1
4
µA0 − i
2
f 2sL
µ
)
− i
4
[µA0,
f 2v
4
µV 0] = −∂µjµL + Σ∂µjµRΣ†
Il est alors maintenant facile d’obtenir :
uν∂µT
µν = 0
= T0∂µ(s0u
µ) + µ0∂µ(n0u
µ) +
1
8
trµA0∂µ[(f
2
t − f 2s )uµµA0] +
1
2
trµV 0∂µ(
f 2v
4
µV 0u
µ)
+
f 2s
2
uµLν∂µLν − 1
2
uν∂µ(f
2
sL
µLν) + uν∂µτ
µν
= T0∂µ(s0u
µ)− µ0∂µ(νµ) + uν∂µτµν + 1
2
trµA0(
i
2
∂µ(f
2
sL
µ)− ∂µjµL + Σ∂µjµRΣ†
+
1
2
trµV 0(−∂µjµL − Σ∂µjµRΣ†) +
f 2s
2
uµLν∂µLν − 1
2
uµ(L
µ∂ν(f
2
sL
ν) + f 2sL
ν∂νL
µ)
Au niveau technique, la proprie´te´ de cyclicite´ des traces dans les expressions a permis d’e´liminer a`
chaque e´tape les commutateurs et surtout de faire re´apparaˆıtre les potentiels chimiques “initiaux”
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µL0 et µR0 directement en facteur des termes dissipatifs associe´s (voir e´quation ci-dessous). Par
ailleurs, la combinaison iuµL
µ + 1
2
µA0 intervient directement et peut donc eˆtre remplace´e par −Σ′0
(6.13). Enﬁn, les autres termes faisant intervenir Lµ s’annulent. Finalement, l’e´quation d’e´volution
de l’entropie peut s’exprimer de la manie`re suivante (uµτ
µν = 0, uµν
µ = 0 et uµj
µ
L,R = 0) :
∂µ(s0u
µ) =
µ0
T0
∂µ(ν
µ) +
τµν
T0
∂µ(u
ν) + tr(
µL0
T0
∂µj
µ
L +
µR0
T0
∂µj
µ
R +
Σ′0
T0
∂µ(
f 2s
2
iLµ))
On en de´duit alors le nouveau ﬂux d’entropie ainsi que le terme de production d’entropie :
∂µ
(
s0u
µ − µ0
T0
νµ − tr
(
µL0
T0
jµL +
µR0
T0
jµR
))
= −νµ∂µ(µ0
T0
)
+
τµν
T0
∂µuν − tr
(
jµL∂µ
(
µL0
T0
)
+ jµR∂µ
(
µR0
T0
)
+
Σ′0
T0
∂µ(
f 2s
2
iLµ)
)
La production d’entropie est a` nouveau une forme biline´aire dans les ﬂux dissipatifs et les forces
thermodynamiques. Les ﬂux s’expriment comme des combinaisons line´aires des forces de telle sorte
que la production d’entropie soit positive, ce qui permet d’e´liminer des coeﬃcients de proportion-
nalite´ (coeﬃcients de transport). Nous obtenons, apre`s simpliﬁcations :
Σ′0 =
(
2ζ1,i∂µu
µ + 2[ζ3]i,j∂µ(
f 2s
2
iLµj )
)
τi (6.18)
νµ = (gµν − uµuν)
(
κ∂ν
µ0
T0
+ κL,i.∂ν
(
µL0,i
T0
)
+ κR,i.∂ν
(
µR0,i
T0
))
(6.19)
jµL = (g
µν − uµuν)
(
κL,i∂ν
µ0
T0
+ [κLL]i,j∂ν
(
µL0,j
T0
)
+ [κLR]i,j∂ν
(
µR0,j
T0
))
τi (6.20)
jµR = (g
µν − uµuν)
(
κR,i∂ν
µ0
T0
+ [κLR]j,i∂ν
(
µL0,j
T0
)
+ [κRR]i,j∂ν
(
µR0,j
T0
))
τi (6.21)
τµν = (gµν − uµuν)
(
(ζ2 − 2
3
η)∂λu
λ + ζ1,j∂µ(
f 2s
2
iLµj )
)
+ η
(
(gµλ − uµuλ)∂λuν + (gλν − uλuν)∂λuµ
)
(6.22)
ou` [Q] signiﬁe que Q est une matrice 3×3 . Selon le principe de re´ciprocite´ d’Onsager, toutes
les matrices excepte´ [κLR] sont syme´triques et ζ4,i = 4ζ1,i. On constate donc que la prise en
compte de la brisure spontane´e de la syme´trie chirale augmente de manie`re signiﬁcative le nombre
de termes puisqu’il y a maintenant 39 coeﬃcients inde´pendants ! Par ailleurs, si l’on repre´sente
la forme quadratique de la production d’entropie par une matrice 12 × 12 (M), il est facile de
montrer que tous les coeﬃcients se trouvant sur la diagonale doivent eˆtre positifs et qu’il existe des
ine´galite´s entre les 39 coeﬃcients. Ces ine´galite´s sont obtenues, comme dans le cas du superﬂuide,
en exprimant le fait que tous les mineurs principaux (c’est-a`-dire les de´terminants des sous-matrices
Mk constitue´es des k premie`res lignes et des k premie`res colonnes de M) doivent eˆtre positifs.
Nous voyons que les e´quations dissipatives pour la syme´trie chirale SU(2)L× SU(2)R impliquent
des couplages entre les courants baryonique, gauche et droit. Nous voyons e´galement que la brisure
spontane´e de syme´trie implique l’existence de coeﬃcients de transport matriciels ζ1 et ζ3 relatifs
a` la force a` trois composantes ∂µ[(f
2
s /2)iL
µ
j ]. Ces re´sultats sont pre´sente´s dans la re´fe´rence [22].
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6.3 Conclusion
La prise en compte de la dissipation dans le cas d’un syste`me avec brisure de syme´trie chirale
est particulie`rement de´licate. Nous avons vu qu’il est ne´cessaire de se donner une forme explicite
pour le hamiltonien, de former ensuite des combinaisons line´aires particulie`res, propres a` ce ha-
miltonien, pour obtenir des e´quations covariantes. Ensuite, la dissipation peut s’introduire dans
ces e´quations, mais pas directement, car ce ne sont pas les e´quations physiques : nous avons donc
commence´ par injecter la dissipation dans l’expression des lois de conservation des courants droits
et gauches. Le re´sultat est que 39 coeﬃcients inde´pendants sont a priori ne´cessaires a` la des-
cription des phe´nome`nes dissipatifs pouvant survenir dans un syste`me. Il serait e´videmment tre`s
inte´ressant d’exprimer de manie`re isole´e chaque coeﬃcient en termes de fonction de corre´lation
(formulation de Kubo) puis d’essayer de voir s’il existe des conﬁgurations particulie`res pour les-
quelles ces coeﬃcients pourraient avoir une inﬂuence importante, voire meˆme, pourraient eˆtre
mesure´s. Cependant, il faut noter que cela est en fait peu probable : les mesures de coeﬃcients de
transport, meˆme “habituels” (viscosite´, conductivite´ thermique), sont tre`s de´licats a` re´aliser pour
des syste`mes petits. Par exemple, la viscosite´ de la matie`re nucle´aire dans les collisions a` basse
e´nergie au GANIL, avec des syste`mes de plusieurs dizaines de nucle´ons n’a pas encore e´te´ atteinte.
On peut par conse´quent penser, qu’a` plus haute e´nergie, et pour des syste`mes a` dure´e de vie
encore plus courte, des valeurs pre´cises pour tous ces coeﬃcients sont diﬃcilement envisageables.
Nous nous sommes donc limite´s dans le chapitre suivant a` la viscosite´ de cisaillement.
Troisie`me partie
Calcul de η
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Chapitre 7
Mode`le λφ4
Dans ce chapitre, nous allons nous placer dans le cadre la the´orie λφ4 pour e´valuer les fonctions
de corre´lations intervenant dans les expressions de la viscosite´ de cisaillement. Nous exposerons
deux me´thodes, une fonde´e sur la resommation directe des graphes, l’autre sur le calcul de la
fonction de Green a` quatre points via l’e´quation de Bethe-Salpeter.
7.1 Me´thode de S.Jeon [23]
Pour simpliﬁer notre proble`me, on travaille avec un champ scalaire et une interaction en λφ4,
c’est-a`-dire que le lagrangien s’e´crit :
L = −1
2
φ(∂µ∂
µ + m2)φ− λ
4!
φ4 (7.1)
et on utilise la me´trique gµν =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1
.
La conservation du tenseur e´nergie-impulsion s’exprime par :
∂µT
µν = 0
avec T µν = ∂µφ∂νφ−gµνL. Notre point de de´part sera l’expression de Kubo donnant η en fonction
du tenseur des contraintes sans trace :
η =
β
20
lim
ω→0
lim
q→0
σππ(ω, q) (7.2)
avec σππ(ω, q) la transforme´e de Fourier de la fonction de corre´lation du tenseur des contraintes
sans trace : σππ(ω, q) ≡
∫
d4xei(ωt−q.x)〈πlm(t, x)πlm(0)〉eq et
πlm(x) ≡ Tlm(x)− 1
3
δlmT
i
i (x) = (δliδmj −
1
3
δlmδij)∂iφ∂jφ (7.3)
Or, on peut relier la fonction de corre´lation a` la densite´ spectrale :
ρππ(ω, q) =
∫
d4xei(ωt−q.x)〈[πlm(x), πlm(0)]〉eq
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en utilisant la relation de Kubo-Martin-Schwinger (KMS) : 〈A(t)B(t′)〉 = 〈B(t′ − iβ)A(t)〉. En
eﬀet, on e´crit :
ρππ(ω, q) =
∫
d4xei(ωt−q.x)〈πlm(x)πlm(0)− πlm(0)πlm(x)〉eq
= σππ(ω, q)−
∫
d4xei(ωt−q.x)〈πlm(t− iβ, x)πlm(0)〉eq
= σππ(ω, q)(1− e−βω)
En remarquant que : lim
ω→0
lim
q→0
1
ω
ρππ(ω, q) = β lim
ω→0
lim
q→0
σππ(ω, q), on exprime la viscosite´ en fonction
de la densite´ spectrale : η =
1
20
lim
ω→0
lim
q→0
1
ω
ρππ(ω, q).
On a donc besoin d’e´valuer ρππ. Les diagrammes contribuant au calcul de ρππ ont deux vertex
externes qui relient deux propagateurs. Ceci est duˆ a` la forme biline´aire en champs de πlm ≡
∂lφ∂mφ − 13δlm∂kφ∂kφ. Le diagramme le plus simple satisfaisant ces conditions est celui a` une
boucle :
ou` les points repre´sentent l’insertion de l’ope´rateur π et ou` on a repre´sente´ une coupure utile pour
le calcul de la fonction de corre´lation (Annexe D). Cependant, ce graphe a` une boucle n’est pas
le graphe dominant : il existe en eﬀet toute une se´rie de graphes (voir ﬁg. 7.1) contribuant au
meˆme ordre. Pour comprendre cela, il faut examiner l’ordre en λ de ces graphes. Le graphe a`
une boucle, tout d’abord, fait intervenir le produit de deux propagateurs ayant le meˆme quadri-
moment puisque le moment exte´rieur est nul. Dans ce cas, il apparaˆıt des produits de terme dont
les poˆles sont se´pare´s de Γk ≡ ΣI2Ek ∼= O(λ), ce qui donne une contribution de O(1/λ2) pour le
graphe a` une boucle. Ainsi, si l’on conside`re qu’une boucle contribue en ge´ne´ral par un facteur
1/λ2, il devient extreˆmement facile de comprendre pourquoi les graphes en e´chelle de la ﬁgure
7.1 contribuent au meˆme ordre, puisque chaque “barreau” (2 vertex (ordre λ2) + 1 boucle (ordre
1/λ2)) est d’ordre 1.
Fig. 7.1: Diagramme en e´chelle de la the´orie λφ4.
La somme de tous ces diagrammes peut s’e´crire sous la forme d’une e´quation ite´rative avec un
vertex eﬀectif Dπ. Pour calculer ces diagrammes, il faut utiliser les re`gles de coupure et sommer
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sur toutes les fac¸ons de couper le vertex eﬀectif (voir Annexe E). Il existe quatre possibilite´s (voir
ﬁgure 7.2) :
– soit les deux lignes entrant dans le vertex viennent d’une re´gion non hachure´e ;
– soit elles entrent dans le vertex en venant d’une re´gion hachure´e ;
– soit enﬁn une des lignes vient d’une re´gion hachure´e, et pas l’autre (il y a donc deux possi-
bilite´s pour ce cas).
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q−k
k
q−k
k
q−k
q−k
k
+ +
+
+
+
+
+
+
+
+
+
+
+
Fig. 7.2: Repre´sentation en diagramme de l’e´quation inte´grale pour le vertex eﬀectif Dπ(k, q−k).
La sommation de tous les diagrammes en e´chelle revient a` l’e´quation inte´grale line´aire pour le
vertex eﬀectif Dπ :
Dπ(k, q − k) = Iπ(k, q − k) +
∫
d4p
(2π)4
M(k − p)F(p, q − p)Dπ(p, q − p) (7.4)
Puisque le vertex a quatre composantes, l’e´quation inte´grale (7.4) est une e´quation matricielle. Le
premier terme du membre de droite de l’e´quation est un terme repre´sentant l’action de l’ope´rateur
π. Le premier terme dans l’inte´grale est la matrice pour les diﬀe´rentes fac¸ons de couper les barreaux
(boucles). Elle est de la forme :
M(k−p) ≡

−iC(k−p) 0 0 0
0 iC(k−p)∗ 0 0
0 0 L(p−k) 0
0 0 0 L(k−p)
 (7.5)
ou` le barreau “non coupe´” est :
C(k−p) ≡ −iλ
2
2
∫
d4l
(2π)4
G˜(l+k−p) G˜(l) , (7.6)
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et le barreau “coupe´” est :
L(k−p) ≡ λ
2
2
∫
d4l
(2π)4
S(l+k−p)S(−l) . (7.7)
G˜(l) est le propagateur non coupe´ et S(l) ≡ [1+n(l0)]ρ(l) est le propagateur coupe´. Le second terme
de l’inte´grale est la matrice pour les diﬀe´rentes fac¸ons de couper les montants (lignes externes) :
F(p, q−p) =

G˜(p) G˜(q−p) S(−p)S(p−q) G˜(p)S(p−q) S(−p) G˜(q−p)
S(p)S(q−p) G˜(−p)∗ G˜(p−q)∗ S(p) G˜(p−q)∗ G˜(−p)∗ S(q−p)
G˜(p)S(q−p) S(−p) G˜(p−q)∗ G˜(p) G˜(p−q)∗ S(−p)S(q−p)
S(p) G˜(q−p) G˜(−p)∗ S(p−q) S(p)S(p−q) G˜(−p)∗ G˜(q−p)
 . (7.8)
L’e´quation (7.4) peut s’e´crire de fac¸on symbolique par : |Iπ >= (1−M)F|Dπ >
En termes de vertex resomme´ |Dπ >, la fonction de corre´lation s’e´crit :
σππ = 2 < zπ|F|Dπ >, ou` zπ repre´sente l’action de l’ope´rateur π (e´gale a` klkm− δlmk2). Quand
le moment externe s’annule, la matrice F(p,−p) peut s’e´crire comme la somme de quatre produits
scalaires :
F(p,−p) = w(p)uT (p) + h(p)jT (p) + κ(p)ξT (p) + µ(p)ζT (p) (7.9)
ou` :
wT (p) ≡ (1, 1, (1+e−p0β)/2, (1+ep0β)/2) [1+n(p0)]n(p0) ρ(p)
ΣI(p)
, (7.10)
uT (p) ≡ (1, 1, (1+ep0β)/2, (1+e−p0β)/2) , (7.11)
hT (p) ≡ (0, 0, 1/4, −ep0β/4) ρ(p)
ΣI(p)
, (7.12)
jT (p) ≡ (0, 0, 1, −e−p0β) , (7.13)
κT (p) ≡ (1, e−p0β, e−p0β, 1) [1+n(p0)]2/[p2 + m2phys + Σ(p)]2 , (7.14)
ξT (p) ≡ (−1, −e−p0β, −1, −e−p0β) , (7.15)
µT (p) ≡ (1, ep0β, 1, ep0β)n(p0)2/[p2 + m2phys + Σ(p)∗]2 , (7.16)
ζT (p) ≡ (−1, −ep0β, −ep0β, −1) . (7.17)
La solution de l’e´quation passe par la recherche des modes ze´ro du noyau 1−MF . A la limite ou`
le moment externe s’annule, le comportement dominant vient de la contribution des poˆles pince´s,
ce qui permet de simpliﬁer encore la matrice F , en e´liminant les montants ne ge´ne´rant pas de
poˆles pince´s.
Une se´rie de calculs permet de re´duire l’e´quation inte´grale pour le vertex eﬀectif, a` une com-
posante. La viscosite´ s’exprime enﬁn par :
η =
β
10
∫
d4k
(2π)4
zTπ (k)w¯(k)n(k
0)Sfree(k)
Dπ(k)
ΣI(k)
ou` w¯(k) = u(−k) et Sfree(k) le propagateur coupe´ avec une densite´ ρ libre, soit :
η =
β
10
∫
d4k
(2π)4
Iπ(k)n(k
0)Sfree(k)
Dπ(k)
ΣI(k)
(7.18)
Il faut maintenant de´terminer η nume´riquement. Les formules explicites sont pre´sente´es dans
l’annexe E.
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7.2 Re´sultats nume´riques
Nous avons vu dans le chapitre 1 que les coeﬃcients de diﬀusion sont proportionnels a` u¯l, et
que la viscosite´ η est homoge`ne a` un coeﬃcient de diﬀusion multiplie´ par la densite´. Dans le cas
relativiste, cette densite´ est l’enthalpie par unite´ de volume, <  + P >. Connaissant la section
eﬃcace σ et la densite´ de particules n, on peut en de´duire le libre parcours moyen l qui varie
en 1/nσ. A l’ordre le plus bas, en the´orie λφ4, la section eﬃcace varie en λ2/s ou` s est le carre´
de l’e´nergie disponible dans le centre de masse. A` haute tempe´rature, la seule e´chelle de masse
dominante est la tempe´rature donc la viscosite´ varie en T 3/λ2.
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Fig. 7.3: Re´sultats nume´riques pour la viscosite´ de cisaillement. La courbe du bas repre´sente le
calcul a` une boucle. mth est la masse thermique contenant les corrections d’ordre T .
Cette courbe est obtenue par inte´gration de la fonction Dshear (Annexe E). Comme on l’avait
pre´dit, la viscosite´ augmente avec la masse, c’est-a`-dire avec la tempe´rature. La valeur de la
viscosite´ calcule´e avec la resommation est, dans la limite haute tempe´rature, quatre fois plus
grande que celle donne´e par le calcul a` une boucle.
7.3 Me´thode de U.Heinz
Une autre approche du calcul de la viscosite´ de cisaillement en the´orie des champs λφ4 a e´te´
e´tudie´e [26]. Le point de de´part est le meˆme, c’est-a`-dire la formule de Kubo, mais la resommation
des graphes se fait en utilisant une version a` temps re´el de l’e´quation de Bethe-Salpeter (ﬁg. 2.5)
pour des fonctions de Green a` quatre points, dans le formalisme CTP (Close Time Path).
7.3.1 Le formalisme CTP
Ce formalisme permet de de´crire un syste`me hors e´quilibre a` partir des fonctions de Green.
Ces fonctions de Green hors e´quilibre sont de´ﬁnies par la valeur moyenne sur l’espace des phases
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accessible au syste`me [25, 21] :
Gp(x1, ..., xn) ≡ (−i)n−1 < Tp[φ(x1)...φ(xn)] > (7.19)
ou` Tp est le produit qui ordonne en fonction des arguments temporels sur le contour suivant :
1
t
2
Fig. 7.4: Contour du formalisme CTP.
Notons que l’origine physique d’un contour pour la de´ﬁnition des fonctions de Green hors
e´quilibre est totalement diﬀe´rente de celle concernant la de´ﬁnition des fonctions de Green a`
tempe´rature ﬁnie. Ne´anmoins, on constate en pratique que ce contour d’inte´gration ressemble
au contour du formalisme a` temps re´el lorsque σ = 0 (voir appendice C). Sur la partie supe´rieure
du contour, le Tp repre´sentera ainsi le produit chronologique habituel alors que sur la partie
infe´rieure, il correspondra au produit antichronologique.
Il existe e´galement une autre version du formalisme CTP ou` l’on ne parcourt l’axe temporel
qu’une seule fois (single-time). On est ainsi amene´ a` pre´ciser la nature des champs : de type 1
pour la partie supe´rieure et de type 2 pour la partie infe´rieure, et a` rede´ﬁnir la fonction de Green
comme :
Ga1...an(x1, ..., xn) ≡ (−i)n−1 < Tp[φa1(x1)...φan(xn)] > (7.20)
ou` les ai = 1, 2. Enﬁn, il est possible de donner une troisie`me repre´sentation des fonctions de Green
a` n points : c’est la repre´sentation dite “physique” ou r/a. Elle se de´ﬁnit en posant φa = φ1 − φ2
et φr = (φ1 + φ2)/2 :
Gα1...αn(x1, ..., xn) ≡ (−i)n−12nr−1 < Tp[φα1(x1)...φαn(xn)] > (7.21)
ou` les αi = a, r et nr est le nombre d’indices valant r. Dans cette repre´sentation, les fonctions de
Green a` deux points s’e´crivent :
Gaa(k) = 0, Gar(k) = GA(k), Gra(k) = GR(k), Grr(k) = coth(βk0/2)[Gra(k)−GA(k)],
ce qui permet de travailler directement avec les fonctions de Green retarde´es et avance´es. No-
tons e´galement que la dernie`re e´quation est l’e´quivalent du the´ore`me ﬂuctuation-dissipation. Par
ailleurs, le fait que Gaa(k) soit nul se ge´ne´ralise : lorsque tous les indices d’une fonction de Green
a` n points sont e´gaux a` a, celle-ci est nulle. Par ailleurs, lorsqu’un indice seulement est e´gal a`
r la fonction de Green est une somme de n − 1 commutateurs, et on obtient des fonctions de
Green comple`tement retarde´es ; lorsque tous les indices sont e´gaux a` r la fonction de Green est
une somme de n − 1 anticommutateurs (relie´s aux commutateurs par le FDT). Les autres fonc-
tions de Green sont quant a` elles des combinaisons de commutateurs et d’anticommutateurs. Les
repre´sentations r/a et ”single-time” sont relie´es par :
Ga1...an(x1, ..., xn) = 2
(1−n/2)Gα1...αn(x1, ..., xn)Qa1α1 ...Qanαn (7.22)
ou` l’on somme sur les indices re´pe´te´s et Qa1 = −Qa2 = Qr1 = Qr2 = 1√2 .
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7.3.2 Calcul de η
On conside`re toujours le lagrangien (7.1) en couplage faible (λ  1) et la formule de Kubo
(7.2). La transforme´e de Fourier de la fonction de corre´lation est i fois la composante 12 de la
fonction de Green (∆ππ) a` deux points du champ π. Cette composante est purement imaginaire,
donc on peut e´crire η comme : η = − β
20
lim
p0,p→0
Im∆12ππ(p). Et, comme le champ π est en re´alite´
compose´ de deux champs φ (voir e´quation (7.3)), on exprime η avec une fonction de Green a`
quatre points :
η =
β
5
lim
p0,p→0
∫
d4k
(2π)4
∫
d4q
(2π)4
Jlm(−k, p + k)Im G1122(−k, p + k, q,−p− q)J lm(q,−p− q) (7.23)
Cette fonction de Green G1122 est solution de l’e´quation de Bethe-Salpeter (voir ﬁg. 2.5), et lorsque
l’on referme a` gauche et a` droite par la fonction de vertex Jlm(p, q) = plqm − 13δlmp.q, on obtient
la somme de diagrammes en e´chelle identique au paragraphe pre´ce´dent (ﬁg. 7.1).
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Fig. 7.5: E´quation de Bethe-Salpeter pour la fonction de Green a` 4 points.
La condition KMS permet d’e´crire G1122 = −n(p0)(G1122 + G∗2211), ce qui simpliﬁe l’expression
de G1122 en terme des repre´sentations physiques (graˆce a` l’e´quation (7.22)), puisque l’on passe
d’une somme de quinze termes, a` une somme de huit termes. De plus, en utilisant le the´ore`me
de ﬂuctuation-dissipation ge´ne´ralise´ 1 [25], qui e´tablit des relations entre les seize composantes
Gα1α2α3α4 , il ne faut ﬁnalement que sept fonctions de Green en repre´sentation r/a pour exprimer
G1122 :
G1122 + G
∗
2211 = aGraaa + bGaraa + cGaara + dGaaar + eGarra + fGarar + gGaarr
ou` les coeﬃcients a, ..., g sont des sommes et produits de fonctions de distribution thermique n
dont on trouvera les expressions, dans la limite p0 → 0, dans la re´fe´rence [26]. Pour des raisons de
syme´trie, l’inte´grale (7.23) sur k et q ne donnera de contribution non nulle que pour les fonctions
de Green correspondant aux coeﬃcients e et g :
η =
β
5
∫
d4k
(2π)4
n(k0)
(
1+n(k0)
)
Iπ,lm(k)
∫
d4q
(2π)4
Im G¯(−k, k, q,−q)I lmπ (q)
avec Iπ,lm(k) ≡ −Jlm(−k, k) = klkm − 13δlmk2 et G¯ = 2Garra −Gaarr
Les re`gles de Feynman des repre´sentations r/a [25] permettent d’e´crire l’e´quation inte´grale de
Bethe-Salpeter pour G¯ :
1pour les fonctions de re´ponse non line´aire
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i3Gα1α2α3α4(−k, k, q,−q) = [i∆α1α3(−k)] [i∆α2α4(k)] (2π)4δ4(k−q) +
1
2
[i∆α1β1(−k)] [i∆α2γ1(k)] (−iλβ1β2β3β4)(−iλγ1γ2γ3γ4)
×
∫
d4s
(2π)4
d4l
(2π)4
[i∆γ2β2(s)] [i∆β3γ3(s + l − k)]
[
i3Gβ4γ4α3α4(−l, l, q,−q)
]
ou` λα1α2α3α4 =
λ
4
[1− (−1)na]. Dans l’e´quation pre´ce´dente, a` la limite λ 1, le produit ∆ra(k)∆ar(k)
introduit des poˆles pince´s de contribution dominante. On va donc ne´gliger les autres produits
aﬁn de simpliﬁer l’e´quation de G¯. Avec cette approximation et des conside´rations de syme´trie,
l’e´quation de Bethe-Salpeter se de´couple et permet d’obtenir une e´quation pour la composante
Gaarr :
Gaarr(−k, k, q,−q) = −∆ra(k)∆ar(k)
{
i(2π)4δ4(k−q) + λ
2
8
∫
d4s
(2π)4
d4l
(2π)4
Gaarr(−l, l, q,−q)
×
[
∆ra(s)∆ar(s+l−k) + ∆ar(s)∆ra(s+l−k) + ∆rr(s)∆rr(s+l−k)
+N(l0)
(
[∆ra(s)−∆ar(s)]∆rr(s+l−k) + ∆rr(s) [∆ar(s+l−k)−∆ra(s+l−k)]
)]}
(7.24)
A ce stade, on introduit la fonction M obtenue en e´liminant deux “pattes” extreˆmes a` la fonction
de Green a` 4 points :
Gα1α2α3α4(−k, k, q,−q) = [i∆α1β1(−k)] [i∆α2β2(k)]Mβ1β2α3α4(−k, k, q,−q)
Dans l’approximation des poˆles pince´s, l’e´quation (7.24) se simpliﬁe en :
ImMrrrr(−k, k, q,−q) = (2π)4δ4(k−q) + λ
2
4
∫
d4s
(2π)4
d4l
(2π)4
ρ(l) ρ(s) ρ(s+k−l)
ImΣ(l)
×
[1+n(l0)][1+n(s0+k0−l0)]n(s0)
1 + n(k0)
ImMrrrr(−l, l, q,−q),
avec ρ(k) la densite´ spectrale (de´ﬁnie en annexe C). On obtient ainsi pour la viscosite´ :
η =
β
10
∫
d4k
(2π)4
n(k0)[1+n(k0)]Iπ(k)
ρ(k)
ImΣ(k)
∫
d4q
(2π)4
Iπ(q)ImMrrrr(−k, k, q,−q)
ce qui correspond exactement a` celle obtenue dans le premier paragraphe, en posant :
Dπ(k) =
∫
d4q
(2π)4
Iπ(q) ImMrrrr(−k, k, q,−q).
Chapitre 8
Mode`le σ-non line´aire
Dans ce dernier chapitre, nous allons calculer la viscosite´ d’un gaz de pions, en utilisant la
formule de Kubo de´montre´e dans la premie`re partie, et en utilisant un autre mode`le de the´orie
des champs : le mode`le σ non line´aire.
8.1 Rappels sur le mode`le σ
8.1.1 Mode`le σ line´aire
Le lagrangien de QCD, dans la limite ou` la masse des quarks est nulle, posse`de la syme´trie
chirale. Elle est brise´e spontane´ment car la charge axiale du vide n’est pas nulle. Cela implique
l’existence de particules de masse nulle, les bosons de Goldstone, qui sont les pions. En re´alite´
la masse des pions n’est pas nulle et dans ce cas on parle de brisure explicite de la syme´trie
chirale. A l’e´chelle hadronique, les quarks sont conﬁne´s, les degre´s de liberte´ ne sont plus les
quarks et les gluons mais les baryons et les me´sons [43]. Le mode`le σ line´aire est une the´orie
eﬀective de nucle´ons et pions qui posse`de les proprie´te´s de syme´trie de QCD [11]. Aux nucle´ons
on associe un doublet de spineurs de Dirac (ψp et ψn) qui se comporte sous une transformation
chirale comme le doublet de quarks (ψu et ψd). On e´crit un lagrangien eﬀectif chiral sous la forme
d’un terme cine´tique et d’un terme de masse. Pour ce dernier, on ne peut pas choisir le terme
habituel d’une the´orie fermionique LM = −MN
(
Ψ¯LΨR + Ψ¯RΨL
)
car cela briserait d’une fac¸on
tre`s importante la syme´trie axiale (MN  940 MeV). On va chercher ce terme de masse sous la
forme LM = −g
(
Ψ¯L W ΨR + Ψ¯R W
†ΨL
)
, ou` W est une matrice 2×2 assurant l’invariance chirale
du terme. On a donc,
L = iΨ¯Lγµ∂µΨL + iΨ¯Rγµ∂µΨR − g
(
Ψ¯L W ΨR + Ψ¯R W
†ΨL
)
. (8.1)
Soit VL et VR deux transformations de SU(2). La transformation chirale SU(2)L ⊗ SU(2)R s’e´crit,
pour ΨL et ΨR,
ΨL(x)→ VLΨL(x) et ΨR(x)→ VRΨR(x), (8.2)
ce qui impose a` W les lois de transformation,
W (x)→ VLW (x)V †R (8.3)
W (x)† → VRW (x)†V †L (8.4)
pour que le lagrangien soit invariant chiral. On choisit alors une parame´trisation de W en termes
de quatre champs re´els, σ et π,
W (x) = σ(x) + iτ · π(x). (8.5)
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ce qui permet de re´e´crire LM sous la forme :
LM = −g
(
Ψ¯(σ + iτ · π)1 + γ5
2
Ψ + Ψ¯(σ − iτ · π)1− γ5
2
Ψ
)
(8.6)
= −g (Ψ¯(σ + iτ · πγ5)Ψ) (8.7)
σ est un champ scalaire (de Lorentz), isoscalaire (pour l’isospin) et π est un champ pseudo-scalaire,
isovectoriel. Ainsi, π s’identiﬁe a` un champ qui de´crit les pions (par construction, ce champ a bien
les nombres quantiques du pion).
On introduit ensuite une dynamique pour les champs σ et π, obe´issant e´videmment a` la meˆme
contrainte d’invariance chirale. Le lagrangien pour ces bosons comporte alors un terme cine´tique
(1
4
Tr∂µW∂µW
†) et un terme potentiel V (σ, π) :
LB = 1
2
∂µσ∂
µσ +
1
2
∂µπ∂
µπ − V (σ, π). (8.8)
Le terme potentiel V (σ, π) est tout simplement construit a` partir de la combinaison invariante
TrWW † = σ2 + π2. De manie`re explicite, on prend :
V (σ, π) = ±m
2
2
(
σ2 + π2
)
+
λ
4
(
σ2 + π2
)2 − cσ, (8.9)
ou` m2 est un parame`tre positif ou ne´gatif, ou` λ est positif (pour des raisons de stabilite´ de la
the´orie) et ou` le terme cσ est introduit pour prendre en compte la petite brisure explicite de la
syme´trie chirale. La limite c = 0 s’appelle la limite chirale : la syme´trie chirale est alors exacte (pas
explicitement brise´e), c’est-a`-dire que les quarks u et d n’ont pas de masse et que par conse´quent,
au niveau hadronique, les pions sont non massifs e´galement.
Le lagrangien complet du mode`le σ-line´aire est donc :
Lσ−lin = iΨ¯γµ∂µΨ− g
(
Ψ¯(σ + iτ · πγ5)Ψ
)
+
1
2
∂µσ∂
µσ +
1
2
∂µπ∂
µπ − V (σ, π). (8.10)
On peut remarquer qu’il s’agit d’une ge´ne´ralisation vectorielle du mode`le λφ4, posse´dant la
syme´trie O(4) et pour laquelle on introduit une brisure explicite sur une composante.
Nous avons choisi un terme quadratique de la forme, ±m2
2
(σ2 + π2) pour tenir compte des
deux secteurs du mode`le. En eﬀet, si nous prenons −m2, le contenu physique du lagrangien nous
indique que la syme´trie chirale est spontane´ment brise´e. Si on repre´sente le terme de potentiel
V (σ, π) (ﬁgure 8.1 ou` on a choisi de ne repre´senter qu’une dimension de π pour pouvoir faire
une ﬁgure en trois dimensions), on constate qu’il a la forme d’un “chapeau mexicain”. D’apre`s la
forme du potentiel, deux types de modes (donc de particules) vont eˆtre observables. Le premier
mode est une oscillation autour d’un des minima du potentiel, par exemple, autour du point A
de coordonne´es (v = m√
λ
). Il s’agit (par convention) d’un mode de´crit par le champ σ de valeur
moyenne dans le vide (le condensat < σ >) non-nulle, note´e v. Lorsque l’on quantiﬁe ces petites
oscillations autour de A, on a un mode massif car en premie`re approximation, ce mode est dans
un potentiel quadratique. Le deuxie`me mode est le mode orthogonal au pre´ce´dent (direction de
l’axe π au point A), c’est-a`-dire qu’il se de´place dans le cercle chiral (ensemble des minima du
potentiel). Le potentiel qu’il subit ne contient pas de termes quadratiques. Par conse´quent, il est
non massif : c’est un boson dit de Goldstone ou mode mou. On voit donc que globalement, la
the´orie contient deux types de particules, un boson massif, le σ et un boson de masse nulle, le
pion.
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Fig. 8.1: Potentiel V (σ, π) dit en “chapeau mexicain” du mode`le σ-line´aire . On a choisi par
convention de faire un de´veloppement autour du point A = (v, 0) avec v = m√
λ
, c’est-a`-dire de
conside´rer une valeur moyenne dans le vide du champ σ non-nulle et une valeur moyenne du champ
de pion nulle.
Si l’on conside`re maintenant la cas +m2, la syme´trie chirale est satisfaite. On dit que l’on est
dans la phase ou` la syme´trie est restaure´e, le potentiel eﬀectif ne posse´dant plus qu’un seul mini-
mum correspondant a` < σ >=< π >= 0. Le vide posse`de la meˆme syme´trie que le hamiltonien,
qui est re´alise´e “a` la Wigner” et les deux modes σ et π sont massifs. Le nucle´on, par contre, a une
masse nulle. Ce secteur du mode`le n’a aucun rapport avec la re´alite´.
Le parame`tre d’ordre de la transition de phase chirale est donc la valeur moyenne de σ (que
l’on identiﬁe au condensat de quarks < q¯ q >). On introduit alors le champ ﬂuctuant s de´ﬁni par
σ ≡ s + < σ >= s + v. (8.11)
En eﬀectuant ce changement de variable dans le lagrangien (8.10), on obtient imme´diatement le
spectre des particules : les pions de masse nulle (m2π = 0), le sigma massif (m
2
σ = 2λv
2) et le
nucle´on qui acquiert une masse ﬁnie (MN = gv). Aﬁn que cette the´orie eﬀective rende compte de
la re´alite´, il faut inclure la brisure explicite de la syme´trie chirale (le pion acquiert une masse) et
ﬁxer les parame`tres (la phe´nome´nologie impose que < σ >= fπ).
8.1.2 Mode`le σ non line´aire
A basse tempe´rature, seules contribuent les excitations thermiques associe´es aux particules
les plus le´ge`res, a` savoir les pions. Le mode`le σ line´aire de´crit pre´ce´demment traite du domaine
d’e´nergie au voisinage de la transition de phase chirale. Pour obtenir un mode`le ne traitant que
des pions on fait tendre le parame`tre λ du mode`le σ line´aire vers l’inﬁni. Ceci a pour conse´quence
d’e´liminer le me´son sigma dont la masse tend aussi vers l’inﬁni. Le syste`me e´volue sur le cercle
chiral et on e´limine le champ σ par la contrainte non line´aire :
σ2 + π2 = f 2π . (8.12)
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La matrice W s’exprime alors en terme d’une matrice unitaire de´ﬁnie par W = fπΣ (et ΣΣ
† = 1)
et le lagrangien du mode`le σ non line´aire (limite´ au secteur me´sonique) s’e´crit :
L = f
2
π
4
Tr∂µΣ∂µΣ
† +
f 2πm
2
π
4
Tr(Σ + Σ†). (8.13)
Ce lagrangien constitue le premier terme d’un lagrangien de perturbations chirales. C’est une copie
exacte de QCD dans le domaine des basses e´nergies [12].
Revenons maintenant au mode`le hydrodynamique de´veloppe´ au chapitre 4. Les variables hy-
drodynamiques rendant compte de la brisure de syme´trie ont e´te´ introduites sous la forme d’une
matrice unitaire Σ. Le syste`me d’e´quations hydrodynamiques (4.19) a` (4.21) est constitue´ des
e´quations d’e´volution du nombre baryonique, du tenseur e´nergie-impulsion, des charges gauches
et droites et de Σ. L’e´quation du second ordre re´gissant l’e´volution de cette dernie`re variable est :
i∂µ((f
2
t − f 2s )uµuνΣ∂νΣ† + f 2sΣ∂µΣ†) + [uµΣ∂µΣ†, α] = 0.
Si l’on pose α = 0 (absence de nucle´ons), ce qui correspond a` une solution particulie`re de l’e´quation
(4.20), et que l’on conside`re ft, fs et u
µ comme constants alors cette e´quation devient :
(f 2t − f 2s )uµuν∂µ(Σ∂νΣ†) + f 2s ∂µ(Σ∂µΣ†) = 0.
Soit, dans le re´fe´rentiel au repos :
f 2t ∂t(Σ∂tΣ
†)− f 2s ∂i(Σ∂iΣ†) = 0
qui co¨ıncide avec l’e´quation du mouvement du mode`le sigma non line´aire avec un lagrangien
contenant deux constantes de de´sinte´gration, ft et fs ! Ceci est possible a` cause de la brisure de
l’invariance de Lorentz due a` la tempe´rature et au potentiel chimique ﬁnis. Il y a ne´anmoins une
autre diﬀe´rence avec le lagrangien (8.13), c’est l’absence de terme de masse. En eﬀet le mode`le
du chapitre 4 a e´te´ de´veloppe´ dans la limite chirale (la masse des quarks et donc des pions est
nulle). En toute rigueur, a` cause de la brisure explicite, il faudrait donc ajouter un terme de masse
−(f 2t m2π/4)Tr(Σ+Σ†) dans le hamiltonien. Dans ce cas, l’e´quation d’e´volution du Σ ainsi que les
expressions de la pression et de la densite´ d’e´nergie seraient le´ge`rement modiﬁe´es. Les pions ne sont
pas de vrais modes de Goldstone et donc ne sont pas non plus de vrais modes hydrodynamiques au
sens strict du terme. Cependant, la masse des quarks e´tant faible, on peut conside´rer, en premie`re
approximation, que les pions sont “quasiment” des modes hydrodynamiques. Dit autrement, on
suppose qu’il existe un re´gime interme´diaire dans lequel les pions, bien que massifs, continuent
d’eˆtre les variables pertinentes de notre description hydrodynamique [8].
Dans la suite, aﬁn de simpliﬁer notre approche, nous conside´rerons donc une seule constante de
de´sinte´gration fπ, comme dans le chapitre 5, et que la masse des pions n’aﬀecte pas leur caracte`re
de modes hydrodynamiques.
La matrice Σ s’exprime en fonction de trois champs de pions canoniques φ [12] :
Σ = exp
(
iτ .
φ
fπ
F (X)
X
)
, X =
√
φ.φ
f 2π
,
avec F (X) = X + αX3 + α′X5 + ..., les champs me´soniques du mode`le sigma line´aire pouvant
s’exprimer avec ces nouvelles variables : σ = fπ cos[F (X)], π = φ sin[F (X)]/X.
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A l’ordre quatre dans le champ de pion, le lagrangien du mode`le sigma non line´aire devient :
L = 1
2
∂µφ.∂
µφ− m
2
π
2
φ.φ +
1
f 2π
[
−m2π
(
α− 1
24
)
(φ.φ)2
+
(
α− 1
6
)
φ.φ∂µφ.∂
µφ +
(
2α +
1
6
)
(φ.∂µφ)
2
]
.
Diﬀe´rents choix existent pour la valeur de α mais e´videmment les observables ne doivent pas
en de´pendre. Dans ce travail, nous allons faire le choix α = 1/6 qui correspond a` π = φ. Le
lagrangien ainsi obtenu est identique a` celui du mode`le du champ scalaire λφ4, ou` le champ est
un vecteur a` trois composantes scalaires et ou` la constante de couplage λ = 3m2π/f
2
π . La seule
diﬀe´rence re´side en fait dans la pre´sence d’un terme d’interaction supple´mentaire, le couplage
de´rivatif (φ.∂µφ)(φ.∂
µφ)/2f 2π . Comme nous le verrons dans les paragraphes suivants, ce terme
joue un roˆle important dans le calcul de la viscosite´.
8.2 Expression de la viscosite´
Dans le paragraphe pre´ce´dent nous avons choisi un mode`le de the´orie des champs pour de´crire
les pions. Il s’agit maintenant de calculer la viscosite´ de cisaillement qui est donne´e par la formule :
η =
β
20
lim
p0→0
lim
p→0
∫
d4xeip.x
1
3
〈πij(x)πij(0)〉. (8.14)
Le coeﬃcient devant la fonction de corre´lation rend compte de l’isospin. En eﬀet, dans les e´quations
hydrodynamiques, la viscosite´ pour les pions correspond a` trois fois la viscosite´ du champ scalaire.
Calculons maintenant le tenseur e´nergie-impulsion correspondant au lagrangien choisi. En the´orie
des champs [44], ce tenseur est le courant de Noether associe´ a` une translation dans l’espace-temps :
T µν =
∂L
∂(∂µπ)
.∂νπ − gµνL
= ∂µπ.∂νπ +
1
f 2π
π.∂µππ.∂νπ − gµν [1
2
(∂ρπ)2 − m
2
π
2
π2 − m
2
π
8f 2π
π4 +
1
2f 2π
(π.∂ρπ)2].
La partie spatiale et sans trace de ce tenseur est donc :
πij ≡ T ij − 1
3
T kk δ
ij
= (∂kπ.∂lπ +
1
f 2π
π.∂kππ.∂lπ)(δikδjl − 1
3
δijδkl). (8.15)
Nous voyons tout de suite une conse´quence du couplage de´rivatif propre au mode`le sigma non
line´aire. En eﬀet en plus du terme venant de la partie cine´tique du lagrangien, identique a` celui
du champ scalaire, il y a un terme de couplage a` quatre pions. Il s’agit maintenant d’injecter
l’e´quation (8.15) dans l’expression de la viscosite´ (8.14), et d’eﬀectuer la transforme´e de Fourier
sur chaque champ. Rappelons que pour le mode`le λφ4, la fonction de corre´lation pouvait s’exprimer
en fonction de la partie imaginaire d’une fonction de Green a` quatre points [46] :
η =
β
20
lim
p0→0
lim
p→0
∫
d4k
(2π)4
∫
d4q
(2π)4
{−4Jij(k, p− k)ImG1122(k, p− k, q,−p− q)J ij(q, p+ q)}
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Fig. 8.2: Repre´sentation diagrammatique de la fonction de Green a` quatre champs.
avec J ij(p, q) = piqj − 1
3
δijp.q et ou` G1122(k, p − k, q,−p − q) est la transforme´e de Fourier de la
fonction de Green a` quatre champs φ de´ﬁnie par :
Ga1a2a3a4(x1, x2, x3, x4) = (−i)3〈Tp[φa1(x1)φa2(x2)φa3(x3)φa4(x4)]〉.
Dans le cas de la fonction de corre´lation de πij pour λφ
4, c’est une quantite´ purement imaginaire
dans l’espace des moments (voir re´f. [46]). Cette fonction de Green est e´galement pre´sente (avec
un coeﬃcient pour l’isospin) lorsque l’on eﬀectue le calcul pour les pions. Le couplage de´rivatif
implique cependant la pre´sence de trois termes supple´mentaires correspondant a` deux fonctions
de Green a` six points et une fonction de Green a` huit points :
η =
β
20
lim
p0→0
lim
p→0
1
3
∑
a,b,c,d=1,2,3
∫
d4k
(2π)4
∫
d4q
(2π)4
{4iJij(k, p− k)
× Gaabb1122(k, p− k, q,−p− q)J ij(q, p+ q)−
2i× 4!
f 2π
∫
d4k′
(2π)4
∫
d4k′′
(2π)4
[Jij(k, p− k)
× Gaaccdd112222(k, p− k, q,−p− q − k′ − k′′, k′, k′′) J ij(q, p + q + k′ + k′′) + Jij(k, p− k − k′ − k′′)
× Gaabbcc111122(k′′, k, k′, p− k′ − k − k′′, q,−p− q)J ij(q, p+ q)
]
+ i
4!× 4!
f 4π
∫
d4k′
(2π)4
∫
d4k′′
(2π)4
∫
d4q′
(2π)4
∫
d4q′′
(2π)4
Jij(k, p− k′ − k′ − k′′)
× Gaabbccdd11112222(k′′, k, k′, p− k − k′ − k′′, q′, q, q′′,−p− q − q′ − q′′)J ij(q, p + q + q′ + q′′)
}
(8.16)
Dans le chapitre pre´ce´dent, nous avons vu que l’e´tape suivante e´tait de calculer la fonction de
Green a` l’aide d’une e´quation inte´grale aﬁn de resommer une inﬁnite´ de graphes (7.1). Ainsi
que nous l’avions alors explique´, les raisons de la prise en compte de tous ces graphes e´taient
propres au mode`le λφ4 dans la limite du couplage faible. Pour le mode`le sigma non line´aire,
les meˆmes arguments ne s’appliquent pas et nous allons simplement factoriser les fonctions de
Green en produits de propagateurs. On peut penser que cette approximation n’est certainement
pas satisfaisante en vue d’obtenir des valeurs nume´riques extreˆmement pre´cises pour la viscosite´
elle-meˆme mais on peut montrer (cf. paragraphe suivant) qu’elle donne des re´sultats tout a` fait
compatibles avec d’autres approches. A` nouveau, cela vient du fait que le graphe en e´chelle n’est
pas dominant dans la the´orie.
Le premier terme de l’e´quation (8.16) au plus bas ordre est bien entendu la boucle repre´sente´e
sur la ﬁgure 8.3 ci-dessous.
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Fig. 8.3: Repre´sentation diagrammatique de la fonction de Green a` quatre champs.
Pour la fonction de Green a` six points, par contre, nous eﬀectuons la factorisation repre´sente´e
sur la ﬁgure 8.4, c’est-a`-dire un graphe a` une boucle avec une correction de vertex. Le dernier
terme, quant a` lui, est au minimum un graphe a` trois boucles et sera donc ne´glige´.
p
k
p−k
p
       q
Fig. 8.4: Repre´sentation diagrammatique de la fonction de Green a` six champs.
A l’aide du the´ore`me de Wick et en tenant compte des sommations sur l’isospin, on aboutit
a` :
η =
β
20
1
3
∫
d4k
(2π)4
{[
6J2ij(k,−k)× (−i)2G12(k)G12(−k)
]
+
120
f 2π
∫
d4k′
(2π)4
[
J2ij(k,−k)× (−i)2G12(k)G12(−k)G11(k′)
]}
. (8.17)
On obtient bien ainsi les deux termes a` une et deux boucles repre´sente´s sur les ﬁgures 8.3 et 8.4,
que nous allons maintenant calculer.
8.3 Calculs a` deux boucles
A` l’aide du formalisme des inte´grales de chemin par exemple [45], nous pouvons e´tablir des
re`gles de Feynman pour le lagrangien choisi (α = 1/6) :
L = 1
2
(∂ρπ)2 − m
2
π
2
π2 − m
2
π
8f 2π
π4 +
1
2f 2π
(π.∂ρπ)2.
Propagateur du pion :
ba
p
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iGF (p)δab = lim
→0
iδab
p2 −m2π + i
(8.18)
Vertex a` quatre pions (couplage π4 et de´rivatif) :
p4
p3
p2
p1
d c
b
a
−im2π
f 2π
δ4(
∑
i
pi)(δabδcd + δacδbd + δadδbc) (8.19)
−i
f 2π
δ4(
∑
i
pi)[δabδcd(p1 + p2)(p3 + p4) + δacδbd(p1 + p3)(p2 + p4) + δadδbc(p1 + p4)(p2 + p3)] (8.20)
8.3.1 Calcul a` une boucle
La contribution a` η apporte´e par la boucle repre´sente´e sur la ﬁgure 8.3 se calcule directement
a` partir de la the´orie des champs a` tempe´rature ﬁnie (car les propagateurs du formalisme CTP
sont e´quivalents dans ce cas, voir Annexe C) ou a` l’aide des re`gles de coupure (Annexe D) :
ηone loop =
β
20
1
3
∫
d4k
(2π)4
{
6J2ij(k,−k)× (−i)2G12(k)G12(−k)
}
avec J ij(k,−k) = −kikj + 1
3
δijk2. Dans le cadre du formalisme a` temps re´el, les propagateurs G21
et G12 sont donne´s par les expressions suivantes :
G21(k) = −i [1 + n(k0)] ρ(k) (8.21)
G12(k) = −i n(k0) ρ(k) (8.22)
ou` n(k0) =
1
eβk0 − 1 est la distribution de Bose-Einstein et ou` ρ(k) est la densite´ spectrale. On
constate directement par un calcul simple que G12(−k) = G21(k). Cela nous permet alors d’e´crire
la viscosite´ sous la forme :
ηone loop =
β
20
1
3
∫
d4k
(2π)4
{
6
2
3
k4n(k0)[1 + n(k0)] ρ(k)
2
}
.
La seule quantite´ inconnue est donc maintenant la densite´ spectrale. Si l’on appelle Σ(k) la self-
e´nergie retarde´e, celle-ci s’e´crit explicitement :
ρ(k) =
2ImΣ(k)
(k2 −m2π − ReΣ(k))2 + (ImΣ(k))2
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Fig. 8.5: Correction thermique de la masse
Dans le cadre de l’approximation des quasiparticules [23, 33, 50], on obtient au premier ordre en
Γk/Ek (Γk ≡ ImΣ(k)
2Ek
est la largeur et E2k ≡ k2 +m2π +ReΣ(k) est l’e´nergie des quasiparticules) :
ρ(k)2  sgn(k0) 2π δ(k20 − E2k)ρ(k) = sgn(Ek) 2π δ(k20 − E2k) 2ImΣ(k) .
L’inte´gration sur k0 aboutit alors a` :
ηone loop =
β
30
∫
d3k
(2π)3
n(Ek)[1 + n(Ek)]
k4
E2kΓk
=
β
60π2
∫
d|k|n(Ek)[1 + n(Ek)]
k6
E2kΓk
. (8.23)
Cette expression correspond exactement a` la formule (7.18) du chapitre pre´ce´dent avec Dπ(k) =
Iπ(k) ou encore celle de l’annexe E avec Dshear(|k|) = k2 (E.2). La seule diﬀe´rence par rapport a`
la the´orie scalaire λΦ4 se situe donc, a` ce stade du calcul, au niveau de la largeur Γk. Cependant,
comme avons de´ja` vu (cf. (8.17)), les couplages de´rivatifs ge´ne´raient d’autres termes correctifs.
Nous allons maintenant les calculer explicitement.
8.3.2 Calcul a` deux boucles
Le deuxie`me terme de l’e´quation (8.17) correspond au calcul pre´ce´dent a` une boucle, multiplie´
par une correction thermique de la masse (partie re´elle de la self-e´nergie du pion). Cette correction
thermique repre´sente´e sur la ﬁgure 8.5 se calcule avec les re`gles de Feynman et la partie thermique
du propagateur a` tempe´rature ﬁnie (voir annexe C) :
G11(k) = −2iπ n(|k0|) δ(k2 −m2).
Ce graphe induit une correction sur la masse des pions a` l’ordre T 2. De manie`re explicite, le
couplage a` quatre pions contribue pour un facteur m2πT
2/8f 2π (8.19) et le couplage de´rivatif (8.20)
pour −p2T 2/12f 2π (avec p2 = m2π). Soit, globalement :
m2π(T )
m2π
= 1 +
T 2
24f 2π
. (8.24)
Nous pouvons donc e´crire maintenant l’expression de la viscosite´ cherche´e (calcul “a` deux bou-
cles”) :
ηtwo loops =
β
60π2
∫
d|k|n(Ek)[1 + n(Ek)]
k6
E2kΓk
(
1 +
5 m2π T
2
6 f 4π
)
. (8.25)
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La seule inconnue est la largeur Γk ou de manie`re e´quivalente la partie imaginaire de la self-e´nergie.
Dans le mode`le λφ4, la premie`re contribution non nulle a` la partie imaginaire est celle de la self-
e´nergie a` deux boucles (“sunset diagram”) et peut eˆtre calcule´e analytiquement a` un certain ordre
dans la constante de couplage ou nume´riquement [23, 48]. Pour le gaz de pions, nous avons choisi
d’utiliser la re´fe´rence [49] dans laquelle la largeur des pions est relie´e, via le the´ore`me optique, a`
l’amplitude de diﬀusion pion-pion. Cette amplitude e´tant elle-meˆme parame´tre´e dans [49], nous
avons utilise´ en pratique les valeurs nume´riques. Il ne reste donc plus qu’a` calculer explicitement
la viscosite´ η.
8.4 Re´sultats nume´riques
Voyons maintenant les valeurs nume´riques obtenues pour la viscosite´. Comme indique´ dans le
paragraphe pre´ce´dent, la largeur est directement prise de la re´fe´rence [49]. Sur la ﬁgure (8.6), on
a repre´sente´ les contributions a` une (tirets) et deux boucles (trait plein).
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Fig. 8.6: Re´sultats nume´riques pour la viscosite´ de cisaillement d’un gaz de pions.
La comparaison entre ces deux courbes montre l’importance de la correction de vertex, c’est-
a`-dire de la fonction de Green a` six points dans le calcul de la viscosite´. Constatant cela, il serait
le´gitime de se demander si la fonction de Green a` huit points ne contribue pas, elle aussi, de
manie`re signiﬁcative. Cependant le proble`me est un peu diﬀe´rent. En eﬀet, prendre en compte la
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fonction de Green a` huit points signiﬁerait en re´alite´ prendre en compte explicitement des graphes
a` deux boucles. Or, il existe d’autres contributions a` deux boucles provenant des fonctions de
Green a` quatre (comme dans la the´orie λΦ4) et six points. Il ne serait donc pas correct, du point
de vue de la cohe´rence du traitement, de conside´rer uniquement la fonction de Green a` huit points.
Nous avons e´galement reporte´ sur la ﬁgure 8.6 les re´sultats obtenus dans une autre approche
(e´quation de Boltzmann) [21]. Nous constatons que notre re´sultat (courbe en trait plein) lui
est directement comparable : les deux courbes ont le meˆme comportement croissant, se croisent
pour une tempe´rature T  160 MeV et diﬀe`rent l’une de l’autre d’environ d’environ 30% dans
le domaine des basses et hautes tempe´ratures. E´tant donne´es les approximations faites dans ce
travail d’une part, nous pouvons conclure que notre approche est non seulement compatible avec
celle mentionne´e ici [21] mais e´galement avec les autres calculs de viscosite´ de gaz de pions de la
litte´rature [42, 51, 52].
La the´orie cine´tique et l’e´quation de Boltzmann sont traditionnellement utilise´es pour calculer
les proprie´te´s de transport d’un syste`me de particules que l’on peut traiter classiquement (excepte´
durant de bre`ves collisions). Quand le syste`me est a` l’e´quilibre local, et e´volue vers l’e´quilibre
global, on peut de´terminer une solution de l’e´quation via le de´veloppement de Chapman-Enskog
et ainsi obtenir une formule pour η [21]. La physique statistique hors e´quilibre, quant a` elle,
permet d’obtenir via la the´orie de la re´ponse line´aire une formule de Kubo pour η qui est une
fonction de corre´lation. La validite´ de l’e´quation de Boltzmann est a priori plus re´duite que
l’hydrodynamique en ge´ne´ral : elle concerne uniquement la physique des syste`mes dilue´s ou` les
collisions sont rares et violentes. Mais dans ce cas pre´cis, il doit eˆtre normalement possible de
comprendre pourquoi les deux approches conduisent a` des re´sultats similaires. En fait, on peut
montrer que les ingre´dients physiques ne´cessaires a` la description d’un syste`me dans l’approche
boltzmannienne et dans notre approche sont essentiellement les meˆmes et conduisent formellement
aux meˆmes e´quations inte´grales pour le calcul de la viscosite´ [24]. D’un coˆte´ nous avons en eﬀet
la section eﬃcace pion-pion (dans le terme de collision) et de l’autre l’amplitude de diﬀusion
pion-pion (dans la largeur). En fait, de nouveau, la “seule” diﬀe´rence provient du domaine de
validite´ des deux approches. Le domaine de validite´ de l’e´quation de Boltzmann est plus restrictif
du coˆte´ des hautes tempe´ratures (le libre parcours moyen doit eˆtre supe´rieur a` la longueur d’onde
de Compton) et donc pre`s de la transition de phase. Donc a priori, meˆme si des ame´liorations
peuvent encore eˆtre apporte´es au calcul, notre approche via les fonctions de corre´lations semble
eˆtre la meilleure et la plus prometteuse lorsque l’on approche la transition de phase (meˆme si dans
ce cas, ainsi que nous l’avons de´ja` mentionne´, les ﬂuctuations du parame`tre d’ordre doivent eˆtre
incorpore´es).
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Conclusion
Dans une premie`re partie, nous avons rappele´ des e´le´ments d’hydrodynamique ne´cessaires a`
notre e´tude, a` savoir la de´ﬁnition des modes hydrodynamiques et des coeﬃcients de transport.
Dans un ﬂuide normal, les modes hydrodynamiques sont associe´s aux quantite´s conserve´es, dont
les e´quations d’e´volution permettent une description comple`te du syste`me. En pre´sence d’une
brisure de syme´trie, comme dans le superﬂuide, un nouveau mode hydrodynamique apparaˆıt, le
mode de Goldstone auquel on associe une variable dont l’e´quation d’e´volution comple`te le syste`me
d’e´quations hydrodynamiques. Nous avons e´galement vu comment la the´orie de la re´ponse line´aire
permettait d’obtenir les formules de Kubo, formules qui expriment par exemple la viscosite´ en
fonction des limites basse fre´quence et grande longueur d’onde de la fonction de corre´lation du
tenseur des contraintes.
Nous nous sommes ensuite inte´resse´s, dans la deuxie`me partie, a` la syme´trie chirale SU(2)L×
SU(2)R, qui est spontane´ment brise´e lorsque les quarks sont conﬁne´s a` l’inte´rieur des hadrons.
Les modes de Goldstone associe´s a` cette brisure de syme´trie sont les pions, particules produites
en grande quantite´ dans les collisions d’ions lourds. Or, pour de´crire le gaz de pions, on utilise
ge´ne´ralement les e´quations d’un ﬂuide parfait, c’est-a`-dire sans tenir compte de la brisure de la
syme´trie chirale ou de la dissipation. Nous avons par conse´quent e´value´ dans le cadre simpliﬁe´
de la ge´ome´trie de Bjorken, les eﬀets de ces deux “corrections” au ﬂuide parfait sur le proﬁl
d’e´volution de la tempe´rature. Tandis que la modiﬁcation des e´quations due a` la prise en compte
de la brisure de syme´trie introduit un eﬀet ne´gligeable, la pre´sence de dissipation via la viscosite´
de cisaillement apparaˆıt importante pour une description correcte de l’e´volution hydrodynamique
du gaz de pions. Nous avons ensuite e´tabli les e´quations hydrodynamiques d’un ﬂuide chiral en
pre´sence de dissipation et mis en e´vidence les nombreux nouveaux coeﬃcients de transport mis
en jeu dans une telle description.
Enﬁn, dans la dernie`re partie, nous avons regarde´ comment nous pouvions calculer la viscosite´
de cisaillement d’apre`s la formule de Kubo, issue de la the´orie microscopique, qui exprime ce
coeﬃcient de transport par la fonction de corre´lation du tenseur des contraintes. Pour cela, nous
avons rappele´ le calcul de cette fonction de corre´lation dans le cadre de la the´orie quantique des
champs pour un champ scalaire en auto-interaction par deux me´thodes distinctes. La premie`re
consiste a` de´terminer dans un premier temps les classes de diagrammes contribuant a` la viscosite´
puis a` les resommer a` l’aide des re`gles de coupure a` tempe´rature ﬁnie. La seconde, quant a` elle,
est fonde´e sur une approche type proble`me a` N corps en passant par la re´solution de l’e´quation
de Bethe-Salpeter. Ces deux approches [24, 26] sont bien e´videmment e´quivalentes. Pour pouvoir
appliquer l’exemple fourni par la the´orie λφ4 au calcul de la viscosite´ du gaz de pions, nous avons
choisi un mode`le σ non line´aire. Le couplage de´rivatif inhe´rent au mode`le introduit des fonctions de
Green a` six et huit champs au lieu de quatre pour le mode`le λφ4. Les fonctions de Green a` six points
ont e´te´ calcule´es en tant que correction de vertex et celle a` huit champs a e´te´ ne´glige´e. L’eﬀet de la
correction de vertex s’est ave´re´ important au niveau quantitatif et a permis d’obtenir des re´sultats
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comparables a` ceux qui avaient e´te´ obtenus dans le cadre d’une autre approche (e´quation de
Boltzmann). Bien suˆr, de nombreuses ame´liorations sont possibles au niveau du calcul lui-meˆme,
mais nous avons cependant pu montrer que, malgre´ des approximations, l’approche fonde´e sur
la formulation de Kubo donnait des re´sultats corrects. L’avantage de cette me´thode est que le
spectre en tempe´rature accessible est beaucoup plus important qu’avec l’approche par l’e´quation
de Boltzmann. Cela signiﬁe que la formulation de Kubo est plus approprie´e pour obtenir des
informations pre`s la transition de phase. Pour cela, il faudrait incorporer dans les e´quations le
module du parame`tre d’ordre (mode`le σ line´aire).
Plusieurs extensions de cette e´tude sont possibles. Il serait de´ja` souhaitable de calculer plus
pre´cise´ment, dans le cadre de l’approche de´veloppe´e dans ce travail, la valeur de la viscosite´ de
cisaillement en calculant explicitement les fonctions de Green a` six et huit points. Par ailleurs,
on pourrait e´galement essayer de de´terminer la nature des modes hydrodynamiques associe´s aux
nouveaux coeﬃcients de transport introduits au deuxie`me chapitre. On pourrait enﬁn incorporer
dans les e´quations le module du parame`tre d’ordre (mode`le σ line´aire) aﬁn d’e´tudier la restauration
de la syme´trie chirale. Ensuite, l’utilisation du groupe de renormalisation dynamique permettrait
d’obtenir le comportement critique des coeﬃcients de transport du gaz de hadrons et fournirait
ainsi des informations pre´cieuses sur la transitions de phase subie par ce syste`me (transition de
phase de de´conﬁnement).
Ce travail a fait l’objet de deux publications ([22], [38]).
Annexe A
Forme du tenseur des contraintes
Dans cette annexe, nous allons e´tablir, dans l’approximation line´aire, la forme la plus ge´ne´rale
du tenseur des contraintes qui s’appliquent sur un ﬂuide. On en de´duira l’e´quation du mouvement
qui re´git l’e´volution de ce ﬂuide [1].
A.1 De´formation dans les e´coulements
Les de´formations d’une particule de ﬂuide (volume de ﬂuide dont les dimensions sont petites
par rapport aux dimensions caracte´risant l’e´coulement et grandes devant le libre parcours moyen)
sont analogues aux de´formations d’un solide e´lastique. De fac¸on ge´ne´rale, l’accroissement de vitesse
d’une particule de ﬂuide, dv, est relie´ au de´placement e´le´mentaire dr par la relation line´aire
dv = Gdr. G est un tenseur d’ordre deux, le tenseur des de´formations. Ses composantes sont donc
les gradients des vitesses, et se de´composent sous la forme :
Gij =
∂vi
∂xj
=
1
2
(
∂vi
∂xj
+
∂vj
∂xi
)
+
1
2
(
∂vi
∂xj
− ∂vj
∂xi
)
= eij + ωij
Analysons ces deux termes :
– eij est un terme de de´formation pure. On peut le de´composer en une partie diagonale tij
associe´e a` la dilatation volumique, et une partie de trace nulle dij appele´e de´viateur, et qui
correspond a` une de´formation sans changement de volume :
eij =
1
3
δijell +
(
eij − 1
3
δijell
)
= tij + dij
– ωij est un terme de rotation pure qui repre´sente la vitesse angulaire de rotation locale sans
de´formation.
Le tenseur des de´formations (que l’on appelle e´galement tenseur gradient de vitesse) G peut donc
toujours eˆtre de´compose´ en trois termes :
Gij = tij + dij + ωij
Ainsi, par exemple, la de´formation d’un e´le´ment de volume dans un e´coulement de cisaillement
simple peut eˆtre de´compose´ en une e´longation et une rotation (voir ﬁgure A.1) .
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rotationdéformation
Fig. A.1: De´composition d’un cisaillement simple en une e´longation et une rotation.
A.2 Dynamique des ﬂuides
A.2.1 Tenseur des contraintes
Sur une surface dS (de normale n), il s’exerce des contraintes que l’on peut repre´senter par un
tenseur de rang 2, note´ [σ] et tel que :
dfi
dS
= σij nj
On peut de´composer ce tenseur des contraintes en une partie normale a` la surface (que l’on identiﬁe
a` la pression) et note´e −P δij , et en une partie tangentielle, que l’on note σ′ij :
σij = σ
′
ij − Pδij
σ′ij est identiﬁe´ au tenseur des contraintes de viscosite´, et est syme´trique. Les contraintes de
viscosite´ s’annulant lorsqu’une particule de ﬂuide se de´place sans de´formation, σ′ij ne doit pas
de´pendre de ωij . D’autre part, on s’inte´resse a` des ﬂuides newtoniens pour lesquels les contraintes
sont proportionnelles aux de´formations. Dans ce cas, les contraintes de viscosite´ s’e´crivent :
σ′ij = 2Aeij + Bδijell
= η
(
2eij − 2
3
δijell
)
+ ζδijell
= η
(
∂vi
∂xj
+
∂vj
∂xi
)
+ (ζ − 2
3
η)δijdivv (A.1)
η est la viscosite´ de cisaillement, caracte´ristique du ﬂuide, et ζ est la seconde viscosite´ (elle
intervient dans les cas ou` le ﬂuide est compressible, car dans ce cas seulement, ell est non nul). Ces
deux coeﬃcients sont positifs et ne de´pendent pas de la vitesse, car on a suppose´ que les gradients
de vitesse e´taient relie´s line´airement aux contraintes. ζ est ge´ne´ralement tre`s petit devant η mais
il peut devenir tre`s grand lorsque le temps de relaxation des processus ramenant le syste`me a`
l’e´quilibre est long par rapport au temps caracte´ristique de la compression [5]. Le coeﬃcient ζ
(la viscosite´ volumique) intervient souvent dans les phe´nome`nes d’atte´nuation du son ; en eﬀet, la
propagation du son dans un ﬂuide s’accompagne d’une compression (sinon la vitesse du son serait
inﬁnie). ζ n’est pas une constante du ﬂuide, elle de´pend de la fre´quence de l’onde sonore ou du
mouvement qui la met en e´vidence.
Il est important de noter que le tenseur des contraintes qui intervient dans la conservation de
la quantite´ de mouvement est en fait :
τij = ρvivj − σij
Si on se place dans le re´fe´rentiel de repos du ﬂuide, le terme convectif ρvivj est nul, et on a dans
ce cas la formule (1.11) utilise´e dans le chapitre 1.
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A.2.2 E´quations du mouvement
A partir de cette expression du tenseur des contraintes, on peut de´terminer l’e´quation du
mouvement :
d
dt
∫
V
ρvdτ =
∫
V
ρfdτ +
∮
S
[σ].ndΣ
ou` f repre´sente l’ensemble des forces massiques autres que les forces de contraintes et S est la
surface entourant le volume ﬁxe V . En appliquant le the´ore`me de Green-Ostrogradsky, on obtient :∫
V
(
ρ
dv
dt
− ρf −−→div.[σ′] +−−→gradP
)
dτ = 0
Or, d’apre`s A.1, {−→div.[σ′]}i = η∆vi + (ζ + η
3
){−−→grad(divv)}i, donc
ρ
∂v
∂t
+ ρ(v.∇)v = ρf −−−→gradP + η∆v +
(
ζ +
η
3
)−−→
grad(divv)
Cette e´quation est l’e´quation la plus ge´ne´rale pour un ﬂuide. Dans le cas des ﬂuides incompres-
sibles, divv = 0 et on retrouve l’e´quation de Navier-Stokes qui de´crit les ﬂuides visqueux newto-
niens et incompressibles. Celle d’Euler, qui de´crit les ﬂuides parfaits (non visqueux) est obtenue
en faisant en plus η = 0.
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Annexe B
The´orie de la re´ponse line´aire
Dans cette annexe, on pre´sente des outils ne´cessaires aux calculs du chapitre 1.
B.1 E´volution d’un syste`me soumis a` un hamiltonien
de´pendant du temps et point de vue d’interaction[27]
Conside´rons un syste`me physique en e´quilibre et soumis a` un hamiltonien H0 a` l’instant t =
−∞. Si l’on perturbe le syste`me de sorte que son hamiltonien devienne H(t) = H0+δH(t), le vec-
teur d’e´tat du syste`me |ψS(t) > satisfait l’e´quation de Schro¨dinger i ∂
∂t
|ψS(t) >= H(t)|ψS(t) >.
On de´ﬁnit maintenant le vecteur d’e´tat dans le point de vue d’interaction |ψI(t) >= eiH0t/|ψS(t) >
et l’on peut montrer que son e´volution est donne´e par i
∂
∂t
|ψI(t) >= δHI(t)|ψI(t) >, ou` l’ope´rateur
en repre´sentation d’interaction est de´ﬁni par δHI(t) = e
iH0t/δH(t)e−iH0t/. L’e´quation diﬀe´rentielle
pre´ce´dente est e´quivalente a` l’e´quation inte´grale :
|ψI(t) >= |ψI(−∞) > + 1
i
∫ t
−∞
dt′δHI(t′)|ψI(t′) > (B.1)
L’utilisation de la repre´sentation d’interaction ne change e´videmment pas la physique. Il y a
e´galite´ entre les valeurs moyennes d’une observable A dans les repre´sentations de Schro¨dinger et
d’interaction, c’est-a`-dire que < A(t) >=< ψI(t)|ÂI(t)|ψI(t) >=< ψS(t)|ÂS(t)|ψS(t) >. La valeur
moyenne a` l’e´quilibre est < A(t) >eq=< ψI(−∞)|ÂI(t)|ψI(−∞) >.
B.2 Re´ponse line´aire
L’e´quation B.1 est soluble par ite´ration et donne au premier ordre en perturbation :
|ψI(t) >= |ψI(−∞) > + 1
i
∫ t
−∞
dt′δHI(t′)|ψI(−∞) >
En posant δ < A(t) >=< A(t) > − < A(t) >eq, on en de´duit la variation de A :
δ < A(t) >=
1
i
∫ t
−∞
dt′
〈
[ÂI(t), δHI(t
′)]
〉
eq
(B.2)
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Dans le chapitre 1, on conside`re plusieurs ope´rateurs Aˆi(t, x) et un hamiltonien d’interaction :
δH(t) = −
∫
d3xFj(t, xAˆj(t, x) ou` il y a sommation sur les indices re´pe´te´s. Les Fj(t, x) sont les
forces associe´es aux Aˆj(t, x), et on les e´crit sous la forme : Fj(t, x) = Fj(x)e
εtθ(−t).
Dans ce cas, la the´orie de la re´ponse line´aire nous donne la variation d’une quantite´ Ai par :
δ〈Aˆi(t, x)〉 = i
∫
d3x′
∫ t
−∞
dt′〈[Aˆi(t, x), Aˆj(t′, x′)]〉eq Fj(x′)eεt′θ(−t′)
On peut remarquer que cette expression ne´cessite la connaissance des commutateurs de deux
ope´rateurs, c’est-a`-dire les χ′′ij de´ﬁnis en hydrodynamique dans le chapitre 1, ou les ρij de la
the´orie des champs. On voit e´galement dans cette formule la proprie´te´ de causalite´ puisque t′ doit
eˆtre infe´rieur a` t : la re´ponse a` l’instant t de´pend des champs pris en t′ < t.
B.3 The´ore`me ﬂuctuation-dissipation
Le the´ore`me ﬂuctuation-dissipation e´tablit une relation entre le commutateur et les corre´lations :
〈[Ai(r, t)− 〈Ai〉eq, Aj(r′, t′)− 〈Aj〉eq]±〉eq
=
∫
dω
π
∫
d3k
(2π)3
ei
k.(r−r′)e−iω(t−t
′)χ
′′
ij(
k, ω)
1± e−βω
1− e−βω
On retrouve dans cette formule la de´ﬁnition de χ′′ij(k), lie´ a` la dissipation :
〈[Ai(x), Aj(x′)]〉eq =
∫
d4k
(2π)4
e−ik(x−x
′)2χ
′′
ij(k) (B.3)
Et on obtient la formule pour l’anti-commutateur (fonction de corre´lations) de´crivant les ﬂuctua-
tions :
〈{Ai(x)− 〈Ai〉eq, Aj(x′)− 〈Aj〉eq}〉eq =
∫
d4k
(2π)4
e−ik(x−x
′)2χ
′′
ij(k) coth
βω
2
(B.4)
Annexe C
The´orie quantique des champs
Dans cette annexe, nous allons rappeler quelques de´ﬁnitions de the´orie quantique des champs a`
tempe´rature nulle, dans le cas simple d’un champ scalaire. Puis nous introduirons les formalismes
de la the´orie des champs a` tempe´rature ﬁnie [29] [34].
C.1 A tempe´rature nulle
C.1.1 Cas libre
Le lagrangien d’un champ scalaire φ(x) libre de masse m s’e´crit :
L = 1
2
(∂µφ(x)∂
µφ(x)−m2φ2(x))
L’e´quation d’Euler-Lagrange applique´e a` ce lagrangien montre que ce champ φ(x) satisfait l’e´quation
de Klein-Gordon :
(+ m2)φ(x) = 0
Le propagateur de Feynman GF (x) est de´ﬁni comme la valeur moyenne sur le vide du produit chro-
nologique T (φ(x), φ(0)) = θ(x0)φ(x)φ(0) + θ(−x0)φ(0)φ(x) qui est le produit de deux ope´rateurs
en repre´sentation de Heisenberg (les ope´rateurs φ(x) de´pendent du temps) :
GF (x) = −i < 0|T (φ(x), φ(0))|0 >
= θ(x0)G
>(x) + θ(−x0)G<(x)
ce qui de´ﬁnit les fonctions de corre´lation G≷(x). Le propagateur de Feynman est une fonction de
Green, c’est-a`-dire une solution de l’e´quation ( + m2)GF (x) = −δ4(x). GF (x) s’exprime dans
l’espace de Fourier par :
GF (k) =
1
k2 −m2 + i
Les fonctions de corre´lations s’e´crivent quant a` elles :
G≷(k) = −i θ(±k0) 2π δ(k2 −m2)
On de´ﬁnit enﬁn les propagateurs retarde´ et avance´ qui sont en fait les propagateurs physiques a`
partir desquels on peut calculer les proprie´te´s d’un syste`me par :
GR
A
(x0) = ∓i θ(±x0) < 0|[φ(x), φ(0)]|0 >
85
86 ANNEXE C. THE´ORIE QUANTIQUE DES CHAMPS
soit dans l’espace re´ciproque par :
GR
A
(k) =
1
k2 −m2 ± i sgn(k0)
Les propagateurs GF (k) et GR/A(k) ne de´pendent que d’une seule fonction, la densite´ spectrale
ρ(k) de´ﬁnie par :
ρ(k) = i(G>(k)−G<(k)) (C.1)
ρ(k) est une fonction re´elle, impaire en k0, du meˆme signe que k0 (pour des bosons), et obe´issant a`
la re`gle de somme :
∫
dk0
π
k0ρ(k) = 1. Cette densite´ spectrale peut s’interpre´ter comme la densite´
de probabilite´ pour la particule d’impulsion k d’avoir l’e´nergie k0. La repre´sentation spectrale du
propagateur retarde´ (physique) est :
GR(k) =
∫ ∞
−∞
dk′0
2π
ρ(k′)
k0 − k′0 + i
(C.2)
Cette e´quation est tout a` fait ge´ne´rale et on voit que la connaissance de ρ(k) suﬃt pour de´terminer
le propagateur. Dans le cas libre, cette densite´ spectrale ρ(k) vaut (e´quation C.1) :
ρ(k) = sgn(k0) 2π δ(k
2 −m2) (C.3)
C.1.2 Dans un milieu
Lorsque la particule est en interaction, il y a un terme supple´mentaire dans le lagrangien
et l’expression des propagateurs est diﬀe´rente. Le propagateur complet retarde´ GR de´crivant les
modiﬁcations des proprie´te´s physiques dues aux interactions satisfait l’e´quation de Dyson suivante :
GR(k) = GR(k) + GR(k)ΣRGR(k)
c’est-a`-dire que GR(k) devient formellement, dans un milieu :
GR(k) = 1
k2 −m2 − ΣR
Pour avoir acce`s a` la fonction de Green retarde´e, il faut donc calculer de manie`re e´quivalente soit
la self-e´nergie ΣR soit la densite´ spectrale “comple`te” C.2. La signiﬁcation physique de ΣR(k) est
simple. Sa partie re´elle va donner la relation de dispersion dans le milieu et sa partie imaginaire est
relie´e a` la largeur, c’est-a`-dire au temps de vie, de la particule. Par ailleurs, il existe e´videmment
une relation entre ρ et ΣR :
ρ(k) =
2ImΣR(k)
(k2 −m2 − ReΣR(k))2 + (ImΣR(k))2
C.2 A tempe´rature ﬁnie
Le fait de conside´rer une tempe´rature non nulle change la de´ﬁnition des fonctions de Green.
En eﬀet, la valeur moyenne sur le vide est remplace´e par une moyenne statistique, soit pour un
syste`me a` l’e´quilibre thermodynamique :
GF (x) = −i
Tr
[
e−βHT (φ(x), φ(0))
]
Tr [e−βH ]
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avec H le hamiltonien du syste`me. Cette nouvelle de´ﬁnition de la valeur moyenne permet d’obtenir
la relation KMS (conse´quence de la cyclicite´ de la trace) :
< A(t)B(t′) >=< B(t′ − iβ)A(t) >
pour deux ope´rateurs A et B quelconques. Nous voyons donc que formellement temps imaginaire et
tempe´rature sont e´quivalents. Par ailleurs, graˆce a` cette relation KMS, on constate imme´diatement
que GF (x) est pe´riodique en temps, de pe´riode −iβ. On peut donc se restreindre a` un intervalle
de cette amplitude. Enﬁn, il est possible de montrer que les valeurs permises de t sont situe´es sur
un contour tel que la partie imaginaire de t soit de´croissante monotone de 0 a` −iβ. Ces conditions
sur GF (x) vont nous amener a` de´ﬁnir deux formalismes pour les fonctions de Green thermiques.
C.2.1 Le formalisme a` temps imaginaire
Un premier formalisme est celui de Matsubara ou` l’on choisit le contour le plus simple,
repre´sente´ ci-dessous.
βi
Re(t)
Im(t)
Fig. C.1: Contour du formalisme a` temps imaginaire
Le propagateur de Matsubara exprime´ dans l’espace re´ciproque est :
∆(iωn, k) =
−1
k2 + m2 − (iωn)2
ou` ωn =
2πn
β
avec n entier sont les fre´quences de Matsubara. On peut remarquer que dans la limite
ou` T → 0, le contour correspond a` une rotation de Wick t→ −iτ .
C.2.2 Formalisme a` temps re´el
Un autre formalisme permet de calculer des fonctions de Green a` temps re´el. Pour cela, il faut
que le contour contienne une partie de l’axe re´el.
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βi
σ
Im(t)
Re(t)
i
1
2
Fig. C.2: Contour du formalisme a` temps re´el
Ce formalisme est plus approprie´, ainsi que nous le verrons par la suite, pour de´crire des
situations hors e´quilibre. Il pre´sente ne´anmoins l’inconve´nient de doubler les degre´s de liberte´ de
telle sorte que le propagateur habituel est remplace´ par une matrice (2× 2). En eﬀet, les parties
verticales du contour ne jouant aucun roˆle, il existe 4 possibilite´s pour ”placer” les temps t et t′
de la fonction de Green GF (x, t; x
′, t′). Cela correspond a` quatre propagateurs Gij;i,j=1,2 suivant
que les temps sont situe´s sur la partie 1 ou 2 du contour. On montre que [29] :
G11(k) =
1
k2 −m2 + i − 2iπ n(|k0|) δ(k
2 −m2)
= [1 + n(|k0|)]GF (k)− n(|k0|)G∗F (k)
= [1 + n(k0)]GR(k)− n(k0)GA(k)
= G22(k)
∗
G12(k) = −ieσk0sgn(k0) n(k0) 2πδ(k2 −m2)
G21(k) = −ie−σk0sgn(k0) [1 + n(k0)] 2πδ(k2 −m2)
ou` n(k0) =
1
eβk0 − 1 est la distribution de Bose-Einstein. Le parame`tre σ indique´ sur le sche´ma
ci-dessus peut prendre n’importe quelle valeur de 0 a` β. Les re´sultats physiques ne pourront donc
pas en de´pendre et il est ainsi possible de choisir pour σ la valeur la plus ”pratique” pour eﬀectuer
les calculs. Les choix habituels sont σ = β/2 car il donne une forme syme´trique aux propagateurs
(G12(k) = G21(k)) et σ = 0. Dans ce cas, que nous conside´rerons toujours par la suite car il a
l’avantage de donner des expressions similaires a` celles que l’on obtient dans les phe´nome`nes hors
e´quilibre (voir paragraphe 7.4), on obtient :
G21(k) = G
>(k) = −i sgn(k0) [1 + n(k0)] 2πδ(k2 −m2)
G12(k) = G
<(k) = −i sgn(k0) n(k0) 2πδ(k2 −m2)
La fonction densite´ spectrale, quant a` elle, est toujours de´ﬁnie par :
ρ(k) = i(G>(k)−G<(k))
= i(GR(k)−GA(k))
Sa connaissance permet d’avoir acce`s, comme a` tempe´rature nulle, aux propagateurs. Notons enﬁn
que dans le cas libre, les propagateurs GR
A
sont inde´pendants de T , tout comme la densite´ spectrale
qui a la meˆme expression qu’a` tempe´rature nulle (e´quation C.3).
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C.2.3 Propagateurs complets et self-e´nergie
Conside´rons maintenant le champ scalaire φ(x) en interaction avec le milieu, c’est-a`-dire que
l’on rajoute un terme de couplage au lagrangien. Les propagateurs complets Gab(k) sont solutions
de l’e´quation de Dyson matricielle, qui s’e´crit sous forme symbolique :
Gab(k) = Gab(k) + Gac(k)Σcd(k)Gdb(k)
On obtient donc plusieurs e´quations, une pour chaque propagateur. Seuls les fonction de Green
retarde´e et avance´e obe´issent a` une e´quation analogue a` celle rencontre´e a` tempe´rature nulle [30].
La re´solution conduit a` l’expression :
G11(k) = 1 + n(k0)
k2 −m2 − ΣR(k) −
n(k0)
k2 −m2 − Σ∗R(k)
ou` ΣR(k) est la self-e´nergie retarde´e. Notons enﬁn qu’il est plus facile techniquement de calculer
Σ11. ΣR et les autres composantes de la self-e´nergie sont alors donne´es par [31] :
Σ12 = Σ21 =
−i
cosh(β|k0|/2) ImΣ11
Σ22 = −Σ∗11
ReΣR = ReΣ11
ImΣR = tanh(β|k0|/2)ImΣ11 (C.4)
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Annexe D
Re`gles de coupure
Dans cette annexe, nous pre´sentons une technique de calcul de diagrammes permettant d’ob-
tenir soit la self-e´nergie par les re`gles de Kobes et Semenoﬀ, soit la densite´ spectrale par les re`gles
de Jeon qui ge´ne´ralisent a` tempe´rature ﬁnie les re`gles de Cutkosky.
D.1 A tempe´rature nulle : re`gles de Cutkosky
On conside`re un graphe de Feynman particulier G(x1, ..., xp) (par exemple, le graphe de la
ﬁgure page suivante). Pour calculer la contribution de ce graphe, il est possible d’utiliser les
re`gles de Cutkosky [28]. Pour cela, on proce`de de la manie`re suivante : on construit des graphes
F (x1, ..., xi, ..., xp) ayant la meˆme topologie que le graphe pre´ce´dent mais dont certains vertex xi
sont souligne´s (entoure´s sur le graphe). La contribution de chacun des graphes F peut alors se
calculer a` l’aide des re`gles suivantes :
GF (xi − xj) si xi et xj ne sont pas entoure´s,
G<(xi − xj) si xi n’est pas entoure´ et xj l’est,
G>(xi − xj) si xi est entoure´ et xj ne l’est pas ,
G∗F (xi − xj) si xi et xj sont entoure´s.
Il faut e´galement ajouter que dans le cas d’une interaction en gφ3 conside´re´e sur le graphe, les
vertex entoure´s contribuent d’un facteur −g au lieu de g. Par ailleurs, il est possible de mon-
trer [29] que lorsque x0i > x
0
j les diagrammes F (x1, ..., xj, ..., xi, ..., xp) et F (x1, ..., xj , ..., xi, ..., xp)
s’annulent deux a` deux. En remarquant que le diagramme ou` aucun vertex n’est entoure´ est le
diagramme a` calculer (F (x1, ..., xp) = G(x1, ..., xp)) et que celui ou` tous les vertex sont entoure´s est
son complexe conjugue´ (F (x1, ..., xp) = G
∗(x1, ..., xp)), on obtient ﬁnalement l’e´quation suivante :
Im(iG(x1, ..., xp)) = −1
2
∑
F (x1, ..., xi, ..., xp) (D.1)
ou` il faut sommer sur toutes les possibilite´s de souligner les vertex, excepte´ le cas ou` aucun
vertex n’est souligne´ et celui ou` tous les vertex sont souligne´s, comme sur le graphe de la page
suivante. En passant dans l’espace de Fourier, l’expression des propagateurs G≷(k) montre que
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les diagrammes contribuant au calcul sont ceux ou` les vertex souligne´s et non souligne´s forment
des parties connexes. Il est donc possible de se´parer un graphe par une coupure avec d’un coˆte´ les
vertex entoure´s et de l’autre les vertex non entoure´s. Les propagateurs se trouvant a` cheval sur la
coupure (G≷(k)) sont donc des ”propagateurs coupe´s” (voir ﬁgure D.3).
D.2 A tempe´rature ﬁnie, re`gles de Kobes et Semenoﬀ
A tempe´rature ﬁnie, la situation est un peu plus complique´e [29] [32]. D’une part, avec la
de´ﬁnition de G≷(k), toutes les coupures sont possibles, meˆme celles ge´ne´rant des parties non
connexes et d’autre part, dans le formalisme a` temps re´el, les vertex peuvent eˆtre de type 1 ou de
type 2, ce qui engendre 16 possibilite´s pour joindre 2 vertex. En choisissant σ = 0, on simpliﬁe un
peu le proble`me puisqu’alors G< = G12 et G
> = G21. De plus, on sait que les vertex externes d’un
graphe sont force´ment de type 1 (les champs de type 1 sont les “champs physiques”). Il n’y a donc
que les vertex internes qui peuvent eˆtre de type 1 ou 2 (les champs de type 2 sont les “champs
fantoˆmes”). On obtient ainsi la meˆme e´quation que D.1 avec les vertex externes de type 1 et une
sommation supple´mentaire sur les vertex internes qui peuvent eˆtre soit de type 1 soit de type
2. L’application principale de ces re`gles de coupure est le calcul de la self-e´nergie ; et comme la
connaissance de Σ11 permet de calculer les autres composantes de Σ, il suﬃt de calculer un graphe
avec tous les vertex ﬁxe´s a` 1 (les re`gles sont alors les meˆmes qu’a` T=0, avec des propagateurs
thermiques, c’est-a`-dire GF (k) = G11(k) entre deux vertex non entoure´s, G
∗
F (k) = G22(k) entre
deux vertex entoure´s, G<(k) = G12(k) quand k va d’un vertex entoure´ vers un non entoure´ et
G>(k) = G21(k) pour le contraire). A titre d’exemple, nous pre´sentons le calcul de la self-e´nergie
a` une boucle pour la the´orie gφ3 [31]. Par de´ﬁnition :
q
1 1
-
1
2
i
q q
k
q-k
q
1 1
Im
1 1
ImΣ11(q) =
=
= −1
2
∫
d4k
(2π)4
(−gG<(k)G<(q − k)g + gG>(k)G>(q − k)(−g))
Or, G<(k) = e−βk0G>(k), ce qui donne :
ImΣ11(q) = −g
2
2
(1 + e−βq0)
∫
d4k
(2π)2
{sgn(k0)sgn(q0 − k0)[1 + n(k0)][1 + n(q0 − k0)]
× δ(k2 −m2)δ((q − k)2 −m2)})
L’inte´grale s’eﬀectue facilement, et on en de´duit alors que la self-e´nergie intervenant dans le pro-
pagateur s’exprime comme :
Im(ΣR) = sgn(q0)tanh(βq0/2)Im(Σ11) = −πg2sgn(q0)
∫
d3k
(2π)3
1
4E1E2
[ (1 + n1 + n2)δ(q0 −E1 − E2) + (n1 − n2)δ(q0 + E1 − E2)
D.3. RE`GLES DE S. JEON 93
+(n2 − n1)δ(q0 −E1 + E2)− (1 + n1 + n2)δ(q0 + E1 + E2)]
ou` n1,2 =
1
eβE1,2−1 , E1 =
√
k2 −m2 et E2 =
√
(q − k)2 −m2. Sous cette forme, l’expression
pre´ce´dente s’interpre`te facilement graˆce aux facteurs d’occupation de Bose-Einstein. Par ailleurs,
la connaissance de Im(ΣR) permet d’avoir acce`s, ainsi que nous l’avons indique´ dans l’appendice
pre´ce´dent, a` toutes les autres grandeurs physiques habituelles, permettant la caracte´risation du
syste`me.
D.3 Re`gles de S. Jeon
Les re`gles de coupures pre´sente´es dans cette partie [33] servent a` calculer des densite´s spectrales.
On conside`re un graphe (par exemple le meˆme que sur la ﬁgure pre´ce´dente) pour lequel on veut
calculer ρAB(k), c’est-a`-dire le commutateur de deux ope´rateurs externes A et B. De la meˆme
fac¸on que dans le paragraphe pre´ce´dent, on dessine toutes les fac¸ons de couper le graphe : une
coupure se´pare le graphe en deux parties, une partie hachure´e (contenant tous les vertex entoure´s)
et une partie non hachure´e contenant tous les vertex non entoure´s (voir ﬁgure D.3). Les re`gles
sont les suivantes :
– dans la re´gion non hachure´e, on applique le propagateur habituel G˜(k) de´ﬁni par sa repre´senta-
tion spectrale :
G˜(k) =
∫
dk′0
2π
ρ(k′)
k0 − k′0 + iε
+ n(k0)ρ(k) et un facteur g pour le vertex.
– dans la re´gion hachure´e, on applique le propagateur G˜(k∗) et un facteur −g au vertex.
– chaque ligne coupe´e avec un moment qui va de la re´gion hachure´e a` la re´gion non hachure´e
contribue d’un facteur S(k) = [1 + n(k0)]ρ(k).
On additionne les contributions des diﬀe´rents graphes, en inte´grant sur chaque boucle de
moment, et en tenant compte du facteur de syme´trie.
Fig. D.1: Coupure sur un graphe a` une boucle e´quivalente au deuxie`me diagramme de la ﬁgure
pre´ce´dente.
Le calcul de la densite´ spectrale du graphe a` une boucle donne, au premier ordre, le meˆme
re´sultat que pre´ce´demment.
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Annexe E
Calcul nume´rique de η
Dans cette annexe, nous pre´sentons les calculs interme´diaires entre la formule donnant la
viscosite´ η et une expression facilement programmable. Nous avons donc montre´ que :
η =
β
10
∫
d4k
(2π)4
Iπ(k)n(k
0)Sfree(k)
Dπ(k)
ΣI(k)
Or, par des conside´rations de syme´trie, Dπ(k) doit s’e´crire :
Dπ(k) = (pˆlpˆm − 1
3
δlm)Dshear(|k|) (E.1)
ou` kˆ repre´sente le vecteur unitaire dans la direction k. L’indice “shear” se rapporte a` la viscosite´
de cisaillement. En remplac¸ant Sfree et Iπ par leur expression, on obtient :
η =
β
10
∫
d4k
(2π)4
(klkm − 1
3
δlmk
2)n(k0)[1 + n(k0)]sgn(k0)2πδ(k2 + m2)
kˆlkˆm − 13δlm
ΣI(k)
Dshear(|k|)
=
β
10
∫
d3k
(2π)3
k2
2Ek
(kˆlkˆm − 1
3
δlm)
2
{
n(Ek)[1 + n(Ek)]
ΣI(Ek, k)
− −[1 + n(Ek)][−n(Ek)]−ΣI(Ek, k)
}
Dshear(|k|)
=
β
10
4π
∫ k4d|k|
(2π)3Ek
2
3
n(Ek)[1 + n(Ek)]
ΣI(Ek, k)
Dshear(|k|)
=
β
60π2
∫
k4d|k|
E2kΓk
nk(1 + nk)Dshear(|k|) (E.2)
ou` Γk =
ΣI(Ek, k)
2Ek
, avec ΣI la partie imaginaire de la self-e´nergie, repre´sente la largeur, c’est-a`-dire
le temps de vie, de la particule.
Calculons maintenant Dshear. Pour cela, on rappelle que Dπ satisfait :
Dπ(k) = Iπ −
(
1− e−k0β) ∫ d4p
(2π)4
Lfull(k, p)Sfree(p) Dπ(p)
2ΣI(p)
En contractant cette e´quation avec kˆlkˆm, et en utilisant l’e´quation (E.1), on obtient une e´quation
inte´grale pour Dshear :
Dshear(|k|) = k2 + 3
16
∫
d|p|
(2π)3
p2
E2pΓp
n(Ep)[1 + n(Ep)]Nshear(|k|, |p|)Dshear(|p|) (E.3)
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ou` le noyau Nshear s’e´crit :
Nshear(|k|, |p|) = (1− e−βEk)2π
∫ 1
−1
d cos θ
(
cos2 θ − 1
3
)[
λ2[1 + n(Ek − Ep)]
8πβ|k − p|θ
(
|k − p|2 − (Ek −Ep)2
)
ln
∣∣∣∣∣∣∣∣
1− exp
[
−β
2
(
|k − p|
√
1 +
4m2th
|k−p|2−(Ek−Ep)2
+ (Ek − Ep)
)]
1− exp
[
−β
2
(
|k − p|
√
1 +
4m2th
|k−p|2−(Ek−Ep)2
− (Ek −Ep)
)]
∣∣∣∣∣∣∣∣+
θ(−|k − p|2 + (Ek −E2p)− 4m2th) ln
∣∣∣∣∣sinh(β4 (+))sinh(β
4
(−))
∣∣∣∣∣
}
(e+βEp − 1)
−λ
2[1 + n(Ek − Ep)]
8πβ|k − p|
{
θ
(
|k − p|2 − (Ek − Ep)2
)
ln
∣∣∣∣∣∣∣∣
1− exp
[
−β
2
(
|k − p|
√
1 +
4m2th
|k−p|2−(Ek+Ep)2
+ (Ek + Ep)
)]
1− exp
[
−β
2
(
|k − p|
√
1 +
4m2th
|k−p|2−(Ek+Ep)2
− (Ek + Ep)
)]
∣∣∣∣∣∣∣∣ +
θ(−|k − p|2 + (Ek −E2p)− 4m2th) ln
∣∣∣∣∣sinh(β4 (+))sinh(β
4
(−))
∣∣∣∣∣
}
(1− e−βEp)
]
(E.4)
Ensuite, on eﬀectue le changement de variable :
y = |k − p| =
√
(k − p)(k − p) =
√
|k|2 + |p|2 − 2|k||p| cos θ
dont la diﬀe´rentielle s’e´crit dy = −|
k||p|
y
d(cos θ). Les bornes d’inte´gration ve´riﬁent :
cos θ = −1 ⇐⇒ y = |k|+ |p|
cos θ = 1 ⇐⇒ y = ||k| − |p||
A partir de maintenant, on redimensionne les moments (k et p) par la tempe´rature, de fac¸on a`
faire disparaˆıtre les β des exponentielles. Il faudra donc lire maintenant
∣∣∣∣∣kT
∣∣∣∣∣ au lieu de |k|. On
obtient alors :
Nshear(|k|, |p|) = (1− e−Ek)λ
2
4
∫ |k|+|p|
|k|−|p|
dy
|k||p|
(y2 − k2 − p2
2|k||p|
)2
− 1
3
 ...
Par ailleurs : [1 + n(Ek − Ep)](1− e−Ek)(eEp − 1) = 1
n(Ep)− n(Ek) et
(1− eEk)[1 + n(Ek + Ep)](1− e−Ep) = 1
1 + n(Ek) + n(Ep)
Dans l’expression de Nshear, on peut montrer qu’il y a deux termes sur les quatre qui sont nuls. En
eﬀet, si y < |k|+ |p| < Ek +Ep, alors θ(y2 − (Ek +Ep)2) = 0 et θ(−y2 + (Ek −Ep)2 − 4m2th) = 0.
On se retrouve donc avec l’expression suivante pour Nshear :
Nshear(|k|, |p|) = λ
2
4
∫ |k|+|p|
|k|−|p|
dy
|k||p|
(y2 − k2 − p2
2|k||p|
)2
− 1
3
{ 1
n(Ep)− n(Ek)
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× ln
∣∣∣∣∣∣∣∣
1− exp
[
−1
2
(
y
√
1 +
4m2th
y2−(Ek−Ep)2 + (Ek − Ep)
)]
1− exp
[
−1
2
(
y
√
1 +
4m2th
y2−(Ek−Ep)2 − (Ek − Ep)
)]
∣∣∣∣∣∣∣∣
− 1
1 + n(Ek) + n(Ep)
ln
∣∣∣∣∣∣∣∣
sinh
[
1
4
(
y
√
1 +
4m2th
y2−(Ek+Ep)2 + (Ek + Ep)
)]
sinh
[
1
4
(
y
√
1 +
4m2th
y2−(Ek+Ep)2 − (Ek + Ep)
)]
∣∣∣∣∣∣∣∣

Nous voici donc muni de Nshear. Pour achever le calcul de Dshear (voir e´quation (E.3)), il reste
a` calculer ΣI . Par des calculs analogues, on montre de fac¸on fastidieuse que :
ΣI(p) =
λ2
48(2π3)
∫ |l|d|l|
2El
∫ |p|+|l|
|p|−|l|
dy
|p|n(El)[1 + n(El)
×

1
n(El)− n(Ep) ln
∣∣∣∣∣∣∣∣
1− exp
[
−1
2
(
y
√
1 +
4m2th
y2−(Ep−El)2 + (Ep − El)
)]
1− exp
[
−1
2
(
y
√
1 +
4m2th
y2−(Ep−El)2 − (Ep − El)
)]
∣∣∣∣∣∣∣∣
− 1
1 + n(Ep) + n(El)
ln
∣∣∣∣∣∣∣∣
sinh
[
1
4
(
y
√
1 +
4m2th
y2−(Ep+El)2 + (Ep + El)
)]
sinh
[
1
4
(
y
√
1 +
4m2th
y2−(Ep+El)2 − (Ep + El)
)]
∣∣∣∣∣∣∣∣

Ces expressions de Nshear et ΣI nous ont permis de calculer Dshear nume´riquement :
0 2 4 6 8 10
|k|/T
0
100
200
300
400
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m = T
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