Abstract-We develop a polynomial time algorithm for the pull up transistor assignment problem and show that the interval selection and interval selection with pull up transistor assignment problems are NPhard. Heuristics for these problems are proposed and compared with that proposed in 1111.
This poses interesting algorithmic problems that were only partially addressed in [ 1 11 . In this paper we examine these problems and provide polynomial time solutions to one, show that various forms of another are NP-hard, and provide heuristics for this NP-hard problem. The reader is referred to [ 11, [2] , [7] , [8] , and [ 121 for related results on PLA folding.
In the term folding problem we consider, each term, I, is specified by a set, S I , of intervals has a push down transistor in each row i , a I i I 6, then it is a holeless term (or interval). Otherwise, the term has a hole.
One may identify three tasks with product term folding. intervals following pull up transistor assignment. The two intervals can be folded into the same column iff they have no overlap (i.e., 6, < a2 or b2 < a l ) . In term folding we are interested in folding the terms into the fewest possible number of columns. The number of folding columns depends on how each of the above three tasks are performed.
1) Interval selection:
We define the following problems.
PUTA (Pull Up Transistor Assignment):
Given a set of intervals [ a i , bi], 1 I i I k with a , , bj E [ I , N I assign pull up transistors such that the resulting interval set can be folded into the fewest number of columns.
IS (Interval Selection):
Given the interval sets SI, 1 I 1 I k for the terms, select one interval for each term such that the set of selected intervals can be folded into the fewest number of columns.
ISWPUTA (Interval Selection With Pull Up Transistor Assignment) :
Given the interval sets SI, 1 I 1 I k for the terms, select one interval for each term such that following the pull up transistor assignment the resulting k intervals can be folded into the fewest number of columns.
Lursinsap 11. PULL U P TRANSISTOR ASSIGNMENT (PUTA) Lursinsap and Gajski formulate this problem as a minimum disjoint path cover problem on a directed acyclic graph with certain restrictions on the cover. They propose a heuristic to obtain a near minimum cover. The proof of their Theorem 1 implies that the cover obtained is optimal when the intervals are from a two-level Boolean function. For higher level Boolean functions, their heuristic does not guarantee optimal PUTA. In this section we develop a polynomial time algorithm that guarantees optimal PUTA for every instance of PUTA. We shall model the PUTA problem first as a distribution graph and then as a network flow problem. are not shown in this figure as these vertices have no incident edges. Given a distribution graph G we wish to distribute the weight on each edge to the two vertices it is incident to. The distribution satisfies the following properties.
)
If the weight of ( U , U ) is w and if w,, is distributed to vertex U and w,, to vertex U then w,, and w,. are integers such that 0 5 w,, 5 w , 0 5 w,, I w, and w,, + w,. = w .
2) Let W ( i ) be the weight of vertex i plus the sum of all edge weights distributed to this vertex. Then maxl _ c , l N { W ( i ) } is minimum over all possible edge weight distributions. Fig. 2(b) shows a distribution of the edge weights of Fig. 2 (a) that satisfies the above two properties. Note that distributing a unit of weight to one of the two ends of an edge corresponds to assigning a pull up transistor to one of the two ends of the interval represented by the edge. The distribution of Fig. 2(b To solve the edge weight distribution problem we construct a flow network as shown in the following. a) s is the source vertex of the network and t is its sink. Between the source and sink there are two columns of vertices V , and V z . For each edge ( U , 2 ) ) in the distribution graph G there is a vertex labeled ( U , U ) E VI. For
There is an edge from s to each vertex ( U , U ) E VI. The capacity of this edge equals the weight of ( U , U ) in G. From each vertex ( U , 21) E VI, there is an edge to vertex U E Vr and another to U E Vz. The capacity of each of these edges is also equal to the weight of ( U , U ) in G. c) From each vertex i E VI there is an edge to the sink t. The capacity of this edge is 6 minus the weight of vertex i. ( 6 will be specified later.) Fig. 3 shows the flow network obtained for the distribution graph of Fig. 2(b) . Clearly, the flow in the constructed network cannot exceed C(,l,,.)EE(Gl weight ( U , 2 ' ) . A flow of C(,,,,.lEE(G) weight(u, 21) corresponds to distributing the edge weights of G to the vertices of G. When such a flow is obtained, maxl { W ( i ) } I 6. So, solving the edge weight distribution problem is equivalent to finding the least 6 for which a flow of C ( , l . I .~E E~G~ weight ( U , U ) can be obtained in the constructed network. The least value of 6 can be found by doing a binary search in the range [max, a N {weight of vertex i } , k]. For each guessed value of 6 the maximum flow in the network has to be computed.
The complexity of the resulting algorithm to compute the minimum 6, and hence, an optimal pull up transistor assignment is: a) for r 5 r the complexity is O ( r' ' log t ) [3] or O ( Fig. 2(a) .
where r denotes the number of rows and t the number of terms or intervals.
111. COMPLEXITY RESULTS Let IS( p , q ) be the following decision problem.
Input: Collection of interval sets SI, S?,
, S, such
Output: "Yes" iff we can select one interval from each S, such that the k selected intervals can be folded into 5 q columns.
We shall first show that IS ( 3 , 1 ) and IS ( 2 , 2 ) are NPcomplete. In both cases we shall make use of the known NP-complete problem 3SAT (51 which is defined as the following.
Input: Collection of clauses C , , C 2 , , C,,, over variables x,, x?, . * * , x,, such that each clause is the disjunction of exactly three literals.
Output: "Yes" iff there is a truth assignment to the variables such that each clause is true.
Proof: It is easy to see that IS ( 3 , 1 ) is in NP. So we need only show that if IS ( 3 , 1 ) can be solved in polynomial time then so also can 3SAT. Consider any instance of 3SAT. Let x,, x2, * , x,, be the variables and C , , C 2 , . . . , C,,, the clauses. We shall show how to construct, in polynomial time, an instance of IS ( 3 , 1 ) for which the output is "yes" iff that for the 3SAT instance is also "yes." The IS ( 3 , 1 ) instance will have k = n + m terms and 4nm rows. SI through SI, will correspond to the vari- 
Note that I,, + i , is a subinterval of 1,. when U, = x, and of l L , I when U / = X,. An example follows the proof.
If the 3SAT instance is satisfiable then there is a truth assignment to xi, x2, . , C,,, are all true. If xi is true in this truth assignment then select I,.I for Si. Otherwise select I,,?. Let C, = u I + u2 + u 3 .
At least one of U , , U?, and u3 must be true. Assume that u ,~ is true. Select I,, + ,,/ from S,, + ;. One may verify that the selected n + m intervals are disjoint and so may be folded into one column. Hence, if the output to the 3SAT instance is "yes," the output to the constructed IS (3, 1 ) instance is "yes."
Now suppose the output to the IS(3, 1 ) instance is 
Since n = 4 and m = 8 the constructed IS (3. Also. any selection of twelve intervals, one from each set Si, has the property that the corresponding truth assignment for xI through xj results in at least one true litera1 per clause. If U,/ = xL for some k then
If ul = X,! for some k then 1 1 j 1 3 .
Note that for any fixed i, 1 I i I m the intervals 1,f+3(,-1)+,.2, 1 P j I 3 are the same. So, in any two column folding of the terms, at most two of these can be selected. Hence, in every two column folding at least one of I,, + ( , -I +]. must be selected for every i.
The number of rows in the constructed IS ( 2 , 2 ) instance is 4nm + 2m.
Finally the 11 + 3tn + 1 term is defined by S,, + 31,, + I --One may easily verify that the output to the constructed l S ( 2 , 2 ) instance is "yes" iff that for the 3SAT instance 
Since the problem of finding optimal solutions to IS and ISWPUTA are NP-hard, we turn our attention to approximation algorithms and heuristics. The c-absolute upproxirnntiotr intrrval selection proh/em is defined as the following .
Input: Same as for IS. Output: A selection of intervals, one from each S I , that can be folded into a number of columns that exceeds the minimum number by at most c. To prove the theorem we construct the following instance of the interval selection problem:
for each check point y of TIS(2(2rnn)'-1 ,x).
The total number of TIS's so constructed is (2nzn)'.
One may verify that if the CNF formula is satisfiable then all the TIS's with scaling factor s = 2 (2rnn)' -1 ( j fixed) can be folded into a single column, 0 5 j < c.
So all the terms of the constructed interval selection problem can be folded into c + 1 columns. Furthermore if the CNF formula is not satisfied then each TIS needs two columns. Because of the construction, the intervals cannot be selected in such a way that they can be folded into fewer that 2 ( c + 
Ll
Dejnifion: The €-approximate interval selection problem requires us to select intervals. one from each S f , that can be folded into a number of columns i. such that (i. -c*)/i. r E where c* is the minimum number of columns possible.
From the construction of Theorem 3 we see that finding a selection with i. < 2c* is NP-hard. So the €-approximate interval selection problem is NP-hard for every E , 6 < An appealing heuristic approach to the interval selection problem IS is to select a maximum set of intervals that can be folded into a single column, eliminate the corresponding terms, and repeat. Unfortunately, selecting a maximum set of intervals that can be folded into a single column is NP-hard. This follows from Theorem 1 . The construction of Theorem 1 uses terms with three intervals. We can show that selecting a maximum number of intervals to fold into a single column is NP-hard even when each term has at most two intervals.
Theorem 4: Selecting a maximum set of intervals that can be folded into a single column is NP-hard even when each term is restricted to have at most two intervals.
Procf:
We use the terminology of Theorem 1 . Consider any instance of 3SAT. We shall construct a corresponding instance of the single column interval selection problem such that I S, I i 2.
( t -c*)/c* = I . x k then XIk,, has not been selected. So we may select CI, and increase the total number of terms from which an interval is selected. Similarly, if U , = ik then XIk., has not been selected and we can increase the terms from which an interval is selected by selecting CI,. Hence, exactly ( m + 2 ) n + m terms (and intervals) may be folded into a single column.
Next suppose that ( m + 2 ) n + m terms can be folded into a single column. From the construction of intervals these must include all m intervals of type CI, and for each i, 1 I i 5 n , it must include either all /n + 2 intervals of the form XI,,/ or all of the form zl,, j . In the former case set xi to true and in the latter to false. Under this truth assignment one literal from each clause must be true as Cli is selected for each i, 1 I i i m.
Hence, ( m + 2 ) n + m terms can be folded into a column iff the formula is satisfiable. Furthermore. more terms cannot be so folded. 
0

IV. HEURISTICS
Simple greedy heuristics for the interval selection problem take the form given in Fig. 4 . These fill columns one at a time from one end of the column to the other selecting intervals according to some criterion that depends on the current position R in the column. For procedure select (Fig. 4) T and R are inputs and i, I , r are outputs. The procedure sets i to 0 if no term is selected. Otherwise i is the selected term and [ I , r ] is the interval of this term that is selected.
The heuristic of Lursinsap and Gajski [ I l l for the ISWPUTA begins by first using their pull up transistor assignment heuristic to assign a pull up transistor to each interval of each term. Following this we have an instance of the interval selection problem IS. This is solved using the greedy heuristic of Fig. 4 with the procedure select being defined as: The heuristic of [ 111, therefore, attempts to minimize the amount of unused space between positions 1 and R of the current column. We shall call this heuristic LG. Fig.  5 gives an example for this heuristic. Call the resulting heuristic IS 1 . This attempts to maximize the number of terms folded into a column (alternatively it maximizes the remaining usable space in the column). The interval selection heuristic IS1 is easily extended to obtain a heuristic ISWPUTAl for the ISWPUTA problem. In this extension, procedure select is modified so that when an interval [ I , r ] is being considered for selection it is changed to [ I , r + 1 ] in case the interval has no hole, I = R + 1 and r < N . Hence, if the intervals of a term are sorted on their I values they are also sorted on their r values. So, to implement IS1 we need to find for each S, in T the interval with smallest I, I > R. From the set of intervals so found for all Si in T we select the one with least r. Fig. 6 gives an example for this heuristic.
The next interval selection heuristic we formulate, IS2, differs from the preceding heuristics LG and IS1 in that it does not attempt to simultaneously select intervals and fold them into columns, i.e., it is not a column-at-a-time heuristic. Rather it first selects an interval from each term and then folds the selected intervals into the minimum number of columns using the left edge algorithm [ S I .
Consider an arbitrary instance of IS. Let the range of interval end points be { dp ( i ) } . Fig. 7 shows an example set of intervals together with the point and interval densities. An instance of IS is a conzpact instance iff every i, 1 I i I N , is an end point of at least one interval. The example of Fig. 7 is not compact. It is easy to see that every instance can be transformed into an equivalent compact instance that has the same optimal solution as the original instance. This is done by simply eliminating those points that are not end points of any interval and then renumbering the remaining points. Fig. 8 shows the equivalent compact instance of Fig. 7 . Heuristic IS2 is given in Fig. 9 . IS2 can also be used to solve the ISWPUTA problem. We propose three strategies. In the first the ISWPUTA instance is transformed into an equivalent IS instance as described in Section 111. This transformation at most doubles the number of intervals. In the second and third strategies the intervals are selected using IS2 ignoring the fact that pull up transistors are to be assigned. Once this is done, the second strategy folds the intervals into columns one column at a time and assigns the pull up transistors during this folding using either the strategy of heuristic LG or of heuristic IS 1. The third strategy assigns pull up transistors to the selected intervals using the exact algorithm of Section I1 and then folds the intervals using the left edge algorithm 181. V. EXPERIMENTAL REsuLm Several versions of the heuristics described in the previous section were programmed in Pascal and compared experimentally using randomly generated instances of ISWPUTA. The different heuristics are the following.
1) h0-This is the heuristic of [ I 11 (i.e., heuristic LG preceded by a step which assigns pull up transistors to all intervals). 2) hl-This is hO with term preprocessing (routine PP of the previous section) in which we ensure that no term contains two intervals I , and I , such that I , C I?. In case such a pair of intervals exists, I? is eliminated.
characteristics as described above, except that terms were permitted to have overlapping intervals. Fig. I 1 gives the results. This time h4 and h5 used the fewest number of columns but took substantially more time than h3.
in place of LG.
6) h5-1n this heuristic the-ISWPUTA instance is transformed into an equivalent IS instance by repli- 
1985.
Theorem 2 of Section 111).
each term had the property that its intervals were disjoint.
h l are identical. Five sets of data were used. Each con- 
