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A UNIQUENESS RESULT ON THE DECOMPOSITIONS OF A
BI-HOMOGENEOUS POLYNOMIAL
EDOARDO BALLICO AND ALESSANDRA BERNARDI
Abstract. In the first part of this paper we give a precise description of all
the minimal decompositions of any bi-homogeneous polynomial p (i.e. a par-
tially symmetric tensor of Sd1V1⊗Sd2V2 where V1, V2 are two complex, finite
dimensional vector spaces) if its rank with respect to the Segre-Veronese vari-
ety Sd1,d2 (V1, V2) is at most min{d1, d2}. Such a polynomial may not have a
unique minimal decomposition as p =
∑r
i=1 λipi with pi ∈ Sd1,d2 (V1, V2) and
λi coefficients, but we can show that there exist unique p1, . . . , pr′ , p
′
1, . . . , p
′
r′′ ∈
Sd1,d2 (V1, V2), two unique linear forms l ∈ V ∗1 , l′ ∈ V ∗2 , and two unique
bivariate polynomials q ∈ Sd2V ∗2 and q′ ∈ Sd1V ∗1 such that either p =∑r′
i=1 λipi + l
d1q or p =
∑r′′
i=1 λ
′
ip
′
i + l
′d2q′, (λi, λ′i being appropriate coef-
ficients).
In the second part of the paper we focus on the tangential variety of the
Segre-Veronese varieties. We compute the rank of their tensors (that is valid
also in the case of Segre-Veronese of more factors) and we describe the structure
of the decompositions of the elements in the tangential variety of the two-
factors Segre-Veronese varieties.
Introduction
Let V1, V2 be vector spaces of dimension ni + 1 for i = 1, 2 defined over an
algebraically closed vector field K of characteristic zero. The space Sd1V1 ⊗ Sd2V2
is the space of partially symmetric tensors of type T1 ⊗ T2 where Ti ∈ SdiVi is a
completely symmetric tensor of order di for i = 1, 2. Since S
diVi can be interpreted
also as the space of homogeneous polynomials of degree di in the set of variables
{xi,0, . . . , xi,k} defined overK, i.e. SdiV ∗i ' K[xi,0, . . . , xi,ni ]di for i = 1, 2, then the
space Sd1V ∗1 ⊗Sd2V ∗2 represents also bi-homogeneous polynomials of type p = p1p2
with pi ∈ K[xi,0, . . . , xi,ni ]di for i = 1, 2.
The embedding of P(V1) × P(V2) into P(Sd1V1 ⊗ Sd2V2) induced by the com-
plete linear system |OP(V1)×P(V2)(d1, d2)| is the so called two factors Segre-Veronese
variety and it is denoted by Sd1,d2(V1, V2). It can be viewed as the variety pa-
rameterizing projective classes of partially symmetric tensors that can be written
as:
T = v⊗d11 ⊗ v⊗d22
with vi ∈ Vi for i = 1, 2. In terms of multi-homogeneous polynomials, Sd1,d2(V1, V2)
can be interpreted as the variety parameterizing projective classes of bi-homogeneous
polynomial of type
p = ld11 l
d2
2
where li are linear forms in S
1V ∗i ' K[xi,0, . . . , xi,ni ]1, i = 1, 2.
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2 E. BALLICO AND A. BERNARDI
We will say that an element of the Segre-Veronese variety has rank 1. The
minimum integer r such that a bi-homogeneous polynomial p (a two factors par-
tially symmetric tensor T ) can be written as a linear combination of r rank 1
bi-homogeneous polynomials (two factors partially symmetric tensors) is called the
rank of p and it is denoted by r(p) (or r(T ) respectively). By an abuse of notation
we will say that such an r is also the rank of the projective class [p] of p (the
projective class [T ] of T respectively).
From now on we will indicate with p both the bi-homogeneous polynomial and
the corresponding partially symmetric tensor.
One of the main problems of the fieldwork on a minimal decomposition of a poly-
nomial or of a tensor is the knowledge of its possible uniqueness or identifiability.
Many branches of pure and applied mathematics are nowadays very active in this
field, see for example [12, 1, 17, 16, 2, 9, 11, 19, 20, 21, 8, 7].
Suppose that W ⊂ Pr is a non-degenerate reduced and irreducible projective
variety and that a point [p] ∈ W lies on a r-secant space H ' Pr−1 to W and not
on any Pr−2 that is (r−1)-secant. A very general fact on the uniqueness of minimal
decomposition is the following one.
Definition 0.1. Let ρ′(W) be the maximal integer t such that any subset of W
with cardinality t is linearly independent.
General fact: If 2r ≤ ρ′(W), thenH is the only one r-secant space toW containing
[p] (crf. [15, Theorem 1.18]).
This fact, translated in terms of bi-homogeneous polynomials (or two factors
partially symmetric tensors), means that if p ∈ Sd1V ∗1 ⊗ Sd2V ∗2 is such that
r(p) ≤ ρ′(Sd1,d2(V1, V2))
then p has a unique minimal decomposition as
(1) p =
r∑
i
λil
d1
i l
′d2
i
with li ∈ V ∗1 , l′i ∈ V ∗2 , λi ∈ K, i = 1, . . . , r.
In terms of two factors partially symmetric tensors it means that
(2) p =
r∑
i=1
λiv
⊗d1
i ⊗ v′⊗d2i
with vi ∈ V1, v′i ∈ V2, λi ∈ K, i = 1, . . . , r.
If X is the Segre-Veronese variety of k factors (i.e. X = Sd1,...,dk(V1, . . . , Vk) is
the embedding of P(V1)× · · · × P(Vk) into P(Sd1V1 ⊗ · · · ⊗ SdkVk) induced by the
complete linear system |OP(V1)×···×P(Vk)(d1, . . . , dk)|), then we have that ρ′(X) =
1 + min1≤i≤k{di} (in absence of a standard reference for this quite obvious fact,
for sake of completeness, we give the proof in Lemma 1.13 at the end of Section
1). Unfortunately this integer is quite low, but in the case of bi-homogeneous
polynomials where
ρ′(Sd1,d2(V1, V2)) = 1 + min{d1, d2},
we may get a stronger uniqueness result (roughly by a factor 2). In the main result
of this paper that is Theorem 1.4 we show the exact structure of the unique mini-
mal decomposition of a bi-homogeneous polynomial p (order 2 partially symmetric
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tensor) with r(p) ≤ ρ′(Sd1,d2(V1, V2)). Moreover we can also prove that the same
decomposition’s structure holds for a bigger class of bi-homogeneous polynomials,
namely it holds for any p ∈ Sd1V ∗1 ⊗Sd2V2 with 2r(p) ≤ 1+d1 +d2 and |d1−d2| ≤ 2
(the case where p is actually a homogeneous polynomial in only one set of variables
is slightly different, we treat it separately, cfr. (iii) in Theorem 1.4, and we don’t
describe it here in the Introduction). In this last case the decomposition as sum of
elements in Sd1,d2(V1, V2) won’t be unique anymore, but we have another kind of
uniqueness.
In order to facilitate the reading of the first two items of Theorem 1.4, let us be
more explicit here. In both cases, i.e. if either 2r(p) ≤ 1 +d1 +d2 and |d1−d2| ≤ 2
(except if p is a homogeneous polynomial where the situation will be anyway ex-
plicitly described in (iii) of Theorem 1.4 and Remark 1.11) or if r(p) ≤ min{d1, d2}
we show that there exist:
• Unique p1, . . . , pr′ , p′1, . . . , p′r′′ ∈ Sd1,d2(V1, V2),
• Two unique linear forms l ∈ V ∗1 , l′ ∈ V ∗2 ,
• Two unique spaces of bi-variate linear forms W ∗1 = K[m,n]1 ⊂ V ∗1 , W ∗2 =
K[m′, n′]1 ⊂ V ∗2 , with m,n ∈ V ∗1 ,m′, n′ ∈ V ∗2 linear forms, and
• The following bivariate polynomials q1, . . . , qs ∈ Sd2W ∗2 , q′1, . . . , q′s′ ∈ Sd1W ∗1
such that either
p =
r′∑
i=1
λipi + l
d1 ·
(
s∑
i=1
γiqi
)
,
or
p =
r′′∑
i=1
λ′ip
′
i +
 s′∑
i=1
γ′iq
′
i
 · l′d2
with λi, λ
′
j , γk, γ
′
h ∈ K.
If we are in case in which the bi-homogeneous polynomial p has at least two different
decompositions (i.e. the qi’s and the q
′
i’s are not unique), then 2r(p) > min{d1, d2}
and there are infinitely many choices for {q1, . . . , qs} ⊂ Sd2W ∗2 and infinitely many
choices for {q′1, . . . , q′s′} ⊂ Sd1W ∗1 , but the forms q =
∑s
i=1 γiqi ∈ Sd2W ∗2 and
q′ =
∑s′
i=1 γiq
′
i ∈ Sd1W ∗1 will be unique (more precisely, there are infinitely many
choices if and only if there are at least two choices and this is the case if and only
if either s > b(d1 + 1)/2c or s > b(d2 + 2)/2c). Therefore, in this last case, we will
have that either
p =
r′∑
i=1
λipi + l
d1q,
or
p =
r′′∑
i=1
λ′ip
′
i + q
′l′d2
and all the forms appearing in the decomposition will be unique. In this sense we can
speak of “ unique decomposition ” of the bi-homogeneous polynomial p. Knowing
either q or q′, the finding of {q1, . . . , qs} ⊂ Sd2W ∗2 or of {q′1, . . . , q′s′} ⊂ Sd1W ∗1 is
assured by the classical study of bivariate polynomials with rank bigger than their
border rank due to the celebrated Sylvester’s theorem (cfr. [3], [18], [22, §1.3], [23]
and [10, 13] for algorithmic computation of the solutions).
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We can rephrase all this in terms of two-factors partially-symmetric tensors. Let
p ∈ Sd1V1 ⊗ Sd2V2. If either 2r(p) ≤ 1 + d1 + d2 and |d1 − d2| ≤ 2 (except again
if p is a completely symmetric tensor where the situation will be anyway explicitly
described in (iii) of Theorem 1.4 and Remark 1.11) or if r(p) ≤ min{d1, d2} we
show that there exist:
• Unique vectors vj,1, . . . , vj,r′ , v′j,1, . . . , v′j,r′′ ∈ Vj , for j = 1, 2,
• Two unique vectors u ∈ V1, u′ ∈ V2,
• Two unique lines W1 ⊂ V1, W2 ⊂ V2 and
• The following vectors w1, . . . , ws ∈W2, w′1, . . . , w′s′ ∈W1
such that either
p =
r′∑
i=1
λiv
⊗d1
1,i ⊗ v⊗d22,i + u⊗d1 ⊗
(
s∑
i=1
γiw
⊗d2
i
)
,
or
p =
r′′∑
i=1
λ′iv
′⊗d1
1,i ⊗ v′⊗d22,i +
 s′∑
i=1
γ′iw
⊗d1
i
⊗ u′⊗d2
with λi, λ
′
j , γk, γ
′
h ∈ K.
If p is a two-factors partially-symmetric tensor without unique decomposition (i.e.
wi’s and w
′
i’s are not unique), then r(p) > min{d1, d2}, then there are infinitely
many choices for {w1, . . . , ws} ⊂W2 and infinitely many choices for {w′1, . . . , w′s′} ⊂
W1, but the tensors w =
∑s
i=1 γiw
⊗d2
i ∈ Sd2W2 and w′ =
∑s′
i=1 γiw
′⊗d1
i ∈ Sd1W1
will be unique (more precisely, there are infinitely many choices if and only if there
are at least two choices and this is the case if and only if either s > b(d1 + 1)/2c or
s > b(d2 + 2)/2c). Therefore, in this last case, we will have that either
p =
r′∑
i=1
λiv
⊗d1
1,i ⊗ v⊗d22,i + u⊗d1 ⊗ w,
or
p =
r′′∑
i=1
λ′iv
′⊗d1
1,i ⊗ v′⊗d22,i + w′ ⊗ u′⊗d2
and all the tensors appearing in the decomposition will be unique. In this sense we
can speak of “ unique decomposition ” of the tensor p. As above, knowing either
w or w′, the finding of {w1, . . . , ws} ⊂ W ∗2 or of {w′1, . . . , w′s′} ⊂ W ∗1 is assured by
the classical study of bivariate polynomials with rank bigger than their border rank
due to the celebrated Sylvester’s theorem (cfr. [3], [18], [22, §1.3], [23] and [10, 13]
for algorithmic computation of the solutions).
It will be remarkable that the numbers r′ and r′′ and the subspaces W1 ⊂ V1
and W2 ⊂ V2 will depend only on [p] and not on the decomposition (this will be
the content of Proposition 1.6).
In the second part of the paper we focus on tangential variety to Segre-Veronese
variety.
In Section 2 we will consider the Segre-Veronese variety Sd1,...,dk(V1, . . . , Vk) of
any number of factors.
We will indicate with rd1,...,dk(p) the minimum integer r such that the projective
class of the multi-homogeneous polynomial p ∈ Sd1V ∗1 ⊗ · · · ⊗ SdkV ∗k (the partially
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symmetric tensor p ∈ Sd1V1 ⊗ · · · ⊗ SdkVk) can be written as a sum of elements in
Sd1,...,dk(V1, . . . , Vk). Since in this case there won’t be any risk of confusion on the
number of factors of the Segre-Veronese variety, by an abuse of notation we will
call rd1,...,dk(p) the rank of p.
In Section 2 we show that the rank of any point [p] in the tangential vari-
ety of the Segre-Veronese of k-factors τ(Sd1,...,dk(V1, . . . , Vk)) is
∑h
i=1 di if V
∗
1 =
K[x1,0, . . . , x1,n1 ]1, . . . , V
∗
h = K[xh,0, . . . , xh,nh ]1 are the minimum sets of variables
to which the multi-homogeneous polynomial p actually depends on, h ≤ k. In
terms of partially symmetric tensors this means that the tensor depends actually
on h ≤ k factors: p ∈ Sd1V1 ⊗ · · · ⊗ SdhVh ⊂ Sd1V1 ⊗ · · · ⊗ SdkVk.
Finally in Section 3 we show that, if we keep focusing on the two-factors Segre-
Veronese variety, then we are able to use all the mechanism that we have developed
in Section 1 to describe the structure of the decompositions of the elements in
τ(Sd1,d2(V1, V2)). In Theorem 3.4 we show that the decomposition of an element
[p] ∈ τ(Sd1,d2(V1, V2)) is always of type
p = ld11 ·
(
r1∑
i=1
λim
d2
i
)
+
(
r2∑
i=1
γin
d1
i
)
· ld22
with r1 + r2 = r(p), mi ∈ K[l1, l′1]1, ni ∈ K[l2, l′2], binary linear forms (li, l′i are
linear forms in V ∗i , i = 1, 2) and λj , γk ∈ K. This decomposition has the obvious
two “ exceptions ” of either r1 = 0 or r2 = 0 where only one of the two addenda
appears in the decomposition.
This can be translated in terms of partially symmetric tensors by saying that
any element of the tangential variety of the two factors Segre-Veronese can be
decomposed as
p = v⊗d11 ⊗
(
r1∑
i=1
λiw
⊗d2
i
)
+
(
r2∑
i=1
γiu
⊗d1
i
)
⊗ v⊗d22
where wi ∈ 〈v1, v′1〉 and ui ∈ 〈v2, v′2〉 with vi, v′i ∈ Vi for i = 1, 2, and λj , γk ∈ K,
except if either r1 = 0 or r2 = 0 and then only one of the two addenda appears in
the decomposition.
1. A unique decomposition theorem for Segre-Veronese of two
factors
Now denote by
νd1,d2 : P(V1)× P(V2)→ P(Sd1V1 ⊗ Sd2V2)
the Segre-Veronese embedding of bi-degree (d1, d2) induced by the complete linear
system |OP(V1)×P(V2)(d1, d2)|.
Since dimVi = ni + 1, all along this paper we will use indistinctly the notation
P(Vi) = Pni .
Definition 1.1. For any p ∈ Sd1V1 ⊗ Sd2V2 let S(p) denote the set of all finite
sets of points S ⊂ Pn1 × Pn2 evincing r(p), i.e. such that [p] ∈ 〈νd1,d2(S)〉 and
](S) = r(p).
Definition 1.2. Let [p2] ∈ Pn2 and L be a line of Pn1 , we call L× [p2] ⊂ Pn1 ×Pn2
an α-line; while if we take [p1] ∈ Pn1 and L being a line of Pn2 , we call [p1]× L ⊂
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Pn1 × Pn2 a β-line. Moreover we will call Pn1 × [p2] an α-slice, and [p1] × Pn2 a
β-slice.
Notation 1.3. In the sequel, the symbol “ unionsq ” indicates the disjoint union.
Theorem 1.4 (The decomposition theorem). Let p ∈ Sd1V1 ⊗ Sd2V2 be a bi-
homogeneous polynomial of rank r(p) such that
(a) either 2r(p) ≤ 1 + d1 + d2 and |d1 − d2| ≤ 2,
(b) or r(p) ≤ min{d1, d2}.
Assume that there exist two different sets of points S,A evincing r(p), i.e. S,A ∈
S(p). Then one of the following cases occurs:
(i) There are:
• an integer b with 2 ≤ b ≤ (d2 + 2)/2 and r(p) ≥ d2 + 2− b,
• a β-line B := [p1]× L ⊂ Pn1 × Pn2 ,
• and a set of points E ⊂ Pn1 × Pn2
such that ](E) = r(p) + b − d2 − 2, E ∩ B = ∅, S = E unionsq (S ∩ B) and A =
E unionsq (A ∩ B) (see Figure 1);
(ii) There are:
• an integer b with 2 ≤ b ≤ b(d1 + 2)/2c, r(p) ≥ d1 + 2− b,
• an α-line A = R× [p2] ∈ Pn2 ,
• and a set of points F ⊂ Pn1 × Pn2
such that ](F ) = r(p) + b − d1 − 2, F ∩ A = ∅, S = F unionsq (S ∩ A) and
A = F unionsq (S ∩ A).
(iii) We are in case (a) with d1 6= d2 and p depends only on one factor. If p depends
only on the first factor, say [p] is in the linear span of νd1,d2(Pn1 × [p2])
with [p2] ∈ Pn2 and it is not as in the case (ii), then d2 > d1, n1 ≥ 2,
r(p) = d1 + 1, there is a plane U ⊆ Pn1 and a reduced conic C ⊂ U , such that
[p] ∈ νd1,d2(C × {p}) and all subsets of Pn1 × Pn2 evincing r(p) are contained
in C.
In case (i) (resp. case (ii)) there is a unique Q ∈ 〈νd1,d2(B)〉 (resp. Q ∈ 〈νd1,d2(A)〉)
such that r(Q) = d2 + 2 − b (resp. r(Q) = d1 + 2 − b) and [p] ∈ 〈ν(E) ∪ {Q}〉
(resp. [p] ∈ 〈ν(F ) ∪ {Q}〉) and for every M ∈ S(Q) we have E ∪M ∈ S(p) (resp.
F ∪M ∈ S(p)) (see Figure 1).
Remark 1.5. By the classical result of Sylvester (see eg. [18, 10, 13]) in cases
(i) and (ii) the set S(p) is infinite. Cases (i) and (ii) are mutually exclusive (see
Remark 1.12).
After having proved Theorem 1.4, we will show the uniqueness result that is
described by the following proposition (case in which p depends on both factors).
Proposition 1.6 (Uniqueness of the decomposition). Take the assumptions of
Theorem 1.4 with ](S(p)) ≥ 2 and not in case (iii).
(a) To be in case (i) or in case (ii) and the value of the integer b only depends on
p, not on the choice of S,A ∈ S(p) with S 6= A.
(b) The β-curve T = [p1] × L or the α-curve T = R × [p2] and the set E :=
S \ S ∩ T = A \ A ∩ T only depend on [p], not the choice of S,A ∈ S(p) with
S 6= A.
In the next subsection we collect all the proofs of Theorem 1.4 and of Proposition
1.6.
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Figure 1. The schemes S and A computes the rank of p. S ∩ A =
E = {purple dots}, S = {red + purple dots}, A = {blue + purple dots}.
In the figure we have dropped the “ square brackets ” for [p] to simplify
the visualization.
Figure 2. In the figure we have dropped the “ square brackets ” for
[p] and [p1] to simplify the visualization and ν stays for νd1,d2 . The point
[p] ∈ 〈νd1,d2(E), Q〉 where νd1,d2(E) = {purple dots}; Q ∈ 〈νd1,d1(S \
E)〉 and νd1,d1(S \ E) = {red dots}. There is a g1d2+2−b of points in
νd1,d2([p1] × L) whose span contains Q but such a Q is unique as E is
in the decomposition of p.
1.1. The proofs of Theorem 1.4 and of Proposition 1.6. Before giving the
proof of Theorem 1.4 we need some preliminary Lemma.
Remark 1.7. Fix (a1, a2) ∈ N2, T ∈ |OP1×P1(1, 0)| and a zero-dimensional scheme
Z ⊂ T . Clearly T ∼= P1 and OT (a1, a2) is a line bundle of degree a2. Hence
h1 (T, IZ,T (a1, a2)) > 0 if and only if deg(Z) ≥ a2+2. Since hi (OP1×P1(a1 − 1, a2)) =
0 for i = 1, 2, we have h1 (T, IZ,T (a1, a2)) > 0 if and only if h1 (IZ(a1, a2)) > 0.
Lemma 1.8. Fix F ∈ |OP1×P1(1, 1)| and integers (a1, a2) ∈ N2. Let Z ⊂ F . We
have h1(IZ(a1, a2)) > 0 if and only if either deg(Z) ≥ a1 + a2 + 2 or there is a
proper subcurve G of F , say of type (e1, e2), with deg(Z ∩G) ≥ e2a1 + e1a2 + 2.
Proof. The “ if ” part is true, because if Z ′ ⊆ Z, then h1(IZ′(a1, a2)) ≤ h1(IZ(a1, a2))
and h1(IZ(a1, a2)) = h1(F, IZ,F (a1, a2)).
If F is integral, then the lemma is obvious, because the arithmetic genus of F is 0
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and deg(OF (a1, a2)) = a1 + a2.
Therefore assume F = T + G with T ∈ |OP1×P1(1, 0)| and G ∈ |OP1×P1(0, 1)|. If
deg(Z ∩ T ) ≤ a2 + 1, then a residual sequence
0→ IResT (Z)(a1 − 1, a2)→ IZ(a1, a2)→ IZ∩T,T (a1, a2)→ 0
gives h1
(IResT (Z)(a1 − 1, a2)) > 0. Since ResT (Z) ⊂ G, Remark 1.7 gives deg(ResT (Z)) ≥
a1 + 1 and hence deg(G ∩ Z) ≥ a1 + 1.
Similarly, by using the other exact sequence
0→ IResG(Z)(a1, a2 − 1)→ IZ(a1, a2)→ IZ∩G,G(a1, a2)→ 0
we get deg(ResG(Z)) ≥ a2 + 1.
Hence deg(Z) = deg(ResG(Z)) + deg(Z ∩G) ≥ a1 + a2 + 2. 
In Lemma 1.10 we will need to perform and inductive procedure. The first step
of the induction will be a consequence of the following lemma.
Lemma 1.9. Fix (a1, a2) ∈ N2. Let Z ⊂ P1 × P1 be a zero-dimensional scheme
such that deg(Z) ≤ a1 + a2 + 2, h1 (IZ′(a1, a2)) = 0 for every Z ′ ( Z and
h1 (IZ(a1, a2)) > 0. Then
• Either deg(Z) = a2 + 2 and there is [o] ∈ P1 with Z ⊂ P1 × {[o]},
• Or deg(Z) = a1 + 2 and there is [q] ∈ P1 such that Z ⊂ {[q]} × P1,
• Or deg(Z) = a1 + a2 + 2 and there is F ∈ |OP1×P1(1, 1)| such that Z ⊂ F ,
• Or a1 = 0 and deg(Z) = a2 + 2 or a2 = 0 and deg(Z) = a1 + 2.
Proof. We use induction on a1 + a2, the starting case of the induction being the
trivial case a1 = a2 = 0.
First assume a1 = 0. If there is [q] ∈ P1 with deg(Z ∩ ({[q]} × P1)) ≥ 2, then we
are done, because h1
(IZ∩({[q]}×P1)(0, a2)) > 0.
Now assume deg(Z ∩ ({[q]} × P1)) ≤ 1 for all [o] ∈ P1. In this case the projection
on the first factor pi1 : P1×P1 → P1 induces an embedding of Z into P1 and we use
that h1
(
P1, Ipi1(Z),P1(a2)
)
> 0 if and only if deg(pi1(Z)) ≥ a2 + 2.
Clearly the case a2 = 0 is analogous.
Now assume a1 > 0 and a2 > 0. Fix D ∈ |OP1×P1(1, 1)| such that deg(D ∩ Z) is
maximal. If Z ⊂ D, then we apply Lemma 1.8 taking F := D if deg(Z) = a1+a2+2.
Hence we may assume Z * D.
Since Z∩D ( Z, we have h1 (IZ∩D(a1, a2)) = 0 and hence h1 (D, IZ∩D(a1, a2)) =
0. The residual exact sequence of D in P1 × P1
0→ IResD(Z)(a1 − 1, a2 − 1)→ IZ(a1, a2)→ IZ∩D,D(a1, a2)→ 0
gives h1
(IResD(Z)(a1 − 1, a2 − 1)) > 0. We have deg(ResD(Z)) = deg(Z)−deg(D∩
Z). Since h0 (OP1×P1(1, 1)) = 4, we have deg(D ∩ Z) ≥ 3. Hence deg(ResD(Z)) ≤
(a1 − 1) + (a2 − 1) + 1. Let W ⊆ ResD(Z) be a minimal subscheme such that
h1 (IW (a1 − 1, a2 − 1)) > 0. Since deg(W ) ≤ (a1 − 1) + (a2 − 1) + 1, the inductive
assumption gives that
(a) Either a1 = 1 and deg(W ) ≥ (a2 − 1) + 2,
(b) Or a2 = 1 and deg(W ) ≥ (a1 − 1) + 2,
(c) Or a1 ≥ 2 and there is [o] ∈ P1 with deg(W ∩ P1 × {[o]}) ≥ a2 + 1,
(d) Or a2 ≥ 2 and there is [q] ∈ P1 such that deg(W ∩ {[q]} × P1) ≥ a1 + 1.
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Note that in each case the inequality holds if we take ResD(Z) instead of W .
First assume a1 = 1 and deg(ResD(Z)) ≥ a2 + 1. Since deg(Z) ≤ a1 + a2 + 2 =
a2 + 3, we get deg(Z ∩D) ≤ 2, a contradiction.
In the same way we conclude if a2 = 1 and deg(ResD(Z)) ≥ a1 + 1.
Now assume a1 ≥ 2 and the existence of [o] ∈ P1 with deg
(
ResD(Z) ∩ P1 × {[o]}
) ≥
a2 + 1. Set R := P1 × {[o]} ∈ |OP1×P1(0, 1)|. If deg(R ∩ Z) ≥ a2 + 2, then we are
done. Hence we may assume deg(R ∩ Z) ≤ a2 + 1. Since Z ⊃ ResD(Z) and
deg(ResD(Z)∩R) ≥ a2 + 1, we get Z ∩R = Z ∩ResD(Z) and deg(Z ∩R) = a2 + 1.
We have deg(ResR(Z)) ≤ a1 + 1. The residual exact sequence of R
0→ IResR(Z)(a1, a2 − 1)→ IZ(a1, a2)→ IZ∩R,R(a1, a2)→ 0
gives h1
(IResR(Z)(a1, a2 − 1)) > 0.
Let W ′ ⊆ ResR(Z) be a minimal subscheme with h1 (IW ′(a1, a2 − 1)) > 0. The
inductive assumption gives deg(ResR(Z)) ≥ deg(W ′) ≥ 2 + min{a1, a2 − 1}. Since
deg(ResR(Z)) ≤ a1 + 1, we get a2 ≤ a1 − 2. Take L ∈ |OP1×P1(1, 0)| such that
deg(L ∩ Z) is maximal. Since h1 (IZ′(a1, a2)) = 0 for all Z ′ ( Z, either Z ⊂ L
(and hence deg(Z) = a2 + 2 and the lemma is true) or deg(L ∩ Z) ≤ a2 + 1. We
may assume that deg(L ∩ Z) ≤ a2 + 1 and hence h1 (L, IL∩Z(a1, a2)) = 0. The
residual exact sequence of L gives h1
(IResL(Z)(a1 − 1, a2)) > 0. Let W1 ⊆ ResL(Z)
be a minimal subscheme such that h1 (IW1(a1 − 1, a2)) > 0. Since a1 − 1 > 0, the
inductive assumption gives that either deg(W1) = a1 + 1 and W1 is contained
in R1 ∈ |OP1×P1(1, 0)| or deg(W1) = a2 + 2 and W1 is contained in an element
of |OP1×P1(0, 1)| or deg(W1) = a1 + a2 + 1 and W1 is contained in an element
of |OP1×P1(1, 1)|. In the latter case we get deg(D ∩ Z) ≥ a1 + a2 + 1 and so
deg(ResD(Z)) ≤ 1 and hence h1(IResD(Z)(a1 − 1, a2 − 1)) = 0, a contradiction. In
the second case we get that we are in the first case of the lemma. Now assume
the existence of R1 ∈ |OP1×P1(1, 0)| such that deg(R1 ∩ W1) ≥ a1 + 1. Since
W1 ⊆ ResL(Z) ⊂ Z, the maximality property of the integer deg(L ∩ Z) gives
deg(L ∩ Z) ≥ a1 + 1. Therefore deg(Z) ≥ deg(L ∩ Z) + deg(ResL(Z)) ≥ 2a1 + 2,
contradicting the inequalities a2 ≤ a1 − 2 and deg(Z) ≤ a1 + a2 + 2.
The same proof works if a2 ≥ 2 and there is [q] ∈ P1 such that deg(ResF (Z) ∩
{Q} × P1) ≥ a1 + 1. 
Lemma 1.10. Let Γ ⊂ Pn1 × Pn2 be zero-dimensional scheme such that deg(Γ) ≤
d1+d2+1, h
1(IΓ′(d1, d2)) = 0 for all Γ′ ( Γ and h1(IΓ(d1, d2)) > 0 with d1, d2 > 0.
Then either there is [p1] ∈ Pn1 such that Γ ⊂ [p1] × Pn2 or there is [p2] ∈ Pn2
such that h1(IPn1×[p2](d1, d2)) > 0. If the second case occurs and d2 ≥ d1, then
deg(Γ) = d2 + 2 and there is a β-line T such that Γ ⊂ T .
Proof. The last sentence follows from the first part of the lemma by [10, Lemma
34], because deg(Γ) ≤ 2d2 + 1 if d1 ≤ d2. Hence it is sufficient to prove the first
part. By assumption h1(IΓ′(d1, d2)) = 0 for all Γ′ ( Γ. With this assumption we
need to prove that Γ is contained in one of the slices of Pn1 × Pn2 . By Lemma
1.8 and Lemma 1.9 we may assume n1 + n2 > 2 and use induction on the integer
n1 + n2. We also use induction on the integer d1 + d2, the case (d1, d2) = (1, 1)
being obviously true, because deg(Γ) ≤ 3 (but note that as stated the result would
be wrong if d2 = 0 and n1 ≥ 2). With no loss of generality for the firs part we may
assume d2 ≥ d1 and in particular d2 ≥ 2.
Take D1 ∈ |OPn1×Pn2 (0, 1)| such that f1 := deg(Γ∩D1) is maximal. Since obvi-
ously h0(OPn1×Pn2 (0, 1)) = n2 +1, we have f1 ≥ n2 > 0. If h1 (D1, IΓ∩D1(d1, d2)) >
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0, then we may use the inductive assumption on the integer n1 + n2. Hence we
assume that h1 (D1, IΓ∩D1(d1, d2)) = 0. Therefore by the Castelnuovo’s sequence
0→ IResD1 (Γ)(d1, d2 − 1)→ IΓ(d1, d2)→ IΓ∩D1,D1(d1, d2)→ 0
we have h1
(
IResD1 (Γ)(d1, d2 − 1)
)
= 0.
Now, let pii : Pn1 × Pn2 → Pni be the projection on the i-th factor for i = 1, 2.
Since f1 > 0 and d2 − 1 > 0, the inductive assumption gives that either there is
a point [p1] ∈ Pn1 such that h1
(
IResD1 (Γ)∩pi−11 ([p1])(d1, d2 − 1)
)
> 0 or there is a
point [p2] ∈ Pn2 such that h1
(
IResD1 (Γ)∩pi−12 ([p2])(d1, d2 − 1)
)
> 0. If [p2] exists,
then we are done, since Γ ⊇ ResD1(Γ).
Now assume that such a [p2] does not exist while suppose the existence of [p1] ∈
Pn1 such that h1
(
IResD1 (Γ)∩pi−11 ([p1])(d1, d2 − 1)
)
> 0. Since f1 > 0 and d2 ≥ d1
we have deg(ResD1(Γ)) ≤ 2d2. By [10, Lemma 34] there is a β-line T ⊂ pi−11 ([p1])
such that deg(T ∩ ResD1(Γ)) ≥ d2 + 1.
If n2 ≥ 2, there is D ∈ |OPn1×Pn2 (0, 1)| containing T and hence f1 ≥ d2 + 1. We
get that deg(Γ) ≥ 2d2 + 2 which contradicts the hypothesis.
Now assume n2 = 1 and hence n1 ≥ 2. Fix M1 ∈ |OPn1×Pn2 (1, 0)| such that
g := deg(M1 ∩ Γ) is maximal. The existence of the β-line T such that deg(T ∩
ResD1(Γ)) ≥ d2 + 1 gives that g ≥ d2 + n1 − 1.
If h1 (M1, IΓ∩M1(d1, d2)) > 0, then, again, we can use the inductive assumption on
the integer n1 + n2.
Hence we may assume that h1 (M1, IΓ∩M1(d1, d2)) = 0. The Castelnuovo’s sequence
gives h1
(
IResM1 (Γ)(d1 − 1, d2)
)
> 0.
If d1 = 1, then we get deg(ResM1(Γ)) ≥ 2 and hence deg(Γ) ≥ g+2 ≥ d2 +n1 +1 >
d1 + d2 + 1, which contradicts the hypothesis on the degree of Γ.
If d1 ≥ 2, the inductive assumption gives deg(ResM1(Γ)) ≥ d1 +2 and than we have
deg(Γ) ≥ d2 + n1 − 1 + d1 + 2 ≥ d1 + d2 + 2, which is again a contradiction. 
The case n = 2 of the following observation is [7, Lemma 4.4]; the case n > 2
follows by induction on n taking a hyperplane H ⊂ Pn such that deg(Z ∩ H) is
maximal.
Remark 1.11. Let Z ⊂ Pn be a finite set such that h1(IZ(t)) > 0 and deg(Z) ≤
2t+2. Then either there is a line L ⊂ Pn with deg(L∩Z) ≥ d+2 or deg(Z) = 2t+2
and there is a reduced conic C ⊂ Pn such that Z ⊂ C.
Remark 1.12. Take Γ, d1, d2, n1, n2 as in Lemma 1.10 and assume the existence of
a β-line B such that h1(IΓ∩B(d1, d2)) > 0, i.e. such that deg(Γ∩B) ≥ d1+2. Fix any
α-line A . Since deg(B∩A) ≤ 1, we have deg(Γ∩A) ≤ d1 +d2 +1−(d1 +2)+1 = d2.
We are now ready to prove the decomposition Theorem 1.4.
Proof of Theorem 1.4: Since the proof of this theorem is quite structured, we de-
cided to divide it in various claims in order to facilitate the reading and to equip
each one of them with a figure.
First of all remark that we have 1 + 2 min{d1, d2} ≤ 1 + d1 + d2 and hence with
any of the assumptions of Theorem 1.4 we could get 2r(p) ≤ 1 + d1 + d2.
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Let’s start by fixing two different sets of points S,A ∈ S(p) computing the rank
of p. Then let
S′′ := S ∩A.
as in Figure 3.
Figure 3. In the figure we have dropped the “ square brackets ” for
[p] to simplify the visualization.
Since S and A are different, then S′′ is a proper subset of both S and A, i.e.
S′′ ( S,A.
Claim 1: Take any subset of points G ⊆ S′′. There is a unique point
Q ∈ 〈νd1,d2(A \G)〉 ∩ 〈νd1,d2(S \G)〉 such that [p] ∈ 〈νd1,d2(G) ∪ {Q}〉 and r(Q) =
](S)− ](G) (this is illustrated in Figure 4).
Figure 4. In the figure we have dropped the “ square brackets ” for
[p] to simplify the visualization and ν stays for νd1,d2 .
Proof of Claim 1: If G = ∅, then this claim is trivial (it is sufficient to take
Q = [p]). So we may assume G 6= ∅.
Since νd1,d2(S) is linearly independent, we have 〈νd1,d2(S)〉∩〈νd1,d2(A)〉 = 〈νd1,d2(S\
G)〉 ∩ 〈νd1,d2(A \ G)〉 + 〈νd1,d2(G)〉 and this is a direct decomposition. Since [p] /∈
〈νd1,d2(G)〉 for any G ( S, we have [p] /∈ 〈νd1,d2(S′′)〉 and so there is a unique
Q ∈ 〈νd1,d2(A \ G)〉 ∩ 〈νd1,d2(S \ G)〉 such that [p] ∈ 〈νd1,d2(G) ∪ {Q}〉. Since
Q ∈ 〈νd1,d2(S \G)〉, we have r(Q) ≤ ](S)− ](G). Since [p] is in the linear span of
Q and νd1,d2(G), we have r(p) ≤ r(Q) + ](G). Hence r(Q) = ](S)− ](G). 
Now, set
(3) B := A ∪ S.
Since 2r(p) ≤ 1 + d1 + d2, we have ](B) ≤ 1 + d1 + d2. Since A * S and S * A, we
have h1(IB(d1, d2)) > 0 ([4, Lemma 1]). By Lemma 1.10 there is either a β-slice B
such that h1(IB∩B(d1, d2)) > 0 or an α-slice A such that h1(IB∩A(d1, d2)) > 0. We
12 E. BALLICO AND A. BERNARDI
assume the existence of the β-slice B = [p1]×Pn2 , because the case of the α-slice is
analogous. We first assume that deg(Γ ∩ B) ≥ 2d2 + 2. We get that we are in case
(a) with d1 ≥ d2 and that B ⊂ B. By Remark 1.11 we have n2 ≥ 2 and there is a
reduced conic C ⊂ Pn2 such that [p] ∈ νd1,d2([p1] × C) and A ∪ S ⊂ [p1] × C, i.e.
we are in case (iii). Now assume deg(Γ∩B) ≤ 2d2 + 1. By [10, Lemma 34] there is
a line L ⊂ Pn2 such that deg(Γ ∩ [p1] ∩ L) ≥ d2 + 2. Set B := [p1]× L.
Set:
• A′ := A ∩ B,
• S′ := S ∩ B and
• B′ := B ∩ B = A′ ∪ S′.
Since h1(B, IB′(d1, d2)) > 0, we have ](B′) ≥ d2 + 2 and equality holds only if
B′ is contained in a line.
Claim 2: We have that A \A′ = S \ S′ (illustrated in Figure 5).
Figure 5. In the figure we have dropped the “ square brackets ” for
[p] to simplify the visualization.
Proof of Claim 2: Let D ⊂ Pn1 be a general hyperplane containing [p1]. For
a general D we have D ∩B = B′.
Consider the residual exact sequence of D:
(4) 0→ IB\B′(d1 − 1, d2)→ IB(d1, d2)→ IB′,D(d1, d2)→ 0.
If h1
(IB\B′(d1 − 1, d2)) = 0, then, from [6, Lemma 5.1], we immediately get
that A \A′ = S \ S′.
Now assume h1
(IB\B′(d1 − 1, d2)) > 0. Since ](B) ≤ d1 + d2 + 1 and ](B′) ≥
d2 + 2, we have ](B \ B′) ≤ d1 − 1. Hence h1
(IB\B′(d1 − 1, d2)) = 0 if d1 = 1.
Therefore we may assume d1 − 1 > 0. By Lemma 1.10 (with Γ being B) we have
d2 ≤ d1 − 3 and ](B \ B′) ≥ d2 + 2 (one can also apply Remark 1.12 with Γ = B
and B = N), contradicting the assumption ](B) ≥ 2d2 when d2 ≤ d1 − 3. 
Now if we apply Claim 1 to the set G := A\A′, we get a unique Q ∈ 〈νd1,d2([p1]×
Pn2)〉 with A′ ∈ S(Q) and [p] ∈ 〈νd1,d2(G) ∪ {Q}〉.
Let L ⊆ Pn2 be a line such h1 (IB∩([p1]×L)(d1, d2)) > 0. With B = [p1]× L, set:
• A1 := A ∩ B,
• S1 := S ∩ B and
• B1 := A1 + S1.
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Claim 3: We have A \A1 = S \ S1 (illustrated in Figure 6).
Figure 6. In the figure we have dropped the “ square brackets ” for
[p] to simplify the visualization.
Proof of Claim 3: If n2 = 1, then L = Pn2 , A1 = A′ and S1 = S′ and we may
apply Claim 2.
Now assume n2 ≥ 2 and fix H ∈ |OPn1×Pn2 (0, 1)| with L ⊂ H and H general.
For a general H we have S ∩H = S1 and A∩H = A1. Consider the residual exact
sequence of H:
(5) 0→ IB\B1(d1, d2 − 1)→ IB(d1, d2)→ IB1,H(d1, d2)→ 0.
Since ](B1) ≥ d2 + 2, we have ](B \B1) ≤ d1 − 1.
If h1(IB\B1(d1, d2 − 1)) = 0, then [6, Lemma 5.1] gives A \A1 = S \A1.
Now assume h1
(IB\B1(d1, d2 − 1)) > 0. First assume d2 ≥ 2. Lemma 1.9
for the integers (a1, a2) = (d1, d2 − 1) gives ](B \ B1) ≥ 2 + min{d1, d2 − 1}.
Since ](B \ B1) ≤ d1 − 1, we first get d2 ≤ d1 and then (since |d1 − d2| ≤ 2,
](B) ≤ 1 + d1 + d2 and ](B1) ≥ d2 + 2) we get ](B) = 1 + d1 + d2, ](B1) = d2 + 2
and d1 = d2 + 2. Since we are necessary in case (a) ](B) ≤ 2r(p) ≤ 1 + d1 + d2, we
get 2r(p) = 1 + d1 + d2 = 3 + 2d2, a contradiction (because 3 + 2d2 is odd). Now
assume d2 = 1 and hence d1 ≤ 3. Since 2r(p) ≤ 1 + d1 + d2 ≤ 5, we have r(p) ≤ 2.
Since B ⊇ B1 and ](B1) ≥ d2 + 2, we get a contradiction. 
Now set
E := S \ S1.
as in Figure 7.
Figure 7. In the figure we have dropped the “ square brackets ” for
[p] to simplify the visualization.
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By Claim 1 applied to the set G := E, we have A1, S1 ∈ S(Q) and A1 6= S1.
By the famous theorem of Sylvester [18, 10] either d2 is even and ](A1) = ](S1) =
(d2 + 2)/2 or the border rank b of Q is smaller that the rank of Q, 2 ≤ b ≤ bd2/2c
and r(Q) = d2 + 2− b. In the latter case we are in case (i) of Theorem 1.4 with b
the border rank. If ](S1) = (d2 + 2)/2 we are in case (i) with b = (d2 + 2)/2. Both
cases are contained in case (i) of Theorem 1.4. 
With the proof of Theorem 1.4 done, we can now show the uniqueness part and
prove Proposition 1.6.
Proof of Proposition 1.6: Fix S,A, S′, A′ ∈ S(p) with S 6= A, S′ 6= A′ and {S,A} 6=
{S′, A′}. With no loss of generality we may assume that (S,A) is associated to the
β-line T = [p1]× L, i.e. we are in case (i) of Theorem 1.4.
(1) First assume {S,A} ∩ {S′, A′} 6= ∅, say A = A′ (S = S′ will be analogous).
In the contest of Theorem 1.4, assume that (S′, A) is associated to a
β-line T ′, an integer b′ and a set E′ = S′ \ S′ ∩ T ′ = A \A ∩ T ′.
Clearly, since A = A′ and since they are both contained in a line (T and
T ′ respectively) the two lines have to be the same: T = T ′. This implies
that E = A \A ∩ T = E′, therefore in this case there is nothing to prove.
(2) Now assume {S,A} ∩ {S′, A′} = ∅. We can apply step (1) to the two pairs
(S,A) and (S,A′) (resp. the two pairs (S,A) and (S′, A)) and get that
A′ \ A′ ∩ T = E (resp. S′ \ S′ ∩ T = E). Therefore S′ ∩ A′ ⊇ E = S ∩ A.
By symmetry, we also have that S′ ∩ A′ = S ∩ A. If (S′, A′) is associated
to a curve T ′ and the integer b′, then b = b′.

1.2. A trivial bound for ρ′(X) in the case of Segre-Veronese varieties. In
the Introduction, in Definition 0.1, we introduced ρ′(X) to be the maximal integer
t such that any subset of X with cardinality t is linearly independent. Then we
stated as a general fact that if X is the Segre-Veronese variety of k factors, i.e.
X = Sd1,...,dk(V1, . . . , Vk) is the embedding of P(V1) × · · · × P(Vk) into P(Sd1V1 ⊗
· · · ⊗ SdkVk) induced by the complete linear system |OP(V1)×···×P(Vk)(d1, . . . , dk)|,
then ρ′(X) = 1 + min1≤i≤k{di} (Lemma 1.13). Unfortunately we cannot find a
precise reference for this fact, but since it is quite easy to be shown, we include the
proof for sake of completeness.
Lemma 1.13. Let X be the Segre-Veronese embedding of Pn1 × · · · × Pnk into
P(Sd1V1⊗· · ·⊗SdkVk) by the linear system |OPn1×···×Pnk (d1, . . . , dk)|. Then ρ′(X) =
1 + min1≤i≤k{di}.
Proof. With no loss of generality we may assume di ≥ d1 for all i.
Fix a line L ⊆ Pn1 and Oi ∈ Pni , i = 2, . . . , k. Take E ⊂ L with ](E) = d1 + 2 and
set F := E × {O2} × · · · × {Ok}.
Since h1(Pn1 × · · · × Pnk , IF (d1, . . . , dk)) = h1(Pn1 , IE(d1)) = h1(L, IE(d1)) = 1,
we have ρ′(X) ≤ 1 + min1≤i≤k{di}.
To prove the lemma it is sufficient to show that
h1(Pn1 × · · · × Pnk , IS(d1, . . . , dk)) = 0
for every set S ⊂ Pn1 × · · · × Pnk with ](S) ≤ d1 + 1.
Order the points p1, . . . , px, x ≤ d1 + 1, of S. Set S0 := ∅ and Sy = {p1, . . . , py}.
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Since OPn1×···×Pnk (1, . . . , 1) is very ample, for each i = 1, . . . , x − 1 there is Hi ∈
|OPn1×···×Pnk (1, . . . , 1)| with pi ∈ Hi and pj /∈ Hi for all j 6= i. If di = 1 for all i,
then set M := ∅. If di 6= 1 for some i, let M ∈ |OPn1×···×Pnk (d1−1, . . . , dk−1)| with
M∩S = ∅. The divisorsH1+M, . . . ,Hx−1+M give h0(Pn1 × · · · × Pnk , ISy (d1, . . . , dk)) =
h0(Pn1 × · · · × Pnk , ISy−1(d1, . . . , dk))−1 for i = 1, . . . , x. Hence h1(IS(d1, . . . , dk)) =
0. 
2. Rank on the tangential variety of Segre-Veronese varieties
First of all in this section we will consider the Segre-Veronese variety
Sd1,...,dk(V1, . . . , Vk) of any number of factors. Then we will describe the rank of
multi-homogeneous polynomials (partially symmetric tensors) that can be written
as a limit of a sequence of rank 2 multi-homogeneous polynomials (partially sym-
metric tensors). If p ∈ Sd1V ∗1 ⊗ · · · ⊗ SdkV ∗k is one of those polynomials, one says
that [p] has border rank 2. To be more precise, let
σ2(Sd1,...,dk(V1, . . . , Vk)) =
⋃
[p1],[p2]∈Sd1,...,dk (V1,...,Vk)
〈[p1], [p2]〉
be the secant variety to Sd1,...,dk(V1, . . . , Vk).
Clearly Sd1,...,dk(V1, . . . , Vk) ⊂ σ2(Sd1,...,dk(V1, . . . , Vk)).
An element in σ2(Sd1,...,dk(V1, . . . , Vk)) that is not in Sd1,...,dk(V1, . . . , Vk) is either
a projective class of a multi-homogeneous polynomial (partially symmetric tensor)
of rank 2, or it is the limit of a sequence of rank 2 elements. Clearly, from the
point of view of the knowledge of the rank, the only interesting case is the one of
points that are limit of rank 2 elements. Those represent a closed subvariety of
σ2(Sd1,...,dk(V1, . . . , Vk)) that we indicate with τ(Sd1,...,dk(V1, . . . , Vk)) and that is
the tangential variety of Sd1,...,dk(V1, . . . , Vk):
τ(Sd1,...,dk(V1, . . . , Vk)) =
⋃
[p]∈Sd1,...,dk (V1,...,Vk)
T[p](Sd1,...,dk(V1, . . . , Vk)).
Here we prove the following theorem.
Theorem 2.1. The rank of [p] ∈ τ(Sd1,...,dk(V1, . . . , Vk)) is
rd1,...,dk(p) =
h∑
i=1
di
if V ∗1 = K[x1,0, . . . , x1,n1 ]1, . . . , V
∗
h = K[xh,0, . . . , xh,nh ]1 are the minimum sets
of variables to which the multi-homogeneous polynomial [p] actually depends on,
h ≤ k.
In terms of partially symmetric tensors this means that the tensor depends actually
on h ≤ k factors: p ∈ Sd1V1 ⊗ · · · ⊗ SdhVh ⊂ Sd1V1 ⊗ · · · ⊗ SdkVk.
This result is expected, in fact it is the generalization of the following two par-
ticular and well known cases.
If k = 1 then Sd1,...,dk(V1, . . . , Vk) = Sd1(V1) is nothing else than the Veronese
variety obtained by embedding P(V1) with the complete linear system |OP(V1)(d1)|
into P(Sd1V1) that parameterizes projective classes of rank 1 homogeneous polyno-
mials of degree d1 in n1+1 variables that are pure powers of linear forms (completely
symmetric tensors of order d1). In this case the rank of [p] ∈ τ(Sd1(V1)) \ Sd1(V1)
is equal to d1 (this is done in [10]).
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The other particular case is the one where d1 = · · · = dk = 1. It corresponds
to Segre variety where Sd1,...,dk(V1, . . . , Vk) = S1,...,1(V1, . . . , Vk) is the embedding
of P(V1)×· · ·×P(Vk) with the complete linear system |OP(V1)×···×P(Vk)(1, . . . , 1)| into
P(V1⊗· · ·⊗Vk). In [5] we proved that the rank of an element [p] ∈ τ(S1,...,1(V1, . . . , Vk))\
S1,...,1(V1, . . . , Vk) is k if [p] is not contained in any smaller Segre variety (i.e. with
less factors).
Before entering the details of the proof of Theorem 2.1 we need the following
lemma (Concision or Autarky for multi-homogeneous polynomials or partially sym-
metric tensors) (see [23, Proposition 3.1.3.1] for tensors and [23, Exercise 3.2.2.2]
for homogeneous polynomials or symmetric tensors). This lemma will assure that
the rank of any p ∈ Sd1V1⊗ · · · ⊗SdkVk won’t depend on the dimension of the Vi’s
for i = 1, . . . , k.
Definition 2.2. Let Wi ⊆ Vi be any non trivial vector subspace for i = 1, . . . , k
and assume that p ∈ Sd1W1 ⊗ · · · ⊗ SdkWk ⊂ Sd1V1 ⊗ · · · ⊗ SdkVk.
The rank of p as an element of Sd1W1 ⊗ · · · ⊗ SdkWk is the minimum integer r
such that [p] ∈ 〈[p1], . . . , [pr]〉 with [pi] ∈ Sd1,...,dk(W1, . . . ,Wk) for i = 1, . . . , r.
The rank of p as an element of Sd1V1 ⊗ · · · ⊗ SdkVk is the minimum integer r′
such that [p] ∈ 〈[p1], . . . , [p′r]〉 with [pi] ∈ Sd1,...,dk(V1, . . . , Vk) for i = 1, . . . , r′.
Lemma 2.3 (Concision/Autarky). Let Wi ⊆ Vi be any non trivial vector subspace
for i = 1, . . . , k. The rank r of an element p ∈ Sd1W1 ⊗ · · · ⊗ SdkWk ⊂ Sd1V1 ⊗
· · · ⊗ SdkVk as an element of Sd1V1 ⊗ · · · ⊗ SdkVk is the same as the rank of p as
an element of Sd1W1 ⊗ · · · ⊗ SdkWk.
For each linear form li,j ∈ V ∗i such that the multi-homogeneous polynomial p
can be written as p =
∑r
j=1 λj l
d1
1,j · · · ldkk,j, we have li,j ∈ W ∗i for all i = 1, . . . , k,
λj ∈ K, j = 1, . . . , r.
In terms of partially symmetric tensors, this can be rephrased as follows. For
each pi,j ∈ Vi such that p =
∑r
j=1 λjp
⊗d1
1,j ⊗ · · · ⊗ p⊗dkk,j we have pi,j ∈ Wi λj ∈ K
for all i = 1, . . . , k, j = 1, . . . , r.
Proof. Obviously the rank of p as an element of Sd1W ∗1 ⊗· · ·⊗SdkW ∗k is at least its
rank, r, as an element of Sd1V ∗1 ⊗· · ·⊗SdkV ∗k . To check the opposite inequality and
the last assertion of the lemma we first reduce to the case in which Wi = Vj except
for one index, say j = 1, and then to the case in which W1 is a hyperplane of V1
(then one has simply to iterate several times the construction with Wi a hyperplane
of Vi and Wj = Vj for all j 6= i).
Let li,j ∈ V ∗i , 1 ≤ i ≤ k, 1 ≤ j ≤ r, be such that the decomposition p =∑r
j=1 λj l
d1
1,j · · · ldkk,j is minimal with λj ∈ K. Choose homogeneous coordinates
V ∗1 = K[x1,0, . . . , x1,n1 ] such that W1 = {x1,0 = 0}. The polynomials li,j ∈ SdiV ∗i
are homogenous so p can be written also as p =
∑r
i=1 λil
d1
1,j · · · ldkk,j where li,j are lin-
ear forms in the variables {xi,0, . . . , xi,ni} and λi ∈ K for i = 1, . . . , k, j = 1, . . . , r.
Let l1,j = ajx1,0 + lj(x1,1, . . . , x1,n1) be a linear form such that aj ∈ K and
lj(x1,1, . . . , x1,n1) is a linear form in {x1,1, . . . , x1,n1}, for j = 1, . . . , r, so
(6) p =
r∑
j=1
λj(ajx1,0 + lj(x1,1, . . . , x1,n1))
d1 ld22,j · · · ldkk,j .
Assume now that the lemma is false for p, i.e. assume aj 6= 0 for some j, say a1 6= 0.
Since by hypothesis p ∈ Sd1W ∗1 ⊗Sd2V ∗2 ⊗ · · · ⊗SdkV ∗k and since W1 = {x1,0 = 0},
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then p does not depend on x1,0, hence we may substitute x1,0 with any linear form in
x1,1, . . . , x1,n1 in (6) and still get an equality. Setting x1,0 := −l1(x1,1, . . . , x1,n1)/a1
in (6) we see that p has rank at most r − 1, that contradicts the minimality of the
decomposition of p. 
The following analysis is quite standard, anyway one can refer for example to [14].
Since any two points of a projective space are linearly independent, for each [p] ∈
σ2(Sd1,...,dk(V1, . . . , Vk)) \ Sd1,...,dk(V1, . . . , Vk) there is a degree 2 zero-dimensional
scheme
Γ ⊂ Sd1,...,dk(V1, . . . , Vk) such that [p] ∈ 〈Γ〉.
If [p] ∈ σ2(Sd1,...,dk(V1, . . . , Vk))\τ(Sd1,...,dk(V1, . . . , Vk)) then, Γ is a smooth scheme
(i.e. it has support on two distinct points).
If [p] ∈ τ(Sd1,...,dk(V1, . . . , Vk))\Sd1,...,dk(V1, . . . , Vk) then, Γ is a non reduced scheme
of degree 2 (i.e. it has support on only one point, such schemes are sometimes called
2-jets).
Now denote
νd1,...,dk : P(V1)× · · · × P(Vk)→ P(Sd1V1 ⊗ · · · ⊗ SdkVk)
the Segre-Veronese embedding of multi-degree (d1, . . . , dk) induced by the complete
linear system |OP(V1)×···×P(Vk)(d1, . . . , dk)|.
Hence for any [p] ∈ τ(Sd1,...,dk(V1, . . . , Vk))\Sd1,...,dk(V1, . . . , Vk) there is a degree 2
zero-dimensional scheme Wp ⊂ P(V1)× · · · × P(Vk) with support at only one point
such that
(7) [p] ∈ 〈νd1,...,dk(Wp)〉.
This proof works for the tangential variety of any smooth manifold embedded in
a projective space. See [5, Remarks 1 and 2] for the uniqueness of Wp and the
definition of the following set Ip ⊆ {1, . . . , k}.
Notation 2.4. For any [p] ∈ τ(Sd1,...,dk(V1, . . . , Vk)) \Sd1,...,dk(V1, . . . , Vk) let Ip ⊆
{1, . . . , k} be the minimal subset such that the scheme Wp of (7) depends only on
these factors.
We can now prove Theorem 2.1.
Proof of Theorem 2.1. We have to prove only that rd1,...,dk(p) ≤
∑
i∈Ip di where Ip
is as in Notation 2.4. In fact the other inequality is obvious, but let us spend few
words to clarify this fact.
Let Sd1V1⊗· · ·⊗SdkVk be the minimal space containing p. So p ∈ Sd1V1⊗· · ·⊗
SdkVk ⊂ V1 ⊗ · · · ⊗ V1︸ ︷︷ ︸
d1
⊗ · · ·⊗Vk ⊗ · · · ⊗ Vk︸ ︷︷ ︸
dk
. Therefore, our [p] ∈ τ(Sd1,...,dk(V1, . . . , Vk))
can be decomposed both as p =
∑r
i=1 λipi with [pi] ∈ Sd1,...,dk(V1, . . . , Vk), λi ∈ K
and as p =
∑r′
i=1 γiqi, γi ∈ K, where the [qi]’s are elements of the Segre-Veronese
variety S1,...,1(V1, . . . , V1︸ ︷︷ ︸
d1
, . . . , Vk, . . . , Vk︸ ︷︷ ︸
dk
) ⊂ V1 ⊗ · · · ⊗ V1︸ ︷︷ ︸
d1
⊗ · · · ⊗ Vk ⊗ · · · ⊗ Vk︸ ︷︷ ︸
dk
.
Now, by [5], r′ = (1 + · · ·+ 1)︸ ︷︷ ︸
d1
+ · · · + (1 + · · ·+ 1)︸ ︷︷ ︸
dk
= d1 + · · · + dk. But clearly
r′ ≤ r since Sd1,...,dk(V1, . . . , Vk) ⊂ S1,...,1(V1, . . . , V1︸ ︷︷ ︸
d1
, . . . , Vk, . . . , Vk︸ ︷︷ ︸
dk
).
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Therefore, let us show that rd1,...,dk(p) ≤
∑
i∈Ip di.
Let Wp ⊂ P(V1)× · · · × P(Vk) be a degree 2 connected zero-dimensional scheme
such that [p] ∈ 〈νd1,...,dk(Wp)〉 as in (7).
As in [5] by autarky (Lemma 2.3) we reduce to the case Ip = {1, . . . , k} (we
also need the case k = 1 proved in [10, Theorem 32] and the case ni = 1 for all
i = 1, . . . , k proved in [5]).
Since Ip = {1, . . . , k}, we claim that there is a smooth rational curve C ⊂
P(Sd1V1 ⊗ · · · ⊗ SdkVk) of multi-degree (d1, . . . , dk) such that νd1,...,dk(Wp) ⊂ C
(when k ≥ 2 the curve C is not unique). As remarked above, Wp is a 2-jet in the
Zariski tangent space of P(V1)× · · · × P(Vk) at its support Supp(Wp). The variety
P(V1)×· · ·×P(Vk) is a compactification of the affine space An1+···+nk . Hence there
is a map f : P1 → P(V1) × · · · × P(Vk) such that, if we fix a point [q] ∈ P1, then
f([q]) = Supp(Wp), Wp is the image of the degree 2 scheme 2q of P1 and, if pii is
the projection of P(V1)× · · · × P(Vk) to the i-th factor, the maps pii ◦ f are either
constant or an isomorphism (proof: the intersection of f(P1) with the affine space
An1+···+nk is the line through Supp(Wp) spanned by Wp). Since Ip = {1, . . . , k},
this map has multidegree (1, . . . , 1), i.e. for all i = 1, . . . , k, the map pii◦f : P1 → P1
is the isomorphism induced by |OP1(1)|. Since pi1 ◦ f is an isomorphism, f is an
embedding. Now νd1,...,dk(f(P1)) is our curve C ⊂ P(Sd1V1 ⊗ · · · ⊗ SdkVk). Since
νd1,...,dk(Wp) ⊂ C, we have that [p] ∈ 〈νd1,...,dk(C)〉.
Notation 2.5. Let as above C ⊂ P(Sd1V1 ⊗ · · · ⊗ SdkVk) be, as above, a smooth
rational curve of multi-degree (d1, . . . , dk). We indicate with rC(p) the minimum in-
teger r for which there exist r points [p1], . . . , [pr] ∈ C such that [p] ∈ 〈[p1], . . . , [pr]〉
and we call it the C-rank of p.
Since C is a rational normal curve of degree d1 + · · ·+ dk in its linear span, we
have
(8) rd1,...,dk(p) ≤ rC(p) ≤ d1 + · · ·+ ds.
The latter inequality is a consequence of a celebrated theorem of Sylvester (see
[10, 18] for modern and simplified proofs of the same) that can be interpreted as
follows:
If C ⊂ Pn is a rational normal curve of degree d and Z ⊂ C is
a minimal zero-dimensional scheme of length r such that a point
[p] ∈ 〈Z〉, then [p] can be written as a linear combination of r or of
d− r + 1 points on C according with the fact that Z is reduced or
not.
The inequality (8) concludes the proof since, as we said at the beginning of the
proof, the other inequality is obvious. 
3. Decomposition of the elements on the tangential variety of a
Segre-Veronese variety of two factors
We go back to the Segre-Veronese variety of two factors as in Section 1 and
we keep considering its tangential variety as in Section 2. After having proved in
Section 1 how the decomposition of certain bi-homogeneous polynomials (partially
symmetric tensors of two factors) has to be done (under certain conditions on the
rank and on the degree), and after having computed the rank of the elements in
the tangential variety of any Segre-Veronese variety in Section 2, let us describe
UNIQUE DECOMPOSITION FOR BI-HOMOGENEOUS POLYNOMIALS 19
how the decompositions of elements in τ(Sd1,d2(V1, V2)) should be done. This will
be the content of Theorem 3.4 and the purpose of this section will be to prove it.
Notation 3.1. A curve C ⊂ Pn1×Pn2 is said to have bi-degree (a, b) if deg(OC(1, 0)) =
a and deg(OC(0, 1)) = b. If such a curve C will have bi-degree (a, 0) we will call
it an α-curve of degree a (as in Definition 1.2, if a = 1 then C we be called an
α-line). If C ⊂ Pn1 ×Pn2 will be a curve of bi-degree (0, b) we will call it a β-curve
of degree b (as in Definition 1.2, if b = 1 then C we be called a β-line).
Notation 3.2. Remind that in (7) we have defined a scheme Wp ⊂ P(V1) ×
P(V2) to be the degree 2 zero-dimensional scheme such that the fixed point [p] ∈
τ(Sd1,d2(V1, V2)) will be contained in 〈νd1,d2(Wp)〉. Let here [o] ∈ P(V1)× P(V2) be
the support of such a Wp.
Notation 3.3. Let G be a bidegree (1, 1) curve (resp. an α-line or a β-line) and
let [p] ∈ 〈νd1,d1(G)〉. We indicate with rνd1,d2 (G)(p) the minimum r such that
[p] ∈ 〈[p1], . . . , [pr]〉 with [pi] ∈ νd1,d2(G) for i = 1, . . . , r.
Theorem 3.4. Take [p] ∈ τ(Sd1,d2(V1, V2)) such that the set Ip defined in Notation
2.4 is Ip = {1, 2} (resp. Ip = {1}, resp. Ip = {2}) and let Wp ⊂ P(V1)×P(V2) and
[o] ∈ P(V1)× P(V2) defined as in Notation 3.2.
(i) Let S be one of the schemes computing the rank of p, i.e. S ∈ S(p) (where S(p)
is defined in Definition 1.1). Then [o] /∈ S and S is contained in one of the
curves G of bidegree (1, 1) (resp. the unique α-line, resp. the unique β-line)
containing the unique tangent vector Wp. If Ip = {1, 2} and G is not smooth,
then G = L ∪ R with L a β-line and R an α-line such that {[o]} = L ∩ R,
](S ∩ L) = d2 and ](S ∩R) = d1.
(ii) Take any curve G of bidegree (1, 1) (resp. the unique α-line, resp. the unique
β-line) containing the unique tangent vector Wp. We have r(p) = rνd1,d2 (G)(p)
and hence S ∈ S(p) for every S ⊂ G with ](S) = rνd1,d2 (G)(p) and [p] ∈〈νd1,d2(S)〉.
Lemma 3.5. Take Z as in Lemma 1.9 with deg(Z) ≤ a1 + a2 + 1 and assume
the existence of T ∈ |O(1, 0)| such that deg(T ∩ Z) ≥ a2 + 2. Then there is no
D ∈ |O(0, 1)| with deg(Z ∩D) ≥ a1 + 1.
Proof. If such a D exists, since deg(D∩T ) = 1, then a1 +a2 +1 ≥ deg(Z)∩deg(Z∩
(T ∪D)) ≥ deg(Z ∩ T ) + deg(Z ∩D)− 1 = a1 + a2 + 2, that is a contradiction. 
The following lemma can be stated for Sd1,...,dk(V1, . . . , Vk) the Segre-Veronese
variety of any number of factors.
Lemma 3.6. Fix a divisor D ∈ |OPn1×···×Pnk (b1, . . . , bk)| be an effective divisor
with bi ≤ di for all i = 1, . . . , k. Fix [p] ∈ P(Sd1V1 × · · · × SdkVk). Let A ⊂ Pn1 ×
· · · × Pnk be a zero-dimensional schemes computing the rank rd1,...,dk(p) of p, and
let B ⊂ Pn1×· · ·×Pnk , B 6= A be a finite set such that [p] ∈ 〈νd1,...,dk(B)〉 and [p] /∈
〈νd1,...,dk(B′)〉 for any B′ ( B. Then take Z := A∪B. If h1
(IResD(Z)(d1 − b1, . . . , dk − bk)) =
0, then every connected component of A not contained in D is reduced and A \A∩
D = B \B ∩D.
Proof. The proof is completely analogous to the one of [6, Lemma 5.1]. 
We can finally prove Theorem 3.4.
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Proof of Theorem 3.4: If Ip 6= {1, 2}, then by autarky for partially symmetric ten-
sors (Lemma 2.3) we reduce to the case k = 1 proved in [3, Theorem 2].
Therefore consider the case in which Ip = {1, 2}. By autarky for partially sym-
metric tensors (Lemma 2.3) we reduce to the case n1 = n2 = 1. Take S ∈ S(p)
and set Z := Wp ∪ S. By [4, Lemma 1] we have h1(IZ(d1, d2)) > 0. Moreover
deg(Z) ≤ 2 + d1 + d2 and equality holds if and only if [o] /∈ S. Take the set-up of
Lemma 1.9. First assume the existence of T ∈ |O(1, 0)| such that deg(T ∩ Z) ≥
a2 + 2 and hence deg(ResT (Z)) ≤ 2 + d1 + d2 − 2 − d2 = d1. Lemma 3.6 gives
h1
(IResT (Z)(d1 − 1, d2)) > 0, because no connected component of Wp is reduced.
By Lemma 1.9 for the integer (a1, a2) = (d1 − 1, d2), there is T ′ ∈ |O(0, 1)| such
that deg(T ′ ∩ResT (Z)) ≥ d1 + 1. Hence deg(Z) ≥ deg((T +T ′)∩Z) ≥ d1 + d2 + 3,
a contradiction.
In the same way we exclude the existence of D ∈ |O(0, 1)| such that deg(D ∩Z) ≥
a1 + 2. Hence deg(Z) = 2 + d1 + d2 (i.e. o /∈ S) and there is there is C ∈ |O(1, 1)|
such that Z ⊂ C.
Now we check the last statement of Theorem 3.4. Fix G ∈ |O(1, 1)| such that
Wp ⊂ G and hence [p] ∈ 〈νd1,d2(G)〉. The set νd1,d2(G) is a connected and reduced
algebraic set spanning a projective space of dimension d1+d2. Since Sd1,d2(V1, V2) ⊃
νd1,d2(G), it is sufficient to prove that r(p) ≥ rνd1,d2G(p) where rνd1,d2G(p) is defined
as in Notation 3.3. By [24, Proposition 5.1] (which is true even for non-irreducible
variety, but reduced and connected schemes) we have rνd1,d2 (G)(p) ≤ d1 +d2. Hence
S ∈ S(p) for every S ⊂ G such that νd1,d2(S) evinces rνd1,d2 (G)(p).
In order to conclude, we need to check second part of (i) in the case in which G
is reducible.
Claim 1: Fix G ∈ |OPn1×Pn2 (1, 1)| with Wp ⊂ G and G = L ∪ R with L ∈
|O(1, 0)| and R ∈ |O(0, 1)|. Fix S ⊂ G such that S ∈ S(p). Then {[o]} := R ∩ L,
](S ∩ L) = d2 and ](S ∩R) = d1.
Proof of Claim 1: We have {[o]} = R∩L, because we are in the case Ip = {1, 2}
and hence neither Wp ⊂ L nor Wp ⊂ R. We proved that [o] /∈ S and hence
Z := S ∪Wp has degree d1 + d2 + 2.
We excluded the existence of T ∈ |O(1, 0)| such that deg(T ∩Z) ≥ a2 +2 and hence
deg(L ∩ Z) ≤ a2 + 1.
We excluded the existence of D ∈ |O(0, 1)| such that deg(D ∩ Z) ≥ a1 + 2 and so
deg(R ∩ Z) ≤ a1 + 1.
Since d1 + d2 + 2 = deg(Z) ≥ deg(Z ∩L) + deg(Z ∩R), we get deg(Z ∩L) = a2 + 1
and deg(Z ∩ R) = a1 + 1. Since deg(Wp ∩ L) = deg(Wp ∩ R) = 1 and W ∩ S = ∅,
we get deg(S ∩ L) = a2 and deg(S ∩R) = a1. 
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