A Brownian particle subject to a time-and space-varying force is studied with the second entropy theory for nonequilibrium statistical mechanics. A fluctuation expression is obtained for the second entropy of the path, and this is maximized to obtain the most likely path of the particle. Two approaches are used, one based on the velocity correlation function and one based on the position correlation function. The approaches are a perturbation about the free particle result and are exact for weak external forces. They provide a particularly simple way of including memory effects in time-varying driven diffusion. The theories are tested against computer simulation data for a Brownian particle trapped in an oscillating parabolic well. They accurately predict the phase lag and amplitude as a function of drive frequency, and they account quantitatively for the memory effects that are important at high frequencies and that are missing in the simplest Langevin equation.
I. INTRODUCTION
Brownian motion is the archetype for a stochastic process: The evolution in time of a system subject to deterministic and to random forces. As such its importance transcends any specific interest in the movement of pollen grains in water. This point is illustrated by Einstein's paper on Brownian motion, 1 whose enduring significance is due to the general theoretical techniques that it introduced ͑including what is now called the Fokker-Planck equation͒, and in the fundamental concepts that these were based on. Similarly Langevin's treatment of Brownian motion 2 gave birth to the field of stochastic differential equations. Another and very great virtue of Brownian motion is that it provides the opportunity for quantitative prediction and experimental verification. Perrin's measurements 3 confirmed Einstein's and Langevin's theories, thereby establishing the atomic nature of matter.
At the most elementary level, stochastic processes are described by the Langevin or by the Fokker-Planck equation, which invoke a phenomenological law and a transport coefficient. 5, 4 In the case of Brownian motion it is Stokes' drag law and the diffusion constant that appear.
There are three directions in which the theory may be advanced. One goal is to derive the stochastic differential equation and the phenomenological law from deeper principles of thermodynamics and statistical mechanics, which goal has to date been impeded by the lack of a fundamental nonequilibrium theory. A second goal is to generalize the transport coefficient from a constant, which is only valid for the steady state with a uniform, constant driving force, to a memory function, which can be applied to transient phenomena driven by time-and space-varying forces. A third goal is to reformulate the stochastic differential equation in terms of a variational principle, which is likely to have both practical and foundational advantages. This paper proceeds beyond the elementary Langevin approach by developing a theory for Brownian motion using the recently proposed second entropy theory for nonequilibrium thermodynamics and statistical mechanics. ͑See Refs. 6-8 and, for a review, see Ref. 9 .͒ Previous work by others has also focused on one or other of these three directions for improvement. For the first goal, Onsager developed the regression hypothesis as a phenomenological statement linking macroscopic hydrodynamic transport coefficients to the decay of microscopic fluctuations. 10, 11 This line of reasoning culminated in the Green-Kubo expressions for the transport coefficients in terms of time correlation functions of phase space. [12] [13] [14] For mechanical transport these are derived by considering the linear response when an external force is switched on, and for thermodynamic transport these are derived by invoking the laws of hydrodynamics at the molecular level. 15 Attard has derived the regression hypothesis and the Green-Kubo expression from his second entropy theory, 6 which approach will be detailed and extended below.
The second challenge-to deal with time-varying forces and transient phenomena-has previously been addressed by invoking a memory function for the phenomenological drag force. 15, 16 One such approach is the projector operator formalism of Zwanzig and of This approach gives a generalized Langevin equation and a formally exact expression for a particular memory function in terms of the autocorrelation function. In practice this memory function is usually approximated by simplified functional forms that are believed to be appropriate for a given system. 15 Mode coupling theories provide an alternative route to the time correlation function and to this memory function. 15 In the present paper something akin to a generalized Langevin equation is derived, and the memory function that appears in the present theory is given rather simply in terms of either the velocity autocorrelation function or of the diffusion function of the free Brownian particle. For the most part no attempt is made to approximate these quantities, and instead they are regarded as something to be measured by experiment or simulation. The present theory shows how the velocity autocorrelation function of the free particle can be used to account for the linear response of the same particle to a force that varies arbitrarily in time and in space.
The point of the third goal is that a variational principle for a nonequilibrium system, such as a driven Brownian particle, has a number of advantages over the formulation of the problem in terms of a stochastic differential equation. One can avoid time stepping, which is inherently time consuming, crude, and one dimensional, and replace it by efficient mathematical optimization procedures, which are robust, stable, and which lend themselves to global solution. Further, the development of such a variational principle would have deep conceptual ramifications for nonequilibrium thermodynamics and statistical mechanics and may reveal relationships obscured by the stochastic differential equation approach. For these reasons a number of authors have sought to develop a thermodynamic Lagrangian, the extremization of which would give, for example, the most likely path of the Brownian particle in the presence of a time-varying force or potential. [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] Almost all of these thermodynamic Lagrangians are based on the functional originally given by Onsager and Machlup. 20 As argued by one of us, 8 there are two fundamental flaws in this approach: The functional does not correctly give the rate of first ͑or ordinary͒ entropy production in the nonoptimum state, and a theory for the nonequilibrium state cannot be based solely on the first entropy. In the present paper the second entropy of Attard, 6, 9 which gives the entropy associated with the transition between two states, is extended to the path entropy for a sequence of states. Maximization of this yields, for example, the path most likely followed by the Brownian particle in the presence of a time-varying force or potential.
This paper is set out as follows. Section II defines the time correlation functions for a free Brownian particle. Section III develops a second entropy theory for a driven Brownian particle based on the velocity autocorrelation function. This theory is based on the idea that the total acceleration at the terminus of a trajectory is the sum of internal and external contributions, and that the internal acceleration is the most likely acceleration experienced by the bare particle if it had traversed either the actual trajectory or the bare trajectory, which has had the effects of the applied force subtracted, or a trajectory intermediate between these two. Section IV develops an alternative theory based on the position correlation function. This theory is based on obtaining systematic corrections to the Markov approximation for the trajectory and on dividing the consequent expression into bare particle correlations and contributions explicitly dependent on the force. The two theories are each tested against computer simulation data at the conclusion of their respective sections. Details of the simulations are given in the Appendix.
II. TIME CORRELATION FUNCTIONS
Let x͑t͒ be the coordinate of a Brownian particle at time t, and let ẋ͑t͒ be its velocity. For simplicity one dimensional motion only is considered; the generalization to more dimensions, and to sets of more general thermodynamic variables, ought be clear. One difference between a free Brownian particle and a thermodynamic variable is that the former is equally likely to be anywhere in the unbounded volume, whereas the latter fluctuates in a finite range about its equilibrium value. Most of the results below are expressed in terms of the velocity of the Brownian particle, which does fluctuate boundedly about zero.
The velocity autocorrelation function is
This is even in , and Q 2 ͑͒ → 0, as → ϱ. Integrating once one has
The position correlation function is
One has Q 2 ͑͒ = Q 1 ͑͒ = Q 0 ͑͒. For future reference we also define Q͑͒ϵ͗x͑t + ͒x͑t͒͘ 0 and note that Q 0 ͑͒ = Q͑0͒ − Q͑͒, and that Q͑0͒ → ϱ in the thermodynamic limit. As Einstein showed, 1 the root mean square displacement of the free Brownian particle grows linearly with time, and the diffusion constant is
This expression is correct for an unbounded system, in which the limit of infinite volume is taken before the limit of infinite time. In practice, simulations of Q 0 ͑͒ show a sublinear growth at large times even for periodic boundary conditions. Accordingly one can define the diffusion function as
and take its maximum value as the diffusion constant. For an unbounded system, with * being the start of the plateau of the diffusion function, then for տ * , Q 0 ͑͒ = D, and differentiation shows that Q 1 ͑͒ = D, strictly a constant, and Q 2 ͑͒ = 0, for տ * . In view of this one has the sum rule that the integral of the velocity autocorrelation function should equal the diffusion constant
͑2.6͒
This means that if the velocity autocorrelation function is approximated as an exponential, Q 2 ͑t͒ = Ae −͉t͉/ , then A = k B T / M and = MD / k B T. Figure 1͑a͒ shows the diffusion function, Eq. ͑2.5͒, obtained from molecular dynamics simulations of a Brownian particle in a soft sphere fluid. Details of the simulation are given in the Appendix. The beginning of the plateau occurs at around * Ϸ 3, and the peak occurs at Ϸ 9, from which the value of the diffusion constant may be taken as D = 0.105. The decay of the diffusion function at larger times appears to be an artifact of the periodic boundary conditions and the finite sized simulation cell. The quantitative behavior of the diffusion function depends somewhat on the size of the simulation cell ͑not shown͒. Figure 1͑b͒ shows the simulated velocity autocorrelation function and three fits. The exponential fit has no free parameters once the sum rule is used as a constraint, but it turns out that this is almost indistinguishable from the best fit exponential without the constraint. It is clear from the data that the velocity autocorrelation function is not a pure exponential. The fitted Gaussian-exponential is
͑2.7͒
Using an exponential memory function, K͑t͒ = ␥ exp− t, the generalized Langevin theory gives
with ⌳ ϵ ͱ ͓ −4␥͔. The sum rule gives ␥ = k B T / MD, and the best fit gives = 13.82. It is clear that this is a better description of the velocity autocorrelation function than the pure exponential form.
III. VELOCITY CORRELATIONS
The fluctuations in the position of the free Brownian particle are unbounded, since the root mean square position scales with the system size. In contrast, the velocity fluctuates about zero, with ͗ẋ
A. First entropy
The first entropy in quadratic approximation is
͑3.1͒
As usual, the exponential of this divided by Boltzmann's constant gives the probability. The fluctuation coefficient is obtained from the correlation function,
Here an integration by parts has been used. This is a general result that also hold for the second entropy that follows: The fluctuation matrix is −k B times the inverse of the correlation matrix.
B. Second entropy

Free Brownian particle
We now consider the transition ẋ 1 → ẋ 2 in time . The second entropy, also known as the transition entropy, or the two time entropy, in fluctuation approximation is a quadratic form,
͑3.3͒
Note that this is the most general quadratic form that can be postulated: Because the velocity fluctuates about zero, no linear terms appear, and from symmetry, only two distinct constants appear, with A͑͒ and B͑͒ being even functions of time ͑because a forward transition occurs equally often as the reverse transition͒. The second entropy can also be written in terms of the fluctuations about the most likely velocity,
This result, the analog of which we shall often use below, simply observes that A͑t͒ controls the strength of the fluctuations ͑it couples to ẋ 2 2 ͒, and that in quadratic approximation, the second entropy must reduce to the first entropy in the most likely state, which is a consequence of the Gaussian nature of the probability ͑means equal modes͒. This reduction condition will shortly be used to relate A͑͒ and B͑͒.
Maximizing the second entropy, Eq. ͑3.3͒, with respect to ẋ 2 , the most likely velocity is
This is a general result that holds for any . Since the magnitude of the velocity ought to reduce over time, one expects that ͉A͑͒ −1 B͉͑͒ Ͻ 1. Due to inertial effects, one expects that the two velocities ought be equal for small , so that this will approach −1 as → 0, and it will approach 0 as → ϱ. It will FIG. 1. Free Brownian particle in a soft sphere solvent. ͑A͒ The diffusion function, Eq. ͑2.5͒. Periodic boundary conditions were used in a cubic cell of edge length of 16.48. ͑B͒ The velocity autocorrelation function. The symbols are the simulation data, the solid curve is a pure exponential, the dashed curve is a Gaussian-exponential, and the dotted curve is the generalized Langevin prediction with exponential memory function. All three curves obey the sum rule, Eq. ͑2.6͒.
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Statistical mechanical theory for steady state systems. VIII J. Chem. Phys. 128, 114509 ͑2008͒ be monotonic decaying and strictly negative in the high friction regime. Inserting this result into Eq. ͑3.4͒, comparison with Eq. ͑3.3͒ gives the reduction condition,
This enables B to be eliminated in favor of A. In many cases it is sufficient to give an expansion, which, in view of the behavior discussed above, is
where the neglected terms are O͑M / T͒ 2 . More generally the coefficients may be obtained explicitly from the correlation functions. Defining the vector ẋ ϵ͕ẋ 1 , ẋ 2 ͖, the second entropy may be written as
͑3.8͒
Hence the fluctuation matrix is the inverse of the velocity autocorrelation function matrix,
͑3.9͒
Explicitly this gives
͑3.10͒
It may be seen that these exactly satisfy the reduction condition, Eq. ͑3.6͒. With these expressions, the most likely terminal velocity is
The first equality is formally exact. The subsequent equalities are predicated upon the exponential approximation for the velocity autocorrelation function, and then upon an expansion for small . It follows that the most likely coarse acceleration ͑in the approximate expression this is the same as the most likely terminal acceleration͒ is
͑3.12͒
Here the subscript zero signifies that this is the result for the free Brownian particle. The quantity ϵ sign͑͒ arises from the time symmetry of the equilibrium fluctuations.
Trapped Brownian particle
Now apply an external force F. For the moment we take the force to be constant in time and uniform in space. The total acceleration is the sum of that due to internal and external forces. Hence most likely it is
For these to be accurate, in practice, one needs to be small enough that the actual trajectory followed by the particle in the presence of the force during the transition x 1 → x 2 is equal with negligible error to that of the bare trajectory with no force. However, one also needs to be large enough that the influence of the initial conditions prior to x 1 is negligible, and that the statistical nature of the fluid has time to dominate the result during the interval. In this regard the exponential approximation for the velocity autocorrelation function is uniquely placed, since it applies the statistical parameters of the fluid at all time scales. In contrast, for example, a Gaussian fit, even one obeying the sum-rule Eq. ͑2.6͒, would go like t 2 at small time and would not yield the conventional drag law over small intervals.
The steady state is characterized by a constant velocity ẋ 1 ͑F͒. In this state the total acceleration must vanish, ẍ͑ẋ 1 ͑F͒ , , F͒ = 0. This condition yields the most likely velocity explicitly
where ␤ ϵ 1 / k B T. For the steady state, where the force has been applied for some time, one takes Ͼ 0, so that = 1. The approximate result is the well-known drag law.
C. Path entropy
First we formulate the above solution for a uniform, constant force as a variational principle. This is readily done by adding a term linear in the force to the conditional second entropy of the free particle,
The prime on the conditional entropy indicates that it is "unnormalized," which is to say that it is correct up to a constant independent of ẋ 2 but dependent on ẋ 1 . Maximizing this and writing ͓ẋ 2 − ẋ 1 ͔ / as the coarse acceleration give the expression obtained above. The missing constant may be fixed by demanding that the conditional second entropy vanishes in the most likely state,
͑3.16͒
This expression is correct to linear order in the force. We now consider a path of n equally spaced nodes, t j ϵ j, j =1,2, ... ,n. The n-vector ending at the node j is denoted ẋ j n ϵ͕ẋ j−n+1 , ẋ j−n+2 , ... ,ẋ j ͖, and its individual elements by ẋ j;i n ϵ ẋ j−n+i . For the free particle, the unconditional path entropy in quadratic approximation is
͑3.17͒
The fluctuation matrix is essentially the inverse of the velocity autocorrelation matrix,
which has elements ͕Q = 2 n ͖͑͒ ik = Q 2 ͑͑i − k͒͒. Note that due to time homogeneity for the free particle, these do not depend on the starting node j. The matrices are symmetric and persymmetric, ͑i.e., mirror symmetric about both diagonals͒.
We remark that in the event that the velocity autocorrelation function is a pure exponential, Q 2 ͑t͒ = Q 2 ͑0͒e
−͉t͉/ , with
, then the fluctuation matrix is tridiagonal with
More generally, the velocity autocorrelation matrix is a symmetric Toeplitz matrix. The inverse used below was readily calculated numerically by Cholesky decomposition for quite large values of n.
For a force that varies in time and in space, we denote the value at a node by F j ϵ F͑x j , t j ͒. In view of the results for the pair entropy, the unnormalized conditional path entropy at node n ͑i.e., up to a term independent of ẋ n ͒ is
͑Here and below we do not show explicitly the conditional dependence on the node spacing .͒ Maximizing this with respect to ẋ n yields the most likely terminal velocity as
where
We have also assumed that F n is independent of ẋ n , which can be made formally true if F n is replaced by F n−1 , and the results are restricted to small such that Ḟ n Ӷ F n . With this the normalized conditional path entropy is
The most likely acceleration is
The unconditional entropy for a path is obtained by adding together the entropies at each node conditional on the prior velocities,
The most likely value at each node is
This expression is somewhat inconvenient in practice since it is conditional upon the initial velocity, and since it involves all the A = j ͑͒, j =2, ... ,n, which need to be obtained by matrix inversion of the j ϫ j correlation matrix with elements Q 2 ͑͑l − k͒͒. In some cases it may be advantageous to use instead an alternative expression.
Focus on the regime n ӷ * . Since Q 2 ͑t͒Ϸ0, t տ * , the nonzero entries in Q = 2 n ͑͒ are located in a band down the main diagonal, ͉i − j͉ Շ * / . The fluctuation matrix A = n ͑͒ also decays away from the main diagonal; in general, its decay is faster than that of Q = 2 n ͑͒. Because of this finite range of the correlations, the conditional entropy for the penultimate node may be written
͑3.24͒
The first equality is permissible because there is no correlation between ẋ n−1 and ẋ 0 . Hence the entropy for the last two nodes is
Continuing in this fashion, the path entropy for the n nodes j =1,2, ... ,n, conditioned on the preceding n − 1 nodes j =0,−1, ... ,2−n, is
with the most likely value at each node being
Here
As mentioned above, F j has been regarded as constant during the differentiation with respect to ẋ j . Substitution of Eq. ͑3.26b͒ into Eq. ͑3.26a͒ gives an explicit variational principle for particle velocities at the nodes j =1,2, ...n. The only nodes directly affected by the conditioning nodes are those with j Շ * / Ӷ n. Since these are relatively few compared to the total number of nodes, the influence of the initial conditions is relatively negligible. Hence for n large enough, this may be regarded as the unconditional path entropy.
D. Bare and intermediate path
We now redo the analysis, beginning with Eq. ͑3.13͒, which expresses the most likely acceleration as that experienced by the free particle traveling from x 1 to x 2 in time plus that due to the external force. The analog of this for a path is
where the subscript zero indicates the free particle. This would be exact if the force was turned on at t = t n , and was zero prior to this, because in that case the actual path and the path of the free particle would coincide for t Ͻ t n . In reality the force is nonzero, and to linear order the difference between the bare and the actual trajectory is
assuming equally spaced nodes, t j = j. Also, to this order F j = F͑x j , t j ͒ = F͑x 0;j , t j ͒. This expression takes ẋ 0;n = ẋ n and simply integrates backward the acceleration due to the external force. The most likely terminal velocity of the bare particle in fluctuation approximation is
For future reference, c nn n = 1, and c nk n decreases with decreasing k.
The fundamental idea is that the most likely terminus of the actual trajectory in the presence of the force is equal to the most likely terminus of the free particle trajectory in the absence of the force,
͑Note the distinction between the actual trajectory and the free particle trajectory. These are different prior to their termini, but their termini can coincide due to the combined effects of the presence or absence of the external force and the influence of the different prehistories.͒ By expressing the acceleration as the finite difference between ẋ n and ẋ n−1 , it may be shown that the analysis in the present section is equivalent to the equation,
This estimates the internal forces acting on the Brownian particle by using the free particle fluctuation expression in conjunction with the bare particle trajectory ẋ 0;n−1 n−1 . In contrast, Eq. ͑3.28͒, the analog of Eq. ͑3.13͒, makes a similar estimate from the free particle fluctuation expressions in conjunction with the actual trajectory ẋ n−1 n−1 . The approximation in using the bare particle trajectory is that the influence on the force of the solvent that is rearranged during the actual trajectory is neglected. The approximation in using the actual trajectory is that the exact weight of it in the full system cannot be calculated from the fluctuations in the bare system.
In view of this we can define an intermediate trajectory
͑3.34͒
The case of = 1 corresponds to the actual trajectory, which was used in the previous section, and the case of = 0 corresponds to the bare trajectory used in this section. Using this intermediate trajectory, the most likely acceleration is
and consequently the most likely velocity is
E. Harmonic, oscillating trap
Consider a harmonic trap, U͑x , t͒ = ͓x − b͑t͔͒ 2 / 2, that is oscillating, b͑t͒ = B cos t. Let the most likely position be given by x͑t͒ = X cos͑t + ͒. The change in the velocity at t k is
For the velocity one has
We now insert these into the expression for the most likely terminal velocity, Eq. ͑3.32͒. Using the facts that c nn n = 1 and that ⌬ẋ n = 0, the coefficients of cos n must satisfy
and those of sin n must satisfy
͑3.40͒
The solution of these is
and
In the above we have defined 
͑3.53͒
One sees that in the small-limit, these expressions are independent of the intermediate path. Hence using the decay time given by the sum rule ͓Eq. ͑2.6͔͒, one has in this limit,
͑3.55͒
The mechanical resonance expected at 2 = / M is clearly evident in these expressions, and they have the appearance of a damped harmonic oscillator. These two expressions agree with what would be obtained from the Langevin equation.
In the low frequency limit these reduce to the Smoluchowski prediction,
͑3.57͒ Figure 2 shows the simulated and predicted phase lag of a Brownian particle in an oscillating harmonic trap. The phase lag increases in magnitude with increasing frequency and diverges at a frequency that is less than the mechanical resonance of ͱ͑ / M͒. In general, the Langevin prediction, which is the same as the second entropy prediction with an exponential velocity autocorrelation function and = 0, Eq. ͑3.54͒, works well at low frequencies but does not correctly predict the location of the resonance. This is evidently due to the neglect of memory effects. The second entropy predictions converge to the Langevin prediction as → 0, as they must, and for finite they bracket the simulation data using either the actual path or the bare path. In the cases shown an intermediate path, Ϸ 0.3, reproduces the simulation data. Figure 2͑b͒ uses the actual velocity autocorrelation function and the Gaussian-exponential fit to it ͓see Fig. 1͑b͔͒ for = 0.5. It can be seen that for the bare path, = 0, the prediction is very sensitive to the fit. For smaller values of than about 0.1, the two paths no longer bracket the simulation data and the predictions become so sensitive to the actual fit that they are unreliable.
IV. POSITION CORRELATIONS
This sections aims to develop a systematic expansion based on successive corrections to the Markov approximation. The analysis is based on identifying a minimal set of correlations that avoids double counting, somewhat similar to earlier theories for the correlations in an equilibrium polymeric fluid, 31 and for the information entropy of texts and signals. 32, 33 The present result is expressed in terms of the fluctuation matrix of the bare system, A = 0 n plus explicit force terms. The correlations are in position rather than in the velocity used in the preceding section. Hopefully no confusion will result from the fact that the same notation for these correlations is used in the two sections even though different objects are correlated.
A. Reduction
Denote the nodes as x n = ͕x 1 , x 2 , ... ,x n ͖, and the most likely path by x͑t͒ n = ͕x 1 , x 2 , ... ,x n ͖. Denote the departure from the most likely path by y n ϵ x n − x͑t͒ n . The second entropy for the path is
The maximum value of the path entropy has here been set to zero. The fluctuation matrix depends on the node interval and on the external force. Also the elements of the correlation matrix are Q ij = ͗y͑t i ͒y͑t j ͒͘, and it is related to the fluctuation matrix by A = n Q = n =−k B I = n . These averages are in the presence of the time-dependent external potential ͑moving trap͒.
The most likely terminal position given a specific prior path is
where a j n−1 ϵ A nj n / A nn n , j ͓1,n −1͔. Alternatively,
͑4.3͒
Note that these are the conditional most likely terminal values, as opposed to the unconditional most likely terminal value, which is
͑4.4͒
This can be obtained by subtracting the second equation from the first, or else directly from the fact that D n ϵ −A = n · x͑t͒ n . To work out the reduction condition on the fluctuation matrix, we deal with the departure from the most likely trajectory. Using the terminal node, and with ȳ n ϵ ȳ n ͑x n−1 ͒, one obtains
Hence the reduction condition is
͑4.6͒
This holds for i and j ͓1,n −1͔. It is useful to use this result in conjunction with the symmetry and persymmetry of the correlation matrix,
Phase lag for a harmonically driven Brownian particle in a soft sphere solvent. The symbols are simulation data, and the curves are the second entropy prediction using the bare particle velocity autocorrelation function. Here n = 100 and in each figure the upper set of data is for = 1 and the lower set of data is for =0. ͑A͒ Data obtained using exponential velocity autocorrelation function, with =0 ͑bold curve͒, 0.5 ͑dashed curves͒, and 0.2 ͑dotted curves͒. The middle dashed curve is for = 0.25 and the middle dotted curve is for = 0.3. ͑B͒ Data obtained using = 0.5 and either the Gaussian-exponential fit ͑solid curves͒ or the actual ͑dashed curves͒ velocity autocorrelation function.
It is convenient to define b ij n−1 ϵ A ij n−1 / A nn n and c ij n ϵ A ij n / A nn n . In terms of these the most likely terminal position may be written
͑4.8͒
Using the persymmetry relations, the reduction equations can be written in various forms, 
͑4.9͒
The last of these can be used to show that, A n−1,n−1
n / A nn n , where the last term is small, depending on n and . One also has A nn n =−k B ͉Q = n−1 ͉ / ͉Q = n ͉.
B. Markov result
First entropy
The Markov result emerges at the pair level. For a stationary trap located at b, the harmonic potential is U͑x͒ = ͓x − b͔ 2 / 2, and the force is F͑x͒ =−͓x − b͔. The first entropy is
For a stationary trap, the average position of the particle is at the trap minimum, ͗x͘ = b. For a moving trap this is no longer the case, and the above should be replaced by
͑4.12͒
This result can be derived directly either from the second entropy or from the nonequilibrium phase space probability. 34 The fluctuation coefficient used here corresponds to A 11 1 =− / T. We need to specify x͑t 1 ͒. This is equivalent to some statement about the initial conditions prior to the start of the trajectory. There are at least two useful choices. First, one can imagine that the trap was stationary prior to the start of the trajectory and that the system was Boltzmann equilibrated so that x͑t 1 ͒ = b͑t 1 ͒. Second, one can imagine that the trap was previously in uniform motion with velocity ḃ , so that the most likely position is given by x͑t 1 ͒ = b͑t 1 ͒ − k B Tḃ / D. ͑This is equivalent to the classical drag law and is derived below.͒ Below we shall give a protocol for setting x͑t͒.
Free particle
In the absence of a trap, = 0, the second entropy is
͑4.13͒
The second line must hold because homogeneity of the bare system means that the second entropy can only be a function of the change in position. This in turn means that A 0;11 2 =−A 0;12 2 . This can be seen explicitly. Recall that Q 0 ͑͒ = Q͑0͒ − Q͑͒, and that for the free particle, Q͑0͒ → ϱ in the thermodynamic limit. The correlation matrix is
͑4.14͒
and since, in general, the fluctuation matrix is
This shows that in the thermodynamic limit, A 0;11 2 =−A 0;12 2 , as required by homogeneity.
Trapped particle
Now impose the trap, so that the fluctuation matrix depends on the trap constant . Recall that the displacement from the most likely position is denoted y i ϵ x i − x͑t i ͒, and that for a stationary trap, x͑t͒ = b. We seek an explicit expression for correction to the bare particle result to linear order in . The second entropy is 
͑4.18͒
The reduction condition is S͑x 2 , x 1 ͉ , ͒ = S͑x 1 ͉ ͒. In view of the first entropy given above, A 11 1 =− / T, either directly or from the reduction equation ͓Eq. ͑4.6͔͒, one has the requirement − trap constant. One expects the next departure to be smaller in magnitude than the current one, which is to say that the correction coefficient ought be negative. Notice how the bare particle fluctuation coefficient may be used in the final expression to obtain a result correct to linear order in the trap constant. This accomplishes one of our aims, at least at the pair level, to express the result in terms of a bare particle correlation and corrections explicitly dependent on the trap. The fluctuation coefficient that appears here is related to the bare particle correlation function by A 0;11 2 ͑͒ = A 0; 22 2 ͑͒ =−k B / 2Q 0 ͑͒. In the intermediate or Markov regime, the correlation function is a linear function of , Q 0 ͑͒ϳ͉͉D, ͉͉ տ * . In terms of the node itself, using y i = x i − x͑t i ͒, in the Markov regime one has the result
͑4.22͒
Here and everywhere, ␤ ϵ 1 / k B T. If the trap is stationary at b, then x͑t͒ = b, and this result becomes
͑4.23͒
This gives the most likely coarse velocity as
The dependence here on the direction of time, ϵ sign͑͒, is a consequence of the time symmetry of equilibrium fluctuations ͑in the future the system will most likely return to equilibrium, and in the past the system most likely came from equilibrium͒. This result is equivalent to the classical drag law, where the velocity is proportional to the applied force and is equivalent to Smoluchowski's equation for the time evolution of the probability distribution in the high friction regime. For a trap in uniform motion, ḃ = const., the most likely velocity is equal to the trap velocity. So the most likely displacement from the trap minimum must be such that the external force causes the particle to move with the same velocity as the trap, F 1 = ḃ / ␤D, or
͑4.25͒
Note that we take Ͼ 0 because in the steady state the system seeks to return to equilibrium. Inserting this result into Eq. ͑4.22͒ shows that the most likely next position is given by
͑4.26͒
This result holds for ͉͉ տ * and uses the fact that b͑t 2 ͒ = b͑t 1 ͒ + ḃ. This may be rearranged for the most likely future position,
This is independent of the velocity of the trap. The general result, Eq. ͑4.21͒, may be written
where the most likely force is F ͑t 1 ͒ = ͓b 1 − x͑t 1 ͔͒. It was just shown that the final two terms of the second equality cancel for uniform motion and for տ * ͑see also below͒. More generally, the magnitude of these two terms individually decreases with decreasing , and so the final expression can be used with arbitrary accuracy when is small enough.
Note that x 2 ͑x 1 ͒ is a mathematical object that is used in the non-Markov corrections given below, and that what is being asserted here is that the final expression for x 2 ͑x 1 ͒ is an accurate expression for small enough . This is not the same as saying that x 2 ͑x͑t 1 ͒͒ alone is an accurate prediction for x͑t 2 ͒, since this is definitely not true for small when the prior history cannot be ignored.
The present result for x 2 ͑x 1 ͒ per se is applicable to a real system when the initial conditions can be ignored, which means that one must be in the Markov regime, ͉͉ տ * .
͑4.29͒
One needs to assume that the force is constant on this interval, which, for a time-and space-dependent force, means that ‫ץ‬F͑x,t͒ ‫ץ‬t Ӷ F͑x,t͒, ͑4.30͒
and that ͓x 2 − x 1 ͔‫ץ‬F͑x,t͒/‫ץ‬x Ӷ F͑x,t͒.
͑4.31͒
Using the most likely position, intermediate, and a harmonic trap, this last restriction becomes ͉͉␤D Ӷ 1.
͑4.32͒
Provided that one can find a ͉͉ that is small enough to satisfy these, but that is still greater than * , then the Markov analysis is valid. This means that the most likely velocity of the particle is independent of the value of , and that the classical drag law, Eq. ͑4.25͒, applies.
C. First correction to Markov
Now consider the triplet case, The first term on the right hand side is the Markov approximation, and the second term is the non-Markov correction, since it is only nonzero when c 31 3 ͑͒ 0, which is to say that x 1 at t 1 affects the particle at t 3 even when its position x 2 at the intermediate time t 2 is specified.
In the absence of a trap, y i = x i and x 3 ͑x 2 ͒ = x 2 , and x 2 ͑x 1 ͒ = x 1 . Hence one may take the bracketed term to be linear in the trap constant, and so to obtain the result for x 3 ͑x 2 , x 1 ͒ correct to linear order in the trap constant, one may use the bare particle result for the non-Markov fluctuation coefficient, c 31 3 ⇒ c 0;31 3 . We leave it as an exercise for the reader to show that
This reflects the time symmetry of equilibrium fluctuations. Hence one may write
We do not assume that ͉͉ Ͼ * , since we are interested in the non-Markov regime. Using Eq. ͑4.28͒ we have
Note that A 0;22 2 ͑͒ is an even function of . Hence the first non-Markov expression with the force shown explicitly is
͑4.40͒
This result used Eq. ͑4.28͒, which is based on the most likely position for a trap in uniform motion. For a trap with uniform acceleration b , the most likely position is the one that causes the acceleration of the particle to equal that of the trap. Using the present third entropy result, the most likely coarse acceleration is
͑4.41͒
We seek x 2 and x 1 such that the coarse acceleration is equal to b and that ͓x 2 − x 1 ͔ / = ḃ 2 . In the Markov regime c 0; 31 3 ͑͒ = 0 and one obtains
If is small enough so that ͉b ͉ Ӷ ͉ḃ ͉, then this result is consistent with Eq. ͑4.25͒. This shows that Eq. ͑4.28͒ may be used at the pair level whatever the motion of the trap provided that the time interval is small enough.
D. Second correction to Markov
The next correction term comes from the case n = 4, and we need to rearrange the expression 
͑4.46͒
This expression is entirely analogous to the n = 3 case, Eq. ͑4.38͒. As in that case, we can use the bare particle fluctuation result, c 41 4 ⇒ c 0;41 4 , as is now shown. The three particle term that appears on the right hand side may be successively substituted with the left hand side, with appropriate arguments. This gives
͑4.47͒
The first equality follows from one substitution of the previous expression for the three node result, and the second equality follows by a second substitution, this time of the first equality. Comparing the first equality with the final equality, one concludes that the final term must vanish. Hence one has The last term in braces contains the terms x 2 − x 1 , x 3 − x 2 , and x 2 . Since each may be taken as linear in the trap constant, one can make the replacement c 41 4 ⇒ c 0;41 4 . This then is the second order correction to the Markov result to linear order in the trap constant, with the bare particle correlation functions and with the external force appearing explicitly. Because the local force appears evaluated at each position along the trap, the result is applicable to a general time-dependent potential, not just to the time-dependent harmonic potential that was used to derive it.
E. nth correction to Markov
We now revert to the notation used in the previous section, x j n ϵ͕x j−n+1 , x n−j+2 , ... ,x j ͖, and similarly for y j n ϵ x j n − x͑t͒ j n . We shall not distinguish the case when the vector is in the reverse order, as this ought be clear from the context. With this notation, the most likely terminal departure in the general case is 
͑4.49͒
where the first term on the right hand side is the order n −2 approximation, ȳ n ͑x n−1 n−2 ͒. The final term is the difference between this and the order n − 1 approximation for the common terms. Using the general reduction conditions and persymmetry relations, it may be rearranged as − ͚ 
Hence, one has the general result that
This is entirely analogous to the results established above for n = 3 and n = 4. The final term in the brackets is the order n − 1 approximation for x 1 . Hence one can use successive substitution to show that certain terms must vanish. The final result is
We have used the bare particle fluctuation coefficient here, as the brackets contain terms proportional to the difference between successive nodes, and the force at those nodes, and so to linear order in the force the bare particle coefficient may be used. This expression is readily evaluated by recursion, stopping at the pair level, which is given explicitly by Eq. ͑4.28͒.
F. Variational principle
We now reformulate the general variational principle as the bare fluctuation matrix plus a matrix dependent on the trap. We have for the path entropy
͑4.54͒
The quantity A = 0 n is the bare particle fluctuation matrix that was discussed above and it obeys the more general reduction condition ͓Eq. ͑4.6͔͒.
In general, the coefficients B nj n are A 0;nn n / times the coefficient of F j in the expressions of x n ͑x n−1 n−1 ͒. The matrix is symmetric about both diagonals, and B nn n = B 11 n = 0 and B n1 n = B 1n n = 0.
͑4.55͒
These come from the expressions obtained above for x n , none of which contain F n or F 1 when n Ͼ 2. For the case n = 1 one has B 1 =−1/ T. For n = 2 one has B 12 2 =−1/ 2T and B 22 2 =0. 
͑4.59͒
The remaining entries may be obtained by symmetry and reduction.
For the case n = 5 one obtains
In the general case the B nj n may be determined from the fact that, in general,
͑4.63͒
Using the general expression for the Markov corrections, Eq. ͑4.53͒, for j ͓2,n −1͔ this may be written
Hence one has 
͑4.65͒
͑4.66͒
This, together with the symmetry, persymmetry, and reduction relations, allows all the coefficients to be determined. The above expression gives a variational expression for fluctuations with the trap contribution to the fluctuation matrix shown explicitly. Perhaps more useful would be to have a variational expression for the path itself. The most likely terminal position, Eq. ͑4.53͒, when evaluated by recursion down to the pair level using Eq. ͑4.28͒, is a linear equation in the nodes and in the trap minima that is satisfied by the most likely trajectory x͑t͒ n . It can be written in vector form
The coefficients P j n and Q j n are related to the A 0;nj n and B nj n given above: P n n =1,
and Q n n =0,
͑4.69͒
One can consider the n nodes as a subset of a larger trajectory of m nodes, and one can form the m ϫ m diagonally banded, lower-triangular matrices P = ͑n;m͒ and Q = ͑n;m͒ formed using these as row vectors, and otherwise padded with zeros: P ij ͑n;m͒ = P j−i+n n , 0ഛ i − j ഛ n − 1, etc. ͑This is the order n approximation. The matrices A = 0 m and B = m are dominated by their diagonal entries, and only the central 2n +1 bands need be kept if desired.͒ With this the path entropy is
The fluctuation matrix can be written explicitly as A = 0 m + B = m , as above. In the second term, since Q = ͑n;m͒ in linearly proportional to , the two other matrices can be replaced by their bare particle versions. Maximization of this expression yields the most likely trajectory, x͑t͒ m .
G. Oscillating, harmonic trap
We now intend to obtain the most likely trajectory in the presence of an oscillating force. We solve by recursion the general expression for a trajectory written in terms of successive Markov corrections, Eq. ͑4.53͒, stopping at the pair result, Eq. ͑4.28͒. We use a sinusoidal ansatz for x͑t͒ and solve the resultant equation for the amplitude and phase lag. The procedure is to replace the left hand side of Eq. ͑4.53͒ by x͑t n ͒ and to expand the right hand side to the level of explicit nodes, Eq. ͑4.28͒, and then to replace the x i that appear by x͑t i ͒, i =1,2, ... ,n −1.
Consider a Brownian particle subject to a moving pinning potential U͑x , t͒ = ͓x − b͑t͔͒ 2 / 2. The force is F͑x , t͒ =−͓x − b͑t͔͒. Consider an oscillating trap, b͑t͒ = B cos t. We assume that the response is of the form x͑t͒ = X cos͑t + ͒. The nodes are taken to be t j = t 0 + j. The results are valid for arbitrary t 0 , and so we shall equate coefficients of cos t 0 and sin t 0 . The analysis is expected to be valid for Ӷ 1. However, we cannot assume that j Ӷ 1. Using the abbreviation C j ϵ cos j and S j ϵ sin j, we find x j = X cos͑t 0 + j + ͒ = X͓C j cos − S j sin ͔cos t 0 − X͓S j cos + C j sin ͔sin t 0 .
͑4.71͒
The force at a node is F j ϵ F͑x j , t j ͒ =−͓x͑t j ͒ − b͑t j ͔͒, or
͑4.72͒
n =2
The case of n = 2 is the Markovian case, which yields the classical drag law for տ * . For arbitrary it may be written
͑4.73͒
with A 0;11 2 ͑͒ =−k B / 2Q 0 ͑͒. Setting x 2 ͑x 1 ͒ = x͑t 2 ͒, using the above expressions for the nodes and the forces, equating the coefficients of cos t 0 and of sin t 0 , we find that tan =
͑4.74͒
and that
n =3
The term that includes the first correction to the Markov result may be written 
͑4.77͒
One sees that this is just the Markov result, scaled by ͓A 0;33 3 − A 0;31 3 ͔ / ͓A 0;33 3 + A 0;31 3 ͔. For Շ * , this factor departs from unity ͑and A 0;11 2 departs from −k B / 2 ͉ ͉ D͒, and one expects the range of validity of this expression to extend to higher frequencies than the Markov result.
n =4
For the case of n = 4 the most likely terminal position is Equating the coefficients of cos t 0 and sin t 0 , it is tedious but straightforward to show that the phase lag is given by
͑4.82͒
It may be seen that this reduces to the n = 3 result when c 0;41 4 =0. Figure 3 tests the present second entropy theory based on the particle correlation function. The fluctuation matrix was obtained by inverting the bare particle correlation matrix Q = , which was obtained using the fact that Q͑͒ = Q͑0͒ − Q 0 ͑͒, with Q 0 ͑͒ obtained directly from the simulations and Q͑0͒ set equal to 1000. The results did not change when Q͑0͒ = 10 000. It can be seen that the second entropy theory systematically improves as higher orders of n are used, at least for small . Once n is large enough to be in the Markov regime, there is no further change on going to larger n, as is shown by the results for n ജ 3 when = 0.5, ͓Fig. 3͑a͔͒. The Langevin prediction, Eq. ͑3.54͒, which is the bold curve   FIG. 3 . Phase lag for a harmonically driven Brownian particle in a soft sphere solvent. The symbols are simulation data, and the curves are the second entropy prediction using the bare particle correlation function, for n =2 ͑solid͒, 3 ͑dashed͒, 4 ͑dotted͒, and 5 ͑dash-dot͒. ͑A͒ = 0.5. The bold line is the Smoluchowski prediction, the bold solid curve is the Langevin prediction, and the bold dashed curve is the generalized Langevin prediction. ͑B͒ = 0.2.
Results
in Fig. 3͑a͒, uses the diffusion constant D . This is the reason that it does not coincide with the n = 2 case in that figure, which effectively uses D͑͒.
The generalized Langevin prediction used an exponential memory that gave the velocity autocorrelation function of Eq. ͑2.8͒ and Fig. 1͑b͒ . Closely following the analysis in Sec. 7.6 of Ref. 15 , this was used in conjunction with dynamic linear response theory to obtain
where ␥ is the friction coefficient. Somewhat surprisingly, the generalized Langevin theory performs worse than the simple Langevin theory. In order to get reasonable agreement with the simulated tan , in the figure we used a more shortranged memory function, Ϸ 100, than the one that gave the best fit to the velocity autocorrelation function, = 13.82. The interpretation is that either the memory function is not well modeled as an exponential, or else that one needs to go beyond the first order generalized Langevin theory.
It can be seen that for higher n the second entropy theory is predicting correctly the memory effects in the fluid. Going to smaller values of enables higher frequency forces to be described, ͓Fig. 3͑b͔͒, provided that a large enough value of n is used so that n is sufficiently large to neglect initial conditions. Note that the apparent alternation of the second entropy theory with n about the simulation data does not persist for higher values of n than those shown.
V. CONCLUSION
Two theories were developed in this paper to describe the motion of a Brownian particle driven by a time-and space-dependent force. The first theory was based on the velocity autocorrelation function. It has the virtue of being represented as a variational principle and of requiring as input only the velocity autocorrelation function of the bare particle. It has the additional feature that an exponential velocity autocorrelation function in the limit of infinitesimal time intervals yields the classic Langevin result for a damped harmonic oscillator. It has the weakness of being surprisingly sensitive to the choice of time interval, and for small time intervals it is also sensitive to the precise details of the velocity autocorrelation function.
The second theory was based on the position correlation function. It gave systematic corrections to the Markov description of driven Brownian motion, which is the level of description implied by the Langevin equation. These corrections account for the memory effects that become increasingly important at high frequencies. The theory has the virtue of only requiring the bare particle position correlation function as input. It has the additional virtue of steadily improving with increasing order and of having a dependence on the time interval that is both readily interpretable and easily controllable. Finally, the external potential appears explicitly in the theory as the force evaluated at each point in time and space of the path. This means that the theory holds for an arbitrary external potential, not just the harmonic potential that was used to illustrate it.
Both of the theories developed here are perturbation theories, which is to say that they divide the problem into a hard and an easy part. The hard part, which has only to be done once, is the simulation of the bare particle to obtain the time correlation functions. The easy part is using these functions to obtain results for an arbitrary external potential with arbitrary time dependence, and this can be done for as many cases as desired. For the present problem, the easy part took minutes to program and milliseconds to run.
The two theories developed here further illustrate the power and scope of the second entropy theory for thermodynamics and statistical mechanics. Both theories have application beyond Brownian motion to the general class of stochastic processes. The present results are the first detailed results obtained with the theory for time varying phenomena, and they show that the theory is not restricted to the steady state, contrary to what is implied by the main title of the present series of papers.
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APPENDIX A: SIMULATIONS
A solute in a bath of 3095 solvent particles was simulated. A soft sphere potential was used, u ij ͑r͒ = ͓ ij / r͔ 12 , and this was cut off at 5.2 for the solute and 1.7 for the solvent. The solute had a diameter of 00 = 4 and a mass of M = 10, and the solvent had a diameter of 11 = 0.5 and a mass of 1. Molecular dynamics were used, with the equations of motion being integrated by a leap-frog scheme. The temperature was set at 3 by a Nosé-Hoover chain thermostat with a thermostat relaxation of 20. 35 We checked that the results were insensitive to this choice.
Periodic boundary conditions were used. In the simulation presented in the text the cell was cubic of edge length of 16.48. Some tests were performed with a parallelepiped 49.44ϫ 32.96ϫ 16.48, and the diffusion was measured in the three orthogonal directions. Some quantitative dependence, approximately equal to three times the standard error, was found. The time correlation functions for the bare particle were obtained by averaging over the trajectory.
In further simulations a harmonic oscillating trap was imposed on the solute, with spring constant = 16.8. In most cases the amplitude of oscillation was 2.5. It was confirmed that the simulations were in the linear regime; doubling the drive amplitude to 5 did not change the phase lag or the relative response amplitude. The thermostat appeared sufficient to dissipate the heat created by the work being performed, and no evidence of local heating of the solvent was found. The phase lag and amplitude of the solute were determined by averaging over the trajectory. It was found that the fluctuations about the most likely path were Gaussian in nature with variance / k B T, in agreement with Eq. ͑4.12͒ ͑Ref. 34͒ and with experimental data.
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