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INTRODUCTION 
Recently best L ,-approximation of continuous functions was extensively 
studied. 
Galkin [2] and Strauss [lo] showed that the problem of best approx- 
imation of continuous functions by polynomial splines has a unique solution. 
Micchelli [S] considered best L,-approximation by weak Chebyshev 
subspaces and studied a class of functions for which the best approximation 
is the unique solution of an interpolation problem with nodes independent of 
the functions. DeVore [ 1 ] has established a very nice condition for unique 
one-sided best L,-approximation which is very useful in applications to 
special functions. 
In this paper we give first, a similar condition ensuring uniqueness of best 
L,-approximation. This condition can be considered a generalized Haar 
condition. Using it, we give a short proof of uniqueness of best L,- 
approximation from subspaces of spline functions. 
Then we consider the relationship between best L,-approximation and 
certain classes of perfect splines. We characterize best L ,-approximations 
from spline subspaces using perfect splines. We construct bounds for the 
error of best L,-approximations from spline subspaces which satisfy certain 
boundary conditions. These estimates have an application in numerical 
integration. 
1. UNIQUENESS IN L ,-APPROXIMATION 
In this section we shall develop conditions ensuring that the best approx- 
imation of a continuous function in the L,-norm is unique. 
We shall need the following notation: Let C[a, 61 be the space of 
continuous real-valued functions on the interval [a, 61 normed by 
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i/f/i = .I‘,” If(x)/ dx. IffE Cla, bj then Z(f) = {x E ICI, b):f(x) = O}. and two 
zeros x,, x2 offare said to be separated if there is an x0, .Y, < x,, < .Y:. such 
that f(xO) # 0. 
The following condition will turn out to be very important for uniqueness 
in L ,-approximation. 
DEFINITION 1.1. Let V=span(c,...., c,} be a subspace of C/a. bj such 
that every function ~1 in V has only a finite number of separated zeros. We 
say that the subspace V satisfies condition A. if there exists. for ever) 
nonzero u in V and every finite subset 2, = {I,..... t,} of Z(c)P (a, b). a 
nonzero w in V such that 
(a) (-1)’ w(x) >O for .YE Ifi~ ,. [;I. i- I..... r + 1. where f,, =u. 
t rt I = b; 
(b) if u vanishes on an open subset of [a, b 1, then II‘. too, vanishes 
there. 
A similar condition concerning one-sided L ,-approximation was suggested 
by DeVore [ 11. 
EXAMPLE 1.2. Every finite dimensional Chebyshev subspace of Clu. b j 
satisfies condition A. 
In Section 3 we show that subspaces of spline functions with fixed knots 
also satisfy condition A. 
Condition A can be considered a generalized Haar condition. 
Next we shall need the following results on L,-approximation. 
THEOREM 1.3. Let V = span{u, ,..., L‘,,} be an n-dimensional subspucr of 
C/u, bJ and f be a fincfion in C/u. b J: 
(a) The function L’~ in V is a best L,-approximation from C’ to,Jl i.e., 
i/f- co!/ < i/J- ~‘11 for all L’ in V, ifund on& if 
! rb c(x) sgn(f- L’~)(x) dxl < i 
.n .‘71, r” 
) ! Pi dx 
,for all ~1 in V. 
(b) Let L’,, c2 be two best L,-approximations then 
(f(x) ~ ~,(-~))(S(X) - h(X)) > 0. .uE ju, bj. 
Proof. See Rice (8, pp. 104. 107 1. 
THEOREM 1.4. Let V be an n-dimensional subspuce of‘ C[u. b I sutisj.~~ing 
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condition A. Then every function f in C[a, b] has a unique best L,- 
approximation from V. 
Proof. Let vi, v2 be two best approximations to J We conclude from 
Theorem 1.3 that 
u-(x> - v,(x>>u-(xl - h(X)) > 05 x E [a, b]. 
W.l.o.g., we may assume that v2 = 0. Then it is obvious that (l/2) v, is also 
a best approximation. Moreover, we have 
If(x) - (l/2) v,(x)1 = (l/2) If(x) - v,(x)1 + (l/2) If(x 
Hence it follows from if(x) - (l/2) vi(x)l = 0 that If(x) - vl(x)l = 
) f(x)1 = 0. Therefore, v,(x) = 0 if f(x) - (l/2) vi(x) = 0. 
Now we conclude from condition A that there exists a nonzero v, in V 
satisfying 
u-(x> - (l/2) Vl(X>) vo(x) 20, x E [a, b], 
W,) - (l/2) VI(XO)) vl&) f 0 
for some x,, and the measure of the set (x: x E Z(v,), x 65 Z(v,)} is zero. 
Therefore 
11” s&f(x) - (l/2) v,(x)) vdx) dx 1 > 0. 
a 
Moreover, it follows that 
I z(f-(,,2)” ) I4x>l dx = 0. I 
We conclude from Theorem 1.3 that (l/2) v, is not a best approximation. 
This contradiction proves the theorem. 
2. SUBSPACES OF SPLINE FUNCTIONS 
In this section we consider subspaces of spline functions with fixed knots 
satisfying certain boundary conditions. 
Let S be the subspace of polynomial spline functions with fixed knots, 
a <x, <x2 < ... < x, < b, having multiplicities m, ,..., m,, respectively. 
Hence every s in S has the form 
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Let I c {O,..., n - 1 } and J c (O...., n - 1 } be two preassigned subsets of the 
set of indices (O,..., n - 1 } 
I = {i,.}f! 1. J={j}T ,. 
We denote by S(C), where C = {I. J} the subspace of S satisfying 
S(C) = {s E S: s’i’(u) = 0, i E I. 
P(b) = 0.j E J}. 
Corresponding to I and J we define the sets 
Z’=(n-i- l:iE {O ,..., n-l}\,J}={i:,}f 7. 
J’=(n-j- 1:jE {O ,.... n- l}\Jt= {j;,};!::‘. 
It follows that (r’)’ = I and (J’)’ = J. 
We shall also need the following definitions. 
A subset {pi,..., un) of linearly independent functions of C/a. b 1 is called a 
weak Chebyshec system if every function 2% in V = span{ c, . . . . . v,,} has at 
most n - 1 sign changes on [a. b]. The subspace V is called a ic,eak 
Chebvshev subspace. The subset {z>~}: is called a complete ti-euk Chebvsher 
system if the subsets (L’~}! are weak Chebyshev systems for k = I..... n. The 
subspace V is called a complete weak Chebyshec subspuce if V contains a 
basis {vi}; which is a complete weak Chebyshev system. 
It will be necessary that the sets I and J satisfy certain conditions. 
Let I and J be subsets of {O,..., II - 1 } such that 
M, , + r> 1’. L’ = I...., II. (2. I ) 
where r = II + k -p - q > 0 and M,, counts the number of terms in 
{il ,.... i,,j, . . . . . j,) less than or equal to r. 
LEMMA 2.1. Let S(C) be gigen where C = {Z, J} sati.@ conditions (2.1 ). 
Then S(C) is weak Chebyshev subspuce of dimension r = n + k -p - q. 
Proof. This result is shown by Micchelli and Pinkus [ 7 ] for simple knots 
but it is also true for multiple knots. 
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LEMMA 2.2. Suppose that I and J satisfy conditions (2.1). Then the 
corresponding subsets I’ and J’ satisfy 
ML-, +k>v, v = I,..., n, (2.2) 
where Mh counts the number of terms in {ii ,..., iA-,, j; ,..., j; -4} less than or 
equal to v. 
Proof: It can be shown that IV&-, = 2v-p-q +Mnpupl, v= l,..., 
n - 1, and it follows from the assumptions that M,-,- i -t r > n - v, v = I,..., 
n - 1. Since r= n + k-p -q we obtain ML-, + k> v, v = l,..., n - 1. 
Moreover, M; _, + k = 2n -p - q + k = r + n. This proves the lemma. 
Henceforth it is always required that the boundary conditions C of S(C) 
satisfy conditions (2.1). 
3. UNIQUENESS IN L,-APPROXIMATION FOR SUBSPACES OF SPLINE 
FUNCTIONS 
Uniqueness in L,-approximation for subspaces of spline functions has 
been shown in [2, lo]. Here we want to give a simple proof of uniqueness 
using the results of Section 1. Moreover, we consider approximation 
problems satisfying certain boundary conditions. These results can be 
applied to numerical integration. 
LEMMA 3.1. Let V be an n-dimensional weak Chebyshev subspace of 
C[a, bl. 
(a) Then V is a complete weak Chebyshev subspace. 
(b) Given a=x,<x,<... < x,-, < x, = b. Then there exists a 
nontrivial v in V such that 
(-l)i+l V(X)>Oy xi-l <X<Xi, i = l,..., n. 
Proof: (a) See Sommer and Strauss [9]. 
(b) See Jones and Karlovitz [3]. 
Now we shall show the following result: 
THEOREM 3.2. The subspace S(C) satisfies condition A. 
ProoJ Let s be a function of S(C). We shall distinguish the following 
cases: 
(a) Suppose that s has no zero interval. According to Lemma 2.1, 
S(C) is a weak Chebyshev subspace. It follows from Lemma 3.1(a) that 
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S(C) is a complete weak Chebyshev subspace. Assume that s has the zeros 
U = ( ui}‘i, t < r, on (a, b). Let U, = (vi}‘; be a subset of U. Then there exists 
a weak Chebyshev subspace of dimension v + I of S(C). It follows from 
Lemma 3.1 that there is a nontrivial s, E S(C) 
(-lYsI(4w, xE [“iplt ui], i = l,..., v + 1. 
u. = a, c’,. t , = b. 
(b) The function s has a zero interval. Assume that [xi, -uj] is a subin 
terval such that s(x) = 0, x E [xi, xj] and s has no zero interval on [a, xi]. 
We define 
V, = (s l,a,xil : s E S, s’i’(a) = 0, i E I, 
sci)(xi) = 0,j E 0 ,..., m - m, - 1 }. 
Let U = (ui): be the set of zeros of s on (a, xi) and let (vi}‘; be a subset of U. 
It follows from (a) that there exists some FE V, satisfying 
(-l)i f(x) > 0, X E IUi- 13 uj]y i = l,..., v + 1. 
u,, =x”, L’,., , = xi. 
Then we define s, E S(C) by s,(x) =5(x), XE la,xi) and s,(x)= 0 
elsewhere. 
(c) Similarly a function s, can be constructed if xi = a, s, < b. 
This proves that S(C) satisfies condition A. 
Now we shall study an approximation problem satisfying boundary 
conditions. Let the subspace S in Cla, b] be given. Let C = (I. J) be 
boundary conditions satisfying (2.1). Suppose that g in Cla, b] is a function 
such that g”p’(a) exists if I # 0 and g”q’(b) exists if J # 0. We define 
V,(C) = {s E S: s(‘)(a) = g’“(a), i E 1. 
s”‘(b) = gv”(b),j E J}. 
It is well-known that V,(C) # 0 if I and J satisfy (2.1). 
THEOREM 3.3. There is a unique function s0 in V,(C) satisjjing 
II g - s,,l/ < II g - s/I for all s E V,(C). 
Proof: Let S be a function of V,(C). We definef= g - S. It follows from 
Theorem 1.4 and Theorem 3.2 that there exists a unique best L,- 
approximation s, from S(C) to J: Hence s,, = S+ s, is the unique function 
satisfying 11 g - solI < 11 g - s 11, s E V,(C). 
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Finally we shall give an example that unicity is not true for weak 
Chebyshev subspaces, in general. 
EXAMPLE 3.4. We define the following functions on [0, 51. Let 
VI(X) = 1, 
o<x< 1 
1<x<4, 
4<x<5 
o<x< 1 
l<x<4 
4<x<5 
Then every function of V = span{ u i, v2} has at most one sign change, i.e., V 
is a weak Chebyshev subspace. On the other hand, we have for 0 <c < 1 
that 
I 
5 
u?(x) sgn(f- CUE) dx = 0, 
0 
2a = ul(x) sm(S- 4(x) 4 < lz(fpCli-) I~l(xW= 3. 
Hence we conclude from Theorem 1.3 that cv,, 0 < c < 1, are best approx- 
imations toj 
4. L ,-APPROXIMATION AND PERFECT SPLINES 
In this section we shall show that best L,-approximation for subspaces of 
spline functions is closely related to certain classes of perfect splines. 
A perfect spline of degree n (n > 1) with r knots on [a, b] is a function of 
the form 
n-1 
P(x) = c 
( 
xn + 2 i (-I)‘@ - 24: 
1 
+ x ajxj (4.1) 
i=l j=O 
where c, a, ,..., a,-, are real constants and the knots {ui} satisfy 
a < u, < ... < u, < b. 
Let S be the subspace of Section 2. Suppose that f and s are two functions 
such that f~ C@) [a, b] and s E S. 
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Repeated integration by parts yields the identity 
lb (f- s)(x) P(“)(x) dx 
-(I 
n-1 
= x (-l)j(f- s)(i’(x) p(n- i 1)(x) it 
i-0 
+ (-1)” I.*j+)(x) P(x) dx. 
” LI 
(4.2) 
The following class of perfect splines will be very important. 
Let S(C) be a subspace where C = {I.J} satisfies (2.1). Suppose that 
C’ = (I’, J’} are the boundary conditions corresponding to C. Let P(C’) be 
the set of perfect splines of degree n satisfying 
PCi)(a) = 0, i E I’, P”‘(b) = 0. j E J’. 
PU) (Xi) = 0, j = O,.... m, ~ 1 for i = l..... m. (4.3) 
iP( = 1. 
It is said that the class P(C’) corresponds to S(C). 
LEMMA 4.1. There exists a perfect spline P in P(C’) with at most 
n+k-p-q knots. 
Proof. See Karlin 141. 
LEMMA 4.2. Let h be a function such that h(x) = ~(-1)~ a.e. on (li , , t, ). 
where a = to < t, < . . . < t, + , = b, i = I,..., r + 1 and E E (- 1, 1 } satisfying 
(* s(x) h(x) dx = 0 
‘0 
for all s E S(C). Then there exists a perfect spline P E P(C’) satisjjling 
PC”) = h a e . . 
ProoJ Let P(x) be of the form (4.1) where fj = ui, i = l,..., r. Then we 
determine the coefficients a, ,..., a,, , of P such that the first n conditions of 
(4.3) are satisfied. Since the boundary conditions C’ satisfy (2.2) the set {a,) 
is uniquely determined. Then it is possible to prove with identity (4.3) where 
f 5 0 that the other conditions of (4.3) are also satisfied. (See also ( Il. 
Theorem 2.3 1.) 
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Henceforth we shall always consider a function g and a subset V,(C) 
satisfying the properties of Section 3. 
THEOREM 4.3. Let s, be a function in V,(C) such that g-s,, vanishes 
only on a set of measure zero. Then so is a best L,-approximation to g out of 
V,(C) if and only if there exists a perfect spline P in P(C’) where P(C’) 
corresponds to S(C) such that P(“) = sgn( g - s,) a.e. 
ProoJ (a) Let s0 be a best approximation. Then it follows from 
Theorem 1.3 that 
1 
6 
s(x) w(g(x) - q,(x)) dx = 0, s E S(C). 
a 
Hence it follows from Lemma 4.2 that there exists a P in P(C’) satisfying 
PC”) = sgn( g - s,) a.e. 
(b) There is a P (C’) such that P(“’ = sgn( g - s,) a.e. Let f = 0 in 
(4.2). Then it follows from this identity that 
jds(x)P(‘)(x)dx=O, sES(C). 
“(I 
We conclude from Theorem 1.3 and Pen’ = sgn( g - so) a.e. that 0 is a best 
approximation from S(C) to g - sO. Hence s, is a best approximation to g 
out of V*(C). 
THEOREM 4.4. Let s, be a best L,-approximation to g in Co” [a, b] out of 
V,(C). Suppose that g - s,, vanishes on& on a set of measure zero. 
(a) Then 
0 g - so/I 2 1 (b g’“‘(x) P(x) dx / 
a 
for all P in P(C’). 
(b) There exists a P, in P(C’) such that 
II g - so II = j jb g’“‘(x) Po(x> dx I . 
II 
ProoJ: (a) It follows from IP( = 1 that 
i 
b 
I g(x) - s&l dx > 
D 
j; (g(x) - 4~)) P(‘%> dx 
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for all P in P(C’). Then we conclude from (4.2) that 
/j; (g(x) - s,,(x)) P(“)(x) dx I = / fh g’“‘(x) P(x) dx / 
‘0 
(b) Let P, be the perfect spline of Theorem 4.3 corresponding to the 
best approximation s,,. Then 
lb (g(x)-s,(x)1 dx = i [*(g(x) - S,,(X)) Pr’(x)dxi 
-0 -” 
Now the assertion follows as in (a). 
5. ESTIMATES 
In this section we want to estimate the error in L,-approximation for some 
special problems. The estimates have an application in numerical integration. 
THEOREM 5.1. Let g in C’“‘[a, bJ and V,(C) be given. Suppose that so is 
a best L,-approximation to g out of V,(C) and g - s0 vanishes on/-y on a set 
of measure zero. Then there exists a P, in P(C’) satisfying 
II g - s,,// < llP,Il, II g’“‘l~ 
where lIPoIls = ma%..., lP&)l. , x 
Proof: We conclude from Theorem 4.4(b) that there is a perfect spline P,, 
in P(C’) such that 
II ‘k-4 = I!” 
I 
g’“‘(x) P”(x) dx 
Hence 
II g-sol/ G IIPollm, II &?‘I. 
Micchelli, Rivlin and Winograd [6] proved the following result. 
LEMMA 5.2. Let P, be a perfect spline of degree n satisJving P(xj) = 0. 
i = O,..., k+lforO=x,<x,<...<x,+,. Then 
llpll, < ki il PC”) IL . i= 1.2 
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k, = A”/4n, k, = ((n - l)“- ‘/n!)(A/2)” (5.1) 
THEOREM 5.3. Let g in C(‘) [0, 1 ] be given. Suppose that V,(C) = 
(sES:(g-s)‘“(O)=(g-s)“‘(l)=O, i=O,...,n-2), where 0=x,< 
Xl < “‘<xk<xk+,= I are the knots of S. Suppose that so is a best L,- 
approximation to g out of V,(C) and g-so vanishes only on a set of 
measure zero. Then 
II g - SOII ,< kt II gcn) I/> i=1,2 
where k,, k, are deJned in (5.1). 
Proof We conclude from Theorem 5.1 that there exists a perfect spline 
PO satisying Po(xi) = 0, i = O,..., k + 1, IIPF’II, = 1 and 
II g--011 < llPollm /I‘PII. 
Then the assertions follow from Lemma 5.2. 
Remark. These results can be applied in numerical integration. The 
relationship between L ,-approximation with spline functions and best 
quadrature formulae was studied by Strauss [ 1 l] in detail. Using the 
theorems of this section we are able to give estimates for the remainder 
functionals of these best quadrature formulae. 
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