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Abstract
Each semigroup describing time evolution of an open quantum system
on a finite dimensional Hilbert space is related to a special structure of this
space. It is shown how the space can be decomposed into orthogonal sub-
spaces: One part is related to decay, some subspaces of the other subspace
are ranges of the stationary states. Specialities are highlighted where the
complete positivity of evolutions is actually needed for analysis, mainly for
evolution of coherence. Decompositions are done the same way for discrete
as for continuous time evolutions, but they may show differences: Only for
discrete semigroups there may appear cases of sudden decay and of per-
petual oscillation. Concluding the analysis we identify the relation of the
state space structure to the processes of Decay, Decoherence, Dissipation
and Dephasing.
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1 Introduction
Time evolutions of open quantum systems are not appearing as unitary maps, in
general they are irreversible. The background of their emergence from the funda-
mental laws of quantum mechanics is reviewed in Section 2. There is no relation
to a generating Hamiltonian acting in the open system alone, so algebraic aspects
have to be studied in a new way. The Hilbert space of pure state vectors is now
insufficient, it is not the stage for time evolution in the Schro¨dinger picture, when
the environment is not included in the description. One has to consider the set
of all states instead, both pure and mixed ones, since mixing properties of states
are in general changing during “dissipative” evolution. This new aspect makes
a fundamental difference to the evolution of closed systems. In the Heisenberg
picture such a time evolution does not preserve the complete algebraic structure
of the set of observables. Linear relations are preserved in time, but commutation
relations, functional expressions and product formulas may change.
In spite of loosing the basic properties of unitary time evolution there remains
a coarse grained relation of existing stationary states and of invariant operators
to a decomposition of the Hilbert space into mutually orthogonal subspaces. For
continuous time – for which the generators of completely positive norm continu-
ous semigroups, representing such time evolutions of open systems with a finite
dimensional Hilbert space have been characterized in [L76, GKS76] – we have
already found such relations: In [BNT08, BN08] we presented a general mathe-
matical discussion of these GKS-Lindblad equations. There we gave also refer-
ences to papers with related results. This analysis included studies of continuity,
of the geometry of paths, details of decay; all of this related to the decomposition
of the Hilbert space into orthogonal subspaces. Importance of this orthogonal
decomposition has been noted, f.e. in [OC10].
Here we drop the assumption of a continuous time, objects of our study are
also discrete-time semigroups. They are gaining interest as engineering processes
to be used in handling of Quantum Information, see [KLV00, BG07, SW10] and
references therein. The main results of structuring the Hilbert space are the same
for discrete and continuous time; but here we find special cases of perpetual oscil-
lations and of sudden decay which may appear only in discrete, not in continuous
time. We offer a new look onto the algebraic essentials concerning stationary
states and invariant operators, and we highlight the specialities where complete
positivity enters.
Our studies concern the interplay, in the course of time evolution, between
the sets of states and the sets of observables with the underlying Hilbert space.
A course grained structure of the Hilbert space emerges, a decomposition into
mutually orthogonal subspaces. There is a precise relation of the state space
structure to the processes of Decay, Decoherence, Dissipation and Dephasing.
Decay transports states from one special subspace to other, remaining subspaces.
Inside each of those there happens Dissipation and Dephasing; “between them”,
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appearing in off-diagonal Matrix-blocks of density matrices, Decoherence takes
place.
Each of these processes has often been studied in special models. What is new,
as far as we know, is the analysis of the general case, where all these processes
may happen simultaneously. Also the process of Oscillation, emerging on another
level then in unitary evolution, seems not to have been discussed earlier in all
generality. The theorems presented in this paper are model-independent and gen-
eral, do not depend on special assumptions, except finiteness of the dimension of
the Hilbert space. We get moreover a new result on the general presence of Deco-
herence, a new aspect of its nowadays widely accepted universality, [BHS01]. It
sheds a new light on Schro¨dinger’s cat-paradox: In the framework of a quantum-
dynamical semigroup, each coherence between dead and alive cat has to decay.
This is discussed at the end under “Conclusions”.
2 The setting of quantum dynamical semigroups
in physics
There is a deep conceptual problem in physics: How can one reconcile reversibility
of microscopic mechanics with irreversibility of macroscopic behavior? Concern-
ing the mathematical aspect, relevant for the present review, is this special part
of the question: How can phenomenological evolution equations, as, f.e. for ex-
ponential Decay or for Dissipation in form of diffusion, giving only semigroups,
emerge from the fundamental laws, which form, when integrated, unitary groups?
W. Pauli was the first one who addressed this problem in quantum me-
chanics and he introduced the master equation [P28]. He replaced Boltzmann’s
“Stoßzahlansatz” by a random-phase-approximation, and he emphasized the ne-
cessity for such extra assumptions to pave the way from reversibility to irre-
versibility. In the following there were attempts to avoid the assumptions of a
repeatedly appearance of random phases. From those lines of thought two are
of relevance for this short review: Van Hove, [vH55], demonstrated the impor-
tance of considering different timescales. One for the “microscopic” laws, another
one for the “macroscopic” evolution, f.e. of cells, in a coarse-grained view of the
system. The weakness of the mutual couplings of the cells, indicated by a pa-
rameter λ, leads to a difference in the two timescales, appearing there as a factor
λ2. Another attack on this problem came from S. Nakajima and R. Zwanzig,
[N58, Z60], using a projection operator to part “relevant” from “irrelevant” pa-
rameters, combined with an assumption of special initial conditions. In the case
when the total system consists of a part which is to be described and an environ-
ment to which this “open” part is coupled, and when the initial state is a product
state, this gives a generalized master equation for open systems. It contains a
memory kernel, not present in phenomenological equations. This is often seen as
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a drawback. It is overcome by combining the Nakajima-Zwanzig method with a
van Hove weak-coupling limit, or with other limiting procedures.
A large amount of studies on non-equilibrium physics has been done on this
basis, 1 see the reviews [P79, LS78, S80]. Mathematically self-contained and
rigorous studies on the now “classical” weak-coupling limit have been performed
by E.B. Davies, [D74, D76, D76b].
Going the route from unitary dynamics for the total system to irreversible
“dissipative” dynamics of its open subsystem is still a difficult task. Often one
wants to formulate evolution equations for open systems directly, without ex-
plicit reference to an environment. Here one has to pose the principle question
on the conditions which have to be fulfilled by such equations, in order to be
compatible with a hidden or unknown unitary evolution in the background. In
the case of linear equations - we are not discussing nonlinear equations as ap-
pearing f.e. in Thomas-Fermi, Vlasov or Gross-Pitaevskii theory - the property of
complete positivity appears in addition to the necessity of preserving positivity.
This has been pointed out by K. Kraus, [K71]. It is not only a consequence of
the mapping’s background in unitary evolution of open system plus environment,
also the possible case when the open system is entangled with a third system,
independent of the environment, demands it, [BF05]. The general form for a
generator of a completely positive semigroup has been characterized for finite di-
mensions of the Hilbert space by Gorini, Kossakowski and Sudarshan, [GKS76],
for norm-continuous semigroups in infinite dimensions by G. Lindblad, [L76]. 2
Working with the “Lindblad Equation” has become a standard tool in the the-
ory of open systems, and many investigations have been done on this basis, see
[AF01, BP02, BF03, AL07] for surveys.
Probably the simplest of the phenomenological laws containing an “arrow of
time” is the law of exponential decay of excited states. Often it is presented
as the most simple Lindblad-equation, treating a two-level system. It has been
“explained” early in the development of quantum mechanics in the theory of
resonances and using Fermi’s Golden Rule. Revisiting these theories with math-
ematical rigor 3 brings examples of deriving equations of decay from Hamiltonian
dynamics, [JP97], but it also demonstrates shortcomings of the old theories: Ex-
ponential decay is a simplification. Without approximations and limits it holds
neither at very short nor at very long times, unless the spectrum of the Hamil-
tonian extends from minus to plus infinity. This has been “known” early, has
1 But there are recent developments, allowing for more general frameworks, as considering
non-Markovian dynamics, [S99], examining couplings of system with environment beyond the
weak-coupling limit, [BF01], and investigating evolutions with correlated initial conditions,
[T07].
2 The problem of characterizing a general form of strongly continuous, not norm continuous
semigroups [D77, A07], is still not completely solved.
3 See [JP95, SW98, MS99, BFS99, DJ04, CGH06, LL09, FGS11, DJN11] and references
therein, - see also the three volumes [AJP06] for surveys.
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been proven by D.N. Williams, [W71], and has then been further studied with
details, see [MS77] and references therein. Fermi’s Golden Rule may hold in the
framework of perturbation theory, but in some cases it has to be modified, as has
been shown in a simple example in [B96], in generality in [DJN11].
Aside from “Decay” there are two other themes of general interest: Approach
to equilibrium and decoherence.
“Approach to equilibrium”, “return to equilibrium” and “entropy production”
have now replaced the “H-theorem” as projects for investigation. Recent papers
in this area are [BFS00, DJ03, F07]. In the framework of quantum dynamical
semigroups it has been studied in [F78, FR06]. Regarding the mathematical
aspect of approach to a uniquely defined state of the open system, it can be
considered together with the existence of a non-equilibrium steady state, which
has been proven in a model in [JP02].
“Decoherence” is a hot theme. It has to do with the transition from the
quantum to the classical, and it is extensively studied, see f.e. [Z03, S04]. A
satisfactory theory seems not to have been developed up to now, according to
the meaning stated f.e. in [CSU11]. Early mathematical studies on this theme
date back to the seventies. Especially H.Primas noted the necessity to regard
already large molecules as open systems in interaction with and entangled with
the environment, [P75]. Modern rigorous works, relevant in the context of open-
system dynamics are [BO03], the chapter in [AJP06] vol.III by the same authors,
[MSB07, O08] and the above mentioned [CSU11].
Each of these three themes appears in this paper, which is a study on processes
in the framework of dissipative semigroups of evolution, without asking any more
on their background. Approach to a Stationary State is given as Decay, Dissipa-
tion and Dephasing. Together with Decoherence these processes emerge generally
as special mathematical aspects of the structuring of the Hilbert space, related
to the quantum dynamical semigroup. In the framework of general open-system
dynamics no reference to a perturbed Hamiltonian is necessary. Decaying states
may be either mixed or pure. Stationary states may be present in multitude.
Their existence is related to a splitting of the Hilbert space into orthogonal sub-
spaces. Decoherence between subspaces turns out to be a necessity, unless there is
a unitary dynamical equivalence between them. A new aspect appears, which, to
our knowledge, has not yet been studied in this framework: It is Oscillation. Here
it makes a difference whether the evolution is continuous in time, or a discrete
“bang-bang” process. Both cases are completely classified.
3 Setup and results
Consider an N -dimensional Hilbert space H, equipped with an algebra A of
observables – representable as self-adjoint N ×N matrices –, and states – repre-
sentable as positive N ×N matrices with trace equal to one.
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Time evolution of states appears in the form of maps T t, t ≥ 0, either t ∈ R+
or t ∈ Z+, which have the properties of forming a semigroup and being compatible
with mixing and with convex decomposition:
T t+s(ρ) = T t(T s(ρ)), (1)
T t(λρ+ (1− λ)σ) = λT t(ρ) + (1− λ)T t(σ). (2)
We define extended operators T t which act on the whole vector-space of N ×N
matrices. Condition (2) is extended to give linearity; the original definition of
mapping states onto states appears for the extended operators as the third and
the fourth item in the following:
1 DEFINITION. Properties of the time evolution in the Schro¨dinger
picture: The maps T t have the properties that they
1. form a semigroup, T t+s(ρ) = T t(T s(ρ)),
2. can be extended as linear super-operators, acting on N ×N matrices,
3. preserve positivity, ρ ≥ 0→ T t(ρ) ≥ 0,
4. preserve normalization, Tr(T t(ρ)) = Tr(ρ),
5. are completely positive.
The extension is, using rj ∈ R+:
T t(r1ρ1 + i r2ρ2 − r3ρ3 − i r4ρ4) := T t(r1ρ1) + i r2T t(ρ2)− r3T t(ρ3)− i r4T t(ρ4),
In the Heisenberg picture there are the dual maps T t† acting on observables.
They too can be extended as maps acting on the vector-space of matrices. The
properties are almost the same as for the T t, only the preservation of the trace
has to be replaced by
4†. the maps T t† preserve the unity, they are unital, T t†(1) = 1.
The properties (2), (3), (4), (5) of T t are necessary and sufficient for its
dilation, i.e. extension to a unitary map of a larger system, [S55, C75]. The con-
dition of complete positivity is therefore essential for maps representing quantum
dynamics (see [K71]). Moreover, it makes a fundamental difference to merely
positive maps when the system under study is entangled with other systems, (see
[BF05]). Also inside the system it enters in special details concerning the entan-
glement of subsystems. To highlight these specialities we treat complete positivity
separately in Section 5, namely in Proposition 25, in the following Proposition
Lemma and Theorem, in proving Theorem 6, and then Theorem 7, which gives
a most detailed characterization of the splitting properties of the Hilbert space.
It will not be used before that, in the derivation of Theorems (2), (3), (4):
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2 THEOREM. Splitting of the Hilbert space into two subspaces:
1. The set
D := {ψ : ∀ ρ 〈ψ|T t(ρ)|ψ〉 → 0 as t→∞} (3)
is a subspace of H. It is the largest subspace such that for each normalized
density matrix ρ
lim
t→∞
Tr(PDT t(ρ)) = 0, and lim
t→∞
Tr(PRT t(ρ)) = 1, (4)
where PD denotes the projector onto D, and PR the projector onto R = D⊥.
D may be trivial, containing nothing but the vector zero, but it is in any
case not the whole Hilbert space H.
2. The space R, the orthogonal complement to D, has the property
∀ψ ∈ R ∃ ρ : 〈ψ|T t(ρ)|ψ〉 = const. > 0. (5)
3. The Decay in Equation (4) is monotonous.
In the Heisenberg picture the characterizations are:
D = {ψ : T t†(|ψ〉〈ψ|)→ 0 as t→∞}; (6)
D is the maximal subspace V for which lim
t→∞
(T t†(PV)) = 0, (7)
R is the minimal subspace V for which lim
t→∞
(T t†(PV)) = 1. (8)
Loosely speaking, D contains all the decaying states, while no state in R is
decaying completely, and no part of any state leaves R. The proof is presented
in parts, in Subsection 4.1.
In the following we talk about the range of a state ρ, meaning the range of
the density matrix which represents this state. We note that in the context of
quantum systems on spaces with infinite dimension, f.e. in [H01, FR06], instead
of “range” the naming “support” is used, generalizing the notion “support of a
probability measure” from commutative to non-commutative theories.
The investigations on the structure of H are investigations on the ranges of
states in the course of time. The subspace D contains the ranges of all decaying
states. The subspace R, containing the ranges of all stationary states, can further
be decomposed according to the structure of the set of stationary states. This
structure is related to the set-structure of the ranges. We call the range of a sta-
tionary state aminimal stationary range if it does not contain a smaller range
of a stationary state. Again there are orthogonality relations and completeness,
giving the second main theorem, proven in Subsection 4.2:
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3 THEOREM. Splitting of the non-decaying subspace:
The space R can be decomposed into a direct sum of mutually orthogonal
subspaces, where each one of them is a minimal stationary range.
The conditions on T t listed in Definition 1 do not exclude unitary evolutions,
and one can ask about the form taken by the definitions and theorems in these well
known special cases. For unitary evolutions there is no decay, and R is the whole
Hilbert space. The unitary operators form a group, generated by a Hamiltonian.
(In case of a discrete group, the Hamiltonian is uniquely defined, if one restricts
its spectrum to a certain finite interval.) Those density matrices which can be
diagonalized simultaneously with the Hamiltonian give the stationary states. A
minimal stationary range is a one-dimensional space containing an eigenvector of
the Hamiltonian, and the decomposition of R is the spectral decomposition. It
is unique, unless there appears a degeneracy in the spectrum of the Hamiltonian.
Now, for general semigroups T t, there is an analogous situation - the proof is in
Subsection 4.3:
4 THEOREM. Equivalence of splittings:
If there are several possibilities to decompose R into mutually orthogonal min-
imal stationary ranges, then all these decompositions, together with the invariant
states, are unitarily equivalent under unitary transformations commuting with the
time evolution restricted to states with range in R.
Such unitary transformations can be regarded as expressing symmetries of
the dynamics; if not existing on the whole space then at least on the subspace
R. The “symmetry”-group they form can be analyzed generally in all detail, if
complete positivity of T is taken into account. These studies are presented in
the Subsection 5.1, where a closer look at coherence between stationary states is
taken.
“Coherence” generalizes here the standard notion “coherent superposition”,
which means forming the Hilbert space vector |χ〉 = α|ψ〉 + β|φ〉 as opposed to
incoherent mixing, forming the density matrix ρ = |α|2|ψ〉〈ψ| + |β|2|φ〉〈φ|. The
density matrix |χ〉〈χ| has the same diagonal matrix elements as ρ, it shows the
coherence in the off-diagonal matrix elements αβ∗|ψ〉〈φ| and α∗β|φ〉〈ψ|. This
is generalized in the following way: If V = range(ρ) and W = range(σ) are
mutually orthogonal subspaces of H, a coherence between ρ and σ is formed
by matrix elements |ψ〉〈φ| and |φ〉〈ψ| connecting these subspaces, with |ψ〉 ∈ V
and |φ〉 ∈ W. Again there is a possible generalization of the analysis of unitary
evolutions using matrices to an analysis of semigroups using block-matrices:
5 DEFINITION. Matrix-blocks: Given two orthogonal subspaces V and W
of H, we consider three sections of the linear space of matrices:
• MV is the subspace of matrices spanned by the Qψ := |ψ〉〈ψ| with ψ ∈ V,
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• MW is spanned by the Qφ with φ ∈ W,
• the coherence-section MC consists of the off-diagonal blocks:
MC = lin.span({|ψ〉〈φ|, |φ〉〈ψ|; ψ ∈ V, φ ∈ W}) =MC,1 ⊕MC,2.
This can be visualized, representing a matrix M as block-matrix:
M =

 · · · · · · · · ·· · · MV MC,1
· · · MC,2 MW

 acting on H =

 · · ·V
W


Generally, T maps MD into the full space of matrices, it maps MC(D,R)
into MC(D,R) ⊕MR, and MR into itself; thats the monotonicity in the process
of Decay, proven in Subsection 4.1. The mapping of MR can be decomposed
into mappings of matrix blocks MV onto itself and of each MC(V ,W) onto itself,
where V and W are mutually orthogonal minimal stationary ranges. Notice
the different behavior of such a MC(V ,W) and MC(D,R); it is demonstrated in
an example in [BN08]. Dissipation goes on in each MV separately, leading to its
unique stationary state. Also Dephasing takes place inside eachMV , annihilating
all off-diagonal matrix elements, when a basis is used, in which the stationary
state is diagonal. In the Heisenberg picture, MR is mapped into the full space
of matrices; this is inconvenient in studies on approach to a stationary state.
Therefore it is convenient to ignore D, unless Decay is studied, and to use a cut
off evolution of observables which has the same nice decomposition into mappings
of matrix blocks. The definition is at the end of the Subsection 4.1, the possibility
for decomposition is shown in Subsection 4.2.
Coherence appears in the off-diagonal matrix-blocks. Only symmetries be-
tween ranges of stationary states can avoid their decay:
6 THEOREM. Decay vs. stationarity vs. oscillation of coherence:
1. Evolution of coherence between stationary ranges can be decomposed into
mutually independent evolutions of coherence between the minimal station-
ary ranges which give a decomposition of R.
2. A stationary coherence between minimal stationary ranges V and W exists
if and only if the decomposition of V ⊕W into minimal stationary ranges
is not unique. This can happen only if the dynamics of the subsystems are
unitarily equivalent under unitary transformations commuting with the time
evolution restricted to R.
3. For continuous time evolution oscillation of coherence between stationary
ranges V and W may occur only if the dynamics of the subsystems are
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unitarily equivalent in a weaker sense, namely restricted to the blocks on
the diagonal:
∃U : V → W, U † = U−1, ∀σ = PV·σ·PV : T t(σ) = T t(U·σ·U †). (9)
The proof is presented at the end of Subsection 5.1. Complete positivity is
not needed to prove the first and second items, it is needed only to prove the
third item on oscillations, and it enables a sharper formulation of item 1.
There are no other possibilities of perpetual oscillations for evolutions in con-
tinuous time. The situation is slightly different for discrete dynamical semigroups.
Again perpetual oscillations of coherence can occur only if there exists a dynam-
ical unitary equivalence between subsystems, but there may occur also perpetual
oscillations of states inside minimal stationary ranges, and their existence may be
accompanied by oscillations of coherence. These specialities appearing in discrete
time are presented in the Subsection 5.2.
Using complete positivity of T it is possible to write down the general form
of a stationary state, the analogue to the diagonalization by using the spectral
theorem in finite dimensions:
7 THEOREM. Complete characterization of the decomposition of R:
There is a unique decomposition of the subspace R as
R =
⊕
k
Uk ⊕
⊕
ℓ
Xℓ, (10)
where each Uk is the range of one and only one stationary state ρk, and each Xℓ
can be further decomposed into minimal ranges of stationary states as
Xℓ =
⊕
α
Vℓ,α ≃ Cm(ℓ) ⊗ Vℓ, Vℓ ≃ Vℓ,α ∀α, (11)
so that each stationary state can be written as∑
k
λk · ρk +
∑
ℓ
µℓ · σℓ ⊗ τℓ, (12)
where λk and µℓ are non-negative numbers,
∑
k λk +
∑
ℓ µℓ = 1, σℓ can be any
positive matrix on Cm(ℓ) with Trσℓ = 1, and τℓ is a unique special normalized
density matrix on Vℓ.
There is no stationary coherence between the Uk, between the Xℓ or between a
Uk and an Xℓ.
The proof uses complete positivity and is at the end of subsection 5.1.
In the following parts of this paper we will, with slight abuse of formulation,
write all the formulas related to splitting a subspace X as in equation (11) with
“=” instead of “≃”.
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4 Details and proofs concerning stationary states
4.1 Splitting into a decaying subspace and enclosures
Proof. of Theorem 2.1:
Consider the positive not normalized operators Qψ = |ψ〉〈ψ| and consider
vectors ψ and φ for which T t†(Qψ)→ 0 and T t†(Qφ)→ 0 as t→∞. Preservation
of positivity implies preservation of operator-inequalities. Now the inequality
0 ≤ Qψ+φ ≤ Qψ+φ +Qψ−φ = 2Qψ + 2Qφ (13)
implies T t†(Qψ+φ)→ 0 as t→∞. So the set D, as characterized in Equ. (6), is
a subspace of H. Decomposing PD = Qψ +Qφ + . . . shows that D obeys (7). By
duality Tr(PDT t(ρ))→ 0 for each ρ.
Since Tr(T t(ρ)) = const, the projector PD is strictly smaller than 1. The
evolution T t† is unital, and for R = D⊥
T t†(PR) = T t†(1− PD) = 1− T t†(PD)→ 1
gives (8). By duality Tr(PRT t(ρ))→ 1 for each ρ.
Not every state of a finite dimensional system can decay. Counterparts to
ranges of decaying states are ranges which can not grow in time, and ranges of
stationary states. These have to be orthogonal to D, by definition in equ. (3).
8 DEFINITION. Enclosure
In case that for each state σ with range in V also the range of T t(σ) is con-
tained in V, for each following time t, then this subspace V is called an enclosure.
9 PROPOSITION. Stationary ranges are enclosures.
If V is the range of a stationary state, then it is an enclosure.
Proof. Let ρ be a stationary state which has V as its range, consider another
state σ, the range of which is contained in V. Then ∃ ǫ > 0 such that ǫσ < ρ.
By preserving positivity, also the ordering is preserved in the course of time. So
ǫT t(σ) < T t(ρ) = ρ, which implies that the range of T t(σ) is still contained in
V.
Stationary states and invariant operators can be constructed. From the gen-
eral theory of coupled linear differential equations – and of coupled difference-
equations for discrete time as well – we know that any solution is a finite linear
combination of such functions which are products of a polynomial with an expo-
nential function. For evolution equations of matrices in time this concerns the
matrix elements, i.e. the functions fk,ℓ(t) = 〈k|T t(ρ)|ℓ〉. These functions can not
increase indefinitely as t → ∞, since the trace norm of positive matrices stays
State Space Structures and Quantum Dynamical Semigroups November 18, 2011 12
constant and their matrix elements are bounded by |〈k|ρ|ℓ〉| ≤ ‖ρ‖ ≤ Tr(ρ). So
we can define the mean of states and of operators:
For continuous time-evolution:
ρ¯ := lim
T→∞
1
T
∫ T
0
T t(ρ)dt, A¯ := lim
T→∞
1
T
∫ T
0
T t†(A)dt.
In case the semigroup is discrete, defined for times t = nτ, n ∈ N:
ρ¯ := lim
N→∞
1
N + 1
N∑
n=0
T nτ (ρ), A¯ := lim
N→∞
1
N + 1
N∑
n=0
T nτ†(A).
T t† preserves positivity, and hence, for positive matrices A, it preserves the
inequality 0 ≤ A ≤ ‖A‖ ·1. So, the norm of T t†(A) is not increasing in time and
‖A¯‖ ≤ ‖A‖. Also the trace norm of ρ is not increasing. By dominated conver-
gence, taking the trace of ρ · A can be exchanged with these limiting processes.
Duality gives thus Tr(A¯ρ) = Tr(Aρ¯). Considering also ρ¯ in place of ρ and using
invariance in time of ρ¯, implying ρ¯ = ρ¯, gives thus
∀ρ, ∀A Tr(A¯ρ) = Tr(Aρ¯) = Tr(A¯ρ¯). (14)
Considering again the matrix elements as functions of time, one can note that
they have the special form: Constant plus oscillation plus an exponentially de-
creasing part. A positive matrix stays positive, so oscillations have to be bounded
by a positive constant, and the mean of a positive operator A is zero if and only
if its limit as t→∞ is zero.
With these preliminaries one can state and prove
10 PROPOSITION. The subspace R supporting stationary states.
The subspace R has the properties
1. ∀ ρ : range(ρ¯) ⊂ R.
2. ∃ ρ¯ : range(ρ¯) = R.
3. R is an enclosure: ∀ρ with range(ρ) ⊂ R ⇒ ∀t : range(T t(ρ)) ⊂ R.
Proof. The range of a stationary state has to be orthogonal to D, by the defining
equation (3); this implies 10.1.
On the other hand, there exists no ψ ∈ R with its positive operator Qψ =
|ψ〉〈ψ| decaying to zero, by definition of D and R. So, as stated above, for each
ψ ∈ R, the mean Qψ is positive and not zero. Moreover, splitting into matrix-
blocks, Qψ = (Qψ)D+(Qψ)C+(Qψ)R, followed by again forming the mean, using
(Qψ)D ≤ PD, since the norm is not increased, implying
(Qψ)D ≤ PD = 0,
