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Let R be a real closed field. We consider basic semi-algebraic sets defined by n-variate equa-
tions/inequalities of s symmetric polynomials and an equivariant family of polynomials, all of them
of degree bounded by 2d < n. Such a semi-algebraic set is invariant by the action of the symmetric
group. We show that such a set is either empty or it contains a point with at most 2d − 1 distinct
coordinates. Combining this geometric result with efficient algorithms for real root finding (based on the
critical point method), one can decide the emptiness of basic semi-algebraic sets defined by s polyno-
mials of degree d in time (sn)O(d). This improves the state-of-the-art which is exponential in n. When
the variables x1, . . . , xn are quantified and the coefficients of the input system depend on parameters
y1, . . . , yt, one also demonstrates that the corresponding one-block quantifier elimination problem can be
solved in time (sn)O(dt).
1 Introduction
Let R be a real closed field. A semi-algebraic set is a subset of Rn defined by a boolean formula whose
atoms are polynomial equalities and inequalities with coefficients in R. In this article, we consider basic
semi-algebraic sets defined as follows. Given F = (f1, . . . , fk) and G = (g1, . . . , gs) in R[x1, . . . , xn], we
denote by S(F,G) ⊂ Rn the semi-algebraic set defined by f1 = · · · = fk = 0, g1 ≥ 0, . . . , gs ≥ 0. These
sets arise in many areas of engineering sciences such as computational geometry, optimization, robotics (see
e.g. [19, 28, 63, 46]). Algorithmic problems encompass real root finding, connectivity queries, or quantifier
elimination.
Such problems are intrinsically hard [13]. In the worst case, solving quantifier elimination over the reals is
doubly exponential in n and polynomial in the maximum degree of the input polynomials, see [25]. This
complexity is achieved by the Cylindrical Algebraic Decomposition algorithm [17]. The idea of reducing
real root finding to polynomial optimization in [57] is used in [37] to obtain the first algorithm with singly
exponential complexity in n. This led to improvements for the decision problem [20, 41, 49, 9], quantifier
elimination [40, 8, 44] and connectivity queries [19, 21, 42, 33, 7, 55]. Later, polar varieties are introduced
in [1] for the decision problem [2, 3, 54, 4, 5], for computing roadmaps [55] or polynomial optimization
[39, 35, 5, 34]. Complexity bounds are then cubic in some Bézout bound as well as practically efficient
algorithms.
To break this curse of dimensionality, one exploits algebraic properties of systems defining semi-algebraic
sets arising in applications. This has led to improvements, for e.g. the quadratic case [6, 36], the multi-
homogeneous case [15, 43] and the important case of symmetric semi-algebraic sets.
1
Let Sn denote the group of permutations on a set of cardinality n. This group acts on R
n by permuting
the coordinates. One says that a subset of Rn is symmetric when it is closed under this action.
Let now f ∈ R[x1, . . . , xn]. One says that f is invariant under the action of Sn (or in short Sn-invariant)
when for all σ ∈ Sn, f(σx) = f for x = (x1, . . . , xn). The following result summarizes the current state-of-
the-art on symmetric semi-algebraic sets.
Theorem 1 ([50, 51, 65]). Let {f, f1, . . . , fs} ⊂ R[x1, . . . , xn] be Sn-invariant polynomials of degree at most
d.




B. The semi-algebraic set in S ⊂ Rn defined by f1 ≥ 0, . . . , fs ≥ 0 is not empty if and only if it contains
a point with at most d distinct coordinates.
As a consequence, on input f , one can decide the emptiness of VR(f) by partitioning – up to symmetry –
the set of variables x1, . . . , xn into ⌊
d
2⌋ subsets, say χ1, . . . , χ⌊ d2 ⌋ and set xi = xj in the input when xi and xj
lie in the same set χℓ. This way one is led to apply the aforementioned algorithms for deciding the emptiness
of semi-algebraic sets to inputs involving at most ⌊d2⌋. Since the number of such partitions lies in O(n
d), one
finally obtains algorithms deciding the emptiness of VR(f) (resp. S) in time n
O(d), hence polynomial time
when d is fixed. The same reasoning holds for the case (B) of Theorem 1.
Of course, semi-algebraic sets defined by Sn-invariant constraints define symmetric semi-algebraic sets but
the reciprocal is not true as illustrated with the example x1 ≥ 0, x2 ≥ 0. A family F of constraints in
R[x1, . . . , xn] is said to be Sn-invariant when for all f ∈ F and σ ∈ Sn, f(σx) ∈ F . Note that such families
of constraints defined symmetric semi-algebraic sets. It is a major and longstanding challenge to obtain
algorithms that, given a Sn-invariant family of constraints, takes advantage of the symmetry invariance to
decide if it is feasible over the reals.
The goal of this article is to generalize the results in [50, 51, 65] to the following special situation. Let
F = (f1, . . . , fk) and G = (g1, . . . , gn) be inR[x1, . . . , xn] and d be the maximum degree of those polynomials.
Assume that for 1 ≤ i ≤ k, fi is Sn-invariant and that G is Sn-equivariant, i.e., we have G(σ(x)) =
(gσ(i)(x))1≤i≤n for all σ ∈ Sn. The topical question we address is the following one. Can we decide the
emptiness of the semi-algebraic set defined by f1 = · · · = fk = 0, g1 ≥ 0, . . . , gn ≥ 0 in time nO(d), i.e.
polynomial in n and exponential in d? More generally, can we take advantage of equivariance for e.g.
one-block quantifier elimination?
This latter question is important for a wide range of applications, in particular for the analysis of equivariant
dynamical systems, which commonly appear in biology (see [60]). Those systems are of the form ẋ = f(x, λ)
where λ is a set of parameters and f is an equivariant family of polynomials for the action of the symmetric
group on the x variables and the state variables x must be non-negative (see [60, Example 2]). When
analyzing the equilibrium points of such systems w.r.t. parameters λ, we are led to solve equivariant semi-
algebraic systems.
Main results. We provide a positive answer to this question. More precisely, the following holds.
(i) On input F and G as above, deciding the emptiness of S(F,G) ∩Rn can be done in time nO(d).
(ii) On input F and G in R[y1, . . . , yt][x1, . . . , xn] such that F and G satisfy the above Sn-invariance and
equivariance assumptions, the quantifier elimination problem ∃x ∈ Rn F = 0, G > 0 can be solved in time
nO(dt).
This result, which generalized Theorem 1, is of particular interest on families of systems where d is fixed and
n grows. They are obtained by proving that S(F,G) is not empty if and only if it contains a point with at
most 2d− 1 distinct coordinates. A key ingredient to establish such a property is the use of representation
theory for equivariant maps and basic results from polynomial optimization. Combining such a geometric
result with efficient algorithms for real root finding or one-block quantifier elimination yields the above
complexity results. More accurate complexity results (with explicit constants in the exponent) are given
under some assumptions which are proved to be generic.
We also report on practical experiments illustrating that algorithms described in this paper can tackle
semi-algebraic systems which are out of reach of the current state-of-the-art.
2
Related works. We already mentioned several previous works which led to Theorem 1. More generally, the
question of using symmetry in the context of real algebraic geometry is not new. Fundamental work started
with [47, 48] which study the quotient of semi-algebraic sets, which are invariant under the action of a
compact Lie group. In particular, Positivstellensätze for invariant polynomials which are non-negative on
invariant semi-algebraic sets are derived. This line of work is further generalized by [16] and was applied for
example in [23] to the context of the moment problem. A different line of work initiated by [32] consists in
exploiting symmetries in the context of sums of squares relaxations of polynomial optimization. In particular,
for optimization problems which are invariant by the symmetric group, a variety of strategies are exhibited
in [52]. The topology of semi-algebraic sets defined by symmetric polynomials is also easier to understand:
[11, 12] derived efficient algorithms to calculate e.g. their Euler-Poincaré characteristic.
With a more algebraic flavour, computer algebra has been developed to solve polynomial systems which are
invariant under the action of some groups. Approaches for this longstanding problem focus on the zero-
dimensional case and aim at describing algebraically the solution set. When all equations are invariant,
invariants can be used for this purpose [24, 62]. Such an approach is completed by the use of SAGBI
Gröbner bases techniques [29, 64]. When the system is globally invariant, [30, 31] provides an efficient
dedicated Gröbner basis algorithm (see also [59, 18] for further developments).
Structure of the paper. Section 2 recalls properties of symmetric semi-algebraic sets and explains why a
direct generalization of Theorem 1 is hopeless. Section 3 provides a proof that S(F,G) is not empty iff it
contains a point with at most 2d− 1 distinct coordinates. Section 4 provides a description of the algorithms
and the analysis of their complexity. Section 5 reports on practical performances.
2 Preliminaries
A crucial condition in Theorem 1 is that all the polynomials defining the considered semi-algebraic sets are
indeed symmetric. Such an assumption is easily bypassed in the case of real algebraic sets.
Corollary 2. Let f1, . . . , fk ∈ R[X1, . . . , Xn] with deg fi ≤ d for all i. Then VR(f1, . . . , fn) is not empty if
and only if it contains a point with at most d distinct coordinates.






2. Then we have an equality of the real varieties
VR(g) = VR(f1, . . . , fn) and g is symmetric of degree 2d and in this situation statement (A) in Theorem 1
yields the result.
However, in many applications the semi-algebraic set is defined by polynomials that are not themselves
symmetric.
It is feasible to replace the non-invariant inequalities by a set of new inequalities which describe the same set
but are invariant [16]: any symmetric semi-algebraic set defined by s inequalities can be defined with s+ 1
inequalities which are invariant by the action of the symmetric group (see also [23, 45] for a constructive
approach). However, such a “symmetrization” process comes at a price: In general it will increase the degree
of the polynomials drastically. We illustrate this phenomenon in the following easy example.
Example 3. Consider the positive orthant S := {x = (x1, . . . ,xn) ∈ Rn : x1 ≥ 0, . . . ,xn ≥ 0}. Clearly,
S is symmetric. By considering the map which sends the coordinates of x ∈ Rn to the coefficients of the
polynomial h(t) :=
∏n
i=1(t−xi) one can prove that S is equivalently defined by e1(x) ≥ 0, . . . , en(x) ≥ 0 where
ei denotes the i-th elementary symmetric polynomial. One implication is immediate: x ∈ S clearly entails
that ei(x) ≥ 0 for 1 ≤ i ≤ n. We prove the other implication by induction on n. The case n = 1 is clear. Now
let x = (x1, . . . ,xn) ∈ Rn be not in S, i.e., let one of its coordinates be negative. Besides, without loss of
generality we can assume that all xi 6= 0 (since S has non-empty interior). We show further that this implies
that there exists 1 ≤ i ≤ n such that ei(x) < 0. Clearly, in the case when exactly one coordinate of x is
negative we have en(x) < 0 and hence our claim follows. Therefore, we assume that at least two coordinates





that, by construction, all roots of h are real. By Rolle’s Theorem, there exists a root of its derivative h′ := ∂h
∂t
3
between every two roots of h. Since h has by construction at least two negative roots, h′ has a negative root.
Consider (x̃1, . . . , x̃n−1) ∈ Rn−1 the n− 1 roots of h′ (ordered decreasingly). Since (x̃1, . . . , x̃n−1) is not in
the n−1 dimensional positive orthant we can apply the induction hypothesis to the case n−1 to infer that at
least for one j ∈ {1, . . . , n− 1} we have ej(x̃1, . . . , x̃n−1) < 0. But since h′ is the derivative of h this clearly
implies ej(x1, . . . ,xn) =
1
n−j ej(x̃1, . . . , x̃n−1) < 0.
Of course, the description of S with symmetric polynomials is not unique. However, it follows from the
equivalence shown above that no other description with symmetric polynomials can involve only symmetric
polynomials of degree smaller than n.
Indeed, suppose that S := {x ∈ Rn : g1(x) ≥ 0, . . . , gm(x) ≥ 0}, where each gi is a symmetric polynomial.
It is classically known that each symmetric polynomial can be uniquely represented as a polynomial in the
elementary symmetric polynomials, i.e. for each i we have a polynomial γi ∈ R[e1, . . . , en] such that gi(x) =
γi(e1(x), . . . , en(x)). Now suppose that for each i we have deg gi < n. Since the polynomials γi are unique
and deg en = n, it follows, that for each i we must have γi(0, 0, . . . , 0, t) = 0. Consider the point ξ :=
(0, 1, 2, . . . , n−1). Similarly to the above reasoning, we consider a univariate polynomial h(t) :=
∏n
i=1(t−ξi)
(with ξi = i− 1). Note that en(ξ) = 0. Since all n roots of h are distinct, h− ε has also n distinct real roots,
for a small enough positive ε. Let ζ ∈ Rn be one of the roots of h − ε. Then, en(ζ) < 0 and thus ζ 6∈ S.
But ei(ξ) = ei(ζ) for all 1 ≤ i ≤ n − 1 and we deduce that γj(ζ) = γj(ξ) for 1 ≤ j ≤ m. Hence, we get
a contradiction with ζ /∈ S. Therefore, every representation of S in terms of symmetric polynomials must
contain at least one polynomial of degree n, hence making useless Theorem 1 for algorithmic applications.
Notice that the semi-algebraic set S defined in the example above clearly contains points for which all
coordinates are the same and we note the following generalization of Theorem 1 to basic convex semi-
algebraic sets.
Proposition 4. Let S ⊂ Rn be basic convex symmetric semi-algebraic set. Then S is not empty if and only
if it contains a point for which all coordinates are equal.
Proof. Suppose that S is not empty and let x ∈ S. Since S is symmetric, S also contains the orbit {σ(x) :





σ(x) and clearly all coordinates of y
are equal.
Notice that the semi-algebraic set S defined in the example above contains points for which all coordinates
are the same. In view of Proposition 4 it is natural to ask, to which extent it is possible to derive statements
similar to Theorem 1 for symmetric semi-algebraic sets that are defined by polynomials of low degree, which
are not invariant by the action of the symmetric group. The following example shows that for general
semi-algebraic sets, such a generalization is not possible:
Example 5. Let f :=
∑n
i=1(xi − i)
2 and its Sn orbit which we denote by F . Let S be the semi-algebraic
set {x ∈ Rn : ∃g ∈ F with g(x) = 0}. By construction, S is a finite set which coincides with the orbit
of ξ = (1, . . . , n). Therefore, all points in S have distinct coordinates, but S is described by quadratic
polynomials.
3 Main geometric result
One way to generalize Theorem 1 to semi-algebraic sets that are Sn-invariant but not described by symmetric
polynomials is to rely on results from the theory of finite reflection groups. A finite group is called a finite
reflection group, if it is generated by orthogonal reflection on a finite set of hyperplanes. These groups are
extensively studied and the particular case of the symmetric group acting by permuting the coordinates falls
into this framework. We refer the interested reader to [38] for more details.
Definition 6. Let φ : Rn → Rn be a morphism given by x 7→ (φ1(x), . . . , φn(x)) and let G be a finite
reflection group. Then φ is G-equivariant if we have g(φ) = φ(g(x)) for every g ∈ G . We will write
MorG(R
n,Rn) for the set of G-equivariant morphisms.
4
We say that a sequence of polynomials of cardinality n is G-equivariant, if it defines a G-equivariant mor-
phism.





3 + s(x1,x2)) is equivariant by the action of the symmetric group S3.
Let R[x1, . . . , xn]
G be the ring of polynomials in R[x1, . . . , xn] which are G-invariant. There is a natural
action of R[x1, . . . , xn]
G on the set MorG(R
n,Rn) by multiplication: it clearly preserves the equivariance.
In other words, the equivariant morphisms form a module over R[x1, . . . , xn]
G. It follows from the work of
Shchvartsman [58] that this module is a free module.
Theorem 8 (Shchwartsman). For any finite reflection group G the set MorG(R
n,Rn) is a finite R[x1, . . . , xn]
G-
module of rank n. Furthermore, let ψ1, . . . , ψn be generators of R[x1, . . . , xn]
G, then every equivariant mor-





sj where sj ∈ R[x1, . . . , xn]
G.
In the sequel we will be interested in basic semi-algebraic sets that are generated by polynomials which are
Sn equivariant in the sense of Definition 6. The general machinery developed by Shchwartsman allows in
the case of Sn for the following corollary, which gives a convenient description of such polynomials.
Corollary 9. Let {f1, . . . , fn} be a set of polynomials that define an Sn equivariant morphism and let
deg fi ≤ d. Then fi =
∑d
j=0 sj · x
j
i , where sj ∈ R[x1, . . . , xn]
Sn is symmetric and of degree ≤ d− j + 1.
Proof. It is classically known that every symmetric polynomial can be uniquely written in terms of the first




j . Thus, we can use these polynomials as generators of R[x1, . . . , xn]
Sn and
apply Theorem 8. Since MorSn(R
n,Rn) is a free module and the polynomials p1, . . . , pn are algebraically
independent, the degree restrictions follow at once, since we cannot have any cancellation of degrees in the
representation.
Let us denote by A2d−1 ⊂ Rn the subset of points with at most 2d− 1 distinct coordinates.
Theorem 10. Let F = (f1, . . . , fk) and G = (g1, . . . , gn) be sequences of polynomials in R[x1, . . . , xn]. Let
d be the maximum of deg(fi) and deg(gj) for 1 ≤ i ≤ k and 1 ≤ j ≤ n.
Assume that for 1 ≤ i ≤ k, fi is Sn invariant, that G is Sn-equivariant and that deg(gj) ≥ 2 for 1 ≤ j ≤ n.
Then, the basic semi-algebraic set S(F,G) is empty if and only if S(F,G) ∩ A2d−1 = ∅.




i . For the proof of Theorem 10, we study some varieties
defined by the pi’s. Let γ := (γ1, . . . , γd) ∈ Rd then we denote by Nγ the real variety
Nγ := {x ∈ R
n : p1(x) = γ1, . . . , pd(x) = γd}.
These varieties will play a crucial role for the proof of Theorem 10; the following lemma illustrates the
importance of these sets.
Lemma 11. Reusing the notations introduced above, consider a Sn-invariant polynomial f in R[x1, . . . , xn]
of degree d. Then f is constant over Nγ.
Proof. Since f is Sn-invariant, one can write it as the composition q(p1, . . . , pn) where q is a polynomial in
R[u1, . . . , un] (u1, . . . , un are new variables) and the pi’s are Newton polynomials as above. Since deg(f) = d
and deg(pi) = i, one also deduces that deg(q, uj) = 0 for d + 1 ≤ j ≤ n. This implies that q lies in
R[u1, . . . , ud] and our claim follows immediately from the definition of Nγ .
Before going further, we first examine the possible roots of the polynomials gj in an Sn-equivariant system
on the variety Nγ .
Lemma 12. Let d ≤ n, γ ∈ Rd. Consider (h1, . . . , hn) a sequence of polynomials of degree at most d in
R[x1, . . . , xn] which are Sn- equivariant and ξ = (ξ1, . . . , ξn) ∈ Nγ. Then, there exist {α1, . . . , αt} ∈ Rt
with t ≤ d− 1 such that hi(ξ) = 0 if and only if ξi ∈ {α1, . . . , αt}.
5






with deg(sj) ≤ d for all i ∈ {1, . . . , n}. Since for 1 ≤ j ≤ d, deg(sj) ≤ d and sj is symmetric, it follows that
the value of sj at ξ is determined by the value of the first d Newton sums at ξ (Lemma 11). Let γi = pi(ξ)
for 1 ≤ i ≤ d and γ = (γ1, . . . , γd) ; besides, observe that, since ξ ∈ Rn, we have γ ∈ Rd. This implies that
there exist (b1, . . . , bd) ∈ R
d such that for all ζ ∈ Nγ ⊂ R
n, s1(ζ) = b1, . . . , sd(ζ) = bd. For 1 ≤ i ≤ n, let us




i . As a consequence, the equality hi(ζ) = h̃i(ζ) holds for
all ζ ∈ Nγ .
Now, consider the univariate polynomial δ(U) :=
∑d
j=1 bjU
j−1 and let {α1, . . . , αt} be its roots in R. Since δ
has degree ≤ d−1, we have t ≤ d−1. Observe that for every point ξ ∈ Nγ ⊂ Rn, hi(ξ) = 0 iff h̃i(ξ) = 0 and
that h̃i(ξ) = δ(ξi) where ξi is the i-th coordinate of ξ. In other words, hi(ξ) = 0 iff ξi ∈ {α1, . . . , αt−1}.
Proof of Theorem 10. Further S denotes S(F,G). Note that it suffices to show that if S 6= ∅ then there
exists a point in S ∩A2d−1. So we assume that S 6= ∅ and pick y ∈ S. We set p1(y) = γ1, . . . , pd(y) = γd and
we consider the corresponding real variety Nγ as defined above. We now take the intersection S
′ := S ∩Nγ .
Notice that d ≥ 2 (by assumption) and hence Nγ is contained in a sphere. Thus, it follows that S′ is closed
and bounded. Further, we slightly abuse notation by using pd+1 to denote the map x → pd+1(x) and its
restrictions to subsets of Rn. Moreover, since S′ is closed and bounded, we deduce that pd+1(S
′) is closed
and bounded too (see [14, Theorem 2.5.8]). Hence, we deduce that there exists ξ = (ξ1, . . . , ξn) ∈ S
′ with
the property that pd+1(ξ) is maximal among all points in S
′. We claim that ξ ∈ A2d−1.
Let {i1, . . . , iℓ} be the set of indices such that gi(ξ) = 0 if and only if i ∈ {i1, . . . , iℓ}. By Lemma 12
applied to G = (g1, . . . , gn), we deduce that there exists α = (α1, . . . , αt) ∈ Rt with t ≤ d − 1 such that
for all i ∈ {i1, . . . , iℓ}, we have ξi ∈ {α1, . . . , αt}. Up to re-indexing the variables we can assume that
{i1, . . . , iℓ} = {n − ℓ + 1, . . . , n}. For i ∈ {n − ℓ + 1, . . . , n}, we denote by κ(i) the integer such that
ξi = ακ(i). This leads us to consider the intersection of S
′ with the affine linear space H of Rn defined by
xn−ℓ+1−ακ(n−ℓ+1) = · · · = xn−ακ(n) = 0. We denote by S
′
α the intersection of S
′ with the aforementioned
hyperplanes.
Recall that ξ lies in S′α and chosen to maximize pd+1 on S
′. Then, ξ also maximizes the restriction of pd+1
to S′α. Further, by construction, we have that gi(ξ) > 0 for all i ∈ {1, . . . , n − ℓ}. This shows that there
exists a ball B centered at ξ, of radius small enough such that the following holds:
(i) for i ∈ {1, . . . , n− ℓ}, gi does not vanish in B;
(ii) the intersection of B with the real algebraic set defined by f1 = · · · = fk = gn−ℓ+1 = · · · = gn = 0
coincides with S′α ∩B.
Remark now that the real algebraic set defined by f1 = · · · = fk = 0 contains Nγ . Also, applying Lemma 12
to G, one deduces that the real algebraic set defined by gn−ℓ+1 = · · · = gn = 0 coincides with the affine
linear space H . We conclude that S′α ∩B contains Nγ ∩H . Besides, observe that ξ lies in Nγ ∩H and recall
again that it maximizes the restriction of pd+1 to S
′
α. We deduce that ξ maximizes the restriction of pd+1
to Nγ ∩H .
Now, two situations may occur. Either, at ξ, the truncated Jacobian matrix associated to (p1, . . . , pd)
obtained by considering the partial derivatives w.r.t. (x1, . . . , xn−ℓ) is full rank or it is not. In both cases,
since ξ = (ξ1, . . . , ξn) maximizes the restriction of pd+1 to Nγ∩H , one deduces that there exists (λ0, . . . , λd) ∈















j for 1 ≤ j ≤ n− ℓ. The above algebraic relation entails that for 1 ≤ j ≤ n− ℓ,
ξj is a root of the non-zero univariate polynomial η(U) :=
∑d
i=0 λiU
i of degree at most d (recall that
(λ0, . . . , λd) 6= (0, . . . , 0)). Therefore, at most d of the first n− ℓ coordinates of ξ can be distinct. Further,
by construction, we have that there are at most d− 1 possibilities for the last ℓ coordinates of ξ. Therefore,
ξ ∈ A2d−1 as claimed.
Remark 1. Observe that when F is Sn-equivariant (instead of having all of its entries Sn-invariant), the
conclusions of Theorem 10 still hold. To see that it suffices to replace F be the sum of the squares of its
entries. Also when the entries of F are subject to inequality constraints (instead of equality constraints), the
conclusions of Theorem 10 still hold as one can replace inequalities by equations as in [7, Chap. 13].
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4 Algorithms and complexity
4.1 Deciding emptiness
Further, we let Q be a real field, R be a real closed field containing Q and C be an algebraic closure of R.
We consider F = (f1, . . . , fk) and G = (g1, . . . , gn) be polynomial sequences in Q[x1, . . . , xn]. As above, the
semi-algebraic set of Rn defined by
f1 = · · · = fk = 0, g1 ≥ 0, . . . , gn ≥ 0
is denoted by S(F,G). We start with a first complexity statement.
Theorem 13. Let F and G be as above and d be an integer bounding the degrees of the polynomials in F
and G. Assume that the polynomials in F are Sn-invariant and that the map x 7→ (g1(x), . . . , gn(x)) is
Sn-equivariant and that d ≤ n/2.
There exists an algorithm which, on input (F,G) decides whether S(F,G) is empty using at most nO(d)
arithmetic operations in Q.
Proof. By Theorem 10, S(F,G) is non-empty if and only if there exists x ∈ S(F,G) with at most 2d − 1
distinct coordinates.
For x = (x1, . . . ,xn) ∈ Rn, we denote by v(x) = {v1, . . . , vp} (with p ≤ n depending on x) the set
of values taken by the coordinates of x and by P(x) = (P1, . . . ,Pp) the partition given by the sets
Pj = {xi | xi = vj}. Up to renumbering, one assumes that the Pi’s are given by ascending cardinality.
Hence, set r = 2d − 1 and consider a partition γ = [γ1, . . . , γr] of n of size r, i.e. γ1 + · · · + γr = n with
γi ∈ N − {0} for 1 ≤ i ≤ r and γi−1 ≤ γi (by convention, γ0 = 0). We say that a partition P1, . . . ,Pp of
(x1, . . . , xn) is compatible with γ if p ≤ r and there exists an increasing sequence of integers si such that
|Pi| = γsi−1 + · · ·+ γsi .
We prove below that, given γ, one can decide in time nO(r) the existence of a real point x in S(F,G) such
that P(x) is compatible with γ. Bounding further the number of partitions of size r by nr will establish
the announced result (recall that r = 2d− 1).
Assume that such a point x = (x1, . . . ,xn) exists and consider P(x) = (P1, . . . ,Pp). For σ ∈ Sn we denote
by σ(Pi) the set {xσ(j) | xj ∈ Pi}. Let σ be a permutation of Sn such that σ(Pi) = {xsi−1 , . . . , xsi} and
consider σ(x) = (xσ(1), . . . ,xσ(n)). Now, remark that since all entries of F are invariant by the action of Sn
and that G is Sn-equivariant, σ(x) ∈ S(F,G). This leads us to associate to γ the partition Γ = (Γ1, . . . ,Γr)
of (x1, . . . , xn) defined by Γi = {xγi−1+1, . . . , xγi} with γ0 = 0 by convention.
Now, let a1, . . . , ar be new indeterminates. Next, we perform the substitution xγi−1+1 = · · · = xγi = ai for
1 ≤ i ≤ r in F and G. In the end, one obtains polynomial families in R[a1, . . . , ar]. The above discussion
shows that we only need to decide the existence of real points to the new system one obtains this way. Using
[10, ], this is done in time nO(r).
To finish the proof, it remains to count the number of partitions γ = (γ1, . . . , γr) of n. The number p(n, r)
of partitions of n of size r satisfies the recurrence relation p(n, r) = p(n− 1, r) + p(n− r, r) with p(n, r) = 0
if n < r and p(n, n) = p(n, 1) = 1. A simple induction establishes the inequality p(n, r) ≤ nr which finishes
the proof.
The next result establishes a more precise complexity statement: we will actually identify the constant which
is in the big-Oh exponent, when the input system satisfies some properties that we will prove to be generic.
Further, given a polynomial family H in R[x1, . . . , xn], V (H) ⊂ Cn denotes the set of common solutions to
H in Cn.
Hence, let as above F = (f1, . . . , fk) and G = (g1, . . . , gn) in R[x1, . . . , xn]. Further, for I = {i1, . . . , iℓ} ⊂
{1, . . . , n}, we denote by HI the set F ∪ {gi1 , . . . , giℓ}. We say that (F,G) satisfies the assumption R when
• the jacobian matrix of F has maximal rank at all points in V (F );
• for all I ⊂ {1, . . . , n}, the jacobian matrix of HI has maximal rank at any point of V (HI).
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Now, let r in {1, . . . , n}; we say that (F,G) satisfies assumption Ar if for any partition γ = (γ1, . . . , γr) of n,
when performing the substitution xγi−1+1 = · · · = xγi = ai (1 ≤ i ≤ r) where a1, . . . , ar are new variables in
(F,G), the obtained couple of polynomial sequences (Fγ , Gγ) satisfies R.
Further, the entries of Fγ (resp. Gγ) are denoted by f1,γ , . . . , fk,γ (resp. g1,γ , . . . , gn,γ). We can now state
our complexity result.
Theorem 14. Let F and G be as above in R[x1, . . . , xn], d be the maximum of the polynomials in F and
G and E be the complexity of evaluating (F,G). Assume that for 1 ≤ i ≤ n, fi is Sn invariant, that g is
Sn-equivariant and that deg(gj) ≥ 2 for 1 ≤ j ≤ n and that (F,G) satisfies assumption Ar.





arithmetic operations in Q.
Proof. Further we set r = 2d−1. By Theorem 10, S(F,G) is not empty if and only if S(F,G) contains a point
of Rn with at most r distinct coordinates. Besides, using the invariance of (F,G) under the action of Sn as
in the proof of Theorem 13, deciding if S(F,G) contains a real point with at most r distinct coordinates can
be done by deciding if at least one of the semi-algebraic sets Sγ = S(Fγ , Gγ) is non-empty when γ ranges
of the set of partitions of n of length r. We already established that the number of such partitions is upper
bounded by nr at the end of the proof of Theorem 13.
Hence, let us focus on the complexity of deciding if Sγ is empty. We need to introduce some notation. For
I = {i1, . . . , iℓ} ⊂ {1, . . . , n}, we denote by Vγ,I ⊂ C
n the algebraic set defined by f1,γ = · · · = fk,γ =
gi1,γ = · · · = giℓ,γ = 0. Further, we denote by H = (h1, . . . , hm) ⊂ R[a1, . . . , ar] these polynomials defining
Vγ,I . Further, we use linear changes of variables. Hence for A ∈ GLn(R), we denote by hAi the polynomial
obtained by performing the change of variables a 7→ A−1a in hi and by HA the sequence (hA1 , . . . , h
A
m).
Using [10], we deduce that, to decide the emptiness of Sγ , it suffices to compute sample points in each
connected component of the real algebraic set Vγ,I ∩Rn for all {i1, . . . , iℓ} ⊂ {1, . . . , n} and filter out those
points which lie in Sγ . Since (F,G) satisfies A, Vγ,I is either empty or smooth and equidimensional of
co-dimension k+ ℓ and the above polynomial system generates a radical ideal (by the Jacobian criterion [27,
Theorem 16.19]). We conclude that we only need to consider subsets of cardinality ℓ ≤ r − k. We are in
position to apply the results in [54].
Actually, we use a variant of the algorithm in [54], combining the geometric approach described therein
with [56]. Let πi be the canonical projection (a1, . . . , ar) 7→ (a1, . . . , ai) and, given an equidimensional and
smooth algebraic set V , let W (πi, V ) be the critical locus of the restriction of πi to V . We will also consider
the projections ϕi : (a1, . . . , ar) 7→ ai.
By [54, Theorem 2], in order to decide the emptiness of V Aγ,I∩R
n, it suffices to perform a generic linear change
of variables A ∈ GLr(R) and next compute rational parametrizations of all sets π
−1
i−1(0) ∩W (πi, V
A
γ,I) for




γ,I) =W (ϕi, Zi)








γ,I it suffices to solve the
so-called Lagrange system hA1,i−1 = · · · = h
A
m,i−1 = 0, [ℓ1, . . . , ℓm]jac(H
A





the polynomial obtained by setting a1 = · · · = ai−1 = 0 in hAj (resp. H
A), and jac(HAi−1, 1) is the submatrix
obtained by removing the first column of the Jacobian matrix associated with HAi−1. By [55, Proposition B.1],
after performing a generic linear change of variables, assumptions needed to apply [56, Theorem 16]. This
latter result shows that, letting EH be the complexity of evaluating H and ri = r− (i− 1), one can solve the











arithmetic operations in Q. Hence, since
dim(Vγ,I) = r − m the total cost of computing sample points in each connected component of Vγ,I ∩ Rn
uses O˜
(
r422rd2r+1(pEH + rd+ r
2)
)
arithmetic operations in Q. Finally, observe that EH is bounded by
the complexity of evaluating the input (F,G). Also, summing up this cost to take into account all possible
subsets I (bounded by 2r) and the number of partitions γ (bounded by nr) ends the proof.
It remains to establish the genericity of assumption A. To do that, we need to define the parameters’space
in which the genericity statement will hold, i.e. the space of the coefficients of (F,G) where all entries of
F are Sn-invariant and G is Sn-equivariant (recall also that all entries of (F,G) have degree bounded by







M be the set of all monomials of degree ≤ d in C[x1, . . . , xn] and MR = R(M), c = |MR| and Ti =
(ti,1, . . . , ti,c) be new indeterminates for 1 ≤ i ≤ k. we define now fi =
∑
mj∈MR
ti,jmj and f = (f1, . . . , fk)
in C(T1, . . . , Tk)[x1, . . . , xn]. Observe that any sequence F such that all entries have degree bounded by
d and are Sn-invariant are obtained by specializing the indeterminates (T1, . . . , Tk). Finally, we consider




Again, any sequence G which is Sn-equivariant is obtained as the gradient vector of a polynomial obtained
by instantiating Tk+1 in g. Then, we set N = c(k +1) and the parameters’space we consider is C
N , i.e. the
one endowed by the indeterminates (T1, . . . , Tk+1).
Theorem 15. There exists a non-empty Zariski open set O ⊂ CN such that for (F,G) in O, (F,G) satisfies
assumption A.
Proof. Let I = {i1, . . . , iℓ} ⊂ {1, . . . , n}, r = 2d − 1, γ = (γ1, . . . , γr) and Eγ ⊂ Cn be the linear subspace
defined by xγi−1+1 = · · · = xγi (for 1 ≤ i ≤ r). We denote by Γ this set of linear equations which define
Extγ . We consider the map ΦI,γ : z = (x, t) ∈ Eγ ×CN 7→
(
f1(z), . . . , fk(z),
∂g
∂xi1





for the moment that 0 is a regular value of ΦI . Then, the algebraic version of Thom’s weak transversality
theorem (see e.g. [55, Proposition B.3]) states that there exists a non-empty Zariski open set OI such that
for any t ∈ OI , 0 is a regular value for the specialized map x 7→ ΦI(x, t). In other words, at any x ∈ C
N
in the zero-set of the union of Γ with f1(., t), . . . , fk(., t),
∂g
∂xi1
(., t), . . . , ∂g
∂xiℓ
(., t), the Jacobian matrix of that
polynomial family is full rank. By the Jacobian criterion [27, Theorem 16.19], we deduce that this polynomial
family satisfies R. Finally, we define O as the intersection of the finitely many non-empty Zariski open subsets
OI ⊂ C
N . Hence, O is a non-empty Zariski open set of CN and for any (F,G) ∈ O, (F,G) satisfies A.
It remains to prove that for I = {i1, . . . , iℓ} ⊂ {1, . . . , n}, 0 is a regular value of the map ΦI,γ , i.e. the
Jacobian matrix associated to ΦI,γ is invertible at any point of Φ
−1
I,γ(0). To do that, we prove that the
Jacobian matrix associated to Γ and
(
f1, . . . , fk,
∂g
∂xi1
, . . . , ∂g
∂xiℓ
)
is full rank at any point of Φ−1I,γ(0). We
extract a full rank submatrix of that Jacobian matrix as follows:
• since Γ is a set of independent linear equations, one extracts a full rank square submatrix J with entries
in C whose columns correspond to partial derivatives w.r.t. variables in x1, . . . , xn;
• we select the columns corresponding to the partial derivatives w.r.t. indeterminates encoding the
constant terms in fi; this yields a diagonal submatrix ∆ with 1’s on the diagonal;
• we select the columns corresponding to the partial derivatives w.r.t. the indeterminate multiplying
(x1 + · · ·+ xn) in g; this yields a diagonal submatrix ∆′, with 1’s on the diagonal.
In the end, the submatrix we have extracted is block-diagonal and these blocks on the diagonal are J, ∆
and ∆′. This ends the proof.
4.2 One-block quantifier elimination
We now study the situation where F = (f1, . . . , fk) andG = (g1, . . . , gn) are polynomials inQ[x1, . . . , xn, y1, . . . , yt]
such that
(i) the action of Sn on (x1, . . . , xn) leaves invariant fi ; (ii) the map x = (x1, . . . ,xn) 7→ (g1(x, .), . . . , gn(x, .))
is Sn equivariant.
We consider the problem of computing a semi-algebraic description of the projection on the (y1, . . . , yt)-space
of the set S(F,G) ⊂ Rn ×Rt defined by f1 = · · · = fk = 0, g1 ≥ 0, . . . , gn ≥ 0. This is equivalent to solve
the one-block quantifier elimination problem:
Φ : ∃x ∈ Rn f1 = · · · = fk = 0, g1 ≥ 0, . . . , gn ≥ 0, (4.1)
hence computing a quantifier-free formula which is equivalent to the quantified formula Φ. A geometric
interpretation is that one aims at computing a semi-algebraic description of Π(S(F,G)) where Π is the
projection (x,y) ∈ Rn ×Rt 7→ y.
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Theorem 16. Let F , G and Φ be as above, d be the maximum degree in the variables in (x1, . . . , xn) of the
entries of F and G and assume that d ≤ n2 . Then, there exists a quantifier-free formula Ψ(Y ) = ∪
K
k=1Ψk(Y )
which is equivalent to Φ, and such that K ≤ nO(d) and:






u=1 sign(ϕi,j,u,k) = σi,j,h,k)
with σi,j,h,k ∈ {0, 1,−1}, ℓk ≤ (n+ k)
d+1nO(dt)
ℓi,k ≤ (n+ k)
d+1nO(d), ℓi,j,k ≤ n
O(d)
and the degrees of the polynomials ϕi,j,u are bounded by n
d. Moreover, there exists an algorithm which
computes Ψ using at most (k + n)dtnO(dt) arithmetic operations in Q.
Proof. The proof is similar to the one of Theorem 13. We reduce the considered one-block quantifier elimi-
nation problem to solving finitely many one-block quantifier elimination problems.
Set r = 2d− 1 and let Γ(n, r) be the set of partitions γ = (γ1, . . . , γr) of n of size r (γ0 = 0 by convention).
As in the proof of Theorem 13, we associate to γ the substitution xγi−1+1 = · · · = xγi = ai for 1 ≤ i ≤ r,
where a1, . . . , ar are new variables. We denote by Φγ the formula obtained after performing this substitution
in Φ and by Sγ(F,G) the semi-algebraic set in R
r ×Rt defined by the system obtained after applying the
same substitution. Assume, for the moment, the following equality:
Π(S(F,G)) = ∪γ∈Γ(n,r)Π(Sγ(F,G)). (4.2)
Then, performing quantifier elimination on formula Φ is equivalent to performing quantifier elimination
on each formula Φγ – which yields a quantifier-free formula Ψγ defining Π(Sγ(F,G)) – and returning
∨
γ⊂Γ(n,r)Ψγ . Using [10, Theorem 14.16], one deduces that performing quantifier elimination on Φγ is done





σi,j,h) such that ℓ ≤ (n + k)d+1nO(dt), ℓi ≤ (n + k)d+1nO(d) and ℓi,j ≤ nO(d). Now, recall that Γ(n, r) has
cardinality bounded by nO(d) (this bounds the integer K in the statement of the Theorem). Hence, runtime
and degree bounds on the output formula are established.
Now, we prove that (4.2) holds which will end the proof. Let y ∈ Π(S(F,G)) and Sy ⊂ Rn be the projection
of S(F,G)∩Π−1(y) on the (x1, . . . , xn)-space. Observe that Sy is defined by the polynomial system obtained
by instantiating variables (y1, . . . , yt) to the coordinates of y in F and G ; we denote the obtained polynomial
sequences by Fy and Gy.
Observe that all entries of Fy are Sn-invariant, the sequence Gy defines an equivariant map and all entries
of Fy and Gy have degree ≤
n
2 by assumption. Hence, we can apply Theorem 10. It establishes that the
semi-algebraic set Sy is empty if and only if it contains a point x with at most 2d − 1 coordinates. Now,
observe, as in the proof of Theorem 13, thanks to the invariance of (Fγ , Gγ) that since under the action of
Sn, there exists a partition γ = (γ1, . . . , γr) in Γ(n, r) such that Sy has a non-empty intersection with the
hyperplanes defined by xγi−1+1 = · · · = xγi for 1 ≤ i ≤ r. In other words, there exists γ ∈ Γ(n, r) such that
y ∈ Π(Sγ(F,G)). We deduce that Π(S(F,G)) ⊂ ∪γ∈Γ(n,r)Π(Sγ(F,G)). The reverse inclusion is immediate
once we observe that ∪γ∈Γ(n,r)Sγ(F,G) ⊂ S(F,G).
5 Experimental results
Our experiments make use of the following software
• RAGlib. [53]. This is a Maple library, based on the FGb library by J.-C. Faugère. It implements
algorithms based on the critical point method running in time singly exponential in n.
• Mathematica-CAD [61], RealTriangularize [22] which are packages computing Cylindrical Al-
gebraic Decompositions (CAD) adapted to polynomial sequences.
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n d k RS RS-T RAG M T
3 2 0 1.6 8 1.6 16 6.6
4 2 0 1.9 10 13 - -
5 2 0 4.9 9 329 - -
6 2 0 5 25 1577 - -
7 2 0 6 1 39461 - -
8 2 0 10 10 - - -
9 2 0 10 13 - - -
Table 1: Results obtained for test-suite S1
n d k RS RS-T RAG M T
5 3 3 1762 - 1779 - -
6 3 3 1583 - 376822 - -
7 3 3 3135 - - - -
8 3 3 4344 - - - -
5 3 4 0.4 - 0.4 - -
6 3 4 0.4 - 21 - -
7 3 4 0.6 - 440 - -
8 3 4 0.9 - 11686 - -
Table 2: Results obtained for test-suite S2
We have considered the following test-suites:
• S1. We take the gradient of randomly chosen dense symmetric polynomials for G, letting F be the
empty sequence; the coefficients of these polynomials are chosen between −216 and 216 using the
random tool generator of Maple.
• S2. We take random dense systems of symmetric polynomials and equivariant families in Q[x1, . . . , xn].
To solve these polynomial systems, we will use the following implementations of critical point method-based
algorithms and CAD:
• RAG refers to the Real Algebraic Geometry library RAGlib;
• M refers to the CAD in Mathematica;
• T refers to the CAD package in Maple.
The direct use of these polynomials will be compared with algorithms on which Theorems 13 and 14 rely.
These consist in using critical point based algorithms to decide if the input system has a real solution with
at most 2d − 1 distinct coordinates (where d bounds the degree of the inputs). Also we can substitute the
use of those algorithms by ones that are based on CAD. This leads us to consider in our comparisons the
following:
• RS: consists in using RAGlib; this is an implementation of the algorithm on which Theorems 13
and 14 rely.
• RS-T: consists in using the CAD Maple package to look at solutions with at most 2d − 1 distinct
coordinates.
The computations are performed on an Intel(R) Xeon(R) CPU E3-1505M v6 @ 3.00GHz with 32 Gb of
RAM. Timings are given in seconds. The symbol ’-’ means that no result was obtained after 2 days of
computation or because of a lack of memory. Tables 1 and 2 provide the results obtained for the test-suites
S1 and S2. One can see that the use of Theorem 10 allows us to tackle examples that are out of reach of
other implementations.
We also observe that when 2d− 1 becomes larger than 4 or 5 implementations based on CAD cannot tackle
most of the examples considered here while the critical point method based implementation RAGlib scales
far much better.
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Finally, let us consider the following examples extracted from [26]:




















i , a = 1, b = 2




















> 0, x1 > 0, . . . , xn > 0
The first (resp. second) table provides timings for SWE (resp. ROM). As observed previously, implemen-
tations based on the critical point methods scale way better than those based on CAD. Also our approach
combined with critical point methods allows us to tackle problems which are out of reach of the state-of-the-
art.
n 3 4 5 6 7 8 9
RS 0.12 0.14 0.3 0.5 0.6 0.74 1.2
RAG 0.2 0.3 0.5 1.6 9.8 131 1978
M 0.2 14.7 - - - - -
n 3 4 5 6 7 8 9
RS 0.25 0.8 4.2 95 6874 6902 14023
RAG 0.3 1 4.5 97 6664 - -
M 0.04 0.5 1246 - - - -
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