Introduction
This paper is devoted to the study of central division algebras and Brauer groups of fields pointed out in the title. Let K be a field with a Henselian valuation v . It is not difficult to see that if K is perfect and the value group v(K) is divisible, then K is stable if and only if the residue field K of (K, v) possesses the same property. Such a behaviour of K and v(K) does not make a substantial interest from the point of view of valuation theory, so we focus our attention on the special case in which K is stable and v(K) is a p -indivisible group, i.e. satisfies the condition v(K) = p.v(K) , for a given prime number p . Then K turns out to be a p -quasilocal field, which allows us to determine the structure of the p -component Br ( K) p of the Brauer group Br ( K) , as well as to characterize the subfields and the splitting fields of an arbitrary central division K -algebra ∆ of p -primary dimension, which embed as Ksubalgebras in the maximal p -extension K(p) of K . Supplemented by a description of the relations between K and the rank of the quotient group v(K)/p.v(K) as an elementary abelian p -group [8, Theorem 2.1], the results of the present paper have been used in [8, Sect. 4] for characterizing some of the basic types of Henselian valued stable fields. This considerably simplifies the process of verifying whether a given Henselian valued field is stable (see Proposition 4.5). As a whole, it becomes clear that K preserves to one or another extent a number of algebraic properties of local fields (see Proposition 4.6), especially, when v(K) is a totally indivisible group, i.e. a p -indivisible group, for every prime p .
A field E is called p -quasilocal, for some prime number p , if it satisfies some of the following two conditions: (i) Br (E) p = {0} or E(p) = E ; (ii) Every cyclic extension of E of degree p is embeddable as an E -subalgebra in each central division Ealgebra of Schur index p . Recall that a field K is said to be stable, if the Schur index ind (D) of each finite dimensional central division algebra D over K is equal to the exponent exp(D) , i.e. the order of the similarity class [D] in the Brauer
Preliminaries on simple algebras and Brauer groups
In this Section, we give a brief account of some fundamental results of the classical theory of simple algebras over arbitrary fields, which will often be used without explicit references; a more detailed presentation of the theory can be found, for example, in [39] or [27] . Let E be a field and s(E) the class of central simple algebras over E . By Wedderburn's structure theorem, each algebra A in s(E) is isomorphic to the full matrix ring M n (A ′ ) of order n over some division E -algebra A ′ ∈ s(E) ; the number n is uniquely determined by A , and so is A ′ up to an isomorphism. (1.2) Assume that X and Y are finite dimensional division algebras over an arbitrary field E , and E is the centre of at least one of these algebras. Then the following is true:
(i) The E -algebra X ⊗ E Y is isomorphic to the full matrix ring M k (T) over a division E -algebra T of order k dividing the dimensions We continue these preliminaries with some observations that will be applied to the study of algebraic extensions of absolutely stable fields, and of intermediate fields of the maximal p -extensions of p -quasilocal fields. Let E/E 0 be an algebraic field extension, A a finite dimensional E -algebra, B a basis of A , Σ a finite subset of A , Σ 1 (B) the set of structural constants of A determined by B , and Σ 2 (B) the set of coordinates of the elements of Σ with respect to B . Then the extension E 1 of E 0 generated by the union Σ 1 (B) ∪ Σ 2 (B) is finite, and the following holds true (cf. [39, Sect. 9 .2]):
(1.3) (i) The subring A 1 of A generated by E 1 ∪ B is an E 1 -subalgebra of A , such that the E -algebras A 1 ⊗ E 1 E and A are isomorphic;
(ii) If A/E is a Galois extension and Σ contains the roots in A of the minimal polynomial over E 0 of a given primitive element of A/E , then A 1 /E 1 is a Galois extension and the Galois groups G(A 1 /E 1 ) and G(A/E) are canonically isomorphic; (iii) If A/E is a central division E -algebra, then Σ can be chosen so that A 1 /E 1 is a central division algebra with exp (A 1 ) = exp (A) and ind (A 1 ) = ind (A) .
Let E
′ /E be a cyclic extension of degree m and σ an E -automorphism of the field E ′ of order m . We denote by (E ′ /E, σ, β) the cyclic E -algebra associated with σ and an element β ∈ E * ; this algebra is defined as a left vector space over E ′ with a basis 1, θ, ..., θ m−1 , and a multiplication satisfying the conditions θ m = β and θ.β ′ = σ(β ′ ).θ : (1.5) The cyclic E -algebras (E ′ /E, σ, c) and (E ′ /E, σ, c ′ ) are isomorphic if and only if c ′ .c −1 is an element of the norm subgroup N(E ′ /E) of E * determined by the extension E ′ /E . Moreover, the mapping λ −→ (E ′ /E, σ, λ) from E * to s(E)
induces an isomorphism of the quotient group E * /N(E ′ /E) on Br (E ′ /E) .
The structure of the algebra (E ′ /E, σ, β) is particularly simple when its centre E contains a primitive m -th root of unity ǫ = ǫ(m) . In this case, E ′ /E is a Kummer extension (cf. [33, Ch. VIII, Theorem 10] ) and there are elements α ∈ E * and ξ ∈ E ′ , such that E ′ = E(ξ) and (E ′ /E, σ, β) = E ξ, θ :
This algebra is called a symbol algebra and usually is denoted by A ǫ (α, β; E 
The image of the natural homomorphism of Br (E) into Br (L) , for an arbitrary cyclic extension L/E can be described as follows:
(1.6) For a central simple algebra A over a cyclic extension L of a field E , the following assertions are equivalent:
(ii) Every E -automorphism ψ of the field L is extendable to an automorphismψ of A as an algebra over E . Proof. The binomial expansion shows that (h − 1)
Hence, (h − 1) (1.7) (i) Every subgroup U of Br (E) is equal to Br (Λ U /E) , for some compositum Λ U of function fields of Brauer-Severi varieties defined over E ;
(ii) There exists a tower {Λ n : n ∈ N} of extensions of E , such that Λ 1 = E , and for each index n , Br (Λ n+1 /Λ n ) = Br (Λ n ) and Λ n+1 is a compositum of function fields of Brauer-Severi varieties defined over Λ n ; in particular, the union Λ ′ = ∪ ∞ n=1 Λ n is a field, such that Br (Λ ′ ) = {0} and E is algebraically closed in Λ ′ .
For convenience of the reader, we present here the definitions of several special kinds of fields that will often be used in the sequel. A field F is said to be formally real, if Recall finally that the character group C(G) of any profinite group G is defined to be the abelian group of all continuous homomorphisms of G into the discrete quotient group Q/Z of the additive group Q of rational numbers by the closed subgroup Z of integer numbers. This is equivalent to the standard definition of a character group used in topological group theory, in spite of the fact that Q/Z is not a discrete subgroup of the compact group R/Z , where R is the additive locally compact group of real numbers (see [28, Sect. 7, Corollary 5.3] ). Note that C(G) is a torsion group, since each character of G maps it into a compact, hence a finite, subgroup of Q/Z . Regarding Q/Z as a trivial G -module, we also identify C(G) with the continuous cohomology group H 1 (G, Q/Z) .
A necessary condition for stability of Henselian valued fields
Let K be a field with a nontrivial valuation v . The main algebraic structures associated with K and v are the valuation ring O K , the residue field K and the value group v(K) of (K, v) . We say that v is Henselian, if any of the following three conditions is in force (see [41; 22] and [49] , for a proof of their equivalence):
(determined by the natural ring homomorphismˆ: O K −→ K) has a simple root α ′ ∈ K , there is a simple root α ∈ O K withα = α ′ ;
(ii) v can be extended to a uniquely determined valuation v K ′ on each algebraic extension K ′ of K ;
(iii) v is uniquely extendable to a valuation on each division K -algebra of finite dimension.
It is well-known that complete fields with respect to nontrivial real-valued valuations are Henselian as well as iterated Laurent formal power series fields in n ≥ 1
indeterminates (with respect to their standard Z n -valued valuations). Clearly, the validity of (2.1) (ii) implies the same for ( [26] , for every finite dimensional division K -algebra S with Z( S) separable over K , there exists an inertial division K -algebra S such that S is K -isomorphic to S . The K -algebra S is uniquely determined by S up to an isomorphism. This algebra is called an inertial lift of S 
(ii) Br (E) p is a divisible group unless p = 2 and E is a formally real field;
Proof. Suppose first that R/E = exp (D) = p n , for some n ∈ N , and denote by σ some E -automorphism of the field R of order p n . We show that ind (D) = p n and R embeds in D as an E -subalgebra. In view of (1.1) and (1.2) (ii), this is equivalent to the assertion that R is a splitting field of the E -algebra D or what is the same, that the class [D] ∈ Br (E) is an element of the relative Brauer group Br (R/E) .
We prove this assertion by induction on n . Note first that the underlying division E -algebra D ′ of the p -th tensor power of D over E is of exponent p n−1 and that the unique extension R ′ of E in R of degree p n−1 is cyclic with a Galois group
then D is similar to a tensor product of central division E -algebras of index p (cf.
[35, Sect. 4, Theorem 2]); hence, by (1.2) and the condition that E is p -quasilocal,
[D] ∈ Br (R/E) . Therefore, one can assume that n ≥ 2 and Proof. For any n ∈ N there is a short exact sequence of trivial G -modules
The inequality cd(G) ≤ 1 implies that H 2 (G, Q/Z) = {0} , which means that the multiplication by n is a surjective endomorphism of C(G) . This proves Lemma 3.2. 
where ǫ 2p is a primitive 2p -th root of unity in E ′ . Suppose now that E ′ is of finite degree over E and the group C(E(p)/E) is not divisible. By Proposition 2 of [23] , this means that p = 2 and an arbitrary quadratic extension of E in E(2) is a subfield of a suitably chosen Z 2 -extension of E in E(2) if and only if it is a subfield of some quartic cyclic extension of E in E(2) . This, combined with (1.8), completes the proof of Lemma 3.3.
Remark 3.4. Note that if E is a field and p a prime number for which G(E(p)/E)
is a pro-p -group of rank 1 and order ≥ 3 , then E(p)/E is a Z p -extension. Indeed, then it follows from Galois theory that G(E(p)/E) has a unique open subgroup of index p . This implies that every finite extension of E in E(p) is cyclic, and so reduces our assertion to a consequence of Lemma 3.3.
Lemma 3.5. Let E be a Pythagorean field. Then the 2-component of Br (E) is a group of exponent 2 .
Proof. As E is a formally real field, the symbol E -algebra A −1 (−1, −1; E) is a division algebra, so we have Br (E) 2 = {0} . On the other hand, since central division algebras of exponent four are similar to tensor products of cyclic algebras [36, (16.6) ], it follows from (1.8) that Br (E) 2 does not contain elements of order 4 . Thus Lemma 3.5 is proved.
Theorem 3.1 (ii) is supplemented by the following two statements.
Lemma 3.6. A formally real field E is 2 -quasilocal if and only if E(2)/E is a quadratic extension; when this is the case, E is Pythagorean and Br
Proof. It is easy to see that if E(2)/E is a quadratic extension, then the tensor product over E of any pair of central division E -algebras of index 2 cannot be a division algebra; note also that E is a Pythagorean field, by (1.8) . This, combined with the Merkurjev-Suslin theorem, (1.5) and Lemma 3.5, implies that every central division E -algebra of 2 -power index is isomorphic to the symbol algebra A −1 (−1, −1; E) . These observations prove the latter assertion and the sufficiency in the former assertion of the lemma. Suppose now that E is 2 -quasilocal. As E is formally real, the equation X 2 + Y 2 = −1 has no solution over E ; therefore, the extension E 1 of E in E(2) obtained by adjoining a square root of −1 is of degree 2 and −1 is not a norm from E 1 over E . Hence, by Albert , s theorem (cf.
[1, Ch. IX, Sect. 6]), E 1 cannot be realized as an intermediate field of any cyclic extension of E of degree 4 , and by (1.5), the symbol E -algebra A −1 (−1, −1; E) is a division one. Similarly, if B is a formally real field containing E as a subfield, then A −1 (−1, −1; B) is a central division B -algebra. On the other hand, by assumption, every quadratic extension E ′ of E can be embedded in A −1 (−1, −1; E) as an E -subalgebra; taking also into account that the E ′ -algebra A −1 (−1, Lemma 3.6 and our next lemma provide a Galois theoretic characterization of the p -quasilocal fields in the class of fields containing primitive p -th roots of unity:
Lemma 3.9. Let E be a field containing a primitive p -th root of unity, for some prime number p = char (E) . Then the following statements are equivalent:
Proof. Denote by p Br (E) the maximal subgroup of Br (E) of exponent p . As noted in [51] , it follows from Galois cohomology that there is a group isomorphism
is commutative, where µ is the Kummer isomorphism of the group E * /E * p on the group H 1 (G(E(p)/E)), ∪ is the cup-product mapping and Symb maps (α.E * p , β.E * p )
into the similarity class of the symbol E -algebra A ǫ (α, β; E) , for every pair of elements α, β ∈ E * . This, combined with the Merkurjev-Suslin theorem [36, (11.5) and ( We refer the reader to [37] and [38] , for a similar description of Demushkin groups realizable as Galois groups of maximal p -extensions of fields containing primitive p -th roots of unity.
The main result
The main purpose of this paper is to prove the following theorem: 
(ii) R is a p -quasilocal field;
(iii) R is embeddable in D as an E -subalgebra if and only if the degree [R : E] divides ind (D) ; R is a splitting field of D if and only if [R : E] is infinite or divisible by ind (D) ;
(iv) Br (R) p = {0} , provided that R/E is an infinite extension. 
with respect to the group operation in Br (U) p and the multiplication * from Br (U) p × Z[G(U/E)] into Br (U) p induced canonically by the action of G(U/E) on U . Let ψ be a generator of G(U/E). By (1.6), then the image of the scalar extension map Br (E) p → Br (U) p is the set Br (U)
Thus, it suffices for the first assertion of the lemma to prove that ψ acts trivially on Br (U) p . For this, take any nonzero ∆ ∈ Br (U) p ; say exp (∆) = p s . The
can be regarded as a module over the group ring Z/p
in Br (U) . Take k minimal with this property. If k = 1 , then ψ∆ = ∆ , as
, and
The assumption on U implies that U splits D . Hence, (ψ − 1)
in Br (U) , contradicting the minimality of k . Hence, k = 1 , and the first part of the lemma is proved.
For the second assertion, take any A in Br (U) p with cor U/E (A) = 0 in Br (E) .
We have just proved that there is some B ∈ Br (E) p with B ⊗ E U = A in Br (U) . Hence, U splits B , by hypothesis. Thus, A = B ⊗ E U = 0 in Br (U) , proving the desired injectivity.
(ii) The triviality of Br (U) p follows at once from the triviality of Br (E) p and the surjectivity of the scalar extension map Br (E) p → Br (U) p . Observing also that if Φ = U , then U admits a proper cyclic extension U 1 in Φ , and taking into account We recall that the proof of the following lemma is presented in Sections 5 and 6. 
(ii) If K is p -quasilocal and ∆ is a central division E -algebra of index p , then ∆ is similar to the E -algebra (E 2 /E, σ 2 , δ) , for some δ ∈ E * ;
(iii) If some of the fields E or K is p -quasilocal, then the norm groups N(E 2 /E 1 ) and N(K 2 /K 1 ) include the sets {σ 1 (α).α
Suppose first that E is p -quasilocal. Then it follows from (1.
and by Hilbert's Theorem 90, this means that d.
The obtained result is equivalent to the embeddability of K 1 in D as a K -subalgebra, since [39, Sect. 13.3] ). This proves that K is a p -quasilocal field. The inverse implication of Proposition 4.4 is deduced from (4.1) (ii) in much the same way, so we omit the details.
We turn to the proof of (4.1) (iii)
Observing also that π K/E and π K 1 /E 1 are surjective (since K and K 1 are purely inseparable over E and E 1 , respectively), one obtains consecutively that if π E 1 /E is surjective, then the same applies to π K 1 /E and π K 1 /K . Conversely, let π K 1 /K be surjective. Then it turns out that π K 1 /E is surjective, which implies that Br (E 1 ) p is presentable as a sum of the subgroups Im (π E 1 /E ) and Br (K 1 /E 1 ) .
Since Br (E 1 ) p and Im (π E 1 /E ) are divisible and Br (K 1 /E 1 ) is of exponent dividing [K 1 : E 1 ] = [K : E] , the obtained result proves the surjectivity of π E 1 /E .
It remains for us to prove (4.1) (i) and (ii). Note first that if E is p -quasilocal, and 
, this implies that central division E -algebras of exponent p are split by E 2 , and so completes the proof of (4.1) (ii) and Proposition 4.4.
Note that Theorem 3.1 enables one to verify more easily whether a given Henselian valued field is stable. This can be illustrated by the following result: 
(ii) K is a stable field in each of the following three special cases: It is not known whether there exists a field E and a prime number p , for which E(p) = E and Br (E) p = {0} . In view of the Merkurjev-Suslin theorem and [2, Ch.
VII, Theorem 28]), this is impossible in the special case where E contains a primitive p -th root of unity or char (E) = p . We conclude this Section with essentially an equivalent form of Theorem 3.1 for nonreal fields containing a primitive p -th root of unity. It generalizes partially 
An equivalent form of the main lemma
Our aim in this Section is to find an equivalent form of Lemma 4.3 and thereby to obtain its proof in the special case of p = 2 as well as to understand better how to deal with the remaining case of p > 2 . The rest of the proof is presented in Section 6. (ii) F * p i ∩ E is a subgroup of N(F i /E) , provided that p > 2 and i ∈ {1, ..., p + 1} .
Proof. This follows at once from Kummer's theory and the definition of the norm mapping.
Lemma 5.3. Let E be a field not containing a primitive p -th root of unity, for some prime p . Then E(p) does not contain such a root and E(p)
Proof. If char (E) = p , this follows from the fact that the polynomial X p − α is purely inseparable, for each α ∈ E . Assuming that p = char (E) and α ∈ E * \ E * p , one obtains that X p − α is irreducible over E and it root field, say F α , contains a primitive p -th root of unity ǫ . Since the degree [E(ǫ) : E] divides p − 1 and ǫ ∈ E , this means that the extension of E generated by some p -th root of α in F α is not normal. and G(E p+1 /E) , respectively, and α an element of L satisfying the equality
Proof. This can be deduced from Hilbert's Theorem 90, the definition of norm mappings and the equalities N
In the rest of this Section we will often use the fact that if M/E is a Galois exten- 
Proof. (ii) Our assertion follows at once from Galois theory, if k = 1 . A similar argument proves in the case of k = 2 that ϕ 2 (ω).ω −1 is a p -th root of unity in E .
The obtained result implies our assertion, since the condition k = 2 ≤ p − 1 ensures that p ≥ 3 . In order to complete the proof of Lemma 5.5 (i) it remains to be seen that [
=ω is of norm 1 over E . Moreover, by the preceeding considerations, it is a p -th root of unity in E , which implies that [ (i) c lies in the product of the norm groups N(E j(1) /E) and N(E j(2) /E) ;
Proof. For each pair of indices (j, ν) ∈ J × J , ϕ ν induces on E j an automorphism of order p , so Lemma 5.5 (i) implies the following statement: (5.1) If j ∈ J , then there exists a natural number f (j) not divisible by p , such that
) is a p -th power in E j , for each µ j ∈ E * j .
Suppose first that there exist elements ζ, z j(1) and z j(2) satisfying the conditions of Lemma 5.6 (ii). By Lemma 5.4, then we have
so it follows from (5.1) that the element c.N
) is a p -th power in L , for some integer numbers f (j(1)) and f (j (2)) not divisible by p . Applying now Lemmas 5.2 (ii) and 5.3, one concludes that c ∈ N(E j(1) /E).N(E j(2) /E) except, possibly, in the special case of p = 2 = char (E) . At the same time, it is easily verified that if p = 2 and i ∈J , then ϕ i (z j(1) ).z
.ϕ i (ζ) and ϕ j (1) .ϕ i = ϕ j (2) . In view of Galois theory, this means that E * j(2) contains the element z (2) ) , which completes the proof of the implication (ii) → (i).
Conversely, let c = N (2) ) , for some elements α j(1) ∈ E j(1) and
where a j = α 
j ) , for suitably chosen elements k(j) ∈ (Z \ p.Z) , and γ j ∈ E * j . Now it suffices bo establish the solvability of the equation [
over E * j , where σ p = σ 1 . This can be deduced from the following statement: (5.2) For an element ρ j of E * j , the following conditions are equivalent:
It remains for us to prove (5.2). Suppose first that E * j contains an elementρ j satisfying the equality [ 
).η p j , for some integer k(j) and some element η j ∈ E j . It is therefore clear that ρ j = σ 1 (η j ) p .η 
On the other hand, Lemma 5.5 (i) indicates that if n(j) < p − 1 , then the element [ p−1 m=n(j)+1 (σ m − 1)] * ρ j could not lie in E * p j , which contradicts the fact that ρ j ∈ E * p j . The equality n(j) = p − 1 is also excluded by Lemma 5.5 (i), so the implication (5.2) (ii) → (5.2) (i) is proved.
Suppose finally that
, so the proofs of statement (5.2) and Lemma 5.6 are complete.
6. Intermediate norms in noncyclic abelian extensions of degree p 2 Let E be a field, p a prime number greater than 2 , F 1 and F 2 different extensions of E in E(p) of degree p , L their compositum, E 1 , ..., E p−1 the other extensions of E in L of degree p . Our aim in this Section is to accomplish the proof of Lemma 4.3.
The idea of our proof is to obtain consecutively the existence of elements
.., k , for each index k , and also to show that ξ p−1 can be chosen so that one can apply to it Lemma 5.6. To implement this we need additional information about the norms N L E j (ξ u ) : j = k + 1, ..., p + 1 , k = 1, ..., p − 1 . It is contained in the following four lemmas and seems to be of independent interest. and G(L/E 2 ) , respectively, and γ an element of L satisfying the norm equalities
] * ν j , ν j being a suitably chosen element of E * j , for each j ∈ {3, ..., p + 1} . Moreover, the following statements are true:
Proof. One can assume without loss of generality that G(L/E j ) is generated by the element ϕ 1 .τ
, for each j ∈ {3, ..., p + 1} , where
. It is easily verified that the double product w j (λ) =
is an abelian extension, this means that
. Observing now that ϕ 1 induces on E j an E -automorphism of order p , and applying Hilbert's Theorem 90 as well as the inequality p > 2 , one concludes that there exists an element ξ j ∈ E * j satisfying the conditions w j (γ) = c
Thus Lemma 6.1 (i) reduces to a special case of Lemma 5.6. Similarly, the conclusions of Lemma 6.1 (ii) and (iii) are contained in the following lemma. 
Then the following statements are true:
th powers in
L ; furthermore, if k = 1 , then they are elements of E * p ;
(ii) If E is p -quasilocal, then and there exists an element α ′ ∈ L , such that
Proof. Fix an index j ∈ (J \ {k + 1}) , denote by M(j) and K(j) the sets J \ {k + 1, j} and {1, ..., p + 1} \ {k + 1, j} , respectively, and put
Taking into account that ϕ n induces on E k+1 and E j automorphisms of order p , ∀n ∈ K(j) , one obtains by applying Lemma 5.4 that α
. In view of (5.1), this can be restated by saying that α
.θ p j , for some integer numbers m(k + 1) and m(j) not divisible by p , and some elements θ k+1 ∈ E * k+1 and θ j ∈ E * j . Therefore, the former assertion of Lemma 6.2 (i) will be proved, if we show that p divides the sum m(k + 1) + m(j) . For each index n ≥ 3 , denote by l(n) the unique natural number less than p , for which
∀l ∈ N and β ∈ (E * k+1 ∪ E * j ) , and arguing as in the proof of Lemma 6.1, one concludes that it suffices to consider our assertion in the special case when
: n = 3, ..., p + 1 . Then direct calculations show that one can take as m(k + 1) and m(j) the products l(k + 1). n∈K(j) (l(k + 1) − n) and l(j). n∈K(j) (l(j) − n) , respectively, for a suitable choice of the elements θ k+1 and θ j . Note also that the numbersm(k + 1) = (l(k + 1) − l(j)).m(k + 1) andm(j) = (l(j) − l(k + 1)).m(j) are congruent to −1 modulo p . Indeed, it follows from the Euler-Fermat theorem that the coefficients of the polynomial h(X)
, one obtains the stated congruences and so proves the former statement of Lemma 6.2 (i). The proof of the other assertions of the lemma relies on the following statements:
, provided that k = 1 ; (ii) If k ≥ 2 and j ∈ (J \ {k + 1}) , then there exist elements λ j ∈ E * k+1 and ω j ∈ E * j , such that λ 1) .(ϕ 2 − 1)] * t j ′ = 1 whenever j ′ ∈ J and t j ′ is a p -th root in E j ′ of an element of E * . The proof of (6.1) (i) relies on the fact that N
2 . This is verified by direct calculations similar to those carried out in the process of proving Lemma 6.1. In view of Galois theory, these results show that the element µ lies in E * 3 . It is now easy to see that N 
(α) , and such that N
has a solution e k+1 ∈ E * k+1 , provided that E is a p -quasilocal field. In this case, the element α
k+1 is a solution to the system of equations N
We turn to the proof of the latter assertion of Lemma 6.2 (i). By (1.7) (ii), there exists an extension Λ of E , such that Br (Λ) p = {0} and E is algebraically closed in Λ . Denote by E 1 , ..., E p+1 and L the tensor products E 1 ⊗ E Λ, ..., E p+1 ⊗ E Λ and L ⊗ E Λ , respectively. It is clear from Galois theory and the equality L ∩ Λ = E that L/Λ is a noncyclic abelian extension of degree p 2 , and also, that E n : n = 1, ..., p + 1 , are the extensions of Λ in L of degree p . In addition, it is easily verified that
natural number less than or equal to p + 1 , η n ′ ∈ E n ′ and η ∈ L . There observations indicate that it suffices to prove the latter assertion of Lemma 6.2 (i) in the special case when Br (E) p = {0} . By Lemma 4.2 (ii), then L contains an element e 2 of norm µ 2 over E 2 . Assuming that k = 1 and applying Lemma 6.1 to
2 ).e 2 , one obtains, for each index j ≥ 2 , that the product
j , for some elements c j ∈ E * and ν j ∈ E * 
for each j ∈ {k + 1, ..., p + 1} . Moreover, the following statements are true: (ii) If k < p − 1 and E is p -quasilocal, then µ k+1 , ..., µ p+1 are subject to the restrictions of (i) if and only if µ j ∈ N(L/E j ) : j = k + 1, ..., p + 1 .
Proof. In view of Lemma 6.2, one may consider only the special case of k ≥ 2 , assuming that our assertions are valid for k − 1 and each element of L of norm c over
This, applied to α , implies for every index j ≥ k + 1 , the exis- 
.., p + Henceforth, we assume that k < p − 1 and condition (b) is in force. Applying Lemma 6.2 and statement (6.1), one obtains that then the set {µ k+1 , ..., µ p+1 } can be fixed so that the element N
−1 is a p -th power in E and N
We show that the set {µ k+1 , ..., µ p+1 } has the properties required by Lemma 6.3 (i) . In view of Lemma 1.1, condition (b) is in force if and only if a 1 ∈ N(E n /E) , for any index n ≥ 2 . It can also be restated by saying that N(E n /E) ∩ L * p = E * p n ∩ E : n = 1, ..., p + 1 . It remains to be seen that N
.., p + 1 . Our choice of the set {µ k+1 , ..., µ p+1 } guarantees that N
−1 is a pth power in E and λ p j ∈ E . Therefore, by the equivalent form of condition (b), {λ j : j = k + 3, ..., p + 1} is a subset of p+1 n=1 E * p n = E * p , i.e. λ j ∈ E : j = k + 3, ..., p + 1 .
Our argument, combined with Lemma 5.5 (ii), completes the proof of Lemma 6.3. 
, for each j ∈ {k + 1, ..., p + 1} . Moreover, the following statements are true: 
Proof. Note first that it suffices to establish the existence of elements µ k+1 ∈ E k+1 , ...,
for each j ∈ {k + 1, ..., p + 1} and some natural number ν(α) less than p . Indeed, then Lemma 6.4 (i) can be deduced from Kummer's theory and Lemma 5.5 (ii), and an element e k of L of norm ξ k over E k . Using the inequality k ≥ 3 , one computes directly that N whenever ω j ∈ E j and ω p j ∈ E , one obtains that ν j can be chosen so that N
, for some nonnegative integer number n(j) less that p . We show that n(j) = n(4) : j = 5, ..., p + 1 . As in the proof of the latter assertion of Lemma 6.2 (i), one sees that it suffices to consider the special case in which Br (E) p = {0} .
, so it follows from from Hilbert's Theorem 90 that α.θ
It is clear from Galois theory and these calculations that E * contains the norms
is a p -th root of unity. Letθ p+1 be an element of E p+1 of norm ρ 2 over E . By Hilbert's Theorem 90, then the equation 
j . Taking norms over E from both sides of this equality, one proves that a n(j)−m 3 = δ p j , i.e. a n(j)−m 3 is a p -th power in E * j , ∀j ∈ {4, ..., p + 1} . In view of Kummer's theory, this means that n(j) = m : j = 4, ..., p + 1 , as claimed.
Assume now that k > 3 and the conclusions of the lemma are valid for k − 1 and each pair of elements α ′ ∈ L and c ′ ∈ E * satisfying the equalities N
This, applied to α , implies the existence of an element µ
Therefore, by Hilbert's Theorem 90, we have µ
, for some nonnegative integer n(j) less than p . It remains to be seen that n(j) = n(k + 1) : j = k + 2, ..., p + 1 . Our argument goes along the same lines as the discussion of the special case of k = 3 . To begin with, it is proved that one may assume in addition that Br (E) p = {0} . 
Also, it follows from Galois theory that N L E i (α) := ρ i is an element of E * , for every natural number i less than k . Clearly, the proof of Lemma 6.4 will be complete, if we show that ρ i = ρ 1 : i = 2, ..., k − 1 . Our argument relies on the fact
are p -th roots of unity
Hence, by Hilbert's Theorem 90, the equation
.., k − 1 . As k > 3 , these calculations show consecutively that ω i ∈ E * , ǫ i = 1 and ρ i = ρ 1 , ∀i ∈ {2, ..., k − 1} , so Lemma 6.4 is proved.
Proof of Lemma 4.3 Proof. For any field F , let X p (F) = Hom (G F , F p ) , and for each χ ∈ X p (F) , denote by L χ be the cyclic extension of F corresponding by Galois theory to ker (χ) .
We have the pairing s : X p (F) × F * → p Br It is now easy to prove Theorem 4.1. Suppose first that R is an extension of E in E(p) of degree p n , for some n ∈ N , and fix an extension U of E in R of 
