The 
Introduction
In Service Oriented Architecture (SOA), services evolve independently. A service may be deployed, or un-deployed at anytime. Its implementation along with its interface may change without prior notification. The particular problem we deal with in this paper is the reconfiguration of a set of executing orchestrations upon the unavailability of a service that is required for the execution of these orchestrations. The goal of the reconfiguration is the dynamic substitution of the unavailable service with an available one. Dealing with the dynamic substitution of stateless services is more or less straightforward. Thus, we concentrate on the worst case that involves the dynamic substitution of stateful services. According to the standard WS-Resource Framework [7] , we assume that service state descriptions may be provided, along with the service interface descriptions.
In the field of dynamic reconfiguration of conventional distributed systems, several approaches tackle the issue of substituting an entity with another prefabricated backup entity [5, 3, 6, 9, 1, 2] . However, the problem of service substitution is far more complex. In SOA, we can assume the possible existence of several semantically compatible services capable of performing the same or similar tasks. However, each one of them constantly serves requests and cannot be considered as a passive backup for other services. Therefore, the reconfiguration process that we are after consists of: (1) discovering candidate substitute services out of a set of semantically compatible services that can be used in place of a service, which becomes unavailable, and (2) trying to identify amongst them the one that can be used as an actual substitute; in the best case the selected substitute service must be such that the current state of its resources can be synchronized with the state of the resources used by the service that is substituted. Based on the above, our contribution is SIROCO, a middleware infrastructure that enables the reconfiguration of service orchestrations upon the unavailability of services used in these orchestrations.
The rest of this paper is structured as follows. Section 2 discusses our approach for dynamic substitution of stateful services in SOA. Section 3 provides our conclusions.
Reconfiguration in SOA
In conventional distributed systems, dynamic reconfiguration relies on a generic reconfiguration cycle, which provides an abstract view of various reconfiguration approaches that have been proposed in the past (the interested reader may refer to [10] for a more detailed survey). Con-ceptually, the basic entities involved in the reconfiguration process of proposed approaches are the Reconfigurable System (RS), its Context or Environment (CE), and the Reconfiguration Management System (RM).
In the problem that we investigate, the configuration of a SOA-based RS consists of a set of executing orchestrations that combine the functionalities of a set of services. The CE comprises Web services that have been independently developed and deployed in certain sites. Certain of these services may potentially serve as candidate substitutes of services used in the orchestrations of RS. Fig. 1 ) offers a RM which consists of a service-registry that manages information concerning Web services that are available in CE, a BPEL execution-engine that executes RS orchestrations, a monitoring-manager that inspects the execution of these orchestrations and an adaptation-manager that dynamically reconfigures the orchestrations when necessary. Without loss of generality, in this paper we assume that RM is in charge of executing all the orchestrations that involve the services that are available in CE. However, the proposed approach can be extended in a quite straightforward way towards a coordinated set of RMs that deal with service substitutions.
SIROCO (

Information managed by RM
The information managed by the SIROCO RM consists of (1) BPEL descriptions of the RS orchestrations, (2) SA-WSDL descriptions of the services used in these orchestrations and (3) SA-WSDL descriptions of services that may be used for the reconfiguration of the RS orchestrations.
With BPEL [4] , service orchestrations are specified as workflow-structured sets of activities. BPEL supports the specification of fault handling and compensation activities. Such application-specific activities may serve for handling the unavailability of a service. In general, we see these facilities as complementary to our middleware-layer transparent approach.
Besides BPEL descriptions, RM manages the service SA-WSDL description(s) [8] . In SIROCO, we employ se- mantic annotations provided by SA-WSDL to categorize semantically compatible Web services with respect to an OWL ontology managed by the SIROCO service-registry. Moreover, we employ semantic annotations for service operations in order to distinguish between read and write operations, respectively annotated with 'QueryState' and 'UpdateState' (Fig. 2) . This distinction serves for enriching a BPEL orchestration with activities requesting the SIROCO monitoring-manager to checkpoint (if possible) the state of Web services before the execution of activities that invoke operations which change the Web services' state (i.e., UpdateState-annotated operations). Checkpointing is possible if there exist descriptions of the resources used by the services involved. Such descriptions are specified using a WS-ResourceProperties document [7] . Providing WSResourceProperties documents along with service descriptions is not mandatory in SIROCO. Nevertheless, SIROCO takes advantage of this information, if available, to find the best substitute for an unavailable service.
SOA Reconfiguration
RS normal execution. As in conventional distributed systems, during this phase RS executes normally. In our case, this means that, during this phase RS may provide as input to RM, descriptions of orchestrations that should be executed. Given a novel orchestration description along with abstract SA-WSDL descriptions (i.e., semantically annotated WSDL descriptions that do not contain any binding information) of the services required for the execution of this orchestration, a number of preparatory steps are performed by RM before executing the orchestration.
First, the service-registry is searched for Web services that can be used for the execution of the orchestration. The service-registry maintains a set of service catalogs. Each catalog corresponds to a different semantic category of services, characterized by an OWL semantic class. The particular ontology that characterizes an RS should be provided during the setup phase of SIROCO. Each service catalog is progressively populated (during the lifetime of RS) with concrete SA-WSDL descriptions of services (i.e., semantically annotated WSDL descriptions that contain binding information) that are available in CE.
The discovery of services that can be used for the execution of the novel orchestration is followed by the enrichment of the orchestration activities with additional checkpoints. Technically, the checkpointing activities send towards the service GetResourceProperties messages with respect to the WS-ResourceProperties document of the service. As a result, reply messages containing the state of the service are returned back to the BPEL execution-engine. Then, the engine forwards the state to the monitoring-manager, which stores it persistently.
The preparation for the execution of the checkpointsenriched orchestration ends up by parsing the orchestration description towards the construction of (1) an abstract control-flow dependency graph (CDG), and (2) an abstract dataflow dependency graph (DDG) which shall serve for the potential reconfiguration of the orchestration. The nodes in both graphs are the basic BPEL activities of the orchestration. Typically, in the control-flow graph a dependency from an activity a to an activity b denotes that the execution of a precedes the execution of b. In the dataflow graph, a dependency from an activity a to an activity b denotes that the output produced by a as a result of interacting with a service is utilized by b as input for interacting with the same or another service. The CDG and DDG are given as input to the adaptation-manager. Finally, the BPEL execution-engine takes in charge of instantiating the novel orchestration. In general, the BPEL execution-engine may be engaged in the concurrent execution of multiple orchestrations that combine available Web services. The same service may be used in more than one orchestration.
A cause for reconfiguration occurs. This phase takes place upon the unavailability of a service involved in the executing orchestrations, requiring thereby a RS reconfiguration. While the BPEL execution-engine of SIROCO executes RS orchestrations, interaction with the Web services is realized through the use of the standard JAXRPC mechanism. For each activity of an orchestration, the executionengine checks for standard JAXRPC exceptions (e.g., RemoteException, AXISFault, etc.) that may be thrown while the activity attempts to interact with a Web service. If such an exception is caught, the SIROCO adaptation-manager is notified.
Preparing the reconfiguration. This phase begins when the SIROCO adaptation-manager is notified about the occurrence of an exception in the execution of an orchestration. The adaptation-manager checks the set of executing orchestrations for other affected orchestrations. The set of affected orchestrations consists of the orchestration that failed to interact with the service, and a subset of other orchestrations whose descriptions comprise activities that interact with the unavailable service. The adaptation-manager blocks the execution of the affected orchestrations to prevent the occurrence of further exceptions.
Planning the reconfiguration actions. With the affected orchestrations blocked, the goal of this phase is to discover candidate substitute services that may replace the unavailable service. To this end, the adaptation-manager requests the service-registry for a list of substitute candidates. Following, the service-registry looks for the catalog corresponding to the OWL semantic class that characterizes the SA-WSDL description of the unavailable service. Within this catalog it searches for SA-WSDL descriptions of services whose WSDL interface matches the interface of the unavailable service. The result set of this task is divided in two categories. The first category contains descriptions of services whose WS-ResourceProperties descriptions exactly match the WS-ResourceProperties description of the unavailable service, while the second category contains all the other services with matching interfaces. If the unavailable service is not accompanied with a WS-ResourceProperties description, the first category of services is empty.
Reconfiguring the system. Given the set of candidate substitute services that resulted from the previous phase, the adaptation-manager tries to select one service out of the set that can actually substitute the unavailable service. First, the adaptation-manager queries the monitoring-manager for the latest state obtained from the unavailable service; the latest state is the result of a checkpointing activity that took place during the failed orchestration, or some other affected orchestration. Following, the adaptation-manager iterates over the 1st category of services; for each service it tries to synchronize the current state of the service with the state of the unavailable service. The semantics of state synchronization is specific to the services involved and must be defined with respect to the WS-ResourceProperties description that characterizes the services. The state synchronization task involves sending a SetResourceProperties message to the candidate substitute service. The result of sending a SetResourceProperties message (i.e., the state synchronization) to the candidate substitute service may be successful or not. In the latter case, the adaptation-manager proceeds with the next service from the 1st category of candidate substitute services. If the state synchronization fails for all candidate services of the 1st category, a service from the 2nd category is randomly selected.
Completing the reconfiguration. The goal of this phase is to put the affected orchestrations back to normal execution. This task highly depends on the outcome of the previous phase. In particular, if the adaptation-manager discovered a service substitute in the 1st category of candidate services, the execution of all the affected conversations is resumed from the points where they were stopped (i.e., from the activities that were blocked or failed).
Conclusion
In this paper we presented the SIROCO middleware platform that enables the dynamic substitution of stateful services during the execution of service orchestrations. As opposed to conventional dynamic reconfiguration approaches, the SIROCO reconfiguration process enables semanticbased service substitution of running orchestrations. To assess the basic concepts of SIROCO, an experimental evaluation of our first prototype shows that SIROCO provides the necessary means for achieving dynamic service substitution with a reasonable expense on the execution of service orchestrations.
Nevertheless, the problem of dynamic service substitution involves further challenging issues for future research. Up to now, in SIROCO we select candidate substitute services whose state descriptions exactly match the state descriptions of unavailable services. To further improve our approach we investigate the issue of identifying similarities between service state descriptions towards a systematic mechanism for performing service state transformations. Finally, we work towards a mechanism for the distributed coordination of multiple SIROCO middleware instances.
