Cloud structure of the nearest brown dwarfs: Spectroscopic variability
  of Luhman 16AB from the Hubble Space Telescope by Buenzli, Esther et al.
ar
X
iv
:1
41
1.
00
03
v1
  [
as
tro
-p
h.S
R]
  3
1 O
ct 
20
14
Draft version August 21, 2018
Preprint typeset using LATEX style emulateapj v. 12/16/11
CLOUD STRUCTURE OF THE NEAREST BROWN DWARFS: SPECTROSCOPIC VARIABILITY
OF LUHMAN16AB FROM THE HUBBLE SPACE TELESCOPE
Esther Buenzli1, Didier Saumon2, Mark S. Marley3, Da´niel Apai4,5, Jacqueline Radigan6,
Luigi R. Bedin7, I. Neill Reid6, and Caroline V. Morley8
1Max Planck Institute for Astronomy, Ko¨nigstuhl 17, D-69117 Heidelberg, Germany, buenzli@mpia.de
2Los Alamos National Laboratory, Mail Stop F663, Los Alamos, NM 87545, USA
3NASA Ames Research Center, MS-245-3, Moffett Field, CA 94035, USA
4Department of Astronomy, University of Arizona, 933 N. Cherry Avenue, Tucson, AZ 85721, USA
5Department of Planetary Sciences, University of Arizona, 1629 E. University Blvd, Tucson AZ 85721, USA
6Space Telescope Science Institute, 3700 San Martin Drive, Baltimore, MD 21218, USA
7INAF - Osservatorio Astronomico di Padova, Vicolo dell’Osservatorio 5, I-35122 Padova, Italy and
8Department of Astronomy and Astrophysics, University of California, Santa Cruz, CA 95064, USA
Draft version August 21, 2018
ABSTRACT
The binary brown dwarf WISEJ104915.57−531906.1 (also Luhman 16AB), composed of a late L
and early T dwarf, is a prototypical L/T transition flux reversal binary located at only 2 pc distance.
Luhman 16B is a known variable whose light curves evolve rapidly. We present spatially resolved
spectroscopic time-series of Luhman 16A and B covering 6.5 h using HST/WFC3 at 1.1 to 1.66µm.
The small, count-dependent variability of Luhman 16A at the beginning of the observations likely stems
from instrumental systematics; Luhman 16A appears non-variable above ≈0.4%. Its spectrum is well
fit by a single cloud layer with intermediate cloud thickness (fsed = 2, Teff = 1200K). Luhman 16B
varies at all wavelengths with peak-to-valley amplitudes of 7-11%. The amplitude and light curve
shape changes over only one rotation period. The lowest relative amplitude is found in the deep
water absorption band at 1.4 µm, otherwise it mostly decreases gradually from the blue to the red
edge of the spectrum. This is very similar to the other two known highly variable early T dwarfs.
A two-component cloud model accounts for most of the variability, although small deviations are
seen in the water absorption band. We fit the mean spectrum and relative amplitudes with a linear
combination of two models of a warm, thinner cloud (Teff = 1300K, fsed = 3) and a cooler, thicker
cloud (Teff = 1000− 1100K, fsed = 1), assuming out-of-equilibrium atmospheric chemistry. A cloud
as for Luhman 16A but with holes cannot reproduce the variability of Luhman 16B, indicating more
complex cloud evolution through the L/T transition. The projected separation of the binary has
decreased by ≈ 0.′′3 in 8 months.
Subject headings: binaries: visual − brown dwarfs − stars:atmospheres − stars:individual
(WISE J104915.57−531906.1, Luhman 16AB) − stars: variables: general
1. INTRODUCTION
The recently discovered brown dwarf binary
WISE J104915.57−531906.1 (Luhman 2013), here-
after Luhman16AB, is one of only a few known spatially
resolved binaries where both components are located at
the transition of L to T spectral type (L7.5 and T0.5,
Kniazev et al. 2013; Burgasser et al. 2013). Its very
large parallax of 495± 4.6 mas (Boffin et al. 2014) puts
it at a distance of only 2.020 ± 0.019 pc, making it the
third closest known system from the Sun after α Cen
and Barnard’s star. Because of that proximity, they
are by far the brightest brown dwarfs of their spectral
type, allowing studies not previously possible for fainter
objects. For example, Crossfield et al. (2014) were able
to use time-resolved very high resolution spectroscopy
to create a surface map by applying Doppler imaging
for the first time to a brown dwarf. The map showed
a heterogeneous surface structure for Luhman 16B that
may be linked to patchy cloud cover.
Heterogeneous cloud cover has already been inferred
for other early T dwarfs (e.g. Artigau et al. 2009;
Radigan et al. 2012; Apai et al. 2013; Radigan et al.
2014) as well as for Luhman16B (Gillon et al. 2013;
Biller et al. 2013; Burgasser et al. 2014) from measure-
ments of photometric and/or spectroscopic variability.
The removal of cloud opacity is the dominant driver of
the spectral changes happening between late L to mid T
type dwarfs (e.g. Kirkpatrick 2005; Cushing et al. 2008;
Stephens et al. 2009). The change in near-infrared col-
ors from red to blue and the brightening of the J band
suggest that the clouds, likely composed of silicates and
iron, that form opaque layers in late L dwarfs are fully
removed from the visible photosphere by spectral type
of ≈T5 (Dupuy & Liu 2012). These changes happen at
nearly constant effective temperatures of Teff ≈ 1, 300K.
One mechanism proposed to explain the color evo-
lution, the re-emergence of the FeH feature from
early to mid T dwarfs (Burgasser et al. 2002, 2003),
and the photometric variability is the appearance and
growth of holes in the clouds (Ackerman & Marley 2001;
Burgasser et al. 2002; Marley et al. 2010), where flux
can then emerge from deeper, hotter regions. Alterna-
tively, cloud thinning through growth of particle size, in-
creased sedimentation efficiency and rapid rain out may
also remove the clouds (Tsuji et al. 2004; Knapp et al.
2004; Burrows et al. 2006; Saumon & Marley 2008).
The multi-wavelength variability of the two early T
dwarfs 2MASS J21392676+0220226 (hereafter 2M2139)
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Fig. 1.— 1st order spectra of Luhman 16A (upper) and B (lower) recorded on the detector, spanning from about 1.05 to 1.75 µm. The
dispersion direction is approximately toward North-East. The gray scale is logarithmic.
and SIMPJ013656.57+093347.3 (hereafter SIMP0136)
are not compatible with fully cleared holes in clouds. In-
stead, models that are a combination of varying covering
fraction of thin and thick clouds over one rotation period
can reproduce many of the characteristics of the variabil-
ity (Radigan et al. 2012; Apai et al. 2013; Buenzli et al.
2014).
With Luhman 16B, a third early T dwarf with multiple
percent variability is now available to test whether the
two-component thin/thick cloud model can represent the
cloud structure at the beginning of the L/T transition.
The Luhman 16 system offers many additional benefits to
significantly increase our understanding of cloud struc-
ture at the L/T transition. Its brightness offers the pos-
sibility for studies over a very broad wavelength range,
even in the optical (Biller et al. 2013), and a very good
signal to noise ratio at intermediate (Faherty et al. 2014)
or very high resolution (Crossfield et al. 2014). The dis-
tance is already known very precisely and the orbital mo-
tion will eventually lead to a measurement of the dynam-
ical mass; the orbital time scale is ≈ 25 years at a sepa-
ration of ≈3 AU. Finally, the A component is most likely
co-eval with the B component, implying that their age
and metallicity are equal. The A component is brighter
overall, but fainter in the Y and J bands (Burgasser et al.
2013). This flux reversal suggests that cloud evolution
has progressed less far than for the B component and it
therefore provides a comparison point before the onset
of the L/T transition.
Many characteristics of the Luhman 16AB binary have
already been constrained. The discovery of lithium in
both objects points to an age between 0.1 and 3 Gyr
(Faherty et al. 2014). Their masses are therefore in the
range of 20-65 MJ . From their bolometric luminosi-
ties, their effective temperatures are very similar with
Teff = 1310 ± 30K for A and 1280 ± 75K for B, while
the brightness temperature is about 50 K higher for B
in regions that are dominated by condensate grain scat-
tering (Faherty et al. 2014). The v sin i measurements
indicate that the inclination of Luhman16B is < 30◦
from equator-on (Crossfield et al. 2014). The rotation
period has been determined as close to 5 hours, with
formal measurements 4.87 ± 0.01 (Gillon et al. 2013) or
5.05± 0.1 h (Burgasser et al. 2014). Precise determina-
tion of the rotation period is difficult because the light
curve shape evolves on time scales of only one rotation
period.
In this paper, we present spatially resolved spectro-
scopic time series obtained with the Hubble Space Tele-
scope (HST) for both Luhman 16 A and B. This allows a
study of their variability amplitudes independently and
with high precision, and gives access to features such
as the 1.4 µm water band that are not obtainable from
the ground but are an important tracer of the vertical
extension of the cloud. In Section 2 we describe the ob-
servations and data reduction. In Section 3 we present
and analyze the measured spectroscopic variability and
its evolution over one rotation period. We also provide
an update on the binary separation. In Section 4 we
model the observations with patchy cloud models and
in Section 5 we discuss and compare to previous results.
Our conclusions are presented in Section 6.
2. OBSERVATIONS AND DATA REDUCTION
2.1. Observations
We observed Luhman 16AB on 08 November 2013 be-
tween 06:34 and 13:06 (UT) with HST/WFC3 in the in-
frared channel (Program #13280). We observed for 5
consecutive orbits with gaps in between because the tar-
get is hidden behind the Earth for parts of the orbit. The
effective observation length per orbit was shortened from
a maximum visibility of 57 min to 44 min because of ac-
quisition and because the maximum number of files that
can be stored in the WFC3 buffer is only 304 (counting
each non-destructive read). This limit was reached before
the end of the target visibility, and the necessary buffer
dump took up the rest of the available time per orbit, in
which time no further observations can be taken. The
gap between the first and second orbit was shorter than
between the other orbits because the target is located
relatively close to the HST continuous viewing zone. In
that case, the observations of the target within the first
orbit of a multi-orbit visit can be pushed to as late in the
visibility as possible to optimize the schedule.
The detector is a Teledyne HgCdTe with a size of
1024 × 1024 pixels, but we used the 256 × 256 subar-
ray mode because the full array would allow even fewer
observations to be stored before a buffer dump. The pixel
size is ≈0.′′13, resulting in an field of view of ≈ 30′′×30′′.
At the beginning of each orbit we acquired a direct im-
age through the F132N filter used to measure the loca-
tion of the sources on the detector for precise wavelength
calibration. For the remainder of the orbit, we used the
G141 grism to take spectral time series of the binary. The
first order of the spectra is fully captured on the subar-
ray, while the zeroth and second orders are not recorded.
The spectra have a dispersion of 4.65 nm pixel−1 and
span ≈140 pixels. The orientation of the space craft was
set to have the line connecting the binary (nearly) per-
pendicular to the grism dispersion direction to minimize
overlap of the two spectra (Fig. 1). A number of back-
ground objects are also visible in the field, none of which
overlap with the brown dwarfs. One is the full first order
spectrum of a fainter background star, several are very
faint and are likely higher order spectra of more distant
background stars. A zero-order image is also visible in
the field.
We used the SPARS10 readout mode because the
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Fig. 2.— Observations and principal component analysis for Luhman 16A. Left: Integrated raw light curve for Luhman 16 A (black dots)
and a fainter background star (red triangles, binned by factor of 5). Middle: First principal component (see text) derived for orbits 1
(black), 2 (red) and 3 (blue). The average recorded flux in counts (scaled) is shown in gray. The first component for the first orbit appears
to be largely proportional to the observed count rate. Right: Coefficients corresponding to the first principal component.
minimum exposure time of the SPARS25 mode, pre-
viously used successfully for similar observations of
brown dwarfs (Buenzli et al. 2012; Apai et al. 2013;
Buenzli et al. 2014) would have resulted in saturation of
the target. For each exposure, 3 non-destructive reads
of 0 s, 0.278 s and 7.346 s were taken (NSAMP=2) for a
total exposure time of 7.624 s. For the direct images,
exposure times were only 0.278 s (NSAMP=1). The
maximum number of counts recorded in an image was
≈25,000. This is well below half-well (≈40,000 counts)
where image persistence can become relevant. In each
orbit we took 100 exposures with the G141 grism. The
cadence (exposure time plus overhead) was 26 s, the
length of the spectroscopic time series was 43 min per
orbit spanning a total of 6.5 h.
We observed in staring mode without dithering to
avoid errors from pixel-to-pixel sensitivity variations that
cannot be corrected to sufficient precision by flatfielding.
2.2. Data reduction
Data reduction was performed using the same method
as in Apai et al. (2013) and Buenzli et al. (2014). It is a
combination of the standardWFC3 pipeline, custom IDL
routines and the PyRAF software package aXe1 which is
used for extracting and calibrating slitless spectroscopic
data.
The WFC3 pipeline calfw3 outputs flt files which are
the combined images from the non-destructive subreads
of an exposure. The pipeline subtracted the zero-read
and dark current, flagged bad pixels and corrected for
non-linearity and gain. We then identified cosmic rays
as > 5σ outliers for a given pixel compared to the same
pixel in the nearest 8 frames in the time series and re-
placed them by the median value of the other frames.
To correct flagged bad pixels, we interpolated over near-
est neighbors in the same row. We only corrected pixels
with flag numbers 4 (dead pixel), 32 (unstable pixel),
1 http://axe-info.stsci.edu
256 (saturated) and 512 (bad in flatfield), as the other
flagged pixels did not appear to have altered pixel flux
above the noise level.
Before running aXe, we embedded the frames into full-
frame images and flagged the extra pixels with a data
quality flag to exclude them from processing. We first
used the axeprep routine that subtracts the background
by scaling a master sky frame. We then ran the axecore
routine that flatfields the frames, performs wavelength
calibration, extracts the two-dimensional spectra and
flux-calibrates with the G141 sensitivity curve. We chose
the extraction width to be 7 pixels, which includes 88-
92% of the flux of each binary without notable con-
tamination by the other object (cf. Sect. 3.1). We ap-
ply aperture correction using the values provided by
Kuntschner et al. (2011), using spline interpolation for
intermediate wavelengths. We only consider wavelengths
between 1.10 and 1.66 µm, outside of these the grism sen-
sitivity drops and the larger errors can negatively impact
our subsequent principal component analysis.
3. RESULTS
The spectral time series reveal variations for Luh-
man16B at the several percent level at all wavelengths
consistent with earlier variability measurements of this
object. They are presented and analyzed in detail in
Sect. 3.2. For Luhman 16A, the strongest variation found
is a 1.5% drop in the first two orbits. Our analysis pre-
sented in Sect. 3.1 suggests that this is not intrinsic vari-
ability of the brown dwarf but an instrumental system-
atic. Luhman 16A is most likely non-variable above our
noise level of±0.2−0.4% level at all covered wavelengths.
3.1. Luhman 16A
The left panel of Fig. 2 shows the light curve for Luh-
man16A obtained by integrating over the full spectrum.
We exclude the few obvious outliers from further analy-
sis. We find a brief sharp increase over the first 5 expo-
sures and then a strong flux decrease over the first orbit
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that continues into the second orbit before leveling out.
In the third orbit, we find a flux level that is slightly
increased by ≈0.5%, and finally a nearly flat curve in
the fourth and fifth orbit at the same level as at the
end of the second orbit. The shape of the light curve is
very different than what would commonly be expected
for a rotating brown dwarf with patchy cloud cover and
is likely caused by instrumental variations as we demon-
strate below.
WFC3 is known to have strong systematics introduced
in particular in the first orbit. In previous brown dwarf
variability observations, which were all taken with the
SPARS25 mode and longer integration time, a ramp
with increasing flux level was found (Buenzli et al. 2012;
Apai et al. 2013; Buenzli et al. 2014) that appeared to
be largely independent of the count rate. However, ob-
servations taken in the SPARS10 mode show a very dif-
ferent behavior that appears to be less stable and shows
some indication of a count rate dependence. Transit-
ing planet observations in this mode have revealed a de-
creasing ramp in the first orbit, though at lower level
than what is measured here (Mandell et al. 2013). In
addition, ramps or hooks (continuous or only short flux
increase) connected to buffer dumps can be present with
strength depending on the array size and number of reads
(Swain et al. 2013).
To compare systematic effects we retrieve the light
curve of the brightest background star, which is still a
factor of ≈10-50 fainter than the brown dwarfs, even in
their water absorption bands. Contrary to Luhman 16A,
we find a slightly increasing ramp in the first orbit (see
Fig. 2). This supports the strong count rate dependence
of this effect, but implies that the background star cannot
be used to correct the light curves of the brown dwarfs.
We apply a principal component analysis (PCA) in
order to determine the spectral characteristics of the
changes in the first three orbits with respect to the more
constant fourth and fifth orbit. We perform the analysis
separately for each orbit in order to avoid the first orbit
dominating due to the largest changes. During the PCA,
instead of subtracting the mean of the full time series or
the individual orbit, we subtract the mean of the counts
over the fourth and fifth orbit that we consider to be the
baseline. For all three orbits we find that the first compo-
nent accounts for most of the variations (> 60% for the
first orbit and ≈ 17% for the second and third, where
the variations are not much larger than the noise level).
The first principal components and their coefficients are
shown in Fig. 2. The results can be interpreted such that
F (λ, t)orbit1(2,3) ≈< F (λ, t)orbit4,5 >t +a1(t)e1(λ), where
a1(t) is the first coefficient and e1(λ) the first principal
component (eigenvector), and F (λ, t) the flux measured
in counts.
The first principal component of the first orbit reveals
that the changes are indeed nearly proportional to the
measured count rate, except slightly stronger at wave-
lengths > 1.5 µm. In the second orbit, the count rate
dependence is less significant but still present, although
most of the variation stems from wavelengths > 1.5 µm.
In the third orbit, we also find an increase in the flux
peaks in addition to an increasing change with wave-
length. The origin of these systematic errors remains
unclear. For orbits 2 and 3, there may be some influence
Fig. 3.— Correlation between the average measured counts
and the first principal component of the variability (see text) for
the Luhman 16A (red, first orbit only) compared to Luhman 16B
(black). The counts in the first principal component have been
scaled arbitrarily.
from drifts in the Y direction that can lead to the flux
being deposited onto regions with slightly different pixel
sensitivity. We find small drifts (.0.1 pixels) over the
first 3 orbits, while the position appears to be more sta-
ble over orbits 4 and 5. There are also comparable drifts
in the X direction that become evident particularly at
the boundary of the water absorption feature where the
flux drops rapidly and a shift in wavelength direction will
have a big impact. This effect is also visible in the sec-
ond principal component. Because of the limited impact
on our conclusions and the strong undersampling of the
PSF, we do not attempt to correct for these drifts.
We note that the intrinsic spectral variability of brown
dwarfs also shows some correlation with the measured
flux, as the largest variations are generally measured in
the regions of the highest flux (Apai et al. 2013), while
the relative amplitude is lower in the deep water ab-
sorption band. However, the relation between measured
counts and the counts in the first principal component
for Luhman16B is distinctly different from the single
straight line derived for Luhman 16A (Fig. 3). Combined
with the absence of any evidence for periodicity, the vari-
ations of Luhman 16A are therefore unlikely to be astro-
physical in origin. Nevertheless, we cannot fully exclude
that we may have removed small real astrophysical vari-
ability for Luhman 16A that is either aperiodic or of con-
siderably longer period than the observations.
In Sect. 3.1.1 we derive a correction for these errors and
conclude that Luhman 16A is most likely non-variable
above ≈ 0.2− 0.4% between 1.08 and 1.66 µm.
We also calculate the influence that the small amount
of overlapping flux from the B component could have
on A. The region extracted for the A component would
correspond to flux from B that is located between 7 and
14 pixels away from its peak. According to the aperture
correction values of Kuntschner et al. (2011), the amount
of flux in this region is 1-1.5% depending on wavelength.
Assuming a relative amplitude of 10% for B (cf Sect. 3.2)
implies variations of 0.1-0.15% for A, which is smaller
than our remaining errors.
3.1.1. Correction of systematic errors
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Fig. 4.— Left: Corrected light curve for Luhman 16 A integrated over all wavelengths (black dots) and only the water absorption band
at 1.35-1.44 µm (blue). Middle: First principal component (see text) as a function of number of counts of the mean flux at a given
wavelength for orbits 1 (red), 2 (green) and 3 (blue) with the best corresponding linear fit (black line). The fitted functions are: Orbit 1:
−588 + 0.154x, orbit 2: −744 + 0.045x, orbit 3: −60.5 + 0.036x. Right: Coefficients corresponding to the first principal component with
the best corresponding linear fit. The fitted functions are: orbit 1: 0.134 − 0.100x, orbit 2: 0.229− 0.100x, orbit 3: −0.078 + 0.054x.
Because the count rate of Luhman 16B is very compa-
rable to Luhman 16A, the systematics in the first orbit in
particular may also have a non-negligible impact on the
light curves of Luhman16B. Here we derive a correction
from the principal component analysis of the A compo-
nent by finding a parametrized form of a1(t)e1(λ) that is
then subtracted from the measured flux F (λ, t) for both
A and B. For the first three orbits, the parametrization
of a1(t) is determined by a simple linear fit as a func-
tion of time (Fig. 4, right), where we disregard the first
10 points in the first orbit that form a separate steep
rising ramp. For e1(λ), we find a linear fit as a func-
tion of the mean number of counts at a given wavelength
(Fig. 4, middle). While this approach is most valid for
the first orbit, to first order it also corrects the much
smaller variations in the second and third orbits. For B
we then use this function and interpolate or extrapolate
to the measured counts at each wavelength point. In the
left panel of Fig. 4 we show that after subtracting the
parametrized form of a1(t)e1(λ) from the flux of the A
component, the light curve in the first orbit is constant
to within ≈ ±0.2%. We note that within each orbit there
remain small trends, perhaps related to small drifts on
the detector, that we do not correct for. The standard
deviation over the data set of Luhman 16A as a function
of wavelength lies between 0.2% (flux peaks) and 0.4%
(water absorption band and blue edge of the spectrum).
This error cannot be assumed Gaussian and therefore is
not significantly smaller for integrated light curves than
for individual wavelength points.
3.2. Luhman 16B
Luhman 16B is variable at all observed wavelengths at
a level several times larger than the systematics observed
for Luhman 16A (cf Sect. 3.1). We apply the derived in-
strumental correction (cf. Sect: 3.1.1) to the data of Luh-
man16B and proceed with the corrected spectra. How-
ever, we also performed the subsequent analysis on the
uncorrected data for comparison, as well as on data cor-
rected by simply dividing by the normalized raw light
curves of Luhman16A at all wavelengths. The only no-
table differences lie in the shape of the light curves within
the first two orbits. However, the basic conclusions do
not depend on whether we correct the instrument sys-
tematics or not.
We removed the first five measurements where a steep
ramp was found in the data for Luhman 16A, as well
as 7 points that were strong outliers. We then binned
the data to a cadence of 2.14 min, typically averaging 5
observations except where points had been removed.
Figure 5 presents a summary of the observations of
Luhman16B. It shows the maximum and minimum spec-
trum (each averaged over 3 binned or 15 individual spec-
tra) compared to the mean spectrum of Luhman16A,
as well as the relative ampitude as a function of wave-
length, i.e. the difference of the maximum to the min-
imum spectrum divided by the mean spectrum. This
difference has been smoothed with a gaussian with an
FWHM of 2 pixels, which corresponds to one resolution
element. Furthermore, the full light curve integrated
over different wavelength regions is also shown: the J
band and H band peak and the deep water absorption
band at 1.4 µm. For comparison and to give an esti-
mate of the uncertainties, the fully integrated light curve
of Luhman 16A is also shown. The light curve shape is
not sinusoidal at all wavelengths. We find a rapid steep
drop in the third orbit (9.5%/h at the steepest location)
in J band. The minimum brightness is likely reached in-
side the gap shortly after the third orbit. The light curve
shows three local maxima with different peak brightness:
at the end or just after of the first orbit, after the sec-
ond orbit, and before the fifth orbit, where the overall
maximum is likely reached. The peak-to-valley ampli-
tude lies likely between 10-12% in the J band peak and
is about 1% lower in the H band peak and 3.5% lower
in the water band. The water band light curve shows
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Fig. 5.— Observations of Luhman 16B. Top Left: Maximum and minimum spectrum compared to the average spectrum of Luhman 16A.
The absolute variability, i.e. the difference between the maximum and minimum is also shown (scaled by a factor of 7 for visibility). The
colored horizontal lines indicate the wavelength range over which the spectra were integrated to derive the light curves on the right. Bottom
left: Relative amplitude as a function of wavelength, i.e. the difference of the maximum to the minimum divided my the mean. The 1σ
error is shown as a gray band. Right: Integrated light curves of Luhman 16B derived by integrating the counts in different spectral regions.
The integrated light curve over the whole wavelength range for Luhman 16A is shown for comparison. The small variations correspond to
systematic errors.
small deviations in the shape compared to the J and H
peak light curves, these deviations are discussed in more
detail in Sect. 3.2.1.
If the rotation period of Luhman 16B is ∼5 h
(Gillon et al. 2013; Burgasser et al. 2014), the data in
orbits 2 and 5 cover almost the same rotational phase.
However, significant differences are visible in our obser-
vations both in the brightness and shape of the light
curves. These differences are discussed in more detail
in Sect. 3.2.2.
The wavelength dependence of the relative amplitude
shows a gradual decrease from 11% at the blue edge of
the spectrum (1.1 µm) to 8% at the red edge, interrupted
by a sharp drop to only about 6% at 1.35 µm, where the
flux also drops sharply because of a deep water absorp-
tion band. The amplitude gradually increases again with
wavelength beyond 1.44 µm to the same level prior to
the drop. It is notable that while the absolute variabil-
ity peaks in the J and H flux peaks, the flux peaks do
not correspond to the maximum relative amplitude in J
and H, which is found on the increasing slope blueward of
the peak. In the absorption band between 1.1 to 1.18 µm
there is also a drop in the ratio, but it is much smaller
than in the 1.4 µm band. An interesting effect is seen
in the Na I feature at 1.14 µm: even though the flux in
this feature is lower than at surrounding wavelengths, the
relative amplitude is higher. We do not find comparable
anti-correlation in any other absorption feature.
To determine which of the small features in the rela-
tive amplitude as a function of wavelength are real, we
determine the white noise error per resolution element.
Because the flux levels are very comparable between Luh-
man16A and B, this error will also be of similar size.
We therefore use the non-variable Luhman 16A to deter-
mine this error to avoid the intrinsic variability of Luh-
man16B to overinflate our errors. Assuming that the
non-Gaussian trends in the light curves of Luhman 16A
appear on time scales longer than a few minutes, we
calculate the standard deviation between 5 neighboring
(unbinned) spectra and then average over all these mea-
surements. The error in each wavelength point for each
binned spectrum lies between ≈ 0.2% (J and H band
peaks), and 0.3% ( water absorption band and blue spec-
trum edge). For the relative amplitude ∆F/ < F >, we
increased the binning and smoothed over one resolution
element, the error per resolution element there lies be-
tween 0.1 and 0.2%. This error is marked by the gray
band in Figure 5. The bump in the Na I line, as well as
the dip at 1.63 µm appear to be real, as well as much of
the structure within the water absorption band.
3.2.1. Principal Component Analysis
Analogous to the analysis done in Apai et al. (2013)
we perform a principal component analysis on the data
to determine the number of independent variable com-
ponents. We subtract the mean spectrum over all orbits
and then calculate the components that are variable on
top of the mean. We find that 93% of the variability
is described by the first component. The first compo-
nent and its coefficient, which is essentially identical in
shape to the integrated light curve, is shown in Fig. 6.
We also show the second component which accounts for
2.2%. However, this component clearly corresponds to an
instrumental effect as its coefficient shows small decreas-
ing trends within each orbit similar to what was found for
Luhman16A. The spectral signature of this component
shows a feature at the position of the rapid flux drop into
the 1.4 µm water band and at the spectral edges. This
is indicative of positional shifts in x direction during one
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Fig. 6.— Principal component analysis for Luhman 16B. Top Left: First (red) and second (blue) principal components compared to the
mean spectrum (black). They are normalized to the maximum of the mean component. The first component is additionally scaled up
by a factor of 4 for better visibility. Bottom left: Variability amplitude (maximum difference of coefficients multiplied by the component
and divided by the mean) derived from the first component (red) compared to the variability amplitude from the maximum and minimum
spectrum (gray, same as in Fig. 5). Right: Coefficients c of the first and second components.
Fig. 7.— Top: Light curves of Luhman 16B obtained from inte-
grating the spectral time series over the water band between 1.35
and 1.44 µm. The black points were obtained from the full data
cube, while the blue points were obtained from the spectra recon-
structed using only the first principal component, i.e. assuming
a two-component cloud model. Bottom: Difference between the
light curve using the full data and using only the first principal
component for the water band, compared to the J band peak (red)
and H band peak (green).
orbit. All other components account for < 0.5% of the
variability. We can therefore reliably conclude that the
spectral variability is for the most part characterized by
only two distinct photospheric structures whose visible
fractional coverage varies as the brown dwarf rotates.
We reconstruct a time series using only the mean
and first component spectrum, F ′(t, λ) =< F (t, λ) >t
+a1(t)e1(λ) to remove some of the noise and instrumen-
tal systematics contained in higher order components. In
particular, we recalculate the difference between the min-
imum and maximum spectrum which characterizes the
wavelength dependent amplitude changes (Fig. 6, bottom
left). In this case, we have used the full time series, and
not only the actual maximum and minimum spectrum,
to derive this wavelength dependence. This should help
average out systematic uncertainties that may be partic-
ularly problematic as they are largest between the be-
ginning and end of an orbit. Since the maximum occurs
at the beginning of orbit 5 and the minimum of at the
end of orbit 3, these systematics may have a significant
effect on the ratio shown in Fig. 5. Indeed, we find that
∆a1e1(λ)/ < F >, where ∆a1 is the difference between
the maximum and minimum of a1(t), is approximately
0.4% lower for most wavelengths, and 1-1.5% in the wa-
ter band, than ∆F/ < F >, which was derived from only
the maximum and minimum spectra. This agrees with
the derived systematic uncertainties (Sect. 3.1.1). How-
ever, the shape of the ratio over the water band is also
different, which indicates that the water varies slightly
differently over the course of observations. Indeed, com-
paring a reconstructed light curve with only one PCA
component in the water band with the original light curve
reveals significant differences (Fig. 7). Because the sig-
nal in the water band is much lower and the noise larger
than in the other regions, this difference is hidden within
a combination of higher order components in the prin-
cipal component analysis. It indicates that while a two-
component model can broadly account for most of the
spectral variability, additional smaller variations in the
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Fig. 8.— Light curve and spectral evolution of Luhman 16B within one rotation period. Left: Part of the phase folded integrated light
curve where the observations covered the same rotational phase twice. The first observation is shown in black, the second is phase folded
using two possible periods (4.87 h, red) and (5.05 h, blue). The vertical lines with numbers indicate which part of the light curve was
averaged to analyse the spectra. Right: Difference of spectra (S2 − S1)/((S1 + S2)/2) where S1 and S2 denote the spectra taken in the
first or second rotational phase at the positions indicated on the left plot.
deep water band are also present. The differences are
overall larger than the ≈ ±0.5% uncertainty found in
the Luhman 16A water light curve. Small differences of
up to ±0.3% are also found for the J band peak but it
is unclear whether these deviations are of astrophysical
origin.
We don’t find any other significant differences in the
wavelength dependence, but it is possible that in this
procedure we have removed small astrophysical varia-
tions that were hidden within the higher order compo-
nents that we classified as random noise or systematic
errors. However, because only two components clearly
contribute to most of the variability, we will only at-
tempt to build a two-component model (cf. Sect. 4) and
therefore also only fit to the dimensionally reduced data.
3.2.2. Evolution over one rotational period
The rotation period of Luhman16B has been estimated
to be 4.87±0.01 h by Gillon et al. (2013) and 5.05±0.1 h
by Burgasser et al. (2014) based on observations span-
ning several days. From our observations over 6.5 h we
can therefore discuss the spectral changes that have hap-
pened over the course of one rotation. In Fig. 8, we show
the parts of the phase-folded light curve where we have
coverage for two rotations. Clearly, the light curve has
evolved significantly over only one rotation period. At
the beginning of the overlap, we find a higher brightness
of 1-2% for the second rotation than for the first, and pre-
sumably an even larger difference during the gap where
observations are missing for the first rotation. Also, in
the first rotation, the light curve is increasing, but it is
rapidly decreasing at the same phase during the second
rotation.
The spectra between the two rotational phases are
largely identical within the noise level (Fig. 8, right), ex-
cept for an offset where the brightness is different. The
only difference is found within the deep water band at
1.4 µm, as well as in the absorption band shortward of
1.2 µm. In the second rotational phase there is slightly
more flux (∼ 0.5%) in the water band compared to the
other wavelengths. This is interesting because from our
previous analysis we would expect the relative flux in
the water band to be slightly lower in the brighter ro-
tational phase because the overall variability amplitude
is lower in the water band. The fact that we find the
opposite provides additional evidence that there are ad-
ditional small variations present in the water band that
are not captured by our principal component analysis.
3.3. Relative angular distance and position angle
Luhman16A and B are the only two sources with sig-
nificant signal in the field of view of our 256×256 pixels
sub-array WFC3/IR images. Therefore, we cannot ob-
tain their positions with respect to “fixed” background
objects. The absolute angular distance and positional
angle between Luhman 16A and B will ultimately be at
the mercy of the instrument calibration and characteri-
zation of its stability.
To measure the positions in individual images we em-
ployed the PSF-fit software and library developed by Jay
Anderson2. It is an adaptation of the program first pre-
sented in Anderson & King (2006); a small additional
adaptation was done by us to read 256×256 subarray
images. With only the two brown dwarfs visible, we can-
not meaningfully solve for both the positions and PSF
of the objects, we therefore adapted a library PSF. We
used the PSF for filter F139M, which is the closest avail-
able to that of the filter F132N in which our direct im-
ages were taken. We extracted the raw pixel coordinates
from the flt images using the img2xym wfc3ir routine
and corrected them for the geometric distortion with the
program wfc3ir cg, which uses the best available solu-
tion currently available at the Space Telescope Science
Institute.
We then computed, for each of the two axes, the differ-
ence in geometric-distortion corrected positions between
Luhman16A and B. The average and scatter of their rel-
ative angular distance in pixels from our five images is
∆r = 10.292 ± 0.019 pixels. Adopting a pixel scale of
120.99 mas pixel−1 for the geometric distortion correc-
tion developed by Anderson, the separation of the two
components of Luhman 16 amounts to 1245.2± 2.3 mas.
The uncertainty reflects only the internal errors and
likely underestimates the true errors which might can-
2 Available at http://www.stsci.edu/~jayander/WFC3/WFC3IR PSFs/
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cel out in this particular data set where images were
collected under (nominally) identical conditions. The
WFC3/IR pixel scale is stable down to 5 parts in 10 000
(Jay Anderson, private communication), and it is signif-
icantly more stable than for WFC3/UVIS. Therefore we
add to the above quoted uncertainty an additional error
of ±1.3 mas.
The above method is the most accurate to derive rel-
ative separations, but it is not normalized to the guide
stars on which the roll angle relies. To derive the posi-
tion angle, we therefore use the drz images output from
the HST pipeline, which are distortion corrected and in-
clude WCS information, however no library PSFs are
available. Our five original direct images were combined
by the pipeline into two separate distortion corrected im-
ages. We measure the positions of the binary components
by determining the photo-centroid. We find a position
angle PA = 311± 3◦. The dominating error component
derives from the uncertainty in the photo-centroid de-
termination. We conservatively assume 0.5 pixels error
in the distances ∆x and ∆y between the binary. The
additional uncertainty in the north direction because of
the error in roll angle is less than an arc minute, and
therefore negligible.
The separation of Luhman 16AB, here measured as
1.′′25, has clearly decreased since the epoch where its bi-
narity was first recognized. The binary separation was
given as 1.′′5 by Luhman (2013) from a GMOS mea-
surement taken on February 23, 2013, although with-
out specifying an error bar. Immediate follow up by
Burgasser et al. (2013) indicated a separation of 1.′′54 ±
0.′′04 on March 12, 2013 at a position angle of 313 ±
3◦. Further astrometric measurements were obtained
by Boffin et al. (2014) between April 14 and June 22,
2013, where the separation decreased from ≈ 1.′′43 to
1.′′36. Within 8 months, the projected binary separation
has therefore shrunk by approximately 0.′′3. The posi-
tion angle has remained constant within error bars. We
refrain from constraining the binary orbit because ded-
icated programs to obtain high-precision astrometry of
the system with both HST and FORS2 are ongoing that
will deliver much more accurate results. However, our
result shows that it will be important for future observ-
ing campaigns of this binary to take into account that
the separation may have further decreased and that re-
solving them spatially may become considerably more
challenging, especially without adaptive optics from the
ground.
4. ATMOSPHERE MODELING
We use models based on the Ackerman & Marley
(2001) cloud models which have been updated with new
opacities for H2 collision-induced absorption (CIA), NH3
and FeH (Saumon et al. 2012). The models parametrize
the clouds with the sedimentation efficiency fsed. A
smaller fsed value corresponds to a vertically and op-
tically thicker cloud. Our analysis uses a grid of models
covering fsed = 1, 2, 3 and non-cloudy (nc), effective tem-
peratures Teff between 900 and 1500 K in 100 K steps,
gravity log g = 4.5 and 5, and the vertical mixing param-
eter Kzz = 0 and 10
4 cm2s−1, which controls departures
from equilibrium chemistry (see Stephens et al. 2009, for
detail). Because we also fit for the absolute flux level,
the radius R of the brown dwarf is an additional free pa-
Fig. 9.— HST and FIRE spectra of Luhman 16A compared to
the best-fit model. FIRE spectrum from Burgasser et al. (2013).
rameter. We use a distance of 2.02 pc determined from
the parallax by (Boffin et al. 2014).
We simultaneously try to match the overall average
HST spectrum and the broader 0.8 - 2.5 microns (FIRE
spectrum from Burgasser et al. 2013), as well as the rel-
ative amplitude as a function of wavelength ∆F/ < F >
for Luhman 16B. We note that the ground-based FIRE
spectrum is strongly affected by telluric water lines be-
tween 1.35 and 1.45µm and between 1.8 and 2µm; we
disregard the FIRE observations for these regions but we
fit the 1.35-1.45µm region from the HST spectrum.
For both Luhman 16A and B, it is obvious that mod-
els with Kzz = 0 cm
2s−1 cannot properly reproduce the
shape of the K band spectrum. If we allow for out-of-
equilibrium chemistry by setting Kzz = 10
4 in the calcu-
lation of the synthetic spectra, the shape of the K band
spectrum can be matched reasonably well. We therefore
continue only with those models. We note that the cal-
culation of vertical mixing is also not fully self-consistent
because there is no feedback between the modified chem-
istry and the temperature-pressure profile of the atmo-
sphere based on equilibrium chemistry.
We first model the spectrum of Luhman 16A. The only
model that provides a very good fit has parameters Teff
= 1200 K, fsed = 2, log g = 4.5, Kzz = 10
4 cm2s−1 and
R = 0.95RJ (Fig. 9). This is about 20% lower than the
evolution radius for these parameters (Saumon & Marley
2008).
For Luhman 16B, none of the models reproduce the
average spectrum. This is unsurprising, as the vari-
ability indicates that we require more than a homoge-
neous cloud model. Because most of the observed spec-
tral variability can be explained by two components, we
attempt to fit a model that is a linear combination of
two models with different cloud properties and effective
temperatures. We note that because these two mod-
els have different temperature-pressure profiles, which
would be coupled in reality, the calculations are not
self-consistent. First attempts at more realistic patchy
cloud models have been made by Marley et al. (2010)
and Morley et al. (2014), but that modeling framework
is not yet fully ready for large-scale fitting of observa-
tions. We defer such patchy cloud modeling to a future
paper. Nevertheless, the linear combination models can
be seen as a useful first step in constraining the param-
eter space of possible cloud properties.
The two models that are linearly combined can have
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different effective temperatures Teff,1 and Teff,2 and dif-
ferent cloud parameters fsed,1 and fsed,2. log g and Kzz
have to be equal for the two models. The weights in the
linear combination are set using the covering fraction c1
of the warmer model on the hemisphere where the emit-
ted flux is maximal, and the change in covering fraction
∆c1. Then, the combined flux Fmax = c1F1 + (1− c1)F2
and Fmin = (c1 −∆c1)F1 + (1− (c1 −∆c1))F2.
Because the parameter space is large and results of chi-
square fitting strongly depend on the weights assigned to
different spectral regions, we iteratively fit the models by
eye. We only discuss approximate best fits and degen-
eracies, and defer a more quantitative model fitting to
a later paper, once self-consistent patchy cloud models
become available.
We first try cases that use the cloud model from Luh-
man16A as a base (Teff = 1200K, log g = 4.5, fsed = 2,
Kzz = 10
4 cm2s−1), and introducing non-cloudy areas
to approximate cloud clearings. We find that the spec-
tral shape can be approximately matched - although not
perfectly in the K band - by introducing non-cloudy sec-
tions with Teff = 1500K and covering fractions of 7-10%.
However, the wavelength dependence of the relative am-
plitudes induced by such cloud holes is very different
than observed (Fig. 10). This is unsurprising consid-
ering that similar conclusions had already been drawn
about the other two known variable early T dwarfs in
Radigan et al. (2012) and Apai et al. (2013). Combina-
tions of different cloudy and non-cloudy models do not
provide better results. We can therefore exclude holes
without cloud opacity as the cause of variability for Luh-
man16B.
We proceed with combining models with different val-
ues of fsed. We cannot conclusively discriminate between
models of different gravities, but the best-fit cloud pa-
rameters change somewhat depending on the choice of
gravity. We therefore provide best-fit models for both
log g = 4.5 and 5. These are shown in Fig. 11. Regard-
less of log g, we find that we require a model combination
of fsed,1 = 3 and fsed,2 = 1 and effective temperatures in
the 1000 - 1400 K range, with the thinner cloud (larger
fsed) being warmer.
Models with other combinations of fsed cannot fit the
average spectrum and/or show strong deviations in the
fit of the relative amplitudes. The effective tempera-
ture of the two models is degenerate with the covering
fraction, but we can restrict Teff,1 − Teff,2 to 200-300 K
because lower and higher temperature differences fail to
give the correct relative amplitude in the water band
compared to the flux peaks. For both log g values, the
best models have Teff,1 = 1300K, while the cooler model
has Teff,2 = 1000K for log g = 4.5 and Teff,2 = 1100K
for log g = 5. Although we cannot fully exclude models
with temperatures of 100K higher or lower, the spectral
fit tends to be worse especially in the K band.
In general, the smaller the temperature difference, and
the lower the effective temperature of the warmer model,
the larger the covering fraction c1 of the warmer cloud
has to be. The covering fraction of the warmer cloud can
lie between ≈30 and 90%. For our best-fit models, we
find c1 = 56% and ∆c1 = 6% in the case of log g = 4.5,
but c1 = 85% and ∆c1 = 10% for log g = 5, where
∆c1 is the change in the covering fraction of model 1
Fig. 10.— Top: Average FIRE spectrum (black) and HST max-
imum and minimum spectra (blue) of Luhman 16B compared to a
model that introduces a small fraction of hot, non-cloudy regions.
Bottom: Relative amplitude as a function of wavelength, i.e. the
difference of the maximum to the minimum spectrum divided by
the mean for the HST observations compared to the model. Such
a model cannot reproduce the observed variability.
between the two hemispheres, as outline above. Derived
radii are physically reasonable (0.93 RJ or 0.8 RJ ) but
remain systematically lower than those corresponding to
the evolution radius (Saumon & Marley 2008). We note
that these results could potentially change, in particular
with respect to the covering fractions, if we also allowed
intermediate values for Teff and/or fsed, or values of fsed
below 1.
The overall spectral shape fits surprisingly well, al-
though the flux in the water band and wing is overes-
timated in the log g = 5 case. On the other hand, for
log g = 4.5 the shape of the H band peak in the FIRE
spectrum is not well fit. The main characteristics of the
spectral variability are also reproduced fairly well, in par-
ticular the approximate relative amplitude in the J, water
and H bands. We cannot find any model that accurately
fits the slope between 1.1 and 1.3 µm, nor wavelength
dependence of the relative amplitude across the H band
beyond 1.56 µm. However, the amplitude difference be-
tween the absorption bands at 1.14 and 1.4 µm and the
outside continuum are approximately reproduced. The
differences in the relative amplitude between model and
observations are at most 2%. The prediction that the K
band amplitude is significantly lower is consistent with
the results in Burgasser et al. (2014).
5. DISCUSSION
The formation and growth of cloud holes through the
L/T transition has been suggested as a theory to simul-
taneously explain the color evolution, the re-emergence
of the FeH 0.9896µm Wing-Ford band, and the oc-
currence of photometric variability (Ackerman & Marley
2001; Burgasser et al. 2002; Marley et al. 2010). How-
ever, recent observational results have already revealed
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Fig. 11.— Modeling for Luhman 16B. Top left: HST maximum and minimum spectra (black) and two best-fit models with log g = 4.5
(red) and log g = 5 (blue). For clarity, observation and model for one of the cases are plotted with a vertical offset of 2 · 1016 erg/s/cm/A.
Bottom left: Relative amplitude as a function of wavelength, i.e. the difference of the maximum to the minimum divided my the mean.
Top right: The same models compared to an average FIRE spectrum covering a wider wavelength range. Bottom right: Model predictions
for the relative amplitude for the extended wavelength range. The measured variability from HST is overplotted.
a more complex picture: cloud holes could not explain
the spectroscopic variability of 2M2139 and SIMP0136
(Apai et al. 2013; Buenzli et al. 2014), and the FeH band
is equally strong in Luhman 16A and B (Faherty et al.
2014). Our spectroscopic variability observations of Luh-
man16A and B strongly support these findings and show
that the cloud evolution through the L/T transition is
significantly more complicated than simple formation of
cloud holes. Comparing the single cloud layer found for
Luhman 16A with the two for Luhman 16B, our best-fit
model suggests both different effective temperature and
sedimentation efficiency. We can also confidently exclude
full cloud-clearings, i.e. regions without cloud opacity,
although the thin patchy clouds within a background of
thick clouds can still be regarded as holes in the sense
that more bright flux will emerge from these regions.
However, our results suggest that the whole cloud cover
can be significantly different from late L to early T spec-
tral type, as opposed to having a similar cloud layer that
is simply broken up or thinned out at the beginning of
the L/T transition. Perhaps surprisingly, we find the
thick cloud component in the T dwarf to be thicker than
that of the overall cloud cover on the L dwarf.
A shortcoming of our model is that the equal depth
of the FeH band is not properly reproduced. For Luh-
man16B, the FeH band is predicted to be deeper than for
Luhman 16A, even without the opening of cloud holes.
Whether this is an issue related to the FeH opacities
or Fe condensation chemistry, the patchy cloud model-
ing which is not self-consistent, or a more fundamental
shortcoming of the cloud model remains unclear.
With the effective temperature difference between the
two cloud layers estimated to 200-300K, we arrive at a
difference in covering fraction of about 5-10% between
the two hemispheres. The simplest explanation for the
rapid light curve evolution is then that the covering frac-
tion changes, perhaps due to rapid redistribution of the
clouds. An additional 1-2% change in the covering frac-
tion can already alter the relative amplitude by a few
percent. Periods without or with only very low vari-
ability (Gillon et al. 2013) may simply be times when
the covering fraction is approximately equal at all longi-
tudes. The additional spectral changes beyond the two-
component model suggest that small alterations in the
cloud structure beyond the covering fraction can also
happen on short time scales, although the major char-
acteristics of the spectroscopic variability are preserved
within a single rotation. Further epochs would be re-
quired to trace larger scale changes in the cloud struc-
ture. Some intriguing differences between our measure-
ments and multi-wavelength photometry taken at an ear-
lier epoch are discussed below.
5.1. Comparison to other observations of Luhman 16
Since its discovery in 2013, Luhman 16 has been exten-
sively monitored for time variability from the ground over
a broad wavelength range with different instruments.
Monitoring over 12 nights with the TRAPPIST instru-
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ment through a special I+z filter (750 - 1100+ nm, effec-
tive wavelength 910 nm) revealed rapidly changing vari-
ability amplitudes between 2-11% (Gillon et al. 2013).
These observations did not spatially resolve the binary.
Assuming that all variability stems from Luhman 16B,
this would translate to effective peak-to-valley ampli-
tudes of 4-22%. If the amplitudes don’t significantly
change at wavelengths shortward of our observations,
then our observed amplitudes of ∼ 10% would fall into
an intermediate regime.
Because of the rapid changes, single filter photome-
try does not provide useful information on the cloud
structure for this object. Simultaneous multi-color pho-
tometry was obtained with the GROND instrument by
Biller et al. (2013) on two nights in 6 filters spanning
from the optical to the near-infrared (r’, i’, z’, J, H, K).
On one night, the observations were made in spatially un-
resolved mode, in the other in spatially resolved mode.
The results in the near-IR from the unresolved obser-
vations agree relatively well with our observations: the
peak-to-valley amplitude in J band was found to be 14%
in J and 8% in H band assuming all the variability stems
from Luhman 16B. The ∆(J −H) color change is larger
than in our observations, but we do not fully cover the H
band where we would expect the amplitude to keep de-
creasing. The light curve shape in the J, H and z’ bands
were very similar, but interestingly, the light curves in r’
and i’ bands were found to be anti-correlated to J, H and
z’. We do not find any anti-correlation in our observa-
tions, but our observations do not span the wavelengths
where anti-correlation was found.
The most puzzling set of observations are the spatially
resolved GROND observations taken a few days after the
unresolved observations. Most interestingly, no variabil-
ity was found in J band above the photometric uncer-
tainty of 3%, while the z’ and H bands showed clear vari-
ations of 9% in z and 13% in H band. These observations
suggest that at that moment the wavelength dependence
of the amplitude was completely different than during
the unresolved observations and during our HST obser-
vations, as well as compared to the other known vari-
able early T dwarfs (cf. Sect. 5.2). The different color
change in z’-H might be partially explained by the large
uncertainty of ∼ 4% in the resolved GROND H band ob-
servations. However, none of our models could produce
significant variability in H and z’ bands while simulta-
neously not having any or only very low variability in J
band. Multi-epoch multi-wavelength monitoring would
be required to confirm this very unusual change in the
color signature of the variability.
The GROND observations also contained the first K
band photometry, which appeared to show an interme-
diate phase between the phase of the correlated z’ and
H and anti-correlated r’ and i’ light curves. Biller et al.
(2013) suggested a similar dependence of the phase on the
atmospheric pressure probed in a band as found for the
mid-T dwarf 2MASSJ2228-43 (Buenzli et al. 2012). Our
observations do not show any phase shifts, even though
the deep water band in our observations would probe
pressures lower than the r’, i’ and K bands. If the K band
phase shift is not an artefact of instrumental systemat-
ics, the three dimensional structure of the atmosphere of
Luhman 16 is likely to be changing as well.
The first spectroscopic variability study for Luh-
man16B was performed by Burgasser et al. (2014) with
the SPEX instrument. They obtained a 45 min spectral
time series spanning from 0.7 to 2.5 µm at a resolution
of λ/∆λ ≈ 120, together with TRAPPIST photometry
spanning 7 h. These observations only looked at relative
changes between Luhman 16A and B, but our observa-
tions show that at least in the near-IR the assumption
that any variability of Luhman16A is negligible com-
pared to B appears to hold. They found decreasing flux
of about 10%/h in Y and J bands and 7%/h in H band.
This is in very good agreement with the color variability
in our observations, as well as the maximum flux decrease
in our J band observations. They also found some evi-
dence of lower variability in the water band at 1.4 µm
and a continuing decrease into the K band. However, the
signal-to-noise ratio in these wavelength regions makes
the measured variability non-significant. Here we clearly
confirm the lower relative amplitude in the 1.4 µm wa-
ter absorption band, and our model fit is fully consistent
with the lower amplitudes in K band (≈ 4%/h).
Our HST observations are overall very similar in the
characteristics to the SPEX variability observations,
while at least one epoch of GROND multi-wavelength
photometry offers a very different picture. Additional
epochs of multi-wavelength observations are required to
obtain a better understanding of the rapid changes oc-
curring in the atmosphere of Luhman 16B.
Comparing our observations to the surface map derived
with Doppler imaging (Crossfield et al. 2014) is difficult,
because it is unclear how variations in the molecular line
shape relate to the flux variability we observe with HST.
Furthermore, the method of reconstruction for the sur-
face map yields a smooth brightness distribution which
does not easily translate into a two-component cover-
age fraction. It is possible that the largest dark spot
found with Doppler imaging may correspond to the re-
gion where the coverage fraction of the thicker clouds is
largest.
5.2. Comparison to other variable brown dwarfs
Luhman16B is the fourth variable brown dwarf for
which we have obtained HST spectroscopic time series
covering one or more rotation periods after the T6.5
dwarf 2M2228-43 (Buenzli et al. 2012) and the two early
T dwarfs 2M2139 and SIMP0136 (Apai et al. 2013). Al-
ready from this very small sample a trend in variability
characteristics emerged as a function of spectral type.
The two early T dwarfs showed very similar spectral de-
pendence of the variability: the light curves were in phase
at all wavelengths and with only slightly larger amplitude
in J than H band, but significantly lower amplitude in the
deep water absorption band. The mid-T, on the other
hand, showed complex phase shifts, the largest variabil-
ity in the water band and a larger amplitude in H than
J band.
The characteristics of the spectral variability of Luh-
man16 is again very similar to that of the two other early
T dwarfs: all variability is in phase (excluding the anti-
correlation observed with GROND, for which we do not
have similar information for the other two objects), and
the water band variability is lower than in the J and H
bands.
In Figure 12 we directly compare the spectral variabil-
ity for the three objects both in absolute terms and scaled
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to the same maximum amplitude. We derived the vari-
ability difference in two ways: directly from the maxi-
mum and minimum observed spectra (averaged over a
few minutes to improve the S/N), as well as from the re-
constructed maximum and minimum spectra using only
the mean and first component from the principal com-
ponent analysis. For 2M2139 and SIMP0136 we per-
formed a principal component analysis exactly analogous
to Luhman 16B. For 2M2139 and SIMP0136 the spectral
variability is very similar in both cases, unlike for Luh-
man16B where we found a significant difference in the
water band, as discussed in Sect. 3.2.1.
Comparing only the variability derived from the prin-
cipal component analysis, i.e. corresponding to a simple
two-component model, we find that except for the differ-
ent amplitudes, the spectral signature of the variability is
remarkably similar for all three objects. The relative am-
plitude in the water band is always approximately half of
the maximum relative amplitude, which is always found
at 1.14 µm. All three objects also share very similar small
dips at 1.12 and 1.16 µm. A small but significant differ-
ence is primarily found in the overall slope from the J
to the H band: for SIMP0136, the latest type object, we
find the flattest slope with only a 10% decrease from 1.2
to 1.66 µm. The slope is intermediate for 2M2139 with
an 18% decrease, while the steepest slope is found for
the earliest spectral type object Luhman 16B. There, the
slope is already notable across the J band, and we find a
total of 25% decrease from 1.2 to 1.66 µm. These values
are consistent with the J-H variability found in differ-
ent epochs for Luhman 16B (Burgasser et al. 2014) and
2M2139 (Radigan et al. 2012), although we note that for
2M2139 significant changes in J-K color were found dur-
ing nights only a few days apart.
In terms of variability amplitudes, Luhman 16B
(10.5%) is here found to be intermediate between 2M2139
(27%) and SIMP0136 (5.5%), although these values are
known to change significantly between epochs. Luh-
man16B is also intermediate in terms of rotation pe-
riod (5 h), compared to 7.8 h for 2M2139 and 2.4 h for
SIMP0136. This was already noted by Burgasser et al.
(2014) who discuss the connection to the Rhines scale,
which provides an estimate of the maximum possible fea-
ture size and scales linearly with rotation period and
wind speed (see also Apai et al. 2013). For a more slowly
rotating object, the occurrence of larger features are pos-
sible. At equal covering fraction, larger features would
also imply fewer features, which then have a higher prob-
ability of being distributed unequally. For these three
objects, the results are consistent with potentially larger
features on the more slowly rotating objects. However,
without good constraints on the covering fractions of
the respective components, no strong conclusions can be
drawn.
6. CONCLUSIONS
As our nearest brown dwarf neighbors, the Luh-
man16AB system offers unprecedented opportunities to
further our understanding of the L/T transition. We
have obtained very high signal-to-noise, spatially re-
solved spectroscopic time series of both objects with
HST that reveal a highly patchy cloud structure for Luh-
man16B.
Our main conclusions are:
Fig. 12.— Wavelength dependence of the variability for Luh-
man 16B (black), 2M2139 (red) and SIMP0136 (blue). Top: vari-
ability amplitude as a function of wavelength calculated as the
difference between the maximum and minimum spectrum divided
by the mean. Bottom: The same but normalized to the maximum
amplitude. The dashed lines directly use the observed maximum
and minimum spectra averaged over a few minutes, the solid lines
use the maximum and minimum spectra reconstructed by using
only the mean and first principal component.
• Luhman 16A is not variable at 1.1-1.66 µm above
our instrumental systematics of ≈0.2-0.4% depend-
ing on wavelength. A model with a single, homo-
geneous cloud layer with Teff = 1200 K, fsed = 2,
log g = 4.5 and out-of-equilibrium chemistry with
Kzz = 10
4 cm2s−1 provides a good fit to the spec-
trum.
• Luhman 16B varies with a maximum peak-to-peak
amplitude of more than 10% in the near-IR, but
the relative amplitude is lower in the deep water
absorption band at 1.4 µm. Outside the absorption
band there is also a small decrease in the relative
amplitude with increasing wavelength.
• A two-component cloud model can explain most,
but not all, of the variability of Luhman 16B, with
the primary differences seen in the water absorp-
tion band. A combination of a warmer, thinner
cloud with Teff = 1300K and fsed = 3 and a
cooler, thicker cloud with Teff = 1000 − 1100 K
and fsed = 1 provide a decent fit to both the
spectrum and relative amplitude as a function of
wavelength, but the covering fraction of each cloud
is degenerate with other model parameters. The
relative covering fraction varies by 5-10% between
the two hemispheres. Out-of-equilibrium chemistry
(Kzz = 10
4 cm2s−1) is also required to fit the spec-
trum.
• We can firmly exclude the existence of areas with-
out cloud opacity, suggesting that the primary dif-
ference in the color and the variability between a
co-eval late L and early T dwarf is not caused by
the opening and clearing of deep holes. Instead, we
find a difference in the cloud structure before the
L/T transition (overall intermediate cloud thick-
ness) to within the transition (patchy coverage with
thicker and thinner clouds).
• The relative amplitude shows very similar wave-
length dependent behavior for the three known
14 Buenzli et al.
highly variable early T dwarfs, suggesting similar
underlying cloud structure that may be typical for
these objects.
• The light curve shape and amplitude of Luh-
man 16B evolves significantly on the time scale of
only one rotation period. Between epochs, the
wavelength dependence of the variability may also
change significantly, although it is unclear what
mechanism could cause these changes.
• The projected separation of Luhman 16A and B has
decreased by 0.′′3 within a time-span of 8 months.
Further monitoring of the orbital evolution with HST
(Program #13748), Gaia, and from the ground will even-
tually result in a dynamical mass measurement, a crucial
input for the constraint of atmospheric models. Com-
bined with continuing monitoring of the variability of
Luhman 16B across a wide wavelength range and the di-
rect comparison to its companion Luhman 16A, it will be
possible to put together a comprehensive model of its at-
mosphere and weather patterns that cannot be obtained
for any other substellar object.
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