Abstract-In this paper, an improved gravitational search algorithm, revolving gravitational search algorithm (RGSA) is proposed. RGSA optimizes the selection of in GSA by importing revolving operator, lets agents not included in have opportunity to influence other agents' movement. RGSA could further exploit potential districts and strengthen the ability of exploration than GSA. Experiments confirm the high efficiency of RGSA.
INTRODUCTION
Gravitational search algorithm (GSA) is an optimization algorithm proposed by Rashedi et al. [1] . GSA is a powerful heuristic algorithm and is widely used in various real optimization problems, such as neural network [2] , optimal capacitor placement [3] , clustering and classification problem [4] , feature selection [5] .
As a swarm optimization algorithm, GSA has great ability of exploration and exploitation. Exploration represents the ability to search other districts which may bring better solutions while exploitation is the ability to search carefully around a good solution [6] . Both of the two abilities are important to the performance of GSA.
Since the proposal of GSA, GSA has attracted much scholarly attention. Up to now, there has been many researches to improve GSA's performance. The main achievements are as follows: Sarafrazi et al. [6] proposed disruption operator to improve the performance of GSA by emphasizing in exploration at start and switch to exploitation as time goes by. Kun Qian et al. [7] introduced hybrid GSA incorporates the local search technique (LST) into GSA, makes full use of the exploration ability of GSA and the exploitation ability of LST. Mirjalili et al. [8] use chaotic maps to change the gravity constant of GSA to improve the ability of exploitation and exploration. Mirjalili et al. [9] archive and use best mass to accelerate the exploitation phase and ameliorate the slow exploitation weakness.
In this paper, we propose a new improved GSA, named RGSA. RGSA modifies the selection of standard GSA. At the base of , we introduce revolving operator and define group M, which make the agents not included in have opportunity to exert force to other agents, by this way, GSA's ability of exploration and exploitation is enhanced. Experiments demonstrate that RGSA can improve the performance of GSA.
The rest of this paper is organized as follows: the section "Analyzation of
Selection Problem" takes completely analyze of selection problem in GSA. The section "Revolving Gravitational Search Algorithm" explains how to manipulate revolving operator and group M in RGSA to make better performance. A comparative study is presented in section "Experimental results" to test our algorithm. Finally, section 5 gives a conclusion of this paper.
II. ANALYZATION OF KBEST SELECTION PROBLEM
The main process of standard GSA is described as follows: GSA models a group of agents scatter in the search space, each agent possesses specific mass and position. Agents' positions are solution for target function and the mass M (t) can be calculated as follows [1] :
Where fit (t) is the function value of agent i at time t.
GSA simulates the gravity force between agents to make the movement of agents. At time t, the force F (t) and acceleration a (t) of agent i can be calculated as follows [1] :
For each iteration, GSA updates the velocity v (t) and position x (t) of each object as follows [1] :
GSA defines to influence the movement of all other agents.
is the set of first K agents with the best fitness value and biggest mass [1] . Only agents from are capable to exert force to all other agents. Therefore, plays an important role in guiding the search direction for whole group.
There is a problem in the kbest selection of standard GSA. If the agent, which is nearby the global optimal district, is not included in , it may blemish the search process, makes it can't focus search space on global minima in the late stage. Fig. 1 shows a situation of selection.
FIGURE I. A SITUATION OF SELECTION
As K = 2, agent B, C will be included in and agent A will lose the ability to attract other agents. In this iteration, agent A will be attracted by B, C and moves away from the global minimal district. Then the whole group may converge to local minima in the end.
We take experiment to testify the influence of selection to the performance of GSA.
For example, we apply GSA to optimize Rastrigin function [1] (whose optimum value is 0). Population size is set as 100 and iteration number is 1000. The initial number of agents in , K , is set as N, 05N, 0.2N to compare with each other. Other parameters are same as [6] . The result of experiment is shown in Fig. 2 .
As the convergence curve shows in Fig. 2 , the algorithm converges to local minima too early and can't optimize to global minima or nearby solution. As K = 0.5N and K = 0.2N, the problem described above is more likely to appear, so the optimize results are worse than K = N, which testifies our analyzation.
FIGURE II. CONVERGENCE CHARACTERISTICS FOR RASTRIGIN
WITH DIFFERENT K Therefore, GSA selects first K agents with the best fitness value included in is not reasonable, that may lead the whole group be trapped in local minima.
III. REVOLVING GRAVITATIONAL SEARCH ALGORITHM
To mitigate this problem, we introduce revolving operator and define group M at the base of GSA. Revolving operator is inspired by satellite phenomenon. In our life, although the earth is much lighter than the sun, the earth still has the moon as its satellite, and the force applied by the earth significantly influences the moon's movement to make it moves around the earth steadily.
Based on this idea, we propose RGSA with revolving operator. Revolving operator builds group M as supplement of . As an agent is not included in , it still has opportunity to be included in group M, to attract part of other agents move toward it. Which could make potential districts be further exploited and improve the performance of GSA.
Definition of group M.
Producing the group M is vital to the effectiveness of revolving operator. For revolving operator, the population of group M needs be controlled.
If there are too many agents in group M, then will be plenty of agents be captured and the influence of will be damaged. So the diversity of whole group can't be guaranteed, and the exploration ability will be depressed. Therefore, group M is defined and built as follows:
Group M is defined as the set of first L agents with the best fitness value whose fitness value is within the range of (F , C].
Where L is the population of group M, C is the threshold of group M, F (t) is the worst fitness value in . K is the number of objects in , N is the population of whole group.
RGSA needs build group M for every iteration. In each iteration, RGSA sorts agents whose fitness value is smaller than C and larger than F in ascending order, and select L smallest agents included in group M or all of them when the population is less than L.
With the supplement of group M, revolving operator modifies the rules of motion in GSA as follows:
1. For the agents included in group M, they are not capable to attract all of other agents but are capable to capture k nearest agents exclusively. Objects could be captured must not be included in group M and .
2. If object i is captured by object j, then object i and object j construct a capture pair and the force applied to i is calculated as follows:
Where rand is a uniform random number in the interval [0, 1].
3. Object i will get rid of forces from and it is only influenced by the force from object j, with the value of v (t), object i is capable to search around object j further more.
After the movement, we get the fitness value of i at t + 1, fit (t + 1) and compare it with fit (t).
If fit (t + 1) ≤ fit (t) , that means object i searchs to a potential district may bring better solution in the later iterations. The algorithm does not need to remedy for this capture.
However, if fit (t + 1) > fit (t) is satisfied, we need to mutate the position of object i as follows to remedy the misdirection.
x (t + 1) = 1 − × x (t) + × x (t) + c × rand × rand x (t) − x (t)
Where x (t) is the global best agent's position at dth dimension. rand is a uniform random number in the interval [-0.5, 0.5], rand is a uniform random number in the interval [0, 1]. c is set as 2 [10] . In the early stage of iteration, x (t) is more important than x (t) , and the importance of x (t) promotes as time goes by. That is because the algorithm needs more diversity in the early stage to explore while needs to converge in small search space in the end to exploit.
By importing the revolving operator, one agent may be captured by objects in group M or be attracted by . Therefore, the algorithm could search the potential districts further more. In addition, the capture behavior could add stochastic feature to the movement of objects with worse fitness value and improve exploration ability of GSA.
The pseudo code of RGSA is given in Fig. 3 . Calculating C and L for group M 7
Selecting agents included in group M for this iteration 8
Traversing agents from group M in ascending order of fitness value to determine capture pairs 9
Calculating F (t), i = 1,2, … , N applied by or agent form group M 10
Calculating a (t) and v (t + 1), i = 1,2, … , N based on v (t) and F (t) 11
Updating X (t + 1), i = 1,2, … , N based on v (t + 1) and X (t) 12
Checking fitness value of capture pairs, mutate position for misdirection as Eq. 15 13
Repeat step 3-13 until the stopping criterion is satisfied.
FIGURE III. PSEUDO CODE OF RGSA

IV. EXPERIMENTAL RESULTS
To evaluate the performance of our algorithm, we apply it to 10 standard benchmark functions [7] . These benchmark functions are divided into unimodal functions (Table 1 ) and multimodal functions (Table 2) . Where f represents the optimum value of the function, S represents the search space, n is the number of dimensions for each function. We set all functions' dimension as 30 except F and F , their dimensions are set as 2 originally. We take a comparison of Standard GSA(SGSA) and Particle Swarm Optimization(PSO) with our method Revolving GSA(RGSA). In all comparison cases, we set population size as 100 and iteration number is 1000 for three algorithms.
In SGSA and RGSA, all parameters are same as [6] .
In RGSA, we need to set the threshold C, population L for group M and variable k according to section 3.We set k = 3, set C and L as Eq. 12 and Eq. 13.
In PSO, c = c = 2 and inertia factor ω is decreasing linearly from 0.9 to 0.2 [6] The experiment takes 30 independent runs for each functions, average best-so-far value and standard deviation of best solution for each algorithms are reported to evaluate their performances.
For unimodal functions, the convergence rate of the algorithm is more important than the final result of optimization [6] . Table 3 illustrates experiment results of unimodal functions, in F , F , SGSA is capable to explore and exploit, while RGSA achieves better and more steady optimization result. In F , F , SGSA is weak at optimizing while RGSA shows powerful ability and outperforms the other two methods significantly. The convergence result for F is shown in Fig. 4(a) . 
Multimodal functions having many local minima makes them comparatively harder to optimize. Table 4 illustrates the experiment results of multimodal functions. RGSA outperforms SGSA and PSO in most functions except F . As Table 4 illustrates, in F , F , both of SGSA and RGSA are capable to explore and exploit, and RGSA preforms slightly better than SGSA. In F , F , RGSA significantly outperforms the other two methods and exactly converges to global optimum. In F , both of RGSA and PSO get stable global optimum. In F , the search space is much smaller than other functions, so the exploitation ability will be in charge, and PSO has better solution than SGSA and RGSA. The convergence results for F and F are shown in Fig. 4(b) (c) . Moreover, we can conclude from Fig. 4 that RGSA is capable to escape from local minima in the search process.
Results of unimodal and multimodal functions confirm that the way to keep more objects possess the chance to attract other objects is a useful way to improve the ability of GSA. That is because in the early stage, the revolving operator adds stochastic feature to worse agents to search potential districts and enforce the ability of exploration. In the late stage, the revolving operator diversifies search directions within small search space and mutates wrong attempts according to global best agent, which makes the convergence more efficient to enforce the ability of exploitation.
V. SUMMARY
This paper analyzes the problem of selection in GSA, and then proposes RGSA with revolving operator. At the base of , RGSA introduces revolving operator and defines group M, which make the agents not included in have opportunity to exert force to other agents. In the early stage, RGSA makes potential districts be searched further to improve the ability of exploration. In the late stage, RGSA enhances convergence rate, by mutating position for wrong capture behaviors, to improve the ability of exploitation. Experiments confirm RGSA is superior to GSA.
