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the three unit vectors û1, û2, and û3 can be seen through the surface
opening. The points on the midsurface corresponding to the three unit
vectors are m1, m2, and m3, respectively. Their positions are given by
Eq. 2.3. The first point is in the basal region, the second point is in the
apical region, and the third point is in the midventricular region. The
respective surface normals are n̂1, n̂2, and n̂3. The coordinates γ1, γ2, and
γ3 define the signed distance from the midsurface of points r1, r2, and r3,
respectively. Their positions are given by Eq. 2.4. Note that points r1 and
r2 are outside the midsurface and point r3 is inside the midsurface, which
means that γ1 > 0, γ2 > 0, and γ3 < 0. Points within the LV wall are
closer to the midsurface than the three shown points. . . . . . . . . . . . 8
viii
Figure 4 Mapping of the midsurface: (a) the LV wall midsurface of a normal subject
in the reference configuration with an embedded curvilinear rectangle; (b)
the midsurface in the reference configuration is obtained by interpolating
nodes mi shown as black dots; (c) each node is assigned a displacement
di; (f) the node displacements are interpolated to obtain displacement
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applied to the curvilinear rectangle; (d) the resulting midsurface in the
current configuration with the curvilinear rectangle. The parameters of
the midsurface mapping are the node displacements di, which can be ar-
bitrarily specified. For illustration purposes, the applied transformation in
this figure is artificial and larger than real. It contains radial expansion,
longitudinal shortening and a circumferential twist. It can be seen in (e)
that the curvilinear rectangle moved outward (radial expansion), down-
ward (longitudinal shortening), rotated to the right and slanted (circum-
ferential twist). The midsurface in the reference configuration is rendered
light gray and in the current configuration it is rendered transparent dark
gray. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
Figure 5 The midsurface from Fig. 4 in the reference (light gray) and current (trans-
parent dark gray) configuration with the curvilinear rectangle zoomed in
are shown in (a) and (b), respectively. They illustrate the mapping of a
point r from the domain in the reference configuration to the correspond-
ing point R in the current configuration. Point m is in the center of the
curvilinear rectangle in the reference midsurface and the corresponding
point in the current configuration is M. Point r is at a certain distance
from the midsurface point m in the direction of the surface normal n̂. “No
transmural bending” assumption is illustrated in (a): the point in the cur-
rent configuration corresponding to r is denoted as R and it is at a certain
distance from the midsurface point M in the direction of the surface nor-
mal N̂. In general, the distance from r to m is different from the distance
from R to M. “No transmural bending” assumption does not allow the
situation illustrated in (b), where R is no longer at the normal direction
from point M. For illustration purposes, the distances of r and R from the
midsurface in (a) and (b) are larger than real, i.e. as shown, these points
would be outside the LV wall. . . . . . . . . . . . . . . . . . . . . . . . . . 12
ix
Figure 6 A basal short axis slice of a healthy volunteer is shown at (a) ED and (b)
ES for an anatomical image and at (c) ED and (d) ES for a tagged im-
age. The anatomical image does not contain enough information about the
myocardial motion to reliably infer transmural shear strain. Transmural
shear strain measures the amount of myocardial bending in the transmural
direction. Although the tagged image contains more information about the
myocardial motion than the anatomical image, it is still difficult to reliably
estimate transmural shear from this image. The position of tag lines at
ES relative to their positions at ED allows one to compute the myocardial
displacements and relatively reliably determine normal strains. However,
to compute transmural shear, one would need to determine how the tag
lines bend transmurally, which is challenging given that the bending is
relatively small and that the tag lines are thick, sparse, and noisy. . . . . 12
Figure 7 A half of the LV wall midsurface at ED of a healthy volunteer is shown in
(a). The dark block represents a chunk of the LV wall. Artificial trans-
formations are applied to the model to illustrate (b) radial expansion, (c)
radial contraction, (d) circumferential twisting, (e) longitudinal shortening,
and (f) combined radial contraction, circumferential twisting, and longitu-
dinal shortening, which is a deformation pattern typical for ES. Note that
the wall (dark block) thins in (b) and thickens in (c) and (e). Although
it cannot be seen due to the angle of viewing, the wall undergoes almost
no change of the thickness in (d) and it thickens in (f). The thinning and
thickening of the wall is a consequence of the model incompressibility. Also
note the slanting of the dark block in (d) and (f), which is a consequence
of the circumferential twisting. The curvilinear grid is shown to better
visualize the deformation patterns. . . . . . . . . . . . . . . . . . . . . . . 14
Figure 8 The recovered LV wall deformation for a normal subject over the cardiac
cycle (first row: ED, third row: ES) is shown by means of the endocardial
surface (green), midsurface (red), and epicardial surface (blue) contours:
(a) a midventricular slice, (b) the same slice overlaid with the contours,
(c) a basal slice, (d) the same slice overlaid with the contours. The syn-
chronous thickening of the myocardium indicates normal cardiac function. 21
Figure 9 The recovered LV wall deformation for a normal subject over the cardiac
cycle (first row: ED, third row: ES) is shown by means of the endocardial
surface (green), midsurface (red), and epicardial surface (blue) contours
for two orthogonal long axis slices: (a) the first long axis slice, (b) the
same slice overlaid with the contours, (c) the second long axis slice, (d)
the same slice overlaid with the contours. Note that the model thickened
at ES, which is a consequence of the incompressibility. . . . . . . . . . . . 22
x
Figure 10 The recovered LV wall deformation for a normal subject over the cardiac
cycle (first row: ED, third row: ES) is shown by means of the Lagrangian
displacement field projected to the slice: (a) a midventricular slice, (b)
the same slice overlaid with the projected displacements, (c) a basal slice,
(d) the same slice overlaid with the projected displacements. Given that
these are Lagrangian displacement vectors with ED being the reference
frame, they originate at myocardial points at ED and they point to the
corresponding locations in the current frame. This is why in the ED frame
they are marked as dots (zero vectors). The displacements at ES show
that the LV wall both contracted and twisted. . . . . . . . . . . . . . . . 23
Figure 11 Color-coded (a) radial, (b) circumferential, and (c) longitudinal Lagrangian
strains for a normal subject are shown in a midventricular slice over the
cardiac cycle (first row: ED, third row: ES). Since the deformation is
measured relative to ED, the strains in the ED frame are zero. The strains
are shown over the ED frame image. . . . . . . . . . . . . . . . . . . . . . 24
Figure 12 The radial strain for 12 standard midventricular and basal sectors as func-
tions of time over the cardiac cycle for the first (solid curve) and the second
(dashed curve) anatomical cine MRI scan of a healthy volunteer. The hori-
zontal axis represents the time as a percentage of the cardiac cycle starting
from ED. The vertical dashed line marks ES. Note the good agreement of
the two curves for each sector. . . . . . . . . . . . . . . . . . . . . . . . . 25
Figure 13 The circumferential strain for 12 standard midventricular and basal sectors
as functions of time over the cardiac cycle for the first (solid curve) and the
second (dashed curve) anatomical cine MRI scan of a healthy volunteer.
The horizontal axis represents the time as a percentage of the cardiac
cycle starting from ED. The vertical dashed line marks ES. Note the good
agreement of the two curves for each sector. . . . . . . . . . . . . . . . . . 26
Figure 14 The longitudinal strain for 12 standard midventricular and basal sectors as
functions of time over the cardiac cycle for the first (solid curve) and the
second (dashed curve) anatomical cine MRI scan of a healthy volunteer.
The horizontal axis represents the time as a percentage of the cardiac
cycle starting from ED. The vertical dashed line marks ES. Note the good
agreement of the two curves for each sector. . . . . . . . . . . . . . . . . . 27
Figure 15 The false negative (FN), false positive (FP), and true positive (TP) rates
for the volume agreement over the cardiac cycle between the manually
segmented and model generated LV wall for the first (solid curves) and
second (dashed curves) scan of the healthy volunteer. The horizontal axis
represents the time as a percentage of the cardiac cycle starting from ED.
The vertical dashed line marks ES. Since the deformation is measured
relative to ED, the FN and FP rates are 0% and TP rate is 100% at ED. 28
xi
Figure 16 The mean and standard deviation of the manually measured distances be-
tween the intersections of real tag lines and the corresponding intersections
of virtual tag lines over the cardiac cycle for (a) the first and (b) the second
scan of the healthy volunteer. The horizontal axis represents the time as a
percentage of the cardiac cycle starting from ED. The vertical dashed line
marks ES. Since the deformation is measured relative to ED, the distances
are zero in the ED frame. . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Figure 17 A midventricular short axis slice from the anatomical cine MRI scan is
shown in (a) over the cardiac cycle (first row: ED, third row: ES). The
corresponding slice in the tagged cine MRI scan is shown in (b). The
slice from (b) is overlaid with virtual tag lines in (c). The virtual tag lines
were generated by applying the deformation recovered from the anatomical
scan to the manually positioned tag planes at ED. The images are from
the second scan of the healthy volunteer. . . . . . . . . . . . . . . . . . . 30
Figure 18 LV wall boundaries corresponding to the manual segmentation (yellow)
and the deformable model (red) at ES for a healthy volunteer in (a) mid-
ventricular and (b) basal short axis slice. . . . . . . . . . . . . . . . . . . 31
Figure 19 A short axis slice for (a) a normal subject and (c) a patient are shown
over the cardiac cycle (first row: ED, third row: ES). The same slices
overlaid with Lagrangian displacements projected to the slice are shown
in (b) and (d), respectively. Since the LV wall deformation was recovered
relative to ED, the displacement vectors are zero (marked as dots) at ED.
The displacements of the normal subject at ES show that the LV wall both
contracted radially and twisted circumferentially. The displacements of the
patient at ES showed reduced radial contraction. The reduced displace-
ment is an indication of reduced cardiac function and low ejection fraction.
The presence of asynchronous motion of the LV wall for the patient can be
seen at mid-systole (second row), end-systole (third row) and mid-diastole
(fourth row): each of these frames has regions of the LV wall with almost
zero displacements while the other regions were moving. In the normal
subject all the regions of the wall were moving synchronously in each frame. 32
Figure 20 The radial strain for 12 standard midventricular and basal sectors as func-
tions of time over the cardiac cycle for the three normal subjects (solid
curves) and the three patients (dashed curves). The horizontal axis repre-
sents the time as a percentage of the cardiac cycle starting from ED. The
vertical dashed line marks ES. Note the similarity of the time curves for
the normals, the similarity of the time curves for the patients, and a clear
difference between time curves of the normals and of the patients. . . . . 33
xii
Figure 21 The circumferential strain for 12 standard midventricular and basal sectors
as functions of time over the cardiac cycle for the three normal subjects
(solid curves) and the three patients (dashed curves). The horizontal axis
represents the time as a percentage of the cardiac cycle starting from ED.
The vertical dashed line marks ES. Note the similarity of the time curves
for the normals. For most of the sectors the patients had a weaker circum-
ferential strain than the normals. . . . . . . . . . . . . . . . . . . . . . . . 34
Figure 22 The longitudinal strain for 12 standard midventricular and basal sectors
as functions of time over the cardiac cycle for the three normal subjects
(solid curves) and the three patients (dashed curves). The horizontal axis
represents the time as a percentage of the cardiac cycle starting from ED.
The vertical dashed line marks ES. Note the similarity of the time curves
for the normals, the similarity of the time curves for the patients, and a
clear difference between time curves of the normals and of the patients. . 35
Figure 23 Color-coded Lagrangian strains for a normal subject and a patient are
shown in a short axis slice over the cardiac cycle (first row: ED, third
row: ES): (a) radial strain for the normal subject, (b) radial strain for the
patient, (c) circumferential strain for the normal subject, (d) circumferen-
tial strain for the patient. Since the deformation is measured relative to
ED, the strains in the ED frame are zero. The strains are shown over the
ED frame image. The lower strain values in the patient indicate reduced
cardiac contractility. In addition, the regional heterogeneity strain dis-
tribution in the patient images indicates either dyssynchrony or ischemic
myocardium. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Figure 24 A short axis slice from the tagged cine MRI scan is shown over the cardiac
cycle (first row: ED, third row: ES) for (a) a normal subject and for (c)
a patient. The same slices overlaid with virtual tag lines are shown in (b)
and (d), respectively. The virtual tag lines were generated by applying the
deformation recovered from the anatomical scan to the manually positioned
tag planes at ED. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
Figure 25 The biventriuclar wall at ED of a healthy volunteer is shown in (a). Artifi-
cial transformations are applied to the model to illustrate (b) radial expan-
sion, (c) radial contraction, (d) circumferential twisting, (e) longitudinal
shortening, and (f) combined radial contraction, circumferential twisting,
and longitudinal shortening, which is a deformation pattern typical for ES.
The nodes are the black dots. . . . . . . . . . . . . . . . . . . . . . . . . . 49
Figure 26 Average distances between the intersections of real tag lines and the cor-
responding intersections of virtual tag lines for the ES frame in one mid-
ventricular slice as a function of α for (a) the first set and (b) the second
set of the repeatability study. The vertical dashed line marks the value of
α equal to the average distance between neighboring nodes. . . . . . . . . 52
xiii
Figure 27 Jacobian distribution for the ES frame of the first scan of the repeatability
study for four methods:model using (a) divergence free interpolation, (b)
TPS, (c) divergence free interpolation without the near-incompressibility
constraint, and (d) TPS without the nearly incompressibility. . . . . . . . 54
Figure 28 The recovered biventricular wall deformation for a normal subject over the
cardiac cycle (first row: ED, third row: ES): a midventricular slice overlaid
with (a) the contours, (b) the projected displacements. . . . . . . . . . . 57
Figure 29 Color-coded (a) radial and (b) circumferential Lagrangian strains for a
normal subject are shown in a midventricular slice over the cardiac cycle
(first row: ED, third row: ES). Since the deformation is measured relative
to ED, the strains in the ED frame are zero. The strains are shown over
the ED frame image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
Figure 30 The radial strain for 18 standard midventricular and basal sectors of LV
and RV as functions of time over the cardiac cycle for the first (solid curve)
and the second (dashed curve) anatomical cine MRI scan of a healthy
volunteer. The horizontal axis represents the time as a percentage of the
cardiac cycle starting from ED. The vertical dashed line marks ES. Note
the good agreement of the two curves for each sector. . . . . . . . . . . . 59
Figure 31 The circumferential strain for 18 standard midventricular and basal sectors
of LV and RV as functions of time over the cardiac cycle for the first
(solid curve) and the second (dashed curve) anatomical cine MRI scan of a
healthy volunteer. The horizontal axis represents the time as a percentage
of the cardiac cycle starting from ED. The vertical dashed line marks ES.
Note the good agreement of the two curves for each sector. . . . . . . . . 60
Figure 32 The false negative (FN), false positive (FP), and true positive (TP) rates
for the volume agreement over the cardiac cycle between the manually seg-
mented and model generated biventricular wall for the first (solid curves)
and second (dashed curves) scan of the healthy volunteer. The horizontal
axis represents the time as a percentage of the cardiac cycle starting from
ED. The vertical dashed line marks ES. Since the deformation is measured
relative to ED, the FN and FP rates are 0% and TP rate is 100% at ED. 61
Figure 33 The mean and standard deviation of the manually measured distances be-
tween the intersections of real tag lines and the corresponding intersections
of virtual tag lines over the cardiac cycle for (a) the first and (b) the second
scan of the healthy volunteer. The horizontal axis represents the time as a
percentage of the cardiac cycle starting from ED. The vertical dashed line
marks ES. Since the deformation is measured relative to ED, the distances
are zero in the ED frame. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
xiv
Figure 34 A midventricular short axis slice from the anatomical cine MRI scan is
shown in (a) over the cardiac cycle (first row: ED, third row: ES). The
corresponding slice in the tagged cine MRI overlaid with virtual tag lines-
can is shown in (b). The virtual tag lines were generated by applying
the deformation recovered from the anatomical scan to the manually po-
sitioned tag planes at ED. The images are from the second scan of the
healthy volunteer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Figure 35 The radial strain for 18 standard midventricular and basal sectors of LV
and RV as functions of time over the cardiac cycle for the three normal sub-
jects (solid curves) and the three patients (dashed curves). The horizontal
axis represents the time as a percentage of the cardiac cycle starting from
ED. The vertical dashed line marks ES. Note the similarity of the time
curves for the normals, the similarity of the time curves for the patients,
and a clear difference between time curves of the normals and of the patients. 64
Figure 36 The circumferential strain for 18 standard midventricular and basal sectors
of LV and RV as functions of time over the cardiac cycle for the three
normal subjects (solid curves) and the three patients (dashed curves). The
horizontal axis represents the time as a percentage of the cardiac cycle
starting from ED. The vertical dashed line marks ES. Note the similarity
of the time curves for the normals. For most of the sectors the patients
had a weaker circumferential strain than the normals. . . . . . . . . . . . 65
Figure 37 A midventricular short axis slice from the anatomical cine MRI scan is
shown in (a) over the cardiac cycle (first row: ED, third row: ES). The
corresponding slice in the tagged cine MRI overlaid with virtual tag lines
is shown in (b). The virtual tag lines were generated by applying the
deformation recovered from the anatomical scan to the manually positioned
tag planes at ED. The images are from a patient case. . . . . . . . . . . . 66
Figure 38 A left ventricular surface model generated by applying the marching cubes
algorithm to a segmented cardiac MR image with 1.44 mm in-plane resolu-
tion and 8.0 mm slice thickness. The irregular triangles are a consequence
of the voxel anisotropy. The surface mesh has pronounced terracing arti-
facts and the number of triangles is directly related to the number of voxels
in the image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
xv
Figure 39 Mesh generation summary. The input image (a) is segmented into the ob-
ject and background, resulting in a binary image (b). A sphere enclosing
the object is centered at the object barycenter (c). The sphere is uniformly
sampled with the number of points equal to the number of singularities.
The binary image is resampled with isotropic voxels and the Laplace equa-
tion is numerically solved between the sphere (boundary condition of 0)
and the object (boundary condition of 1). The solution of the Laplace
equation is encoded in the gray levels in (c) and (d). The binary object is
eroded and the points are propagated from the sphere to the eroded object
in the direction of the gradient of the Laplace equation solution to define
the singularity locations, shown as red squares in (d) and (e). Boundary
points, specified as midpoints for each pair of neighboring voxel, where
one voxel is in the object and the other is in the background, are shown as
red dots in (e). The singularity locations as well as the boundary points
are used to specify the analytic solution of the Laplace equation. The
boundary points are propagated in the negative gradient direction of the
solution of the Laplace equation from the object boundary to the sphere
(f). Their values of the underlying solution of the Laplace equation are
interpolated at the sphere to the define the stopping function. The number
of degrees of freedom of the stopping function is defined by the number of
control points, which are shown as blue circles in (g). An approximately
uniform mesh is generated on the sphere. The vertices of the mesh on the
sphere, shown as black crosses in (g), are propagated from the sphere in
the direction of the gradient of the solution of the Laplace equation until
the value of the underlying solution of the Laplace equation is equal to the
corresponding value of the stopping function. The propagated mesh nodes
define the final mesh, shown in (h). Figures (a)-(h) are two-dimensional
for illustration purposes, while the method is three-dimensional. . . . . . 80
Figure 40 Average distance between consecutive meshes as a function of the number
of singularities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
Figure 41 Average distance between consecutive meshes as a function of the number
of control points. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
Figure 42 Average distance between consecutive meshes as a function of the number
of mesh vertices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
Figure 43 Average triangle quality index as a function of the number of mesh vertices. 83
Figure 44 Each row shows a mesh on the sphere and the corresponding right ven-
tricular mesh obtained by propagating the mesh from the sphere to the
right ventricular surface. The number of mesh vertices for the four rows
are 200, 500, 1000, and 5000. The corresponding mean ± std (min, max)
Q values for the mesh on the sphere are .93 ± .07(.75, 1), .94 ± .06(.78, 1),
.93± .07(.77, 1), and .95± .05(.76, 1), and for the right ventricular mesh are
.85±.07(.68, .99), .84±.06(.62, .99), .86±.06(.65, .99), and .85±.07(.63, .99). 84
xvi
Figure 45 Endocardium surface meshes generated by the proposed method for the
left ventricle (red), right ventricle (green), left atrium (blue), and right
atrium (yellow). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
Figure 46 Epicardium surface mesh generated by the proposed method for the entire
myocardium. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
Figure 47 Contours of endocardial meshes generated by the marching cubes (yellow)
and the proposed method (red) in short-axis sections for (a) left ventricle,
(b) right ventricle, (c) left atrium, and (d) right atrium, and in a long-axis
section for (e) left ventricle. The endocardial boundaries are defined by
the blood pool segmentation shown in the binary images. . . . . . . . . . 86
Figure 48 The original vector fields (data) are displayed in red and the corresponding
interpolated ones using the divergence-free model in blue for (a) v1, (b) v2,
and (c) v3. The black points are the locations of the measurements. The
black circles are the locations of the nodes. The vector fields are shown at
few measurements points for the clarity of the display. . . . . . . . . . . . 95
Figure 49 Histograms of the differences in magnitude (in cm/s) between the original
vector fields and the corresponding interpolated ones using the divergence-
free model for (a) v1, (c) v2, (e) v3 and using TPS for (b) v1, (d) v2, (f)
v3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
Figure 50 Histograms of the angles (in rad) between the original vector fields and the
corresponding interpolated ones using the divergence-free model for (a) v1,
(c) v2, (e) v3 and using TPS for (b) v1, (d) v2, (f) v3. . . . . . . . . . . . 97
Figure 51 The measured velocity vectors (data) are displayed in red and the corre-
sponding interpolated ones using the divergence-free model in blue for (a)
ED, (b) MS, and (c) ES of a healthy volunteer. The yellow points are the
centers of voxels from the myocardium. . . . . . . . . . . . . . . . . . . . 99
Figure 52 Histograms of the differences in magnitude (in cm/s) between the mea-
sured velocity vectors and the corresponding interpolated ones using the
divergence-free model for (a) ED, (c) MS, and (e) ES of a healthy volunteer
and using TPS for (b) ED, (d) MS, and (f) ES of the same sequence. . . 100
Figure 53 Histograms of the angles (in rad) between the measured velocity vectors
and the corresponding interpolated ones using the divergence-free model
for (a) ED, (c) MS, and (e) ES of a healthy volunteer and using TPS for
(b) ED, (d) MS, and (f) ES of the same sequence. . . . . . . . . . . . . . 101
Figure 54 The graph of ψ(x) given by Eqs. A.3-A.8 shows that the function mono-
tonically increases from negative values for x = −1 to positive values for
x = 1. The scale of the y-axis is irrelevant. . . . . . . . . . . . . . . . . . 106
xvii
SUMMARY
Cardiovascular diseases remain the leading cause of mortality in the United States.
The study of myocardial motion is essential for understanding the normal heart function
and developing new treatments for cardiovascular diseases. The goals of my PhD research
is to develop new methods for cardiac deformation recovery from 3D magnetic resonance
(MR) images. Cine magnetic resonance imaging (MRI) is widely used for the analysis of
the cardiac function because of its high soft tissue contrast as compared to other acquisition
techniques and relatively short acquisition time as compared to other cardiac MRI methods.
The main contribution of my work is that the proposed methods are guaranteed to
generate exactly or nearly incompressible deformations. This is a desirable property since
the myocardium has been shown to be close to incompressible. The myocardium needs
to be segmented in an initial frame after which the methods automatically determine the
tissue deformation everywhere in the myocardium throughout the cardiac cycle. From the
recovered deformation, one can directly compute a number of clinically useful parameters,
including strains. Two studies were conducted to validate the methods. In the first study,
the deformation recovered from a 3D anatomical cine MRI of a healthy volunteer were com-
pared against the manual segmentation of the cardiac wall and against the corresponding
3D tagged cine MRI. Another set of 3D anatomical and tagged MRI scans was taken of
the same volunteer four months later. In the second study, the methods were applied to
3D anatomical cine MRI scans of three patients with ventricular dyssynchrony and three
age-matched healthy volunteers.
The first method for 3D deformation recovery of the left ventricular wall (LV) from
anatomical cine MRI is based on a deformable model that is incompressible. This method
is not suitable for the deformation recovery of the biventricular wall. The second method is
based on a 3D deformable model that is nearly incompressible. The model uses a matrix-
valued radial basis function to represent divergence free displacement fields, which is a
first order approximation of incompressibility. This representation allows for deformation
modeling of arbitrary topologies with a relatively small number of parameters, which is
suitable for representing the motion of the multi-chamber structure of the heart. The
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two methods have similar performance. For the first study, the average volume agreement
between the models and the manual segmentation had an average false positive rate of 3%,
false negative rate of 3% and true positive rate of 92%. The average distance between
the models and manually determined intersections of perpendicular tag planes was 1.6
mm (1.1 pixel). The methods were applied to the second set acquired four months later
and the recovered deformations were very similar to the ones obtained from the first set.
For the second study, the myocardium wall deformations recovered for the three normals
agreed well and the recovered strains were similar to those reported by other researchers for
normal subjects. Strains and displacements of the three patients were clearly smaller than
those of the three normals indicating reduced cardiac function. The deformations recovered
for the three normals and the three patients were validated against manual segmentation
and corresponding tag cine MRI scans and the agreement was similar to that of the first
validation study.
A method to obtain a smooth and accurate surface of the myocardium wall is needed
to illustrate the cardiac deformation recovery. Thus, I present a novel method for the
generation of endocardial and epicardial surface meshes. The method has been tested on
3D short-axis cardiac magnetic resonance images with strongly anisotropic voxels in the
long-axis direction. The same algorithm is independently used to generate the surface
meshes of the epicardium and endocardium of the four cardiac chambers. It provides
smooth meshes of the heart chambers despite the strong voxel anisotropy, which is not
the case for the marching cubes algorithm. While the proposed method generates more
regular mesh triangles than the marching cubes and allows for a complete control of the
number of triangles, the generated surface meshes are still close to the ones obtained by
the marching cubes. For the five tested cases, the average distance between the surfaces
generated by our method and by the marching cubes algorithm was 0.4 mm.
Phase velocity MRI is an acquisition technique that contains more information about
the myocardial motion than cine MRI. Thus, I present a method to interpolate the velocity
vector field in a phase velocity MRI sequence that can be used for cardiac deformation
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recovery. The method uses the divergence free interpolation model presented in the biven-
tricular deformation recovery. The divergence free interpolation provides a continuous ve-
locity vector field that is divergence free, which means that the corresponding deformation
is incompressible, a desirable property since the myocardium has been shown to be close
to incompressible. The method has been tested on three simulated cases and three real
cases. The interpolation obtained is close to the original vector field in terms of difference
in magnitude and angle. Furthermore, it is more accurate than the interpolation given by





Cardiovascular diseases remain the leading cause of mortality in the United States [1].
The cost of the associated health care and lost productivity is more than 3% of the gross
domestic product [2]. The study of myocardial motion, both left ventricle (LV) and right
ventricle (RV), is essential for understanding the normal heart function and developing new
treatments for cardiovascular diseases. While several cardiac imaging techniques have been
developed (see Sec. 1.2), this thesis deals with cardiac motion recovery from cine magnetic
resonance images (MRI). Cine MRI is widely used for analysis of the cardiac function
because of its high soft tissue contrast as compared to other acquisition techniques and
relatively short acquisition time as compared to other cardiac MRI acquisition techniques.
Acquisition techniques like tagged and phase velocity MRI contain more information about
the myocardial motion than cine MRI, but they are not widely used and typically they
were not acquired when existing databases of cardiac MR images were acquired, in which
case cine MRI remains the only option for the analysis of the myocardial motion. For this
reason, the proposed methods are suitable for both prospective and retrospective cardiac
deformation analysis.
1.2 Image Acquisition for Cardiac Deformation Recovery
Several methods for imaging the myocardial motion have been developed. They span all
standard medical imaging modalities: ultrasound, nuclear-based techniques, computed to-
mography and magnetic resonance imaging.
Echocardiography is an application of ultrasound to the heart. It is fast and fairly
inexpensive. However, the method has a low soft tissue contrast and low signal-to-noise
ratio in the far field. Since ultrasound is severely attenuated in air and bone, only limited
views of the heart can be obtained. If tissue Doppler imaging is done in conjunction with
echocardiography, quantitative values for wall velocity can be obtained, but only in one
direction (toward the transducer) and only in selected locations within the myocardial
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wall. Despite the limitations, echocardiography is the second most frequently performed
diagnostic procedure after electrocardiography [2].
Gated single photon emission computed tomography can be used to quantify the biven-
tricular myocardial wall motion and thickening but it suffers from very poor spatial resolu-
tion that causes it to have only fair accuracy and reproducibility [2].
Cardiac computed tomography allows for multi-slice imaging of the heart at multiple
time points over the cardiac cycle, which can be used for motion analysis. The drawbacks
to the technique are that iodinated contrast agent must be used to generate good contrast
between the blood and myocardium and the patient must be exposed to a relatively large
dose of ionizing radiation [2].
There are five MRI-based acquisition techniques that can be used to analyze cardiac
motion: cine, tagged, phase velocity, displacement-encoded (DENSE), and strain-encoded
(SENC) MRI. Cine MRI can cover the entire cardiac anatomy and can generate high tem-
poral resolution images over the entire cardiac cycle. It is by far the most frequently used
cardiac MRI technique because of its high reproducibility, high soft-tissue contrast, and
good spatial and temporal resolution [2]. Myocardial tagging can be used to lay down a
set of grid lines on the myocardium by modulating the magnetization, and cine images
showing the deformation of the tag lines can then be acquired [3, 4]. Phase velocity MRI
can be used to acquire velocity of the myocardial tissue [5, 6]. Displacement-encoded MRI
allows for imaging of the myocardial displacement [7]. Strain-encoded MRI can be used to
acquire through-plane myocardial strain [8]. Tagged, phase velocity, displacement-encoded,
and strain-encoded MRI are not widely used and are always acquired in addition to cine
MRI.
1.3 Relevant Image Analysis Methods for Cardiac Deformation Recovery
Recovery of cardiac deformation from images has received considerable attention. Re-
searchers have worked on cardiac deformation recovery methods that use tagged MRI
[9, 10, 11, 12, 13], phase velocity MRI [14], and echocardiography [15, 16, 17].
Cine MRI has also been used for automated computation of cardiac function. Some of
these methods provide only the segmentation of the myocardium without recovering the
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displacement field [18, 19, 20, 21]. This prevents one from computing myocardial strain
fields, which are critical for analysis of the cardiac function. In addition, there are methods
that track only the endocardial and epicardial surfaces [22, 23] without computing the
displacements within the heart wall. These methods also can not be used to compute
myocardial strains.
In [24], we presented an automated 3D myocardial deformation recovery from cine MRI.
In this paper, we presented a deformable model that is incompressible. The method uses a
curvilinear coordinate system based on the midsurface of the LV wall. For this reason, the
method can not be directly applied to the biventricular wall. In [25] we used a composition
of two such incompressible transformations to recover the biventricular wall deformation.
However, the composing of transformations led to complicated computations and the exact
incompressibility made the optimization sensitive to the optimization parameters.
In Medical Image Computing and Computer-Assisted Intervention (MICCAI) conference
in 2002, Lorenzo-Valdes et al. [26] presented an automated method for segmentation and
tracking of cardiac deformation from cine MRI. They modeled the frame-to-frame 3D heart
deformation using cubic B-splines (as proposed by the same group for the registration of
breast MR images [27]) and obtained the model parameters by maximizing the normalized
mutual information [28]. The method propagates the segmentation from the first frame to
the rest of the cardiac cycle. The authors correlated the volume of the manual segmentation
of the myocardium to the one obtained automatically by the method and reported the r
value of .98 and .83, for the case of manual or atlas-based segmentation of the first frame,
respectively.
Researchers have developed methods for 3D cardiac deformation recovery from cine
MRI that require a considerable amount of user input, i.e. that cannot be considered fully
automated. The method by Papademetris et al. [29] requires the user to manually segment
the myocardium in all the slices and all the frames of the image sequence, the method by
Remme et al. [30] requires the user to manually track a set of 3D points throughout the
cardiac cycle, and the method by Shen et al. [31] uses the knowledge of the boundaries
between the myocardium and blood pool and the myocardium and surrounding structures,
which is equivalent to segmentation. It is desirable that the method automatically recovers
3
the myocardial deformation in all the frames of the cardiac cycle.
1.4 Incompressibility of the Myocardium
The myocardium is a nearly incompressible material. Its constituents are mainly composed
of water, which is almost perfectly incompressible. However, the myocardium is perfused
with blood, which affects the total myocardial volume over the cardiac cycle. A few in-
dependent studies [32, 33, 34, 35, 36] have been carried out to quantify the change of the
myocardial volume over the cardiac cycle. The common conclusion of these efforts is that the
total myocardial volume changes no more than 4% during a cardiac cycle. This means that
the myocardium is not perfectly incompressible. However, this volume change is relatively
small and it is distributed in all three directions. Even in the regions with predominant
orientation of the blood vessels, the myocardial tissue does not expand or contract by more
than 2% in any direction. For this reason, one can conclude that ”incompressibility” is
not simply another approach to cardiac deformation recovery; near incompressibility is a
physical property of the myocardium that should not be ignored. Thus, any method that
recovers myocardial deformation that deviates from incompressibility by more than a few
percents cannot be correct. It should be noted that near incompressibility itself is not
enough to guarantee correct cardiac deformation recovery, i.e. near incompressibility is a




LEFT VENTRICULAR DEFORMATION RECOVERY FROM CINE
MRI USING AN INCOMPRESSIBLE MODEL
2.1 Methods
2.1.1 Notation
Scalars are denoted with regular face (e.g. x, y), vectors with bold face (e.g. r,p) and
unit vectors are distinguished with a hat (e.g. û, n̂). All the quantities in the reference
configuration are denoted with lower case letters (e.g. γ, r) and all the quantities in the
current configuration are denoted with upper case letters (e.g. Γ, R). The reference con-
figuration is by convention the configuration of the LV wall at end-diastole (ED) and the
current configuration is the configuration of the LV wall at any other time point in the
cardiac cycle.
2.1.2 Midsurface Curvilinear Coordinate System
The proposed method uses a curvilinear coordinate system that is based on the midsurface
of the LV wall. To construct the midsurface, one needs to segment the LV wall in the first
frame of the sequence. An example of the LV wall segmentation is shown in Fig. 1. Once
the LV wall is segmented, the midsurface is generated by interpolating the nodes placed in
the middle of the segmented LV wall. For each slice, except for the slice going through the
apex, a 2D skeleton1 of the LV wall is constructed and then nodes uniformly spaced around
the circular skeleton (Figs. 2b and 2c). For the slice going through the apex we place one
node in the center of the segmented region (Fig. 2a). To interpolate the midsurface nodes,
we use the pseudo thin plate splines (see Appendix A). We first compute the center of the
LV as the barycenter of the segmented LV wall. Let there be M midsurface nodes with
position vectors mi, i = 1, . . . ,M and let p denote the LV center. The unit vectors and





li = ||mi − p||, (2.2)




Figure 1. The LV wall is segmented in the first frame. The top row shows three image slices
in the first frame and the bottom row shows the corresponding segmentations. Column (a)
shows a slice in the apical region, column (b) shows a slice in the midventricular region, and
column (c) shows a slice in the basal region.
(a) (b) (c)
Figure 2. Midsurface nodes (white circles) were placed in each slice containing the LV wall.
In the slice going through the apex (a) one node was placed in the center of the myocardial
tissue. In the remaining slices the nodes were uniformly spaced around the circular skeleton,
as shown in (b) and (c). Note that the LV wall cross-section in (b) is smaller than the LV
wall cross-section in (c) and consequently it has fewer nodes. Once all the nodes were placed,
the midsurface was obtained by the pseudo thin plate spline interpolation of the nodes. The
white contours in (b) and (c) represent midsurface cross-sections.
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respectively. We interpolate the data points (ûi, li) using the pseudo thin plate splines on
the sphere to obtain the distance function l(û). Then, the point on the midsurface in the
direction û is
m(û) = p + l(û)û. (2.3)
A midsurface obtained this way is shown in Fig. 4b together with the midsurface nodes.
The representation given by Eq. 2.3 is limited to surfaces that have at most one intersection
point with any given direction û, which is the case with the LV wall midsurface. It should
be noted that this surface representation is coordinate system independent since it is given
in terms of vectors and it does not have special points (e.g. the two poles in the spherical
coordinate system surface representation require special treatment). This allows for equal
treatment of any part of the midsurface from the apex to the base. One can compute
the surface normal, principal, mean and Gaussian curvatures and any other local surface
property as functions of û from the surface representation given by Eq. 2.3.
Any point within the LV wall, i.e. between the endocardial surface and epicardial surface
can be represented as
r(û, γ) = m(û) + γn̂(û), (2.4)
where γ is the signed distance of the point from the surface and n̂(û) is the surface normal
at the point m(û). We use the outward normal convention, which means that γ is positive
for points outside the midsurface and negative for points inside the midsurface. For points
at the midsurface γ = 0. Eq. 2.4 defines a curvilinear coordinate system that is based
on the LV wall midsurface. The independent variables of this representation are û and γ.
Since û is a unit vector it has two degrees of freedom and γ, being a scalar, has one degree
of freedom. Thus, the independent variables have three degrees of freedom, the same as
the Cartesian coordinates. The midsurface curvilinear coordinate system is illustrated in
Fig. 3. Eq. 2.4 is a mapping from the curvilinear coordinates û and γ to r(û, γ), which
we represent with three Cartesian coordinates x, y and z. The inverse mapping (from the
Cartesian to the curvilinear coordinates) cannot be obtained analytically and it can be
computed numerically. However, for the cardiac deformation recovery we need to use only
the forward mapping given by Eq. 2.4. It should be noted that the mapping between the
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Figure 3. Three points r1, r2, and r3 in the midsurface curvilinear coordinate system are shown
together with the partly cut midsurface. The LV center p and the three unit vectors û1, û2,
and û3 can be seen through the surface opening. The points on the midsurface corresponding
to the three unit vectors are m1, m2, and m3, respectively. Their positions are given by Eq.
2.3. The first point is in the basal region, the second point is in the apical region, and the
third point is in the midventricular region. The respective surface normals are n̂1, n̂2, and
n̂3. The coordinates γ1, γ2, and γ3 define the signed distance from the midsurface of points r1,
r2, and r3, respectively. Their positions are given by Eq. 2.4. Note that points r1 and r2 are
outside the midsurface and point r3 is inside the midsurface, which means that γ1 > 0, γ2 > 0,
and γ3 < 0. Points within the LV wall are closer to the midsurface than the three shown points.
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curvilinear and the Cartesian coordinates in general is not one-to-one. This happens for
points far away from the midsurface or in vicinity of highly curved parts of the midsurface.
Since the midsurface is not very curved and the LV wall is not very thick, the mapping
between the two coordinate systems over the LV wall is one-to-one.
2.1.3 Incompressible Transformation
2.1.3.1 Midsurface Mapping
To obtain the transformation from the domain in the reference configuration (the segmented
LV wall) to the current configuration, we first establish the mapping of the midsurface. Let
the midsurface nodes mi in the reference configuration be displaced by displacements di to
the corresponding locations Mi in the current configuration, i.e.
Mi = mi + di, i = 1, . . . ,M. (2.5)
We interpolate displacements di component-wise
2 using the pseudo thin plate spline inter-
polation on the sphere to obtain the midsurface displacement function d(û). The midsurface
in the current configuration is given by
M(û) = m(û) + d(û), (2.6)
where m(û) is given by Eq. 2.3. Note that the same unit vector û figures/TMI in m(û)
and in M(û), which means that they are corresponding midsurface points in the reference
and current configuration, respectively. The mapping of the midsurface is illustrated in Fig.
4.
2.1.3.2 Assumptions
To uniquely define a transformation from the domain in the reference configuration to the
current configuration that maps the midsurface m(û) in the current configuration to the
corresponding midsurface M(û) in the current configuration we make the following two
assumptions:
• Incompressibility: this is a physical property of the myocardium (see Section 1.4).
• No transmural bending: any point in the domain remains at the normal direction to
the same point on the midsurface as the midsurface deforms. It should be noted that
2Component-wise interpolation of vectors is interpolation of their x, y, and z components independently.
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Figure 4. Mapping of the midsurface: (a) the LV wall midsurface of a normal subject in the
reference configuration with an embedded curvilinear rectangle; (b) the midsurface in the
reference configuration is obtained by interpolating nodes mi shown as black dots; (c) each
node is assigned a displacement di; (f) the node displacements are interpolated to obtain
displacement function d(û), which is then applied to the entire midsurface; (e) d(û) is applied
to the curvilinear rectangle; (d) the resulting midsurface in the current configuration with the
curvilinear rectangle. The parameters of the midsurface mapping are the node displacements
di, which can be arbitrarily specified. For illustration purposes, the applied transformation
in this figure is artificial and larger than real. It contains radial expansion, longitudinal
shortening and a circumferential twist. It can be seen in (e) that the curvilinear rectangle
moved outward (radial expansion), downward (longitudinal shortening), rotated to the right
and slanted (circumferential twist). The midsurface in the reference configuration is rendered
light gray and in the current configuration it is rendered transparent dark gray.
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points in the domain can change their distance from the midsurface as the midsurface
deforms. This is illustrated in Fig. 5. This assumption results in small (less than
1 %) transmural shear strains for typical deformations of the LV wall. Whereas
this assumption is a limitation, anatomical cine MR images do not contain enough
information about the myocardial motion to reliably estimate transmural shear strain.
Even estimating transmural shear strain from tagged cine MR images is challenging
[37], despite the fact that these images contain more information about myocardial
motion than anatomical images. Examples of anatomical and tagged MR images are
shown in Fig. 6. The fact that transmural shear strain cannot be reliably estimated
from anatomical images and the fact that transmural bending is relatively small (Fig.
6d, [37]) justify the “no transmural bending” assumption. An LV wall model that
does not assume “no transmural bending”, i.e. that allows for larger transmural shear
strains, does not necessarily produce more reliable values for transmural shear strain
if used with anatomical images given the little information about the transmural shear
strain in these images. See Sec. 3.3.1 for additional discussion on this assumption.
Under these two assumptions, the transformation of the LV wall is completely governed by
the mapping of the midsurface. This means that the midsurface node displacements define
the transformation everywhere in the LV wall, i.e. for given midsurface node locations in
the reference configuration, the parameters of the transformation are the midsurface node
locations in the current configuration.
2.1.3.3 Domain Mapping
The position of a point in the domain in the reference configuration with curvilinear coor-
dinates (û, γ) is given by Eq. 2.4. Assuming “no transmural bending”, the position of the
corresponding point in the current configuration is
R(û, γ) = M(û) + Γ(û, γ)N̂(û), (2.7)
where N̂(û) is the normal to the midsurface in the current configuration at point M(û), and
Γ(û, γ) is the distance of point R(û, γ) from the midsurface in the current configuration.
11
(a) (b)
Figure 5. The midsurface from Fig. 4 in the reference (light gray) and current (transparent
dark gray) configuration with the curvilinear rectangle zoomed in are shown in (a) and (b),
respectively. They illustrate the mapping of a point r from the domain in the reference
configuration to the corresponding point R in the current configuration. Point m is in the
center of the curvilinear rectangle in the reference midsurface and the corresponding point in
the current configuration is M. Point r is at a certain distance from the midsurface point m
in the direction of the surface normal n̂. “No transmural bending” assumption is illustrated
in (a): the point in the current configuration corresponding to r is denoted as R and it is at
a certain distance from the midsurface point M in the direction of the surface normal N̂. In
general, the distance from r to m is different from the distance from R to M. “No transmural
bending” assumption does not allow the situation illustrated in (b), where R is no longer at
the normal direction from point M. For illustration purposes, the distances of r and R from
the midsurface in (a) and (b) are larger than real, i.e. as shown, these points would be outside
the LV wall.
(a) (b) (c) (d)
Figure 6. A basal short axis slice of a healthy volunteer is shown at (a) ED and (b) ES for an
anatomical image and at (c) ED and (d) ES for a tagged image. The anatomical image does not
contain enough information about the myocardial motion to reliably infer transmural shear
strain. Transmural shear strain measures the amount of myocardial bending in the transmural
direction. Although the tagged image contains more information about the myocardial motion
than the anatomical image, it is still difficult to reliably estimate transmural shear from this
image. The position of tag lines at ES relative to their positions at ED allows one to compute
the myocardial displacements and relatively reliably determine normal strains. However, to
compute transmural shear, one would need to determine how the tag lines bend transmurally,
which is challenging given that the bending is relatively small and that the tag lines are thick,
sparse, and noisy.
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The incompressibility assumption leads to









where h(û) and k(û) are the mean and Gaussian curvatures, respectively, of the midsurface
in the reference frame, H(û) and K(û) are the mean and Gaussian curvatures, respectively,
of the midsurface in the current frame, and S(û) is the surface Jacobian. The expression
for S(û) as well as the derivation of Eq. 2.8 are given in Appendix B. Note that h, k, H,
K, and S are local properties of the midsurface, i.e. they depend on û only (i.e. on the
position on the midsurface) and not on γ. Since the terms in Eq. 2.8 depend on û and γ it
follows that the solution of the equation, Γ, is a function of both û and γ. Eq. 2.8 is a cubic
equation in Γ and it has three solutions. There are two cases: the three solutions are real
or one solution is real and the other two are complex. In the case of three real solutions,
two have large values, which leaves the third one as the only one physically possible. In
the case of one real and two complex solutions, only the real solution is physically possible.
Thus, in either case, only one of the three solutions is physically possible.
In summary, the mapping of the entire domain in the reference configuration to the
current configuration is completely defined by the midsurface node positions, which are the
parameters of the transformation. To map a point r in the reference configuration with
curvilinear coordinates (û, γ) to point R in the current configuration, one needs to:
• compute h(û), k(û), H(û), K(û), and S(û),
• solve Eq. 2.8 for Γ,
• compute M(û) and N̂(û), and
• evaluate Eq. 2.7 to obtain R.
The entire transformation can be shortly written as
R = T(r). (2.9)
By specifying the node positions in the current configuration one can generate various LV
wall deformation patterns, some of which are shown in Fig. 25.
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Figure 7. A half of the LV wall midsurface at ED of a healthy volunteer is shown in (a). The
dark block represents a chunk of the LV wall. Artificial transformations are applied to the
model to illustrate (b) radial expansion, (c) radial contraction, (d) circumferential twisting,
(e) longitudinal shortening, and (f) combined radial contraction, circumferential twisting, and
longitudinal shortening, which is a deformation pattern typical for ES. Note that the wall (dark
block) thins in (b) and thickens in (c) and (e). Although it cannot be seen due to the angle
of viewing, the wall undergoes almost no change of the thickness in (d) and it thickens in (f).
The thinning and thickening of the wall is a consequence of the model incompressibility. Also
note the slanting of the dark block in (d) and (f), which is a consequence of the circumferential
twisting. The curvilinear grid is shown to better visualize the deformation patterns.
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2.1.4 Left Ventricular Deformation Recovery
The goal of the method is to recover the 3D LV wall deformation from anatomical cine
MRI. We model the deformation with the transformation described in Section 2.1.3. The
LV wall needs to be segmented in one frame of the sequence, which is called the reference
frame. The ED frame of the heart cycle is used as the reference frame by convention.
The cardiac deformation is recovered for each frame j other than the reference frame
by searching for the locations of the nodes that define transformation Tj for which the
similarity between the reference frame and the current frame (frame j) is maximized. We
use normalized mutual information (NMI) [28] as the similarity measure, which was already





where H(I) and H(J) are the marginal entropies of I and J , respectively, and H(I, J) is
their joint entropy.
Transformation Tj maps the domain from the reference frame to frame j. For all the
frames other than the reference frame one needs to find the node locations that maximize
the following objective function:
O = NMI(I1, Ij(Tj)), (2.11)
where I1 is the image of the reference frame, Ij is the image of frame j, and Ij(Tj) is
the image of frame j transformed by Tj to the coordinate system of the reference frame.
We evaluate NMI over the segmented domain (LV wall at ED) dilated by one pixel layer
in each short axis slice. The additional layer of pixels helps recover the twisting of the
myocardium.
Let L denote the number of frames (i.e. j = 1, . . . , L). We start the optimization process
from the reference frame (j = 1) where the locations of the nodes are known. Then, we
advance in the forward direction of the cardiac cycle. To determine the locations of the
nodes in frame j (for 2 ≤ j ≤ L), we use the node locations of the previous frame j − 1
as their initial locations and maximize Eq. 2.11 by using a multi-resolution version of the
Powell’s method [38]. Briefly, one node at a time is test-moved in six directions (positive
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and negative x, y, and z directions) with a step size δ, the objective function is evaluated
for the seven positions (no movement and the six test-movements), and the node is placed
at that of the seven positions that has the highest value of the objective function. This is
cyclically applied to all the nodes until no node is moved. Then δ is reduced by a factor of
2 and the entire procedure is repeated. We use four resolutions, i.e. δ values of 2 mm, 1
mm, 0.5 mm, and 0.25 mm. This way we obtain the node locations in each frame j of the
cardiac cycle with respect to the forward direction. Let mf (i, j) represent the location of
the i-th node (1 ≤ i ≤M , M is the number of nodes) in the j-th frame with respect to the
forward direction. We perform the same optimization process in the backward direction,
which means that we start from the reference frame where the node locations are known,
and we advance in the backward direction of the cardiac cycle. This way we obtain the
node locations in each frame j for the backward direction: mb(i, j). The backward and
forward optimization processes are performed independently of each other.
In the forward propagation errors accumulate in the forward direction, i.e. it is more
likely that the nodes in frames 2 and 3 are more accurately positioned than in frames L− 1
and L. In the backward propagation errors accumulate in the backward direction, i.e. it
is more likely that the nodes in frames L and L − 1 are more accurately positioned than
in frames 2 and 1. Note that the reference frame (j = 1) has identical node locations for
the forward and backward direction. For this reason it makes sense to compute a weighted
average of the forward and backward control points such that the forward control points
have more weight at the beginning of the cardiac cycle (i.e. for smaller values of j) and the
backward control points have more weight at the end of the cardiac cycle (i.e. for larger
values of j). A simple way to achieve this is to have the weights linearly depend on the
frame number, i.e. the final node locations are given by:
m(i, j) = [1 − w(j)] mf (i, j) + w(j)mb(i, j), (2.12)
where w(j) = 1
L
(j − 1). The transformation constructed this way is still incompressible.
The accumulated error for this strategy is maximal for the frame in the middle of the
sequence. Experiments showed (data not presented) that its value was smaller than the
maximal accumulated errors for the forward-only and backward-only strategies.
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2.1.5 Computation of Strains
Myocardial normal strain characterizes the amount of deformation of the myocardium in a
given direction and it is of particular interest in the study of the heart viability. Typically,
the following three types of the myocardial normal strain are used, which correspond to the
geometry of the heart:
• circumferential strain, corresponding to the circumferential direction,
• radial strain, corresponding to the transmural direction, and
• longitudinal strain, corresponding to the longitudinal direction.





where I is the identity tensor and F is the deformation gradient tensor. The deformation





As the analytical expression of the transformation T from the reference frame to each
frame (denoted as Tj) is known, one can derive the analytical expressions of the spatial
derivatives and compute F. Then, the normal Lagrangian strain is obtained by projecting
the Lagrangian tensor on the desired directions, i.e. the normal Lagrangian strain in the
direction v is vTEv.
2.1.6 Validation
We perform two quantitative procedures to assess the accuracy of the method.
The first quantitative procedure compares the myocardial wall provided by the method
with the one obtained by manual segmentation for the frames other than the reference
frame. To evaluate the cardiac deformation recovery results, we compute the true positive
(TP) rate, the false negative (FN) rate and the false positive (FP) rate for each frame. Let
Rm represent the domain mapped by the method to the current frame and Rs the manually
segmented LV wall in the current frame. Let Vs represent the volume of Rs, Vms the volume
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of the overlap of Rm and Rs, Vms the volume of the part of Rm that is not in Rs, and Ṽms
the volume of the part of Rs that is not in Rm. Then, TP rate =
Vms
Vs
, FP rate = Vms
Vs
,
and FN rate = Ṽms
Vs
.
The second quantitative evaluation procedure compares the cardiac deformation recov-
ery from the anatomical cine MRI obtained by the proposed method against the correspond-
ing information from the tagged cine MRI. We developed a tool for interactive positioning of
virtual tag planes in tagged MRI scans. The tag planes are modeled as splines that the user
can position and deform by moving control points. This allows the user to fit the virtual tag
planes to the tagged image as well as to compute tag plane intersections. Once the cardiac
deformation is recovered from the anatomical cine MRI using the proposed method, it is
applied to the virtual tag planes at ED and then compared to the interactively positioned
tag planes in other frames. In each image slice we compute the distances between the cor-
responding intersections of orthogonal virtual tag lines (in-slice cross-sections of the virtual
tag planes) generated interactively and by the model. This allows for in-plane (short-axis)
deformation recovery validation. The out-of-plane (long-axis) deformation is not evaluated
with this procedure since the tag planes, being perpendicular to the short-axis image slices,
do not contain information about the out-of-plane motion.
2.2 Results
2.2.1 MR Protocols and Subjects
We carried out two studies to test the proposed method. In the first study, we acquired a 3D
anatomical cine MRI scan together with a 3D tagged cine MRI scan of a healthy volunteer
and then repeated the acquisitions four months later. The volunteer was a 27 year old
male subject with no history of heart disease. The purpose of this study was twofold:
to do a 4D validation of the deformation of the LV wall myocardium recovered from the
anatomical scan against the corresponding information in the tagged scan, and to test the
repeatability of the method. In the second study, we tested the method on 3D anatomical
cine MRI scans of six human subjects: three patients with ventricular dyssynchrony and
three healthy volunteers. The purpose of this study was to test if the method can distinguish
normals from patients. The patients were recruited from the Cardiology Service at Emory
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University Hospital (Atlanta, Georgia). The mean age of the patients was 54 years (one
female and two males). They were compared to three age-matched normal subjects (one
female and two males) with no history of cardiovascular disease. For the second study
only one midventricular short axis tagged cine MRI slice was available for each of the six
subjects.
For both studies, the anatomical MRI scans using steady-state free-precession (SSFP)
short axis cine imaging covering the entire heart were acquired with a 1.5 T clinical MRI
scanner (Intera, Philips Medical Systems, Best, The Netherlands). The scans had 12-17
contiguous short axis slices with 8-10 mm slice thickness (for the in-plane resolution see
Tables 6 and 7) and a 20 cm field of view (FOV). A flip angle of 65◦, TR of 3.4 ms and TE
of 1.7 ms were used. Twenty phases for each slice were obtained during the cardiac cycle.
For the first study, the tagged scan had the same number of slices as the anatomical
scan, which allowed for full 3D validation over time of the recovered deformation.
For the second study, one short axis tagged MR image slice was acquired for each of
the six subjects. The tagging data was taken at a short axis slice positioned at 70% of the
length of the LV from the apex (total LV length was measured from the apex to the mitral
valve plane on the four-chamber long axis image). The tagging slice was not located at
exactly the same position as one of the anatomical slices.
For all the subjects, the FOV for the tagged scan was the same as that of the cine scan.
The tags were applied immediately after the detection of the R-wave from the EKG signal,
and the first frame was acquired at a delay of 15 ms after the R-wave. Two orthogonal sets
of parallel planar tags with about 9 mm plane separation were oriented orthogonal to the
image planes. The temporal resolution for the tagged scan was 30 ms, whereas it ranged
from 35-42 ms for the anatomical scan. The in-plane resolution for the tagged scan was
1.24 mm for all the subjects.
For all the subjects, for each acquired slice the scanner recorded the rigid body transfor-
mation from the scanner coordinate system to the slice. This allowed us to map all the slices
to a common coordinate system, i.e. to spatially align the anatomical and tagged scans.
Similarly, the scanner recorded the start time for each phase (frame) relative to the peak of
the R wave, which allowed us to temporally align the anatomical and tagged scans. Since
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the heart rate, i.e. the duration of the cardiac cycle, was not the same for the two scans,
we used relative time (as a percentage of the cardiac cycle) for the temporal alignment.
2.2.2 Study: Repeatability
2.2.2.1 Surface Models, Displacement and Strain Fields
The deformation recovered from the first and the second (taken 4 months later) anatom-
ical cine MRI scan of the healthy volunteer was very similar. For this reason we show
the deformation recovery results for the second scan only and quantitatively compare the
strains recovered from the two scans. In Section 3.2.2.2 we show validation results of the
deformation recovered from both scans.
To display the model boundaries over time, we first constructed a 3D model of the LV
endocardial surface, midsurface, and epicardial surface in the ED frame. Then, for all other
frames, we deformed the three surface models by applying the recovered transformation to
the model. Fig. 28 shows the contours of the three surface models for a midventricular and
basal short axis slice over the cardiac cycle. Fig. 9 shows the contours of the three surface
models for two orthogonal long axis slices over the cardiac cycle.
The motion of the LV wall is fully described by its displacement field over the cardiac
cycle. Fig. 10 shows two short axis slices over the cardiac cycle with sampled displacement
field projected to the slice.
Fig. 29 shows the Lagrangian radial, circumferential, and longitudinal strain fields over
the cardiac cycle for a midventricular short axis slice. To further evaluate the strains, we
sectored the domain in the reference configuration into the standard sectors, as defined in
[39]. Then for each sector, for each strain type, we computed the average strain for that
sector as a function of time over the cardiac cycle. We did this for both the first and the
second anatomical cine MRI scan of the healthy volunteer. The time curves for the radial,
circumferential, and longitudinal strains for all the sectors are shown in Figs. 30, 31, and
14, respectively. The peak values of the radial, circumferential, and longitudinal strains
over the cardiac cycle for the two scans of the healthy volunteer are given in Table 6.
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(a) (b) (c) (d)
Figure 8. The recovered LV wall deformation for a normal subject over the cardiac cycle (first
row: ED, third row: ES) is shown by means of the endocardial surface (green), midsurface
(red), and epicardial surface (blue) contours: (a) a midventricular slice, (b) the same slice
overlaid with the contours, (c) a basal slice, (d) the same slice overlaid with the contours. The
synchronous thickening of the myocardium indicates normal cardiac function.
Table 1. In-plane resolution (IPR), number of model nodes (M), Peak radial strain (PRS),
Peak circumferential strain (PCS) and Peak longitudinal strain (PLS) are given for the two
scans of the healthy volunteer. PRS, PCS, and PLS were computed over the cardiac cycle.
Subject IPR M PRS PCS PLS
[mm]
Scan 1 1.41 72 .38 -.14 -.11
Scan 2 1.44 79 .36 -.16 -.12
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(a) (b) (c) (d)
Figure 9. The recovered LV wall deformation for a normal subject over the cardiac cycle (first
row: ED, third row: ES) is shown by means of the endocardial surface (green), midsurface
(red), and epicardial surface (blue) contours for two orthogonal long axis slices: (a) the first
long axis slice, (b) the same slice overlaid with the contours, (c) the second long axis slice,
(d) the same slice overlaid with the contours. Note that the model thickened at ES, which is
a consequence of the incompressibility.
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(a) (b) (c) (d)
Figure 10. The recovered LV wall deformation for a normal subject over the cardiac cycle
(first row: ED, third row: ES) is shown by means of the Lagrangian displacement field pro-
jected to the slice: (a) a midventricular slice, (b) the same slice overlaid with the projected
displacements, (c) a basal slice, (d) the same slice overlaid with the projected displacements.
Given that these are Lagrangian displacement vectors with ED being the reference frame,
they originate at myocardial points at ED and they point to the corresponding locations in
the current frame. This is why in the ED frame they are marked as dots (zero vectors). The
displacements at ES show that the LV wall both contracted and twisted.
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(a) (b) (c)
Figure 11. Color-coded (a) radial, (b) circumferential, and (c) longitudinal Lagrangian strains
for a normal subject are shown in a midventricular slice over the cardiac cycle (first row: ED,
third row: ES). Since the deformation is measured relative to ED, the strains in the ED frame
are zero. The strains are shown over the ED frame image.
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Figure 12. The radial strain for 12 standard midventricular and basal sectors as functions of
time over the cardiac cycle for the first (solid curve) and the second (dashed curve) anatomical
cine MRI scan of a healthy volunteer. The horizontal axis represents the time as a percentage
of the cardiac cycle starting from ED. The vertical dashed line marks ES. Note the good
agreement of the two curves for each sector.
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Figure 13. The circumferential strain for 12 standard midventricular and basal sectors as
functions of time over the cardiac cycle for the first (solid curve) and the second (dashed
curve) anatomical cine MRI scan of a healthy volunteer. The horizontal axis represents the
time as a percentage of the cardiac cycle starting from ED. The vertical dashed line marks
ES. Note the good agreement of the two curves for each sector.
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Figure 14. The longitudinal strain for 12 standard midventricular and basal sectors as func-
tions of time over the cardiac cycle for the first (solid curve) and the second (dashed curve)
anatomical cine MRI scan of a healthy volunteer. The horizontal axis represents the time as
a percentage of the cardiac cycle starting from ED. The vertical dashed line marks ES. Note
the good agreement of the two curves for each sector.
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Figure 15. The false negative (FN), false positive (FP), and true positive (TP) rates for
the volume agreement over the cardiac cycle between the manually segmented and model
generated LV wall for the first (solid curves) and second (dashed curves) scan of the healthy
volunteer. The horizontal axis represents the time as a percentage of the cardiac cycle starting
from ED. The vertical dashed line marks ES. Since the deformation is measured relative to
ED, the FN and FP rates are 0% and TP rate is 100% at ED.
2.2.2.2 Validation
To quantitatively evaluate the LV wall deformation recovered from the anatomical cine
MRI scan we validated it against the manually segmented LV wall and against the manually
positioned tag lines in the corresponding tagged cine MRI scans, both over the entire cardiac
cycle.
For the first validation procedure, we manually segmented the LV wall in all the frames
of the 3D anatomical cine MRI. Then we applied the recovered deformation to the LV
wall segmented in the ED frame and mapped it to all other frames (Fig. 18). Finally, we
quantified the agreement between the manual and model generated LV wall segmentation
by means of true positive, false negative and false positive rates. Fig. 32 shows the three
rates over the cardiac cycle for the first and second scan of the healthy volunteer.
For the second validation procedure, we manually positioned tag planes in the ED frame
of the 3D tagged cine MRI. Then we applied the deformation recovered from the anatomical
scan to the tag planes positioned in the ED frame of the tagged scan and mapped them to all
other frames of the tagged scan. Fig. 34 shows the virtual tag lines for a midventricular slice
for the second scan of the healthy volunteer. Finally, we measured the distances between
the intersections of real tag lines and the corresponding intersections of virtual tag lines for
all the frames for both the first and the second scan of the healthy volunteer. The results
are given in Fig. 33.
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Figure 16. The mean and standard deviation of the manually measured distances between the
intersections of real tag lines and the corresponding intersections of virtual tag lines over the
cardiac cycle for (a) the first and (b) the second scan of the healthy volunteer. The horizontal
axis represents the time as a percentage of the cardiac cycle starting from ED. The vertical
dashed line marks ES. Since the deformation is measured relative to ED, the distances are
zero in the ED frame.
2.2.3 Study: Comparison of Normals and Patients
2.2.3.1 Displacement and Strain Fields
We recovered the LV wall deformation for three normal subjects and three patients. Fig.
19 shows displacements over the cardiac cycle projected to a short axis slice for a normal
subject and a patient. Fig. 23 shows Lagrangian radial and circumferential strains in a
short axis slice over the cardiac cycle for a normal subject and a patient. To further compare
the strains of the normal subjects and patients, we sectored the domain in the reference
configuration into the standard sectors, as defined in [39]. Then for each sector, for each
strain type, we computed the average strain for that sector as a function of time over the
cardiac cycle. We did this for the three normal subjects and three patients. The time curves
for the radial, circumferential, and longitudinal strains for all the sectors are shown in Figs.
35, 36, and 22, respectively.
2.2.3.2 Validation
To quantitatively evaluate the LV wall deformation recovered from the anatomical cine MRI
scan for the three normal subjects and three patients we validated it against the manually
segmented LV wall and against the manually positioned tag lines in the corresponding
tagged cine MRI scan.
For the first validation procedure, we manually segmented the LV wall in the ED and
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(a) (b) (c)
Figure 17. A midventricular short axis slice from the anatomical cine MRI scan is shown in (a)
over the cardiac cycle (first row: ED, third row: ES). The corresponding slice in the tagged
cine MRI scan is shown in (b). The slice from (b) is overlaid with virtual tag lines in (c). The
virtual tag lines were generated by applying the deformation recovered from the anatomical




Figure 18. LV wall boundaries corresponding to the manual segmentation (yellow) and the
deformable model (red) at ES for a healthy volunteer in (a) midventricular and (b) basal short
axis slice.
ES frames of the 3D anatomical cine MRI. Then we applied the recovered deformation to
the LV wall segmented in the ED frame and mapped it the ES frame. Finally, we quantified
the agreement between the manual and model generated LV wall segmentation in the ES
frame by means of true positive, false negative and false positive rates. Table 7 shows the
three rates for the three normal subjects and three patients.
For the second validation procedure, we manually positioned tag planes in the ED frame
of the 3D tagged cine MRI. Then we applied the recovered deformation to the tag planes
positioned in the ED frame and mapped them to all other frames. Fig. 24 shows the virtual
tag lines for a short axis slice for a normal subject and a patient. Finally, we measured the
distances between the intersections of real tag lines and the corresponding intersections of
virtual tag lines for the ES frame for the three normal subjects and three patients. The
results are given in Table 7.
2.3 Discussion
2.3.1 Deformable Model
The proposed deformable model has the following properties: it is volumetric, its represen-
tation is compatible with the anatomy of the left ventricle, it behaves uniformly in all the
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(a) (b) (c) (d)
Figure 19. A short axis slice for (a) a normal subject and (c) a patient are shown over the
cardiac cycle (first row: ED, third row: ES). The same slices overlaid with Lagrangian dis-
placements projected to the slice are shown in (b) and (d), respectively. Since the LV wall
deformation was recovered relative to ED, the displacement vectors are zero (marked as dots)
at ED. The displacements of the normal subject at ES show that the LV wall both contracted
radially and twisted circumferentially. The displacements of the patient at ES showed reduced
radial contraction. The reduced displacement is an indication of reduced cardiac function and
low ejection fraction. The presence of asynchronous motion of the LV wall for the patient can
be seen at mid-systole (second row), end-systole (third row) and mid-diastole (fourth row):
each of these frames has regions of the LV wall with almost zero displacements while the
other regions were moving. In the normal subject all the regions of the wall were moving
synchronously in each frame.
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Figure 20. The radial strain for 12 standard midventricular and basal sectors as functions of
time over the cardiac cycle for the three normal subjects (solid curves) and the three patients
(dashed curves). The horizontal axis represents the time as a percentage of the cardiac cycle
starting from ED. The vertical dashed line marks ES. Note the similarity of the time curves for
the normals, the similarity of the time curves for the patients, and a clear difference between
time curves of the normals and of the patients.
,
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Figure 21. The circumferential strain for 12 standard midventricular and basal sectors as
functions of time over the cardiac cycle for the three normal subjects (solid curves) and the
three patients (dashed curves). The horizontal axis represents the time as a percentage of the
cardiac cycle starting from ED. The vertical dashed line marks ES. Note the similarity of the
time curves for the normals. For most of the sectors the patients had a weaker circumferential
strain than the normals.
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Figure 22. The longitudinal strain for 12 standard midventricular and basal sectors as functions
of time over the cardiac cycle for the three normal subjects (solid curves) and the three patients
(dashed curves). The horizontal axis represents the time as a percentage of the cardiac cycle
starting from ED. The vertical dashed line marks ES. Note the similarity of the time curves for
the normals, the similarity of the time curves for the patients, and a clear difference between
time curves of the normals and of the patients.
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(a) (b) (c) (d)
Figure 23. Color-coded Lagrangian strains for a normal subject and a patient are shown in
a short axis slice over the cardiac cycle (first row: ED, third row: ES): (a) radial strain for
the normal subject, (b) radial strain for the patient, (c) circumferential strain for the normal
subject, (d) circumferential strain for the patient. Since the deformation is measured relative
to ED, the strains in the ED frame are zero. The strains are shown over the ED frame image.
The lower strain values in the patient indicate reduced cardiac contractility. In addition, the
regional heterogeneity strain distribution in the patient images indicates either dyssynchrony
or ischemic myocardium.
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(a) (b) (c) (d)
Figure 24. A short axis slice from the tagged cine MRI scan is shown over the cardiac cycle
(first row: ED, third row: ES) for (a) a normal subject and for (c) a patient. The same
slices overlaid with virtual tag lines are shown in (b) and (d), respectively. The virtual tag
lines were generated by applying the deformation recovered from the anatomical scan to the
manually positioned tag planes at ED.
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Table 2. In-plane resolution (IPR), number of model nodes (M), True positive rate (TPr),
False positive rate (FPr), False Negative rate (FNr), the average (± std) distance between
manually and automatically obtained intersections of perpendicular tag planes (Tag error),
Peak radial strain (PRS), Peak circumferential strain (PCS) and Peak longitudinal strain
(PLS) are given for the three normal subjects and thee patients. TP rate, FP rate, FN rate,
and Tag error were computed for the ES frame whereas PRS, PCS, and PLS were computed
over the entire cardiac cycle.
Subject IPR M TPr FPr FNr Tag error PRS PCS PLS
[mm] [%] [%] [%] [mm] [pixel]
Normal 1 1.24 55 92.4 3.2 2.8 1.5±.2 1.1±.1 .34 -.18 -.13
Normal 2 1.36 62 91.8 2.7 3.1 1.6±.3 1.2±.2 .32 -.17 -.12
Normal 3 1.41 72 93.3 3.4 2.9 1.7±.3 1.1±.1 .38 -.14 -.11
Patient 1 1.52 58 91.7 2.8 2.6 1.6±.3 1.1±.2 .14 -.07 -.06
Patient 2 1.35 56 92.7 3.3 3.5 1.7±.3 1.0±.1 .12 -.06 -.08
Patient 3 1.56 52 93.2 3.7 3.4 1.8±.2 1.1±.2 .12 -.07 -.07
regions, its displacement field is C1 continuous, it is incompressible, it allows for no trans-
mural bending, and with the exception of no transmural bending, it is capable of generating
realistic cardiac deformation patterns and normal strains.
This is a volumetric model (as opposed to a surface model), since it maps a 3D domain
(as opposed to a surface) in the reference configuration to the current configuration. The
domain is defined by segmenting the LV wall at ED (Fig. 1).
The model uses a midsurface curvilinear coordinate system. The model midsurface
is obtained by interpolating the nodes approximately uniformly placed over the LV wall
midsurface (Fig. 2). In the midsurface curvilinear coordinate system, the position of a
point in the domain is defined by the closest point on the midsurface and the distance from
the midsurface (Fig. 3). This representation provides a realistic geometry of the model
(Fig. 4a), natural definition of the transmural direction (γ direction, i.e. the direction
perpendicular to the midsurface) and uniform behavior of the model. All the regions, apical,
midventricular, and basal, are treated equally by the model, unlike models based on the
cylindrical, spherical and prolate spheroidal coordinate systems that have points (“poles”)
that require special treatment. At the poles some of the displacement derivatives are not
defined, which in turn causes the strain tensor not to be defined. As a consequence, the
deformation recovered at and in vicinity of the poles is not correct. When such coordinate
systems are used, typically one pole is at the apex, which prevents one to model the apical
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region [9]. The proposed model does not have this limitation since it has no poles or other
special points or directions.
The midsurface is obtained by interpolating the nodes using pseudo thin plate splines
(Appendix A). Although other interpolation schemes could be used, this one provides a
smooth interpolation of the midsurface nodes and it does not have poles. The continuity
order of the midsurface representation depends on function ψ. For the one given by Eq.
A.3 and shown in Fig. 54, the midsurface is C3 continuous at the nodes and C∞ contin-
uous in between. As a consequence, the transformation (Eq. 2.9) and the corresponding
displacement field are C1 continuous at the nodes and C∞ continuous inbetween, since
their computation involves the midsurface curvatures (present in Eq. 2.8), which depend
on second derivatives of the midsurface. It should be noted that C1 is the minimal order of
continuity of the displacement field for the strain tensor to exist.
Given that incompressibility is a physical property of the myocardium (Section 1.4),
deformable models that are used for cardiac deformation recovery should either be exactly
incompressible, as the proposed model, or their Jacobian should be monitored not to deviate
from 1 by more than a few percents. The Jacobian of a deformable model, if not monitored,
can easily significantly deviate from 1, causing physically incorrect deformations. The
importance of Jacobian follows from the fact that it is the determinant of the deformation
gradient tensor (Eq. 2.14), which is used to compute strain (Eq. 2.13). This means that an
incorrect Jacobian implies an incorrect deformation gradient tensor, which in turn implies
incorrect strain.
In general, one can estimate normal strain more accurately than shear strain. The reason
for this is that to estimate normal strain one needs to know the deformation in one direction,
whereas to estimate shear strain one needs to know the deformation in two directions. For
this reason it is not surprising that researchers analyzing cardiac motion from images have
almost exclusively reported normal strains and not shear strains [7, 14, 9, 40, 13, 11, 30,
29, 41]. This is in line with the findings of Ubbink et al. [37] who used tagged cine MRI to
obtain reliable estimates of normal strain and concluded that shear strain cannot be reliably
estimated. Given this, given that shear strain is relatively small compared to normal strain
[37], given that it takes both positive and negative values [37, 42], and given that we used
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anatomical cine MRI that contains less information about cardiac motion than tagged cine
MRI, we assumed a deformable model with no transmural bending. While no transmural
bending results in small (less than 1 %) transmural shear strain for typical deformations
of the LV wall, it does not impose restrictions on the normal (radial, circumferential, and
longitudinal) strains. Using a deformable model that allows for transmural bending, e.g.
a model based on B-Splines [10, 11, 43], to recover cardiac deformation from anatomical
or even tagged cine MRI does not mean that the computed shear strain is reliable since
the images contain little information about it. In order for a deformable model to reliably
recover shear strain, it would need to have additional prior knowledge built in, e.g. the
orientation of myofibers.
As a consequence of the incompressibility and no transmural bending, the deformation
of the model is completely defined by the deformation of the model midsurface, which
results in a fewer degrees of freedom. The model is a compromise between complexity and
the information available in the anatomical cine MR images, i.e. it is a simple model that
can extract most of the information about cardiac motion present in the images. A more
complex model is not likely to provide more information about the cardiac motion unless
additional prior knowledge was used. Despite its simplicity and the limitation of the no
transmural bending assumption, the model is capable of generating realistic deformation
patterns and normal strains. Fig. 25f shows a deformation pattern typical for ES, which is
a combination of radial contraction, circumferential twisting, and longitudinal shortening.
Normals strains are shown in Sec. 3.2 and discussed in Sec. 3.3.2.
2.3.2 Deformation Recovery
For each subject, we manually segmented the LV wall at ED, after which the rest of the
method was fully automated: the LV center was computed as the barycenter of the seg-
mented LV wall, the midsurface nodes were initialized at ED (Sec. 2.1.2), their positions
determined in the rest of the frames (Sec. 2.1.4), and displacements (Sec. 2.1.3) and strains
(Sec. 2.1.5) computed everywhere within the LV wall over the cardiac cycle. The man-
ual segmentation of the LV wall at ED typically took 40-60 minutes. This step could be
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automated, making the entire method completely automated. In either case, the segmen-
tation needs to be careful to avoid interstices and trabeculation of the endocardial surface
of the myocardium. These structures have many small pools of blood, and as the blood
comes in and out of the pools, their volume changes over the cardiac cycle, which violates
the incompressibility assumption. For this reason, inclusion of endocardial interstices and
trabeculation in the segmented domain increases the deformation recovery error.
To recover the LV wall deformation, we searched for the model node locations that max-
imized normalized mutual information. One could possibly use some other image similarity
measure and augment the method by using spatial and/or temporal smoothing. We imple-
mented the method in Matlab, and on average it took about 5 hours to recover the 3D LV
wall deformation over the entire cardiac cycle. This included both forward and backward
recoveries that were done independently. The run time can be reduced by implementing the
method in a faster language, e.g. C/C++ and by parallelizing the code. The slowest step is
to interpolate Ij in order to compute Ij(Tj) in Eq. 2.11. This step is highly parallelizable,
which would lead to a significant execution speed up.
2.3.3 Results
The method accurately tracked the endocardial and epicardial boundaries in the short axis
views (Fig. 28) whereas the long axis views (Fig. 9) reveal that a part of the longitudi-
nal motion was not recovered. This is a consequence of the strong voxel anisotropy: the
in-plane (short-axis) resolution (1.44 mm) was more than 5 times smaller than the out-of-
plane (long-axis) resolution (8 mm). All the subjects in both studies had a similar voxel
anisotropy. The recovered short axis wall thickening in conjunction with incompressibility
help with the deformation recovery in the long axis direction. However, even small errors
in short axis wall thickening can lead to large errors in longitudinal shortening. For this
reason, the long-axis behavior is dominated by the strong voxel anisotropy, i.e. the thicken-
ing/incompressibility mechanism, although helpful, is not strong enough (due to the high
sensitivity to thickening error) to overcome the problem of the 5 times smaller resolution in
the long axis direction. The recovered displacement field of the same subject (Fig. 10) shows
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that the myocardium both synchronously contracted and twisted, which is a typical defor-
mation pattern for normal subjects. The radial, circumferential, and longitudinal strain
maps (Fig. 29) and time curves (Figs. 30, 31, 14) show strain patterns typical for normal
subjects: radial strain increases from ED to ES and then comes back to zero at the end of
the cycle, while circumferential and longitudinal strains decrease from ED to ES and come
back to zero at the end of the cycle. Strain curves of normal subjects with similar shapes
and peak values were reported by researchers using tagged MRI [37, 9, 13], DENSE MRI
[7, 40] and echocardiography [41]. The longitudinal strain has somewhat lower peak values
as compared to those reported in the literature. This is due to the underestimated longi-
tudinal displacements, which is a consequence of the voxel anisotropy in the longitudinal
direction. To validate the method, we applied the recovered deformation to the segmented
LV wall at ED, mapped it to all other frames, and compared it to the corresponding manual
segmentation. Fig. 18 shows the boundaries of the model and the manual segmentation in
two short axis slices whereas Fig. 32 shows the false negative, false positive, and true pos-
itive rates of the agreement between the model and manual segmentation over the cardiac
cycle for the two scans of the first study. One can see that the false positive and negative
rates were about 3 % and the true positive rate was about 93 % everywhere in the cycle.
These numbers reflect both the deformation recovery error and the inaccuracy of the man-
ual segmentation. To further validate the method, we applied the recovered deformation to
the virtual tag planes manually positioned in ED and compared them to the tag planes in
all other frames. This is illustrated in Fig. 34 for a midventricular short axis slice over the
cardiac cycle. The errors (distances) between the corresponding intersections of real and
virtual tag lines over the cardiac cycle for the two scans are shown in Fig. 33. One can
see that the errors are mainly between 1 and 2 mm. Given that the in-plane resolution of
the two scans is over 1.4 mm, it follows that the method was able recover the deformation
from anatomical MRI scans with an error of up to 1.5 pixels in short axis planes relative
to the corresponding tagged MRI scans. Figs. 28, 9, 10, 29, 18 and 34 show deformation
recovery results for the second scan of the first study. The corresponding results obtained
for the first scan of the first study are not shown since they are very similar. A quantitative
comparison of the deformation recovery from the two scans is shown in Figs. 30, 31, and
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14 for strains, in Fig. 32 for the volume rates and in Fig. 33 for the tag errors, all over the
entire cardiac cycle. All the measures (strain values, volume rates, and tag errors) are very
similar between the two scans and the difference is within the accuracy of the method. This
suggests that the method has the quality of repeatability, i.e. when applied to repeated
scans of the same subject it produces similar deformation recovery results.
The displacements of a normal subject and a patient in Fig. 19 show clearly different
deformation patterns: the patient lacked radial contraction and synchronous motion, which
are characteristics of a normal cardiac motion and which were present in the deformation
of the normal subject. This implied a low ejection fraction for the patient. The reduced
cardiac function of patients can also be seen in the strain maps (Fig. 23) and in the
strain time curves (Figs. 35, 36, 22). The strains of the patients had consistently lower
peak values than the corresponding strains of the normal subjects (Table 7). This was
especially pronounced for the radial and longitudinal strains, which means that the patients
did not have radial contraction and longitudinal shortening as much as the normals. The
circumferential motion, although generally smaller in the patients than in the normals, was
in some regions (Fig. 36) and for some of the patients close to that of the normals. On the
other hand, the three normal subjects had similar strains at any point of the cardiac cycle.
Fig. 24 illustrates that the method was able to recover the deformation in a short axis slice
relatively accurately for a normal subject and for a patient. The in-plane distance from
the virtual to real tag lines was on average about one pixel (Table 7) for the three normal
subjects and three patients.
The anatomical and tagged MRI scans were acquired slice by slice using breath-holding,
which introduced some misalignment between slices of the same scan and between slices
of the anatomical and tagged scans. This acquisition artifact degraded the quality of the
recovered deformation and negatively affected the validation measures (false negative rate,
false positive rate, true positive rate, and tag intersection distance). However, we did not
quantify the amount of this misalignment and consequently we were not able to determine
how much it affected the quality of the deformation recovery and validation measures.
Section 3.2 shows examples of the recovered deformation for midventricular and basal
regions for representative cases from both studies. The deformation recovery for the apical
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region is not shown since it is less reliable. The small cross-sectional area and the oblique
angle of the endocardial and epicardial surfaces to the image plane coupled with the thick
(8-10 mm) short axis slices result in a pronounced partial volume effect, which makes the
apical region poorly defined and consequently more difficult to track than the midventricular
and basal regions. The top row of Fig. 1 illustrates that the LV wall is better defined in
mid-ventricular and basal regions than in the apical region.
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CHAPTER 3
MYOCARDIAL DEFORMATION RECOVERY FROM CINE MRI
USING A NEARLY INCOMPRESSIBLE BIVENTRICULAR MODEL
3.1 Methods
3.1.1 3D Nearly Incompressible Transformation Model
Here we present a nearly incompressible model that can model the motion of structures
with arbitrary topologies. This allows for modeling of the two cardiac ventricles without
composing transformations. One can use the same model to represent the motion of the
four cardiac chambers or any other topology. The near incompressibility of the model makes
the optimization less sensitive to the optimization parameters.
The model is comprised of a domain of an arbitrary topology and a displacement field
defined over the domain. To represent the displacement field we interpolate the displace-
ments specified at a finite number of locations. These locations are referred to as nodes.
We use a divergence-free matrix-valued radial basis function scheme [44] to interpolate the
displacements at nodes. A consequence of using radial basis functions is that the nodes can
be irregularly arranged. This is an advantage over interpolation schemes that require the
nodes to be regularly spaced, usually in a form of a grid.
Let D ⊂ R3 denote the domain of the model and let r ∈ D be a point in the domain.
The transformation T : D 7→ R3 is given by
T(r) = r + U(r), (3.1)
where U represents the corresponding displacement field. The vector interpolation scheme




Φ(r− nj)cj , (3.2)
where nj are the node locations, cj the corresponding vector coefficients, and Φ is a matrix-
















where I is the identity matrix and α is a positive real number, then it can be shown [44]
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that
divU = 0 (3.4)
holds everywhere in the domain, i.e. that the interpolation yields a divergence-free displace-
ment field. The determinant of the Jacobian matrix of the transformation (referred to as
Jacobian, J) represents the relative change of local volume. At locations where J < 1 the
local volume reduces, at locations where J > 1 the local volume increases, and at locations
where J = 1 the local volume remains the same. If J = 1 over the entire domain, the
transformation is said to be volume-preserving or incompressible. The Jacobian can be






















where detr2 represents the sum of the principal minors. The third and fourth term of
the expansion are small compared to the first two terms for spatially smooth displacement
fields, i.e. for displacement fields without sudden spatial changes, which is the case with
the myocardial displacements. Thus,





= divU, and given Eq. 3.4, it follows that
J ≈ 1, (3.9)
i.e. the proposed transformation is nearly incompressible.
We use the transformation defined by Eqs. 3.1, 3.2, and 3.3 to represent the myocardial
deformation from the reference frame to each of the other frames of the cardiac cycle. The
end diastole (ED) frame of the cardiac cycle is used as the reference frame by convention.
The model domain is defined by segmenting the myocardium in the reference frame. This
is the only user interaction needed after which the deformation recovery is done fully au-
tomatically. While even this step can be automated, we currently manually segment the
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myocardium in the ED frame. Given that there are no restrictions on the number and posi-
tion of nodes, various node configurations including multi-resolution strategies are possible.
We position the nodes in the ED frame automatically using in-house software such that they
are approximately uniformly spaced over the LV and RV wall midsurface. Parameter α in
Eq. 3.3 is set equal to the average distance between neighboring nodes. Both experimental
and theoretical analysis suggest that this is its optimal value. This will be discussed in
sections 3.2.1 and 3.3.
Let there be N frames (i = 1, . . . , N) and let the first frame (i = 1) be the reference
frame. Once the nodes are set in the ED frame, to fully specify the proposed transformation,
one needs to provide the values of cj coefficients for each frame 2 ≤ i ≤ N (let them be




Φ(r− nj)ci,j . (3.10)
Thus, the displacement field is parameterized with the coefficients ci,j . The transformation
from the reference frame to frame i is
Ti(r) = r + Ui(r). (3.11)
One can apply transformation Ti to any point from the domain, including the nodes. The
location of node k in frame i is
ni,k = nk + Ui(nk), (3.12)
and in the expanded form
ni,k = nk +
M∑
j=1
Φ(nk − nj)ci,j . (3.13)
If the coefficients ci,j are known, one can compute the node locations in all the frames
ni,k using Eq. 3.13. Conversely, if the node locations in all the frames ni,k are known,
one can compute the coefficients ci,j. Eq. 3.13 can be written for all combinations of i
(1 ≤ i ≤ N) and k (1 ≤ k ≤ M), which results in a system of MN linear vector equations
that can be solved for ci,j . In either case nj (the node locations in the reference frame;
note that n1,j = nj) are assumed to be known. Thus, since the set of coefficients ci,j
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and the set of nodes in all the frames ni,k are equivalent (one can be computed from the
other), either one can be used to parameterize the displacement field. We use the node
locations in all the frames to parameterize the displacement field since it is more convenient
for the optimization, which is discussed in Sec. 3.1.2. By specifying the node positions in
the current configuration one can generate various biventricular wall deformation patterns,
some of which are shown in Fig. 25.
3.1.2 Biventricular Deformation Recovery
The cardiac deformation is recovered for each frame i other than the reference frame by
searching for the locations of the nodes that define transformation Ti for which the similarity
between the reference frame and the transformed frame i is maximized. We use normalized
mutual information (NMI) [28] as the similarity measure, which was already used for cardiac





where H(I1) and H(I2) are the marginal entropies of I1 and I2, respectively, and H(I1, I2)
is the joint entropy of the two images. NMI takes values between 1 and 2 [45].
While the transformation from the reference frame to any other frame is approximately
incompressible (Eq. 3.9), the deviation from incompressibility can be more than 4%, which
was experimentally determined as the maximal myocardial volume change (Sec. 1.4). To
prevent this from happening, we use a hard constraint in the objective function that prevents
deviations from incompressibility larger than 4%. Thus, for each frame i > 1 we search for






0 if |1 − JTi | > 4%
NMI( I1, Ii(Ti) ) otherwise.
(3.15)
Here JTi is the Jacobian of the transformation Ti, I1 is the image of the reference
frame, Ii is the image of frame i, Ii(Ti) is the image of frame i transformed by Ti to the
coordinate system of the reference frame. This objective function behaves as NMI as long as





Figure 25. The biventriuclar wall at ED of a healthy volunteer is shown in (a). Artificial trans-
formations are applied to the model to illustrate (b) radial expansion, (c) radial contraction,
(d) circumferential twisting, (e) longitudinal shortening, and (f) combined radial contraction,
circumferential twisting, and longitudinal shortening, which is a deformation pattern typical
for ES. The nodes are the black dots.
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and compressions are treated in the same way. If the deviation from incompressibility is
more than 4%, the value of the objective function is 0, which is smaller than the values
that NMI can take. Since the goal is to maximize Oi, the hard constraint will keep the
transformation close to incompressible.
We start the optimization process from the reference frame (i = 1) where the locations
of the nodes are known. Then, we advance in the forward direction of the cardiac cycle. To
determine the node locations in frame i (for 2 ≤ i ≤ N), we use the nodes of the previous
frame i − 1 as their initial locations and maximize Eq. 3.15 by using the gradient descent
method. In this way, we obtain the locations of the nodes in each frame i of the cardiac
cycle with respect to the forward direction. Let nfi,j represent the location of the j-th node
in the i-th frame with respect to the forward direction. We perform the same optimization
process in the backward direction, which means that we start from the reference frame
where the locations of the nodes are known, and we advance in the backward direction
of the cardiac cycle. In this way, we obtain the locations of the nodes in each frame i
for the backward direction: nbi,j . The backward and forward optimization processes are
performed independently of each other. In the forward propagation errors accumulate in
the forward direction, i.e. it is more likely that the nodes in frames 2 and 3 are more
accurately positioned than in frames N − 1 and N . In the backward propagation errors
accumulate in the backward direction, i.e. it is more likely that the nodes in frames N
and N − 1 are more accurately positioned than in frames 2 and 1. Note that the reference
frame (i = 1) has identical positions of the nodes for the forward and backward directions.
For this reason it makes sense to compute a weighted average of the forward and backward
nodes such that the forward nodes get more weight at the beginning of the cardiac cycle
(i.e. for smaller values of i) and the backward nodes get more weight at the end of the
cardiac cycle (i.e. for larger values of i). A simple way to achieve this is to have the weights
linearly depend on the frame number, i.e. the final node locations are given by:
ni,j = [1 − w(i)]nfi,j + w(i)nbi,j , (3.16)
where w(i) = 1
N
(i − 1). Experiments show that the recovered deformation is better when





To study the performance of the nearly incompressible biventricular model, we used the
same MR protocols and subjects as the ones introduced in section 2.2.1 as well as the same
validation procedures as the ones introduced in section 2.1.6.
3.2.1 Method Design Studies
3.2.1.1 Model parameter α
The 3D nearly incompressible transformation model presented in section 3.1.1 has one
parameter to be set: α. We performed the following experimental tests that suggest that
the optimal value for α is the average distance between neighboring nodes. For different
values of α, we measured the distances between the intersections of real tag lines and the
corresponding intersections of virtual tag lines as explained in section 2.1.6. We performed
this experiment for the two sets of scans of the first study. Fig . 26 shows the average tag
errors measured in one midventricular slice for the ES frame as a function of α.
3.2.1.2 Comparison to thin-plate spline
In this paper we use a divergence free matrix-valued radial basis function to interpolate the
displacement fields. We showed in section 3.1.1 that this interpolation scheme corresponds
to a first order approximation of incompressibility, which is a desirable property since the
myocardium has been shown to be nearly incompressible. However other interpolation
techniques can be used to model the displacement fields. The most common ones are
cubic B-splines and thin-plate splines (TPS) [46]. The divergence free interpolation scheme
presented in this paper can be directly compared to TPS since they both do not require
the nodes to be regularly spaced, which is not the case for Cubic B splines. We replaced
the divergence free interpolation by TPS and applied exactly the same cardiac deformation
recovery as presented in section 3.1. To compare the influence of these two interpolation
schemes, we measured the distances between the intersections of real tag lines and the
corresponding intersections of virtual tag lines for the two sets of scans of the first study.
Table 3 gives the average tag errors measured in one midventricular slice for the ES frame.
To further compare the difference in the performance between the methods using the




























































Figure 26. Average distances between the intersections of real tag lines and the corresponding
intersections of virtual tag lines for the ES frame in one midventricular slice as a function of
α for (a) the first set and (b) the second set of the repeatability study. The vertical dashed
line marks the value of α equal to the average distance between neighboring nodes.
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Table 3. Four recovery methods are tested on the scans of the repeatability study: model us-
ing divergence free interpolation, TPS, divergence free interpolation without the near-incom-
pressibility constraint, and TPS without the nearly incompressibility. The average distances
between the intersections of real tag lines and the corresponding intersections of virtual tag
lines for the ES frame in one midventricular are provided for the all the methods. The per-
centages of firing nodes during the optimization process of the objective function are given
for the method including the near-incompressible constraint.
Method Measure Scan 1 Scan2
Divergence free Tag error [mm] 1.6 1.7
Firing nodes [%] 7.6 9.2
TPS Tag error [mm] 1.9 1.9
Firing nodes [%] 20.8 25.3
Divergence free without the nearly Tag error [mm] 2.2 2.1
incompressibility constraint
TPS without the nearly Tag error [mm] 2.4 2.6
incompressibility constraint
the nodes during the optimization process of the objective function for the two sets of scans
of the first study. A node fires when the Jacobian of the transformation becomes larger
than 4% during the optimization of the objective function, which means that the value of
the ejective function becomes 0. The results are presented in Table 3. We also computed
for the ES frame the corresponding Jacobian histogram of the transformation. They are
displayed in Fig. 27.
3.2.1.3 Near-incompressibility constraint
We explained in section 1.4 that incompressibility is a physical property of the myocardium
that should not be ignored. In this paper, the concept of near incompressibility is in-
cluded in both the design of the transformation model (divergence free interpolation) and
the objective function. We removed the near-incompressibility constraint in the objective
function, i.e. the objective function is just equal to NMI, and performed the same tests as
in section 3.2.1.2. The average distances between the intersections of real tag lines and the
corresponding intersections of virtual tag lines for the ES frame are given in Table 3 and
the corresponding Jacobian distribution is displayed in Fig. 27.
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(c) (d)
Figure 27. Jacobian distribution for the ES frame of the first scan of the repeatability study
for four methods:model using (a) divergence free interpolation, (b) TPS, (c) divergence free
interpolation without the near-incompressibility constraint, and (d) TPS without the nearly
incompressibility.
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Table 4. Three image similarity measures are compared on the scans of the repeatability study:
model using NMI, NCC, and MSD. The performance of the biventricular deformation recovery
is assessed by comparing the average distances between the intersections of real tag lines and
the corresponding intersections of virtual tag lines for the ES frame in one midventricular.
Image similarity measure Tag error [mm] Tag error [mm]




Table 5. The cardiac deformation recovery can be either performed using the reference frame
only, or each consecutive frame. The two methods are compared according to the average
distances between the intersections of real tag lines and the corresponding intersections of
virtual tag lines for the ES frame in one midventricular.
Method Tag error [mm] Tag error [mm]
Scan 1 Scan 2
Reference frame 1.6 1.7
Consecutive frames 1.8 1.6
3.2.1.4 Similarity measure
We use in the proposed method NMI as the image similarity measure. We compared
the cardiac deformation recoveries when two other image similarity measures are used:
normalized cross correlation (NCC) and mean square difference (MSD). The results are
displayed in Table 4.
3.2.1.5 Reference frame mapping
In this paper, the myocardial deformation is represented from the reference frame to each
of the other frames of the cardiac cycle (Eqs. 3.1, 3.2, and 3.3). However, the cardiac
deformation recovery can also be performed between each consecutive frame of the sequence.
Table 5 presents the results when this method is used.
3.2.2 Study: Repeatability
3.2.2.1 Surface Models, Displacement and Strain Fields
The biventricular deformation recovered from the first and the second (taken four months
later) anatomical cine MRI scan of the healthy volunteer was very similar.
To display the model boundaries over time, we first constructed a 3D model of the
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Table 6. In-plane resolution (IPR), number of model nodes (M), Peak radial strain (PRS) and
Peak circumferential strain (PCS) are given for the two scans of the healthy volunteer. PRS
and PCS were computed over the cardiac cycle.
Subject IPR [mm] M PRS PCS
Scan 1 1.41 106 .32 -.14
Scan 2 1.44 99 .34 -.13
biventricular surface in the ED frame. Then, for all other frames, we deformed the surface
model by applying the recovered transformation to the model. Fig. 28 shows the contours
of the biventricular surface model as well as the corresponding displacement field for a
midventricular short axis slice over the cardiac cycle for the first scan of the study.
Fig. 29 shows the Lagrangian radial and circumferential strain fields (section 2.1.5) over
the cardiac cycle for a midventricular short axis slice for the first scan of the study.
To further evaluate the strains, we sectored the domain in the reference configuration
into the standard sectors, as defined in [39]. Then for each sector, for each strain type, we
computed the average strain for that sector as a function of time over the cardiac cycle. We
did this for both the first and the second anatomical cine MRI scan of the healthy volunteer.
The time curves for the radial, and circumferential strains for all the sectors are shown in
Figs. 30 and 31, respectively. The peak values of the radial and circumferential strains over
the cardiac cycle for the two scans of the healthy volunteer are given in Table 6.
3.2.2.2 Validation
To quantitatively evaluate the biventricular wall deformation recovered from the anatomical
cine MRI scan we validated it against the manually segmented myocardial wall and against
the manually positioned tag lines in the corresponding tagged cine MRI scans, both over
the entire cardiac cycle.
For the first validation procedure, we manually segmented the biventricular wall in all
the frames of the 3D anatomical cine MRI. Then we applied the recovered deformation
to the biventricular wall segmented in the ED frame and mapped it to all other frames.
Finally, we quantified the agreement between the manual and model generated biventricular
wall segmentation by means of true positive, false negative and false positive rates. Fig.
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(a) (b)
Figure 28. The recovered biventricular wall deformation for a normal subject over the cardiac
cycle (first row: ED, third row: ES): a midventricular slice overlaid with (a) the contours, (b)
the projected displacements.
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(a) (b)
Figure 29. Color-coded (a) radial and (b) circumferential Lagrangian strains for a normal
subject are shown in a midventricular slice over the cardiac cycle (first row: ED, third row:
ES). Since the deformation is measured relative to ED, the strains in the ED frame are zero.
The strains are shown over the ED frame image.
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Figure 30. The radial strain for 18 standard midventricular and basal sectors of LV and RV
as functions of time over the cardiac cycle for the first (solid curve) and the second (dashed
curve) anatomical cine MRI scan of a healthy volunteer. The horizontal axis represents the
time as a percentage of the cardiac cycle starting from ED. The vertical dashed line marks
ES. Note the good agreement of the two curves for each sector.
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Figure 31. The circumferential strain for 18 standard midventricular and basal sectors of
LV and RV as functions of time over the cardiac cycle for the first (solid curve) and the
second (dashed curve) anatomical cine MRI scan of a healthy volunteer. The horizontal axis
represents the time as a percentage of the cardiac cycle starting from ED. The vertical dashed
line marks ES. Note the good agreement of the two curves for each sector.
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Figure 32. The false negative (FN), false positive (FP), and true positive (TP) rates for
the volume agreement over the cardiac cycle between the manually segmented and model
generated biventricular wall for the first (solid curves) and second (dashed curves) scan of
the healthy volunteer. The horizontal axis represents the time as a percentage of the cardiac
cycle starting from ED. The vertical dashed line marks ES. Since the deformation is measured
relative to ED, the FN and FP rates are 0% and TP rate is 100% at ED.
32 shows the three rates over the cardiac cycle for the first and second scan of the healthy
volunteer.
For the second validation procedure, we manually positioned tag planes in the ED frame
of the 3D tagged cine MRI. Then we applied the deformation recovered from the anatomical
scan to the tag planes positioned in the ED frame of the tagged scan and mapped them to all
other frames of the tagged scan. Fig. 34 shows the virtual tag lines for a midventricular slice
for the second scan of the healthy volunteer. Finally, we measured the distances between
the intersections of real tag lines and the corresponding intersections of virtual tag lines for
all the frames for both the first and the second scan of the healthy volunteer. The results
are displayed in Fig. 33.
3.2.3 Study: Comparison of Normals and Patients
3.2.3.1 Strain Fields
We sectored the domain in the reference configuration into the standard sectors, as defined
in [39]. Then for each sector, for each strain type, we computed the average strain for that
sector as a function of time over the cardiac cycle. We did this for both the first and the
second anatomical cine MRI scan of the healthy volunteer. The time curves for the radial,
and circumferential strains for all the sectors are shown in Figs. 35 and 36, respectively.
3.2.3.2 Validation
To quantitatively evaluate the biventricular wall deformation recovered from the anatomical
cine MRI scan for the three normal subjects and three patients we validated it against the
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Figure 33. The mean and standard deviation of the manually measured distances between the
intersections of real tag lines and the corresponding intersections of virtual tag lines over the
cardiac cycle for (a) the first and (b) the second scan of the healthy volunteer. The horizontal
axis represents the time as a percentage of the cardiac cycle starting from ED. The vertical
dashed line marks ES. Since the deformation is measured relative to ED, the distances are
zero in the ED frame.
manually segmented biventricular wall and against the manually positioned tag lines in the
corresponding tagged cine MRI scan.
For the first validation procedure, we manually segmented the biventriuclar wall in
the ED and ES frames of the 3D anatomical cine MRI. Then we applied the recovered
deformation to the LV wall segmented in the ED frame and mapped it the ES frame.
Finally, we quantified the agreement between the manual and model generated myocardial
wall segmentation in the ES frame by means of true positive, false negative and false positive
rates. Table 7 shows the three rates for the three normal subjects and three patients.
For the second validation procedure, we manually positioned tag planes in the ED frame
of the 3D tagged cine MRI. Then we applied the recovered deformation to the tag planes
positioned in the ED frame and mapped them to all other frames. Fig. 37 shows the virtual
tag lines for a short axis slice for a normal subject and a patient. Finally, we measured the
distances between the intersections of real tag lines and the corresponding intersections of
virtual tag lines for the ES frame for the three normal subjects and three patients. The
results are given in Table 7.
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(a) (b)
Figure 34. A midventricular short axis slice from the anatomical cine MRI scan is shown in
(a) over the cardiac cycle (first row: ED, third row: ES). The corresponding slice in the
tagged cine MRI overlaid with virtual tag linescan is shown in (b). The virtual tag lines were
generated by applying the deformation recovered from the anatomical scan to the manually
positioned tag planes at ED. The images are from the second scan of the healthy volunteer.
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Figure 35. The radial strain for 18 standard midventricular and basal sectors of LV and RV
as functions of time over the cardiac cycle for the three normal subjects (solid curves) and
the three patients (dashed curves). The horizontal axis represents the time as a percentage
of the cardiac cycle starting from ED. The vertical dashed line marks ES. Note the similarity
of the time curves for the normals, the similarity of the time curves for the patients, and a
clear difference between time curves of the normals and of the patients.
,
Table 7. In-plane resolution (IPR), number of model nodes (M), True positive rate (TPr),
False positive rate (FPr), False Negative rate (FNr), the average (± std) distance between
manually and automatically obtained intersections of perpendicular tag planes (Tag error),
Peak radial strain (PRS) and Peak circumferential strain (PCS) are given for the three normal
subjects and thee patients. TP rate, FP rate, FN rate, and Tag error were computed for the
ES frame whereas PRS and PCS were computed over the entire cardiac cycle.
Subject IPR M TPr FPr FNr Tag error PRS PCS
[mm] [%] [%] [%] [mm] [pixel]
Normal 1 1.24 124 91.2 3.1 3.2 1.7±.3 1.2±.1 .32 -.18
Normal 2 1.36 120 92.1 3.0 2.8 1.5±.2 1.1±.2 .37 -.15
Normal 3 1.41 106 91.8 2.4 3.0 1.8±.2 1.2±.1 .35 -.16
Patient 1 1.52 115 92.5 3.2 3.1 1.9±.2 1.2±.2 .11 -.09
Patient 2 1.35 128 92.6 2.8 2.5 1.7±.3 1.2±.1 .10 -.07
Patient 3 1.56 110 91.9 2.9 2.8 1.7±.3 1.1±.2 .13 -.08
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Figure 36. The circumferential strain for 18 standard midventricular and basal sectors of
LV and RV as functions of time over the cardiac cycle for the three normal subjects (solid
curves) and the three patients (dashed curves). The horizontal axis represents the time as a
percentage of the cardiac cycle starting from ED. The vertical dashed line marks ES. Note
the similarity of the time curves for the normals. For most of the sectors the patients had a
weaker circumferential strain than the normals.
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(a) (b)
Figure 37. A midventricular short axis slice from the anatomical cine MRI scan is shown in (a)
over the cardiac cycle (first row: ED, third row: ES). The corresponding slice in the tagged
cine MRI overlaid with virtual tag lines is shown in (b). The virtual tag lines were generated
by applying the deformation recovered from the anatomical scan to the manually positioned




The proposed deformable model has the following properties: it is volumetric, it behaves
uniformly in all the regions, its displacement field is C1 continuous, it is nearly incompress-
ible, it is capable of generating realistic cardiac deformation patterns and normal strains.
Fig. 25f shows a deformation pattern typical for ES, which is a combination of radial con-
traction, circumferential twisting, and longitudinal shortening. Normals strains are shown
in Sec. 3.2 and discussed in Sec. 3.3.2.
The proposed deformable model is a volumetric model (as opposed to a surface model),
since it maps a 3D domain (as opposed to a surface) in the reference configuration to the
current configuration. The domain is defined by segmenting the biventricular wall at ED.
All the regions, apical, midventricular, and basal, are treated equally by the model,
unlike models based on the cylindrical, spherical and prolate spheroidal coordinate systems
that have points (“poles”) that require special treatment. At the poles some of the displace-
ment derivatives are not defined, which in turn causes the strain tensor not to be defined.
As a consequence, the deformation recovered at and in vicinity of the poles is not correct.
When such coordinate systems are used, typically one pole is at the apex, which prevents
one to model the apical region [9]. The proposed model does not have this limitation since
it has no poles or other special points or directions.
In our model the displacements specified at a finite number of locations referred to as
nodes are interpolated to obtain divergence free displacement fields. We position the nodes
in the ED frame automatically such that they are approximately uniformly spaced over the
biventricular wall midsurface. We compared the proposed divergence free interpolation to
TPS in the performance of the cardiac deformation recovery. Table 3 shows that the average
distance between the intersections of real tag lines and the corresponding intersections of
virtual tag lines is smaller when the divergence free interpolation is used. The first reason for
this is that incompressibility is a physical property that has to be included in the modeling
of the heart as explained in the next paragraph. While the divergence free interpolation
corresponds to a first order approximation of incompressibility, TPS do not penalize any
deviation from incompressibility. The second reason is that a hard constraint is used in
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the objective function to prevent any deviation from incompressibility more than 4%. The
optimization of the objective function is performed by moving the nodes in the ED frame
according to the gradient descent algorithm. However during the optimization process,
some nodes can lead to a deviation from incompressibility larger than 4%, which fires the
objective function and penalize its optimization. Since the divergence free interpolation
is a first order approximation of incompressibility, it will give a smaller number of firing
nodes as seen in Table 3. The divergence free interpolation is thus more adapted for the
optimization of the objective function than TPS.
Given that incompressibility is a physical property of the myocardium (Section 1.4),
deformable models that are used for cardiac deformation recovery should keep their Jacobian
from deviating from 1 by more than a 4%. The proposed model introduces a hard constraint
in the objective function to impose that condition. The Jacobian of a deformable model, if
not monitored, can easily significantly deviate from 1 (Fig. 27), causing physically incorrect
deformations. The importance of Jacobian follows from the fact that it is the determinant
of the deformation gradient tensor (Eq. 2.14), which is used to compute strain (Eq. 2.13).
This means that an incorrect Jacobian implies an incorrect deformation gradient tensor,
which in turn implies incorrect strain. Table 3 shows also that the average distance between
the intersections of real tag lines and the corresponding intersections of virtual tag lines is
smaller when the deformation recovery method keeps the Jacobian from deviating from 1 by
more than a 4%. This means that the biventricular deformation recovery is more accurate
is the nearly incompressibility condition is enforced.
Fig. 26 shows that the average distance between the intersections of real tag lines and
the corresponding intersections of virtual tag lines is the smallest when the parameter α of
our model is the average distance between neighboring nodes. The theoretical explanation
of this is that the interpolation affects a smaller neighborhood around each node when α
is smaller and a larger neighborhood around each node when α is larger. On one hand, if
α becomes smaller than the average distance between neighboring nodes, the interpolation
will provide information only to a smaller neighborhood around nodes. In this case the
deformation recovery is wrong in between the neighborhood affected by the interpolation.
On the other hand, if α becomes larger than the average distance between neighboring
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nodes, the interpolation becomes more spread out and the Jacobian distribution becomes
less concentrated around 1, which leads to a larger number of firing nodes.
In the proposed method, we used NMI as the similarity measure. Section 3.2.1.4 showed
that there is not clear advantages for using other image similarity measures like MSD or
NCC. We use NMI since it is more robust to changes in image intensity characteristics that
may occur especially for diseased or abnormal patients. Section 3.2.1.5 shows that there is
also no clear advantage for using transformation between consecutive frames in the cardiac
deformation recovery. We use transformations that are based on the reference frame. In
this case, there is no propagation of cardiac deformation recovery errors and the registration
is symmetric and transitive.
3.3.2 Results
The method accurately tracked the endocardial and epicardial boundaries in the short axis
views (Fig. 28). The recovered displacement field of the same subject (Fig. 28) shows that
the myocardium both synchronously contracted and twisted, which is a typical deformation
pattern for normal subjects. The radial and circumferential strain maps (Fig. 29) and time
curves (Figs. 30, 31) show strain patterns typical for normal subjects: radial strain increases
from ED to ES and then comes back to zero at the end of the cycle, while circumferential
strains decrease from ED to ES and come back to zero at the end of the cycle. Strain curves
of normal subjects with similar shapes and peak values were reported by researchers using
tagged MRI [37, 9, 13], DENSE MRI [7, 40] and echocardiography [41]. To validate the
method, we applied the recovered deformation to the segmented biventricular wall at ED,
mapped it to all other frames, and compared it to the corresponding manual segmentation.
Fig. 32 shows the false negative, false positive, and true positive rates of the agreement
between the model and manual segmentation over the cardiac cycle for the two scans of
the first study. One can see that the false positive and negative rates were about 2.5 %
and the true positive rate was about 92 % everywhere in the cycle. These numbers reflect
both the deformation recovery error and the inaccuracy of the manual segmentation. To
further validate the method, we applied the recovered deformation to the virtual tag planes
manually positioned in ED and compared them to the tag planes in all other frames. This is
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illustrated in Fig. 34 for a midventricular short axis slice over the cardiac cycle. The errors
(distances) between the corresponding intersections of real and virtual tag lines over the
cardiac cycle for the two scans are shown in Fig. 33. One can see that the errors are mainly
between 1 and 2 mm. Given that the in-plane resolution of the two scans is over 1.4 mm, it
follows that the method was able recover the deformation from anatomical MRI scans with
an error of up to 1.5 pixels in short axis planes relative to the corresponding tagged MRI
scans. Figs. 28, 29, and 34 show deformation recovery results for the second scan of the
first study. The corresponding results obtained for the first scan of the first study are not
shown since they are very similar. A quantitative comparison of the deformation recovery
from the two scans is shown in Figs. 30 and 31 for strains, in Fig. 32 for the volume
rates and in Fig. 33 for the tag errors, all over the entire cardiac cycle. All the measures
(strain values, volume rates, and tag errors) are very similar between the two scans and
the difference is within the accuracy of the method. This suggests that the method has the
quality of repeatability, i.e. when applied to repeated scans of the same subject it produces
similar deformation recovery results.
The proposed method shows clearly different deformation patterns between the normal
subjects and the patients: the patient lacked radial contraction and synchronous motion,
which are characteristics of a normal cardiac motion and which were present in the deforma-
tion of the normal subject. This implied a low ejection fraction for the patient. The reduced
cardiac function of patients can also be seen in the strain time curves (Figs. 35, 36). The
strains of the patients had consistently lower peak values than the corresponding strains
of the normal subjects (Table 7). This was especially pronounced for the radial strains,
which means that the patients did not have radial contraction as much as the normals. The
circumferential motion, although generally smaller in the patients than in the normals, was
in some regions (Fig. 36) and for some of the patients close to that of the normals. On the
other hand, the three normal subjects had similar strains at any point of the cardiac cycle.
Fig. 37 illustrates that the method was able to recover the deformation in a short axis slice
relatively accurately for a normal subject and for a patient. The in-plane distance from
the virtual to real tag lines was on average about one pixel (Table 7) for the three normal
subjects and three patients.
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The proposed method is similar to the method of Lorenzo-Valdes et al. [26] with the
main difference being that we use a nearly incompressible transformation model while they
modeled the cardiac deformation using cubic B-splines. A direct consequence of this is that
our method needs a smaller number of parameters to represent the cardiac deformation.
The number of model nodes used for the six cases are reported in Table 7. The use of cubic
B-splines would require for these cases approximatively twelve times more nodes to cover
the biventricular wall in order to keep the same distance between the nodes. Thus, we can
not fairly directly compare the two methods. Furthermore, the percentage of firing nodes
would be larger than for the presented method, which means that the objective function in
Eq. 3.15 would not be as well optimized as with the proposed method.
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CHAPTER 4
GENERATION OF MYOCARDIAL WALL SURFACE MESHES FROM
SEGMENTED MRI
4.1 Mesh generation in Medical Imaging
Surface models of the epicardium and endocardium of the heart chambers are used in a
number of biomedical applications for visualization [47], virtual reality [48], segmentation
[49, 19], motion analysis [23, 29], shape analysis [50, 51] and modeling [52, 53] purposes.
A typical approach to generate subject specific models is to apply a surface construction
algorithm to segmented cardiac magnetic resonance or computer tomography images. Car-
diac MRI is, after echocardiography, the most frequently used modality to image the heart.
However, due to the tradeoff between image quality and temporal and spatial resolution,
voxels in cardiac MR images are strongly anisotropic. Typically, the in-plane resolution is
a few times higher than the out-of-plane resolution for clinically used cardiac MRI. While a
number of mesh generation methods exist [54, 55], to the best of our knowledge, there is no
surface mesh generation method designed for images with strongly anisotropic voxels. The
most widely used method for surface mesh generation from images is the marching cubes
method [56]. If the marching cubes method is applied to an image with strongly anisotropic
voxels without any additional processing, then the generated mesh has strongly irregular
triangles, pronounced terracing artifacts and the number of triangles directly related to the
number of voxels, as shown in Fig. 38. Once the marching cubes mesh is generated, one can
apply a number of techniques to improve the mesh quality, including mesh smoothing [57],
simplification [58], and optimization [59]. Such an approach was undertaken in [60]. An
alternative way to use the marching cubes is to first construct an implicit surface from the
segmented image, and then apply the marching cubes to the scalar field (the implicit surface
is the zero level set of the scalar field) on a uniformly sampled image domain [61]. This
way one can control the size of the mesh triangles (determined by the sampling interval)
as well as make them more regular (consequence of the uniform sampling), but they can
still be badly shaped and the terracing artifacts remain. To alleviate these problems, Peiró
et al. [61] used a number of mesh optimization techniques. Instead of using the discrete
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Figure 38. A left ventricular surface model generated by applying the marching cubes algo-
rithm to a segmented cardiac MR image with 1.44 mm in-plane resolution and 8.0 mm slice
thickness. The irregular triangles are a consequence of the voxel anisotropy. The surface
mesh has pronounced terracing artifacts and the number of triangles is directly related to the
number of voxels in the image.
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image, one can interpolate image intensities, e.g. by means of trilinear interpolation, before
constructing a surface mesh [62]. However, in the case of strongly anisotropic voxels, this
approach would still result in terracing artifacts, although somewhat smoothed. Lötjönen et
al. [63] also used the marching cubes as the starting point of their mesh generation method,
which, if the mesh is decimated enough, generates close-to-regular triangles. The method
of Gibson [64], while significantly reducing terracing artifacts, shares with the marching
cubes the problem of irregular triangles in the case of anisotropic voxels. Another group
of methods constructs surface meshes from 2D contours of the segmented image structures
[65, 66, 67, 68]. They suffer from the same problem: if the voxels of the underlying image
are anisotropic the resulting triangles are irregular.
Here we present a method for generation of myocardial wall surface meshes from seg-
mented MRI. The meshes are smooth, have pre-specified number of triangles and close-
to-regular triangles despite the highly anisotropic voxels. Since the marching cubes is the
most widely used method, either as a stand-alone method or as a part of other methods,
we compare the proposed method to the marching cubes.
4.2 Methods
4.2.1 Approach
The presented method is designed for surface mesh generation of the endocardium of the
four cardiac chambers and of the endocardium from segmented cardiac MRI. The four
endocardial surfaces are, if the valves are ignored, topologically equivalent to a sphere. We
also assume that the segmentation of the entire heart does not include other structures,
which makes its outer surface topologically equivalent to a sphere. The main idea is to
generate a triangulated mesh on a sphere and then map it independently to the five surfaces.
For each segmented object we construct its surface in implicit form and then map the mesh
from the sphere to the surface using the gradient field of the solution of the Laplace equation
between the surface and the sphere. Each step of the method is explained in the following
sections and Fig. 39 summarizes the method.
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4.2.2 Sphere Triangulation
It can be shown that a sphere cannot be triangulated with an arbitrary number of equi-
lateral triangles. In fact, there are only three configurations of a triangulated sphere with
equilateral triangles: regular tetrahedron (4 equilateral triangles), regular octahedron (8
equilateral triangles) and regular icosahedron (20 equilateral triangles) [69]. A triangula-
tion of a sphere with any other number of triangles cannot have all the triangles equilateral.
There are a number of ways to approximately uniformly sample a sphere and construct the
corresponding triangulation [70, 71]. Here we use the method of minimizing the electrostatic
energy of equally charged particles on a sphere [72, 73]. Once the points are approximately
uniformly distributed on a sphere, we construct a triangular mesh by using the Delaunay
triangulation [74]. This method allows for the construction of a close-to-regular triangular
mesh on a sphere with an arbitrary number of vertices V , which is related to the number of
triangles T as 2V −T = 4. This relationship follows from the Euler’s formula for polyhedra
[69].
4.2.3 Solution of the Laplace Equation
In order to construct the surface mesh, we define a homeomorphic mapping from the sphere
to the surface and apply it to the mesh on the sphere. There are infinitely many ways to
construct such a mapping, and here we define a scalar field u between the sphere and the
surface (we make the sphere larger than the object and center it at the barycenter of the
object), and then any point from the sphere is mapped to the surface by following ∇u, the
gradient of u. In order for the mapping to be homeomorphic, the gradient flow has to be
divergence free, i.e. div∇u = 0, which leads to the familiar Laplace equation,
∆u = 0. (4.1)
We look for the solution of the Laplace equation that is equal to 0 at the sphere and 1 at
the object surface. The Laplace operator is rotation invariant and a solution to the Laplace
equation has no local extrema, which makes it a suitable means to transport the mesh from
the sphere to the surface of the object. If the sphere has a radius of R, then the external
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boundary condition can be specified as
u(r)||r|=R = 0. (4.2)
The internal boundary condition is discussed in Section 4.2.4. We use the method of fun-
damental solutions to solve the Laplace equation. The solution is continuous (as opposed
to discrete) and it is represented as a linear combination of functions, each satisfying the
Laplace equation and the external boundary condition and each having a singularity within





where sm, m = 1, ...,M are the locations of M singularities and cm the corresponding
coefficients. It is straightforward to show that u from (4.3) satisfies the Laplace equation
(4.1) and the external boundary condition (4.2).
4.2.4 Internal Boundary Condition
While the expression (4.3) and the external boundary condition are in the continuous form,
the internal boundary is discrete, defined by the object segmentation map. The strongly
anisotropic voxels are the main reason for irregular triangles and terracing effects present
in the meshes generated by methods based on the marching cubes. For this reason, we
represent the internal boundary in the continuous form as a level set of u from (4.3). First,
we define the set of boundary points rn, n = 1, ..., N . For each pair of neighboring voxels
from the segmentation map that have different labels (i.e. one voxel belongs to the object
and one does not) the midpoint between the two voxels is a boundary point. Then, we
determine the parameters (singularity locations and coefficient values) of u such that its






[u(rn) − 1]2. (4.4)
We require all the singularities to be located within the object. Each singularity has the
corresponding singularity outside the sphere (see Appendix C ). Scalar field u is well defined
in the domain (between the object surface and the sphere) since there are no singularities.
However, there is no closed form solution that involves the optimal locations of the singu-
larities. To avoid numerical optimization which is prone to local extrema, we preset the
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singularity locations, and then find the optimal coefficients cm that minimize (4.4). While
a closed form solution for the optimal coefficients can easily be obtained, in the general
case some of the optimal coefficients can have positive and some negative values. However,
around each singularity with a negative coefficient there will be a region with negative val-
ues of u (u will tend to −∞ at such singularities). These “islands” of negative values may
be fully contained within the object but they also may protrude into the domain between
the object surface and the sphere, affecting the 1 level set in an undesired way. To prevent
this from happening, one can constrain the optimization to have only positive values for cm.
However, there is no closed form solution of this problem. To avoid numerical optimization
which is prone to local extrema, we resort to an alternative approach. We approximately
uniformly place the singularities inside the object relatively close to the object surface (see
Sec. 4.2.6), and assume that all the coefficients have the same value, i.e. cm = c. The














m=1 fm(rn). It can be shown that c > 0, i.e. there will be no singularities
with negative coefficients, which could lead to undesired mesh shapes. However, since the
same coefficient is used for all the singularities, the fitting of the implicit surface (level set 1
of u) to the boundary points is not as accurate as in the case of singularities with non-equal
coefficients. To increase the accuracy of the fitting, we use a stopping function (see Section
4.2.7).
4.2.5 Mesh Propagation from the Sphere to the Surface
To map the mesh from the sphere to the object surface, we propagate each mesh vertex




r(0) = v. (4.8)
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where t is the parameter of the trajectory. We use the fourth-order Runge-Kutta method
[38] to integrate the trajectory numerically. Since u is a continuous and exact solution
of the Laplace equation, the only propagation error comes from the numerical integration
error of the Runge-Kutta method. If the Laplace equation was solved approximately, the
non-exactness of the solution would be translated into additional propagation error.
4.2.6 Placement of Singularities
To uniformly place the singularities inside the object relatively close to the object surface,
we first approximately uniformly sample the sphere (as explained in Sec. 4.2.2) with the
number of points equal to the number of singularities. Then, we resample the segmentation
map to obtain isotropic voxels and erode the segmented object two times. In the next step,
we numerically solve the Laplace equation between the sphere (with a boundary condition
of 0) and the surface of the eroded object (with a boundary condition of 1) by using a
relaxation method [38]. We utilize the isotropic voxels as the grid on which we solve the
Laplace equation. Finally, we propagate the points from the sphere to the eroded object in
the direction of the gradient of the solution of the Laplace equation to obtain the singularity
locations.
4.2.7 Stopping Function
To increase the accuracy of the fitting of the object surface to the boundary points, instead
of propagating the mesh from the sphere to the level set of 1, we define a “stopping” function
on the sphere, which for every point on the sphere determines the value of u that point will
be propagated to (that value would be 1 if the mesh was propagated to the level set of 1).
To represent the stopping function we use pseudo thin plate spline model on the sphere
proposed by Wahba [75],
b(p̂) = α0 +
K∑
k=1
αkψ(p̂ · q̂k), (4.9)
where p̂ is a unit vector representing a point on the sphere, K is the number of control
points, q̂k are unit vectors defining the control points on the sphere, α0, . . . , αK are scalar
coefficients, and ψ is defined in [75] form = 4. We set the control points q̂k by approximately
uniformly sampling a sphere (as explained in Sec. 4.2.2) with K points.
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At this point the singularity locations as well as coefficient c are set, i.e. the scalar field
u is completely defined. At each boundary point rn we record the value of the scalar field
u(rn). Let p̂n denote the unit vector of the point on the sphere obtained by propagating
the boundary point rn to the sphere by following the negative gradient of u. We determine
α0, . . . , αK by requiring b(p̂) at points p̂n to approximate values u(rn) in the least squares
sense, i.e. by minimizing
N∑
n=1
[b(p̂n) − u(rn)]2 . (4.10)
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Coefficient c is computed such that (4.4) is minimized, which means that the values
u(rn) are close to 1. Coefficients α0, . . . , αK are computed such that (4.10) is minimized,
which means that b(p̂n) is close to u(rn), which in turn is close to 1. Since typically points
p̂n relatively densely cover the sphere, the stopping function b(p̂) is close to 1 everywhere
on the sphere.
We propagate the mesh vertices from the sphere to the object surface according to
(4.7) and (4.8). For a given mesh vertex v on the sphere, the corresponding unit vector
is v|v| and the value of the stopping function for that vertex is b(
v
|v|). Over the course of
propagation the underlying value of the scalar field u(r(t)) grows and when it reaches b( v|v|)
the propagation stops.
Instead of using the value of 1 to stop all the vertices, we increase the accuracy of the
fitting of the boundary points by using the stopping function. The more control points the
more accurate the fitting, and the fewer control points the smoother the final surface.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure 39. Mesh generation summary. The input image (a) is segmented into the object and
background, resulting in a binary image (b). A sphere enclosing the object is centered at the
object barycenter (c). The sphere is uniformly sampled with the number of points equal to the
number of singularities. The binary image is resampled with isotropic voxels and the Laplace
equation is numerically solved between the sphere (boundary condition of 0) and the object
(boundary condition of 1). The solution of the Laplace equation is encoded in the gray levels
in (c) and (d). The binary object is eroded and the points are propagated from the sphere to
the eroded object in the direction of the gradient of the Laplace equation solution to define
the singularity locations, shown as red squares in (d) and (e). Boundary points, specified as
midpoints for each pair of neighboring voxel, where one voxel is in the object and the other is in
the background, are shown as red dots in (e). The singularity locations as well as the boundary
points are used to specify the analytic solution of the Laplace equation. The boundary points
are propagated in the negative gradient direction of the solution of the Laplace equation from
the object boundary to the sphere (f). Their values of the underlying solution of the Laplace
equation are interpolated at the sphere to the define the stopping function. The number of
degrees of freedom of the stopping function is defined by the number of control points, which
are shown as blue circles in (g). An approximately uniform mesh is generated on the sphere.
The vertices of the mesh on the sphere, shown as black crosses in (g), are propagated from the
sphere in the direction of the gradient of the solution of the Laplace equation until the value
of the underlying solution of the Laplace equation is equal to the corresponding value of the
stopping function. The propagated mesh nodes define the final mesh, shown in (h). Figures
(a)-(h) are two-dimensional for illustration purposes, while the method is three-dimensional.
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The presented method has three parameters: the number of singularities (M), the number
of control points (K) and the number of mesh vertices (V ). Note that M and K affect the
shape of the continuous implicit surface, while V affects the triangulation of the continuous
implicit surface.
In this section we analyze the effect of the parameter values on the resulting mesh. The
studies were done on the right ventricle of one of the subjects, since the right ventricle is
more curved than the other three chambers and is the only chamber that has both convex
and concave regions.
In the first study we generated a sequence of surface meshes by increasing the number
of singularities. Then we computed the average distance between consecutive meshes in the
sequence to quantify the change the mesh undergoes as M is increased (Fig. 40).
In the second study we generated a sequence of surface meshes by increasing the number
of control points. Then we computed the average distance between consecutive meshes in
the sequence to quantify the change the mesh undergoes as K is increased (Fig. 41).
In the third study we generated a sequence of surface meshes by increasing the number
of mesh vertices. Then we computed the average distance between consecutive meshes in
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Figure 41. Average distance between consecutive meshes as a function of the number of control
points.
the sequence to quantify the change the mesh undergoes as V is increased (Fig. 42).
4.3.2 Mesh Quality
To measure the mesh quality, we use a triangle quality index suggested in [61], which can
be evaluated as
Q =






where a, b, and c are the lengths of the three sides of the triangle. It can be shown that
0 ≤ Q ≤ 1 for any triangle, Q = 1 for an equilateral triangle, Q is close to zero for irregular
triangles, and Q = 0 for a zero-area triangle. Triangles with Q > .5 are considered to be of
reasonably good quality.
We generated a sequence of surface meshes by increasing the number of mesh vertices.
Then we computed the average quality index for each mesh in the sequence (Fig. 43).
One can see that the quality index is practically independent of the number of mesh
vertices and that it is relatively high (Q ≈ .85).
It should be noted that the average Q cannot be 1. This is true even for the sphere,
since it cannot be triangulated with an arbitrary number of equilateral triangles. Fig. 44
shows the mesh on the sphere and the corresponding right ventricular mesh for four different
numbers of mesh vertices and reports the corresponding Q values.
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Figure 42. Average distance between consecutive meshes as a function of the number of mesh
vertices.





















Figure 43. Average triangle quality index as a function of the number of mesh vertices.
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Figure 44. Each row shows a mesh on the sphere and the corresponding right ventricular
mesh obtained by propagating the mesh from the sphere to the right ventricular surface. The
number of mesh vertices for the four rows are 200, 500, 1000, and 5000. The corresponding
mean ± std (min, max) Q values for the mesh on the sphere are .93 ± .07(.75, 1), .94 ± .06(.78, 1),
.93 ± .07(.77, 1), and .95 ± .05(.76, 1), and for the right ventricular mesh are .85 ± .07(.68, .99),
.84 ± .06(.62, .99), .86 ± .06(.65, .99), and .85 ± .07(.63, .99).
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Figure 45. Endocardium surface meshes generated by the proposed method for the left ven-
tricle (red), right ventricle (green), left atrium (blue), and right atrium (yellow).
4.3.3 Comparison to the Marching Cubes
The method was tested on the endocardial surfaces of the four cardiac chambers as well as
on the epicardial surface of the entire heart for five subjects. The number of singularities,
control points, and mesh vertices used for the test are reported in Table 8. Figs. 45 and 46
show the endocardial and epicardial surface meshes for one of the subjects.
Since the marching cubes is the most widely used method, either as a stand-alone method
or as a part of other methods, we compared the endocardial and epicardial surface meshes
of the five subject generated by the proposed method to the corresponding surface meshes
generated by the marching cubes. The comparison was done in the short-axis slices since
the in-plane resolution was 5 times higher than the out-of-plane resolution. Fig. 47 shows
cross-sections of segmented blood pools and the corresponding contours from endocardial
meshes obtained by the marching cubes and the proposed method.
Table 8 provides the average in-slice distance between the surface meshes generated by
the marching cubes and the proposed method. The averages were computed over all the
short-axis slices of each cardiac chamber for the five subjects.
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Figure 46. Epicardium surface mesh generated by the proposed method for the entire my-
ocardium.
(a) (b) (c) (d) (e)
Figure 47. Contours of endocardial meshes generated by the marching cubes (yellow) and the
proposed method (red) in short-axis sections for (a) left ventricle, (b) right ventricle, (c) left
atrium, and (d) right atrium, and in a long-axis section for (e) left ventricle. The endocardial
boundaries are defined by the blood pool segmentation shown in the binary images.
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Table 8. The average in-slice distance (D) between the surface meshes generated by the march-
ing cubes and the proposed method is given for each mesh. The in-plane resolution was 1.44
mm x 1.44 mm. The number of singularities (M), control points (K), and mesh vertices (V )
used to generate the meshes with the proposed method are also reported.
M K V D [mm]
LV endocardium 227 204 1180 0.4 ±.07
RV endocardium 246 225 1220 0.3 ±.05
LA endocardium 62 66 748 0.5 ±.06
RA endocardium 57 58 684 0.4 ±.05
Myocardium epicardium 422 406 2472 0.3 ±.05
4.4 Discussion
The presented method can be used for the surface mesh generation of any object that is
topologically equivalent to a sphere. While the method can be extended to control the
triangle size based on the surface curvature, there is no need for such an approach in the
case of myocardial wall surfaces since they are not highly curved. The method, unlike other
mesh generation methods, allows for a direct control of the number of triangles and vertices
in the mesh, which is particularly useful in modeling (e.g. FEM) applications.
Figs. 40 and 41 show that the method converges as the number of singularities or number
of control points is increased, which is a desirable behavior. It means that beyond certain
number of singularities and control points the method behaves the same. By comparing
Figs. 40 and 41 one can see that the two parameters have very similar behavior, and this
is why we used similar values for the two parameters (Table 8) when we compared our
method to the marching cubes (Section 4.3.3). The two parameters have the same effect:
they control the smoothness of the underlying continuous surface. The higher their values
the smoother the surface, and the lower their values the better the surface fits the boundary
points. For these reasons, one can use the same value for the two parameters and treat them
as one parameter.
While the number of singularities and number of control points control the smoothness
of the underlying implicit continuous surface, the number of mesh vertices affects the tri-
angulation of the continuous surface. From Fig. 42 one can see that the method converges
as the number of vertices is increased, which is a desirable behavior.
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The reason why the graphs in Figs. 40, 41 and 42 do not exactly go to zero are the
numerical errors in the implementation of the method resulting in sub-millimeter differences
in the final location of the mesh vertices. We use a continuous and exact solution of the
Laplace equation, since an approximate solution would increase the numerical errors.
The constant and relatively high value of the triangle quality index in Fig. 43 shows
that the mesh has close-to-regular triangles for a range of numbers of vertices. The same
conclusion can be made from Fig. 44.
The proposed method generates meshes that are very close to the ones obtained by
the marching cubes (Fig. 47). While the differences in the short axis planes between the
meshes generated by the two methods were sub-millimeter (Table 8), the meshes generated
by the proposed method had about five times fewer triangles than the corresponding meshes
generated by the marching cubes. However, unlike the meshes generated by the marching
cubes (Fig. 38), the meshes generated by the proposed method (Figs. 45 and 46) are
smooth and have close-to-regular triangles.
The proposed method can be used with segmented images that have anisotropic vox-
els. The segmentation boundary points are not strictly interpolated. Instead, they are
approximated with an implicit surface that fits them in the least square sense. The surface
smoothness vs. the goodness of fit is controlled by the number of singularities and number
of control points, which can take the same value. If the implicit surface is smooth then the
resulting mesh is also smooth. Thus, there is no need for artificial smoothing of the mesh
that may shrink or affect the mesh in some other undesired way.
The entire method has been designed to completely avoid numerical optimization and
consequently the problem of local extrema.
In the proposed method the segmentation boundary points are approximated with an
implicit surface, which is then triangulated by propagating a regular mesh from a sphere
to the surface. There are other ways to construct continuous surfaces that interpolate or
approximate a given set of points (e.g. [76]). However, our representation allows for an
exact continuous solution of the Laplace equation, while other surface models would require
a numerical solution, which in turn would increase the mesh propagation error. Instead of
propagating a regular mesh from the sphere to the surface, one can use a method for direct
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triangulation of implicit surfaces (e.g. [77, 78, 79]). These methods are more general than
our method since they can deal with an arbitrary topology. They march triangles over the
surface and use heuristics to close the triangulation. Unlike these method, the proposed
method, while restricted only to spherical topology, does not need a heuristics to close the
triangulation and it can generate meshes with a pre-specified number of triangles.
We note that harmonic functions have already been used to represent shapes [80] and
that there are other ways to map a sphere to the surface or vice versa (e.g. [81]).
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CHAPTER 5
VELOCITY INTERPOLATION USING A DIVERGENCE FREE
INTERPOLATION MODEL
5.1 Motivation
5.1.1 Relation between the volume ratio and the velocity field
Let us consider a continuum body B, which is embedded in the three-dimensional Euclidean
space at a given instant of time t. A right-handed orthonormal coordinate system with a
fixed origin O is used. Region Ω0 with the position of a point X corresponds to a fixed
reference time. This region is referred to as the fixed reference configuration of the body of
interest B. I assume that the initial configuration coincides with the reference configuration,
hence the reference time is at t = 0. The point X has the position of a particle occupied
by P ∈ B at t = 0. P can be identified by the position vector X of point X relative to the
fixed origin O.
Now, the region Ω0 moves to a new region Ω which is occupied by the body B at a
subsequent time t > 0. The configuration of B at t is called current configuration. The point
X of the reference configuration corresponds to the point x in the current configuration.
The position vector x serves as a label for the point x with respect to the fixed origin O.
The components of the vector X along the introduced axes are labeled as the material
or referential coordinates of the point X, and the components of the vector x along the
introduced axes are labeled as the spatial or current coordinates of the point x.
In the following, all the operators or variables written with capital letters refer to the
material coordinates and those with small letters to the spatial coordinates.
In 2.1.5, I introduced the deformation gradient, F , which characterizes the behavior of
motion in the neighborhood of a point. The expression of F is the following:
F(X, t) = Grad (x(X, t)) (5.1)
F is the Jacobian of the transformation applied to B between the reference and the current
configuration. The determinant of F is known as the volume ratio or Jacobian determinant
and it is denoted as:
J(X, t) = det (F(X, t)) (5.2)
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The change in volume between the reference and the current configurations is:
dv = J(X, t)dV (5.3)
where dV and dv denote infinitesimal volume elements defined in the reference and current
configuration respectively. For real material, the deformation gradient is invertible, which
means J 6= 0.












where dφ denotes the total differential of the scalar-valued function φ(A) of one second-
order tensor variable A, and : represents the double contraction of two tensors. Using the












where J̇ and Ḟ are the material time derivative of the volume ratio and deformation gradient




By combining Eq. 5.5 and Eq. 5.6, one can derive:
J̇ = JF−T : Ḟ (5.7)
Now, referring to the equation (2.141) in [82]:
grad(v) = ḞF−1, (5.8)
where v denotes the spatial description of the velocity field. Thus, using Eq. 5.7 and Eq.
5.8 , it follows:
J̇ = JF−T : Ḟ
= JF−T : grad(v)F
= JF−TFT : grad(v)





where I is the identity tensor. The last equation links the volume ratio to the velocity field.
Let us write it in the following way:
J̇ = J∇ · v, (5.10)
5.1.2 Cardiac Deformation Recovery from phase velocity MRI
A continuum body is said to be incompressible if every motion it undergoes is isochoric,
which means dv is constant. So for an incompressible body, Eq. 5.3 leads to:
J = 1 (5.11)
As J = 1 for incompressible materials, Eq. 5.10 leads to:
∇ · v = 0 (5.12)
Thus, a continuum body is incompressible if ∇ · v = 0.
Velocity interpolation using a divergence free model can be used for cardiac deformation
recovery form phase velocity MRI. The idea is to interpolate the velocity vector field in each
frame of a phase velocity MR sequence. The divergence free interpolation will provide a
continuous velocity vector field that is divergence free, which means that the corresponding
deformation is incompressible, a desirable property since the myocardium has been shown
to be close to incompressible (section 1.4). Then, it remains to integrate the velocity vector
field to obtain the displacement field of the myocardium throughout the cardiac cycle.
5.2 Methods
The goal is to interpolate a velocity vector field over a domain of arbitrary topology. First,
nodes are automatically distributed in a form of a uniform grid that covers entirely the
domain. Only the nodes located inside the domain are selected. The velocity field is inter-
polated at the nodes using the divergence-free matrix-valued radial basis function scheme




Φ(r − nj)cj , (5.13)
where r is the point where the interpolation is evaluated, nj are the M nodes where the
velocity field is interpolated, and cj the corresponding coefficients. Then, the coefficients
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cj are computed such that the interpolated velocity field fits the data on the least squares
sense. This corresponds to solving the system:


Φ(r1 − n1) Φ(r1 − n2) ...Φ(r1 − nM )



































where ri are the N data location used for the least squares sense fitting and v(ri) the
corresponding measured velocity vectors.
The corresponding least squares solution is:
p = (GTG)−1GTh, (5.15)
which defines the divergence free interpolation of the velocity vector field over the domain.
Two quantitative measures are used to evaluate the performance of the interpolation. The
first one is to compute the difference in magnitude between the measured velocity vectors
(data) and the interpolated vector field. The second measure is to compute the angle




Before applying the divergence free interpolation on real cases, I used simulated data to
test the method. A cube centered at the origin with edge length of 2 mm is used as the
region of interest. Nodes and velocity measurements are uniformly distributed as 4x4x4
and 22x22x22 grids, respectively, as seen in Fig. 48. Three different divergence free vector
fields are used to simulate the velocity vector field of the myocardium:




























Fig. 48 displays both the vector fields (data) and the corresponding interpolated vector
fields. Figs. 49 and 50 show the histograms of the difference in magnitude and the angle
between the data and the interpolated vector field. Tables 9 and 10 show the mean of
the differences in magnitude and of the angles between the original vector fields and the
corresponding interpolated ones.
5.3.2 Real Data
For real case applications, I used the data of the healthy volunteer of the section 3.2.2.1. I
tested the divergence free interpolation on the measured velocity vectors provided by the
phase velocity MRI scan. Like in section 3.2.2.1, the scan was performed on a 1.5 T clini-
cal MRI scanner (Intera, Philips Medical Systems, Best, The Netherlands). A segmented,
navigator-echo and ECG-gated phase-contrast sequence was used to acquire velocity. Ve-
locities were encoded in an interleaved fashion with reference and velocity-encoded scans
acquired in successive cardiac cycles. In-place resolution was 1.4 mm, slice thickness was
8 mm and a velocity-encoding value of 30 cm/second was used to encode through-plane
velocities of the myocardial tissue. The scan had 15 contiguous short axis slices and seven
phases for each slice were obtained during the cardiac cycle.
The anatomical sequence acquired with the phase velocity ones allowed for manual
segmentation of the left ventricle, which defined the region of interest where the divergence
free interpolation was performed. Fig. 51 displays both the measured velocity vectors
(data) and the corresponding interpolated vector fields of the ED, mid systole (MS) and ES
frames of the healthy volunteer. Figs. 52 and 53 show the histograms of the differences in
magnitude and the angles between the data and the interpolated vector field for the three

























































Figure 48. The original vector fields (data) are displayed in red and the corresponding inter-
polated ones using the divergence-free model in blue for (a) v1, (b) v2, and (c) v3. The black
points are the locations of the measurements. The black circles are the locations of the nodes.
The vector fields are shown at few measurements points for the clarity of the display.
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Figure 49. Histograms of the differences in magnitude (in cm/s) between the original vector
fields and the corresponding interpolated ones using the divergence-free model for (a) v1, (c)
v2, (e) v3 and using TPS for (b) v1, (d) v2, (f) v3.
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Figure 50. Histograms of the angles (in rad) between the original vector fields and the corre-
sponding interpolated ones using the divergence-free model for (a) v1, (c) v2, (e) v3 and using
TPS for (b) v1, (d) v2, (f) v3.
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Table 9. Mean of the differences in magnitude between the original vector fields and the
corresponding interpolated ones using the divergence-free model using the divergence-free
model and TPS for the simulated and the real cases.
Mean of the magnitude errors [cm/s] Divergence-free TPS
simulated: v1 0.02 ± 0.01 0.04 ± 0.03
simulated: v2 0.007 ± 0.005 0.01 ± 0.009
simulated: v3 0.001 ± 0.0009 0.004 ± 0.002
healthy volunteer: ED frame 0.45 ± 0.30 0.59 ± 0.55
healthy volunteer: MS frame 0.44 ± 0.33 0.58 ± 0.47
healthy volunteer: ES frame 0.39 ± 0.28 0.53 ± 0.46
Table 10. Mean of the angles between the original vector fields and the corresponding inter-
polated ones using the divergence-free model using the divergence-free model and TPS for
the simulated and the real cases.
Mean of the angle errors [rad] Divergence-free TPS
simulated: v1 0.004 ± 0.002 0.01 ± 0.007
simulated: v2 0.01 ± 0.009 0.02 ± 0.04
simulated: v3 0.004 ± 0.002 0.009 ± 0.007
healthy volunteer: ED frame 0.05 ± 0.04 0.06 ± 0.08
healthy volunteer: MS frame 0.05 ± 0.04 0.06 ± 0.08
healthy volunteer: ES frame 0.04 ± 0.03 0.05 ± 0.06
velocity vectors and the corresponding interpolated ones and Table 10 shows the mean
of the angles in magnitude between the measured velocity vectors and the corresponding
interpolated ones.
5.3.3 Comparison to Thin-Plate Spline
I compared the interpolation provided by the divergence-free scheme with the one given
by TPS on the simulated data and the real data. Fig. 49 shows the histograms of the
differences in magnitude between the data and the interpolated vector field for the three
simulated vector fields and Fig. 52 for the three frames of the phase velocity MRI scan of
the healthy volunteer. Fig. 50 shows the histograms of the angles between the data and
the interpolated vector field for the three simulated vector fields and Fig. 53 for the three
frames of the phase velocity MRI scan of the healthy volunteer. Table 9 shows the mean
of the differences in magnitude between the original vector fields and the corresponding





Figure 51. The measured velocity vectors (data) are displayed in red and the corresponding
interpolated ones using the divergence-free model in blue for (a) ED, (b) MS, and (c) ES of
a healthy volunteer. The yellow points are the centers of voxels from the myocardium.
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Figure 52. Histograms of the differences in magnitude (in cm/s) between the measured velocity
vectors and the corresponding interpolated ones using the divergence-free model for (a) ED,
(c) MS, and (e) ES of a healthy volunteer and using TPS for (b) ED, (d) MS, and (f) ES of
the same sequence.
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Figure 53. Histograms of the angles (in rad) between the measured velocity vectors and the
corresponding interpolated ones using the divergence-free model for (a) ED, (c) MS, and (e)
ES of a healthy volunteer and using TPS for (b) ED, (d) MS, and (f) ES of the same sequence.
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between the original vector fields and the corresponding interpolated ones for all the cases.
5.4 Discussion
Figs. 51, 49, and 50 show that the divergence free interpolation is able to provide a vector
field that is close to the simulated ones. Figs. 51, 52, and 53 show that it is also the
case for the frames of a phase velocity MRI scan of the LV of a human subject.. The
advantage of using the divergence free interpolation model for modeling the velocity filed
of the myocardium is twofold: first, it provides a continuous vector field over the entire
myocardium; second, it generates a divergence free vector field, which means that the
corresponding deformation is incompressible, a desirable property since the myocardium
has been shown to be close to incompressible (section 1.4).
Figs 49, 50, 52, and 53 show that TPS interpolation also provides a reasonable interpo-
lation of the simulated and real data. However, Tables 9 and 10 show that the differences
in magnitude and the angles between the original vector fields and the corresponding in-
terpolated ones are larger for TPS than for the divergence free model. Furthermore, the
difference in performance between the two interpolation schemes is more pronounced in the
case of simulated data because the original field are divergence free by construction. For
the real data, the velocity vector field is affected by the noise due to the acquisition and by
slice misalignment. This can explain why the difference in performance between the TPS




I presented in this thesis two methods for cardiac deformation recovery from cine MRI. In
chapter 2, I developed an automated method for the recovery of the LV wall based on a
3D deformable model that is exactly incompressible. Since this method is not suitable for
the recovery of the biventricular wall, I introduced in chapter 3 an automated method for
cardiac deformation recovery based on a 3D nearly incompressible deformable model that
can model the motion of structures with arbitrary topologies. One can use the same model
to represent the motion of the four cardiac chambers or any other topology.
The main contribution of my work is that the proposed methods are guaranteed to
generate exactly or nearly incompressible deformations. This is a desirable property since
the myocardium has been shown to be close to incompressible. The myocardium needs
to be segmented in an initial frame after which the methods automatically determine the
tissue deformation everywhere in the myocardium throughout the cardiac cycle. From the
recovered deformation, one can directly compute a number of clinically useful parameters,
including strains. We tested the methods on three normal subjects and three ventricu-
lar dyssynchrony patients. When the anatomical MR scan is acquired in short axis slices
with pronounced voxel anisotropy in the out-of-plane direction, the longitudinal motion
parameters are less reliable than the radial and circumferential ones. Despite this disparity,
the recovered normal strains obtained from both models were similar for different normal
subjects and similar to those reported by other researchers for normal subjects. Further-
more, the methods could clearly distinguish normal subjects from patients with ventricular
dyssynchrony. Strains and displacements of the three patients were clearly smaller than
those of the three normals indicating reduced cardiac function. The proposed methods
were also applied to repeated scans of the same normal subject. It yielded very similar
deformation recovery results. The proposed methods could be used to recover cardiac de-
formation from other imaging modalities, e.g. tagged cine MRI or cardiac cine CT, instead
of anatomical cine MRI.
A method to generate a smooth and accurate surface of the myocardium is needed to
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illustrate the cardiac deformation recovery. Thus, I presented in chapter 4 a novel technique
for the construction of endocardial and epicardial surfaces from 3D segmented cardiac MR
images. The same algorithm is applied independently to each heart chamber. A surface
mesh is first constructed on a sphere that includes the cardiac chamber. Then, the mesh
vertices are propagated along the gradient of a potential that satisfies the Laplace equation.
The resulting surface meshes are smooth despite the strong voxel anisotropy. Furthermore,
the presented method generates regular mesh triangles and allows for a complete control of
the number of triangles. For the five tested cases, the average distance between the surfaces
generated by our method and by the marching cubes was 0.4 mm.
Finally, I presented a method to interpolate the velocity vector field in a phase velocity
MRI sequence. The method uses the divergence free interpolation model presented in the
biventricular deformation recovery. The divergence free interpolation provides a continuous
velocity vector field that is divergence free, which means that the corresponding deformation
is incompressible, a desirable property since the myocardium has been shown to be close
to incompressible. The method has been tested on three simulated cases and three real
cases. The interpolation obtained is close to the original vector field in terms of difference
in magnitude and angle. Furthermore, it is more accurate than the interpolation given by
thin-plate spline because of its divergence free property. The proposed method will be used
in a future work to recover the cardiac deformation from phase velocity MRI, which is an
acquisition technique that encodes directly the velocity of the myocardium and thus may
provide more reliable information about the myocardial motion than cine MRI.
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APPENDIX A
PSEUDO THIN PLATE SPLINE INTERPOLATION ON THE
SPHERE
This section summarizes the pseudo thin plate spline interpolation on the sphere [75]. The
smoothest interpolator of arbitrarily located data points is commonly referred to as thin
plate splines and its closed form expression has been obtained for the d-dimensional Eu-
clidean space [83]. However, the closed form expression for the smoothest interpolator of
arbitrarily located data points on the sphere does not exist [75]. An approximation of the
smoothest interpolator is referred to as pseudo thin plate splines. Wahba [75] proposed a
class of pseudo thin plate splines on the sphere and provided the corresponding closed form
expressions.
Let R represent the set of real numbers and let
S =
{
û|û ∈ R3 and ||û|| = 1
}
(A.1)
represent the unit sphere, i.e. the set of all unit vectors. Let ûi ∈ S represent points on the
unit sphere and vi ∈ R the corresponding values for i = 1, . . . , N . The goal is to find the
smoothest function f : S 7→ R that interpolates the data points (ûi, vi). The pseudo thin
plate splines interpolator proposed by Wahba [75] has the following form
f(û) = α0 +
N∑
i=1
αiψ(û · ûi), (A.2)
where the function ψ : [−1, 1] 7→ R defines the type of the pseudo thin plate splines, α0 is
the coefficient of the constant term and αi, 1 ≤ i ≤ N is the coefficient corresponding to



































Figure 54. The graph of ψ(x) given by Eqs. A.3-A.8 shows that the function monotonically






















Fig. 54 shows the graph of ψ. It should be noted that û · ûi, which is the argument of ψ
in Eq. A.2, takes values from −1, when û and ûi point in opposite directions, to 1, when
û and ûi coincide. Thus, ψ provides more weight to the coefficients αi of those points ûi
that are close to the point of interpolation û, and less or negative weight to the coefficients
of the points further away.
The coefficients α0, α1, . . . , αN can be computed from the requirement that f(û) inter-
polates the data points and that the coefficients α1, . . . , αN sum to 0 [75]. This leads to a
system of N + 1 linear equations




αi = 0, (A.10)
that can be solved for the N + 1 unknown coefficients α0, α1, . . . , αN given N data points




DERIVATION OF THE INCOMPRESSIBILITY EQUATION
Let the unit sphere (Eq. A.1) be parameterized with parameters α and β locally around a
given unit vector. This means that û is a function of α and β, i.e. one can write û(α, β)
around that unit vector. For the purposes of this derivation, instead of using the curvilinear
coordinates (û, γ), we will use the curvilinear coordinates (α, β, γ). It turns out that the
result of the derivation does not depend on the choice of the particular parametrization,
i.e. one can use any parametrization or use different parameterizations for different local
neighborhoods; the result will be the same.
The location of the point with curvilinear coordinates (α, β, γ) in the reference configu-
ration is
r(α, β, γ) = m(α, β) + γn̂(α, β), (B.1)
where m(α, β) is a point on the midsurface and n̂(α, β) the corresponding midsurface unit
normal. Thus, α and β represent a parametrization of the midsurface, too, and γ is the
distance of the point from the midsurface. This equation corresponds to Eq. 2.4 for the
case of (û, γ) coordinates. Assuming “no transmural bending”, the location of the point
with curvilinear coordinates (α, β, γ) in the current configuration is
R(α, β, γ) = M(α, β) + Γ(α, β, γ)N̂(α, β), (B.2)
where M(α, β) is a point on the midsurface and N̂(α, β) the corresponding midsurface unit
normal. Here, too, α and β represent a parametrization of the midsurface, whereas the
distance of the point from the midsurface is Γ(α, β, γ). This equation corresponds to Eq.
2.7 for the case of (û, γ) coordinates. Note that r(α, β, γ) and R(α, β, γ) depend on the
same parameters, i.e. they represent corresponding points in the two configurations.
If the midsurface is defined in both the reference and current configuration, i.e. if func-
tions m(α, β), n̂(α, β), M(α, β), and N̂(α, β) are known, then one can determine Γ(α, β, γ)
such that the mapping from r(α, β, γ) to R(α, β, γ) is incompressible. To simplify the
notation, the independent variables α, β, and γ will be dropped. Let dv represent the
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infinitesimal volume defined by function r when α, β, and γ are varied by infinitesimal in-
crements dα, dβ, and dγ, respectively. Similarly, let dV represent the infinitesimal volume
defined by function R when α, β, and γ are varied by infinitesimal increments dα, dβ, and
dγ, respectively. The transformation is incompressible, i.e. volume preserving, if
dv = dV (B.3)



















From Eq. B.1, it follows that
































are in the principal directions, then ∂n̂
∂α
= −κ1 ∂m∂α and ∂n̂∂β =
−κ2 ∂m∂β , where κ1 and κ2 are the two principal curvatures of the midsurface. The expression
for the infinitesimal volume reduces to
dv = a
(
1 − 2hγ + kγ2
)
dαdβdγ, (B.6)




|, and h = κ1+κ2
2
and k = κ1κ2 are the mean and Gaussian curvatures,
respectively, of the midsurface in the reference configuration. This expression holds for any
parametrization since adαdβdγ, h, and k are independent of the parametrization [84]. It is












From Eq. B.2, it follows that






























This expression simplifies to
dV = A
(









|, and H and K are the mean and Gaussian curvatures, respectively,
of the midsurface in the current configuration. By combining Eqs. B.3, B.6, and B.9, one
obtains the following differential equation
1 − 2hγ + kγ2 = S
(




where S = A
a
is the surface Jacobian, which measures the relative change of the local
midsurface area. After integration, the differential equation becomes a cubic equation in Γ,
γ − hγ2 + 1
3
kγ3 + C = S
(





where C depends on α and β but not on γ. The transformation needs to map points on
the midsurface in the reference configuration (γ = 0) to points on the midsurface in the
current configuration (Γ = 0), which implies that C = 0, and the cubic equation reduces to
Eq. 2.8. This equation does not depend on the parametrization of the sphere since h, k, S,
H, and K are functions of û only, i.e. they depend on the location on the surface and the
shape of the surface and not on the choice of the particular parametrization.
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APPENDIX C
HARMONIC FUNCTION WITH A SPHERICAL ISOLEVEL AND
SINGLE SINGULARITY
This section describes the solution to the Laplace equation over a spherical domain that
has a single singularity somewhere within the domain and that is equal to a constant on the
boundary of the domain. Let the sphere center be the coordinate system origin, R denote
the radius of the sphere, s the location of the singularity, and r the independent variable.
The solution fs(r) needs to satisfy the following
lim
r→s





∆fs = 0. (C.3)
The fundamental solution of the Laplace equation in 3-D is 1|r| and it represents a singularity
at the origin. The fundamental solution centered at s, i.e. function 1|r−s| , satisfies (C.1) and
(C.3), but it does not satisfy the boundary condition (C.2). It turns out that the sum of




by − R|s| , satisfies (C.1), (C.2), and (C.3). Note that the second singularity is outside the













|r|2 − 2rs + |s|2
− R√
|s|2 |r|2 − 2R2rs +R4
. (C.5)
It is straightforward to show that (C.5) satisfies (C.1), (C.2), and (C.3). Also, fs(r) > 0
when |r| < R, fs(r) = 0 when |r| = R, and fs(r) < 0 when |r| > R. In (C.2) it is assumed
that fs is zero at the domain boundary. The zero can be replaced by a constant C by simply
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Expression (C.7) is used in the evaluation of ∇u in (4.7).
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