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1 Introduction
The Probability Density Function (PDF) approach has proved very useful in studying the
behavior of stochastic systems. Examples of its usage occur in the study of Brownian Mo-
tion e.g. Chandrasekhar [10] and in the kinetic theory of gases e.g. Chapman & Cowling
[11]. In more recent times it has been used extensively by Pope and others to model both
turbulence (Pope [63] ) and turbulent related phenomena such as combustion (Pope [64])
and atmospheric dispersion e.g. MacInnes & Bracco [51]. In this chapter we review how
the PDF approach has been used to model particle transport in a fixed Eulerian frame
of reference (one particle PDFs) and in the frame work of a moving particle where it de-
scribes the relative motion of particle pairs (two particles PDFs). In the one particle case
it is influenced by the large scales of the turbulence and in the two particles case it is
influenced by the small scales of the turbulence.
So this article is divided into two parts. In the first part we will consider one particle trans-
port and dispersion and in particular how the PDF approach has been used to model the
statistical behavior of individual particles: how they they be treated collectively as a con-
tinuum; how they are collectively and individually mixed and dispersed in their response
to the random motion of the underlying carrier flow in a dilute suspension; and how they
are transported and deposited to surfaces exposed to the flow. In the second part we de-
scribe how the PDF approach has been used to similarly describe the relative transport
and dispersion of particles: how they collide with one another and how they can demix
or segregate at the small scales of the turbulence. Throughout we have recognized the
similarity of particle transport in a turbulent gas to the random motion of gas molecules
and so been able to exploit the methods and devices used in the development of kinetic
theory. So most importantly the PDF approach we present here like that of the kinetic
theory, is within the assumptions and approximations, a rational approach. By this we
mean two things. Firstly as with kinetic theory, there exists an underlying equation (a
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master equation) containing terms that can be traced back in a rational manner to the un-
derlying equations of motion of the individual particles themselves. Secondly this master
equation, in a strictly formal way, can be used to derive both the continuum equations
and constitutive relations of a gas or dispersed phase of particles whilst at the same time
handle the natural boundary conditions at the wall (the so called near wall behavior).
In kinetic theory, the master equation is the well known Maxwell-Boltzmann equation,
whilst in dispersed flows, it is known as the PDF kinetic equation (see e.g. [110, 84, 70]).
There are currently two forms of the PDF equation in use. In the first form, the PDF,
as in kinetic theory, refers to the probability density that a particle has a certain velocity
and position at a given time. We will refer to this PDF approach as the kinetic method
(KM) Approach. This approach was originated by Buyevich [7, 8, 9] and developed since
by a number of others most notably Reeks [67, 68, 70, 71], Swailes [92, 94, 4], Zaichik
[22, 100, 101, 104, 110], Pozorski & Minier [65] and more recently by Zhou and his cowork-
ers [113, 50]. In all these developments the PDF approach was restricted to inert non re-
active particles. More recently this approach has been extended to reactive condensing
or evaporating particles in a turbulent gas. In contrast the second form of PDF equation,
first proposed by Simonin, Deutsch and Minier (SDM) [86], and developed extensively
by Simonin and his co-workers Fede, Masi and numerous others is for a more general
PDF which includes the velocity of the carrier flow local to the particle as a phase space
variable as well as the particle position and velocity. We shall see that this type of ap-
proach was an important prerequisite to the inclusion of inter-particle collisions in the
PDF equation in the way that takes account of the break down of the molecular chaos
assumption
As far as two-fluid modeling is concerned (where both particle and carrier phase are both
treated as interacting continua, the application of the PDF approach is different from what
has gone before. In the past for instance it has been traditional to assume that the particle
phase behaves as a simple Newtonian fluid [27]: that is the particle kinetic (Reynolds)
stresses are assumed to be proportional to the mean symmetric rate of strain of the par-
ticle flow, their ratio defining some particle eddy viscosity related to that of the carrier
flow in some empirical way. Now using the PDF approach we can examine the valid-
ity of these assumptions within the context of a more reliable and complete framework
using techniques that are well tested and understood and ultimately replace them with
more legitimate relationships that do not rely on intuition and empiricism. Perhaps more
importantly, we have an approach which is crucial to the formulation of particle-wall in-
teractions (what has been referred to as the natural boundary conditions of a gas-particle
flow).
In this article we shall show how the PDF approach deals with both aspects of a two-fluid
model with and without inter-particle collisions: how it generates the equations for mass,
momentum and energy (the so called continuum equations) and constitutive relations for
the dispersed phase (that would be appropriate for the far wall solution of a gas particle
flow) and how it generates near wall solutions that take account of the inhomogeneity of
the flow and the natural boundary conditions. inter-particle collisions are examined in
part 2 of this article concerned with two particles (pair) dispersion, but in the context of
two fluid models it’s the form of the collision terms in the two-fluid mass-momentum and
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energy equations that we are mostly concerned with and in particular the interactions of
large size particles with the large scale structures which give rise to particle and fluid
correlations. We would consider this as part of an analysis of dense suspensions that in
the limit become granular flows. However the two way coupling between particle and
carrier flow though clearly a part of the PDF approach is beyond the scope of this chapter.
So in summary, we begin with a basic introduction to PDFs and PDF equations and how
they are derived in principle from the underlying particle equations of motion. This in-
troduces the problem of closure of PDF equations which is the essential problem of all
stochastic systems involving turbulence. As an example we show how this has been tack-
led for the particular case of non-reactive particles in a turbulent gas subject to simple
Stokes drag, examining how it is dealt with as a closure approximation in the KM ap-
proach or through a model for the carrier flow velocity fluctuations encountered by a
particle in the case of the approach of SDM . This important aspect forms the subject of
section2.2.
In section 3 we present analytic solutions of these PDF equations for simple flows in which
the turbulence is homogeneous and stationary and the mean flow is either uniform, a
simple shear or a rotational flow. These solutions have important implications for treating
the particle phase as a simple Newtonian flows as has been assumed in the traditional
two-fluid approach.
Section 4 deals with the continuum equations and constitutive relations derived from the
PDF equations where the focus is on transport equations for the particle velocity covari-
ance (kinetic stresses) and the particle fluid velocity covariances. In either case there is
a need for closure approximations for the particle turbulent kinetic energy flux and the
the particle-fluid velocity covariance flux which are tackled using the Chapman-Enskog
approach. Predictions are compared with measurements of the particle dispersion in non-
uniform unbounded flows where the local strain rate of the continuous phase introduces
a strong anisotropy in the particle kinetic stresses.
Section 5 is concerned with the application of the PDF approach to the prediction of near
wall behavior. In particular we consider natural boundary conditions involving partial
absorption and both specular and diffuse reflection and removal of particles from surfaces
by turbulent flows. Finally we consider solutions for the well known problem of particle
deposition in a turbulent boundary layer with perfectly absorbing walls (this is a much
studied system both theoretically and experimentally ) and highlights the break down of
so called gradient transport due to both strong inhomogeneity of the flow near the wall
and the strong departure of the velocity distribution at the wall compared with that in the
far wall (bulk flow).
These sections form the make up of Part I concerned with particle motion in a fixed Eu-
lerian framework. The remaining sections which make up Part 2 are concerned with
particle motion in the framework of a moving particle and focused primarily on particle
collision rates: how for example they depend upon the impact velocity of particles pairs
upon collision and their distribution as a function of separation, on the importance of the
local shearing associated with the small scales and the degree of correlation of the parti-
cles with the local fluid that is controlled by the large scales of the turbulence. So it’s about
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how a pdf for two particles captures these features and provides analytical expression for
the collision rates that reflect their influence. It is also about how this approach implies
the existence of random uncorrelated motion and the existence of filamental structures
called caustics within which particle trajectories are moving in opposite directions and
to the MEF treatment of particle motion into RUM and a smoothly varying mesocospic
particle velocity fields developed by Simonin, Fede and Masi et al.
So after a brief introduction we begin the second part with a basic definition of the col-
lision kernel in section 6.1 followed by a formal derivation of the Boltzmann collision
integral for elastic/inelastic sphere collisions and a description of various collision mod-
els due to Zaichik and Lavie´ville, Simonin et al. that take account of the influence of the
turbulence on collisions via the local particle-fluid velocity covariance. These models are
then incorporated into a formal evaluation of the collision terms in the momentum and
energy equations using the expressions derived by Grad and based on a perturbed quasi
Gaussian distribution of particle velocities. We then conclude with an analysis of the in-
fluence of the small scales of the turbulence on collision rates. In this regards in section
6.10 we account for occurrence of caustics that arise in the demixing of particle suspen-
sions at the small scale within which the particle concentration is very high and where
particle trajectories cross.
In all this we aim to show that within the various assumptions and approximations that
are made, the PDF approach provides a complete theory for both one and two particles
dispersion in turbulent flows for dilute particle suspensions.
2 Formulation of PDF Equations
There are currently two forms of the PDF equation in use. In the first form, the PDF, as
in kinetic theory, refers to the probability density that a particle has a certain velocity and
position at a given time. We will refer to this PDF approach as the kinetic method (KM)
approach. This approach was originated by Buyevich [7, 8, 9] and developed since by
a number of workers most notably Reeks [67, 69, 70, 71], Swailes [92], Zaichik [20, 100],
Pozorski & Minier [65] and more recently by Zhou et al.[50]. In all these developments
the PDF approach was restricted to inert non reactive particles. More recently Pandya &
Mashayek [62] extended the approach to reactive condensing or evaporating particles in
a turbulent gas . In contrast the second form of PDF equation, first proposed by Simonin,
Deutsch and Minier (SDM) [86], is for a more general PDF which includes the velocity
of the carrier flow local to the particle as a phase space variable as well as the particle
position and velocity. As an example of how PDFs and PDF equations are obtained, con-
sider the motion of evaporating / condensing particles (droplets) in a dilute suspension
in which there are no inter-particle collisions. Let X(t) be the phase space vector at time t
of a single particle as it moves through phase space. So in this case
X = [m, T, v, x] (2.1)
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where m is the mass of the particle, T its absolute temperature and velocity v, x its velocity
and position of its center of mass at time t. The number n of independent variables that
defines the phase space dimension is thus n = 8. For a single realization of the underlying
carrier flow velocity field u(x, t) and temperature field T(x, t), the number of particles in
an elemental volume dnX of phase space located at X will be given by W(X, t)dnX where
W(X, t) is the phase space density i.e. the number of particles per unit volume in phase
space. So if we consider conservation of particle number within that elemental volume at
X then with respect to P, we have
∂W
∂t
+
∂
∂X
· [W˙X] = 0 (2.2)
So for the case of the evaporating droplet we have explicitly
X˙ =
[
m˙, T˙, v˙, x˙
]
(2.3)
where the equations for components of X˙ represent the particle equations of motion in the
most general sense and are derived from the mass-momentum-and energy conservation
equations for an individual particle/droplet (see e.g. Crowe [15]). However because the
underlying carrier flow field is turbulent, X˙ has a random component so we can only
usefully refer to the probability density function (pdf) that a particle has a set of values X
at any given time. This is represented by the ensemble average of W over all realizations
of the system, symbolically 〈W〉. The equation for〈W〉 (the PDF equation) can be found
by ensemble averaging the conservation equation for W (the Liouville equation). For
convenience we Reynolds decompose the instantaneous components of X˙ into their mean
components 〈X˙〉 and fluctuating (zero mean) components X˙′ , noting that x˙ = v, so that
explicitly the PDF equation for the evaporating/condensing particle is
∂〈W〉
∂t
+
(
∂
∂m
〈m˙〉+ ∂
∂T
〈T˙〉+ v · ∂
∂x
+
∂
∂v
· 〈v˙〉
)
〈W〉 =
− ∂
∂m
˙〈m′W〉 − ∂
∂T
〈T˙′W〉 − ∂
∂v
· 〈v˙′W〉 (2.4)
where on the left hand side we have the convective part (the transport in the absence of
the turbulence) and on the right hand side, the dispersive part involving the gradients of
the net fluxes due to the turbulence. To close the equation we need to relate the turbulent
fluxes in some way, directly or indirectly, to 〈W〉 and its derivatives. That is we have a
closure problem to resolve that is the most important element of the PDF approach.
To illustrate the way in which the values of X˙ depend upon the properties of the particle
and the underlying carrier flow, lets consider the case of the evaporating droplet in more
detail. From mass conservation of a spherical droplet of diameter dp evaporating in a gas
of mass density ρg, we have the general relationship
m˙ = piρgdpDgSh(Rep, Sc)ln
[
1− αv
1− αvs
]
(2.5)
where αv is the mass fraction of vapor emitted by the particle in the locally undisturbed
gas flow, αvs is the (saturated) vapor mass fraction at the droplet/particle surface assumed
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to be in equilibrium with the particle (so it depends directly on the temperature T of the
particle), Dg the molecular diffusion coefficient of the vapor, and Sh the droplet Sherwood
number for mass transfer of vapor to or from the droplet which is a function of the vapor
Schmidt number Scand the local particle Reynolds number Rep given by
Rep =
dp |v− u|
νg
; Sc =
Dv
νg
(2.6)
where u(x, t) is the gas flow velocity local to the droplet at x at time t and νg is the kine-
matic viscosity of the gas.
From momentum conservation [15] we have
mv˙ = mg−V ∂ · σ
∂x
+ FA + (u− v)m˙ (2.7)
The first term on the right hand side of this equation is the gravitational force. The second
and third terms represent the force exerted by the surrounding gas flow from the external
stresses σ and the aerodynamic force FA which has both lift and drag components FL and
FD arising from the locally disturbed gas flow field due to the presence of the particle
which has a volume V. For a spherical particle, this is well represented by the drag force
in most cases so that
FA ∼= FD = −12ρg ACD(Rep) |v− u| (v− u) (2.8)
where CD is the drag coefficient and A the projected area of the particle normal to the
flow.
From energy conservation we would have an equation of the form
mCpT˙ = Sr − pik f dpNu(Rep, Pr) + ∆Hm˙ (2.9)
where Cp is the specific heat of the particle/droplet and on the right hand side of the
equation the first term Sr is the heat source due to the external field (radiation), the second
term is the heat transfer rate from or to the particle to or from the surrounding gas where
Nu is the Nusseldt number (depending up the local particle Reynolds number and the
Prandtl number of the gas /vapor mixture and the third term energy exchange during the
evaporation/ condensation which depends upon ∆H, the difference in enthalpy between
the droplet and vapor mass flux.
The point to note here is that the equations of motion are all coupled and all depend upon
the instantaneous particle Reynolds number, that is upon the relative velocity between
particle and locally undisturbed gas.
2.1 PDF equation for inertial particles
As we said earlier, there are currently two PDF approaches in use which we refer to as
the Kinetic method (KM) and the Generalized Langevin method (GLM) respectively. To
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illustrate the differences and similarities between these approaches, we consider here the
simplest case of transport of inertial non-reacting identical solid particles suspended in a
turbulent gas flow. To simplify the situation still further we will linearize the drag acting
on the particle with respect to the relative velocity, i.e.
FA ∼= η (u− v) (2.10)
where η is the net friction coefficient and given by
η =
1
2
ρg ACD(Rep) |u− v| (2.11)
where v is the net particle velocity and Rep is the value of the particle Reynolds number
based on the net relative velocity between particle and local carrier flow. The equations
of motion for an identical particle are thus
dx
dt
= v (2.12)
dv
dt
= β (u− v) (2.13)
where β is the inverse particle response time and given by m−1η for a particle of mass m:
in the case Rep  1 corresponding to Stokes drag, β is a constant of the motion. To the
particle equations of motion, we add an equation of motion of the carrier flow velocity u
along a particle trajectory, namely
dui
dt
= Fi (v, u, x, t) (2.14)
In the KM approach, we consider continuum equations derived from an equation for the
phase space density W (v, x, t) in which u (x, t) is a random function of x, t, and v and x
are independent random variables. In the GLM approach, the continuum equations are
derived from a conservation equation for the phase space density P(v, u, x, t)where v, u, x
form a set of independent variables. The transport/conservation equations for W (v, x, t)
and P(v, u, x, t) are respectively:
{
∂
∂t
+
∂
∂xi
υi +
∂
∂vi
β (ui(x, t)− υi)
}
W (v, x, t) = 0 (2.15){
∂
∂t
+
∂
∂xi
vi +
∂
∂vi
βi (ui − υi) + ∂∂ui Fi (v, u, x, t)
}
P (v, u, x, t) = 0 (2.16)
Note integrating the equation for P over all u gives the equation for W. We resolve ui(x, t)
and Fi(v, u, x, t) into mean and fluctuating parts,
ui = 〈ui〉+ u′′i ; Fi = 〈Fi〉+ F′′i (2.17)
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where 〈....〉 represents an ensemble average. Then the transport equations for mean values
of W and P, namely〈W〉 and 〈P〉 are
{
∂
∂t
+
∂
∂xi
υi +
∂
∂υi
β (〈ui〉 − υi)
}
〈W〉 = − ∂
∂υi
β
〈
u′′i W
〉
(2.18){
∂
∂t
+
∂
∂xi
υi +
∂
∂υi
β (ui − υi) + ∂∂ui 〈Fi〉
}
〈P〉 = − ∂
∂ui
〈
F′′i P
〉
(2.19)
when suitably normalized 〈W〉and〈P〉 represent the probability density at time t, that
a particle has (v, x) and (v, x, u) respectively. To solve these equations requires closure
relations for
〈
u′′i W
〉
and
〈
F′′i P
〉
. For simplicity we shall just deal with the case where
βij = βδij.
2.2 Closure approximation for a non-reactive gas-particle flows
2.2.1 Kinetic Method
A range of strategies for closing the turbulent flux can be found in the literature. The
methodologies underpinning these approaches can be divided into three distinct cate-
gories: (a) Furutsu-Novikov-based methods [59, 34][41, 102, 22, 101, 92, 21, 108], (b) La-
grangian history direct interaction (LHDI) methods [71], and (c) Van Kampen (VK) oper-
ator representation methods [62, 65]. These different approaches have been reviewed and
analyzed recently by Bragg et al. [4]. Recent work has suggested that the correspond-
ing kinetic equations are essentially equivalent [62]. However whilst the three closure
expressions exhibit superficial similarities, Bragg et al. have shown that there are funda-
mental differences which have an important bearing on their validity in inhomogeneous
turbulence. What all three methods do have in common is they represent the net force
due to the turbulence β 〈u′W〉 by gradient diffusion contributions both in velocity and
position and a body force (per unit mass) dependent on the statistical inhomogeneity of
the turbulence i.e it is zero in statistically stationary homogeneous turbulence). Thus is
general
〈 fiW〉 = −
(
∂
∂xj
〈W〉 λji + ∂∂υj 〈W〉 µji − κi 〈W〉
)
(2.20)
where for convenience we have written fi for βu′i. Note that dispersion coefficients appear
on the other side of the gradients in velocity and position than is normal. So in this context
they are more appropriately the components of stress tensors λ and µ (per unit particle
mass) rather than diffusion coefficients. Reeks [70] has shown that this form is a general
requirement of Random Galilean Transformation Invariance [45, 71]. Taking the forms for
λ and µ and κ given by the Furutsu-Novikov method,
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λji =
∫ t
0
〈Gjk(t∣∣s)Rki(xp(t |s ), s; x, t)〉 ds
µji =
∫ t
0
〈G˙jk(t∣∣s)Rki(xp(t |s ), s; x, t)〉 ds
κi =
∫ t
0
〈
Gjk(t
∣∣s) ∂
∂xj
Rki (xp(t |s ), s; x, t)
〉
ds (2.21)
R denotes an Eulerian two-point, two-time correlation tensor of the turbulent force field
f , that is
Rki(y, s; x, t) = 〈 fk(y, s) fk(x, t)〉 (2.22)
where xp(t |s ) is the particle position evaluated at time s along all particle trajectories
passing through x and υ at time t , i.e. in Eq.(2.22) y = xp(t |s ), with xp(t |t ) = x and
x˙p(t |t ) = υ. Gjk(t
∣∣s) are the components of a response tensor G given formally by the
functional derivative
Gjk(t
∣∣s) = δxpj (t |t )
δ fk(xp(t |s ), s)ds (2.23)
That is they describe the effect of a perturbation in the field f (x, s) applied at the particle
position xp(t |s ) at time s upon the position of the particle at time t. This can be obtained
by taking the functional derivative with respect to δ f (x, s) of the particle equation of
motion Eq.(2.13), so that
G¨jk + βG˙jk − β
(
∂
〈
uj
〉
∂xk
+
∂u′′j
∂xk
)
Gjk = 0 (2.24)
with the ’initial’ conditions Gjk(s
∣∣s) = 0, G˙jk(s∣∣s) = δjk. In Eq.(2.24) the spatial derivatives
of u and u′are evaluated along the particle trajectories xp(t |s ). The closure term given by
Eq.(2.20) based on the forms for λ and µ and κ given by Eqs. (2.21) is exact if the flow
field f (x, t) is Gaussian. We note that in the case of high inertial particles i.e.β → ∞ the
velocity gradient term in Eq.(2.20) dominates and the kinetic equation reduces to the well
known Fokker-Planck equation. The forms λ and µ and κ based on the LHDI approach
[71] are the same as those based on the Furutus-Novikov method except that the Eulerian
correlation R is replaced by fk(xp(s), s) fi (x, t). Thus it is Lagrangian correlations that are
involved rather than Eulerian correlations. In addition the stochastic response functions
Gjk are replaced by its deterministic components
〈Gjk〉, so that the equation for 〈Gjk〉 is
given by 〈G¨jk〉+ β 〈G˙jk〉− β∂ 〈uj〉∂xk 〈Gjk〉 = δ(t− s)δjk (2.25)
In the LHDI case then,
λji = 〈∆xj(t) fi(x, t)〉 µji = 〈∆υj(t) fi(x, t)〉 κi =
〈
∆xj(t)
∂ fi(x, t)
∂xj
〉
(2.26)
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where explicitly ∆xj(t) and ∆vj(t) are shorthand for ∆xj(x, υ, t|0) and ∆vj(x, υ, t|0) de-
noting changes in the particle position and velocity for a particle starting somewhere in
the particle phase space at some initial time s = 0 and arriving at the point x, υ at time
s = t . In terms of the deterministic response functions
〈Gjk〉, these changes are given by
∆xj(x, υ, t|0) =
∫ t
0 ds
〈
Gjk
〉
(t
∣∣s) fk(xp(t |s ), s)
∆υj(x, υ, t|0) =
∫ t
0 ds
〈G˙jk〉 (t∣∣s) fk(xp(t |s ), s) (2.27)
It is claimed that the result is exact for a process in which the displacements ∆xj(x, υ, t|0),
∆vj(x, υ, t|0) form a Gaussian process. Whilst both LHDI and FN closures would both
claim to be exact for Gaussian processes, the Gaussian process to which they refer are not
the same: in the case of LHDI, the Gaussian process refers to the Lagrangian statistics of
f (xp(s), s) along a particle trajectory in phase space whilst in the FN case it refers to the
field f (x, t); given that one process is prescribed as Gaussian does not imply that the other
is Gaussian. Bragg et al. [4] point out that in previous FN formulations, the determinis-
tic response functions
〈Gjk〉 (t∣∣s) were used in place of Gjk so that the contribution of the
fluctuations in the spatial gradient of f (x, t) was omitted. Whilst using this non-random
form for G formally closes the equation for 〈 fiW〉, Bragg et al. [4] have shown that the
inclusion of this random term ensures that the fully mixed criterion for a passive scalar
(particle Stokes number St→ 0)1 i.e. the absence of spurious drift. We will have need to
refer to this feature in more detail later on (see section 4.1.1 ). There is good reason how-
ever to use
〈Gji〉 instead of Gji other than for practicality. Calculations of the value of the
dispersion coefficients by Bragg et al. [3] in a fully developed KS of a turbulent boundary
using both
〈Gji〉 and Gji show little difference for St = 0.3, negligible difference at St = 0.8
and an imperceptible difference at St = 3. Using the deterministic response
〈Gji〉 shows a
resemblance between the FN and LHDI approaches that is reminiscent of Corrsin’s inde-
pendence hypothesis [82] which gives an approximate relationship between Lagrangian
and Eulerian timescales. So the Lagrangian correlation
〈
f j(x, υ, t|t′) fi (x, t)
〉
〈
f j(x, υ, t|t′) fi (x, t)
〉
w
∫
Rji(x′, t′; x, t) 〈δ(x′ − xp(t | t′))〉 d3x′
=
∫
d3x′Rki(x′, t′; x, t)G(x′ − x, t− t′) (2.28)
where G(x′ − x, t− t′) is the Green’s function solution for an instantaneous point source
δ(x′ − x)δ(t′ − t). This relationship arises naturally through the comparison between be-
tween LHDI and FN approaches without the necessity of invoking Corrsin’s hypothesis.
Finally we mention briefly the operator representation of Van Kampen (VK) which was
used by Pozorski and Minier [65] to obtains a PDF kinetic equation. This third form of the
kinetic equation is formally consistent with the fully mixed condition but fails to account
for a nonzero scalar flux contribution associated with nonuniform scalar distributions
in inhomogeneous, incompressible flows. Furthermore, this VK closure is based on an
expansion in terms of a small parameter reflecting the magnitude of turbulence intensity
relative to a rate scale for the decorrelation of turbulent flow velocities (weak turbulence
1B Stokes number St we mean the ratio of β−1/τf wheeτf is the typical timescale of the turbulence
encountered by a particle
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approximation). Correlations are based on mean trajectories i.e due to the mean flow,
ignoring the influence of the turbulence and whilst this affords a significant simplification
to the closure problem — removing conditional averages within the dispersion tensors —
the validity of such an approximation in strongly inhomogeneous flows is questionable.
In addition as Bragg et al. [3] point out, even for the simpler case of dispersion in isotropic
turbulence there seems to be a serious issue with the VK formulation. The VK diffusion
coefficients for fluid-point dispersion in isotropic turbulence suggests that the dispersion
rate should be proportional to the Eulerian integral time scale, rather than the Lagrangian
integral time scale. This is clearly incorrect and arises precisely because the VK dispersion
tensors contain correlations of the fluid velocity field evaluated along mean trajectories.
Therefore the question of the validity of the VK closure relates not only to inhomogeneous
flows but also to homogeneous, isotropic flows. This is not as we shall see the case with
FN and LHDI formulations.
2.2.2 Generalized Langevin Model GLM
Simonin, Deutsch and Minier (SDM) [86] derived an equation of motion for the fluid
velocity along a particle trajectory by starting from the Langevin equation which Pope
[38] has used as the analogue of the Navier Stokes equation for fluid point motion. Thus
along a fluid point trajectory
dui
dt
= −αij(x)u′′j + fi(x) + f ′′i (t) (2.29)
where fi(x) is the net viscous and pressure force per unit mass of fluid and f ′′i (t) is a white
noise function of time. Both SDM and Pope consider the equation of motion in differential
form because the white noise is assumed non differentiable. For convenience, we have
assumed that the white noise, like all turbulence related functions is differentiable: it has
white noise properties simply because it has a timescale much shorter than the timescale
over which u(t) varies along a fluid point trajectory O(α−1). For future reference we note
that
fi(x) =
D f 〈ui〉
Dt
+
∂
〈
u′′j u
′′
i
〉
∂xj
(2.30)
where
D f
Dt
=
∂
∂t
+ 〈uj〉 ∂∂xj (2.31)
SDM use this equation to generate an equation of motion for the fluid velocity along a
particle trajectory. That is if dpdt is the time derivative of the fluid velocity along a particle
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trajectory and similarly
d f
dt along a fluid point trajectory, then we have
dpui
dt
=
(
∂
∂t
+ υj
∂
∂xj
)
ui(x, t)
= (υj − uj)∂ui(x, t)∂xj +
d f ui
dt
= (υj − uj)∂ui(x, t)∂xj
−αiju′′j + fi(x) + f ′′i (t) (2.32)
SDM consider only the contribution from the gradient of the mean fluid velocity in this
equation of motion for the fluid velocity along a particle trajectory. That is they consider
the equation
dpui
dt
= (υj − uj)∂ 〈ui(x, t)〉∂xj − αiju
′′
j + fi(x) + f
′′
i (t) (2.33)
In effect this is equivalent to assuming that the contribution of the fluctuating fluid veloc-
ity gradient is absorbed into the white noise function f ′i (t). In the case of the white noise
function, the equation for 〈P〉 can be closed exactly namely 2〈
F′′i (x, t)P(v, u, x, t)
〉
=
〈
f ′′i (t)P(v, u, x, t)
〉
= −
∫ ∞
0
〈
f ′′i (0) f
′′
j (s)
〉
ds
∂ 〈P〉
∂uj
(2.34)
Then from Eq.(2.19), the equation for 〈P〉 used by SDM is:
∂ 〈P〉
∂t
+
∂
∂xi
υi 〈P〉+ ∂∂vi β
(
uj − υj
) 〈P〉
+
∂
∂ui
[
−αiju′′j + fi(x) + (υj − uj)
∂ 〈ui〉
∂xj
]
〈P〉
=
∫ ∞
0
〈
f ′′i (0) f
′′
j (s)
〉
ds
∂2 〈P〉
∂uiuj
(2.35)
and are spatially independent but varying in time.
3 Analytic solutions in simple flows
In cases where the turbulence is homogeneous and stationary and the mean carrier flow
is a linear flow field, the PDF equations for both KM and GLM have analytic solutions.
2Note the closure is also exact if f ′′(t) is Gaussian non-white but will include gradients of 〈P〉 in x and
v as well.
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Moreover, when the fluctuating aerodynamic force is a Gaussian random force, both PDF
methods, given the same form for the carrier flow correlation along a particle trajectory,
will give identical results [73]. Furthermore these solutions can be used as a basis for
dealing with more complex flow fields (e.g. in constructing appropriate constitutive rela-
tions), give some insights into the basic diffusion process and can be used as test cases to
check out numerical methods that are appropriate in more general cases. In this section
we will present some results for dispersion of point sources in mean flows which are (a)
uniform, (b) simple shear and (c) rotational. The results are taken from Hyland et al. [42],
Swailes & Darbyshire [92] and Reeks [73]. As a preliminary we note as in [92] that if for
convenience we introduce the phase space variable ℘ = (x, υ), then the solution of the
PDF equation for an instantaneous point source is a Gaussian G(℘, t) given by
G(℘, t) = (2pi)−n det {Θ}− 12 exp
{
−1
2
(℘−m) ·Θ−1(℘−m)·
}
(3.1)
where Θ is the matrix of ensemble covariances of ℘ as a function of time t and m = (xˆ, vˆ)
where xˆ and vˆ are the solutions of x(t) and υ(t) respectively without the turbulence start-
ing from some initial values x0 and υ0 at time zero (the point of release) and detΘ(0) = 0.
The solution for the particle spatial concentration at x∗ in a frame of reference moving
with velocity vˆ(t) whose origin coincides with the point of release x0 at time zero, satis-
fies the simple diffusion equation:
∂〈ρ〉
∂t
=
∂
∂x∗i
Dij(t)
∂
∂x∗j
〈ρ〉+ δ(x∗)δ(t) (3.2)
where the diffusion coefficients Dij(t) are the particle ensemble covariances 〈x∗i (t)υ∗j (t)〉.
The solution is a Gaussian in x∗of the general form
G(x∗, t) = (2pi)−3/2 det (〈x∗x∗〉)−1/2 × exp(−1
2
x∗〈x∗x∗〉−1x∗) (3.3)
That is in the fixed frame of reference the the contours of constant concentration will
be concentric ellipses (in 2-D) centered at xˆ(t). For the mean density weighted particle
velocity we have:
v = vˆ+ 〈v∗x∗〉〈x∗x∗〉−1x∗ (3.4)
that is the mean particle flow field is linear in x and for the density weighted particle
velocity covariances we have
v′v′ = 〈v∗v∗〉− < v∗x∗〉〈x∗x∗〉−1〈x∗x∗〉 (3.5)
and are spatially independent but varying in time.
3.1 Uniform flows
The features of dispersion in this flow have been extensively simulated and measured,
particularly the particle diffusion coefficient and particle velocity covariances (see Stock
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Figure 3.1: Ratio of the particle diffusion coefficient, Dp(t) to the long term fluid element
diffusion coefficient, D f (∞) in homogeneous statistically stationary isotropic turbulence:
DNS and experimental measurements, the influence of inertia (Stokes number, St) τp/Tf .
From Squires & Eaton [89].
[90] ). Forms for the long time particle diffusion coefficient Dp(∞) have been much quoted
in isotropic turbulence both with and without gravity e.g. [66]. The PDF equation repro-
duces the right result, namely: for Stokes drag
Dp(∞) =
1
3
∫ ∞
0
〈u(0)u(s)ds (3.6)
where we have used ~u(s) as shorthand for u(x | s) the carrier flow velocity along a parti-
cle trajectory measure d at time s with u(x | 0) = x. The absence of x in Eq.(3.6) is meant
to imply an independence on the initial position at s = 0. It is a result we shall deduce
later from the momentum equation and which shows that the particle response time (in-
ertia) dependence is reflected only in the way this quantity determines the timescale of
u(s) along a particle trajectory: whether the carrier flow timescales along a particle trajec-
tory are bigger or smaller than those along a fluid element trajectory. In fact particles with
more inertia appear to have a long time diffusion coefficient that is greater than that for a
fluid element or passive tracer. This is shown in Figure 3.1 based on the results obtained
by Squires & Eaton [89] for particle diffusion in DNS statistically stationary isotropic ho-
mogeneous turbulence.
The vertical axis is the ratio of the particle diffusion coefficient compared to that of the
fluid or passive scalar. The calculations were done for a range of particle Stokes numbers
St from 0.06 to 0.35 where Stokes number is the ratio of the particle response time τp to
the integral timescale of the flow Tf . You can see that for all the Stokes numbers, the long
time values of the diffusion coefficient are greater than that of the carrier flow, the greatest
value being for St = .35 but with little difference between this value and the value for
14
PDF Models for Dispersed Particle Flows M. W. Reeks. O. Simonin, P. Fede
St = 1.09. The formula in Eq.(3.6) is also appropriate for particles settling under gravity
or in an electric field as with the measurements of Wells and Stock [98]. The timescales
of fluid motion along a particle trajectory depend upon the time it takes for a particle to
move from one eddy to another in the flow field. The faster the particle moves the shorter
the timescale of the fluid motion it encounters, assuming that the eddy lifetime is much
longer than the transit time of the particle. If υg is the settling velocity and le the spatial
length scale then le/υg  τe where τe is the eddy decay time. Since τe ∼ le/u′ this implies
u′/υg  1 in which case
Dp(∞) =
∫ ∞
0
RE(0, vgt)dt (3.7)
where RE(t, x) is the carrier flow spatial velocity correlation (in a frame moving with the
settling velocity vg with a separation x measured in the direction of gravity. Dp(∞) in this
case refers to the diffusion coefficient for diffusion in the direction of gravity. Reeks [70]
shows how the phase space density changes with time as it moves towards its long term
form in which case the velocity distribution is a Maxwell-Boltzmann distribution with a
mean square velocity given by
〈υ2(∞)〉 = β
∫ ∞
0
e−βs 〈u(0) · u(s)〉 ds (3.8)
where υ = |v|.
Figure 3.2: Analytic solutions for the mean particle velocity field for an instantaneous
point source at the center of a simple shear flow and a rotating flow: β = 1; normalised
strain rate S = 1, and angular rate of rotation ω = 1 at time t = 1 [93].
15
PDF Models for Dispersed Particle Flows M. W. Reeks. O. Simonin, P. Fede
3.2 Simple shear & rotational flows for KM and GLM
Whilst the KM and GLM approaches are compatible with one another for a Gaussian
process, there is an important difference between the two approaches, namely the GLM
approach provides a model for particle transport and at the same time as a model for
the turbulence encountered by the particle, which encompasses in the limit of very small
particles, the turbulence of the carrier flow itself. In the KM approach, this information
must be prescribed independently, either on the basis of experiment, or from a separate
model like the GLM.
3.2.1 Analytical solutions based on KM
Using the general result in Eqs.(3.1) and (3.3) Swailes et al. [93] have evaluated the parti-
cle spatial concentration and mean velocity fields in a simple shear and rotational mean
carrier flow fields, and compared them with results obtained from a random flight simu-
lation in which the turbulence is Gaussian with an exponential decaying autocorrelation.
Results were obtained for both Stokes drag and a combination of drag and lift appropri-
ate for low particle Reynolds numbers. In all these cases the equation of motion of the
particle is given by:
x¨ = v˙ = β · (S · x− v+ u′′(t))
where S is the strain rate tensor. Some of their results are reproduced in Figures 3.2 for
the case of Stokes drag with the particle response times and shear rates normalized on the
fluid integral timescale along a particle trajectory. For the simple shear and rotating flow
we have respectively:
S =
[
0 S
0 0
]
S =
(
0 ω
−ω 0
)
For the sake of brevity we show in Figure (3.2) only analytic solutions for the the form of
the underlying mean particle flow for both these types of dispersion at some time after
releasing the particles from the origin. Normalizing timescales on the integral timescale of
the turbulence, the cases shown in Figure 3.2, correspond to t = 1, β = 1, S = 1,ω = 1. We
will consider the results for particle concentration in the simple shear when we consider
solutions based on the GLM in the next section for which KM using the same carrier flow
autocorrelation along particle trajectories would give identical results. We note that for
the simple shear flow the concentration contours are ellipses concentric about the origin of
the shear whose principal axes rotate in time as the concentration decays until they align
with the carrier mean shear. In contrast in the rotating flow the concentration contours,
like those in uniform flow, are all circles centered about the origin. The rate of diffusion
outwards is greater than that in uniform flow because the mean spatial variation of the
flow flow enhances the diffusion (the spreading of the particles)
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Figure 3.3: Dispersion of particles in a simple mean shear flow based on Pope’s GLM
versus Stokes number β−1. S is the strain rate normalised on the turbulence integral time
scale versus Stokes number β−1. In the graphs eSij =
〈
υ′′i xj
〉
.
3.2.2 GLM for a simple shear
In this regard a more detailed analysis has been performed for particle dispersion in sim-
ple shear based on Pope’s GLM approach which demonstrates the the compatibility of the
two approaches whilst at the same time highlighting the extra information that the GLM
approach provides relating to the underlying carrier flow encountered by the particle. In
this simple case Pope’s analogue equation is
dui
dt
= α
(
Sijxj − ui
)
+ f ′′i (t) (3.9)
Sij = Sδi1δj2
where α in this case is assumed constant and isotropic.
Using a simple model for the Reynolds shear stresses based on Pope’s GLM model [38],
exact solutions have been obtained for the particle kinetic stresses (velocity covariances)
and the particle diffusion coefficients associated with an instantaneous point source lo-
cated at the center of the shear [73]. The results for the particle kinetic stresses are shown
in Figures 3.3(a) as a function of the particle response time suitably normalized on the
timescale of the turbulence which is homogeneous and stationary (effectively the parti-
cle Stokes number St). x1 is the streamwise direction and x2 cross-streamwise direction.
What is plotted is the difference between the streamwise and cross-streamwise compo-
nents for the normal stresses normalized on S2
〈
u′2
〉
where S is the strain rate normalized
on the time scale of the turbulence. Whats is noticeable is that the difference is positive
and increases with Stokes number. As the particles cross the shear they extract turbu-
lent energy from the mean flow – it’s the work done by shear stresses in the streamwise
direction which appears as an increase of turbulent kinetic energy in the streamwise di-
rection . The second graph in Figure 3.3(b) is even more revealing. A calculation is made
17
PDF Models for Dispersed Particle Flows M. W. Reeks. O. Simonin, P. Fede
of the diffusion coefficients eSij which relate the diffusion current ji to the gradients of the
concentration gradient i.e.
ji = 〈ui〉 〈ρ〉 − eSij
∂
∂xj
〈ρ〉 (3.10)
Here we see the particle current composed of a convective term proportional to the local
mean carrier flow and a long term a diffusive current. What is most interesting is the
particle diffusion coefficient in the streamwise direction compared to that in the cross-
streamwise direction. We note that for all Stokes numbers it is –ve, which includes that
for a passive scalar! This does not imply however that contrary to the Second Law that
a blob of particles will always contract rather than expand. These diffusion coefficients
make a small contribution to the way a blob will diffuse. Particles will diffuse in the
streamwise direction because as they move upwards or downwards they will experience
larger positive or negative velocities according to how far away they are away from the
origin. And that displacement is randomly positive or negative because it is determined
by dispersion in the cross streamwise direction. So it is this process that makes the blob
stretch in the streamwise direction. The –ve diffusion coefficients reduce this process but
never reverse it.
a) short term dispersion b) long term dispersion
Figure 3.4: Concentration contours and particle mean velocity; St = 1, normalised strain
rate S =1, at (a ) t = 1, (b) t = 6 where t is in units of the integral timescale. Concentration
contours represent a constant fraction f of the concentration at the center of the shear,
f = 1− 0.02n, n = 1, 2, ....k
Figure 3.4 shows a picture of the concentration contours and the mean particle velocities
at a time ∼ integral time scale after they were released from the center of the shear where
the mean velocities are almost radial and later where they have rotated to align with he
velocities of the shear during which time the contours have expanded. As noted previ-
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ously the mean concentration contours at any given time are expanding ellipses possess-
ing the same principal axes centered at the origin, which rotate first anti-clockwise and
then clockwise until the major principal axis aligns with the streamwise direction. The
rotational component of the particle mean velocity follows a similar behavior though the
changeover from anti-clockwise to clockwise is much more gradual. Although one of the
principal strain rates of the mean particle velocity field becomes compressional during
the approach to equilibrium, the divergence of the mean particle velocity field is always
positive ensuring the mean particle concentration decreases everywhere and for all time
consistent with the Second Law of Thermodynamics. See Figure 3.4 for the corresponding
concentration and mean velocity vectors during the dispersion.
The possibility of this occurring has been noted before for passive scalar diffusion .
4 Continuum equations and constitutive relations for the
dispersed phase (without collisions)
The continuum equations refer to the equations for the net transport of mass, momentum
and kinetic stress of the particle phase and can be generated from the PDF equations
for 〈P〉 or 〈W〉 by multiplying them by an appropriate power of m υ′pi υ′qj υ′rk .... and then
integrating over all u and v (for 〈P〉) and over all v (for 〈W〉 ) where m is the mass of a
particle (assuming that all the particles for the sake of simplicity have the same mass m)
and v′ is the fluctuating value of v relative its mean density weighted value v. Thus:
mass (〈ρ〉) = m
∫
〈P〉(v, u, x) dvdu (4.1)
momentum 〈ρ 〉υ¯i = m
∫
〈P〉(v, u, x)υi dvdu (4.2)
kinetic stress 〈ρ〉υ′iυ′j = m
∫
〈P〉(v, u, x)υ′iυ′j dvdu (4.3)
So the quantities υj and υ′iυ
′
j are the particle mass density weighted mean and covariance
3of the particle velocities at (x, t). The continuum equations are from equation(2.18):
∂〈ρ〉
∂t
+
∂
∂xi
〈ρ〉υi = 0 (4.4)
〈ρ〉Dp
Dt
υ¯i = − ∂∂xj 〈ρ〉υ
′
iυ
′
j + 〈ρ〉β(〈ui〉 − υi) + β〈ρ〉u′′i (4.5)
〈ρ〉Dp
Dt
υ′iυ
′
j = −
∂
∂xk
〈ρi〉+ 〈ρ〉υ′jυ′k
∂υ¯i
∂xk
+ 〈ρ〉υ′iυ′k
∂υ¯j
∂xk
−〈ρ〉β(2υiυ′j −
{
υ′iu
′
j + υ
′
ju
′
i
}
) (4.6)
3alternatively the particle kinematic kinetic stresses
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where and DpDt is the particle substantial derivative i.e
Dp
Dt
=
∂
∂t
+ υj
∂
∂xj
So we require closed expressions for :
1. u′ the average fluid velocity relative to 〈u〉 encountered by a particle ;
2. u′kv
′
j the carrier-particle velocity covariances
3. 〈ρv′kv′jv′i〉 the turbulent kinetic energy flux
Note the distinction here between variables u′′i and u
′
i. Here and throughout we shall
use superscripts ′′ and ′ to refer to random variables relative to 〈u〉 and particle density
weighted averages respectively e.g. v′′ = v− 〈u〉 ; v′ = v− v.
4.1 Constitutive relations based on the Kinetic Method
Using the kinetic equation(2.18) with equation(2.20), together with the simpler LHDI
forms for the phase space dispersion coefficients given in Eq.(2.26) and suitably inte-
grating Eq.(2.18) over all particle velocities to form transport equations for the particle
phase momentum and particle kinetic stresses, and comparing the resulting equations
with equation(4.5) and equation(4.6), we obtain the identities:
u′′i 〈ρ〉 = −
∂
∂xj
(〈
∆xj(x, t|0)u′′i (x, t)
〉 〈ρ〉)−〈∆xj(x, t|0)∂u′′i∂xj
〉
〈ρ〉 (4.7)
u′iυ
′
j = 〈∆vj(x, t|0)u′′i (x, t)〉 −
∂vj
∂xm
〈∆xm(x, t|0)u′′i (x, t)〉 (4.8)
where the displacements ∆v and ∆x refer to all particle trajectories arriving at x at time
t irrespective of their velocity. 〈u′′i (x, t)∆υj(x, t|0)〉 is the fluid-particle velocity diffusion
coefficient and 〈u′′i (x, t)∆xj(x, t|0)〉 the fluid-particle spatial diffusion coefficient.
It is noticeable from equation(4.7), that the turbulent interfacial momentum transfer term
βu′′〈ρ〉 will contribute an interfacial surface force to the particle phase momentum equa-
tion which combines with the particle Reynolds stresses to give a pressure tensor p whose
components are expressible in terms of an equation of state, namely at x
pij/ 〈ρ〉 =
〈
υ′iυ
′
j
〉
+ β〈∆xj(x, t|0)u′′i (x, t)〉 (4.9)
where v′ is the particle velocity fluctuation relative to the mean velocity v at (x,t). Eq.(4.9)
in turn encapsulates a fundamental relationship between the components of p and a set
of coefficients eij,
pij/ 〈ρ〉 = βe†ij (4.10)
eij = β
−1
〈
υ′iυ
′
j
〉
+ 〈u′′i (x, t)〉∆xj(x, t|0) (4.11)
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where e†ij is the transpose of eij. Expressing the right hand side in the way we have done
demonstrates a close relationship to the particle diffusion coefficients associated with par-
ticles dispersion in generic flows like those considered in Section 3 We note that its these
coefficients that are the analogue of temperature not the particle kinetic energy. These re-
sults have also been derived independently using the Clausius viral theorem of classical
kinetic theory [70]
4.1.1 The particle momentum equation interpreted as an advection-diffusion equa-
tion
It is clear from the momentum equation that when the inertial term Dυi/Dt is small com-
pared to the other terms, the transport is described by a simple advection gradient diffu-
sion equation for which the components of the particle mass flux j
ji = −eij ∂〈ρ〉∂xj + υD (4.12)
in which the diffusion coefficients eij are identical to those given in Eq.4.10 and the con-
vection velocity is given by:
υD = 〈u〉+ vd; (4.13)
vd = −β−1
{
∂
∂x
· v′v′
}
−
〈(
∂
∂x
· ∆x(x, t | 0)
)
u′′(x, t)
〉
(4.14)
The first term on the RHS of Eq.(4.14) has been referred to as the turbophoretic velocity
[68], the additional contribution from the second term is entirely due to the structure of
the flow. It should be zero for inertialess particles which follow the flow [3]. According
to this approach, gradient diffusion is always the case for particles which follow the flow:
indeed the set of diffusion coefficients eij reduce to the local average
eij =
〈
u′′i (x, t)∆xj(x, t|0)
〉
(4.15)
In the case of statistical stationary homogeneous turbulence, advection diffusion applies
to the case for inertial particles in the long term for dispersion in an unbounded flow
when βt  1, or when the particles are confined and the system approaches equilibrium
in which case ∂ρ/∂x→ 0. In this case substituting the formula
〈
υ′iυ
′
j
〉
= β
∫ ∞
0 e
−βsu′′i (0)u
′′(s)ds
and ∆xj(x, t|0|) =
∫ ∞
0 (1− e−βs)u′′j (s)ds into the formula for eij in Eq.4.11) we would ob-
tain the result in 3.6 for statistically stationary isotropic homogeneous turbulence.
It is very interesting to point out that similar arguments were used by Einstein [26] to
evaluate the diffusion coefficient of Brownian particles. Here we have an almost identical
particle equation of motion except the driving force (due to the turbulence carrier flow) in
our case is not limited to white noise as it is in the case of Brownian motion due to molec-
ular bombardment of the suspended particles. What Einstein recognized was that the
momentum equation (in this case the balance of the pressure gradient with the weight of
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the particles) implies a diffusion equation for the suspended particles as they approached
their long terms equilibrium state and in particular as the average particle concentration
∇ 〈ρ〉 → 0. So instead of an isothermal system, what we have is a statistical stationary ho-
mogeneous isotropic turbulent flow and we consider an equilibrium state in which there
is a balance between the pressure gradient and a body force acting on the particles, the
obvious one being the weight of the particles, so in effect we are considering the weight
of an elemental volume of particles balanced by the pressure gradient acting across it as
Einstein did.
We note however that the coefficients eij defined in general in Eq.(4.11) are not the same
as the diffusion coefficients eSij for particle dispersion in a simple linear shear flow referred
to in Eq.(3.10) except in the case of inertialess particles that follow the flow β−1 = 0. In
general
eSij =
〈
υ′′i xj
〉
(4.16)
The reason for the discrepancy between eij and eSij for particles with inertia, is that while
the process is still diffusive (for particles released from the center of the shear) the inertial
acceleration term Dυi/Dt in the particle momentum Eq.(4.5) also makes a finite contri-
bution to eSij along with normal gradient diffusion term in the momentum equation from
which eij is derived.
4.1.2 u′kv
′
j the carrier-particle velocity covariances
Referring to the transport equation Eq.(4.6) for the particle kinetic stresses (which includes
the particles’ turbulent kinetic energy), the particle-carrier flow velocity covariances are
given in KM by
u′iυ
′
j = 〈u′′i (x, t)∆υj(x, t|0)〉 − 〈u′′i (x, t)∆xm(x, t|0)〉
∂υj
∂xm
(4.17)
where the displacements ∆v and ∆x refer to all particle trajectories arriving at x at time
t irrespective of their velocity. Substituting these expressions for the carrier flow-particle
velocity covariances into the transport equation (4.6) for the particle kinetic stresses gives
〈ρ〉 D
Dt
υ′mυ′n = −
∂
∂xi
〈ρυ′iυ′mυ′n〉 − 〈ρ〉
[
∂υn
∂xl
plm +
∂υm
∂xl
pln
]
+2〈ρ〉β
{
µSmn − υ′mυ′n
}
(4.18)
where µSmn refers to the components of the symmetric part of µ = 〈u′′(x, t)∆v(x, t|0)〉
So referring to the terms on the rhs of Eq.(4.3):
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Figure 4.1: Simulation (particle tracking) and KM predictions using Chapman Enskog
Approxiamtion Eq.(4.19) for turbulent pipe flow
1. The first term is a third order velocity moment of the particle pdf which we can refer
to as the turbulent kinetic stress flux that for m = n includes the turbulent kinetic
energy flux and is a term that requires closure. In this case one can use the methods
developed in kinetic theory to approximate this term. In particular applying the
Chapman Enskog (C-E) approximation gives the following relationship involving
the gradients of the velocity covariance and the particle diffusion coefficients eij, a
result obtained by Swailes & Sergeev [94] among others,
υ′iυ
′
jυ
′
k = −eli
∂
∂xl
υ′jυ
′
k − el j
∂
∂xl
υ′iυ
′
k − elk
∂
∂xl
υ′iυ
′
j (4.19)
Compare their result with the form used for t3rd order moment in single phase flow
by Daly & Harlow [18]. How accurate it is and how important it is it to take it into
account is illustrated by the 2 graphs in Figure 4.19 giving a comparison with results
from tracking many particles in a channel flow and then averaging. Figure 4.1(a)
shows the particle tracking result for the triple moment in the normal stream wise
direction compared with that obtained from the Chapman Enskog approx and those
based on approximation derived from a transport equation for the triple moments
where 4 th order moments are closed assuming a Gaussian distribution, known as
the quasi normal approx. The C-E approx does well but under predicts the maxi-
mum. The center of the channel is at R = 1. and the walls at R = 0. Figure 4.1(b)
shows the contribution the triple correlation makes to the particle velocity covari-
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ance or kinetic stresses clearly indicating they make a significant contribution near
the walls.
2. The second term in brackets represent “viscous” 4losses from the action of surface
forces p (as defined in equation(4.10) in changing the shape and size of an elemental
volume of the dispersed flow as it moves through the mean shear gradients of that
flow. So this terms acts as a source of production of turbulent kinetic energy for the
suspended particles. We recall in the case of particle dispersion in a simple shear
flow the particle rms velocity in the streamwise direction (in the direction of the
straining) is greater than that in the cross-streamwise direction by an amount that is
proportional to the strain rate (See Figure 3.3(a))
3. The third and fourth terms are net loss and production terms arising from an in-
ternal volume dissipative force −βv′ (3rd term) and a driving force β · u′′(x, t) (4th
term). Here υ′ = |v′|We note that at equilibrium in homogeneous turbulence
υ′2 = 〈u′′(x, t) · ∆v(x, t|0)〉
w all other terms being zero. Using the appropriate form for ∆vi(x, t|0) gives the
correct analytic form 3.8:
υ′2 = β
∫ ∞
0
e−βs〈cu′′(0) · u′′(s)〉ds
where vecu′′(s) is the fluctuating carrier flow velocity along a particle trajectory;
4.1.3 Form for kinetic stresses for β−1  1
The particle kinetic stresses depend explicitly on the shearing of the dispersed phase (the
term in square brackets in Eq.(4.18)) and the shearing of the carrier flow (the terms in-
volving 〈u′′i (x, t)∆υn(x, t|0)〉 in Eq.(4.18)).
To illustrate this behavior still further lets refer to 〈u′′(x, t)∆v(x, t|0)〉 by ζ and divide it
into a homogeneous part ζ(0) (as if the flow was uniform and independent of the shearing
of the carrier flow) and a deviatoric part δζ linear in the local shearing of the carrier flow.
Likewise we divide the particle kinetic stress into similar components. Consider thus the
case when β−1 is very small (almost fluid point motion). Only a balance of the terms of
order β are important in the kinetic stress equation, so that we have
−2δυ′nυ′m + {δζmn + δζnm} − emi
∂υn
∂xi
− eni ∂υm∂xi = 2υ
′
nυ
′
m
(0) −
{
ζ
(0)
mn + ζ
(0)
nm
}
The terms on the LHS contain all the deviatoric terms and the terms of the RHS are all
the homogeneous terms.The whole equation must express the fact that in this limit, the
particle velocity covariances are the same as the carrier flow covariances: this is consistent
4equivalent to viscous losses and increasing the temperature in a flowing gas
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with the bracketed terms containing all the homogeneous forms and the deviatoric terms
being both zero. The implication for the sum of the deviatoric terms being zero is that
δυ′nυ′m = −emi
∂
∂xi
(υn − un)− eni ∂∂xi (υm − um) β
−1 → 0 (4.20)
: that is the particle deviatoric kinetic stresses in the limit of very small particles are linear
in the relative shearing between the carrier and dispersed phases. For the case of very
large particles the contribution from the interfacial momentum transfer term to the devi-
atoric particle Reynolds stresses drops to zero with hence no explicit dependence on the
shearing of the carrier flow: the contribution is entirely viscous.
4.2 Constitutive relations based on Generalized Langevin Model (GLM)
The closure expressions in this case are transport equations for u′′ and u′kv
′
j derived from
the GLM PDF equation for 〈P〉 equation(2.35). Multiplying equation(2.35) by ui and inte-
grating over all v and u we have
∂
∂t
〈ρui〉+ ∂∂xj 〈ρυjui〉 = { fi(x)− αiju
′′
j + (υ¯k − u¯k)
∂〈uj〉
∂xk
}〈ρ〉
Recognizing that we can rewrite the LHS as
∂
∂t
〈ρui〉+ ∂∂xj 〈ρυjui〉 = 〈ρ〉
Dp
Dt
〈ui〉+ 〈ρ〉
Dp
Dt
u′′i +
∂
∂xj
υ′ju
′
i〈ρ〉 (4.21)
and that from equation(2.31) and equation(2.17),(
∂
∂t
+ u¯j
∂
∂xj
)
〈ui〉 =
D f
Dt
+ u′′j
∂〈ui〉
∂xj
and using the relationship given in equation( 2.30), gives finally the transport equation
for u′′i , namely
〈ρ〉Dp
Dt
u′′i = −
∂
∂xj
υ′ju
′
i〈ρ〉+ 〈ρ〉
∂
∂xj
〈
u′′j u
′′
i
〉
)
−
{
∂〈ui〉
∂xj
+ αij
}
u′′j 〈ρ〉 (4.22)
A transport equation can also be obtained for u′kv
′
j by transforming the GLM PDF equa-
tion into an equation for P(v′, u′, x, t), multiplying the resulting equation by u′iv
′
j and then
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integrating over all u′ and v′. This gives
〈ρ〉Dp
Dt
u′iv
′
j = −
∂
∂xk
〈ρ〉u′iυ′jυ′k − 〈ρ〉υ′jυ′k
∂u′′i
∂xk
−
(
〈ρ〉u′iυ′k
∂υj
∂xk
+ υ′ju
′
k
∂uj
∂xk
)
−〈ρ〉β
(
u′iυ
′
j − u′iu′j
)
+〈ρ〉αiku′kυ′j (4.23)
Fluid-particle velocity correlation models
The general form of α in Popes GLM model is assumed to be linear in the local strain sates
of the carrier flow the form, i.e.
αij = α
(0)
ij + β2
∂ui
∂xj
(4.24)
where α(0)ij is the homogeneous (strain rate independent ) component and β2 a constant
whose value is obtained from measured values of one-point statistics. In the case of the
SDM model the values of α(0)ij are dependent on the particle itself since they refer to fluid
timescales viewed by the particle. In particular SDM account for the influence of crossing
trajectories by choosing the following form for α(0)ij ,
α
(0)
ij =
δij
τf p,⊥
+
[
1
τf p,‖
− 1
τf p,⊥
]
nˆinˆj
where τf p,⊥ and τf p,‖ are the turbulent characteristic time scale of the fluid velocity fluc-
tuations viewed by the particles in the direction normal and parallel to the mean relative
velocity vector Vr between particle and carrier flow which has direction cosines ni. Thus
adopting the same approach as Csanady [16] for gravitational settling , τf p,⊥ and τf p,‖are
given by
τf p,‖ = τf (1+ Cζ2r )−1/2 τf p,⊥ = τf (1+ 4Cζ2r )−1/2
where
ζ2r =
3
∣∣Vr∣∣2
〈u′ · u′〉
For closure of the transport equation for the fluid-particle covariances in Eq.(4.23), we
need finally a closed expression for is fluid-particle velocity ρu′iυ
′
jυ
′
k for the particle fluid
covariance flux. In the case of the scalar particle fluid covariance u′ · v′ for which Simonin
[61, 86] has used a Boussinesq approximation
〈ρu′ · v′v′i〉 = −〈ρ〉νtf p
∂
∂xi
〈u′ · v′〉
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where νtp f is referred to as the fluid-particle turbulent viscosity written in terms of the
timescale of the fluid along a particle trajectory τp f , namely
νtp f =
1
3
〈u′ · v′〉τp f
Using this gradient approximation of the particle fluid velocity fluxes and the expressions
for αij, the transport equation can in principal be solved for the linear form for αij in
equation 4.24. Fevrier and Simonin [32], from a computational point of view, have derived
an algebraic model for the off-diagonal of the particle-fluid covariances which they then
use in conjunction with a transport model for the scalar fluid-particle covariance 〈u′ · v′〉.
This algebraic model is derived from equation4.23, assuming equilibrium of the fluid-
particle turbulent velocity correlation tensor in single-phase flow, namely
〈u′mυ′m〉
[
d
dt
〈u′iυ′j〉 − Dij
]
= 〈u′iυ′j〉
[
d
dt
〈u′mυ′m〉 − Dmm
]
where Dij refer to the diffusive component (gradient of the fluid-particle velocity flux)
in the transport equation for the fluid-particle covariance. Then from the fluid-particle
correlations transport equation (4.23) , one obtains
the algebraic model:
〈u′iυ′j〉 =
1
3
〈u′ · v′〉δij + 〈u
′ · v′〉
〈u′2〉
[
〈u′iu′j〉 −
1
3
〈u′2〉δij
]
− 1
2β〈u′2〉
[
〈u′ · v′〉
{
〈u′iυ′k〉
∂υj
∂xk
+ (1− β2)〈u′iυ′k〉
∂uj
∂xk
}
−〈u′iυ′j〉
{
〈u′mυ′n〉
∂υm
∂xn
+ (1− β2)〈υ′mu′n〉
∂um
∂xn
}]
(4.25)
where 〈u′2〉 = 〈u′ · u′〉. For practical application, this algebraic expression may be used
with the transport equation of the fluid particle covariance 〈u′ · v′〉 obtained directly from
Eq.(4.23). Fevrier and Simonin go further and derive an even simpler model than the
algebraic model by assuming that the fluid-particle covariance tensor anisotropy is small,
so that for instance certain ratios in the algebraic model equation can be replaced by their
local quasi homogeneous value. Thus
〈u′ · v′〉
〈u′2〉 =
βτf
1+ βτf
This sort of approximation gives a Boussinesq or eddy-viscosity model for the fluid-
particle velocity covariance, namely
Eddy viscosity model
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Figure 4.2: Particle rms velocity predictions of Simonin [85] using the kinetic stress trans-
port equation compared to experimental measurements in a vertical channel flow [78]
and a turbulent round jet [40].
〈u′iυ′j〉 =
1
3
〈u′ · v′〉δij +
βτf
1+ βτf
{
〈u′iu′j〉 −
1
3
〈u′ · v′〉
}
−
νtp f
1+ βτf
{
∂υj
∂xi
− 1
3
divv
+(1− β2)
(
∂ui
∂xj
− δij
3
divu
)}
(4.26)
In section 4.3 we compare the predictions for the dispersion of particles in a particle-laden
jet and a vertical channel flow
4.3 Comparison of predictions with experimental results for non-uniform
unbounded flows
Here we briefly consider the application of the PDF approach for predicting the concen-
tration, mean velocity and velocity covariances of a a dilute suspension of particles in non
uniform flows where near wall behavior is not a feature. In particular in Figure 4.2 we
show the predictions of Simonin and Fevrier [85] using a particle kinetic stress transport
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model of the particle mean and rms velocities in a vertical channel flow and in a turbu-
lent round jet compared with the experimental measurements of Rogers and Eaton [78]
for the vertical channel flow and that of Hishida and Maeda [40] for the round jet. The
results show the significant difference between the streamwise and normal streamwise
rms particle velocities in the case of channel flow and between the axial and radial rms
velocities for the round jet. You can see that the greatest difference near the walls in the
vertical channel flow where the shear stresses are greatest and also near the nozzle in the
case of the round jet. In both cases this is due to the work done by the kinetic stresses
as the mean shearing of the particle flow compresses or dilates the particle flow in the
direction in the streamwise or axial direction (see the terms proportional to the mean
shearing Eq.(4.6) which are responsible for the difference). Note that in the case of the
jet, the kinetic stress transport model gives slightly better predictions for the radial rms
velocities than the quasi homogeneous model due to the contribution of the gradients of
the triple correlation. This is one of many examples where comparison between model
predictions and experimental measurements have been made . However it does provide
very good examples of the application of the transport equation for the particle kinetic
stresses Eq.(4.3) where the the work done by the mean shear of either phase introduces a
significant anisotropy into the particle velocity covariance as is also the case of dispersion
in a simple shear .
Figure 4.3 shows the axial and radial particle rms velocities for the turbulent round jet
as a function of radial location for a range of axial distances from the jet nozzle. Whilst
showing the same anisotropy in the axial and radial rms velocities as in Figure 4.2, the
Figure also indicates the contribution of the particle fluid covariances based on the al-
gebraic model (Eq.(4.25)) and the eddy viscosity model Eq.(4.26). Application of the al-
gebraic model accurately predicts the values in the particle velocity fluctuations in both
the axial and radial directions for all measured axial locations. The fluid-particle eddy
viscosity model is reasonably accurate in predicting the radial velocity fluctuations but
clearly under predicts the axial values.
5 Particle-wall interactions and transport in turbulent bound-
ary layers
Not only does the PDF approach provide a formal way of deriving the continuum equa-
tions and constitutive relations of the dispersed phase but it also correctly deals with the
near wall behavior and particle-wall interactions that form the natural boundary condi-
tions of the dispersed phase. Applying boundary conditions to the continuum equations
themselves as is done for the continuous phase two-fluid modeling is inappropriate be-
cause such boundary conditions imposed are artificial. In reality the natural boundary
conditions have to do with the particles’ response to the surface molecular forces which
for an impacting particles at a solid surface express a relationship between the distribu-
tion of particle velocity before and after impact with possible deposition/absorption and
subsequent resuspension of the deposited particles sometime later. So whilst the veloc-
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Figure 4.3: Turbulent round jet. Further GLM predictions versus experimental measure-
ments of the radial and axial particle rms velocities as a function of radial location for a
range of axial distances (Simonin [85]) .
ity distribution at the wall is an important feature of the boundary conditions, it is not
known a priori but is an intrinsic part of the calculation.
In this section we briefly review the work of Swailes et al. [19, 75, 17, 25] on the applica-
tion of the PDF approach to near wall behavior in a turbulent boundary and the influence
of natural boundary conditions. We note that the steep change in the level of turbulence
at the wall means that only for very small particles are the two-fluid equations (mass,
momentum and energy) likely to apply. That is the particle distribution of velocities at
any position within the turbulent boundary layer will not be locally related to the turbu-
lence: depending on its size, a particle will retain some memory of its behavior in the far
wall or bulk flow. More precisely this depends on the variation of the turbulence over
a particle mean free path defined as the distance a particle travels in a time equal to its
correlation time ε/υ′ : the same sort of conditions apply in a gas at low pressure when
the dimensions of the container are comparable to the molecular mean free path: under
such circumstances so called continuum theory no longer applies. It is to be noted that
even without the steep change in turbulence, the boundary conditions at the wall are in
themselves likely to cause a lack of validity of two fluid model equations simply because
the particle wall distribution will be so very much different from the distribution away
from the wall (one mean free path away) and far from the assumption that it is close to
Gaussian. ...
However to begin with we consider particles whose inertia is sufficiently large that their
transport through the turbulent boundary layer is ballistic i.e. they are unaffected by the
30
PDF Models for Dispersed Particle Flows M. W. Reeks. O. Simonin, P. Fede
turbulent boundary layer adjacent to the wall, and for which the effective mean free path
of the particles is comparable to the dimensions of the containment. We consider first
the interesting case of particles settling out under gravity with partial absorption and dif-
fuse reflection at the wall with inelastic collision for those particles that rebound. All this
is a valuable precursor to our consideration of the way the PDF method deals with the
most challenging case of transport of particles through a turbulent boundary where the
transport through the boundary layer rate limits the particle deposition at the wall. It’s a
case where inhomogeneity of the flow together with the non local nature of the transport
and the particle surface interactions (either through impact and absorption followed by
resuspension) all play an equally important role
5.1 general boundary conditions at the wall
Referring to Figure 5.1 , the general boundary conditions for a particle impacting at a
wall at x with velocity u and rebounding with a range of possible velocities v, is the flux
condition
vP(v, x, t) =
∫
u·n≤0
uP(u, x, t)Θ(v | u)du (5.1)
Figure 5.1: Particle impact and re-
bound velocities at a rough wall
where n is the direction normal to the wall at x,
and Θ(v | u) is the transition or scattering prob-
ability density that a particle will rebound with a
velocity v after impacting the surface with veloc-
ity u. u and v are related deterministically (spec-
ular reflection) or stochastically (diffuse scattering
as in the case of a microscopically rough surface).
Swailes and his co-workers [19, 75, 17, 25] have
obtained solutions for the PDF equation for sim-
ple flows in both these cases. Both cases involve
duct flow in which the turbulence is regarded as
homogeneous with uniform mean velocity in the
streamwise direction. In these cases therefore the
particle’s response time is sufficiently large that it does not respond to the spatial varia-
tions in the mean flow and the turbulence especially near the wall. In theses cases it is
the boundary conditions themselves which determine the near wall behavior where the
continuum equations are inappropriate and the behavior can be well approximated by
a simple steady state solution of the PDF equation in 1-D in x and in v. The conditions
for particle response times are consistent with the spatial gradients flux term in equation
( 2.20) being set to zero as well as the body force due to inhomogeneity in the flow. In
this case case then the PDF equation can be normalized in a universal form under steady
conditions as [75] (
υ
∂
∂y
− ∂
∂υ
υ+ g
∂
∂υ
+
∂2
∂υ2
)
〈W(y, x, t)〉 = 0 (5.2)
where:
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• y is the normal distance from the wall (y = 0) and positive velocities are directed to
wards the wall;
• particles are acted upon by a gravitational force g directed towards the wall;
• velocities and distances are normalized on the particle rms velocity at equilibrium
(perfectly reflecting walls) and on the particle mean free path ε/υ′.
In the simple flows considered by Swailes et al., the flow is divided into a far wall region
which acts as a constant source of particles entering the near wall region. The interface
is set at some distance Y from the wall in particle mean free paths where the spatial dis-
tribution of the particles is uniform. It follows from Eq.(5.2) that this distribution will be
Gaussian:
w(0, υ) = (2pi)−1/2 exp
(
−1
2
υ2
)
for υ > 0. (5.3)
5.1.1 Method of solution
The kinetic equation is solved numerically using a spectral expansion in terms of Hermite
polynomials, looking for solutions in the form
w(y, υ) ≈
N
∑
n=0
φn(y)ψn(υ), (5.4)
where the ψn are orthonormal functions based on the Hermite polynomials Hn. They are
ψn(υ) =
(
b
2nn!
√
pi
)1/2
exp
(
−1
2
(bυ)2
)
Hn(bυ). (5.5)
The inclusion of the scaling factor b allows the placement of a set of collocation points
υj (j = 0, 1, . . . , N), to be optimized. At these collocation points the approximation in
Eq.(5.4) is exact. In this problem the collocation points are taken to be the zeros of the
function ψN+1 which provide discrete orthonormal properties for ψn(υs). Substituting
the approximation Eq.(5.4) into Eq.(5.2) and making it exact at these collocation points
gives a system of first order equations
d
dy
W = AW (5.6)
where W is column vector wholes elements are the values of the PDF at the collocation
points and A is a matrix whose elements are functions of ψsn.
The boundary conditions given by Eq.(5.1) and Eq.(5.3) are discretised at the points υj. If
we define N∗ to be the integer such that υj < 0 for j < N∗ and υj ≥ 0 for j ≥ N∗, then the
boundary condition at the interface y = Y can be written as
N
∑
n=0
ζ jnwn = 1, j ≥ N∗, (5.7)
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Figure 5.2: Velocity distribution P(υ) for particles settling under gravity in a homoge-
neous turbulent flow, impacting at a wall with partial absorption: υc = 5, υg = 5 (in
normalised units); impact velocities are for v>0.
where wn = w(υn, Y) and
ζ jn = δjn (2pi )
1/2 exp
(
1
2
υ2j
)
j ≥ N∗. (5.8)
The boundary condition at the wall y = 0 is
N
∑
n=0
ζ jnwn = 0, j < N∗, (5.9)
where
ζ jn = δjnυn + h−1n
N
∑
m=0
ψnm Im(υj) j ≥ N∗, (5.10)
with
Im(υj) =
∫ ∞
0
ψm(u) u Θ(υj|u) du. (5.11)
The interface and wall boundary conditions represent standard two-point boundary con-
ditions for the solutions of Eq.(5.6) and can be solved by a standard numerical method.
Figures 5.2-5.3 show some of the results obtained by Swailes [75], for particle deposition
at a wall with or without gravity for specific examples of the wall scattering function
Θ(υj|u). In each case results are compared with those obtained from a random walk
simulation which simulates the system precisely. In this case it was assumed that upon
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impact there was an energy loss which was conveniently described by defining a critical
impact velocity υc below which a particle adhered upon impact but above which a parti-
cle will rebound with a prescribed rebound velocity v = Θ(u). ThusΘ(v | u) for specular
reflection is:
Θ =
{
0 f or 0 < υ ≤ υc
δ(υ− θ(u) f or υ > υc (5.12)
Modeling the dependence of υ = θ(u) from a constant energy loss upon impact, as
υ = −
√
u2 − υ2c f or u > υc, (5.13)
gives the simple form
〈W(υ, 0)〉 = 〈W(u, 0)〉 f or u > υc, (5.14)
where υ and u are related by Eq.(5.13).
We note that υc = 0 (no absorption and no energy loss gives the perfect reflection bound-
ary condition condition 〈W(υ, 0)〉 = 〈W(−υ, 0)〉, while letting υc → ∞ gives the perfect
absorption case 〈W(υ, 0)〉 = 0, υ < 0. Results were obtained for a range of values of the
gravitational settling velocity υg and critical impact velocities υc. Figure 5.2 shows the re-
sults of solving the PDF Eq.(5.2) with those obtained from the simulation for the velocity
distribution at the wall for the specific case of a partially absorbing wall with υc = 5 and
υg = 5 (in normalized units). Note there are two peaks: one centered at υ = υg and the
one with its center slightly displaced from the origin. The relative heights of these peaks
depends upon the the ratio of υc/υg : for υc/υg = 0 (zero absorption) the latter peak has
a maximum value υ = 0, with no contribution from the peak at υ = υg; in contrast the
reverse is the case when υc/υg → ∞.
5.1.2 Diffuse reflection with deposition
As an illustration we suppose that particles arriving at the surface are still reflected with a
deterministic speed, but now the velocity vector is directed at some random angle α to the
surface. Since we are concerned only with particle transport in the direction normal to the
wall, we may consider the rebound velocity to be υ = −r cos α where, as in Eq.(5.13), the
deterministic speed is r =
√
u2 − υ2c . If u < υc then the particle is considered to adhere.
A variety of distributions Θ(υ|u) can be constructed depending on the prescribed distri-
bution of α. For the purpose of illustration, Darbyshire and Swailes [19] considered the
simple case where the reflection angle α is uniformly distributed on (−γ,γ) in which case
Θ(υ|u) =
{
γ−1(u2 − a2)−1/2 for a ≤ u ≤ c
0 otherwise
, (5.15)
where a(υ) =
√
υ2c + υ
2 and c(υ) =
√
υ2c + υ
2 sec2 γ.
Predictions for the velocity distribution at the wall compared with those obtained from
random walk simulations are shown in Figure 5.4 for γ = 75 deg . Compare this distri-
bution with that for specular reflection with the same critical impact velocity shown in
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Figure 5.3: Wall distribution for specular reflection: γ = 0◦, υc = 1
Figure 5.3 which illustrates the essential effect of diffuse reflection, namely the reduction
near the wall of the normal component of the particle rms velocity, the effect becoming
more pronounced with increasing γ. These features are accompanied with an increase in
particle wall concentration as γ increases.
5.2 Transport and deposition in turbulent boundary layers
There has been intensive research over the last 20 years on the near wall behavior of par-
ticles suspended in a turbulent flow (see e.g. recent review by Li and Ahmadi [49]), in
particular how particles interact with near wall structures and how this transports and
deposits them at the wall. In this regard DNS has been particularly useful in simulating
the behavior of the fluid motion. Much of our understanding comes from particle track-
ing in these flows. Of particular note is the work of Soldati and his co workers [87] in
illuminating the transport mechanisms and in developing models for the particle deposi-
tion which has been the major preoccupation from a practical point of view. The problems
here have been in formulating an appropriate transport equation to account for the influ-
ence of the severe changes in the turbulence intensity in the near wall region which in
general makes the particle transport entirely non local, i.e. far from local equilibrium.
In this regard the PDF approach has been particularly successful. Whilst the two-fluid
equations are inappropriate near the wall, the solution of the PDF equation itself still pro-
vides a valid description. Furthermore the boundary conditions arising from the particle
wall interactions are only expressible in terms of boundary conditions for a PDF equa-
tion since as we have said they involves changes in the velocity distribution at the wall.
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Figure 5.4: Wall distribution for for diffuse reflection:γ = 75 deg, υc = 1,
Traditional-fluid modeling is inappropriate because the boundary conditions (bc’s) im-
posed are artificial. We note that advection diffusion models for deposition are implicit in
the particle momentum equation derived from the PDF equations where the inertial term
is ignored [72].
j = 〈ρ〉 υd − e · ∂ 〈ρ〉∂x (5.16)
where
υd = −τp ∂∂x · 〈υυ〉+ κ−
∂
∂x
· λ (5.17)
The drift velocity υd is composed of essentially two terms that are of different origin. The
first term arises from the gradients of the kinetic stress and reflects a balance between a
drag force and the gradients of a stress, whilst the remaining terms are derived from body
forces that arise directly from spatial inhomogeneous in the flow. The first term has often
been referred to as turbophoresis [69].
5.3 Particle deposition in turbulent boundary layers
Deposition of particles in turbulent pipe flow has a huge literature associated with it (see
[49]) - there have been many attempts at predicting the deposition as a function of particle
size or response time. The problem as we have seen is the rapid decay of turbulence near
the wall and the way the particles respond to that decay and the lack of local equilibrium
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with the flow. The particles may start out in local equilibrium far away from the wall but
their inability to follow the steep changes in the fluid velocity means that at any point the
particles have some memory of their previous history - their velocity has more to do with
where they came from than what is happening to the fluid motion locally. The continuum
equations break down. Not only that, we have to deal with the problem of boundary
conditions (bc’s) if we use continuum equations because perfect absorption at the wall
means that the only boundary conditions is that there are no particles at the wall with
velocities away from the wall. There is no means of fitting that behavior into a traditional
no slip at the wall boundary condition. PDF equations are ideally suited for this type of
problem – they take account of the naturals bc’s and secondly they take account of the
influence of particle inertia and the steep turbulence gradients. They uniquely handle
both effects together which traditional models are incapable of doing. It is useful to show
some features of the near wall behavior before considering what the deposition looks
like. The results are taken from the recent analysis of vanDijk and Swailes [95] based
on solution of the GLM PDF model using a discontinuous Galerkin method of solution.
Figure 5.5(a) shows the concentration ratio as a function of distance y+ from the wall
(denoted by x2 in the Figure 5.5) for a range of values of the particle inertia or particle
response time in wall units τ+ equivalent to the Stokes number. You can see a significant
peaking of the concentration near the wall as τ+ reduces from very large values where the
motion is basically ballistic (no response at all to the near wall turbulence). Figure5.5(b)
shows the ratio of the rms of the particle wall normal velocities, υ2 to local fluid rms of
the fluid u2 as a function of distance from the wall, indicating that this ratio 1 as you
approach the wall because of the particles’ inertia and the much higher velocities they
have attained further away from the wall where the gradients of the turbulence are much
less.
Figure 5.5(c) for the particle pdf p(υ2, x2) shows that particles enter the domain at x2 = 100
for υ2 < 0, and subsequently move towards the wall via, mainly, a diffusive mechanism;
the pdf remains close to the local equilibrium state over a large part of the spatial domain.
Closer to the wall, at about x2 = 20, the fluid rms velocity decreases rapidly. The effect of
this is that the particles are no longer driven by diffusion, but start moving in free flight.
Most of the heavy particles (τ+ = 300, see Figure 5.5) have enough momentum to reach
the wall, even those that have a relatively low speed. Only very slowly moving particles
get trapped near the wall, and slowly drift towards adhesion atx2 = X0. This results in a
small build-up near the wall of particles with low velocity. For lighter particles (τ+ = 10,
Figure 5.5(c)) only the fast particles reach the wall in free flight while most will be trapped.
Hence the very sharp peak in the pdf around zero particle velocity. This feature that
would not be picked up in the particle tracking because of the requirement of a very high
resolution. This results in a strong build-up in concentration which is also clearly visible
in Figure 5.5(a), where the particle concentration, ρ,in the boundary layer is shown. In
fact recent work suggests that there is threshold velocity of τ+below which particles are
trapped in the region of almost stagnant fluid near the wall and never get deposited (see
the recent analysis of Sikovsky [83]). Similar features have been observed in particle pair
collisions in homogeneous isotropic turbulence [37]. The normalised particle velocity
distribution, is presented in Figure 5.5(d), illustrates this process as well: the distribution
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a) near wall particle concentration ρ
b) near wall particle normal rms normal
velocities
c) near wall pdf p(υ2, x2) for τ+ = 10 d) particle velocity distribution for τ
+ = 10
at ’wall’ (one particle radius from wall).
Figure 5.5: Particle near wall behavior as a function of distance from wall y+ and particle
response time τ+ (both in wall units), van Dijk and Swailes [95] σp2is the local particle
equilibrium rms velocity in the wall normal direction.
for τ+=300 has a significant tail, while for τ+ = 10 the distribution is strongly localized
near υ2/σp2 = 0.
Finally Figure 5.6 shows the predictions of the particle depositions velocity as a function
of particle response time τ+obtained by Zaichik[107] compared to a range of experimental
and DNS results. In particular Zaichik’s predictions were obtained by solving a closed set
of moment equations derived from the PDF kinetic equation. The closure is based on a
quasi-normal assumption for the fourth-order moments of particle velocity and local-
equilibrium closure for 3-rd order moments (neglecting their advection). The method of
solution has thus much in common with the RANS approach in CFD involving Reynolds
stress transport equations. Given the experimental error is very large the PDF solutions
predicts the huge changes in deposition velocity from 10−1 to 10−5 for a change in τ+
from 10 to 10−1which reflects the role of particle inertia on the deposition.
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Figure 5.6: Particle deposition in turbulent pipe flow, Zaichik [107]
5.4 Particle resuspension
PDF equations and their solutions play an important role in deriving a formula for the rate
constant for the removal of particles from a surface by aerodynamic forces. The process
is similar to the desorption of molecules from a surface and the rate constant for removal
is very similar to the Arrhenius formula for the molecular desorption rate. Because the
near flow is turbulent it is necessary to take account of the contribution of the fluctuating
removal forces as well as the mean forces. This means that the process is stochastic rather
than a force balance between the adhesive forces holding the particles onto the surface
and the aerodynamic removal forces. More particularly the removal process is described
by a probability per unit time of a particle being removed from a surface or equivalently
a rate constant. So if the rate constant for removal is p, the fraction of particles fR(t)
remaining on a surface at time t is given by
fR(t) = exp(−pt) (5.18)
Figure 5.7 (a) shows the aerodynamic removal forces acting on a spherical particle on a
smooth surface in a turbulent boundary layer together with the van der Waals adhesive
force holding the particle onto the surface. It shows the spherical particle to be deformed
in the contact area between particle and surface (much exaggerated in Figure 5.7) indi-
cating the presence of elastic restoring forces that balance the adhesive force when the
particle is sitting on a surface in static equilibrium (in the absence of external forces).
We can represent the dependence of the surface forces (adhesive and elastic forces) and
a mean removal lift force upon surface deformation by a surface potential well, a typ-
ical profile being shown in Figure 5.7(b). This shows a position of stable equilibrium,
A, where the adhesive force balances the repulsive elastic restoring force and a constant
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mean lift force and a position of instability, B, where the attractive adhesive force balances
the mean lift force. Increasing the mean lift force reduces both the width of the potential
well and Q, the height of the potential barrier of B above A, that a particle has to over-
come before it can be detached from the surface. We suppose that the number of particles
on the surface is sufficient to form an ensemble of all realizable states of a single particle
in a constant potential well. The fluctuating removal force will cause the particle-surface
deformation y(t) to oscillate randomly about the point of minimum potential at A until a
particle derives enough energy from the fluctuating forces (the turbulence) to escape over
the potential barrier at B and detached from the surface. The objective therefore is to use
the PDF equation to calculate the flux of particles out of the well at B and this quantity
divided by the number of particles in the well, is the probability per unit time of a particle
escaping from the well i.e. the resuspension rate constant.
(a) aerodynamic and surface inter-molecular
adhesive forces derived from a sphere in
smooth contact with a surface.
(b) Surface adhesive potential well derived
from the mean aerodynamic force and adhesive
force in (a)
Figure 5.7: Removal of a particle from a surface by aerodynamic forces in a turbulent
boundary layer. Note the deformation of the sphere in the region of contact with the
surface which is exaggerated in (a)
In using the PDF equations to evaluate the rate constant we recognize that the phase
space dispersion coefficients µ and λ are functions of the particle surface deformation y.
In the case of a harmonic potential the displacement ∆y(t) in Eq.(2.27) that determine
the dispersion coefficients corresponding to the solution of a very stiff, lightly damped
harmonic oscillator Thus for a particle of mass m, the deformation displacement ∆y(t) at
time t, about the point of minimum potential, A, is obtained from
∆¨y(t) + β∆˙y(t) +ω2∆y(t) = m−1 fL(t) (5.19)
where fL(t)is the random fluctuating component of zero mean associated with the total
aerodynamic lift force
FL = 〈FL〉+ fL(t) (5.20)
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where 〈FL〉 is the mean lift force which in this instance is assumed independent of time,
ω is the natural frequency based on the harmonic approximation for small deformations
about A, and β is the fluid and mechanical damping term. Reeks, Reed and Hall (RRH)
[77] show that the rate constant p can be written as
p =
ω0
2pi
exp (−Q/ 〈PE〉) (5.21)
where 〈PE〉 is the average potential energy of the particles in the potential well and ω0
a frequency for particle motion in the well. Both these quantities reflect a process of en-
ergy transfer from the turbulence to a particle in the potential well, the particle being
resuspended when it has accumulated enough vibrational energy to detach itself from
the surface. This is the basis of the kinetic model of RRH [77] which allows for the possi-
bility of resonant energy transfer when the forcing frequency of the lift force fluctuations
is not too different from the natural frequency of vibration of the particle-surface defor-
mation. Under such circumstances a particle is removed much easier from a surface than
applying the same lift force quasi-statically (which is the basis of the simple force balance
approach). It is a more general model than the so-called force balance model because it
admits the possibility of resonant energy transfer. When this transfer is zero, then the
formula for the resuspension rate constant reduces to the form appropriate to a force bal-
ance. That is the motion of the particle/surface deformation is approximated by a quasi
static balance between the instantaneous aerodynamic lift force and the adhesive force at
each location/deformation in the adhesive surface potential well . This implies a func-
tional relationship between the particle deformation and the removal force at each instant
of time. Both resonant energy transfer and quasi static removal are two extremes in the
value of ω0 and 〈PE〉 depending on the value of n of the forcing frequency given by(〈
f˙ 2
〉
/
〈
f 2
〉)1/2. So for n  ω, ω0 → n, n → ω,ω0 → ω with corresponding values for
〈PE〉 at these limiting frequencies.
The situation of smooth contact of a sphere with a surface represented in Figure 5.7 is
somewhat idealized. In reality microscopic roughness significantly reduces the adhesion
between particles and surface even in the case of particle contact with a polished surface.
Contact with the surface is made by surface asperities so that the area of contact and hence
adhesion is much reduced from that for perfectly smooth contact. In this case experiments
have shown that particles are removed from surfaces by rolling where the drag force
plays a much more significant role than the lift force. Even so the formula in Eq.(5.21 )
still applies if the potential energy is based on the rocking and rolling of particles about
surface asperities and equivalent forces involving the drag force are used rather than lift
forces normal to the surfaces as in Figure 5.7(a). We refer to Reeks et al. [76, 111, 112] for
the way these models have been developed and applied to the resuspension of monolayer
and multilayer coverages of particles on a rough surface.
6 PDF approach for particle pair mixing and dispersion
In this part we examine and assess the way the PDF approach has been used describe
the motion of particle pairs in turbulent flows and in particular how it has been used to
41
PDF Models for Dispersed Particle Flows M. W. Reeks. O. Simonin, P. Fede
to quantify inter-particle collision rates and the influence they have on the continuum
equations and constitutive relations for a particle suspension in a turbulent gas.
We shall also consider how the PDF approach can be used to quantify the demixing or
segregation of particles at the small scales of turbulence through the calculation of the
distribution of particle pairs as a function of their separation. The segregation influences
the collision rates since it brings particle pairs closer together to begin with and this in
turn causes droplets to coalesce and solid particles to agglomerate. In the case of agglom-
eration it is necessary to also consider whether particles stick or bounce upon collision
or whether they detach from one another some time later. There is an obvious parallel
here with similar processes of deposition and resuspension of particles to surfaces in a
turbulent boundary layer.
The calculation of binary collision rates which interests us here and the issues that sur-
round it, necessitates the use of a 2-particle pdf P2(v1, x1; v2, x2, t) where subscripts 1 and
2 refer to particles 1 and 2. The net collision rate of an individual particle with surround-
ing particles depends upon the relative velocities v2− v1 between particle pairs and their
concentration at their separation x2 − x1 upon collision. The influence of both on the col-
lision rates is reflected in the value of the collision kernel Γ which we will define and for-
mulate in terms of the 2 particle pdf and discuss its dependence on the particle response
to the small and large scales of the turbulence. As a matter of definition and convenience
when dealing with a total of N particles suspended in a turbulent flow, we will normalize
P2 such that the integral of P2 over all v1, x1; v2, x2 is N(N − 1) and the integral of P2 over
all v2, x2 is P1.
When considering a suspension of mono disperse particles there are essentially two mech-
anisms which influence and control the collision between individual particles. The first
is due to the random shearing of the flow and is associated with the small dissipating
eddies of the turbulence. This gives rises to a velocity difference for colliding particles ar-
sing from the difference in carrier turbulent velocities encountered by particle pairs at the
point of collision (the separation of the centers of two colliding spheres being known as
the collision radius). This difference in particle velocities will also depend upon the par-
ticle response to the shearing itself measured by the particle’s Stokes number StK defined
as the ratio of the particles response time τp to the typical shear rate∼ (e/ν)1/2. The influ-
ence of particle inertia defined in terms of StK is similar to that of particle inertia defined
in terms of τ+p for particles deposited at a wall in a turbulent boundary layer where the
velocity of depositing particles and local concentration have more to do with the history
of their motion than their response to the local fluid motion. So it is the same in this case
with regard to the difference in fluid velocity experienced by a particle pair as a function
of separation as the particles approach collision with some memory of the greater separa-
tion of velocities from encounters with small scales at earlier times and greater separation.
Accompanying this is the process of segregation or clustering observed at the small scales
which leads to an increase in the particle concentration in the neighborhood of individual
particles and enhances their collision rate with other particles. We shall discuss this pro-
cess and how the pdf approach can be used to capture and quantify both aspects of this
mechanism in more detail later on.
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The second mechanism is due to the lack of correlation of the particle motion with the
local fluid motion and is entirely dependent upon the particle inertia, this time defined
in terms of the Stokes number as the ratio of the particle response time to the large and
inertial range of turbulent scales. For these particles though they may partially or ap-
proximately follow the large scales they are ballistic on the scale of the small scale motion
and the difference in velocities imposed by the shearing of the large scales is virtually
zero. It is the influence of these particles whose stop distances (spatial correlation ) are
comparable to the integral length scale of the carrier flow that influences the mass mo-
mentum and energy equations of the dispersed phase and it is necessary to add an extra
term to the PDF equation to account for their collisions. This term is precisely analogous
to the Boltzmann collision integral in the Maxwell-Boltzmann equation but accounting
for the correlative motion of particle and fluid. This feature highlights the invalidity of
the molecular chaos assumption for particle collisions in turbulent flows except for very
inert particles when particles and fluid motion are uncorrelated.
In the following sections we discuss both these mechanisms in detail but we begin first
with the formulation of the collision kernel in terms of the two-particle pdf.
6.1 The particle collision kernel
The particle collision kernel Γ(x1) is the net collision rate z¯ of an individual particle at po-
sition x1 with surrounding particles normalised by their average number concentration
n¯ of particles within a control volume where the number of particles remains constant in
time (or more correctly the average concentration sufficiently far away from the individ-
ual particle at x1 that it is constant) 5. More precisely the collision rate is the integrated
influx j+ of surrounding particles colliding with an individual particle integrated over the
the total collision surface formed by the colliding particles. In terms of the particle pair
distribution pdf P2(v1, x1; v2, x2, t) for arbitrary shaped particles and size, z¯ is therefore
given by
z¯=n¯−1(x1, t)
∫
dS·(v2−v1)61P2(v1, x1; v2, x1 + rc, t)(v2 − v1) · dS(rc)dv1dv2 (6.1)
where n¯(x1, t) is the average number concentration of particles at x1, rc defines the point
of contact between an individual particle at x1 and a neighboring particle at x1 + rc and
dS(rc) is an elemental surface area whose normal is along the line of centers of the col-
liding particles at the point of contact. So rc defines the location of the collision surface
for all possible particle pair collisions. In the case of 2 small colliding spherical droplets
of radii r1 and r2 the collision surface is a sphere of radius rc = r1 + r2 and for collisions
in isotropic homogeneous turbulence, the distribution of relative velocities wr along the
line of centers φr(wr) is spherically symmetric (independent of φ, θ) and independent of
v1and x1. So if we consider collisions with a single particle
5Compare this definition with that of the deposition velocity of particles to a surface exposed to a tur-
bulent flow)
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z¯ = 4pir2c n(rc)
1
2
∫
|wr| φ(wr)dwr (6.2)
where n(rc) is the number concentration of surrounding particles at rc. The factor of 1/2
reflects the condition on the velocities for a collision in Eq.(6.1) and to account for the fact
that half the particles are moving towards a surface as are moving away, reflecting the
fact that the surface is perfectly reflecting. So we write explicitly
Γ = z¯/n¯ = 2pir2c g(rc) 〈|wr|〉 (6.3)
where g(rc) = n(rc)/n is known as the radial distribution function [91] and accounts
for the enhancement of collision rates due to clustering or segregation. n may also be
interpreted more precisely as the value of n(r) at a sufficiently large distance r  rc
from an individual particle that the concentration of surrounding particles is effectively
constant and equivalent to the fully mixed concentration. |wr| is the net velocity towards
any individual particle of neighboring particles at the collision radius along their line of
centers.
6.2 The influence of the particle-fluid velocity correlation on particle
collisions
The way particle pairs close together interact with a coherent fluid structure increases the
correlation of the velocity each of the particles to the local fluid velocity and in turn the
correlation between them. In so doing it reduces the relative velocity between particle
pairs and the rate of collision over the lifetime of the coherent stricture (see Zhou et al.
[114] for a simple 1 D model ). This can easily be seen in the expression for the mean
square relative velocity
〈
v212
〉
between particle pairs in terms of the associated with the
velocities of the individual particle pair velocities v1and v2 , namely〈
v212
〉
=
〈
v21
〉
+
〈
v22
〉
− 2 〈v1 · v2〉
for which wr is the resolved component of v12 along the line of centers. Following
Lavie´ville[47, 48], Simonin[85] and Zaichik [106], we can see the influence of the fluid-
particle velocity correlation on the particle pair pdf, P2(v1, x1; v2, x2, t) if we introduce the
joint two point PDF of particle and fluid velocities v, u respectively namely P2 (v1, u1, x1; v2, u2, x2)
and given in terms of conditional probabilities as
P2 (v1, u1, x1; v2, u2, x2) (6.4)
= P1(v1, x1 |u1 )P1(v2, x2 | u2)P2(u1, u2)
where P1(v1, x1 |u1 ) means the conditional probability density for a particle velocity v1
measured at x1 conditional upon there being a fluid velocity u1 at the same position x1
and P2(u1, u2) is the joint probability distribution of carrier flow velocities u1 and u2 en-
countered by particles 1 and 2 at x1 and x2 respectively . We have
P1(v1, x1 |u1 ) = P1(v1, u1, x1)/P1(u1)
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and similarly P1(vz, x2 |u2 ) where P1(u1) is the probability distribution of carrier flow ve-
locities observed by particle 1 at x1. From the two point particle-fluid velocity distribution
P2 (v1, u1, x1; v2, u2, x2) we can calculate P2(v1, x1; v2, x2) from
P2(v1, x1; v2, x2) =
∫
P2 (v1, u1, x1; v2, u2, x2) du1du2 (6.5)
using the relationship in Eq.(6.4) and assumed formulae for the conditional probabilities.
Lavie´villeet al.[47] in the case of statistical stationary homogeneous isotropic turbulence,
assumed a Gaussian for the conditional probabilities that involve the particle-fluid veloc-
ity correlation coefficient ξ at a fixed point in space and at equilibrium i.e. for an isotropic
turbulent flow, namely
ξ =
〈u · v〉
〈v2〉1/2 〈u2〉1/2
(6.6)
where e.g.
〈
v2
〉
= 〈v · v〉. The implicit assumption is that this correlation is the same as
the Lagrangian correlation which because of homogeneity, is independent of position i.e.
〈v(x, t) · u(x, t)〉 = 〈v(x, 0 | t) · u(x, 0 | t)〉t→∞ = β−1µ∞
For Stokes’ drag assuming an exponential auto correlation for the flow velocity along a
particle trajectory,
ξ =
(〈
v2
〉
/
〈
u2
〉)1/2
= 1/(1+ St)1/2 (6.7)
where StL is the particles Stokes number 1/βT where T is the Lagrangian integral timescale
of the fluid motion (in the case of Lavie´ville’s model [47, 46] T is associated with the large
scale motion). The form for P2(u1, u2) in Eq.(6.4) used in the evaluation of P2(v1, x1; v2, x2)
in Eq.(6.5) is based on a two point particle joint Gaussian distribution for the components
of u1, u2 involving the longitudinal and lateral velocity correlation F(r) and G(r) respec-
tively where r is the distance between the 2 points. This gives rise to a Gaussian distri-
bution for the particle velocities v(x1), v(x2) which when transformed to a distribution
P1(w) for the relative velocities w between particles pairs implies a similar Gaussian dis-
tribution for the fluid velocities but with values for the radial and normal components of
the velocity correlation F(r) and G(r) scaled by ξ2. Thus the radial distribution P(0)(wr)
is given by
P1(wr) =
(
2pi
〈
w2r
〉)−1/2
exp
(
−w2r /2
〈
w2r
〉)
(6.8)
where at the point of contact between colliding particles〈
w2r
〉
= 2
〈
v2
〉
(1− ξ2F(rc)) (6.9)
and that with reference to the collision kernel Γ defined in Eq.(6.3)
〈|wr|〉 =
(
2
pi
〈
w2r
〉)1/2
. (6.10)
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So the formula in Eq.(6.9) accounts for both the effects of the induced correlation of parti-
cle motion with that of the local fluid for each member of the particle pair and the spatial
correlation between particle pair velocities arising from the spatial correlation of fluid ve-
locities themselves. Zaichik [110] has used these formulae to obtain expressions for Γ in
both the large scale, intermediate inertial sub range and small scale viscous dissipating
(Kolmogorov) range of scales considering both the influence of particle pair separation
and fluid-particle correlation and its dependence on particle inertia. In particular using
the formula for
〈
w2r
〉
and 〈|wr|〉into Eq.(6.3) for Γ and ignoring segregation i.e. we have
Γ = 4pi1/2r2c
〈
v2
〉1/2
(1− ξ2F(rc))1/2 (6.11)
Whilst the results reproduce the Saffman and Turner[79] result for the collision kernel in-
ertialess passive scalar particles in the viscous small scale viscous dissipating range and
the result of Abrahamson[1] for the large scale large inertia StL  1, the approach implic-
itly assumes a local equilibrium between particles and fluid which is inappropriate for
collision at the small scale. The approach does not take account of the memory and his-
tory of the particle pair separation and the relative fluid velocities the particles encounter
throughout the entire particle pair history before they collide. Its assumes further more
that particles are fully mixed, that any particles sees a uniform concentration of particles
surrounding it. The process we may see is precisely analogous to the way particles are
transported through a turbulent boundary layer, where there is a concentration build up
near the wall and non local particle velocities at the wall. A number of deposition models
in a turbulent boundary exploit this memory though the concept of free fight to the wall
and is is missing from this local equilibrium approach. We shall see also that using a solu-
tion of the pdf equation for relative particle motion this feature is accounted for in a way
similar to the way the solution of PDF equation accounts for these features for particle
transport in a turbulent boundary layer discussed in section and in particular the results
of Swailes and Van Dyke [95]
6.3 Contribution of inter-particle collisions to the dispersed phase con-
tinuum equations
In this section we consider the transport of particles in a turbulent flow and the influence
inter-particle collisions have on the the continuum equations of the dispersed particle
phase. We shall approach this in a similar way to the approach we used to obtain the
continuum equation due to the turbulence acting alone. That is we consider the way
the collision affect the PDF kinetic equation for a single particle as an additional term
that represents the rate of change ∂P/∂t due to particle collision within and outside an
elemental volume in particle phase space. Using the analogy of solid particle collisions
with those of gas molecules, following the work of Lavie´ville, Simonin, Zaichik et al.
[47, 84, 109, 46] we evaluate the Boltzmann collision integral for the collision of inelastic
solid sphere. As in kinetic theory we assume that the particle suspension is sufficiently
dilute that only binary collisions are significant. We are specifically interested in cases
where the particles response time β−1 ~ the integral time scale T, StL ∼ 1. We note that
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experiment and numerical simulations have indicated that inert particle collisions have a
measurable influence on coarse particle transport properties in gas-solid turbulent flows,
even for small values of the dispersed phase volume fraction, α ∼ 10−2. Neglecting
hydrodynamic interaction between colliding particles, hard sphere kinetic theory can be
used to account for inter-particle inelastic collisions in a PDF approach to particle flows.
Figure 6.1: The collision of two spheri-
cal particles labeled 1 and 2 with velocities
v1,v2before impact and v∗2 ,v∗2 after impact.
Thus referring to Fig. 6.1 for an inelastic
collision between two identical spherical
particles labeled 1 and 2
v∗1 = v1 +
1
2
(1+ ec)(v21 · nˆ)nˆ
v∗2 = v2 −
1
2
(1+ ec)(v21 · nˆ)nˆ(6.12)
where v∗1 and v
∗
2 the velocities of particles
1 and 2 after the collision related to the ve-
locities v1 and v2 before the collision , in-
volving the coefficient of restitution ec, the
unit vector nˆ directed from the center of
the first colliding sphere to the center of the
second at impact and v12 is the relative ve-
locity of particle 2 with respect to that of
particle 1 at impact. Note that there is no
inter-particle friction.
Whilst there are certain obvious similari-
ties between molecular collisions and par-
ticle collisions in a turbulent flow, there
are as we have pointed out earlier how-
ever fundamental differences,namely that
in the kinetic theory of dilute gases, the
statistics of binary collisions are derived by
assuming that the velocities and positions of any two particles are independent of each
other (the molecular chaos assumption). Whereas, in gas-solid flow, the probable posi-
tions and velocities of colliding particles will definitely be correlated through their inter-
action with the same surrounding turbulent flow. In this section we describe the original
approach due to Simonin [39] which ignores this correlation, and then the approach first
proposed by Lavie´ville et al. [47] and developed extensively by Simonin and Zaichik et
al. which attempts to take it into account.
6.3.1 The Boltzmann collision integral for a suspension of particles in a turbulent
flow
If particle-to-particle interactions in which more than two particles take place are assumed
to be negligible in number and effect, the collisional PDF rate of change may be written in
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terms of the particle-particle pair probability distribution function P2(v1, x1; v2, x2, t) for
particle 1 with velocity v1 at position x1 and particle 2 with velocity v2 at position x2 for
which special closure assumptions are needed. The net rate of change of the number of
particles within an elemental volume of phase space dv1dx1 at v1, x1 due to collisions with
particles at x1 + dp is made up of two contributions: firstly a rate of loss directly due to
collisions of particles within the phase space volume dv1dx1 with particles at x1 + dp over
the collision surface for all particles with relative velocities directed towards the collision
surface. Referring to Fig 6.1) we can write this explicitly as
∂P−(v1, x1, t)/∂t = −d2p
∫ ∫
v21·>0
·v12P2(v1, x1; v2, x1 + dp, t) d dv2 (6.13)
The second contribution is a positive increase arising from the collision of particles within
the phase space volume dv+1 dx1 at v
+
1 , x1 with particles with velocities v
+
2 at x1 + dp and
ending up after collision in the elemental phase space volumes dv1dx1 at v1, x1 and dv2dx1
at x1 + dp. The total collisions rate is then an integration of the collision ’arrival’ flux over
the collision surface and over all v+2 similar to that in the expression for the rate of loss in
6.13, namely
dv+1 dx1∂P
+(v+1 , x1, t)/∂t =
dv+1 dx1d
2
p
∫ ∫
v21·>0
·v+12P2(v+1 , x1; v+2 , x1 + dp, t)ddv+2 (6.14)
For v+1 , v
+
2 → v1v2 after collision
v+1 = v1 +
1+ ec
2ec
(v21 · nˆ) v+2 = v2 −
1+ ec
2ec
(v21·) (6.15)
which implies that ∣∣∣∣∣∂(v+1 , v+2 )∂(v1, v2)
∣∣∣∣∣ = 1ec ; v+12 = 1ecv12
and using both these relations in Eq.(6.14)(
∂P(v1, x1, t)
∂t
)
collisions
= ∂P+(v+1 , x1, t)/∂t + ∂P
−(v1, x1, t)/∂t
= d2p
∫ ∫
v21·>0
ddv2 · v+12∆P2
(
v1, x1; v2, x1 + dp, t
)
(6.16)
where
∆P2 = e−2c P2(v+1 , x1; v
+
2 , x1 + dpnˆ, t)− P2(v1, x1; v2, x1 + dpnˆ, t)
The mean collisional rate of change for some property ψ, e.g. kinetic energy, is the integral
over all possible binary collisions of the change in ψ in a particular collision multiplied
by the probable frequency of such a collision and can be written:
C(ψ) = d2p
∫ ∫ ∫
v21·nˆ>0
(ψ∗2 − ψ2)P2(v1, x; v2, x + dpk̂, t)v21 · nˆdnˆdv2dv1 (6.17)
where ψ2 = ψ2(v1, v2) and ψ∗2 = ψ2(v∗1 , v
∗
2)
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6.3.2 Collision Models
Using the molecular chaos approach adopted in kinetic theory, the pair distribution func-
tions in the collision integral is simply written in terms of the single distribution function,
assuming that colliding particle velocities are completely independent; namely,
P2(v1, x1; v2, x1 + dp, t) = P1(v1, x1, t)P1(v2, x2 + dp, t)
τp  τe (eddy lifetime) (6.18)
The above assumption has been retained in the derivation of the collision integral used by
Simonin [61] and is referred to as the random collision model. This is also the assumption
used implicitly by Oesterle and Petijean [60] and Sommerfeld [88]. However the molec-
ular chaos assumption is valid only when the particle response time is much larger than
the eddy-particle interaction time i.e.when the particle motion is ballistic. However as we
have pointed out in Sect.6.2 that when the particle response time is of the same order or
smaller than this interaction time, the approaching particle velocities will be correlated
through interaction with the same eddy and this needs to be taken account of.
Particle-Fluid Correlated Collision Model We refer to Eq.(6.4) and the particle pair
probability density involving the particle position, velocity and flow velocity encountered
by the particle P2 (v1, u1, x1; v2, u2, x2). For two colliding particles the collision radius is
so small compared to the length scale of the energy containing eddies that we may safely
assume that both particles encounter the same fluid velocities u so we may write this
probability density as
P1(v1, x1 |u, x1 )P1(v2, x1 + dp | u, x)P1(u1, x1)
= P1(v1, u, x1)P1(v2, u, x1 + dp)/P1(u, x1)
where we have assumed that since the colliding particles are separated by a distance <<
integral length scale,that P1(u, x1) ∼= P1(u, x1+dp)
P2(v1, x1; v2, x2 + dp) =
∫
du P1(v1, u, x1)P1(v2, u, x1 + dp)/P1(u, x1) (6.19)
Third order moment expansion (Grad’s theory) Following Grad’s theory of rarefied
gases [35] , the distribution function in the collision term may be approximated by its
third order expansion in Hermite polynomials:
P(v, x, t) =
[
1+
aij
2T2
v′iv
′
j +
aijk
6T3
v′iv
′
jv
′
k −
aijj
2T2
v′i
]
P0(v, x, t) (6.20)
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where using q2 to denote the mean the particle kinetic energy per unit particle mass
T =
2
3
q2; aij = v′iv
′
,j −
2
3
q2δij; aijk = v′iv
′
jv
′
k
6 We recall that (.....) denotes a particle density weighted average
P0(v, x, t) is the equilibrium PDF, and given by a Maxwell (Gaussian) distribution for the
particle velocities, that is
P0(v, x, t) =
(
4piq2/3
)−3/2
exp
(
− v
′2
4q2/3
)
(6.21)
Using the hard sphere collision model, Jenkins and Richman [44] derived the following
collisional terms in the transport equations for the particle mass (m), momentum (mvi)
and kinetic stresses (12 mv
′2 ) and kinetic energy flux respectively (mv′iv
′
jv
′
k )
C(m) = 0 (6.22)
C(mv) = 0 (6.23)
C(mv′iv
′
j) = −αρp
σc
τc
(〈
v′iv
′
j
〉
− 1
3
{
1− 1
3
(1− e2c)
}〈
v′2
〉
δij
)
(6.24)
C(mv′iv
′
jv
′
k) = −
5
12
αρ
ξc
τc
(
9aijk − aillδjk − ajllδik − amllδij
)
(6.25)
where ρp is the local volume fraction of the dispersed particle phase, τc is the time be-
tween particle collisions, σc = (1 + ec)(3− ec)/5 and ξc = (1 + ec)(49− 3ec)/100. The
collisional term in the kinetic stress transport equation is written as a return to isotropy
term analogous to the Rotta term in the Reynolds stress transport turbulence modeling
approach. Elastic collisions (ec = 1) lead to a destruction of the off-diagonal correla-
tions and redistribution of energy among the various normal stresses without modifying
the total kinetic energy. The extension to inelastic collisions leads to a linear dissipation
rate in the kinetic stress transport equations proportional to the collision frequency and a
function of the coefficient of restitution ec.
Extending the approach of Jenkins & Richman [44], Lavie´ville[46] and more recently
Zaichik [103, 110], used Grad’s theoretical approach for particle-fluid correlated collisions
by performing a Hermite polynomial expansion on the fluid-particle joint particle PDF.
This eventually leads to a generalized form for the collisional source term in the kinetic
stress transport equation:
C(mv′iv
′
j) = −ρp
σc
τc
(
ap,ij + ξ4a f ,ij − ξ2a f p,ij
)
(6.26)
where
ap,ij = v′iv
′
j −
1
3
v′2
{
1− 1
3
(1− e2c)
}
δij a f ,ij = u′iu
′
j −
1
3
u′2δij
a f p,ij = u′iv
′
,j
S − 1
3
ξ2u′2δij
6T is referred to as the granular temperature in granular flows
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and ξ is the particle fluid velocity correlation defined in Eq.(6.6), τc the inter-particle col-
lision time and u′iv
′
,j
S
the symmetric part of u′iv
′
,j. We note that when ξ = 0, the collision
terms reduce to the forms given by Jenkins and Richman.
Following a similar approach Zaichik [110] evaluated the collisional terms for the third
order moment Cijk as
Cijk = −3(1− ξ
2)
τc2
v′iv
′
jv
′
k ; τc2 =
180τc
(1+ ec)(49− 33ec) (6.27)
so that the influence on the Chapman Enskog approximation for the 3rd order moment
given in Eq.(4.19) becomes
v′iv
′
jv
′
k =
(
1+ (1− ξ2)τp/τc2
)−1
3
(
eli
∂
∂xl
υ′jυ
′
k − el j
∂
∂xl
υ′iυ
′
k − elk
∂
∂xl
υ′iυ
′
j
)
(6.28)
Inter-particle collision time Referring to the definition of collision rate in terms of the
collision kernel and using the form of the collision kernel defined in Eq.(6.11) with no
segregation and F(rc) = 1, we can write
τc = τ
k
c (1− ξ2)−1/2 (6.29)
where τkc is the standard kinetic theory inter-particle collision time based on the molecular
chaos assumption and given explicitly by(
τkc
)−1
= npid2p
√
32
12pi
〈
v2
〉1/2
where n is the particle number density.
The above equations show that the effective inter-particle collision rate based on the cor-
related collision model is always smaller that the one given by standard kinetic theory
and decreases with respect to the ratio of the eddy-particle interaction time to particle
relaxation time as a result of the increase of correlation coefficient ξ12. This behavior
was observed by Lavie´ville et al. [48] in LES/Lagrangian simulations in homogeneous
isotropic turbulent flows showing that neighboring particles have correlated turbulent
velocities. The inclusion of inter-particle collisions and the coupling with carrier flow
turbulence; how they affect the continuum equations and the constitutive relations; the
influence of collisions on particles kinetics stresses and isotropy.
6.4 The effect of particle collisions on turbulent stresses in a homoge-
neous shear flow
As an important validation of the correlated collision model, we present the results of
Moreau et al. [57, 58] who considered perfectly elastic collisions (in the absence of grav-
ity) of spherical particles suspended in an evolving uniform shear flow whose turbulent
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Figure 6.2: Time development of particle kinetic stresses in a developing simple turbu-
lent shear flow showing the influence of particle collisions. On the left comparison of
model predictions against Lagrangian tracking with correlated collisions (filled symbols);
without collisions (open symbols) and decorrelated collisions (dashed symbols) . On the
right the results based on Direct Particle Simulation (DPS) with an LES of the shear flow
symbols as for left side.
Figure 6.3: Time development of the fluid-particle velocity correlation. Comparison
between Monte Carlo simulation results and model predictions based on the moment
method GLM model. without collisions (empty symbols), with decorrelated collisions
(dashed symbols), with correlated collisions (filled symbols) On the left; DPS/LES results
(on the right) without collision effect (empty symbols) and with collision effect (filled
symbols). (streamwise components u′1υ
′
1: circles; transverse components: u
′
2υ
′
2 : squares
and u′3υ′3 : diamonds; shear stress components: u′2υ′1: triangles up andu
′
2υ
′
2 : triangles
down).Taken from Moreau et al. [58].
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characteristics were been obtained by Lagrangian simulation of individual particle trajec-
tories based on a Langevin based equation for the carrier phase using data obtained from
an LES. The initial flow conditions corresponded to isotropic turbulence and the particle
volume fraction ∼ 1.25× 10−2. Figure 6.2 shows the time evolution of normal turbulent
stresses in the disperse phase under the action of the rate of shear, the carrier and dis-
persed phases evolving from an isotropic the equilibrium state. The results obtained by
solving the momentum and kinetic stress equations with and without the collision terms
given in Eqs.(6.26) - (6.27) are given in Figure 6.2. The data obtained by DPS in the pres-
ence and in the absence of particle collisions are depicted by solid and open symbols,
respectively. Turbulent kinetic stresses of the disperse phase are normalized by the initial
kinetic energy of particles and the correlations of velocity of the continuous and disperse
phases by the initial kinetic energy of these correlation.
Figure 6.4: Time development of the par-
ticle relaxation time and the collision time
in homogeneous turbulent shear flow with
particle-particle collision influence. Sym-
bols are the stochastic simulation results :
mean particle relaxation time τFf p (filled tri-
angles), collision time (crosses), eddy parti-
cle interaction time τtf p (circle), Stokes relax-
ation time (empty triangles) and the lines are
predictions from the moment method. Taken
from Moreau et al. [57].
Figure 6.2 reveals a strong anisotropy of
particle velocity fluctuations in the ab-
sence of collisions. This anisotropy man-
ifests itself in a significantly higher inten-
sity of the longitudinal component as com-
pared to the transverse components. There
are in this case two mechanisms respon-
sible for the generation of the longitudi-
nal component of velocity of the disperse
phase: via the average velocity gradient
and via the interaction of particles with the
turbulent eddies of the continuum. On the
other hand, fluctuations in the transverse
directions are generated only via the inter-
action of particles with the turbulent fluid.
Collisions tend to equalize the intensities
of particle fluctuations in different direc-
tions, decreasing the intensity of the longi-
tudinal component of velocity fluctuations
and increasing the intensities of the trans-
verse components; in other words, the net
effect of collisions is the isotropization of
the turbulent characteristics of the disperse
phase. As one can see from Figure 6.3 the
theoretical model with collisions bases on
particle-fluid velocity correlations concurs with the numerical simulation data predict-
ing an increase of u′1υ
′
1 due to collisions. The effect of collisions on u
′
iυ
′
j manifests itself
through the dependence of the duration of particle interactions with the turbulence on the
time interval τc. A comparison of model predictions with the data obtained by Moreau et
al. [58] shows that the above-described model reproduces all the essential features of the
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dependence of the character of dispersed phases velocity fluctuations as well as correla-
tions of velocity between the two phases on particle collisions between particle collisions.
Figure 6.4 shows the model predictions for the collision times based on Eq.(6.29) and the
computation of the particle fluid velocity correlation ξ from the moment equations. Also
shown for comparison are the average particle relaxation time and the Stokes relaxation
time together with the eddy particle interaction time.
6.5 Particle segregation and demixing
(a) (b)
(c)
(d)
Figure 6.5: (a)-(c) Positions of 104 particles after time t = 20 in a non-isotropic random
straining flow, for St = 0.05 (a), St = 0.5 (b) and St = 5 (c). (d) caustic patterns observed
at the bottom of a swimming pool
It is by now well known that turbulence, contrary to traditionally held views, can demix
a suspension of particles (see e.g. [31]). The process of demixing often referred to as
particle segregation, clustering or preferential concentration depends upon the ratio of
the particle response time to the timescale of the turbulent structures in the flow (i.e the
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Stokes number, St). Early experiments and simulations (e.g. [14]) have shown that the
demixing reaches a maximum when the particle response time is approximately equal to
the timescale of the turbulent structures (i.e the particle Stokes number St∼ 1) and in par-
ticular those associated with the highest strain rate in the flow, the suspended particles
being observed to segregate into regions of high strain rate in between the regions of high
vorticity. This feature is best illustrated graphically in Figure 6.5 which shows the segre-
gation patterns arising from an initially fully mixed suspension of particles diffusing in a
2-D random array of counter rotating vortices. The Figure shows the segregation pattern
at a given value of time t = 20 (in units of the integral time scale) from the initial fully
mixed state for 3 values of the particle Stokes number St = 0.05, 0.5, 5. It is clear that
maximum segregation occurs for the case of St = 1. What this Figure doesn’t show how-
ever is the fact that the segregation evolves continuously in time, the patterns becoming
more and more filamental as time progresses. Whatever their Stokes number all particles
will segregate, it is just that the greater the Stokes number the longer the process takes
to achieve a given level of segregation. This is contrary to what many have thought that
the segregation reaches an equilibrium state. Particles will continue to segregate until
they touch. In fact what happens is the segregation forms a network of filamental caustics
similar to the patterns of light obtained at the bottom of swimming pools as shown in
Figure 6.5(d) where within these filamental networks it is observed that the light beams
cross one another. Similarly in the case of particle segregation in a turbulent flow within
the filamental caustics, particle trajectories are observed to cross also. The formation of
caustics in particle demixing processes was first recognized by Wikinson and Mehlig [99]
and this crossing of trajectories within a caustic is intimately related to the occurrence of
random uncorrelated motion (RUM) in flow fields that are spatially random but smoothly
varying [33, 28].
In recent years, the process of segregation of inertial particles has been studied from dif-
ferent viewpoints when the Stokes number is relatively small. On the one hand, [12]
demonstrated a strong correlation between the positions of small inertial particles and
the locations of zero-acceleration points in the carrier flow. On the other hand, [2] carried
out a theoretical analysis based on the assumption that the velocity of inertial particles can
be directly related to the carrier flow velocity. By doing so, they were able to show that
the segregation of particles continues indefinitely in the course of time, and they showed
that the concentration of inertial particles in a turbulent flow is highly intermittent, so the
particles are distributed far from uniformly over space. A similar approach was chosen
by Chun et al. [13] who demonstrated that the time-converged solution of the radial dis-
tribution function is of the form g(r) ∼ r−χ, where χ is proportional to St2K where StKis
measured in terms of the particle response to the small dissipating scales of the turbu-
lence. In addition, they confirmed this by showing results from a DNS of statistically
stationary homogeneous isotropic turbulence. Most importantly the PDF/ kinetic ap-
proach has been used by Zaichik ([104], [105]) to obtain a similar result. We shall discuss
these features in more detail in the section 6.7 on segregation when we will a consider the
application of 2 particles PDFs for calculating segregation using the using the PDF kinetic
equation for particle pair dispersion derived by Zaichik and his co workers .
However before doing so we shall first consider in more detail the mesoscopic and RUM
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components associated with the particle velocity field and how these components depend
up on the particle Stokes number.
6.6 Formulation of random uncorrrlelated motion (RUM) and meso-
scopic Eulerian particle velocity fields (MEPVF)
Segregation and RUM are related to the occurrence of inter-particle collisions as follows
from the seminal work of Sundaram and Collins [91] and Wang and Wexler [114] in which
they demonstrate : (a) segregation enhances the particle concentration of certain regions
of the flow; (b) RUM, i.e. the decorrelation of velocity between particles and local fluid,
causes two nearby particles to collide and possibly to agglomerate. Segregation is well-
known to manifest itself especially for St ∼ 1, whereas the effect of RUM is almost in-
visible for small particles and becomes increasingly important for larger St. Since the
interplay between these two effects determines the collision rate in a turbulent flow, it is
essential to quantify segregation and RUM as accurately as possible as a function of the
Stokes number and some typical flow properties in order to correctly predict the rate of
inter-particle collision rates.
Fevrier, Simonin & Squires (FSS) [33] observed that the velocity of suspended particles
subject to Stokes drag in a direct numerical simulation (DNS) of homogeneous isotropic
turbulence consisted of two components: a passive scalar component resulting form
transport in a smoothly continuously varying carrier flow velocity field that accounts for
all particle-particle and fluid-particle two point spatial correlations which they referred to
as the mesoscopic Eulerian particle velocity field (MEPVF); and a spatially uncorrelated
component which we have referred to as RUM (the component of random uncorrelated
motion) whose contribution to the particle kinetic energy increases as the particle inertia
increases. FSS attribute this feature to the ability of the particles with inertia to retain the
memory of their interaction with very distant, and statistically independent eddies in the
flow field. This feature had also been observed by Falkovich et al.[28] which they referred
to as the ’sling effect’.
The presence of RUM in a particle laden turbulent flow is illustrated in Fig. 6.6(a) taken
from FSS [33] which shows the instantaneous velocity vectors of particles and carrier flow
suspended in an isotropic turbulent flow. You can see that a majority of the particle ve-
locity vectors are correlated with a smooth vortex pattern associated with the underlying
carrier flow field at that instant of time. But you will notice there are a number of particles
whose vectors are randomly oriented and not part of the smooth vortex pattern. It is the
motion of these particles that constitute RUM or random uncorrelated motion.
More precisely FSS quantified the contribution of MEPVF and RUM to the velocity vmp (t)
of a single particle m by partitioning it into a mesoscopic component derived from the
MEPVF (x, t,H f ) (where x is the position in the flow field) and a residual velocity com-
ponent δvmp (t) by
vmp (t) = (x
m(t), t,H f ) + δvmp (t) (6.30)
where H f refers to a single realization of the continuously varying carrier flow velocity
field. They pointed out that the MEPVF is defined in an Eulerian frame of reference and
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Figure 6.6: Random uncorrelated motion(RUM): (a) Instantaneous fluid and particle ve-
locity vectors from a single plane of a direct numerical simulation of forced isotropic
turbulence with Lagrangian particle tracking ;(b) RUM and MEPVF contribution to the
particle kinetic energy as functions of Stokes no. StK
therefore may be considered as a velocity field shared by all particles of the dispersed
system. In contrast, the total particle velocity vp(t) as well as the residual component
δvp(t) are Lagrangian quantities defined along trajectories of individual particles xp(t).
The decomposition of the particle velocity given by Eq.(6.30) is unique, decomposing
the particle velocity into contributions that take into account the spatial structure of the
particle velocity field in the first MEPVF term and the spatially uncorrelated motion in
the second RUM term (FSS referred to this originally as the Quasi Brownian Velocity
Distribution (QBVD)).
Figure 6.6(b) shows the contribution of the MEPVF and RUM to the turbulent particle
kinetic energy kp as a function of StK the particle Stokes number defined in terms of the
Kolmogorov length scale ηK associated with the viscous dissipating length scales of the
turbulence for the DNS isotropic homogeneous turbulent flow from which shown the
particle and fluid velocity vectors in Fig.6.6(a) have been extracted. Thus
kp = k˜p + δkp (6.31)
where k˜p and δkp are the MEPVF and RUM components of the particle turbulent kinetic
energy kp. Fig.6.6 show the RUM part starting at zero for zero Stokes number StK and
reaching 100% for StK >> 1, when the particle motion is ballistic (with random velocities
in any small volume of the particles). The reverse is the case for the mesoscopic part as a
function of SK.
FSS used the statistics of the particle velocity distribution to evaluate the both Lagrangian
temporal correlation and the Eulerian two-point (spatial) correlation which in this case
involves contributions from the MEPVF ) and RUM. The Lagrangian velocity correlations
are defined classically along particle trajectories as
RpL(τ) = 1/3
〈
vp,i(t)vp,i(t + τ)
〉
(6.32)
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Figure 6.7: Influence of particle inertia on (a) Lagrangian particle velocity correlations (b)
the particle longitudinal spatial correlation function of particles suspended in isotropic
turbulence. o, τp/TL= 0.05; +,τp/TL = 0.3; ,τp/TL=1.47;1 ,τp/TL = 3.4; *,τp/TL = 4.83
and obtained by averaging over all realizations of the flow for any given particle. This is
shown shown in Fig. 6.7 (a) as a function of time t normalised on the fluid Lagrangian in-
tegral timescale TL (along a particle trajectory) for a range of values of the particle Stokes
numbers τp/TL. It shows the well-known effect of particles becoming less correlated with
their initial velocity with increasing time but becoming more persistent with increasing
particle inertia.
The two-point velocity correlations of any two (separate) particles labeled m and n of the
system is defined in terms of the two-particle pdf and expressed as
Rppij (x, xx + r, t) =
〈
v(m)p,i (t)v
(n)
p,j (t)
∣∣∣x = x(m)p (t); x+ r = x(n)p (t)〉 (6.33)
The dependence on the separation r normalised on the longitudinal integral length scale
L fF of the carrier flow turbulence is shown in Fig 6.7(b) for the same values of the particle
inertia as in Fig 6.7(a). An important result revealed in these spatial correlation is that
in the limit r/L fF → 0 this correlation does not → 1, indicating that there is a portion
of the particle velocity distribution which is not correlated in time or space i.e the RUM
component and analogous to the molecular distribution in kinetic theory of dilute gases.
FSS note that if particle motion was completely analogous to molecular motion in a dilute
system, the particle positions (in addition to the velocities) would be uncorrelated and
the velocity distribution would be Gaussian. For a dilute particle-laden turbulent flow
this component satisfies the molecular chaos assumption.
In the seminal paper of FSS and in the subsequent work of Simon, Fede and Masi [52, 54,
55, 53], a Mesoscopic Eulerian Formalism (MEF) involving contributions from the MEPVF
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and RUM has been developed and applied to dispersed flows in more complex turbulent
shear flows with heat transfer. In particular the transport equations that describe the
evolution of the MEPVF and RUM components have been derived and used to shed light
on properties of the particle velocity and temperature fields. In this regard MEF has much
in keeping with LES where the filtered equations for the large scale and residual small
scale turbulent motion in LES is analogous to the MPVF and RUM components in MEF.
So for instance the momentum equations for the MEPVF contain a contribution from the
RUM component of the kinetic stress tensor. This tensor represents diffusion and pressure
corresponding to the important physical characteristic that within any volume Ω (with
dimensions comparable to or smaller than the smallest length scales of the turbulence)
separate particles will possess different velocities because of the separate fluid interaction
histories. This is the case shown in Figure 6.6(a).
6.7 The kinetic equation and solutions for particle pair dispersion
In this section we show the way the kinetic equation and its solution for particle pair dis-
persion quantifies segregation and RUM and provides a method for calculating particle
collision kernel of colliding particles, reflecting the contribution of both processes to the
collision rate. We recall the formula in Eq.(6.11) which provides an analytic expression
for the collision kernel which in principles can be used over the entire range of the scales
of turbulence from the large scale to the small scale Kolmogorov dissipating scales. We
recall however that it assumes the particles are fully mixed (zero segregation) and that
particle velocities are dependent on particle fluid velocity correlations based on a local
equilibrium between particle and fluid at the same location. So while this approach is
quite valid for the large scales where there is an absence of shear, in the small scale where
the shearing of the flow is greatest, the memory of encounters with fluid elements at
higher separation and hence higher relative velocities makes a significant contribution to
the collision rate. It is of course encounters of this sort for particles transported in a tur-
bulent boundary layer that gives rise to a build up of particle concentration near the wall
and higher wall impact velocities, the combination of both having a profound influence
on particle-wall collision rates.
So we consider a kinetic equation for the particle pairs P(r,w, t) where w is the relative
velocity between identical particle pairs a distance r apart for which the corresponding
relative fluid velocity experienced by the particle pair is ∆u(r, t). The statistical properties
of ∆u(r, t) are expressed in terms of its statistical moments which for the small scales of
turbulence have spherical symmetry (independent of (θ, φ)) dependent only the distance
of separation r. These therefore are the structure functions of which the most relevant
here are the second order structure functions
〈
∆u2r (r)
〉
,
〈
∆u2θ(r)
〉 ∼ (r/ηK)2 for r/ηk  1
. The equation of motion for w for identical particle pairs is exactly the same as that for the
individual particles so the kinetic equation is identical to Eq.(2.18) with w, r,∆u replacing
v, x, u. Thus (
∂
∂t
+w · ∂
∂r
− β ∂
∂w
·w
)
P(w, r, t) = −β ∂
∂w
· ∆uP (6.34)
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Using the LHDI or Furutsu Novikov based closures we have similar to Eq.(2.20)
β∆uP(r,w, t) = −
(
∂
∂r
λ+
∂
∂w
· µ− κ
)
P(r,w, t) (6.35)
with similar expressions for λ ,µ and κ as those given in Eq.(2.21) (Furutsu Novikov
closure) or Eq.(2.26) (LHDI) (with velocities and displacements replaced by relative ve-
locities and displacements and the fluctuating force f replaced by β∆u(r, t), noting that
for the small scale turbulence 〈∆u(r, t)〉 = 0 . To consider the kinetic equation used by
Zaichik [104] we can write Eq.(6.35) alternatively as
β∆uP(r,w, t) =
(
−λT · ∂
∂r
− µT · ∂
∂w
·+κ−∇ · λ
)
P(r,w, t)
In the analysis of Zaichik [104] and in subsequent paper, Zaichik assumes that
κ−∇ · λ = 0 (6.36)
which is only true in homogeneous turbulence without body forces. It ignores therefor
the extra drift that arises because of particle segregation in inhomogeneous flows. How-
ever bearing this in mind we shall consider the results Zaichik obtained from specific
solutions of the moment equations obtained from Eq.(6.34) using 6.35 with the drift term
set equal to zero and using specific forms for
〈
∆u2r (r)
〉
,
〈
∆u2θ(r)
〉
The momentum equa-
tions are similar to those in the 1D case (appropriate for the boundary layer) except that
now with spherical symmetry (θ, φ) independence, there is a contribution from centrifuge
forces. Thus at equilibrium and for an isotropic stationary flow 6.37
−(Sp2 + λT) · ∇〈ρ〉 − 〈ρ〉∇ · Sp2 = 0 (6.37)
where Sp2(r) is shorthand for 〈w(r, t)w(r, t)〉 and we have used Eq.(6.36). Again if we
multiply this equation by β−1 this can be interpreted as an equation representing a bal-
ance between diffusion and what we have called turbophoresis.
Referring to Eq.(4.18) we have the transport equation for Sp2 as
Sp2 =
1
β
µS −∇ · 〈ρ〉Sp3 (6.38)
where Sp3 = 〈w(r, t)w(r, t)w(r, t)〉. We note however that in this case we have spherical
symmetry (independent of orientation) and consider only variation along the particle pair
separation r, that the turbophoretic drift term in Eq.(6.37) along the line of centers of the
particle pairs contains an effective a component arising from the centrifugal force. Thus
using the same notation as Zaichik and denote w2r (r) by S
p
2,ll(r) and w
2
θ(r) by S
p
2,nn(r),
then the longitudinal component of the turbophoretic velocity (along the line of centers
wr is given by wr
wr = β−1
(
2(Sp2,nn − Sp2,ll)
r
− dS
p
ll
dr
)
60
PDF Models for Dispersed Particle Flows M. W. Reeks. O. Simonin, P. Fede
which combining this term with the radial component of the first term in Eq.(6.37) gives
2(Sp2,nn − Sp2,ll)
r
− dS
p
ll
dr
− (λll + Sp2,ll)
d ln〈ρ〉
dr
= 0 (6.39)
If we define 〈ρ〉(r) = 1for r → ∞ then 〈ρ〉 becomes the radial distribution g(r). Separate
equation for Sp2,ll and S
p
2,nn based on Eq.(6.38) using the Chapman-Enskog approximation
for Sp3 (see Eq.(4.19) together with the longitudinal momentum balance Eq.(6.39) gives a
final set of closed equations for g(r), Spll(r),S
p
nn (See Zaichik [106] which can be solved sub-
ject to appropriate boundary conditions using measured forms for the longitudinal and
transverse structure function for turbulence and integral time scales . These in principle
encompass both the large and small scales of the turbulence. The empirical forms used by
Zaichik cover both the dissipating and sub-inertial range with pair separation scaling as
the Kolmogorov length sale ηK and and timescales as the Kolmogorov timescales τK. β−1
then becomes the Stokes number StK = (βτk)
−1. Interestingly Bragg & Collins [5] show
that for ignoring the influence of the divergence terms in Eq.(6.38) with Sp2 =
1
βµ
S gives a
+ve value for wr indicating that the inward −ve drift responsible for clustering and seg-
regation arises entirely from the divergence term associated with the 3rd order moment
in Eq.(6.38). Furthermore a +ve drift would suggest that the net outward inward radial
pressure gradient is outweighed by the centrifugal force.
Figure 6.8: Influence of particle inertia StK
on the mean relative velocity magnitude
〈|wr|〉 in units of (νe)1/4 for r/ηK = 1: 1–3,
predictions with rC/η = 0; 4–6, predictions
with rC/η = 1; 7–9, DNS [96]; 1, 4, 7, Reλ=
45; 2, 5, 8, Reλ= 58; 3, 6, 9, Reλ = 75
Figure 6.8 illustrates the influence of parti-
cle inertia measured by the value of Stokes
number StK (associated with the small scale
turbulence) on the mean absolute relative
velocity 〈|wr|〉over a wide range of Stokes
numbers StK ,〈|wr|〉 being defined in terms
of the particle longitudinal structure func-
tion using the formula
〈|wr|〉 =
(
2
pi
〈w′2r 〉
)1/2
=
(
2
pi
Spll
)1/2
which assumes a Gaussian distribution for
wr. As is clear, both the predictions and
the numerical simulations follow the same
trend and indicate a pronounced maximum
of 〈|wr|〉 as a function of StK. The initial
rise in 〈|wr|〉 is attributable to a decrease
in the correlation of particle velocities with
StK manifest as RUM. The subsequent de-
cay of 〈|wr|〉 beyond the maximum results
from a decrease in the particle fluctuating velocities, since the particles become more
sluggish and less responsive to the fluid turbulence. Note the similarity to the deposi-
tion velocities k+ as a function of τ+ for particle deposition in turbulent pipe flow. From
Figure 6.8 , it is also seen that the predictions with rc/ηK = 1 overestimate the DNS data at
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(a) (b)
Figure 6.9: (a) RDF as a function of StK for rc/ηK = 1: 1–4, predictions; 5–8, DNS [96]; 1, 5,
Reλ = 24; 2, 6, Reλ = 45; 3, 7, Reλ = 58; 4, 8, Reλ = 75.
(b) RDF g(r) as a function of particle pair separation r¯ = r/ηK: 1–3, predictions; 4–6, DNS
[81]; 7–9. experiments [81]; 1, 4, 7, StK = 0.21,Reλ = 108; 2, 5, 8, StK = 0.4, Reλ = 134; 1, 4, 9,
StK = 0.6, Reλ = 147.
small Stokes numbers. The predictions that correspond to ghost particles leads to slightly
smaller values of mean relative velocities at small StK. However a difference in the mean
relative velocities of zero-size and finite-size particles takes place only for relatively small
Stokes numbers and vanishes at large StK.
Figure 6.9(a) shows the influence of Stokes number StK on the RDF g(r) for the separation
r¯ = r/ηK and Reynolds numbers Reλ, corresponding to the DNS measurements of Wang
et. al [96]. As expected, in the limiting cases of zero-inertia and high-inertia particles, the
concentration field is statistically uniform, and so g(r) = 1. In accord with the compu-
tations, the predicted RDF passes through a peak as StK increases. Thus, there exists a
critical StK that results in a maximum preferential concentration as simulations demon-
strate (see Figure 6.5). The value of this critical StK ∼ 1 that is, the clustering is more
considerable when tuning the particle parameters to the flow Kolmogorov scales. Figure
6.9(a) shows a qualitative agreement between the predicted and simulated RDF at parti-
cle contact, although the predicted effect of Reλ is not as strong as it was in simulations
and the maxima of g(r) withStK are slightly shifted towards particles with larger inertia.
6.8 Analytic forms for Sp2 and RDF for inertial particles StK . 1
Figure 6.9(b) shows good agreement of Zaichik & Alipchenkovs’ [106] (Z&A) predictions
for the RDF of finite-size particles with low inertia StK . 1 , with both the experimen-
tal measurements and DNS calculations of Salazar et al. [81].. In addition (Z&A) [106]
have obtained analytic expressions for the particle 2nd order structure functions Sp2,ll(r),
Sp2,nn(r) and and the RDF g(r) as a function of StK for low inertia particles StK . 1 with
rc/ηK  1 as solutions of their closed set of equations for the momentum and kinetic
stresses for the the relative motion of particle pairs. In this case, the set of equations for
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ghost particles (overlapping spherical particle pairs) in the vicinity of the origin r¯ = 0 are
solved without regard for boundary conditions and the solutions expressed in the the
form
Sp2,ll = αl r¯ ; S
p
2,nn = αnr¯ ; g(r¯) = Cgr¯
χ (6.40)
in which the Sp2,ll, S
p
nn coefficients αl and αn as well as the RDF exponent χ are functions
StKand Reλ.
7 Figure 6.10 compares the exponent χ with DNS data [37] for Reλ = 47 and [55] for Reλ
= 83 as well as with experimental and numerical data [32] obtained in the range of Reλ
from 108 to 149. As is seen in Figure 6.10 the αl coefficient and χ is well approximated if
StK < 0.6 and Reλ > 30 by
αl =
1
15
+ 0.16StK−0.21St2K + 0.18St
3
K
χ = −6St2K + 9.8St
3
K−6.2St
4
K
Cg = 1+ 12St2K (6.41)
The predicted values of χ are in excellent agreement with DNS results [13], but they
markedly overestimate those obtained by Salazar et al.[81] and underestimate those given
in [55] for relatively large Stokes numbers.
.
Shown in Figure 6.10 is the theoretical dependence derived by Chun et al [13] for StK  1,
namely
χ = −6.56St2K (6.42)
and the approximation obtained by Derevyanko et al [23] using the DNS data of Falkovich
and Pumir [29, 30], namely
χ = −0.75St2K/(0.1+ St
3
K). (6.43)
As can be observed, the dependences in Eqs.(6.42,6.43) correlate quite well with the pre-
dictions given by Eqs(6.41) at StK < 0.1 but significantly overestimate those when StK >
0.1.
It is worth commenting on the agreement between the model predictions of Chun et al.
(2005) in Eq.(6.42) and that of Z&As PDF results based on Eq.(6.40), since the two ap-
proaches are seemingly very different and in the past have been the source of some con-
troversy [24, 5]. Only until recently has this agreement and lack of similarity in approach
been properly explained [5]. The probabilistic approach f Chun et al. is strictly limited
to St  1, which in essence treats the particles as passive scalars transported by their
own velocity field v(r, t) (in the case of two particles dispersion, it is the relative particle
7As Z&A point out of great interest is the derivation of analytical solutions to the problem of preferential
concentration of low-inertia particles at large Reynolds numbers as these exist in atmospheric conditions,
because to date it is not possible to reach the atmospheric Reynolds number using DNS. Furthermore the
values of SK and the particle size related to the Kolmogorov length scale for typical atmospheric aerosols
and rain droplets are less than those realizable in both direct simulations and laboratory experiments
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Figure 6.10: Effect of the Stokes number StK on the power-law exponent of the RDF: 1 and
2, solutions of momentum and kinetic stresses Eqs.(6.39) etc. (for Reλ = 30 and ∞); 3, 4,
and 5, approximations Eqs.[13] and [23]; 6, DNS Chun et al. [13] ; 7, DNS, Falkovich and
Pumir [30]; 8, experiment, Salazar et al. [81];; 9, DNS, Salazar et al. [81]
velocity field between particles a distance r apart). The collision flux is modeled as the
sum of two parts, namely a ‘shear’ diffusion flux qD which depends on the mean con-
centration gradient of the satellite particles surrounding a target primary particle and a
drift flux qd that depends upon the local mean concentration of satellite particles and the
compressibility of the relative particle velocity field. Explicitly for small Stokes numbers,
where the concentration gradient is a small perturbation on the uniform concentration for
passive tracers,
qDi = −Dij
∂〈ρ〉
∂rj
; Dij =
∫ t
−∞
〈υi(r, t)υj(r, t | t′)dt′
where υj(r, t | t′) is the velocity of a particle at time t′ which arrives at r at time t and Dij
is the dispersion coefficient for relative dispersion; and
qd = −
∫ t
−∞
〈
v(r, t)∇ · v(rp(r, t | t′), t′)〉 dt′〈ρ〉 (6.44)
which explicitly involves the divergence∇ · v(rp(r, t) of the relative particle velocity field
along a particle trajectory rp(r, t | t′) which arrives at \ver at time t. We note that the form
for the drift flux is the same as the form proposed by Maxey [56] for the enhancement of
drift due to gravity and the form derived by Reeks [74] for particle dispersion in an inho-
mogeneous compressible flow field. In cases when StK << 1 the particle pair equation of
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Figure 6.11: Effect of the Stokes number Stk on the collision kernel Γ of low-inertia parti-
cles: 1, 2, Eq.(6.9); 3,[79] ; 4, 5,[23] ; 1, 4, 6, 8, 10, rc/ηk = 1; 2, 5, 7, 9, 11, rc/ηK = 0.5; 6–11,
DNS[114] ; 6, 7, Reλ= 45; 8, 9, Reλ = 59; 10, 11, Reλ= 75. particle diameter dp = rc
motion f may be used to approximate w by
w = ∆u− StKτKw ·∇w (6.45)
which on substituting in Eq.(6.44) gives for the particle drift velocity wd in the moving
particle frame of reference
wd = qd/〈ρ〉 = −
1
3
StKτKr
〈
S2(xp(t), t)− R2(xp(t), t)
〉
(6.46)
where S2 is shorthand for S : S,S(x, t) being the local symmetric strain rate tensor and
similarly R2 for R : R, R being the rotation tensor. From the force balance equation of
Zaichik 6.37 , we have
wd = −StKτK∇ · Sp2
Bragg and Colllins [5] have shown that using the energy equation for Sp2 and associated
closure for Sp3 as Zaichik & Alipchenkov [106] have done leads to the same expression as
in Eq.(6.46)
6.9 Collision kernel predictions
We recall the formula for the collision kernel given in Eq.(6.3) indicating the dependence
upon two multiplicative factors, the RDF g(r) (due to segregation / preferential concen-
tration) and the collision speed 〈|wr|〉 both of which are enhanced by the dependence on
particle Stokes number StK from their fluid tracer values, g(r) due to segregation and
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〈|wr|〉due to inertial impaction at the collision surface, both showing a peaking around
StK ∼ 1. Assuming a Gaussian distribution of velocities wr at the collision radius rc and
substituting the formulae given in Eqs.(6.40 and 6.41) for Spll and g(rc) and Eq.(6.3) we
obtain
Γ = r¯ (8piαl)
1/2 Cg (r¯c)
−χ+3
(
η3K
τK
)
= r/ηk (6.47)
Figure 6.11 shows the behavior of the collision rate predicted by the formula for Γ in
Eq.(6.9) as a function of the Stokes number StK < 0.6 and collision radius rc/ηK; in each
case Γ(StK) rises monotoniclly from the Stuart and Turner value at St = 0 for a passive
scalar. The Z&A predictions compare favourably with the DNS results of Wang et al [97]
for low-inertia particles. Figure 6.11 also shows the collision rate of Derevyanko et al [23]
based on the RDF power law indices χ in Pumir & Falkovich [30] which accounts for
segregation and singularities in the particle concentrations (referred to as singularities)
sling effects.
6.10 Particle pair dispersion RUM and Caustics
Figure 6.12: Effect of particle inertia on the
MEPVF (1–3, 7–9) and random-uncorrelated
(4–6, 10–12) components of the particle ki-
netic energy: 1–6, predictions; 7–12, DNS
[33]; 1, 4, 7, 10, Reλ = 52; 2, 5, 8, 11, Reλ =
67; 3, 6, 9, 12.
In this section we examine in more de-
tail the relationship between caustics and
random uncorrelated motion (RUM) and
the way they have been quantified. In
this regard we refer specifically to the re-
cent work of Bragg and Collins [6] who
compared the PDF model of Zaichik and
a more recent PDF model of Gustaffson
Mehlig[36] with DNS results in a Stokes
number regime where the formation of
caustics and the presence of RUM made a
significant contribution to the particle pair
structure function Spll(r¯). We recall in sec-
tion 6.6 we described the observation first
made by Fevier et al. [33] that the parti-
cle velocity field associated with a suspen-
sion of inertial particles in a turbulent flow
could be split into two parts: a smoothly
varying component (the mesoscopic par-
ticle velocity field, MEVPM) that was re-
sponsible for the finite spatial and tempo-
ral correlations of the particle motion and
a totally random (RUM). The extent to which these components contributed to the overall
particle motion and in particular to the particles’ kinetic energy that depended upon the
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particles Stokes number: for St = 0 the particle velocity was all derived from the MEPVF
and for St→ ∞ it was all RUM. It meant that particle velocity at any one point in the field
was not singled valued, that particle trajectories could cross. Zaichik & Simonin [109] rec-
ognized that these features could be explained quite easily by a two-point statistical PDF
approach. Thus in a frame of reference of a moving particle, the RUM component rep-
resented the distribution of velocities that existed at point ignoring the fact that particles
have a finite radius and could overlap (such particles being referred to as ghost particles).
It is this RUM component that is responsible for particle collisions. Thus according to this
formalism, the total kinetic energy of the particulate phase is represented as the sum of
the relevant contributions
kp = k˜p + δkp
where kp = k˜p + δkp and δkp are the mesoscopic-correlated and random-uncorrelated
energy components. These two parts of the particle kinetic energy are expressed in terms
of the second-order particle structure function Spll as
k˜p =
Spii(0)− Spii(∞)
4
kp =
Spii(0)− Spii(∞)
4
(6.48)
Figure 6.12 shows the influence of StK on the correlated (MEPVF) and uncorrelated(RUM)
energy components as fractions of the total particle kinetic energy. As is clear, the model
predictions obtained from the formulae in Eq.(6.48 ) are in good agreement with the re-
sults of numerical simulations and follow the predicted asymptotic behavior with StK.
Compare these results with those shown earlier in Figure 6.6 We recall that RUM and and
the formation of caustics are intimately related. As an illustration we refer back specifi-
cally to the filamental network of caustics shown in Figure 6.5 where we remarked that
within a caustic envelope particle trajectories cross one another. It happens because in
any caustic there is a folding over of the particle phase space v, x manifold so that particle
trajectories double back on themselves, retracing their paths but in opposite directions,
similar to the motion of many particles distributed uniformly in a simple harmonic po-
tential where at any one point there exist at least two velocities arising from particles
traveling in opposite directions along the same trajectory. This feature is illustrated ex-
plicitly in Figure 6.13(b) showing a 2-D caustic within which the particle velocities at any
one point are multi-valued. Outside of the caustic, the particle flow field is single valued
corresponding to the smoothly varying mesoscopic velocity field (MEPVF) of Fevrier, Si-
monin et al[33]. The boundary between the single and multi-valued flow field defines
the caustic envelope. The particles velocities within any one particular caustic are not
random but are related to one another. It is only because the caustics themselves are ran-
domly distributed in space and time that the particle motion associated with the caustics
become random and uncorrelated at any one point fixed in space i.e RUM. The right hand
figure in Figure 6.13 shows the corresponding concentration of particles within the caus-
tic where in the vicinity of the caustic envelope, it is significantly enhanced. Indeed the
caustic envelope is a line of singularities in the particle concentration being the points at
which the particle trajectories are at their extremities and turn back on themselves.The
particle trajectories in these circumstances are non local, the particles possessing a mem-
ory of their history of previous encounters with turbulent eddies. Bragg & Collins [6]
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Figure 6.13: Left: multi-valued velocities of particles suspended in a 2D random flow
with finite StK. The orientation of the velocity is that of the arrow. All arrows have the
same length, the magnitudes of the velocities are not shown. The blue line delineates the
position of the caustics in the x–y-plane. The region of multi-valued velocities ends in a
cusp that is only approximately resolved. Right: Corresponding particle-density in the
x–y−plane, showing significantly enhanced particle-number density in the vicinity of the
caustic line. Black corresponds to high density and white to low density.
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refer to this as scale breaking, the particle motion being more associated with the scaling of
the inertial sub range and to dependence on Reλ rather than the dissipating scales in the
vicinity of the collision surface. It is this feature that greatly enhances the possibility of
particles colliding with one another.
Figure 6.14: Bragg and Collins [6] predic-
tions of Zaichik’s PDF model predictions of
the particle velocity structure function, St ≡
StK
Further insights into the occurrence of
caustics, on the way they scale and depend
on StK can be inferred from the form of
the particle structure function Spll(r) as a
function of separation based on Bragg &
Collins [5] predictions using Zaichik’s PDF
model shown in Figure 6.14 for 3 different
Stokes’ numbers StK apart from StK = 0.
We note that for each value of StK S
p
2,ll ≥
S f2,ll (the fluid structure functions corre-
sponding to StK = 0) for r/ηk . 10 which
must be entirely due to non local effects
of the particle pair relative motion arising
from the contribution of the gradient of
the the 3rd order energy flux moment in
Eq.(6.38). In the case of StK = 1.5 there
are clearly two distinct regions for Sp2,ll, a
power-law region for r/ηK > 0.3 followed
by a plateau region at smaller separations
resulting in a non-zero intercept for Sp2,ll in
the limit r → 0. This is similar to the behavior of depositing particles in a turbulent bound-
ary layer where we recall that particles may start out in local equilibrium far away from
the wall but their inability to follow the steep changes in the fluid velocity in the near
wall region, means that at any point the particles have some memory of their previous
history: their velocity has more to do with where they came from than what is happening
to the fluid motion locally.The region over which Sp2,ll(r) is roughly constant and signif-
icantly different from its local is roughly constant is known as the free flight to the wall
region in the particle wall deposition models. At larger separations, Sp2.ll ≤ S
f
2,ll, imply-
ing the particle relative motion is growing increasingly local with increasing separation,
the form of Δu becoming statistically independent of separation at the integral scales of
the turbulence. Moreover, at large separations, the particles become independent of each
other, causing the structure function to approach twice the kinetic energy of the particles,
a decreasing function of the particle Stokes number due to the filtering effect of particle
inertia [29, 30]. Note that all of these trends qualitatively match those found in the DNS
study of Salazar and Collins [80]
Bragg and Collins have compared their DNS results with Zaichik’s kinetic equation based
model predictions with that of the theory Gustavsson and Mehlig’s theory(G&M) [36]
theory which focuses on the existence of caustics and the link they have with RUM and
the mesoscopic smoothly varying component to the particle structure function. They
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use a PDF equation for the particle pair separation and relative velocity, however ∆u is
approximated so that the PDF equation they derive is a classical Fokker–Planck equation
(λ = 0, in the kinetic equation of Zaichik) and therefore only strictly valid for SK ≫ 1.
From this they construct approximate analytical expressions for the moments of the PDF
in the dissipation range of the form
mN = fN(r/ηK)N+D2−1 + gN(r/ηK)d−1 (6.49)
where the superscript N refers to the order of the moment, D2 is the phase-space corre-
lation dimension, and d is the physical space dimension (i.e. d = 3 for a 3D flow). The
first term on the rhs of Eq.(6.49) describes the smooth part of the relative velocity mo-
ment and the second term describes the caustic (RUM) contribution, i.e. that associated
with the non-local particle dynamics. The theory is unclosed since fN(StK) and g(StK)
are unknown functions (as is D2), although they state that their numerical results imply
that gN(StK) is of an activated form (i.e. modeled using an Arrhenius rate expression, in
which the Stokes number plays the role of temperature in the classical expression). The
influence of Reλin the G&M theory would be contained in its effect upon the unspeci-
fied variables fN, gN and D2. The particle second-order structure function is found from
Eq.(6.49) by Sp2 ,ll = m2/m0 and for small r/ηK, m0(r) ∝ r
d2 where d2 = min, [D2, d] is the
configuration space correlation dimension, which then gives
Sp2,ll =
f2
f0
(r/ηK)2 +
g2
f2
(r/ηK)d−d2 (6.50)
In comparing the two theories for caustics and clustering , the case for St = 1 is revealing.
Results in [43](for d = 3 ) show that d2(StK = 1) ≈ 2.3 , which implies that for St = 1 both
contributions in Eq.(6.50) tend to zero as r → 0. In other words, this does not allow for the
simultaneous existence of small scale clustering (i.e. d < d) and finite relative velocities
at r/ηK = 0. This is in contrast to the Zaichik model prediction and the DNS results [80]
In light of this, Zaichik’s PDF kinetic equation approach can be considered to describe
Sp2,ll(r/ηK in three regions, with separate and distinct scaling upon StK. The first two
regions are qualitatively similar to those in the G&M model: a region of large separation
where the effect of inertia is perturbative and locally dependent on ∆u(r/ηK) so that
Sp2,ll/S
f
2,ll is independent of r, then at smaller separations a smooth transition to a non-
smooth region with Sp2,ll(r/ηK) ∝ (r/ηK)
−2. However, the Zaichik PDF model , unlike
the G&M model, predicts that at sufficiently small r/ηK a third region exists in which the
particle motions are entirely ballistic and Sp2ll≈ constant (this is the region that gives rise
to the scale break). Bragg & Collins suggest that a possible explanation for this difference
between the theories is that in the derivation of the G&M model equation, G&M make an
a priori assumption that the clustering is always fractal, thus ruling out the possibility of
a scale break at small r/ηK by definition. In fact, it is possible to show that the Zaichik
model gives the same scaling predictions as the G&M under the same a priori assumption
that g(r) ∝ rd2−d [6].
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