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Abstract  
 
Nowadays most of the access networks have asymmetrical bit rates; these networks (especially 
mobile networks) have high delays, packet losses and most often non neglectable jitter. 
 
In this degree project, we have studied the behavior of several different types of access networks 
with asymmetrical conditions. 
 
We have worked with the Kaunet deterministic network emulator to achieve practical results of these 
access networks. 
 
With the network emulator we have created different types of asymmetrical traffic data. The 
applications we have studied are Skype (voice/data in real time), web browsing (HTTP), TVUPlayer 
(P2P-TV), Bit Torrent (P2P sharing data) and data transmission in FTP. 
 
We analyzed how the protocols and the applications behaved in a theoretical way and then we tested 
them in a practical way with Kaunet. We studied how asymmetries affect delay times, packet losses 
and jitter introduced in the network and for each application we gave boundaries for a good 
performance for the mentioned parameters. Furthermore we analyzed bottlenecks and tried to 
minimize them. 
 
Finally, we compared the data from the different types of generated traffic and made some 
conclusions about the behavior of these applications in an asymmetrical environment. 
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 CHAPTER 1 
 
1 Introduction 
 
1.1 Background 
 
Nowadays, nearly all access networks use asymmetrical links. Asymmetrical links cause certain effects 
not present in networks with symmetrical links. For that reason, in this thesis we observed and 
quantified in which way asymmetrical links affect some world-wide used applications and what is 
their performance when we change some parameters like connection delay, packet loss probability, 
available bandwidth, etc. This gave us an idea of the applications’ behavior in an asymmetrical 
environment and their possible adaptation from fixed to mobile networks (for example, mobile 
networks show a higher link delay than fixed networks). 
 
1.2 Problem description 
 
Network asymmetry is becoming more and more prevalent in access technologies, such as 
Asymmetrical Digital Subscriber Line (ADSL) and Hybrid Fiber Coaxial (HFC), mobile communications, 
wireless systems and satellite communications. So much that when the access network is used to 
transport TCP packets in the downlink, the ratio between the incoming data rate (data/sec.) and the 
outcoming data rate (ACKs/sec.) is usually much larger than one. In such scenario, the throughput in 
the uplink path can be limited by ACK congestion on the reverse path. 
 
There are other types of asymmetry that appear when the conditions between the uplink and the 
downlink are different. These different conditions might be delay, packet loss probability or even 
jitter. 
 
We also tried to find out how asymmetry affects the different types of applications that not only use 
TCP protocol, but also UDP. TVUPlayer only uses UDP, but in cases like Skype and BitTorrent both 
protocols are used in the transport layer. 
 
1.3 Method 
 
We focused on practical research, as we could not find enough reliable sources of information to 
make assumptions on. 
 
Real time tests, simulations and network emulations were applied to test uniformity, accuracy, 
reproducibility and dynamicity. Network emulation was performed over an experimental network (in 
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the case of FTP) and a regular network connected to the Internet to test real time applications, 
protocols and traffic parameters.  
 
We used a network emulator called Kaunet [18] which can create traffic patterns and then apply 
these patterns for exact deterministic placement of bit errors, packet losses, delay changes and 
bandwidth shaping. 
 
1.4 Limitations 
 
Having decided the theme of the thesis, we had to establish some limitations because this thesis 
could be further extended and we had limited time.  
 
Here we list some of the limitations imposed: 
 
- We worked with a limited number of representative applications; we focused on FTP traffic, 
HTTP traffic, Skype (P2P telephony and VoIP), TVUPlayer (Video Streaming) and finally 
BitTorrent (P2P File Sharing). These applications are quite representative of the services a 
regular Internet customer makes use of. 
 
- We tested applications’ behavior by shaping the links (both uplink and downlink) in a fixed 
network and the problems these applications can produce, like jitter and bottlenecks. We 
also decided to model some typical environment in mobile communications but we did not 
have consistent data (in real environments) on the likelihood of delays and packet loss, so 
we tried to make a sweep as great as possible in order to cover all possibilities.  
 
- We focused on the more usual asymmetry given in fixed networks, namely the bandwidth 
asymmetry. The asymmetry created by having different delays and packet loss probabilities 
occurs far more in mobile environments (or wireless systems), since the uplink and 
downlink channel conditions are normally different. Despite this fact, we have made some 
tests with delay and packet loss asymmetry in TVUPlayer and BitTorrent.   
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CHAPTER 2 
 
2 Theory and Related works 
 
2.1 Theory 
 
In this section we briefly describe the protocols and the applications we studied in our thesis. 
2.1.1 Protocols 
 
TCP 
 
Transmission Control Protocol (TCP) [6], officially described in RFC 793 [28], is the basic protocol of 
the Internet. It belongs to the transport layer and it manages the assembling of a file or message into 
smaller packets that are transmitted over the Internet and received by another TCP layer that 
reassembles the packets into the original message.  
 
TCP uses the client/server model of communication in which a computer user (a client) makes a 
request and a service is provided (such as sending a Web page) by another computer (a server) in the 
network. TCP communication is primarily point-to-point, meaning that each communication goes 
from one point (or host computer) in the network to another point or host computer. TCP and the 
higher-level applications that use it are collectively said to be "stateless" because each client request 
is considered as a new request unrelated to any previous ones (unlike ordinary phone conversations 
that require a dedicated connection for the call duration), being stateless free network paths so that 
everyone can use them continuously.  
 
 
UDP 
 
UDP (User Datagram Protocol) [9], officially described in RFC 768 [29], is a communications protocol 
that offers a limited amount of service when messages are exchanged between computers in a 
network that uses the Internet Protocol (IP). Like TCP, UDP uses IP to actually take a data unit (called 
a datagram) from one computer to another.  
 
Unlike TCP, UDP does not provide the service of dividing a message into packets (datagrams) and 
reassembling it at the other end. Specifically, UDP does not provide the sequence in which the data 
packets arrive. This means that the application program that uses UDP must be able to make sure 
that the entire message has arrived and is in the right order. Network applications that want to save 
processing time because they have very small data units to exchange (and therefore very little 
message reassembling to do) may prefer UDP to TCP.    
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TCP UDP 
Reliable Unreliable 
Connection-oriented Connectionless 
Segment retransmission and flow control 
through windowing 
No windowing or retransmission 
Segment sequencing No segment sequencing 
Acknowledgement of segments No acknowledgement of segments 
Table 1: Comparison between TCP and UDP 
                     
FTP 
 
File Transfer Protocol (FTP) [4][5] is the simplest way to exchange files between computers on the 
Internet. Like the Hypertext Transfer Protocol (HTTP), which transfers displayable Web pages and 
related files, and the Simple Mail Transfer Protocol (SMTP), which transfers e-mail, FTP is an 
application protocol that uses the Internet's TCP/IP protocols. FTP is commonly used to transfer Web 
page files from their creator to the computer that acts as their server for everyone on the Internet. It 
is also commonly used to download programs and other files to your computer from other servers.  
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
Figure 1: Diagram for a FTP Service 
 
The user-protocol interpreter (User PI) initiates the control connection. At the initiation of the user, 
standard FTP commands are generated by the user-PI and transmitted to the server process via the 
control connection. (The user may establish a direct control connection to the server-FTP, from a 
Terminal Access Controller (TAC) for example, and generate standard FTP commands independently, 
bypassing the user-FTP process). Standard replies are sent from the server-PI to the user-PI over the 
control connection in response to the commands. 
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The FTP commands specify the parameters for the data connection (data port, transfer mode, 
representation type, and structure) and the nature of the file system operation (store, retrieve, 
append, delete, etc.). The user-DTP should "listen" on the specified data port and the server-DTP 
initiate the data connection and data transfer in accordance with the specified parameters. It should 
be noted that the data port does not need to be in the same host that initiates the FTP commands via 
the control connection, but the user or the user-FTP process must ensure a "listen" on the specified 
data port. It ought to also be noted that the data connection may be used for simultaneously sending 
and receiving. 
 
HTTP  
 
HTTP (Hypertext Transfer Protocol) [7][8] is the set of rules for transferring files (text, graphic images, 
sound, video, and other multimedia files) on the World Wide Web. As soon as a Web user opens 
his/her Web browser, the user is indirectly making use of HTTP. HTTP is an application protocol that 
runs on top of the TCP/IP suite of protocols and belongs to the application layer.  
 
HTTP concepts include (as the Hypertext part of the name implies) the idea that files can contain 
references to other files whose selection will include additional transfer requests. Any Web server 
machine contains, in addition to the Web page files it can serve, an HTTP daemon, a program that is 
designed to wait for HTTP requests and handle them when they arrive. Your Web browser is an HTTP 
client, sending requests to server machines. When the browser user enters file requests by either 
"opening" a Web file (typing in a Uniform Resource Locator or URL) or clicking on a hypertext link, the 
browser builds an HTTP request and sends it to the IP address indicated by the URL. The HTTP 
daemon in the destination server machine receives the request and sends back the demanded file or 
files associated to the request.   
 
HTTP 1.1 is the latest version of HTTP. It provides faster delivery of Web pages than the original 
version and reduces the Web traffic.  
 
P2P  
 
Peer-to-peer (P2P) [10] is a communications model in which each party has the same capabilities and 
either party can initiate a communication session. Other models with which it might be contrasted 
include the client/server model and the master/slave model. In some cases, P2P communications are 
implemented by giving each communication node both server and client capabilities. Recently, P2P 
has come to describe applications in which users can use the Internet to exchange files with each 
other directly or through a mediating server.  
 
On the Internet, P2P is used to create a type of transient Internet network that allows a group of 
computer users who share the same networking program to connect with each other and directly 
access files from one another's hard drives. Napster, BitTorrent, e-Donkey and Gnutella are examples 
of this kind of P2P software. Major producers of content, including record companies, have shown 
their concern about what they consider illegal sharing of copyrighted content by suing some P2P 
users.  
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Meanwhile, corporations are looking at the advantages of using P2P as a way for employees to share 
files without the expense involved in maintaining a centralized server and as a way for businesses to 
exchange information with each other directly. 
  
How does Internet P2P work?  
 
The user must first download and execute a P2P networking program (Gnutella and BitTorrent are 
currently two of the most popular of these decentralized P2P programs because they allow users to 
exchange all types of files). After launching the program, the user enters the IP address of another 
computer belonging to the network. Typically, the Web page where the user gets the download will 
list several IP addresses as places to begin. This operation is often performed by the application itself. 
 
Once the computer finds another network member on-line, it will link to that user's connection. Users 
can choose how many member connections to seek at once and determine which files they wish to 
share and whether they want to use password protection or not.  
2.1.2 Applications 
 
Skype 
 
Skype [15][19] is a typical P2P application and a successful commercial Voice over Internet Protocol 
(VoIP) system. At any given time, millions of users are using Skype throughout the Internet to connect 
cheaply and efficiently. It is becoming more and more popular on the Internet because it is an easy-
to-use application and has a high quality sound. Skype has grown enough to become a strong 
competitor for the existing Public Switched Telephone Network (PSTN). On a typical day, Skype has 
more than 5 million of active users. In fact, both in terms of number of participating users and the 
influence in the field of VoIP, Skype has become one of the most important applications on the 
Internet today. The analysis of the communication mechanism and measurement of Skype overlay 
network are significant for designing P2P applications and managing P2P networks in the future. 
 
Skype is a P2P VoIP client developed by the same creator of KaZaa that allows its users to send voice 
calls and text messages to other Skype clients. In essence, it is very similar to the MSN and Yahoo IM 
applications, as it has capabilities for voice calls, instant messaging, audio conferencing, and buddy 
lists. However, the underlying protocols and techniques it employs are quite different. 
 
From a protocol perspective, Skype uses a proprietary solution in which it is difficult to practice 
reverse engineering due to extensive use of both cryptography and obfuscation techniques.  
 
Though Skype may rely on either TCP or UDP at the transport layer, both signaling and 
communication data are preferentially carried over UDP. A single random port is selected during 
application installation, and it is never changed (unless forced by the user). When a UDP 
communication is impossible, Skype falls back to TCP, listening to the same random port if possible, 
or using ports 80 and 443 which are normally left open in firewalls by network administrators to allow 
Web browsing (HTTP).  
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TVUPlayer 
 
P2P streaming is a method for multicasting or broadcasting streaming media, for example audio or 
video, over the Internet using a P2P network. It can be seen as a combination of traditional television 
or radio broadcast type of media delivery over a new kind of delivery medium, the Internet. The aim 
of these techniques is to allow bandwidth-consuming streaming media to be delivered to a large 
number of consumers without unnecessary network congestion. 
 
There are special requirements for the access networks and P2P streaming applications when they 
are used in a mobile environment. For example delay, jitter and throughput in the access network, 
use of content encoding format, stream bit rate and buffer size affect to the quality of experience and 
the usability of the application. 
  
TVU Networks was founded in 2005 and it is headquartered in Mountain View, California with Asia 
Pacific offices also in Shanghai, China. TVU offers live broadcast services for home users and 
companies based on their own technology. Amateur broadcasting and stream viewing are free of 
charge. However, for professional broadcasters TVU offers broadcast hardware and services. 
 
Typical channel bandwidth is between 280Kbps and 400Kbps. There is no limit in the quality of the 
content displayed, but when broadcasting with high quality, more upload capacity is needed from the 
broadcaster and clients in order to keep the streams playable. The minimum bandwidth requirement 
for broadcasting is twice the video quality, but in order to ensure good user experience, a connection 
with around ten times the video quality (quality of the channel measured in Kbps) is recommended. 
 
The share of UDP traffic belonging to TVUPlayer [20][21] does not tend to vary much, as long as the 
broadcast does not fail. This behavior continues even if there is some packet loss causing a low 
reception quality. 
 
BitTorrent  
 
P2P sharing systems are continuously developing and increasing in size. There is a large diversity of 
solutions and protocols for sharing data and knowledge which enable an increasing interest from 
common users and commercial and academic institutions. 
 
It is assumed that BitTorrent [22] is responsible for a significant portion of all Internet traffic. 
BitTorrent has proven to be the killer application of the recent years, by dominating the P2P traffic in 
the Internet. Most of the P2P and HTTP traffic in the Internet is multimedia traffic. Current research 
and development are focused on expanding BitTorrent solution to video on demand and multimedia 
broadcasting and on creating social networks. 
 
As most of the current Internet traffic is video, BitTorrent implementations focus on providing a 
media player interface, integrating video download and video rendering. The BitTorrent protocol is 
also starting to integrate video streaming capabilities. 
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As a decentralized system, a BitTorrent network is very dynamic and the download performance is 
influenced by many factors: swarm size, number of peers, network topology and ratio enforcement. 
The innate design of the BitTorrent protocol implies that each client may get a higher download 
speed by unchoking a certain client. At the same time, firewalls and NAT have continuously been a 
problem for modern P2P systems and decrease the overall performance. 
 
Despite implementing the BitTorrent specification and possible extensions, each client uses different 
algorithms and behaves differently on a given situation: it may limit the number of peers, it may use 
heuristic information for an optimistic unchokes, and it could choose a better client to download 
from. 
 
2.2 Related works 
 
We found some works somehow related to our thesis; here we briefly describe the most relevant 
ones. 
 
A PhD Thesis written by Anna Calveras in January 2000 called “Contribución al estudio de mejora de 
prestaciones del protocolo TCP en diferentes entornos” [2]. It is a study of how TCP behaves in 
asymmetrical environments and it proposes solutions based on the reduction of the acknowledgment 
packets (ACKs) in the slow link (usually the uplink) considering their accumulative propriety. It is a 
very theoretical analysis and it does not provide any practical examples on applications, nor make any 
references to what might happen with the UDP protocol.  
 
RFC 3449: TCP Performance Implications of Network Path Asymmetry [3], December 2002. It is 
another theoretical study of the behavior of the TCP protocol in asymmetrical links. It also specifies 
many possible solutions divided in two different sections: Host Mitigations and Transparent 
Modifications. As in the previous case it does not show any practical result in a real application and it 
makes no mention to the UDP protocol. 
 
An IEEE paper: P2P-TV Systems under Adverse Network Conditions: a Measurement Study [17]: it 
gives some practical results with different video streaming applications (including TVUPlayer). It is not 
made from an asymmetrical point of view (bandwidths and patterns are applied in the same way to 
both uplink and downlink) and it does not take into account the asymmetries introduced by the 
delays or packet loss probabilities.  
 
An IEEE paper: Tracking Down Skype Traffic [13]: it dissects the data traffic generated by voice and 
video communication, the signaling traffic and the codecs used by Skype. It considers packet losses, 
available bandwidth and delays but not from an asymmetrical point of view. 
 
 
  
17 
CHAPTER 3 
 
3 Simulations and analysis 
 
3.1 Scenario description 
 
In order to study the behavior of different protocols and applications over asymmetrical links, we 
used three different scenarios and different computers. 
3.1.1 Scenario descriptions 
 
Scenario 1: 
 
We used this scenario to study FTP traffic. We needed three computers: one as a FTP server, one as a 
FTP client and the third one as the traffic shaper. To do this we used computers 1 and 2 as client and 
server respectively and computer 3 to model the connection between computers 1 and 2. Computer 
3 was equipped with the Kaunet emulator and was configured as a router between computers 1 and 
2. To connect the computers we used Ethernet cables with a bit rate capacity of 1Gbps. We created a 
local network with IPs and interfaces as shown in the Figure 2.  
 
 
 
       em0    em1                              
 
 
 
 
 
 
Figure 2: Scenario 1 
Scenario 2: 
 
We used this scenario for testing the Skype application. Again, we needed three computers: the first 
two for Skype users and the third one for the Kaunet emulator. For the first user we took the 
computer 4 and we connected it to Internet through a 1Gbps Ethernet link.  
Computer 1 
IP: 192.168.2.11 
Mask: 255.255.0.0 
KAUNET 
Computer 3 
Interface: em0 
IP: 192.168.2.10 
Mask: 255.255.0.0 
Interface: em1 
IP: 192.168.3.10 
Mask: 255.255.0.0 
 
 
Computer 2 
IP: 192.168.3.12 
Mask: 255.255.0.0 
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Then we connected the computer 5 through a 1Gbps Ethernet link to the Kaunet emulator (computer 
3). After that we connected the Kaunet emulator to the Internet through another 1Gbps Ethernet 
cable. We configured the Kaunet machine as a transparent bridge instead of as a router, because now 
it was connected to the Internet. Now all the traffic was shaped in the MAC level instead of the 
TCP/IP level as before.  
 
When we talk about the configuration of the Kaunet machine as a router or a bridge, it means that 
we configured the FreeBSD operative system. Kaunet wasn’t used for this configuration task, as it is 
an extension of the FreeBSD DummyNet package. 
 
As the network (Internet but mostly the network in the University) is fully variable over time and as 
we cannot influence the terms of that traffic, (we modeled the link between computer 5 and the 
access router to the Internet) we had to repeat the simulations at different times and different days 
to be able to make a reliable average (the network provided very stable results on weekends as there 
was a drastic downsize in the bandwidth demand, but during working days it was quite unstable). In 
the Figure 3, we can see the scheme that was created. 
 
 
           
                      
 
 
 
                     em0        em1                   
 
 
 
 
Figure 3: Scenario 2 
 
 
Scenario 3: 
 
Finally the scenario 3, the one we mainly used. It looks like the second scenario but now we didn’t 
need to establish a direct connection with another computer. In this case we only used the computer 
5 and the computer 3 with Kaunet. We used this scenario for testing HTTP, TVUPlayer and BitTorrent. 
In the Figure 4 a scheme of the third scenario can be seen. 
 
 
INTERNET 
Computer 4 
IP: 135.235.200.198 
Mask: 255.255.252.0 
Computer 3 (Kaunet) 
We used an internal 
bridge to link the 
interfaces em0 and em1. 
 
Computer 5 
IP: 130.235.200.201 
Mask: 255.255.252.0 
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                                     em0   em1                              
 
 
 
 
Figure 4: Scenario 3 
 
3.1.2 Computer characteristics 
 
# Computer Description 
Network Interface 
Card (NIC) 
Operative System 
1 
AMD Athlon™ 64 X2 Dual Core 
Processor 4200+, 1GHz, 1’8GB of 
RAM 
Intel Pro 1000 GT 
Microsoft Windows 
2000 
2 
AMD Athlon™ 64 X2 Dual Core 
Processor 4200+, 1GHz, 1’8GB of 
RAM 
Intel Pro 1000 GT 
Microsoft Windows 
2000 
3 
Intel Pentium 4, 2’4GHz, 1’5GB of 
RAM 
NIC1: Intel Pro 
1000 GT, NIC2: 
3COM 3C905-TX 
FreeBSD 7.0, i386 
4 
AMD Athlon™ 64 X2 Dual Core 
Processor 5200+, 2’71GHz, 1’7GB 
of RAM 
Realtek RTL8168C 
(P)/8111C PCI-E 
Gigabit Ethernet 
Microsoft Windows 
XP Professional, 
Version 2002, Service 
Pack 3 
5 
AMD Athlon™ 64 X2 Dual Core 
Processor 5200+, 2’71GHz, 1’7GB 
of RAM 
Realtek RTL8168C 
(P)/8111C PCI-E 
Gigabit Ethernet 
Microsoft Windows 
XP Professional, 
Version 2002, Service 
Pack 3 
Table 2: Computer characteristics 
 
INTERNET 
Computer 3 (Kaunet) 
We used an internal 
bridge to link the 
interfaces em0 and em1. 
 
Computer 5 
IP: 130.235.200.201 
Mask: 255.255.252.0 
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3.2 File Transfer Protocol (FTP) 
3.2.1 Symmetrical simulations  
 
For the FTP analysis we used the first scenario, which allowed us to use one computer as a FTP server 
and the other one as a client. We placed the machine with Kaunet in between them to shape the 
traffic exchanged. 
 
To start our analysis, we simulated a symmetrical traffic without any bandwidth or delay limitations. 
We used three different file sizes, and we measured the transfer time between the server and the 
client while we varying the packet loss probability. 
           Figure 5: Small picture test (3.5Kbytes)                               Figure 6: Medium picture test (3.6Mbytes)                                                                
 
We used these packet loss probabilities as they are 
quite reasonable values in computer networks. A 
0.01% probability is a very normal value in high 
quality environments with low traffic. If we 
increase the traffic a bit more, 0.1% probability 
occurs. Now the user begins to realize that the 
transmission is unusually slow. With 1% packet loss 
probability we know that there is something wrong 
with the network, it is not an acceptable behavior. 
A 2% packet loss probability would indicate that 
there are very severe problems with the network. 
As we can see in the Figures 5, 6 and 7, packet loss 
has a greater impact in small and medium size files 
rather than in the big size ones. 
              Figure 7: Video Scenario (310Mbytes) 
 
Even though the link connecting the computers has a capacity of 100Mbps, the Kaunet emulator has 
a speed limit due to package processing, and this limit is around 50-60Mbps. 
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Table 3 shows the ideal elapsed time values with ideal conditions and different bandwidths. 
 
BW (Mbps) BW (Kbytes/s) Small picture (3,5Kbytes) Medium picture (3686Kbytes) Video (317440Kbytes) 
100 12800 2,73E-04 s 0,29 s 25 s 
50 6400 5,47E-04 s 0,58 s 50 s 
20 2560 1,37E-03 s 1,44 s 124 s 
10 1280 2,73E-03 s 2,88 s 248 s 
1 128 2,73E-02 s 28,80 s 2480 s 
Table 3: Elapsed times in ideal conditions 
If we compare the Figures 5, 6 and 7 without packet loss probability and the highlighted data for 
50Mbps in the table above, we can see the transfer times are quite similar. 
 
To end with the symmetrical links we did one last battery of tests. In this case we started only with 
bandwidth limitations and then we added some packet loss probability (1%) and a delay of the 
transmission time of one packet. The transmission time depends on the downlink bit rate, so it was 
different in all three cases. As it is 
shown in the Figure 8, the smaller 
the bandwidth is, the less the 
transmission time will be affected. 
Once we augmented the 
bandwidth to 50Mbps, the elapsed 
time raised up to 240% for the case 
of a transmission delay of one 
packet and 1% of packet loss 
probability.  
                                      
 
 
                                  Figure 8: Symmetrical test 
 
Finally in the Figure 9 we compare the 
enlargement experienced by the 
elapsed time with different bit rates 
and different channel characteristics. 
This enlargement always makes 
reference to the ideal time shown in 
the table on top of this page.  We 
noticed that as we decrease the bit 
rate, the elapsed times are closer to 
the ideal ones, the increases are 
smaller.                               
                                                                                                     Figure 9: Increase of the elapsed time 
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Obviously when we add a packet loss probability of 1% or a transmission delay of one packet, the 
increase is significantly higher. 
 
In the following subchapters we did some asymmetrical tests in which we transferred a video file (310 
MBytes). 
3.2.2 Downlink bit rate bigger than the uplink bit rate 
 
In this subchapter, we made a FTP traffic analysis with asymmetrical links. First of all, we used the 
usual configuration, meaning that the downlink bit rate was bigger than the uplink bit rate. Later on 
(subchapter 3.2.3) we did the same tests but with an uplink bit rate higher than the downlink bit rate 
to simulate the scenario of a FTP server at home. 
Figure 10: Comparison of times in asymmetrical simulations 
 
As we can see in the Figure 10, we used a downlink/uplink bit rate with a proportion of 20/1 and 10/1 
Mbps, and 100/1 (DL = 10Mbps, UL = 100Kbps). If we compare the first test (PL = 0.01%) with the last 
one (PL = 1% & Delay = 2ms) in both the 10/1 and the 20/1 Mbps configurations, we see that the 20/1 
configuration experiences an enlargement of the elapsed time of 160%, while the 10/1 configuration 
only suffered an extension of 90%. But the elapsed time is always smaller in the 20/1 configuration 
due to its bigger downlink bit rate. Although it’s faster, the 20/1 configuration is more sensible to the 
added delays and packet loss probabilities. 
 
We can also see that the configuration with the lowest bandwidth (DL = 10Mbps, UL = 100Kbps) 
suffers an enlargement of the elapsed time of 60%, quite similar to the 10/1 Mbps configuration.  
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So we can state that configurations with bigger downlink bit rates are more sensible to added 
patterns (delays, packet loss), and also that the uplink bit rate does not affect the network behavior 
(if the uplink bandwidth is not sufficiently big, it will take the connection down, but 100Kbps is a quite 
reasonable value). 
 
In the Figure 11 we made a comparison between various asymmetrical schemes and their "ideal" 
symmetrical ones, always having higher symmetrical bit rate as the reference value. In this case, it is 
downlink (10 or 20Mbps). We wanted to see how asymmetry slows down the connection compared 
to symmetrical links. 
 Figure 11: Enlargement of the elapsed time 
 
We can clearly see that with a ratio of 10/1 between the downlink and the uplink, the extension is 
much lower than with a ratio 20/1 or 100/1 for the worst conditions (last group of bars). It can also be 
apprehended that the ratio of 100/1 (DL = 10Mbps, UL = 100Kbps) is more affected by packet loss 
than by delays. The opposite happens with the ratio of 20/1 (DL = 20Mbps, UL = 1Mbps). 
 
For all three cases, with 1% of loss probability and a delay of 2ms, the elapsed time is between 48% 
and 70% higher than in the ideal symmetrical scenario, which is a quite surprising result. 
 
The scheme with the smallest uplink bit rate (100Kbps) is the one that suffers a smaller increment of 
the elapsed time, thus is more stable. Another curious detail is that connections that share the same 
uplink bandwidth (1Mbps) behave similarly for the smoothest and the most aggressive conditions 
(first and last group of bars), but in between those values they behave quite differently, been 
affected in a different way by delays and loss probabilities. 
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In the Figure 12 we compared how the elapsed time increases due to delay for different bandwidth 
configurations and packet loss probabilities.  
Figure 12: Comparison of time increment due to delay 
 
The first thing we see is that the downlink bit rate conditions the rise of the elapsed time; the bigger 
this bit rate is, the greater the growth will be.  
 
For a delay of the transmission time of a packet, we cannot perceive a big difference between the 
different uplink bit rates. But for a delay of twice the transmission time of a packet, lower uplink bit 
rates will give a smaller growth of the elapsed time.  
 
Finally we can see that the increase of the elapsed time is not significantly affected by the different 
packet loss probabilities.   
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In the Figures 13 and 14 we compared how the elapsed time grows due to packet loss probability for 
the different bandwidth configurations and delays. 
 
In the Figure 13 we have 0.1% 
packet loss probability and we can 
appreciate that the bigger the 
downlink bit rate is, the more the 
connection will be affected.  
 
In all these cases the growth is 
below 1.5%, so the effect is quite 
insignificant and the FTP client will 
hardly be affected. 
 
                        
                       Figure 13: Increase of time due to PL of 0.1% 
 
 
In the Figure 14 we increased the 
packet loss probability up to 1% and 
now we can see how the growth of the 
time rose to 22% in the 20/1 
connection. All these increments in the 
transmission time will be noticed by the 
FTP client so we believe that they are 
no longer tolerable. 
 
Thus, we can tolerate a packet loss of 
0.1%, but if the packet loss exceeds this, 
the time increase is too significant and 
the user might not tolerate it.                                                                                      
                                                                                               Figure 14: Increase of time due to PL of 1% 
 
One of the important findings is that the packet loss probability penalizes users with more bandwidth 
available. So in order to have a good FTP service, it is not only required to have a fast channel, but 
also a reliable one. 
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3.2.3 Downlink bit rate smaller than the uplink bit rate 
 
In this section, we simulated the scenario of having a FTP server at home so the uplink bit rates are 
bigger than the downlink’s.  
 
In the Figure 15 we compared how the elapsed time augments due to delays for the different 
bandwidth configurations and packet loss probabilities.  
Figure 15: Comparison of time increment due to delay 
 
The first thing we see is the huge difference between the increase of the elapsed time due to a delay 
of 1 and 2 packet transmission times. The enlargement of the elapsed time is not significantly 
affected in both cases by the different packet loss probabilities.  
  
Observing the slowest scheme (UL = 1Mbps, DL = 100Kbps) we do not detect any increase due to the 
delay of one packet transmission time. It is a really interesting case because when we add a 
transmission delay of 2 packets transmission time the resulting growth is very similar to the other 
tested configurations.  
 
Furthermore we compared how the elapsed time increases due to packet loss probability for the 
different bandwidth configurations and delays. 
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In the Figure 16 we have 0.1% packet loss probability and we can see how the growth of the elapsed 
time is always smaller than 1% so we will not take it into deeper consideration, because the user will 
not notice any time enlargement. 
Therefore we think that a packet 
loss probability of 0.1% is quite 
manageable in this type of 
configuration. We increased the 
packet loss probability up to 1% 
and in the Figure 17 we can see 
that the two configurations with 
a downlink bit rate of 100Kbps 
experience a higher increase of 
the elapsed time.  
                     
                      
                    
                     Figure 16: Increase of the time due to PL of 0.1% 
 
Moreover we noticed that in the 
studied case (downlink bit rate 
smaller than uplink bit rate), the 
packet loss probability affects 
more to those with lower 
downlink bit rates, the opposite 
of what happened in the 
previous case (downlink bit rate 
bigger than uplink bit rate). 
 
                                                                  
Figure 17: Increase of time due to PL of 1% 
 
3.2.4 Comparison between both asymmetrical scenarios (DL>UL & DL<UL) 
 
As we previously mentioned, in both asymmetrical scenarios there is a big impact when we introduce 
a delay of two packet transmission time. With a delay of one packet transmission time we cannot 
perceive major behavior changes in the connection. 
 
The increase of the elapsed time is in average between two and three times bigger when the 
downlink bit rate is bigger than the uplink’s.  
 
Finally when the downlink bit rate is bigger than 10Mbps the increment of the elapsed time raises. 
 
In the Figure 18 we can appreciate how delays affect the different schemes. 
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Figure 18: Comparison of the time increment due to delay 
 
When we compare the effect of packet loss in transmission time, we can define two very different 
cases depending on the loss probability: 
 
 Loss probabilities smaller or equal to 0.1%. In both studied scenarios (DL bit rate > UL bit 
rate & DL bit rate < UL bit rate) the time increment is less than 2%, so it is not something to 
take into account and the end user will hardly notice. 
 
 Loss probability equal to 1%. The results rise of the elapsed time is between 5% and 20% (as 
we can see in the Figure 19). With these results the end user will notice that something is 
wrong, so this is a case that must be considered. 
Figure 19: Increase of time due to PL of 1% 
 
 
0
5
10
15
20
25
PL = 1 % & Delay Packet time PL = 1 % & Delay 2 Packet time
%
 In
c.
 T
im
e
DL 10 Mbps / UL 100 Kbps DL 10 Mbps / UL 1 Mbps DL 20 Mbps / UL 1 Mbps
DL 1 Mbps / UL 100 Kbps UL 20 Mbps / DL 1 Mbps UL 10 Mbps / DL 100 Kbps
UL 10 Mbps / DL 1 Mbps UL 1 Mbps / DL 100 Kbps
0
5
10
15
20
25
30
35
40
45
50
PL = 0,01 % & 
Delay Packet 
time
PL = 0,1 % & 
Delay Packet 
time
PL = 1 % & 
Delay Packet 
time
PL = 0,01 % & 
Delay 2 
Packet time
PL = 0,1 % & 
Delay 2 
Packet time
PL = 1 % & 
Delay 2 
Packet time
%
 In
cr
e
as
e
UL 1 Mbps / DL 100 Kbps UL 10 Mbps / DL 1 Mbps UL 10 Mbps / DL 100 Kbps
UL 1 Mbps / DL 20 Mbps DL 10 Mbps / UL 100 Kbps DL 10 Mbps / UL 1 Mbps
DL 20 Mbps / UL 1 Mbps DL 1 Mbps / UL 100 Kbps
  
29 
3.2.5 Comparison between symmetrical and asymmetrical scenarios 
 
In this section we performed a final comparison between the results with symmetrical links, 
asymmetrical links and the ideal case (perfect channel, symmetrical and without any limitations). 
 
In the Figure 20 we can see 
that a symmetrical link with a 
bit rate of 20Mbps and an 
asymmetrical one with an 
uplink bit rate of 1Mbps 
behave exactly in the same 
way even if we add packet 
loss rates or delays.   
 
One direct deduction is that 
the traffic of 
acknowledgement packets 
(ACKs) in the uplink is less 
than 1Mbps. 
                 Figure 20: Comparison of the increment with DL = 20Mbps 
 
It can also be seen that the increase of the elapsed time on the ideal channel is around 24%, so we 
can conclude that this loss is independent of the asymmetry of the channel. When we introduce a 
packet loss probability of 1%, the increment compared to the ideal rose dramatically to 46% in both 
cases (22% more). Finally by adding a delay of a packet transmission time the growth reaches to 61% 
over the ideal value (15% more). As it can be deducted in this case, a packet loss probability of 1% has 
a greater impact than a delay of a packet transmission time (7% more).  
 
In the Figure 21 we can perceive 
a couple of very interesting 
things. For a 10Mbps 
symmetrical connection and a 
connection with an uplink bit 
rate of 1Mbps, the behavior is 
very similar to the previous case 
(DL = 20Mbps), but the 
increments are reduced almost 
by a half, so we can deduct that 
a channel with a lower bit rate is 
closer to the ideal case.                                                        
 
         Figure 21: Comparison of the increment with DL = 10Mbps 
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Last but not the least thing is that with an uplink bit rate of 100Kbps, the increase over the ideal 
channel bursts. We noticed that the acknowledgement traffic (ACKs) needs a bit rate lower than 
1Mbps but higher than 100Kbps. 
In Figure 22 we can see that the 
behavior with a downlink bit 
rate of 1Mbps is very similar to 
the previous two graphs, but 
there is a small difference.  
 
In this case, the increment over 
the ideal time is significantly 
more affected by delays (7% 
more) rather than by a packet 
loss rate (1.4% more).  
 
 
                  
                  
                Figure 22: Comparison of the increment with DL = 1Mbps 
 
It also shows that the increments are smaller with lower downlink bit rates (if these are higher than 
1Mbps). We proved that for a downlink bit rate of 100Kbps the growths were very close to the ones 
obtained with 1Mbps). 
 
Figure 23 will confirm the fact that no matter how big bandwidth you have in your downlink, you 
must have a minimum uplink bandwidth (about 1Mbps) as well if you want to reach a good 
transmission time. We did the tests with a packet loss probability of 1% and a delay of 1ms. 
 
In the graph, we observe that 
with a connection with DL = 
50Mbps and  UL = 100Kbps, 
the elapsed time is rather 
more modest than connections 
with downlink bit rates of 10 
or 20Mbps, but with a 
significantly higher uplink bit 
rate. 
 
 
 
 
 
                                                                                     Figure 23: Comparison with PL = 1% and Delay = 1ms 
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3.3 Hypertext Transfer Protocol (HTTP) 
 
To study the behavior of the HTTP protocol we used the CNN website (www.cnn.com) because it is a 
page with lots of contents like pictures, videos and advertisements. The total size of the website is 
approximately equal to 1336 Kbytes.  Depending on the day or the size of the ads, the total size may 
vary in a few tens of bytes. 
 
From our computer at Lund University to the servers that store the contents of the website, there is a 
Round Trip Time (RTT) of approximately 120ms. 
 
Researching on the Internet we found that through various studies of "Experience of Quality Service" 
[11][12], Internet users believe that a reasonable time for loading a web page is between 8 and 10 
seconds. Because we use one of the web pages with more content for our tests, we consider useful to 
take a loading limit of around 10 seconds.  
 
To verify the behavior of the HTTP protocol we did a battery of tests with different bandwidths, 
different packet loss probabilities and different delays. We measured the required time for loading 
the website with an application which is on this website: http://webwait.com. We also took the time 
with a stopwatch. We had to make many different measures and an average of all of them was taken 
as the final value because the Internet traffic is highly variable and we only influence the traffic in the 
access link. 
 
In Tables 4 and 5 we show the results of the test battery. 
 
The delays are as follows: Delay 0 = 0ms / Delay 1 = 5ms / Delay 2 = 50ms / Delay 3 = 120ms = RTT. 
 
 
Symmetrical bit 
rate 
DL = 40Mbps &       
UL = 5Mbps 
DL = 10Mbps &         
UL = 1Mbps 
DL = 1Mbps & 
UL = 100Kbps 
PL = 0 % & Delay 0 Elapsed time (s) 3,39 4,37 16,46 
PL = 0,1 % & Delay 0 Elapsed time (s) 3,44 4,38 16,60 
PL = 1 % & Delay 0 Elapsed time (s) 5,95 6,37 17,41 
PL = 10 % & Delay 0 Elapsed time (s) 26,18 32,72 45,24 
PL = 0 % & Delay 1 Elapsed time (s) 3,94 5,01 16,99 
PL = 0,1 % & Delay 1 Elapsed time (s) 3,90 5,61 17,66 
PL = 1 % & Delay 1 Elapsed time (s) 6,65 6,69 23,07 
PL = 10 % & Delay 1 Elapsed time (s) 34,77 41,77 40,25 
PL = 0 % & Delay 2 Elapsed time (s) 7,57 8,85 19,01 
PL = 0,1 % & Delay 2 Elapsed time (s) 8,26 8,92 20,11 
PL = 1 % & Delay 2 Elapsed time (s) 10,01 10,15 24,42 
PL = 10 % & Delay 2 Elapsed time (s) 47,77 75,14 74,21 
PL = 0 % & Delay 3 Elapsed time (s) 13,06 14,53 26,26 
Table 4: Result test of loading the CNN website with high bandwidth 
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Symmetrical bit 
rate 
DL = 1Mbps & UL = 
10Kbps 
DL = 600Kbps & UL = 300Kbps 
PL = 0 % & Delay 0 Elapsed time (s) 135,95 21,16 
PL = 0,1 % & Delay 0 Elapsed time (s) 137,85 22,42 
PL = 1 % & Delay 0 Elapsed time (s) 142,43 23,13 
PL = 10 % & Delay 0 Elapsed time (s) Not available 40,60 
PL = 0 % & Delay 1 Elapsed time (s) 138,54 21,47 
PL = 0,1 % & Delay 1 Elapsed time (s) 140,22 22,80 
PL = 1% & Delay 1 Elapsed time (s) 142,58 23,33 
PL = 10 % & Delay 1 Elapsed time (s) Not available 44,58 
PL = 0 % & Delay 2 Elapsed time (s) 147,84 24,17 
PL = 0,1 % & Delay 2 Elapsed time (s) 149,45 25,28 
PL = 1 % & Delay 2 Elapsed time (s) Not available 25,86 
PL = 10 % & Delay 2 Elapsed time (s) Not available 45,87 
PL = 0 % & Delay 3 Elapsed time (s) 159,56 26,92 
Table 5: Result test of loading the CNN website with low bandwidth 
 
As we can see, the configurations that succeed the user’s time expectations have a downlink bit rate 
equal or greater than 10Mbps and an uplink bit rate of at least 1Mbps, packet loss rate equal or less 
than 1% and an additional delay of no more than 50ms. 
 
We noted that with a downlink bit rate of 1Mbps and different ranges of uplink bit rates, the required 
time for loading the tested website is beyond the patient limit of current Internet users. We have to 
remember that such connections are still very common in many countries; this gives us an idea of 
how fast access networks have to update to keep up with the quality demand from users.  
 
Figure 24: Elapsed time with DL = 40Mbps & UL = 5Mbps 
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On the previous page we can see Figure 24, which shows in detail the results for a more or less 
standard connection nowadays, with 40Mbps of downlink bit rate and 5Mbps of uplink bit rate. 
 
For a better analysis of all the data we gathered, we used a sniffer program called WireShark [27]. 
With this program we were able to observe all the traffic flowing from and to our computer. 
 
We made some graphics analyzing the traffic addressed to us through our Ethernet’s MAC (downlink, 
the bigger one in the graphic) and the traffic sent by us (uplink, the smaller). The X axis of the graph 
indicates time (in seconds) and the Y axis indicates the bit rate (in bps). We used this configuration in 
all the WireShark figures. 
 
In Figure 25 we can observe a connection with a downlink bit rate of 600Kbps and an uplink bit rate 
of 300Kbps. With the Kaunet emulator we added a delay of 50ms and we varied the packet loss 
probability. From the four peaks identified by the WireShark, the peak 1 corresponds to a probability 
of 0%, the peak 2 has 0.1%, the peak 3 has 1% and finally the peak 4 has 10%. 
 
 
Figure 25: Loading websites 
 
We can observe how the traffic patterns of the first three peaks are very similar, because in HTTP 
traffic it is quite difficult to perceive the changes between 0% and 1% loss probability. However, in 
the fourth peak we notice a significant increase in time required for loading the website. With 10% of 
packet loss, the time becomes nearly double. 
 
In Figure 26 we have a connection with a downlink bit rate of 40Mbps and an uplink bit rate of 
5Mbps. With the Kaunet emulator we added a packet loss probability of 10% and we varied the delay. 
From the three peaks identified by WireShark, peak 1 corresponds to a delay of 0ms; peak 2 has a 
delay of 5ms and finally peak 3 has 50ms delay. 
 
We can see that the more delay we added, the lower the maximum bit rate was and the longer it 
took to complete the loading of the website. 
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Figure 26: Loading websites with delay 
 
We noticed that in the two schemes exposed above, increasing the packet loss probability and the 
delay makes the elapsed time augment in the same way it happened with the FTP protocol, discussed 
in the previous section, since both use TCP. 
 
Having established this, we decided to find the limits for a good behavior of this protocol, varying 
independently the bandwidth, the packet loss and the delays to reach the threshold of 10 seconds of 
loading time. 
 
Regarding the bandwidth, we know that an uplink bit rate (only used for requesting data and ACKs) of 
150Kbps is more than enough to load a web page, so we reduced the downlink bit rate to achieve the 
10 seconds limit. 
 
As a result of this experiment, we found that the limit must be at least a 4Mbps bit rate in downlink. 
We can conclude by saying that nowadays an average user should have a connection with those bit 
rates (DL=4Mbps, UL=150Kbps) to reach a reasonable webpage loading time (around 10 seconds). 
 
However, the user must also think that these limits are established only to load a webpage in a 
reasonable time, so if he/she is using other applications that require traffic exchange through the 
Internet, the connection bandwidth will be shared with them and this could leave only a portion of 
the total bandwidth available for HTTP traffic. Thus the time required to load the webpage may be 
greater than the 10 seconds limit. 
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On the other hand, we used a connection with large bit rates (DL = 40Mbps, UL = 5Mbps) and we 
increased the packet loss probability and the delay to reach the proposed limit. With these 
conditions, we could verify that for a packet loss probability of around 3%, the time a user would wait 
for the webpage to load is already exceeded. The same happens with a delay of approximately 70ms.  
 
Finally we tried a combination of both patterns, and with a packet loss rate of 1% and a delay of 
50ms, the ten seconds limit is reached. 
 
These effects aren’t something that depends on the user since it is part of the network traffic, the 
servers, the routers, the intermediate nodes, the possible congestion, the conditions of access cables, 
etc., so it is completely variable and it also depends heavily on the hours or the day in which you are 
using Internet to browse web pages. 
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3.4 Skype 
 
The Skype guide for network administrators [15] suggests that this application can consume a 
network bandwidth of 32Kbps and 80Kbps for voice and video calls, respectively. Skype does not 
provide users with any mechanism to vary the forced bandwidth consumption. 
 
In the voice transference, traffic is transmitted using the UDP protocol port configured in 
Tools>Options. Packets for voice transmission have a size between 40 and 120bytes. An uplink and 
downlink bandwidth of 2Kbytes/s each is necessary for reasonable call quality. The voice is almost 
unintelligible at an uplink and downlink bandwidth of 1.5Kbytes/s [15].  
 
Due to the particularities of this application, to reflect the information obtained through the different 
tests we commented the changes in both the video and the audio when some limitations were 
introduced. 
 
- Voice Call: when we establish a voice call between two Skype users, the application creates 
a direct connection, but all traffic is formed by UDP packets. If no external limitations are 
added, the traffic is completely symmetrical. We made some tests with bandwidth 
limitations and we classified the results according to the quality of the voice call. 
 
Bandwidth available Quality of Service 
Symmetrical bandwidth equal or greater than 
60Kbps. 
Perfect voice quality and negligible delay. 
Symmetrical bandwidth of 50Kbps. Good quality and delay less than one second 
Symmetrical bandwidth of 40Kbps. 
Good quality, the voice in the computer under 
constraints begins to have less quality but in the 
other one is still good. Delay less than one second. 
Bandwidth between 30 and 40Kbps. 
This is the limit to hold a conversation with a 
minimum quality.  The Skype guide says that with 
4KB/s it is enough for a conversation, so the limit 
should be around the 32Kbps. 
Bandwidth between 20 and 30Kbps. 
The voice gets choppy and the message becomes 
intelligible. The delay is approximately between 1 
and 2 seconds. 
Bandwidth between 10 and 20Kbps. 
The voice gets too choppy and the message is 
intelligible. The delay is around 3 seconds. 
Table 6: Result test of voice call  
 
- Video Call: When we establish a video call between two Skype users, it creates a direct 
connection, and as in the voice calls all traffic is UDP.  
 
We define 3 possible levels of quality. The first level has a good quality, clear picture and 
perfect voice reception. The second level has an acceptable quality and although the image 
  
37 
is pixilated, we have less frames/second but we can still maintain a video call. The third 
level can no longer maintain a video call because the image is badly damaged or the voice 
gets choppy and the message becomes intelligible. 
 
To analyze what happens in the video calls, we made some tests changing the bandwidth. 
After this, we performed various tests by adding errors and delays but with two fixed 
bandwidths. The bandwidths chosen for these tests were: 
 
 Downlink = 40Mbps / Uplink = 5Mbps 
 Downlink = 5Mbps / Uplink = 600Kbps 
 
We chose the first bandwidth because is the one we had approximately in our laboratory 
and it is more or less common in the big cities in Sweden. The second one is a bandwidth 
really common nowadays in Spain, so we decided to test it as well.  
3.4.1 Bandwidth test 
 
Bandwidth available Quality of Service Level 
High BW, both symmetrical 
and asymmetrical greater 
than 5Mbps. 
Perfect. 1 
DL = 5Mbps / UL = 1Mbps 
The bandwidth used is from 600 to 700Kbps, but the 
downlink bit rate goes down to around 200Kbps when 
there is no motion in front of the camera. 
1 
DL = 1Mbps / UL = 750Kbps 
Exactly the same as above. In the Figure 27 we show 
how the downlink bit rate goes down. Between the 
beginning and the second 200 we were using 
DL=5Mbps/UL=1Mbps and then we used 
DL=1Mbps/UL=750Kbps. 
1 
DL = 750Kbps / UL = 500Kbps 
The image in the uplink is a little more pixilated, but 
nothing important. 
1 
DL = 500Kbps / UL = 500Kbps 
The delay rose to half a second. Both bandwidths are 
used at full capacity. The downlink bit rate does not go 
down any more when there is no motion. 
1 
DL = 500Kbps / UL = 300Kbps 
The quality in the uplink has fallen substantially. The 
delay still remains less than 1 second. 
1 
DL = 300Kbps / UL = 300Kbps 
The quality and the frames per second are low enough 
to consider the communication as level 2. 
2 
DL = 300Kbps / UL = 200Kbps Worse quality in the uplink. 2 
DL = 200Kbps / UL = 150Kbps Poor quality and delay greater than one second. 2 
DL = 150Kbps / UL = 100Kbps 
The delay is one second and a half. People’s faces are 
hardly recognizable. The rate of frames per second is still 
good. 
2 
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DL = 100Kbps / UL = 75Kbps 
We could still maintain a video call but with very few 
frames/s. The bandwidths used in this communication 
adapt to the more restrictive limits, in this case the 
uplink limit. So the used bandwidth in both directions is 
75Kbps. With smaller bandwidths is exactly the same. In 
the Figure 28 we show this effect. 
2 
DL = 75Kbps / UL = 50Kbps 
Very poor quality in the uplink, the downlink quality of 
image is in the limit, the refresh rate is very low. The 
voice is good in both directions. 
3 
DL = 50Kbps / UL = 40Kbps 
The image is really choppy and has a delay around 3 
seconds. The voice is still right with a one second delay. 
3 
DL = 40Kbps / UL = 35Kbps 
Video is totally broken, almost static, but the voice is 
correct. 
3 
DL = 35Kbps / UL = 30Kbps 
The voice begins to be choppy but you can still maintain 
a conversation. 
3 
DL = 30Kbps / UL = 25Kbps 
You cannot maintain a voice conversation with that 
bandwidth. 
3 
DL = 25Kbps / UL = 20Kbps 
You can make a voice call, but not a video call. It cuts 
within 10 seconds of connection. 
3 
Table 7: Result of the bandwidth test           
                       
 
                     Figure 27: Skype bandwidth consumption 
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Figure 28: Bandwidth sweep 
 
From the Table 7 we can establish some boundaries for each level. We had a level 1 video call with 
high bandwidth to 300Kbps. When the available bandwidth is between 300Kbps and DL = 75Kbps / UL 
= 50Kbps the quality level is the 2. The Skype guide says that it is enough with 10KB/s, so the limit 
should be around 80Kbps, but the quality of the video call is going to be really poor. The level 3 is 
reached when the bandwidth is less than 75Kbps; at that moment it is impossible to maintain a video 
call in conditions.  
3.4.2 Packet loss test  
 
With this test we will check the strength of Skype when it has to deal with different packet loss 
probabilities. We used two different configurations of bandwidth. 
 
In the first one we used a constant bandwidth of 40Mbps for the downlink and 5Mbps for the uplink. 
In the second one we used a bandwidth configuration with 5Mbps for the downlink and 600Kbps for 
the uplink. 
 
Packet loss probability Quality of Service Level 
1% Good quality 1 
5% 
Good quality, a little pixilated. The used bandwidth is 
between 600 and 700Kbps. 
1 
10% 
Quite pixilated. The used bandwidth is between 450Kbps 
and 500 Kbps. 
2 
14% 
More pixilated, the delay is around one second.  The used 
bandwidth is between 450Kbps. 
2 
20% 
The voice is still fine, but the picture is very slow and 
pixilated, with few frames per second. The voice delay is 
2 
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different for the uplink and the downlink. In the downlink 
are about 3 seconds and 1 second in the uplink. The used 
bandwidth is between 50Kbps and 380Kbps, but in average 
is 200Kbps. 
50% 
The image is very pixilated and the voice is choppy. The used 
bandwidth falls and finally the connection is lost. 
3 
Table 8: Result of the packet loss test with constant bandwidth of DL = 40Mbps and UL = 5Mbps           
 
We can apprehend that with this bandwidth (DL = 40Mbps, UL = 5Mbps) the packet loss between 0% 
and 5% does not affect really much. With errors between 5% and 20%, we reach the level 2, so the 
video call is still acceptable. With 20% of loss we reach the limit so with every upper packet loss we 
can’t do a video call. 
 
Packet loss probability Quality of Service Level 
1% Good quality 1 
5% 
Good quality, a little pixilated. The used bandwidth is 
between 500 and 600Kbps in the uplink and between 800 
and 900Kbps in the downlink. 
1 
10% 
Quite pixilated. The used bandwidth is 600Kbps in the uplink 
and 1,2Mbps in the downlink. 
1 
14% 
The voice is a little choppy, but the picture is very slow and 
pixilated, with few frames per second. The used bandwidth 
is between 60Kbps and 200Kbps. 
2 
20% 
The image is very pixilated and the voice is choppy. The used 
bandwidth is around 30Kbps. 
3 
Table 9: Result of the packet loss test with constant bandwidth of DL = 5Mbps and UL = 600Kbps 
 
We can notice in this case with a packet loss between 0% and 10% does not affect really much. With 
errors between 10% and 14%, we reach the level 2, so the video call is still acceptable. With 14% of 
error we reach the limit so with every upper packet error loss we cannot do a video call. 
3.4.3 Delay test 
 
For testing how the delay affects to Skype we used the same configurations of bandwidth that we 
used for testing the packet losses. (The first one: DL = 40Mbps, UL = 5Mbps and the second one:    DL 
= 5Mbps, UL = 600Kbps). 
 
 
Delay Quality of Service Level 
0s 
Good quality and a delay of few milliseconds invaluable to the naked 
eye. 
1 
0.5s Good quality and less than one second of delay. 1 
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1s 
There is a delay between one and a half and two seconds in the 
voice and video.  
1 
2s 
The delay is nearly 3 seconds in voice and video. The bandwidth 
used by Skype for delays equal to or less than 2 seconds is about 
600Kbps in both the uplink and the downlink. In the downlink we 
can detect downs due to the transmission of a still image. 
1 
3s 
The delay is nearly 4 seconds but the bandwidth downs to 300-
500Kbps. 
1 
4s 
There is a delay of about 5 seconds, the voice still works fine, but 
the video looks very pixilated. The bandwidth plummets to less than 
100kbps.  
2 
5s 
Very poor quality in the uplink, the downlink quality of image is in 
the limit, but the refresh rate is very low. The voice is a little choppy. 
If we make a video call from the beginning, the voice connects but 
the video is connected 2 seconds and then we lost the connection. 
3 
10s 
The connection is very bad but has not been cut! The Kaunet not 
allowed introducing a delay greater than 10 seconds, so we leave 
here. In the Figure 29 we can see how the bandwidth decreases 
when we increase the delay. 
3 
Table 10: Result of the delay test with constant bandwidth of DL = 40Mbps and UL = 5Mbps 
 
 
Figure 29: Delay sweep with a downlink bit rate of 40Mbps and an uplink bit rate of 5Mbps 
 
Delay Quality of Service Level 
0s 
Good quality and a delay of few milliseconds invaluable to the naked 
eye. The used bandwidth is around 600Kbps in both directions. 
1 
0.5s 
Good quality and less than one second of delay. The uplink bit rate 
downs when there is no motion on the webcam. 
1 
1s There is a delay between one and a half and two seconds in the 2 
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voice and video.  The bandwidth is still the same as the above one 
but a little more variable. The video in the uplink is quite stopped. 
2s 
If you try to connect from the beginning, you can’t connect. If you 
raise the delay from the level above, you can see that the delay is 
between 3 and 4 seconds in voice and video. Both bandwidths go 
down to 500Kbps.  
2 
3s 
There is a delay of 4 seconds in the voice and video.  The video is 
really pixilated in the uplink, but it maintains the quality in the 
downlink.  
2 
5s 
The quality is really bad in the uplink; the video is choppy and 
pixilated. There is a delay between 6 and 7 seconds. It is in the limit. 
The uplink bit rate plummets to 40Kbps but the downlink bit rate 
goes down slowly to 200Kbps. 
3 
7s 
Impossible to maintain a video call with this delay. Both bandwidths 
are 40Kbps. So in this case also appears the same phenomena, when 
the channel is really bad the links tend to be symmetrical. In the 
Figure 30 we show this behavior.  
3 
Table 11: Result of the delay test with constant bandwidth of DL = 5Mbps and UL = 600Kbps 
Figure 30: Delay sweep with a downlink bit rate of 5Mbps and an uplink bit rate of 600Kbps 
 
3.4.4 Combination of packet loss and delays  
 
In the Table 12 we made a battery of tests with a constant bandwidth of DL = 40Mbps / UL = 5Mbps 
but with variable packet loss probabilities and delays. 
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Packet loss 
probability 
Delay Quality of Service Level 
1% 0.5s 
It has a delay about 1 second in the voice and 1 second 
and a half in the video. The downlink bit rate used is 
between 700 and 800Kbps and the uplink is about 
300Kbps. 
1 
1% 1s 
The picture quality is quite good. It has a delay about 1 
second in the voice and 1 second and a half in the 
video. The downlink bit rate is between 700 and 
800Kbps, the uplink bit rate downs to 150Kbps. 
1 
1% 2s 
The picture quality is pixilated, but in the uplink it has 
fewer frames per second and its more pixilated. It has 
a delay about 3 seconds. The bandwidth is really 
variable, between 300 and 700Kbps depending of the 
motion on the webcam. 
2 
1% 2.5s 
The connection is very bad but has not been cut. The 
bandwidth in both directions is 40Kbps. In the Figure 
31 we can see the huge differences that we produces 
in the bit rate just adding a delay of half second. 
3 
0.1% 0.5s 
The picture quality is good. It has a delay about 1 
second in the video and the voice. The downlink bit 
rate used is between 700 and 800Kbps and the uplink 
is about 300Kbps. 
1 
3% 0.5s 
It begins to be pixilated. It has a delay about 1 second 
in the voice and 1 second and a half in the video. The 
bandwidth used is between 200 and 300Kbps. 
2 
5% 0.5s 
The picture quite pixilated. It has the same delay. The 
bandwidth used is between 150 and 200Kbps. 
2 
10% 0.5s 
The uplink and the downlink bit rates are the same. 
Both in 200Kbps. These phenomena used to happen in 
very bad condition of the channel. If we make them 
worse, both bandwidth downs together. 
2 
14% 0.5s 
The quality and the bandwidth goes down really fast, it 
is on the limit for a video call. The bandwidth used is 
between 100 and 150Kbps. 
3 
20% 0.5s 
The connection it has not been cut but the bandwidth 
used is around 50Kbps. The voice is still good but with 
a delay of 1 second. 
3 
25% 0.5s 
The voice is choppy and you cannot maintain a voice 
call. In the Figure 32 we show how the bit rate goes 
down when we introduce more packet loss probability. 
3 
Table 12: Combination of packet loss and delays with constant bandwidth of DL = 40Mbps and UL = 5Mbps 
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Figure 31: Drastic decrease of the Skype bandwidth consumption by adding half second more, with a downlink 
bit rate of 40Mbps and an uplink bit rate of 5Mbps 
Figure 32: Packet loss probability sweep with a downlink bit rate of 40Mbps and an uplink bit rate of 5Mbps 
 
In this case we could see how the combination of delay and packet loss probability affects the 
application. Without any PL, we reached the level 3 with 5 seconds of delay but with 1% of packet 
loss the required delay is half the previous. 
 
On the other hand, without delay we got to level 3 with a packet loss probability of 20%, but only by 
adding extra 500ms delay, the required probability is 14%. 
 
In the Table 13 we made a battery of test similar to Table 12 but with a constant bandwidth of DL = 
5Mbps / UL = 600Kbps. 
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Packet loss 
probability 
Delay Quality of Service Level 
1% 0.25s 
It has a delay about half second in the voice and 
video. The downlink bit rate used is between 700 
and 800Kbps and the uplink is about 100Kbps. 
1 
1% 0.5s 
The picture quality is quite good. It has a delay 
about 1 second in the voice and video. The 
downlink bit rate is between 700 and 800Kbps, the 
uplink bit rate is still to 100Kbps. 
1 
1% 1s 
The picture quality is pixilated, but in the uplink it 
has fewer frames per second and its more 
pixilated. It has a delay about 2 seconds. The 
bandwidth is really variable, between 700 and 
800Kbps in the downlink and 80Kbps in the uplink. 
The voice is still good. 
2 
1% 1.5s 
The quality of the uplink video is really bad, it uses 
only 50Kbps. The downlink bit rate is around 
700Kbps. The downlink quality is still fine, but this 
connection has to be good in both sides. 
3 
1% 2s 
It is more or less the same as the above. The delay 
raise to around 3 seconds. 
3 
0.1% 0.5s 
The picture quality is good in the downlink, but a 
little pixilated in the uplink. It has a delay about 1 
second in the video and the voice. The downlink 
bit rate used raises to 700Kbps and the uplink is 
between 150 and 200Kbps. 
1 
3% 0.5s 
It begins to be pixilated; there are some pieces in 
blue. It has a delay about 1 second in the voice and 
video. The bandwidth used in the uplink is 
300Kbps. The downlink is 700Kbps. 
2 
5% 0.5s 
The picture is quite pixilated. It has a delay of 2 
seconds. The bandwidth used in the downlink is 
between 800 and 900Kbps. The uplink bit rate is 
300Kbps. The voice is a little choppy in the uplink. 
2 
10% 0.5s 
The downlink bit rate raise to 1Mbps and the 
uplink is fix on 300Kbps. The voice in the uplink is a 
little choppier. 
2 
14% 0.5s 
The downlink bandwidth is between 700 and 
900Kbps but the uplink bit rate it starts going 
down to 200Kbps. 
2 
20% 0.5s 
The downlink bit rate goes down really fast; the 
quality of the images is really bad, pixilated and 
choppy. It is really difficult to maintain a voice 
3 
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conversation. It is bellowing the limit. 
25% 0.5s 
The voice is choppy and you cannot maintain a 
voice call. In the Figure 33 we show how the bit 
rate goes down when we introduce more packet 
loss probability. 
3 
Table 13: Combination of packet loss and delays with constant bandwidth of DL = 5Mbps and UL = 600Kbps 
Figure 33: Packet loss probability sweep with a downlink bit rate of 5Mbps and an uplink bit rate of 600Kbps 
and a delay of 500ms 
 
In this other case without any PL, we reached the level 3 with 2 seconds of delay but with 1% of 
packet loss the required delay is one second and a half. 
 
On the other hand, we can see that if you add a delay of 500ms and we modify the packet loss 
probability, the results are quite the same as without any delay. 
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3.5 TVUPlayer 
 
TVUPlayer is a P2P-TV application that allows the user to watch television channels from all around 
the world free of charge. This application provides real-time video streaming over the Internet and is 
part of a new set of systems which are gaining popularity among the users worldwide. 
 
Technically speaking, the use of a P2P scheme favors networks by reducing the network costs and the 
bandwidth load at the server, but takes the complexity to the final user. But due to the growing user’s 
demand of HD contents and high quality video channels, a much higher bandwidth is required to 
achieve the Quality of Experience (QoE) demanded. 
 
Some papers [16] show a growing concern of the ISP’s towards these applications due to their rather 
aggressive behavior when the access link to the network provides bad connection conditions 
(bottlenecks, high jitter, etc.). In that case, P2P-TV applications can be very harmful both for the 
network and the rest of the applications as they will take control of the connection and will not share 
it with the rest. 
 
We have chosen this application among the rest of P2P-TV applications because as some studies have 
shown [17] TVUPlayer presents a rather more aggressive behavior than SOPCast, PPLive, etc. We 
used version 2.5.0 [build1851] of TVUPlayer. 
 
To verify this potentially harmful behavior of TVUPlayer we have designed a set of tests. These tests 
also showed us the boundaries of the different parameters in which the application works correctly 
(no timeouts while playing the contents and good image quality). We played with the variations of 
three different parameters: bandwidth, delay and packet loss probability. First we varied them 
separately and finally we saw how the application behaves when we mix them up. 
 
Among the different channels offered, we chose the channel number 4020 (RVR Movies), with a 
specified downlink bit rate of 683Kbps. We tried to pick some other channels with a higher bit rate 
but they were quite unstable as the video displayed had some serious timeouts and the signal was 
very poor. We chose a channel with a medium-high bit rate that displayed contents with a high 
quality image and a stable signal. In this experiment, TVUPlayer was the only application that had 
access to the Internet connection together with WireShark to check the bandwidth used by 
TVUPlayer. 
3.5.1 Bandwidth test 
 
First of all we saw how the application behaves when we only vary the bandwidth on both the 
downlink and the uplink. By doing some raw tests, we saw that it was more than enough to use a 
configuration of 5Mbps in the downlink and 1Mbps in the uplink, but we use a first configuration of 
10Mbps in the downlink and 2Mbps in the uplink just for security purpose.  
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In the Figure 34 we can see how the application behaves when we decrease the connection 
bandwidth.  
 
 
Figure 34: Bandwidth sweep 
 
We changed the bandwidth configuration every 100 seconds and we saw that the application 
performed correctly with a good QoE until the bandwidth was changed to (4). Then the quality of the 
video started to decrease, but it was still good enough to let the viewer continue watching the movie 
without making the experience unpleasant. But when we moved the bandwidth to the next level (5) 
the image became so blurry that the quality of the video was unacceptable. We also had a 20 seconds 
timeout and then periodic timeouts that made the application useless. For the last level (6), the 
image was frozen, so the application didn’t work at all. 
 
The first thing we can see is that for any bandwidth configuration bigger than (3), both downlink and 
uplink are quite symmetrical, and the higher bit rate peaks are achieved by the uplink. Only when the 
uplink is limited to 1Mbps or less a real asymmetry is observed and due to this asymmetry the quality 
of the image starts to decrease. While both links have a similar bit rate the QoE is good and the 
application performs well. But the smaller the uplink bit rate is, the more problems we experienced.  
 
Through all the testing process we realized that the content displayed on the application at each 
moment creates two types of uplink bit rate flows. The first one is a quite symmetrical flow like in this 
first test and the second flow is a much smaller flow, easily distinguishable from the downlink, 
sending much less information than the one received. 
 
We made an extra measurement with a downlink bandwidth of 20Mbps and an uplink bandwidth of 
100Kbps and after 30 seconds the application stopped playing the video so we confirmed that the 
uplink is the key parameter for a good application performance. If it is too small, the user will be 
punished and the downlink bandwidth will not be taken into account. 
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3.5.2 Delay test 
 
In this subsection we tested how the application is affected by different delays. We measured the 
maximum RTT for a packet from our computer to the TVUPlayer server and back and it was in mean 
value 230ms with a maximum peak of 321ms. 
 
We kept a constant bandwidth of 5Mbps for the downlink and 2Mbps for the uplink. This 
configuration allowed the application to behave correctly and was far from the bad performance 
limits (DL = 1Mbps, UL = 300Kbps). 
 
In the Figure 35 we can see how the application behaves when we increase the delays in both links 
(up and down). 
 
 
Figure 35: Delay sweep with constant bandwidth of 5Mbps in the downlink and 2Mbps in the uplink 
 
As we can perceive, the application tolerates delays of up to 500ms without any change in the 
behavior, but then it reacts increasing the downlink bit rate. The video displayed did not experiment 
any quality changes and did not become blurry like in the bandwidth test, but when the delay is 
bigger than two seconds some timeouts start appearing. With a two seconds delay the timeouts are 
still acceptable as they are short (less than three seconds) and spaced in time (several minutes, in 
average more than ten), but for a two and a half seconds delay and especially for a three seconds 
delay, the frequency and the repeatability of the timeouts make viewer’s experience unacceptable. 
  
Two seconds is the boundary for a good behavior. A higher delay would generate non tolerable 
timeouts and for a three seconds delay the timeouts will be constant and non tolerable. For a three 
and a half seconds delay the image will freeze and eventually it will be displayed again but with 
everlasting timeouts. We introduced delays of up to six seconds and the application always kept 
trying to display the channel contents, but the timeouts were so big for delay values bigger than four 
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seconds that we considered that the application stopped working when the delay had a value of four 
seconds. 
 
We repeated the same test for a channel with bigger bit rate (591-FTV—1149Kbps) and for other with 
a smaller one (11206-ITV2 [UK]—145Kbps). The results obtained show that channels with higher bit 
rates are more susceptible to packet delays. The channel with a transmission bit rate of 1149Kbps 
started experiencing serious problems when a 1.5 seconds delay was applied and viewer’s experience 
was unacceptable for a 2 seconds delay. On the other hand, the channel with a transmission bit rate 
of 145Kbps maintained a correct behavior for delays up to 4 seconds, and stopped working for a 4.5 
seconds delay.  
3.5.3 Packet loss test 
 
With this test we checked the strength of this application when it has to deal with different packet 
loss probabilities. 
 
We used a constant bandwidth of 40Mbps for the downlink and 5Mbps for the uplink and increased 
the packet loss probability up to 20%.  
 
In the Figure 36 we can see how the application behaves when we increase the delays in both links 
(up and down). 
Figure 36: Packet loss probability sweep with a constant bandwidth of 40Mbps in the downlink and 5Mbps in 
the uplink 
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The first thing that calls our attention is that the bandwidth is barely being affected by the 
introduction of a packet loss probability of 1%. We can see that the uplink suffers more this loss 
probability than the downlink. With a loss probability of 5% the downlink bandwidth is around 25% 
higher than in the case with no loss probability while the uplink is sensibly smaller. 
 
The application has a good behavior for loss probabilities smaller than 10%. With this rate the image 
freezes and the application stops displaying the channel contents. Eventually some images will be 
displayed but with constant timeouts that make viewer’s experience unacceptable. So 5% loss 
probability is the boundary for a good QoE. 
 
We decided to test some more channels with different bit rate levels, to check if channels 
transmitting with different bit rates have different behaviors. For these new tests we kept using a 
bandwidth configuration of 40Mbps in the downlink and an uplink bandwidth of 5Mbps. 
 
 
Figure 37: 11203-FIVE[UK]—145Kbps 
 
As we can see in the Figure 37, the FIVE [UK] channel has a better resistance against packet loss rates. 
It behaves like the previous channel, increasing the bandwidth when it approaches its good QoE limit 
(20% packet loss probability in this case).  We can see that it cracks down for 33% of packet loss rate. 
It has no timeouts and no image quality changes until it stops working. Now the limit of a good 
behavior is established in 20% of loss probability. 
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Figure 38: 84504-RTV Oost—1508Kbps 
 
The channel that we show in the Figure 38 has a high bit rate (RTV Oost--1508Kbps). As we can see, it 
stops offering a good QoE when we insert a 0.1 packet loss probability, which is quite common for 
networks with heavy traffic. Although it tries to display the channel content, the timeouts are so 
frequent and so long that the QoE is no longer acceptable. For 1% loss probability the displayed 
image was frozen. 
 
As a result of these two experiments we can see that TV channels with different bit rate requirements 
have different robustness when dealing with packet loss probabilities. Channels with small bit rates 
can deal with high packet loss probabilities (much higher than actual network requirements) while 
channels with high bit rate demands need very stable networks, as usual loss probabilities in high 
traffic networks (0.1%) can lead the application to malfunction. Also these TV channels with higher bit 
rates demand superior hardware requirements, especially RAM. 
 
According to [17], TVUPlayer should be able to keep trying to display the TV contents even with 30% 
packet loss probability, in a channel with more or less half the bandwidth consumption of the one we 
have been testing. We made an additional test using this time asymmetrical loss probabilities.  To 
prove this, we varied the downlink loss rates as before but the uplink loss rate remained constant and 
equal to 1%. We tested the channel we have mainly been using (4020-RVR Movies). We also repeated 
the experiment with no loss rate in the uplink and we obtained the same result. 
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Figure 39: RVR channel with constant uplink loss probability (1%) 
 
In the Figure 39 we can notice that the application keeps offering a good performance until the error 
rate reaches 33%. Even in that case, the application tries to keep displaying contents but with huge 
timeouts and a really poor QoE. But the boundaries of good behavior have been pushed to 20%, 
while in the Figure 36 graphic of this section the same TV channel with symmetrical bit rates stopped 
working when the loss rate was higher than 10%.  
 
So by applying a sufficiently small loss rate to the uplink we can push the limit up to 10% more. This 
result, along with the one obtained in the first section (bandwidth test) shows how important is to 
have an uplink without any perturbations and with a bandwidth sufficiently big for the application’s 
good behavior. Furthermore, we tested a low bit rate channel (11201 ITV 1 [UK]—145Kbps) adding no 
packet loss probability to the uplink and increasing the downlink loss probability from 5% to 50%, and 
the result obtained was that the application displayed this channel contents with no timeouts or 
visible changes in the behavior even with 50% of packet loss probability. The results obtained led us 
to think that in [17] they only applied restrictions to the downlink, or a softer loss rate in the uplink. 
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3.5.4 Bandwidth + Delay + Packet loss test 
 
In this final test we used the three different parameters we have tested before but now we varied 
them at the same time to see how they affect the application. Once more we tested the channel 4020 
(RVR Movies--683Kbps). 
 
In this first test we maintained a constant bandwidth of 40Mbps in the downlink and 5Mbps in the 
uplink and a constant packet loss probability of 1%. We varied the delay from 0.5 to 2 seconds. 
 
 
Figure 40: Delay sweep with a fixed packet loss probability of 1% and a constant bandwidth of 40Mbps in the 
downlink and 5Mbps in the uplink 
 
In the Figure 40, for a delay higher than 500ms the application stopped performing correctly and 
some timeouts appeared. The length and repeatability of these timeouts made the QoE so poor that 
we consider that the limit for a correct behavior should be formed by the following parameters: 1% of 
packet loss probability, half a second of packet delay and a bandwidth of 20Mbps in the downlink and 
5Mbps in the uplink. 
 
We made another test. In this case we kept constant the bandwidth (40Mbps in the downlink and 
5Mbps in the uplink) and the delay (500ms) and varied the packet loss probability from 0.1% to 10%. 
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                 Figure 41: Packet loss probability sweep with a fixed delay of 500ms and a constant bandwidth of 40Mbps                                
in the downlink and 5Mbps in the uplink 
 
As we can notice in the Figure 41, the application behaves correctly until 4% packet loss probability is 
introduced into access link. Although it shows a decrease in the downlink bit rate when we insert 2% 
packet loss probability, the application still manages itself to perform correctly and there are very few 
timeouts, which are short and much separated in time. Thus, the QoE is not affected. So from this 
test we can state that the limit for a correct behavior is: 2% of packet loss probability, half a second of 
packet delay and a bandwidth of 20Mbps in the downlink and 5Mbps in the uplink.  
 
With this test we have pushed the previous limit up to 2% of packet loss tolerance, which is actually 
quite good as 2% loss usually indicates that the network is experiencing some serious trouble. 
 
Now we made a third test, in which we maintained a constant delay of half a second and a packet loss 
probability of 2% and we decreased the bandwidth until we found the limit that provided us with the 
third parameter we need to give a final configuration that pushes TVUPlayer to the limit of good 
performance. In this case for a bandwidth configuration of 8Mbps in the downlink and 1Mbps in the 
uplink made the application stop working. The timeouts that appeared were extremely long (1-2 
minutes). The boundaries for a good performance are 12Mbps in the downlink and 3Mbps in the 
uplink. In this test no graph is given as the difference between different configurations is not as easy 
to appreciate as in the previous tests. 
 
  
56 
3.6 BitTorrent 
 
BitTorrent is one of the applications used to distribute large amounts of data without a direct 
dependency of the original distributor. Instead, users supply pieces of the data to new users, which 
provides a reduction of the cost in time and produces redundancy against system problems. 
 
We analyzed BitTorrent instead of eDonkey, Gnutella or Direct Connect (among others) because it is 
the most extended application using P2P sharing system in Sweden. It is assumed that BitTorrent is 
responsible for a very large portion of all Internet traffic (often including some illegal content) so it 
might have a big impact on networks. Nowadays it represents between 43% and 70% of total traffic 
volume in different regions of the world [23]. 
 
As we did with TVUPlayer and the other analyzed applications, we simulated a variable channel by 
changing the three key parameters: bandwidth, delay and packet loss probability. 
 
For the analysis, we used the BitTorrent 6.3 (build 16973) and for searching for sources, we found the 
webpage (http://www.mininova.org/) with legal contents. We decided to download (and share) the 
largest file that we could find, which was a user’s recorded experience through the videogame for 
Windows called FEAR ME: F.E.A.R 2 Marathon. The size of the file was 11,62GB and it had an average 
of 25 seeds (a seed is a client which has a complete file). 
 
3.6.1 Bandwidth test 
 
Before we started testing the bandwidth, we noticed that the uploaded data was usually larger than 
the downloaded one. This behavior is mainly true for users with high uplink bit rates (with any 
limitation we have around 6-7Mbps in our Internet access network). These users (we are included in 
this group) often serve other users who have small uplink bit rates and medium downlink bit rates (1-
5Mbps).  
 
BitTorrent can reach quite high downloading speeds depending on the state of the connection (if 
there are more applications running at the same time or users sharing the connection, delays and 
packet loss rate, etc.), the amount of users sharing the file and the quality of their connections, and 
the amount of files we are downloading at the same time (we may reach higher speeds while 
downloading five files at the same time instead of only one). 
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Figure 42: Bandwidth sweep 
 
First of all, we started this test when 50% of the file had been downloaded, which is the reason for 
the high uplink bit rate. The current bit rates are not relevant as they depend on the number of seeds 
which is basically the relevance of the file and this one is not a blockbuster precisely. We focused on 
the behavior of the application and we do not mention the bit rates, as they vary between 
downloaded files, time of the day, etc. 
 
In the Figure 42 we can apprehend how by downsizing the uplink’s bandwidth we are also limiting the 
bit rate in the downlink. It shows clearly how the uplink adjusts to the available bandwidth and drags 
the downlink with it. So this application punishes very severely those users with a small uplink 
bandwidth. 
 
We also have to mention that when we remove the added bandwidth limitation, the time BitTorrent 
needs to get back to reasonable bit rates is around one minute. 
 
3.6.2 Delay test 
 
Here we tested how the application was affected by different delays with a constant bandwidth 
configuration (DL = 20Mbps, UL = 5Mbps). We made three different measurements. In the first one 
we added a symmetrical variable delay in both links. In the second one we added a variable delay 
only in the downlink and in the last one the delay was only added in the uplink. 
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As we can see in the Figure 43, when the delays are symmetrical the application is not affected for 
delays between 0 and 100ms. When we raise the delay up to 500ms or more, the bandwidth 
decreases until it becomes more or less stable around 100 and 200Kbps. When we remove the added 
delay, BitTorrent tried to recover immediately but it takes around five minutes to get back to the 
primary values.  
Figure 43: Delay sweep with a constant bandwidth of 20Mbps in the downlink and 5Mbps in the uplink 
  
In the second measurement we added a delay only in the downlink. We can clearly see that this delay 
affects the uplink too. 
 
              Figure 44: Delay sweep only on the downlink, with a constant bandwidth of 20Mbps in the downlink and 5Mbps in 
the uplink 
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In the third test, the behavior is very similar to the previous case but here we introduced the delay in 
the uplink. If we take a deeper look, we can see how the downlink bit rate is more affected by the 
added delay in the uplink, so it seems that the uplink bit rate is the dominant one. When we stop 
applying the delay pattern, the connection goes back to its original values, just like in the previous 
measurements. From the Figures 43, 44 and 45 we can say that the application recovers faster from 
asymmetrical delays rather from symmetrical ones, but as the behavior of this application depends 
on so many variables (number of seeds, senders, uplink bandwidth, etc.) we can only see that as soon 
as the limitations are removed, the application tries to recover to the original values. 
Figure 45: Delay sweep only on the uplink, with a constant bandwidth of 20Mbps in the downlink and 5Mbps in 
the uplink 
 
So from these tests we can see that the application is not very strong against introduced delays.  
Compared to other applications it begins to feel the effect of the added delay much sooner.  From the 
tests the uplink is far more sensible than the downlink; it starts being affected for a 100-150ms delay 
while the downlink behaves correctly until a 250ms delay is placed. 
3.6.3 Packet loss test 
 
In the following test we checked the strength of this application when it has to face different packet 
loss probabilities. 
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We used a constant bandwidth of 20Mbps for the downlink and 5Mbps for the uplink and increased 
the packet loss probability up to 33%. After that, we made some asymmetrical pattern tests, 
introducing packet loss probabilities first only in the downlink and then only in the uplink. 
 
 
               Figure 46: Packet loss probability sweep, with a constant bandwidth of 40Mbps in the downlink and 5Mbps in 
the uplink 
 
In the Figure 46 we can observe how both the downlink and the uplink bit rates decrease when the 
packet loss probability increases up to 1-2%. For 1% packet loss probability the bit rate is not 
affected, but with greater loss rates the application stops performing correctly. An interesting effect 
happened when we introduced 33% packet loss rate during 200 seconds and then we removed it. 
BitTorrent tried to recover but it could not, we monitored the application for quite a long time to 
check if BitTorrent recovered by itself but it was unable. We had to restart it and download the file 
again. This effect only happens when we introduced a loss probability higher than 30%, so in the 
following tests we introduced only packet loss probabilities up to 20%. 
 
When we tested the application with a packet loss probability only in one link, we observed with 
surprise that it behaves the opposite way of what it did in the delay tests: the uplink and downlink’s 
behavior are completely independent. The introduction of a packet loss probability in one link does 
not interfere at all with the other link. We showed this in the Figure 47 and the same behavior was 
observed when we introduced a loss rate only in the downlink. 
 
As explained in [24], all BitTorrent peer users share their downloaded fragments with each other. This 
perfectly explains the above phenomenon; because while we applied a packet loss probability only to 
the downlink, other users could download from us other fragments (not necessarily the same as we 
were downloading). The same happens on the inverse case. It is not mandatory to download a 
fragment from the same peer user that is downloading from you.  
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As we can see in the Figure 47, when we combine a constant packet loss probability of 10% only in 
one link (in this case the uplink, but the same happens for the downlink) with a variation of the 
bandwidth, the behavior of both links is completely independent. In this case the downlink bit rate 
only decreases due to bandwidth limitations. 
Figure 47: Constant packet loss probability of 10% in the uplink and bandwidth sweep 
 
Finally we want to show in the Figure 48 several of the most important properties of the application. 
First of all we can clearly see how fast the application recovers from the different applied patterns. 
We also want to emphasize that the capacity of the application to behave correctly against delays and 
loss rates is quite poor, because with a symmetrical 1% loss rate and a 100ms delay, the performance 
was severely affected, as we can see in the Figure 48. Moreover, the uplink shows a more variable 
behavior. 
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Figure 48: Constant bandwidth of 40Mbps in the downlink and 5Mbps in the uplink,  
delay and PL in the downlink 
 
3.6.4 BitTorrent + HTTP 
 
As it is said in [24] and based on our own experience so far, we know that the use of BitTorrent over 
asymmetrical networks might interfere in the correct behavior of other applications, especially the 
ones using TCP. 
 
There is something that really called our attention about this application: the use of TCP traffic. P2P 
applications mainly use UDP packets for data transmission, but they also use TCP, mainly in the 
connection stage. But BitTorrent generates nearly the same amount of TCP and UDP traffic for small 
transmission bit rates; for high data transmission rates a significant amount of the generated traffic is 
TCP (8-10%).   
 
Most BitTorrent users share their previously gathered file fragments while downloading the needed 
fragments from other users. The uplink might be congested due to the shared packets traffic and 
many TCP ACK packets will be held at the receiver side. Therefore, the corresponding data packets 
are considered lost when the timers at the sender side expire if they do not receive the 
corresponding ACK in time. Once the sender detects such a huge packet loss, the congestion control 
mechanism will automatically decrease the bit rate according to the minimum level. It is because of 
this (among others things) that BitTorrent users are not completely satisfied with the behavior of the 
application. 
 
To verify this phenomenon, we made some simple tests. While running BitTorrent, we decided to use 
again the website http://webwait.com to measure the loading time of the CNN webpage (the same as 
we used in the HTTP analysis) and we made a bandwidth sweep. 
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In the Figure 49 we show how the webpage loading time increases when BitTorrent is running with 
respect to those measured in the HTTP section (subchapter 3.3). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 49: Increase of the loading time when BitTorrent is running 
 
With a moderately high bandwidth configuration (DL = 5Mbps, UL = 600Kbps), the average loading 
time increment is around 12%, so in this case the final user may not notice a big change. Once we set 
the bandwidth limitation near to the bit rate used by BitTorrent, the loading time bursts.  
 
As we described above, it creates a bottleneck on the uplink and the ACKs (some of them) cannot 
reach the destination on time. This effect supposes a big growth of the load time, around 35%, but it 
becomes more spectacular with lower bandwidth, reaching 65%. And the traffic usually generated is 
around 4-5 times higher than the one we tested, as illegal files have more seeds and are more 
commonly shared. 
 
During this thesis we have tried to test the simplest situation, the one in which the minimum 
resources from the network and the computer are needed. But with the current model of Internet 
usage, a client can be downloading with BitTorrent while listening to some on-line music program and 
browsing a video streaming webpage like YouTube. This model of usage is much more aggressive 
than the one we have worked with and requires a better network access and also a more powerful 
computer in terms of RAM memory and processor speed.   
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3.7 Delay and Jitter comparison 
 
In this chapter we want to see how the delay and the jitter in the network are introduced by the 
tested applications so we made the following experiment: a ping from our computer (Lunds Tekniska 
Högskola) to a remote server in Malmö (Teknikmejeriet). We used for this purpose the webpage 
http://www.pingtest.net. 
 
We repeated this experiment several times through this analysis and always with the same server so 
we can compare the results.  We repeated the test four times, the first one with no applications 
running, the second time with TVUPlayer running, the third time with a Skype voice plus video call 
and the last time with BitTorrent running. 
3.7.1 Bandwidth test 
 
 
Figure 50: Ping (in milliseconds) to the remote server with different applications running and different 
bandwidth configurations 
 
In the Figures 50 and 51 we can appreciate how harmful TVUPlayer is in terms of latency and jitter 
compared to some very common applications like Skype or BitTorrent are, when the access network 
does not provide with sufficient bandwidth to the user. TVUPlayer created a bottleneck in the 
connection and will not allow the rest of the applications to have a good performance. In case of 
having several computers sharing resources, it can absorb the main bandwidth provided and the 
other computers will not be able to have a quality access to the Internet. And in this case we are 
dealing with a 683Kbps channel, but some channels broadcast with bit rates higher than 2Mbps, 
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which would take the boundaries of bandwidth and the collateral effects of latency and jitter to a 
much higher level. 
 
 
Figure 51: Jitter (in milliseconds) in the ping to the remote server with different applications running and 
different bandwidth configurations 
3.7.2 Delay test 
 
We repeated the measurement test of jitter and delay introduced by TVUPlayer, comparing it to the 
ones introduced by Skype, BitTorrent and the ones with no applications running. Again, the ping was 
made from our computer (Lunds Tekniska Högskola) to a remote server in Malmö (Teknikmejeriet), 
keeping the bandwidth configuration constant (5Mbps in the downlink and 2Mbps in the uplink). 
 
Figure 52: Ping (in milliseconds) to the remote server with different applications running, different delays and a 
constant bandwidth of 40Mbps in the downlink and 5Mbps in the uplink 
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Figure 53: Jitter (in milliseconds) in the ping to the remote server with different applications running, different 
delays and a constant bandwidth of 40Mbps in the downlink and 5Mbps in the uplink 
 
From the Figures 52 and 53 we can see that the effect of channel delay is not very significant and 
almost harmless. The RTT is hardly being affected by any of the analyzed applications and the jitter 
introduced is insignificant compared to the RTT. 
3.7.3 Packet loss test 
 
Once more, we measured the RTT and the jitter of a data packet from our computer (Lunds Tekniska 
Högskola) to a remote server in Malmö (Teknikmejeriet), keeping the bandwidth configuration 
constant (40Mbps in the downlink and 5Mbps in the uplink). 
 
Figure 54: Ping (in milliseconds) to the remote server with different packet loss probability and a constant 
bandwidth of 40Mbps in the downlink and 5Mbps in the uplink 
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Figure 55: Jitter (in milliseconds) to the remote server with different packet loss probability and a constant 
bandwidth of 40Mbps in the downlink and 5Mbps in the uplink 
 
As it happened in the delay test, we see in the Figures 54 and 55 that TVUPlayer and BitTorrent do 
not stress the network for loss probabilities with values smaller than 5% and the behavior is not much 
worse than Skype´s. For loss probabilities in between 5% and 20%, both delay and jitter are 2-3 times 
bigger than the ones obtained without any applications running, but any loss rate over 2% usually 
indicates that some errors are occurring on the network. So in this case we can say that these 
applications behaves in a non-aggressive way for packet loss probabilities smaller than 5%, which is a 
more than reasonable boundary of good behavior. 
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CHAPTER 4 
4 Results and discussion 
 
FTP 
 
From the results we obtained we can state that the uplink bit rate is the parameter that really 
conditions the FTP transmission for downlink bit rates bigger than 1Mbps. An uplink bit rate around 
1Mbps is more than enough (it must be higher than 100Kbps). If the downlink bit rate is smaller than 
1Mbps then the downlink is the parameter that really limits the transmission, independently of the 
uplink bit rate.   
 
If both downlink and an uplink bit rates are bigger than 1Mbps then there is no big difference 
between symmetrical and asymmetrical networks. If the downlink bit rates are higher than 1Mbps, 
the increments in the transmission time respect to the ideal channel are less significant for smaller 
downlink bit rates rather than for bigger ones (if the downlink bit rate is around 100Kbps the 
augmentation is very close to the one with 1Mbps). 
 
In the links with downlink bit rates greater than 1Mbps (both symmetrical and asymmetrical), packet 
loss probability causes a greater increment of the transmission time (respect to the ideal channel) 
than the delays do.  
 
Packet loss probabilities around 0.1% are acceptable in terms of transmission elapsed time. If the 
probability surpasses this threshold the elapsed time gets significantly increased. For example, for a 
packet loss probability of 1%, uplink bit rate of 1Mbps and 20Mbps in the downlink bit rate, the 
growth of the elapsed time rises to 20% and for 50Mbps in the downlink, it rises to 40%. 
 
The smaller the downlink bit rate is (for example 10Mbps), the less impact will be produced by 
network alterations like packet loss or delays. 
 
For delays larger than one packet transmission time, the rise of the elapsed time reaches 25% or 30%. 
 
In symmetrical scenarios, packet loss rates have a greater impact on small and medium size files 
rather than on the big size ones. 
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HTTP 
 
The reasonable time for loading a webpage is between 8 and 10 seconds (according to some Internet 
studies [11] [12]). We tested a really common webpage (www.cnn.com) and we concluded that only 
with a downlink bit rate equal or greater than 10Mbps and an uplink bit rate of at least 1Mbps, when 
an additional packet loss rate equal or less than 1% and a delay of 50ms are inserted in the network. 
 
The behavior of HTTP when the network has additional delays and packet losses is the same as in FTP. 
The main reason is because both use TCP for the transport layer. 
 
Without any delay or packet loss, we should have a connection at least with a downlink bit rate of 
4Mbps and an uplink bit rate of 150Kbps to reach the reasonable loading webpage time. 
 
With a quite good bandwidth (DL = 40Mbps and UL = 5Mbps), the user’s time limit for loading a 
webpage is exceeded when the network has a packet loss probability of 3% or a delay equal or 
greater than 70ms. The same happens with a combination of 1% packet loss and a delay greater than 
50ms. 
 
Skype 
 
From the analysis we made, we can determine that the Skype application is more affected by an 
increase of the packet loss probability than an increase of the delay. This is quite intuitive, since there 
is no major countermeasure that a real-time application can implement if the end-to-end delay is 
large due to physical constraints such as distance. 
 
We found that Skype has a completely symmetrical behavior when it has a sufficiently high 
bandwidth that supports it. The application consumes a bandwidth of around 600Kbps in both 
directions (uplink and downlink). 
 
When the channel has a high packet loss probability, a high delay or a bandwidth much smaller in the 
uplink than in the downlink, the downlink bit rate will adapt itself to become a symmetrical traffic 
again (although there is a high bandwidth asymmetry between both links). 
 
If the uplink bandwidth has a capacity of less than 600Kbps, the quality of the transmission will adapt 
itself to that situation (decreasing the number of pixels shown in the video, the frames per second 
captured by the webcam or by decreasing the sampling frequency of the voice). If the channel’s 
parameters get worse, Skype will raise the bandwidth trying to maintain the same quality, until it 
reaches a point when it cannot keep a decent level of performance. If that point is reached, the 
application bandwidth will fall down to a limit when the quality of the application is under the 
minimum levels of quality. 
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So we can conclude that Skype estimates both the available bandwidth and the packet loss 
probability and then implements a technique to adapt to the detected network conditions, reacting 
by either tuning the bit rate or introducing higher redundancy. 
 
TVUPlayer 
 
Through these tests we have gathered enough information to set the application boundaries for a 
good behavior.  If we study the three parameters we can vary with Kaunet separately, we obtained 
that these boundaries are (for the 683Kbps channel we have been testing and with no other 
applications that accessed to the Internet running on the computer): 
 
 Only varying the connection bandwidth: With 3Mbps in the downlink and 600Kbps in the 
uplink. A configuration that provides a security cushion would be: 5Mbps in the downlink 
and 1Mbps in the uplink. That is a reasonable limit for the connections in Nordic countries, 
where the ISPs provide a very fast connection to the user. In other countries like for 
example Spain, it is quite common to hire a connection with 3 or 6Mbps in the downlink 
and the subscriber generally receives a lower transmission rate than the one he/she hired. 
This makes quite difficult to access channels with transmission bit rates higher than 
320Kbps, which do not provide a good image quality. We also saw how harmful is to try to 
watch a channel with a bit rate close to the connection bandwidth we have, as TVUPlayer 
will create a bottleneck that will not allow the rest of the applications to access to the 
Internet. In these cases, the jitter and the delays in the network will burst up and they will 
become more than ten times higher than the ones produced by other applications like 
Skype. 
 
 Only varying the packet delay: A two seconds delay was the limit for a good behavior but 
with that delay some timeouts appeared. A one and a half seconds delay provides a quite 
good limit as usually a high delay in a communication does not go further than half a second 
(a ping from Lund’s University (Sweden) to Auckland’s University (New Zealand) had an 
average RTT of 323ms). We also saw that the behavior of the application to these additional 
delays is not very harmful for the network as the delay and jitter do not grow up too much.       
 
  Only varying the packet loss probability: In this case the application proved to be quite 
strong as usually 2% of packet loss probability means that there are some serious network 
problems and TVUPlayer behaves correctly with loss probabilities of up to 10%. We also 
saw that the jitter and the connection delay are not too high compared to Skype and for 
loss probabilities smaller than 5% the applications almost does not affect the network 
behavior. 
 
When we combined these three parameters we obtained a limit configuration: a bandwidth of 
12Mbps in the downlink and 3Mbps in the uplink with 500ms of symmetrical delay and 2% of packet 
loss probability. This bandwidth could be too high for some mobile technologies but this is a critical 
value as it is very rare to reach 2% packet loss and a 500ms delay at the same time. And this is for a 
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medium size channel. A small size channel will decrease the requirements as we saw and a high 
quality channel (1-2Mbps) would need a huge bandwidth. 
 
From an asymmetry point of view, we saw that this application has a very asymmetrical behavior. In 
only 5% of the experiments the application behaved symmetrically like in the Figure 34 (bandwidth 
test). We also proved that the uplink characteristics are critical for the good behavior of the 
application. If the uplink bandwidth is not big enough it does not matter how big the downlink 
bandwidth is, because the application will not work. We also saw how the good performance limits of 
the application against delays and loss probabilities were higher if the uplink had better conditions 
than the downlink instead of suffering symmetrical delays and loss probabilities. The opposite 
happens if the uplink was affected by worse conditions (higher delays, higher loss probabilities) than 
the downlink.  
 
So, summarizing, the application is quite asymmetrical. Its behavior is strongly marked by the quality 
of the uplink and the bit rate of the channel displayed. Channels with smaller bit rates will suffer less 
from high delays, high loss probabilities and small bandwidths. And channels with high bit rates will 
have higher requirements both for the network and the computer, specially RAM memory. This 
application is the most aggressive one we could find among the P2P-TV ones. Some other applications 
may not be as harmful as this one, so the parameters estimated may vary. 
 
We want to finish by saying that this application can be quite harmful for the network if there is not 
sufficient bandwidth available because it will take control over it and will not let the rest of the 
applications access to the Internet. It has been proved that in this case TVUPlayer creates bottlenecks 
and augments the jitter and the delay dramatically. There is an increasing demand of TV contents in 
HD, which will lead to a demand of faster Internet connections and computers with higher hardware 
specifications (especially RAM memory and processor speed). For mobile communications, LTE will be 
able to satisfy the bandwidth demands of all type of channels while the latest 3G standards support 
small-medium sized channels but could have some problem while dealing with HD channels. 
 
BitTorrent 
 
BitTorrent peers with high uplink bandwidth (more than 1Mbps) usually have bigger uplink bit rates. 
 
The downlink bit rate slows down when the uplink bandwidth is too small, so we can assure that the 
uplink is the key parameter for a good application performance.  
 
If BitTorrent is using a high percentage of the available bandwidth, it might interfere with the good 
behavior of the other applications that use TCP (can degrade its performance up to 65%) because of 
the bottlenecks.  
 
A delay of 500ms deeply affects the behavior of the application. The bit rates slow down to levels 
between 100 and 250Kbps. This shows a poor capability of maintaining a good performance with 
medium-high delays. 
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There is an interesting behavior when we add delays only in one link. When the uplink has an equal or 
greater delay than 500ms, the downlink bit rate resembles its behavior. The same happens in the 
inverse case (delay only in the downlink) but the correlation is not as good as in the previous case. 
 
If the access network presents a loss rate of 33%, it takes a long time to recover to a normal bit rate 
by itself. In this case, it is better to close the application and restart it again. 
 
Asymmetrical loss rates do not affect the channel that is not suffering them. In this case, both 
channels are uncorrelated. This is true until a certain loss probability, usually 10%, which is a quite 
high one. So this application can deal with quite high loss rates, because normally a 2% rate is very 
rare and shows network malfunction.  
 
Delay and Jitter comparison 
 
From the tests we made we can point out that TVUPlayer is very harmful when the connection 
bandwidth is not sufficiently high. It can create bottlenecks as it will take control over the available 
bandwidth. The delay in the connection and the jitter rise up in a spectacular way. The rest of the 
applications are not by far as aggressive as TVUPlayer and do not present a potentially harmful 
behavior. 
 
When an additional delay is introduced, all applications behave correctly, and the connection does 
not suffer from them. The increase in the delay and jitter is quite acceptable. 
 
When we increase the loss probability, we see that BitTorrent and TVUPlayer increase substantially 
the delay and jitter in the connection, but far from the values gathered from the bandwidth test. 
These two applications perform very well for loss values up to 5%, which is a value hardly ever 
reached with current networks. 
 
In conclusion, TVUPlayer is the most harmful application while Skype is the one whose behavior has 
fewer effects on the connection. The parameter that produces a major enlargement of the delay and 
the jitter is the lack of available bandwidth, while the introduction of an additional delay barely 
affects the connection. 
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CHAPTER 5 
 
5 Conclusions 
 
Through this thesis we have studied different applications in an asymmetrical environment. The first 
thing that called our attention was the fact that many applications have a symmetrical behavior 
(Skype, MSM Messenger -tested but not included-, etc.) and others can have a symmetrical or 
asymmetrical behavior depending on the content they are displaying and the moment of the day 
(TVUPlayer, BitTorrent). 
 
We also found quite interesting how important it is to have a good uplink connection in order to have 
a good application performance. In the applications under study it was a key parameter not only to 
have an uplink with a good bandwidth (several Mbps for medium-high demand scenarios) but also to 
have it free from errors and with small delays. 
 
To end with, we must say that P2P applications can have a rather aggressive behavior if there is not 
enough available bandwidth. They can deal with quite high delays very well and with extremely high 
loss rates for nowadays networks, but on the other hand they are major resources consumers, not 
only in terms of bandwidth, but also in terms of hardware, as they demand a high RAM memory 
capacity and high processor speed. 
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CHAPTER 6 
 
6 Future Work 
 
There are several lines of research that can continue the investigations done in this thesis. Some 
examples are: 
 
- Simulate and analyze the behavior of other applications like YouTube (Video on Demand), 
online videogames, Megaupload or some other P2P applications like Gnutella or eDonkey in 
asymmetrical networks.  
 
- Another possible line of research could be the recreation of the variable conditions of a 
mobile communication channel with access technologies such as HSPA or LTE and analyze 
the behavior of the applications tested on this complex scenario.  
 
- Finally we can also recreate with Kaunet a scenario with satellite communications (LEO - 
low orbit) and experiment with applications that are used in it. 
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AMD  Advance Micro Devices 
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FTP  File Transfer Protocol 
HD   High Definition 
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HSPA  High Speed Packet Access 
HTTP  Hyper Text Transfer Protocol 
IP  Internet Protocol 
ISP  Internet Service Provider 
LEO  Low Earth Orbit 
LTE  Long Term Evolution 
MAC  Media Access Control 
NIC  Network Interface Card 
PCI-E  Peripheral Component Interconnect Express 
PL  Packet Loss 
PSTN  Public Switched Telephone Network 
P2P-TV   Peer to Peer Television 
QoE   Quality of Experience 
RAM  Random Access Memory 
RFC  Request For Comments 
RTT   Round Trip Time 
SMTP  Simple Mail Transfer Protocol 
TAC  Terminal Access Controller 
TCP  Transmission Control Protocol 
UDP  User Datagram Protocol 
UL  Uplink bit rate 
URL  Uniform Resource Locator 
VoIP  Voice over Internet Protocol 
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Appendix 1 
 
A.1 Implementation 
 
This Master Thesis is based on a deterministic network emulator to shape the access network to 
Internet. For this purpose we chose Kaunet which “allows deterministic placement of packet losses 
and bit-errors as well as more precise control over bandwidth and delay changes” [25]. 
 
Kaunet was developed by Karlstad University and it is an extension of DummyNet, a FreeBSD network 
emulator. Kaunet allows the use of patterns and scenario files in order to improve control and 
repeatability of the emulations.  
 
In this appendix we will guide the reader through the process of installation and configuration of the 
software required to perform the network emulation. First, we must describe the elements used for 
traffic shaping in this Master Thesis: 
 
- FreeBSD 7.0 as the operative system required by Kaunet 
- Kaunet v1.0.0  
 
FreeBSD 7.0 
 
FreeBSD can be downloaded freely from the webpage (http://www.freebsd.org/). We chose version 
7.0 among the offered because it was the one that was supported by the version 1.0.0 of Kaunet. 
During this Master Thesis some versions of Kaunet were released and one of them used FreeBSD 
v7.2.  
 
We can find FreeBSD 7.0 usually in three CDs. The first one contains the installation of the operative 
system, while the other two contain applications and tools. Some of them had to be necessarily 
installed to give support to DummyNet and Kaunet.  
 
To install FreeBSD 7.0 we followed the instructions in:  
http://www.freebsd.org/relnotes/CURRENT/installation/amd64/article.html 
 
Kaunet v1.0.0  
 
Once FreeBSD is installed, it is time to install Kaunet. We can find it in:  
http://kaunet.sourceforge.net/ 
 
Installing Kaunet became a problematic task as there were some bugs in the installation guide 
provided in http://kaunet.sourceforge.net/papers/KauNet-1.0.0-doc.pdf, on page 22.  
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In point 8 of the installation manual, when we executed:  make; make install; we got the error: 
> Warning: Object directory not changed from original 
> /usr/src/sbin/ipfw 
> install -s -o root -g wheel .m 555 ipfw/sbin 
> install -o root -g wheel -m 444 ipfw.8.gz /usr/share/man/man8 
 
The solution to this problem was inserting the following instructions in the referenced steps of the 
installation manual: 
 
 After completing step 1, in the directory ./usr/src/sys/conf we should write these 
commands: 
 
tr –d ‘\15\32’ <options> options.new 
mv options.new options 
 
tr –d ‘\15\32’ <files> files.new 
mv files.new files 
 
 The step 5 must be done inside the directory ./usr/src/sys/i386/conf 
 
 The step 6 must be done inside the directory ./usr/src/sys/i386/compile/KAUNET. The 
instructions in this step can be summarized in the following two: 
 
make buildkernel KERNCONF = KAUNET 
make installkernel KERNCONF = KAUNET 
 
 In step number 8, we should write the following instructions; 
touch ipfw2.c 
make 
make install 
 
We also experienced some problems with a warning message (“warning overflow”) that appeared 
when we introduced a packet loss probability. This happened when the scenario (pattern) was too 
short to cover the experiment. The way to solve it was to extend the size of the pattern. 
 
Once Kaunet was correctly installed and we ensured it behaved correctly, it was time to settle the 
different configurations used in our thesis. 
 
For the first scenario (two computers connected through Kaunet, without access to the Internet) we 
used the FreeBSD machine as a router. To configure Kaunet we modified the file ./etc/rc.conf adding 
IP addresses to each interface in order to create the two subnets as we described in chapter 3.1.1. 
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Once it was done, we created a script with the following instructions:  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We worked with this basic set of instructions, changing the different parameters and repeating them 
in the same script to obtain different patterns in one test.  
 
For the second and the third scenarios, we configured the FreeBSD machine as a transparent bridge 
that connected the computer used to test the applications to the link that connected it to the 
Internet.  
 
To do this, we configured the FreeBSD system as it is shown in [26] for bridges and made the 
following changes to the previous configuration: 
 
1. In the file .etc/rc.conf, we should change the value of the interface that connects the 
computer and the FreeBSD machine: 
ifconfig_em1 = “DHCP” 
 
2. In the file .etc/sysctl.conf, we should add the following instructions: 
net.inet.ip.ipwf.enable = 1 
net.link.bridge.ipfw = 1 
net.inet.ip.fw.one_pass = 1 
 
For this scenario, we had  to introduce a couple of changes while creating the pipes as now the traffic 
was modified at the MAC level, so the pipes had to be created between interfaces referencing the 
MAC address of the interface and not the IP as before. 
 
#!/bin/sh 
clear 
ipfw –f flush  
ipfw –f pipe flush 
ipfw add 1 pipe 100 tcp from 192.168.2.11 to 192.168.3.12 in 
ipfw add 1 pipe 200 tcp from 192.168.3.12 to 192.168.2.11 in 
./patt_gen –pkt –rand test1.plp data 20 654320 0.1 
ipfw pipe 100 config pattern test1.plp delay 1000ms bw 5Mbps 
ipfw pipe 200 config pattern test1.plp delay 1000ms bw 10Mbps 
echo “test1” 
sleep 300 
 
  
86 
Pipe 100 refers to the uplink, the traffic from the testing computer to the Internet, while pipe 200 
refers to the downlink, the traffic from the Internet to the testing computer. 
 
We also had to add the keep-state instruction at the end of the instruction of the pipe 200 because 
we realized that without it Kaunet didn’t shape the bandwidth on the downlink. The script used was 
the following: 
 
 
 
#!/bin/sh 
clear 
ipfw –f flush  
ipfw –f pipe flush 
ipfw add 1 pipe 100 all from any to any via em0 out                     
ipfw add 1 pipe 200 all from any to any via em1 out keep-state 
./patt_gen –pkt –rand test1.plp data 20 654320 0.1 
ipfw pipe 100 config pattern test1.plp delay 1000ms bw 5Mbps 
ipfw pipe 200 config pattern test1.plp delay 1000ms bw 10Mbps 
echo “test1” 
sleep 300 
 
