We apply the work of Bourgain, Fremlin and Talagrand on compact subsets of the first Baire class to show new results about φ-types for φ NIP. In particular, we show that if M is a countable model, then an M-invariant φ-type is Borel definable. Also the space of M-invariant φ-types is a Rosenthal compactum, which implies a number of topological tameness properties.
Shelah introduced the independence property (IP) for first order formulas in 1971 [She71] . Some ten years later, Poizat [Poi81] proved that a countable theory T does not have the independence property (is NIP) if and only if for any model M of T and type p ∈ S(M), p has at most 2 |M| coheirs (the bound a priori being 2 2 |M| ). Another way to state this result is to say that for any model M, the closure in S(M) of a subset of size at most κ has cardinality at most 2 κ . Thus NIP is equivalent to a topological tameness condition on the space of types.
At about the same time, Rosenthal [Ros74] studied Banach spaces not embedding l 1 . He showed that a separable Banach space B does not contain a closed subspace isomorphic to l 1 if and only if the unit ball of B is relatively sequentially compact in the bidual B * * , if and only if B * * has the same cardinality as B. Note that an element of B * * is by definition a function on B * , the topology on B * * is that of pointwise convergence, and B, identified with a subset of B * * , is dense. Shortly after this work, Rosenthal [Ros77] and then Bourgain, Fremlin and Talagrand [BFT78] extended the ideas of this theorem and studied systematically the pointwise closure of subsets A of continuous functions on a Polish space. It turns out that there is a sharp dichotomy: either the closureĀ contains non-measurable functions or all functions in the closure can be written as a pointwise limit of a sequence of elements of A. In the latter case, the closure has size at most 2 |A| . It turns out that this dichotomy corresponds to the NIP/IP dichotomy in an explicit way: see Fact 1.3 (v).
The theory of compact subsets of Baire 1 functions, also known as Rosenthal compacta, has received a lot of attention since both in general topology and set theory. See for example [God80] and [Tod99] .
The goal of this paper is to see what the Bourgain-Fremlin-Talagrand theory can tell us about NIP formulas. On the one hand, it leads us to consider new tameness properties of the space of types, whose proofs turn out to be easy with standard model-theoretic tools (Section 2.2). On the other hand, it can be applied to prove results about invariant types for which we know no modeltheoretic proof.
In particular we show the following.
Theorem 0.1. Let φ(x; y) be an NIP formula and M a countable model. Let p ∈ S φ (U) be a global M-invariant φ-type. Then p is Borel-definable: more precisely the set {q ∈ S y (M) : p ⊢ φ(x; b) for b ∈ q(U)} is both an F σ and a G δ subset of S y (M).
The set Inv φ (M) of global M-invariant φ-types is a Rosenthal compactum. In particular: If Z ⊆ S φ (U) is a family of M-invariant φ-types and p is in Z-the topological closure of Z-then p is the limit of a sequence of elements of Z.
The first point (Borel definability) was proved by Hrushovski and Pillay [HP11] assuming that the full theory is NIP. In fact their proof works if just φ(x; y) is assumed to be NIP, as long as the partial type p extends to a complete M-invariant type. In a general theory, this need not be the case. The second point in the theorem is new even for NIP theories.
We will actually prove more general results which do not assume that M is countable. The proofs use two ingredients: first a theorem from [Sim14] which gives a new description of invariant φ-types for an NIP formula φ. Using it, we can show that the set Inv φ (M) is a Rosenthal compactum (when M is countable). We could then simply apply the theory of Bourgain-FremlinTalagrand to obtain results such as Theorem 0.1. However, to keep this paper self-contained and to remove the assumption that M is countable, we will reprove everything from scratch. We want to make it clear that all the proofs in this paper (to the exception of Lemma 2.3 which is possibly new) are very closely adapted from previous works: mostly [BFT78] and [Tod97] . The only new feature is that we do not work over a second countable space, but this poses no difficulty once the right dictionary is found (we have to replace sequences with more complicated families).
Let us say a few words about applications. The fact that invariant types in NIP theories are Borel-definable is fundamental for the theory of Keisler measures as developed in [HP11] . Using the results presented here, we can extend this theory to the case of an NIP formula φ(x; y) in an arbitrary theory. Furthermore, the fact that the closure of invariant types is witnessed by convergent sequences is used in [CS14] to prove that, for a definably amenable group G, the map p → µ p which sends an f-generic type to the associated G-invariant measure is continuous. We expect more applications to be found in the future.
Finally, we point out that Rosenthal's dichotomy was imported in dynamics through the work of Köhler [Köh95] and Glasner [Gla] . From there, the relationship with NIP was noticed independently by Chernikov and myself in the work [CS14] mentioned above and by Ibarlucía [Iba14] in the context of ℵ 0 -categorical structures and automorphism groups. This paper is organized as follows: In the first section, we present the relevant part the work of Bourgain, Fremlin and Talagrand. In the second section, we state our main results and give self-contained definitions and proofs (apart from Fact 2.7 which comes from one of our previous works [Sim14] ). We consider first a model of arbitrary cardinality and then specialize the results to the countable case, where statements are slightly simplified by the use of sequences.
We would like to thank Tomás Ibarlucía for pointing out a number of mistakes in a previous version of this paper.
Rosenthal compacta
This section surveys part of the work of Bourgain, Fremlin and Talagrand [BFT78] on relatively compact subsets of the first Baire class. Nothing here is needed in the rest of the paper, since we will repeat all the definitions and will not refer to it in the proofs.
Baire 1 function
Let X be a Polish space. Definition 1.1. A function f : X → R is of Baire class 1 if it can be written as the pointwise limit of a sequence of continuous functions.
The set of Baire class 1 functions on X is denoted by B 1 (X). We will always equip it with the topology of pointwise convergence, that is the topology induced from R X .
The following is the well-known characterization of Baire class 1 functions due to Baire. See later Theorem 2.2 for a proof in a slightly different framework. 
Relatively compact subsets of Baire 1 functions
One motivation of [BFT78] was to answer some questions left open by Rosenthal [Ros77] about the space of Baire class 1 functions on a Polish space. The authors end up proving much more general results. We will only give the particular statements relevant to us.
Fact 1.3 ([BFT78]). Let A ⊆ C(X) be a countable pointwise bounded family of continuous functions from X to R, then the following are equivalent: (i) A is relatively sequentially compact in R X (every sequence of elements of A has a subsequence which converges in
The last condition is essentially the NIP property for continuous logic. Condition (i) in the definition of angelic was shown to hold for B 1 (X) by Rosenthal in [Ros77] . He also made progress towards (ii). Definition 1.6. A compact Hausdorff space K is a Rosenthal compactum if it can be embedded in the space B 1 (X) of functions of Baire class 1 over some Polish space X.
In particular, a Rosenthal compactum is angelic. For more on Rosenthal compacta, see for example [Tod99] and references therein.
Model theory is a wide source of examples. Let T be any theory and φ(x; y) an NIP formula. Let M | = T be countable and consider the space S φ (M) of φ-types over M (maximal consistent sets of instances of φ(x; y) and ¬φ(x; y), with parameters in M). Then an element of S φ (M) can be seen as a function from M |y| to {0, 1}. The set M |y| endowed with the discrete topology is a Polish space and NIP ensures that condition (v) above is satisfied. Therefore S φ (M) is a Rosenthal compactum and in fact many standard examples that appear in the literature can be realized in this way.
We deduce from this that the space S φ (M) is angelic. However, as we will see in Section 2.2 (see also Section 2.4 for the countable case), this can be seen easily with model-theoretic methods. The point of the rest of this paper is to show that the space of M-invariant φ-types is also a Rosenthal compactum, which is not as straightforward.
Finally, note that the converse is false: it may be that for some model M, the space S φ (M) is a Rosenthal compactum even if φ(x; y) has the independence property. For example, take a sequence of finite graphs (G n : n < ω) which approximate the random graph and let M be the disjoint union of the G i 's with just the graph structure. Then the graph relation R(x; y) has IP, however S R (M) is a Rosenthal compactum: indeed, it is just the one-point compactification of a countable discrete set.
Model theoretic results

Generalized Baire 1 functions
In all that follows, we fix a cardinal κ. We consider a space X such that:
⊠ κ X is a compact Hausdorff totally disconnected space admitting a base of neighborhoods of size at most κ.
Let P <ω (κ) be the set of finite subsets of κ. Let F κ be the filter on P <ω (κ) generated by the sets T j = {i ∈ P <ω (κ) : i ⊇ j} where j ranges in P <ω (κ).
We will say that a family (x i : i ∈ P <ω (κ)) of points in a topological space Y is F κ -convergent to x * ∈ Y if for any neighborhood U of x * , the set {i ∈ P <ω (κ) : x i ∈ U} belongs to F κ . We then write x * = lim Fκ x i .
To keep notations short, we will write f −1 (0) and f −1 (1) for the preimages of the singletons {0} and {1}.
Definition 2.1. We define the following subspaces of the set of functions from X to {0, 1}.
· B § (X): the set of functions f : X → {0, 1} such that f −1 (0) ∩ f −1 (1) has empty interior.
· B § r (X): the set of functions f : X → {0, 1} such that f| F ∈ B § (F) for any closed non-empty F ⊆ X.
· B 1 (X): the set of functions f : X → {0, 1} which can be written as lim Fκ f i , where (f i : i ∈ P <ω (κ)) is a family of continuous functions from X to {0, 1}. 
r (X) and let A = f −1 (1). Define U = {U ⊆ X clopen : U ∩ A can be written as i<κ F i , F i closed}. Let G = U. Then G ∩ A is a union of κ many closed sets. Let F = X \ G, a closed subset of X. Then f| F ∈ B § (F), which implies that there is some clopen V such that V ∩ F = ∅ and either (V ∩ F) ∩ A = ∅ or V ∩ F ⊆ A. Then both (V ∩ F) ∩ A and (V ∩ G) ∩ A can be written as a union of κ many closed sets, hence V ∈ U. Contradiction.
(ii) ⇒ (iii): Assume that κ = ℵ 0 and take a closed F ⊆ X. Write f −1 (1) =
Proof. Restricting the situation to a closed subset, it is enough to show that
. We have to show that the border (closure minus interior) of A has empty interior. Claim: There is a minimal closed L ′ ⊆ L such that π[L ′ ] = K. Proof: By Zorn's lemma, it is enough to show that if we are given a decreasing sequence (
is a non-increasing sequence of non-empty closed subsets of the compact set L. Therefore its intersection is non-empty. This proves the claim. Now we may replace L by L ′ as given by the claim. Hence from now on, for any proper closed F ⊆ L, π[F] = K. Let U ⊆ K be open, non-empty and included in the border of A. Set V = π −1 (U). As π * f ∈ B § (L), the border of A ′ has empty interior. Therefore we can find some W ⊆ V a non-empty open set which is disjoint from it. Without loss, assume that W is included in
This contradicts the fact that U is included in the border of A.
NIP formulas and the space of types
Everything in this section already appeared in [Sim14] , but we recall it here for convenience.
The following fact is well-known (at least when the full theory is NIP, but the proof is the same in the local case).
Fact 2.4. Assume that the formula φ(x; y) is NIP. Let p, q ∈ S x (U) be Minvariant types and we let p φ , q φ denote the restrictions of p and q respectively to formulas of the form φ(
Proof. Assume that for example p ⊢ φ(x; b) and q ⊢ ¬φ(x; b) for some b ∈ U.
Build inductively a sequence (a i : i < ω) such that:
Then by hypothesis, the sequence (a i : i < ω) is indiscernible (its type over 
Proof. Taking a reduct if necessary, we may assume that the language has size at most κ. Extend q to some complete typeq finitely satisfiable in A. Let M ⊇ A be a model of size κ and let I = (b ′ i : i < ω) be a Morley sequence ofq over M. List the formulas inq| MI as (φ k (x; c k ) : k < κ). For i ∈ P <ω (κ), take b i ∈ A realizing k∈i φ k (x; c k ). Assume that the family (tp ∆ (b i /U) : i ∈ P <ω (κ)) does not converge to q along F κ and let φ(x; c) ∈ q witness it. Let D be an ultrafilter on P <ω (κ) extending F κ and containing {i ∈ P <ω (κ) :
By Fact 2.4,q andq
′ agree on ∆-formulas, but this is a contradiction sincẽ q ′ ⊢ ¬φ(x; c).
Corollary 2.6. Let ∆ as in the previous proposition and let A ⊆ S ∆ (U) be a set of ∆-types of size at most κ. Let p ∈ S ∆ (U) be in the topological closure of A. Then there is a family (p i : i ∈ P <ω (κ)) of elements of A such that lim Fκ p i = p.
Proof. Realize each type p ∈ A by an element a p in some larger monster model U 1 . Then q extends to a typeq over U 1 which is finitely satisfiable in A. Hence we can apply the previous proposition.
Invariant φ-types
Let T be any theory, M | = T and φ(x; y) an NIP formula. Assume that both M and T have size at most κ. We let S x (M) denote the space of complete types over M in the variable x. Also S φ (M) denotes the space of φ-types over M. In what follows, φ 1 means φ and φ 0 means ¬φ.
Note that S y (M) satisfies property ⊠ κ above. Our goal now is to show that
Let S fs (M) ⊂ S y (U) be the space of global types in the variable y finitely satisfiable in M and let S φ opp fs (M) be the space of global M-finitely satisfiable φ opp -types (where φ opp (y; x) = φ(x; y)). We have two natural projection maps: π : S fs (M) → S y (M), which assigns to a type its restriction to M, and π 0 : S fs (M) → S φ opp fs (M), which sends a type to its reduct to instances of
, let a | = s and define the mapŝ : S fs (M) → {0, 1} byŝ(q) = 1 if q ⊢ φ(a; y) andŝ(q) = 0 otherwise. Note that this map factors through S φ opp fs (M) and is a continuous function on S fs (M).
The following is shown in [Sim14] , Section 2.2. The moreover part is Proposition 2.13 there. Proof. Let X ⊆ S fs (M) be a non-empty closed set. From now on all topological notions are meant relative to X. If f p / ∈ B § (X), then restricting X further to some non-empty open set, we may assume that f −1 p (0) = f −1 p (1) = X. To any finite sequenceV = (V 1 , . . . , V n ) of non-empty open subsets of X, we associate a type sV ∈ S x (M) as follows. For each i, f p is not constant on V i by hypothesis hence there is a pair (a i , b i ) of points in V i such that f p (a i ) = 1 and f p (b i ) = 0. Having chosen such a pair for each i, we can apply Fact 2.7 to find some sV ∈ S x (M) such thatŝV (a i ) = 1 andŝV (b i ) = 0. Now we construct a sequence (s l ) l<ω of types in S x (M) inductively. Start withV 0 = (X) and define s 0 = sV 0 as above. Then setV 1 = (U 0 , U 1 ), where
. The construction ensures that each U η is non-empty. Let s l = sV l .
Having done this for all l < ω, take realizations a l of the types s l , l < ω. Then by construction, for any function η : ω → {0, 1}, the type {φ(a l ; y) η(l) : l < ω} is consistent, contradicting NIP.
We are now ready to prove our main theorem. Proof. For any A ⊆ Z, and n < ω, define A (n) to be the set of tupless ∈ S y (M) n for which there is no q ∈ A such that d q agrees with d p ons. We are looking for a subset Z 0 ⊆ Z of size ≤ κ such that Z (n) 0 = ∅ for all n. Set A 0 = ∅ and build by induction on α a sequence A 0 ⊆ · · · ⊆ A α ⊆ · · · of subsets of Z of size at most κ such that for each α, for some n = n(α),
α+1 . This process must stop at some ordinal α < κ + because each
n has a base of neighborhoods of size κ. We then have that for any B ⊇ A α of size at most κ, for all n < ω, B (n) = A (n)
α . Now set A = A α . If for all n, A (n) = ∅, then we are done. Otherwise, fix some n for which A (n) is not empty and let K = A (n) . Fix S ⊆ A (n) a dense subset of size κ and enumerate it as S = (x k : k < κ). For q ∈ Z, let δ q : K → {0, 1} be defined by δ q (s) = 0 if d q agrees with d p ons, and δ q (s) = 1 otherwise. It is easy to see that δ q is in B § (K).
For i ∈ P <ω (κ), find some q i ∈ Z such that δ q i is equal to 0 on {x k : k ∈ i}. Then for all x ∈ S, lim Fκ δ q i (x) = 0. Let B = {q i } i∈P<ω(κ) ∪ A. Take D an ultrafilter extending F κ and set q = lim D q i . Then δ q is equal to 0 on S and to 1 on X B . Both S and X B are dense subsets of K. This contradicts the fact that δ q ∈ B § (K).
Proposition 2.11. Let Z ⊆ Inv φ (M) be any subset and assume that p ∈ Z.
Then there is a family (q i : i ∈ P <ω (κ)) of elements of Z with p = lim Fκ q i .
Proof. By the previous lemma, we may assume that Z = {q i : i < κ} has size κ. Fix some model N containing M and |M| + -saturated. For each n < ω, let a n | = q n |N. Let D be an ultrafilter on κ such that lim D q i = p. Definep = lim D tp(a i /U). This type is finitely satisfiable in {a i : i < κ}. By Proposition 2.5, there is a subfamily (a η(i) : i ∈ P <ω (κ)) such that lim Fκ tp(a η(i) /U) = p. Then p| N = lim Fκ q η(i) | N hence p = lim Fκ q η(i) since both types are Minvariant.
The case κ = ℵ 0
Assume in this section that κ = ℵ 0 . The results above are slightly simpler to state in this case, because we can replace F ℵ 0 -convergent families by convergent sequences. In fact the two notions are essentially equivalent: given a F ℵ 0 -convergent family (f i : i ∈ P <ω (ℵ 0 )), the sequence (f n : n < ω) is convergent where n is identified here with {0, . . . , n − 1}. Conversely, if (f n : n < ω) is any sequence, then it converges if and only if the family (f i : i ∈ P <ω (ℵ 0 )) is F κ -convergent, where f i = f n for n maximal such that n ⊆ i.
So Proposition 2.5 becomes the following (which already appeared in [Sim14] 
Corollary 2.13. Let ∆ be as above. Then the space S ∆ (U) of ∆-types over U is sequentially compact.
Proof. Let (p i : i < ω) be a sequence of ∆-types over U. In a bigger monster model U 1 , realize each p i by a point a i and let M be a countable model containing the a i 's. Let q be a point in the closure of {tp(a i /U 1 ) : i < ω}. Then by the previous lemma, q is the limit of a subsequence (tp(a η(i) /U 1 ) : i < ω).
In particular, the subsequence (p η(i) : i < ω) converges in S ∆ (U).
When κ = ℵ 0 , Theorem 2.2 boils down to the usual characterization of Baire class 1 functions as recalled in Fact 1.2. In particular, using the notations of the previous section, we obtain that if M is countable, φ(x; y) is NIP and p ∈ Inv φ (M), then the the function d p : S y (M) → {0, 1} is of Baire class 1 in the usual sense.
Finally Proposition 2.11 becomes the following statement.
Proposition 2.14. Let M be countable, φ(x; y) NIP and Z ⊆ Inv φ (M) be any subset. Let p ∈ Z. Then there is a sequence (q n : n < ω) of elements of Z converging to p.
In fact, since S(M) is a Polish space, we have the more precise result.
Proposition 2.15. Let M be countable, φ(x; y) NIP, then the set Inv φ (M) is a Rosenthal compactum.
Proof. The set Inv φ (M) can be identified with a closed subspace of functions from S y (M) to {0, 1} and by Theorem 2.9, those functions are all of Baire class 1.
We conclude with a theorem of Bourgain, which he stated for Rosenthal compacta in [Bou78] . The proof we give is his, adapted to our context. By a G δ point x of a space F, we mean a point x such that the singleton {x} can be written as an intersection of at most countably many open subsets of F. Proof. Fix a closed F ⊆ Inv φ (M). For U ⊆ S y (M) a non-empty clopen set and ǫ ∈ {0, 1}, let C ǫ (U) be the set of types p ∈ F such that d p restricted to U is constant equal to ǫ. It is a closed subset of F. Given p ∈ Inv φ (M), as d p ∈ B § (S y (M)), there is some non-empty clopen set U ⊆ S y (M) such that d p is constant on U, therefore the sets C ǫ (U) cover Inv φ (M). As there are only countably many clopen sets U, by the Baire property, there exists some U and ǫ such that C ǫ (U) has non-empty interior in F. Now we do the following induction on α < ℵ 1 : Start with F 0 = F. At successor stage α + 1, if F α is a singleton, stop the induction. Otherwise, pick a non-empty clopen sets U and ǫ ∈ {0, 1} such that C ǫ (U) ∩ F α is a proper subset of F α of non-empty interior. Working inside the topological space F α , let F α+1 ⊆ C ǫ (U) ∩ F α be a non-empty clopen set.
At a limit stage λ, set F λ = i<λ F i . Note that each F α is a closed G δ subset of F.
Note that the same U cannot be used twice in the induction since the functions in F α agree on each clopen U which was involved so far. As S y (M) has countably many clopen sets, this process must therefore stop at some countable ordinal α * . We then get F α * = {p} for some p and F α * is a G δ set as required.
