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Audio captioning is a novel task in machine learning which involves the generation of
textual description for an audio signal. For example, a method for audio captioning
must be able to generate descriptions like “two people talking about football”, or
“college clock striking” from the corresponding audio signals. Audio captioning is
one of the tasks in the Detection and Classification of Acoustic Scenes and Events
2020 (DCASE2020). Most audio captioning methods use the encoder-decoder deep
neural networks architecture as a function to map the extracted features from input
audio sequence to the output captions. However, the length of an output caption
is considerably less than the length of an input audio signal, for example, 10 words
versus 2000 audio feature vectors. This thesis work reports an attempt to take
advantage of this difference in length by employing temporal sub-sampling in the
encoder-decoder neural networks. The method is evaluated using the Clotho audio
captioning dataset and the DCASE2020 evaluation metrics. Experimental results
show that temporal sequence sub-sampling is able to improve all considered metrics,
as well as memory and time complexity while training and calculating predicted
output.
Keywords: audio captioning, recurrent neural networks, RNNs, temporal sequence
sub-sampling.
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1 Introduction
Automated audio captioning (AAC) can be defined as an inter-modal translation
task, where the input to the system is an audio signal, and the output of the system
is a caption of that signal using natural language processing [1]. An example of
an audio captioning system is illustrated in Figure 1.1. Compared to automatic
speech recognition, which transforms speech into text, AAC converts sounds from
various environments into textual descriptions. Audio captioning offers an oppor-
tunity to develop methods that can learn complex information from audio data,
such as spatio-temporal relationships, foreground-background differentiation, and
other higher-level and abstract knowledge. Therefore, an audio captioning system
can be used in various applications, ranging from machine audio understanding to
human-to-machine, or machine-to-machine interaction.
Figure 1.1 Illustration of automated audio captioning system and process.
Audio captioning is one of the tasks in the DCASE2020 challenge 1. The chal-
lenge’s baseline method employs an RNNs-based encoder-decoder deep neural net-
works (DNNs) architecture. The encoder takes a set of feature vectors, converts
them into an intermediate-form representation, then the decoder uses these informa-
tion to produce the final captions. Both encoder and decoder are based on recurrent
neural networks with gated recurrent units. It is observed that there is a significant
difference between the length of an input sequence to the neural networks and its
output sequence, which indicates that one word in the output caption corresponds
to multiple time steps in the input sequence. The author of this thesis hypothesizes
that by reducing this length difference, the performance of a DNNs-based audio cap-
tioning method could be enhanced. The neural networks architecture in this thesis
work is built upon the baseline method of the DCASE2020 audio captioning chal-
lenge as a means to test this hypothesis. More specifically, the temporal sequence
sub-sampling is employed in the multi-layered encoder of the neural networks in
a hierarchical way. Experiments show that temporal sequence sub-sampling could
improve the metrics, while reduces the time and memory needed to train the net-
works as well as doing inference on unseen data. These results are published as a
1http://dcase.community/challenge2020/task-automatic-audio-captioning
1
workshop paper in DCASE2020 [2]. The code implementation for the method is
freely available online 2.
The rest of this thesis is organized as follows: chapter 2 provides the theoretical
background of all employed concepts and techniques. Chapter 3 presents the use of
temporal sequence sub-sampling in the neural networks method. Chapter 4 and 5
show the procedures to evaluate the proposed method and the experimental results.
Chapter 6 concludes the work and also provides some future directions for research.
2https://github.com/DK-Nguyen/audio-captioning-sub-sampling
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2 Background
2.1 Features extraction
In general, signal processing is the term used to describe the field of science that
aims to analyse time-varying physical processes. Digital signal processing describes
the task of performing signal processing operations using computers or digital signal
processors [3]. Digital signals are a sequence of numbers which represents discrete
samples of a continuous signal in a domain, such as time or frequency. Figure
2.1 shows a continuous signal and its discrete-time representation. Audio signal
processing refers to the branch of signal processing that deals particularly with
audio signals [4]. The magnitude of a signal measures how far its quantity differs
from zero. The power of a signal is the square of its magnitude. For the signal x(n)
in Figure 2.1(b), |x(1)| is the magnitude at discrete-time index 1, and |xpwr(1)|2 is
its power [3].
Figure 2.1 A time-domain sine wave in [3]:
(a) continuous waveform representation;
(b) discrete sample representation, we can see that the sine wave repeats every 20 samples.
ts is called sample period. If ts is, for example, 0.05 milliseconds/sample, then the period
of the sine wave is Tsw = 20 × 0.05 = 1 millisecond, the absolute frequency of the sine
wave is fsw = 1/(1 ms) = 1 kHz, and the sampling frequency (also called sample rate)
is fs = 1/ts = 1/(0.05 ms) = 20000 Hz = 20 kHz. Therefore, the sine wave’s absolute
frequency is dependent on the sampling frequency.
In digital signal processing, it is often necessary to represent the frequency con-
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tent, also called spectral content, of discrete signals. This frequency representation
is called the frequency domain. The frequency domain of a signal provides infor-
mation on which part of the signal belongs to a particular frequency band over a
range of different frequencies. Figure 2.2 illustrates the time- and frequency-domain
representations of three signals.
Figure 2.2 Time- and frequency-domain representations of three related signals [3]:
(a) Sine wave x1(n) = sin(2πf0nts) and its spectral content X1(m).
(b) On the left is the sine wave x2(n) = 0.4 · sin(2π2f0nts), whose amplitude is 0.4 of
x1(n)’s amplitude and frequency is 2 times higher than x1(n)’s frequency. On the right is
is spectral content X2(m).
(c) xsum(n) = x1(n) + x2(n). Notice from the figure of Xsum(m) that xsum(n) has both
the frequency f0 and the frequency 2f0 with smaller amplitude.
2.1.1 Discrete Fourier Transform
The Discrete Fourier transform (DFT) is a powerful algorithm to analyze and ma-
nipulate a discrete signal by determining its harmonic frequency content [3]. The
origin of DFT is the continuous Fourier transform X(f) [5], defined as
X(f) =
∫ ∞
−∞
x(t)e−j2πftdt. (2.1)
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The advancements of computers and digital processors led to the development of
the DFT, defined as a sequence of samples in frequency-domain X(m) [3], where
X(m) =
N−1∑
n=0
x(n)e−j2πnm/N . (2.2)
The DFT equation could also be expressed in the rectangular form [3] as
X(m) =
N−1∑
n=0
x(n)[cos(2πnm/N)− jsin(2πnm/N)], (2.3)
where x(n) is the sequence of input samples in time domain indexed by n (n =
0, 1, 2, 3, ..., N − 1), and X(m) is the mth DFT output component, m is the index of
the DFT output in the frequency domain (m = 0, 1, 2, 3, ..., N − 1).
2.1.2 Short-time Fourier Transform
In 1946, Dennis Gabor introduced the short-time Fourier transform (STFT), a tech-
nique that helps determine the phase content and the sinusoidal frequency for local
sections of a signal as it changes over time [4]. Instead of producing the frequency
content over the entire signal, STFT applies a windowing function only on a small
section of the signal, computes a Fourier transform for the windowed signal, then
shifts this process across the entire time domain representation of the signal.
Given a signal x : Z → R, a window function w : [0 : N − 1] → R of length
N ∈ N , the hop size H ∈ N which specifies the step size of the window function,
the discrete STFT X of x [4] is given by
X (m, k) =
N−1∑
n=0
x(n+mH)w(n)e−2πikn/N , (2.4)
where m ∈ Z, and k ∈ [0 : N
2
]. The complex value X (m, k) ∈ Z indicates the
kth Fourier coefficient of the mth time frame. The spectrogram of x is the squared
magnitude of the STFT, denoted as Y(m, k) [4] and is calculated by
Y(m, k) = |X (m, k)|2. (2.5)
The spectrogram is often visualized by a 3D plot [4], where the x-axis represents
the time, the y-axis represents the frequency, and the color shows the intensity of
the spectrogram. More specifically, the color shows the value of the spectrogram
Y(m, k) at the time frame indexed by m and the frequency indexed by k.
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2.1.3 Mel-band energies
The human hearing perception does not follow a linear scale [6], therefore, trans-
forming the audio signal into mel-band energies would allow the signal processing
system to mimic this feature of the human auditory system [7]. The mel-band ener-
gies of an audio signal is achieved by applying the mel-scaled filter, shown in Figure
2.3, on the spectrogram of the signal. The mel scale is calculated as [8]
Mel(f) = 2595 log10(1 +
f
700
). (2.6)
Figure 2.3 Mel-scaled filter.
2.2 Neural Networks
2.2.1 Feedforward Neural Networks
Feedforward neural networks (FNNs) is an algorithm with the goal to approximate
some function, for example, a classifier f(x) that tries to map a given input vector
x to a category y. If f(x) is parameterized by a set of parameters θ, then a FNNs
can be used to define a mapping ŷ = f(x,θ) that uses an optimizer to learn and
adapt the parameters θ for producing the best function approximation [9]. In other
words, if we have a function L that calculates how close the predicted output ŷ is
to the ground truth value y, the optimizer of the neural networks should be able
to find a set of parameters θ that minimizes L. L is often referred to as the loss
function, or cost function. Selecting an optimizer and a loss function is essential in
constructing a DNNs [10]. Some examples of an optimizer for FNNs is ADAM [11],
MOMENTUM [12], or ADAGRAD [13]. There are many kinds of loss functions [14],
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Figure 2.4 A simple feedforward network with two layers.
for example, the mean square error is LMSE = (y − ŷ)2. In Figure 2.4, we have
an example of a simple FNNs, which accepts an input vector x and produces a
predicted value ŷ. The predicted output ŷ is not calculated directly from the input
x, but through an intermediate step called hidden unit h, and
h = f (1)(x;W1, c1). (2.7)
Most neural networks calculate the hidden units using an affine transformation con-
trolled by a set of learned parameters, in this case W1 and c1, followed by a nonlinear
function called an activation function. Therefore, h is defined as
h = f (1)(x;W, c) = g(W1x+ c1), (2.8)
where g is the activation function; some popular options for g are Sigmoid, Hyper-
bolic Tangent (Tanh), Softmax, or Rectified Linear Unit (ReLU) [15], [16]. The
approximated output ŷ is then
ŷ = f (2)(h;W2, c2). (2.9)
The complete feedforward network, therefore, is
ŷ = f(x,θ) = f(x;W1, c1,W2, c2) = f
(2)(f (1)(x)), (2.10)
where {W1,W2} are called weights, and {c1, c2} are called biases. We can see that
the function f(x,θ) is constructed by a chain of functions, such that
f(x,θ) = f (2)(f (1)(x,θ1),θ2). (2.11)
This way, f (1) is called the first layer of the network with its parameters θ1 =
{W1, c1}, and f (2) is the second layer with its parameters θ2 = {W2, c2}. The
length of the functions chain is the depth of the neural networks. By stacking
different layers on top of each other, the FNNs can learn to approximate more
complex functions by composing several simpler functions together [9]. Empirical
results show that greater depth produces better generalization of the neural networks
on unseen data for various tasks [17]–[19].
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The process of calculating a predicted output ŷ from the input x is called forward
propagation [9]. It is important that in the first forward propagation, the parameters
of the networks are carefully initialized. This is an active research area, and many
weight initialization methods [20]–[22] have been proposed. Once the value of ŷ is
calculated, the loss function L can be computed from ŷ and y, the parameters θ
are updated using gradient descent and backpropagation algorithms, which will be
explained in more details in section 2.2.2.
2.2.2 Backpropagation Algorithm
As L is computed from y and ŷ = f(x,θ), it can be parameterized as L(θ,x, y),
and each parameter can be seen as a dimension in the loss function’s input space.
In general, because most feedforward neural networks try to approximate high di-
mensional nonlinear functions, the loss function becomes non-convex [9]. Therefore,
to minimize the loss function, the parameters θ are often updated through an iter-
ative optimization algorithm called gradient descent, using the gradient of the cost
function with respect the parameters, i.e. ∇θL = ∂L∂θ . Backpropagation algorithm
is the process of calculating the gradient ∇θL [23]. Theoretically, if there exists
a non-zero gradient of a function at a point p, then the value of the function at
p increases most quickly along the direction of that gradient [24]. By moving the
parameters θ to the opposite direction of the gradient ∇θL, we can minimize the
loss function L(θ,x, y) [25]. Figure 2.5 shows the information flow of the backprop-
agation process. In the figure, we denote Dfi = ∂L∂fi , and ∇θi =
∂L
∂θi
. By chain rule
of calculus [9], we can observe that
∇θi = Dfi ·
∂fi
∂θi
. (2.12)
In the case that we do not only have one training example x, but a dataset
of many training examples x(i), i = {1, 2, ...,m}. Then, there are three types of
gradient descent which can be performed on this dataset: batch gradient descent,
stochastic gradient descent, and mini-batch gradient descent [25].
• Batch gradient descent computes the gradient and update the parameters for
the entire dataset in one run: θ = θ − α · ∇θL(θ). Here, α is the learning
rate that defines how large the parameters would be updated for each step.
Furthermore, the term batch size refers to the number of training examples
used in one update iteration, in this case, batch size is m.
• Stochastic gradient descent performs the parameters update for each training
example x(i) and each ground truth output y: θ = θ−α · ∇θL(θ,x(i), y). For
stochastic gradient descent, batch size is 1.
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• Mini-batch gradient descent updates the neural networks’ parameters for every
mini-batch of n training examples: θ = θ−α ·∇θL(θ,x(i:i+n), y). Here, batch
size is n. Mini-batch gradient descent is used most often in practice.
Figure 2.5 The information flow in backpropagation (shown by red arrows) of the FNNs
in Figure 2.4.
2.3 Recurrent Neural Networks
Recurrent neural networks (RNNs) is a special type of FNNs designed to process
sequential data [9]. RNNs were introduced by Rumelhart, Hinton, and Williams in
1986 [23], but they only gained popularity in recent years thanks to the advance-
ment of powerful computing units such as the Graphics Processing Units (GPUs)
that allow calculating and optimizing RNNs possible in real-time [26]. Figure 2.6
illustrates a simple RNNs.
Figure 2.6 (Left) The computational graph of a RNNs. (Right) An RNN cell, the
calculation is according to Eq. ( 2.13).
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In Figure 2.6, the sequence x1, ...,xt−1,xt,xt+1, ...,xT is the input to the RNNs.
The input-to-hidden connections, such as from xt to ht, are parameterized by a
weight matrix U and a bias vector b, the hidden-to-hidden connections, e.g. from
ht−1 to ht, are parameterized by a weight matrix W, similarly, the connections
between the hidden and the output layer are parameterized by V and c [9]. By
looking at the left graph in Figure 2.6, one can see that the term “recurrent” makes
sense because the hidden state ht refers back to the previous state ht−1. The hidden
state ht and the predicted output ŷt at time-step t are calculated as
ht = f(b+Uxt +Wht−1), (2.13)
ŷt = g(c+Vht). (2.14)
Once the estimated sequence ŷ1, ..., ŷt, ..., ŷT is computed, we can find the value
of the loss function L by comparing it with the ground truth sequence y1, ...,yt, ...,
yT . Generally, computing the gradient of the RNNs is similar to the backpropagation
algorithm described in section 2.2.2 [9].
2.3.1 Bidirectional Recurrent Neural Networks
From section 2.3, we could see that the predicted output ŷt is calculated based only
on the information captured from the past, i.e. from x1, ...,xt−1. However, what if we
want to calculate ŷt with the information captured from the entire input sequence?
This is the reason why the Bidirectional RNNs (Bi-RNNs) were invented [27].
Figure 2.7 Computational graph of a simple Bi-RNNs.
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Figure 2.7 shows a simple Bi-RNNs, a combination of an RNN that travels
forward in time from the start to the end of the input sequence, and an RNN
that travels backward in time from the end to the start of the input sequence.
−→
h t represents the hidden unit of the forward sub-RNN at time t, while
←−
h t is the
hidden unit of the backward sub-RNN. This way, a predicted output ŷt captures
both information from the “past” and the “future” of the input sequence [9]. Bi-
RNNs have been proven to be very successful in many applications, such as speech
recognition [28], [29], or handwriting recognition [30]–[32].
2.3.2 Gated Recurrent Unit
One of the appeals of RNNs is that they could incorporate previous information
to solve the present task. For example, consider a language model using RNNs to
predict the next word based on previous ones in a sentence [33], [34]. If the model
is trying to predict the last word of “the dog is barking”, then it is quite obvious
that the word barking is going to be highly probable, because it stands close to
the word “dog”. However, what if the model tries to predict the last word of “I
visited Vietnam last summer, I could talk to the people there because I knew a
bit of Vietnamese”. In this case, the model is dependent on the word “Vietnam”,
which lies much further back in the sentence, to predict the last word “Vietnamese”.
Unfortunately, when the gap between relevant information grows, RNNs become
unreliable to learn them, which is referred to as long-term dependencies and was
explored in detail in [35], [36]. The general idea is that the gradients tend to either
vanish or explode, when they propagate over many stages [37], [38].
In order to solve this problem, the long short-term memory (LSTM) was in-
troduced, which helps the neural networks to accumulate information over a long
period, then learn to “forget” these information after they have been used [39]. The
gated recurrent units (GRUs) is a modified, simpler version of LSTM, first intro-
duced in [33]. Instead of taking only an input vector and a previous hidden state,
each LSTM or GRUs cell controls its own memory and what to forget using “gates”.
A GRU cell consists of three different gates: the reset gate rt, the update gate zt, and
the new gate nt [33]. These gates are illustrated in Figure 2.8, and are calculated
as
rt = σ(Wirxt + bir +Whrht−1 + bhr), (2.15)
zt = σ(Wizxt + biz +Whzht−1 + bhz), and (2.16)
nt = tanh (Winxt + bin + rt ⊙ (Whnht−1 + bhn)), (2.17)
where the reset gate has its own parameters, that are the input weights Wir, the
recurrent weights Whr, and the corresponding biases {bir,bhr} [33]. This is similar
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Figure 2.8 GRU cell i at time step t.
for the other gates. The hidden unit at time-step t is calculated based on the values
of the gates by
ht = (1− zt)⊙ nt + zt ⊙ ht−1. (2.18)
2.3.3 Encoder-decoder sequence-to-sequence architecture
From Figure 2.6 and Figure 2.7, we can see that the input and the output sequences
of the RNNs have the same length. However, what if their lengths vary, as in
the case of many applications, including audio captioning? In order to solve this
problems, researchers come up with the encoder-decoder, or sequence-to-sequence,
neural networks architecture [9]. The first encoder-decoder architecture, shown in
Figure 2.9 The Encoder-Decoder Architecture used in [33].
Figure 2.9, was introduced by Cho, Merrienboer, Gulcehre, et al. [33], followed
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by Sutskever, Vinyals, and Le, whose method achieved state-of-the-art results for
the machine translation task at that time [34]. The idea behind this architecture is
that:
• First, the encoder reads and processes the input sequence
X = [x1,x2, ...,xt, ...,xT ], then produces a vector or sequence of vectors that
summarize X. This vector is often called the context vector, denoted by z.
• The decoder then processes the context vector to build the estimated output
sequence Ŷ = [ŷ1, ŷ2, ..., ŷs, ..., ŷS]. Note that in the context of audio caption-
ing, the length of the input sequence (T ) is often much bigger than the length
of the output sequence (S).
2.3.4 Sequence Temporal Sub-sampling
In audio captioning, the input to the system is a sequence that contains thousands
of audio feature vectors, and the output of the system is often a sentence of only
10 to 20 words [40]. This significant difference in lengths indicates that multiple
time steps of the input feature vectors correspond to one output word in a predicted
caption. Sequence temporal sub-sampling (STS) helps to take an advantage of this
by removing potentially redundant or repeated input feature vectors by dropping a
portion of them along the temporal axis; this property has been proven effective in
other tasks, such as video classification [41].
Figure 2.10 illustrates the sub-sampling operation employed in this work, with
the sub-sampling factor M = 2. The input matrix O to STS is a sequence of A
vectors, each vector has B features, therefore O ∈ RA×B. The output matrix is
O′′ ∈ R⌊A/M⌋×B, where ⌊·⌋ denotes the floor function. The red “X”s indicates that
the corresponding vectors are discarded. Here, the bigger M is, the more input
vectors are discarded. In this work, STS is employed in the encoder of the sequence-
to-sequence neural networks architecture. The method is explained in more detail
in chapter 3.
Figure 2.10 Sequence temporal sub-sampling with factor M = 2.
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2.4 Related Works in Audio Captioning using Deep Neural
Networks
The audio captioning task was started in 2017 by Drossos, Adavanne, and Virtanen,
where they used a recurrent neural networks (RNNs) on a dataset that contains audio
data and their corresponding captions extracted from the PSE library [1]. After
that, they constructed Clotho - a specialized dataset for audio captioning [40], [42].
The Clotho dataset is used in the DCASE2020 audio captioning task, the challenge
attracts many teams from different organizations, and all the works that achieve
better metrics than the baseline method make use of deep neural networks. The final
results and rankings could be found at1. Koizumi, Takeuchi, Ohishi, et al. achieve the
first place of the competition, they focus on solving the two indeterminacy problems
in automated audio captioning: word selection indeterminacy and sentence length
indeterminacy by using data augmentation and multi-task learning [43]. The system
from Wu, Chen, Wang, et al. ends up at the second place [44], which consists of
a 10-convolutional-layer [45] encoder for audio features extraction, followed by a
Transformer [46] decoder for language modeling. The convolutional encoder is pre-
trained by converting the audio captioning task into a multi-label classification task,
then they employed label smoothing and data augmentation during the training
process of the decoder’s parameters. The third place belongs to Wang, Yang, Zou1,
et al., where they use a convolutional neural network (CNNs) encoder and a long-
short term memory (LSTM)-based decoder together with temporal attention [47].
Other works that employed the architecture with CNNs-based encoder and RNNs-
based decoder, as in [48], [49], also achieve better results than the baseline method.
1http://dcase.community/challenge2020/task-automatic-audio-captioning-results
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3 Method
This work employs the RNN-based encoder-decoder neural network architecture,
where the input to the encoder is a sequence of T audio feature vectors with F
features, X ∈ RT×F , and the output of the decoder is a sequence of S vectors
Ŷ = [ŷ1, . . . , ŷS]. Each vector ŷs ∈ [0, 1]D in the output contains the predicted
probability for each of the D words, where D is the number of all unique words in
the captions of the training dataset. The encoder is constructed in a hierarchical way
with multiple RNNs-based layers, and temporal sequence sub-sampling is applied
on the output of each RNN layer. The decoder consists of a RNNs layer, followed
by a linear layer, according to the baseline method.
The encoder has Lenc bi-directional RNN layers, as illustrated in Figure 3.1.−−−→RNNlenc and
←−−−RNNlenc are denoted to be the l-th layer’s forward and backward RNNs.
For the first layer of the encoder, the input sequence is processed as
−→
h 1t =
−−−→RNN1enc(xt,
−→
h 1t−1) and (3.1)
←−
h 1t =
←−−−RNN1enc(←−x t,
←−
h 1t−1), (3.2)
where xt is the t-th feature vector in X, ←−x t is the time-reversed version of xt; and−→
h 1t ,
←−
h 1t ∈ [−1, 1]Ξ are the outputs of the
−−−→RNN1enc and
←−−−RNN1enc for the time step t,
respectively, −→h 10 =
←−
h 10 = [0]
Ξ. Here, Ξ is the number of output features for each
of the l-th RNN layer. Then, −→h 1t ,
←−
h 1t are concatenated as
h1t = [
−→
h ⊤1t ,
←−
h ⊤1t ]
⊤ (3.3)
to produce the output matrix of the first layer H1 = [h11 , . . . ,h1T ].
Each layer 2 ≤ l < L of the encoder accepts the input matrix H′′l−1 as the result
from applying temporal sub-sampling on the output of the previous layer
H′′l−1 = {hl−1iM+1}
i=⌊(Tl)/M⌋
i=0 , (3.4)
where Tl is the number of time-steps of H′′l−1, M ∈ N⋆ is the sub-sampling factor,
and ⌊·⌋ is the floor function. H′l is denoted as the output from putting H′′l−1 into−−−→RNNlenc and
←−−−RNNlenc, according to Eqs. ( 3.1), ( 3.2), and ( 3.3). The final output
of a l-th layer with 2 ≤ l < L, Hl ∈ RTl×∆, is attained from a residual connection
between H′′l−1 and H′l as
Hl = H
′
l +H
′′
l−1. (3.5)
By using Eq. ( 3.4), the encoder is forced to squeeze the information from the in-
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Figure 3.1 RNNs with Temporal Sequence sub-sampling Encoder.
put sequence to a smaller output sequence, in other words, it has to learn with lower
temporal resolution. This process could make the RNNs to learn a time-filtering and
time-compression of the information in the input sequence, according to [41], [50].
This has been proven to be beneficial in the case of audio captioning, where there
is a significant difference between the lengths of input and output sequences [2].
The output of the encoder is HL = [hL1 , . . . ,hLTL ]. The decoder then takes the
last time-step of the L-th bi-directional RNN layer of the encoder input, so
z = hLTL , (3.6)
and z ∈ R∆. As discussed in section 2.3.3, z is also called the fixed context vector.
The decoder consists of a RNN layer, followed by a linear layer with the softmax
activation function called the classifier. The output at the s-th time-step of the
RNNdec is computed as
us = RNNdec(z,us−1), (3.7)
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where us ∈ [0, 1]Ψ, u0 = [0]Ψ. The predicted output vectors ŷs is then calculated by
ŷs = Cls(us), (3.8)
repeatedly until s = S. The predicted word at a time-step s is obtained by getting
the word with the highest probability in ŷs. The encoder, the decoder, and the clas-
sifier are jointly optimized in order to minimize the binary cross-entropy loss between
the predicted, ŷs, and ground truth one-hot encoding of words, ys = [ys,1, . . . , ys,D].
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4 Evaluation
4.1 Dataset pre-processing
In order to evaluate the proposed method, the Clotho dataset [40] is used. Clotho
is built to offer diverse audio content and corresponding captions, with careful elim-
inations of spelling errors and named entities. The audio samples of Clotho are
collected from the Freesound platform [51], together with the tags that indicate
various topics of the audios. The corresponding captions of the audio samples are
annotated using the Amazon Mechanical Turk (AMT) service [52] by employing
a three-step based framework: audio description, description editing, description
scoring [42]. The whole dataset contains 4981 audio samples of duration from 15 to
30 seconds with CD-quality of 44.1 kHz sampling rate, 16-bit sample width. Each
audio sample has 5 corresponding captions with lengths ranging from 8 to 20 words,
resulting in 24905 captions. The dataset is then split into three subsets, namely
development, evaluation, and testing according to the 60%, 20%, 20% ratio, using
multi-label stratification [53]. This process results in 2893 audio samples and 14465
captions for the development split, 1045 audio samples and 5225 captions for the
evaluation split, 1043 audio samples and 5215 captions for the testing split. The
development and evaluation splits are freely distributed on the Zenodo platform 1.
In this work, the development split is used to train the neural networks and fine
tune its parameters, and the evaluation split is used to evaluate the metrics.
Given the Clotho dataset, the audio samples and their corresponding captions
are further processed as described in the stages below in order to be used in the
DNNs method:
Stage 1 - Processing of the audio samples as the input to the DNNs: from
each audio sample, a power spectrogram is calculated using the short-time Fourier
transform algorithm, with a Hanning windowing function of 1024-sample long (≈
23 ms) and 50% overlap. After that, a F = 64 log-scaled mel-band energies is
extracted using a mel-scaled filter and the log operation. The log mel-band energies
are used instead of mel-band because they have better properties, for example, better
distribution of values. This process, as illustrated in Figure 4.1, results in a feature
matrix X ∈ RT×64, with T ∈ [1292, 2584] since the audio samples are 15s and 30s
long. X is used as the input for the neural networks described in chapter 3.
Stage 2 - As stated in [40], the ground truth captions of Clotho are processed
by the following steps: punctuation removal; transforming all letters to small case;
assigning a unique index for each word (tokenization); employing the start and end
1https://zenodo.org/record/3490684
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Figure 4.1 Audio features extraction pipeline.
(a) Raw audio waveform. (b) Spectrogram. (c) Log mel-band energies.
of sequence token, i.e. ⟨sos⟩ and ⟨eos⟩. This process results in a sequence of S = 8
to S = 22 one-hot encoded tokens for each caption. The stand-alone code for data
preprocessing is freely available from the DCASE 2020 audio captioning task and
can be found on Github2.
4.2 Hyper-parameters and training procedure
The development data split of Clotho is used to train and fine tune the hyper-
parameters of the neural networks method. Due to limitations in computational
resources, the batch size of 16 is employed in the training process. In order to apply
a uniform T and S in a batch, vectors of zeros are prepended to to each X, and
vectors of ⟨eos⟩ are appended to every Y so that they have the same T and S equal
2https://github.com/audio-captioning/clotho-dataset
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to the maximum T and S in the same batch. The method is trained for maximum
of 1000 epochs. The binary cross-entropy loss function L(ŷs,ys) is rounded to three
decimal digits, and if it does not improve for 100 consecutive epochs, the training is
stopped.
Moreover, it is observed that there is a noticeable imbalance in the appearing
frequency of the tokens at the captions, for example, the words “a”/“an”, or “the”
have a high frequency, e.g. over 4000 times. However, some other tokens have much
lower frequencies, e.g. five times. To overcome this problem, each token , denoted
wi, is inversely weighted by its frequency in the dataset. More specifically, a new
loss formulation is used:
L′(ŷs,ys) = ΦsL(ŷs,ys), (4.1)
where Φs is a weight for the loss calculation of the token represented by ys. However,
with tokens with significant frequencies like “a”, Φs could get values as low as 1e−5,
which is about 100 000 times lower compared to the weights of the lower frequencies
tokens with Φs = 1. This difference could significantly hamper the learning of the
frequent tokens and could result in the loss of the frequent tokens to be zeros, since
L′ is rounded to three decimal digits. A solution employed is the clamping of Φs:
Φs =

min(fw)
fws
if min(fw)
fws
≥ β,
β otherwise
, (4.2)
where min(fw) is the minimum frequency of all tokens in the Clotho dataset, fws is
the frequency of the ws token in the development split, β is a hyper-parameter called
“clamp value frequency” and is set to 5e−1, ws is the token that ys corresponds to.
Other hyper-parameters are according to the baseline method of DCASE2020:
L = 3, Ξ = 256, and Ψ = 256. The parameters are optimized using the loss function
L′ and the Adam optimizer [54], with a learning rate of 1e− 4 and the same values
for β1 and β2 according to the paper [54]. The dropout rate p = 0.25 is employed
between RNN1enc and RNN2enc, as well as between RNN2enc and RNN3enc. To evaluate
the effect of temporal sub-sampling, four different sub-sampling factors are used,
such that M = 2, 4, 8, 16. The total number of parameters of the proposed method
is 4 573 711, and the implementation code is based on the PyTorch framework.
4.3 Evaluation and metrics
To evaluate the method used in this thesis work, the metrics from DCASE 2020 au-
dio captioning task are employed, using the evaluation split of the Clotho dataset.
More specifically, these metrics consists of machine translation metrics BLEUn,
ROUGEL, METEOR, and captioning metrics CIDEr, SPICE, SPIDEr. BLEUn cal-
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culates a weighted geometric mean of n-grams modified precision between predicted
and ground truth captions [55]; ROUGEL calculates an F-measure using a longest
common sub-sequence (LCS) between predicted and ground truth captions [56]; ME-
TEOR computes a harmonic mean of the precision and recall for segments between
predicted and ground truth captions [57]; CIDEr [58] uses term-frequency inverse-
document-frequency (TF-IDF) weighting for n-grams to calculate a weighted cosine
similarity between predicted and ground truth captions [58]; SPICE measures how
well the predicted captions could recover from the ground truth captions [59]; SPI-
DEr is a weighted mean between CIDEr and SPICE to take advantages of both
metrics [60]. Each metric is calculated between the predicted word sequence Ŷ and
the ground truth word sequences Y for the same input X.
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5 Results and discussion
It can be seen from Table 5.1 that using a sub-sampling of factor M ≥ 2 always
improve the metrics of audio captioning methods. Sub-sampling with factor M = 8
yields the maximum value of the main metric SPIDEr at 0.067. However, increasing
the value sub-sampling factor does not linearly improve the metrics produced. This
could be because the method employs the fixed length vector z from the encoder,
so the impact of reducing more length in the sequence could not be observed by
the decoder. This indicates that the impact of increasing the sub-sampling factor
could be more visible when using the whole output sequence of the encoder, e.g. the
attention mechanism. However, more research needs to be carried out to verify this
hypothesis.
Table 5.1 Results for the baseline method, i.e. M = 1, and proposed method with
sub-sampling factor M = {2, 4, 8, 16}.
Metric M = 1 M = 2 M = 4 M = 8 M = 16
BLEU1 0.389 0.426 0.418 0.417 0.426
BLEU2 0.136 0.151 0.151 0.154 0.147
BLEU3 0.055 0.058 0.061 0.063 0.058
BLEU4 0.015 0.020 0.018 0.025 0.022
ROUGEL 0.262 0.274 0.275 0.274 0.274
METEOR 0.084 0.092 0.091 0.089 0.090
CIDEr 0.074 0.092 0.090 0.093 0.093
SPICE 0.033 0.040 0.037 0.040 0.036
SPIDEr 0.054 0.066 0.064 0.067 0.064
In terms of time complexity, sequence temporal sub-sampling demonstrates a
clear impact on the input sequence length and the duration needed for calculating
predicted outputs using the Clotho evaluation data split, as shown in Table 5.2.
With sub-sampling factor 2, the output sequence of the encoder is 75% less than
the input sequence, the time needed to calculate all predicted captions also reduce
42% (from 58 sec to 34 sec). The value for SPIDEr in this case increase from 0.54
to 0.66. The time needed to train the same networks with sub-sampling factor 2 is
only about 50% of the one with no sub-sampling (factor 1). The best sub-sampling
on metrics SPIDEr is 8, which reduces the output sequence length by 98%, the
inference time by 63%, with the training time at only about 1
3
of the baseline model.
Sub-sampling factor 16 also gives very promising results, which outputs the sequence
length of only 5 to 10 time steps, SPIDEr metrics is a a bit less than sub-sampling
8, at 0.064. However, there is no significant difference in inference time between
sub-sampling factor 8 and 16.
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Table 5.2 Reduction in length (in percentages), required time for predictions, min-
imum and maximum resulting number of time-steps (TminL and TmaxL , respectively), of
sub-sampling factor M = {2, 4, 8, 16} with L = 3.
M TminL T
max
L Reduction in length Time (sec)
1 1292 2584 00.00% 58.81
2 323 646 75.00% 34.13
4 80 161 93.75% 25.67
8 20 40 98.43% 21.73
16 5 10 99.60% 20.42
Some examples of the final output of the sub-sampling encoder-decoder method
with M = 8 is “a person is walking a through something and” for the audio file
“clotho_file_01 A pug struggles to breathe 1_14_2008” in the Clotho evaluation
split. Some of the ground truth captions for this audio file are “a small dog with a
flat face snoring and groaning” and “a man walking who is blowing his nose hard and
about to sneeze”. Another example is the predicted caption “a group of of birds and
birds a” compared to ground truth captions like “a flock of birds comes together with
a lot of chirping” or “birds sing in different tones while in a large group” from the file
“clotho_file_sparrows”. Although the method manages to identify the objects and
the actions of those objects, it lacks the language modelling to make the predicted
captions resemble natural language, which is not the focus of this thesis.
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6 Conclusions
This thesis examined an approach to audio captioning using deep neural networks,
with the focus on solving the input-output length disparity problem, such that one
word in a output caption corresponds to a much longer sequence of feature vectors in
the input. The background knowledge for all concepts and techniques used to process
the dataset, method construction and evaluation, as well as their implementations
are reported.
The proposed method employs a multi-layered RNNs-based encoder and decoder
architecture, in which the temporal sub-sampling is applied on the output of each
layer in the encoder. Experimental results show that temporal sub-sampling can
clearly improve the performance of the method, while reducing the input sequence
length, inference time and training time for the system. The maximum improvement
happens for the sub-sampling factor M = 8, where an increase of 0.013 is observed
for the main metric SPIDEr, and inference time is reduced by 63%, compared to
the same architecture without sub-sampling.
For future research, the temporal sub-sampling operation could be constructed
to have its own weights, so it can learn to keep relevant input vectors, instead of
only keeping the predefined vectors. Temporal sub-sampling could also be employed
together with an alignment technique that takes the whole output of the encoder
into account, which might make the effect of input sequence length reduction more
noticeable.
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