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Abstract— This paper is concerned with the study of
continuous-time, non-smooth dynamical systems which arise in
the context of time-varying non-convex optimization problems,
as for example the feedback-based optimization of power
systems. We generalize the notion of projected dynamical
systems to time-varying, possibly non-regular, domains and
derive conditions for the existence of so-called Krasovskii
solutions. The key insight is that for trajectories to exist,
informally, the time-varying domain can only contract at a
bounded rate whereas it may expand discontinuously. This
condition is met, in particular, by feasible sets delimited via
piecewise differentiable functions under appropriate constraint
qualifications. To illustrate the necessity and usefulness of such
a general framework, we consider a simple yet insightful power
system example, and we discuss the implications of the proposed
conditions for the design of feedback optimization schemes.
Index Terms— Non-smooth analysis, nonlinear dynamical
systems, power systems.
I. INTRODUCTION
The idea of “closing the loop” on a physical systems not
just to control, but to optimize the state of a physical sys-
tem with simple feedback controllers has recently emerged
as a new frontier, combining ideas from optimization and
control theory with notable applications in the operation
and optimization of power systems [1]–[10]. The underlying
premise of such autonomous (or feedback-based) optimiza-
tion schemes as illustrated in Fig. 1 is that a nonlinear
feedback controller induces closed-loop dynamics, usually
in the form of simple gradient- or saddle-point flows [11],
that steer a steady-state physical system to an optimal state.
A major challenge and a key difference to the traditional
optimization context is the fact that the physical system
enforces hard constraints on the evolution of the dynamical
system. Physical conservation laws (expressed as equality
constraints) constrain the system to a manifold, whereas
saturation effects modelled by inequality constraints intro-
duce non-smooth behavior. Furthermore, the feasible space
enforced by the physical system is in general time-varying.
These features expose fundamental questions regarding the
mathematical modeling of such discontinuous systems and
in particular the existence of viable solutions, i.e., solutions
that adhere to the physical constraints.
In this paper, we study the conditions required for the
existence of physically realizable trajectories. As such, our
findings are independent of any particular choice of feedback
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Fig. 1. Feedback-based optimization
algorithm. In fact, we abstract the feedback controller by
its induced vector field on the feasible domain. This leads
us to consider projected dynamical systems [12]–[14], that
are a natural choice to model physical processes involving
saturation. For our analysis we draw inspiration from the
study of switched hybrid systems [15], [16], non-smooth
analysis [17], and viability theory [18], [19].
As a first contribution, we identify a Lipschitz-type re-
quirement on the time-varying domain that is sufficient for
the existence of solutions. We then prove existence of so-
called Krasovskii solutions [20]. Despite its technical defi-
nition, this type of solution to differential equations is well-
behaved, relatively easy to analyze and, most importantly,
exists under very weak assumptions.
This level of generality is required since our work is
motivated by the online optimization of power systems for
which common modeling assumptions such as convexity or
Clarke regularity fail. Namely, the steady-state power grid is
subject to the nonlinear, non-convex power flow equations.
Furthermore, changes in power consumption and in the
availability of renewable energy sources lead to a feasible set
that changes continuously in time, but not in a differentiable
way. Finally, low-level, nonlinear controllers (e.g., frequency
droop curves and automatic voltage regulation with reactive
power limits) induce non-smooth steady-state behaviors. Dis-
cussion of detailed models for these domain-specific aspects
is beyond the scope of this work. Nevertheless, at the end
of the paper, we provide a highly stylized and deliberately
simplified power systems example that captures the main
challenges addressed with our approach.
The rest of the paper is structured as follows: In Section II
we introduce the notion of a temporal tangent cone to a
time-varying domain as generalization of a tangent cone to
a stationary set. We establish that this temporal tangent cone
is non-empty if the domain is forward Lipschitz continuous.
This enables us in Section III to define projected dynamical
systems on time-varying domains and prove the existence of
Krasovskii solutions under forward Lipschitz continuity of
the domain. In Section IV we present a simplified example
of the feasible domain of a power system that isolates the
structural complications that are addressed by our results.
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II. PRELIMINARIES & FOUNDATIONAL RESULTS
We consider Rn endowed with the usual topology, canon-
ical basis and Euclidean 2-norm ‖ ·‖, and we use B := {x ∈
Rn | ‖x‖ ≤ 1} to denote the closed unit ball. Furthermore,
we denote by clA the closure of the set A and by coA
(coA) its (closed) convex hull. Given a sequence {δk}, the
notation δk → 0+ implies that δk converges to 0 and δk > 0
for all k. A map Φ : Rn → Rm is of class Ck if it is k-
times continuously differentiable. The Jacobian of Φ at x
is given by the m × n-matrix ∇Φ(x) of partial derivatives.
The Jacobian at x with respect to a variable x′ is denoted
by ∇x′Φ(x). A set-valued map from U ⊂ Rm to subsets
of Rn is denoted by F : U ⇒ Rn. A set-valued map is
non-empty, closed, compact or convex if F (x) is non-empty,
closed, compact or convex for every x in its domain.
A. Generalization of the tangent cone
Given a set X ⊂ Rn and x ∈ X , a vector v ∈ Rn is a
tangent vector of X at x if there exist sequences xk → x
with xk ∈ X and δk → 0+ such that xk−xδk → v. The
set of all tangent vectors at x is called tangent cone (or
sometimes Bouligand contingent cone) and denoted by TxX .
For every x, the set TxX is closed (by definition), non-empty
(namely, 0 ∈ TxX always) and a cone in the formal sense
(i.e., v ∈ TxX ⇒ λv ∈ TxX for all λ ≥ 0).
For time-varying domains we require an appropriate gen-
eralization of the tangent cone. Time cannot be treated the
same as space dimensions since it evolves at a steady rate
in one direction. This leads us to the following definition.
Definition 1 (Temporal tangent vector). Given a set-valued
map X : R⇒ Rn and x ∈ X (t) for some t, a vector v ∈ Rn
is a temporal tangent vector of X (t) at x and time t, if there
exist sequences xk → x and δk → 0+ such that
xk ∈ X (t+ δk) and xk − x
δk
→ v.
The set of all temporal tangent vectors at (x, t) is called the
temporal tangent cone and denoted by T txX .
As for TxX , the temporal tangent cone T txX is closed, it
might however be empty. One of the contributions of this
paper is to give a necessary and sufficient condition under
which T txX is non-empty.
Note that T txX is not necessarily a cone in the formal
sense, i.e., v ∈ T txX does not imply λv ∈ T txX for every λ ≥
0. However, if X (t) is constant, then Definition 1 reduces to
the definition of TxX , hence our choice of terminology.
Remark 1. In viability theory [18], [19], T txX is usually
defined using the one-sided contingent derivative, i.e., v ∈
T txX if and only if
lim inf
δ→0+
d(x+ δv,X (t+ δ))
δ
= 0
where d(·,X (t+ δ)) denotes the point-to-set distance. 
The following proposition shows that temporal tangent
cones are closed under finite unions. This results is important
in view of domains that have a piecewise definition.
Proposition 1. Let {Xi(t)}mi=1 be a finite family of time-
varying domains Xi : R⇒ Rn. Then,
T tx
(⋃m
i=1
Xi
)
=
m⋃
i=1
T txXi .
Proof. (⊃) Immediate, since any sequences {xk} and {δk}
satisfying Definition 1 (in particular xk ∈ Xi(t + δk)) also
satisfy xk ∈
⋃m
i=1 Xi(t+δk) and therefore define a temporal
tangent vector of
⋃m
i=1 Xi at (x, t). (⊂) Let {xk} and {δk}
define a temporal tangent vector of
⋃m
i=1 Xi at (x, t), i.e.,
xk → x, δk → 0+ and xk ∈
⋃m
i=1 Xi(t + δk) such that
xk−x
δk
→ v. Let {xk}Xi denote the subsequence of {xk}
defined by selecting all elements that lie in Xi(t+δk). Since
there are only finitely many Xi we may choose i such that
{x′k} := {xk}Xi is an infinite subsequence of {xk}. Then,
let {δ′k} the associated subsequence of {δk} such that x′k ∈
Xi(t+ δ′k). Since any (infinite) subsequence of a converging
sequence converges to the same limit value it follows that
x′k−x
δ′k
→ v and therefore v ∈ T txXi.
Next, we show that for basic sets of the form
X (t) := {x ∈ Rn | g(x, t) ≤ 0} (1)
where g : Rn × R → Rm is C1 in x and t, the temporal
tangent cone takes an explicit form. For this, we define
the index set of active constraints at (x, t) by I(x, t) :=
{i | gi(x, t) = 0} and gI(x,t) as the function obtained from
stacking only constraint functions gi that are active at (x, t).
Proposition 2. Consider the time-varying set of the form (1)
and assume that ∇xgI(x,t)(x, t) has full rank for every (x, t).
Then, the temporal tangent cone is given by
T txX =
{
v
∣∣∣∣∇gI(x,t)(x, t) [v1
]
≤ 0
}
. (2)
Proof. Without loss of generality, let us show (2) for t = 0.
For this, we consider the graph of X|t≥0 defined as
gphX|t≥0 :=
{
(x, t) ∈ Rn × R
∣∣∣ [ g(x,t)−t ] ≤ 0}
Note that for any (x, t) ∈ gphX|t≥0 the Jacobian
∇
[
gI(x,t)(x, t)
−t
]
=
[∇xgI(x,t)(x, t) ∇tgI(x,t)(x, t)
0 −1
]
has full rank since ∇gI(x,t) has full rank by assumption.
Hence, by the standard result [17, Thm 6.31], the tangent
cone of gphX|t≥0 for t = 0 and x ∈ X (0) is
T(x,0) (gphX|t≥0) :=
{
v′
∣∣∣∣∇ [gI(x,t)(x, t)−t
]
v′ ≤ 0
}
.
Hence, for every v′ ∈ T(x,0) there exist sequences {dk}
and {(xk, δk)} converging to 0 and (x, 0) respectively, such
that (xk, δk) ∈ gphX|t≥0 and (xk,δk)−(x,0)dk → v′. This
implies that xk ∈ X (δk) and δk ≥ 0. The temporal tangent
cone is exactly the subset of T(x,0) (gphX|t≥0) for which
δk
dk
→ 1 and therefore the last component of v′ is one.
Proposition 2 can be extended to sets incorporating
(differentiable) equality constraints h(x, t) = 0 as long
as [∇xhT (x, t)∇xgTI(x,t)(x, t)] has full rank. Furthermore,
Propositions 1 and 2 can be combined to construct the
temporal tangent cone of sets of the form (1) where g is
only piecewise differentiable in x.
In the study of physical systems with saturation it is in
general not necessary to explicitly compute the temporal
tangent cone since the projection on the temporal tangent
cone is a natural phenomenon accomplished by the physics of
the system. However, it is necessary for the temporal tangent
cone to be well-behaved. This can be accomplished under
weaker conditions than C1 differentiability in t as we will
show in the next section.
B. Forward Lipschitz continuity
In the next section we will study projected dynamical
systems which are defined by projecting a vector field f(x)
onto T txX at every x ∈ X . For this to be well-defined, we
require T txX to be non-empty for all t and x ∈ X (t). In order
to study when this is the case, we introduce the following
definition.
Definition 2 (Forward Lipschitz continuity). A non-empty
set-valued map X : R⇒ Rn is forward Lipschitz continuous
at t ∈ R if there exists a constant L > 0 such that for every
δ ∈ [0, D) for some D > 0 one has
X (t) ⊆ X (t+ δ) + δLB . (3)
The domain X (t) is forward Lipschitz continuous if it is
forward Lipschitz continuous for all t ∈ R for the same L.
In essence, forward Lipschitz continuity precludes the
possibility that a time-varying domain shrinks at an un-
bounded rate. An expansion of the set, on the other hand,
can be discontinuous. Fig. 2 illustrates the concept for 1-
dimensional sets varying over time.
The following key result shows that the temporal tangent
cone is non-empty if the domain is forward Lipschitz con-
tinuous.
Theorem 1. Consider a non-empty set-valued map X : R⇒
Rn. Given t, the temporal tangent cone T txX is non-empty
X (t)
t
x
(a) forward Lipschitz
X (t)
t
x
(b) not forward Lipschitz
X (t)
t
x
(c) forward Lipschitz
X (t)
t
x
(d) not forward Lipschitz
Fig. 2. 1-dimensional examples of (non-)forward Lipschitz domains
for every x ∈ X (t) if X (t) is forward Lipschitz continuous
at t. Furthermore, T txX ∩ LB 6= ∅.
Proof. Assume that X (t) is forward Lipschitz continuous
at t with constant L > 0. Given x ∈ X (t), we construct
a temporal tangent vector at x as follows: Consider any
sequence δk → 0+ with δk ∈ [0, D). Since X (t + δ) is
non-empty and (3) holds, there exists xk ∈ X (t + δk) such
that ‖xk − x‖ ≤ Lδk for all k.
Hence, the sequence xk−xδk is bounded. Using Bolzano-
Weierstrass, we conclude the existence of a convergent sub-
sequence which satisfies the definition of a temporal tangent
vector. Moreover, this temporal tangent vector has norm less
or equal to L which proves the second statement.
The following results shows that forward Lipschitz conti-
nuity is preserved under finite unions of sets.
Proposition 3. Let {Xi(t)}mi=1 be a finite sequence of
forward Lipschitz continuous domains R⇒ Rn. Then, their
union
⋃m
i=1 Xi(t) is is forward Lipschitz continuous.
Proof. For every Xi(t) let the Lipschitz constants as defined
in (3) be denoted by Li. Then, we have
m⋃
i=1
Xi(t) ⊂
m⋃
i=1
Xi(t+ δ) + δ max
i=1,...,m
{Li}B .
The next result shows that the basic sets of the form (1) are
forward Lipschitz continuous even if the constraints are only
Lipschitz in time. The proof can be found in the appendix.
Proposition 4. Consider the time-varying set
X (t) := {x ⊂ Rn | g(x, t) ≤ 0}
where g : Rn × R → Rm is C1 in x and ∇xg(x, t) has
full rank for every (x, t), and g is Lipschitz continuous in t.
Then, X (t) is forward Lipschitz continuous.
Proposition 4 can be easily generalized to the case where
only gI(x)(x) requires full rank instead of g(x). Similarly to
Proposition 2, Proposition 4 can also be extended to sets in-
corporating equality constraints. Furthermore, Propositions 3
and 4 can be combined to show forward Lipschitz continuity
of piecewise defined sets.
Example 1. Consider the time-varying domains given by
Xa(t) = {x ∈ R2 |x2 ≥ 0, x2 ≤ |x1| − t}
Xb(t) = {x ∈ R2 |x2 ≥ 0, x2 ≤ x21 − t} .
As illustrated in Fig. 3a, the set Xa(t) is delimited by a
fixed lower bound on x2 and a “wedge” that moves vertically
down. At t = 0 the wedge touches the lower limit and for
all t > 0 the set Xa is separated into two parts. The behavior
of Xb(t) is the same except that the wedge is replaced by
a parabola (Fig. 3b). In both cases we are interested in the
temporal tangent cone at the origin x = 0 at time t = 0.
Informally, a particle residing at (x, t) = (0, 0) can remain
in Xa only by moving at a minimum horizontal velocity
that is large enough to evade the moving wedge. This set
t < 0
X (t)
t = 0
T 00Xa
t > 0
X (t)
(a) Xa(t) is forward Lipschitz for
all (x, t). The temporal tangent cone
at (x, t) = (0, 0) is indicated in red.
t < 0
X (t)
t = 0
X (0)
t > 0
p(t)X (t)
(b) The set Xb(t) is not forward
Lipschitz at (x, t) = (0, 0). T 00Xb
is empty.
Fig. 3. Sets Xa(t) and Xb(t) (white areas) for Example 1
of admissible velocities, i.e., the temporal tangent vectors, is
given by the red hatched area in the second panel of Fig. 3a.
Formally, the set Xa(t) is the union of two forward
Lipschitz continuous sets {x |x1 ≤ 0, 0 ≤ x2 ≤ −x1 + t}
and {x |x1 ≥ 0, 0 ≤ x2 ≤ x1 + t}, both of which satisfy
the requirements of Proposition 2. Using Proposition 1, the
temporal tangent cone at (x, t) = (0, 0) is given by
T 00Xa = {v ∈ R2 | v2 ≤ ‖v1‖ − 1, v2 ≥ 0} .
In the case of Xb(t), it is not possible to leave the (x, t) =
(0, 0) at finite velocity while guaranteeing feasibility. Hence,
T 00Xb is empty. In fact, Xb(t) is not forward Lipschitz
continuous at t = 0. To see this, consider the point p(t) :=
(
√
t, 0) for t ≥ 0 that lies at the intersection between the
two constraints. In particular, ddtp(t)→∞ as t→ 0+. 
Example 1 highlights that the condition on the rank of
∇xgI(x,t)(x, t) in Proposition 4 is generally necessary for
forward Lipschitz continuity.
III. PROJECTED DYNAMICAL SYSTEMS
Next, we define the notion of a projected dynamical
system for a given vector field f : Rn × R → Rn and a
time-varying domain X (t). Instead of a vector field, it is
possible to consider a set-valued map F : Rn × R ⇒ Rn
under suitable assumptions [13].
Definition 3. Given a set-valued map X : R ⇒ Rn and
a vector field f : Rn × R → Rn, we define the projected
set-valued map
ΠX f : Rn × R⇒ Rn
(x, t) 7→ arg min
v∈T txX
‖v − f(x, t)‖ .
Note that ΠX f(x, t) is closed and non-empty as long as
T txX is non-empty. Hence, we consider projected dynamical
systems that are defined by the initial value problem
x˙ ∈ ΠX f(x, t) , x(0) = x0 ∈ X (0) . (4)
Traditionally, a Carathe´odory solution of (4) is defined as
an absolutely continuous function x : [0, D)→ X for some
D > 0 and x(0) = x0 that satisfies x˙ ∈ ΠX f(x, t) almost
everywhere (i.e., for almost all t ∈ [0, D)).
The existence of Carathe´odory solutions is guaranteed
under additional assumptions on X and f . Namely, in general
f needs to be measurable in t and locally bounded in x (or
Lipschitz for global existence,i.e., D →∞). In the stationary
case, existence results are known if X is convex [12] or
Clarke regular [13]. An example for which no Carathe´odory
solution exists can be found in [20].
In this paper, we study the broader class of Krasovskii so-
lutions which we show to exist for general forward Lipschitz
continuous X (t) that have a closed graph.
Definition 4 (Krasovskii regularization). Given a closed,
locally bounded set-valued map F : Rn × R ⇒ Rn, its
Krasovskii regularization is defined as the set-valued map
given by
K[F ] : Rn × R⇒ Rn
(x, t) 7→
⋂
>0
coF (x+ B, t)
Informally, the Krasovskii regularization of F assigns to
x the closed convex hull of all limit values of F at x.
Given a set valued map F : Rn ×R⇒ Rn, an absolutely
continuous function x : [0, D) → Rn for some D > 0 and
x(0) = x0 ∈ X (0) is a Krasovskii solution to the initial
value problem x˙ ∈ F (x, t) with x(0) = x0 if it satisfies x˙ ∈
K[F ](x, t) almost everywhere, i.e., x(t) is a Carathe´odory
solution to the regularized inclusion. Hence, our main result
on the existence of Krasovskii solutions reads as follows.
Theorem 2 (Existence of Krasovskii solutions). Consider
• a non-empty, forward Lipschitz continuous domain X :
R⇒ Rn with a closed graph, and
• a vector field f : Rn × R → Rn that is Lipschitz
continuous in x and measurable in t.
Then, for any x0 ∈ X (0) there exists a Krasovskii solution
x : [0,∞)→ Rn to the problem
x˙ ∈ ΠX f(x, t) , x(0) = x0
satisfying x(t) ∈ X (t) for all t ∈ [0,∞).
A. Proof of Theorem 2
We prove Theorem 2 by showing that the Krasovskii
regularized problem satisfies the conditions of a more fun-
damental existence theorem from [21] (see [22] for a similar
result). The challenge consists in the fact the regularization
K[ΠX f ](x, t) is affected by the properties of X (t), e.g., its
forward Lipschsitz continuity.
In the following, a set-valued map F : Rn × R ⇒ Rn
is integrably bounded if there exists a locally integrable
function `(t) such that for almost all t ∈ R and for every
x ∈ Rn it holds that F (t, x) ⊂ `(t)(1 + ‖x‖)B.
Theorem 3. [21, Thm 3] Consider X : [0,∞) ⇒ Rn with
closed graph and F : Rn × R → Rn integrably bounded,
(Lebesgue) measurable in t, with closed graph in x, and
with non-empty, convex compact values. If for almost every
t ∈ [0,∞) and every x ∈ X (t) one has
F (x, t) ∩ T txX 6= ∅ , (5)
then for every x0 ∈ X (0) there exists an absolutely con-
tinuous function x(t) : [0,∞) → Rn such that x(0) = x0,
x(t) ∈ X for all t ∈ [0,∞), and x˙(t) ∈ F (x(t), t) for almost
all t ∈ [0, D).
In our case F (x, t) = K [ΠX f ] (x, t) is closed and convex
by definition. Furthermore, ΠX f(x, t) ⊂ K [ΠX f ] (x, t)
holds by definition of K [ΠX f ]. Namely, using Theorem 1,
K [ΠX f ] (x, t) is non-empty since X (t) is forward Lipschitz
continuous and therefore T txX is non-empty. Moreover, (5) is
satisfied for any vector field f , again, by definition of ΠX f .
Next, we show that K[ΠX f ](x, t) has a closed graph in
x given t. For this, we first take the closure of the graph
of ΠX f(x, t) in x which defines a new set-valued map
ΠX f(x, t), i.e.,
gphx ΠX f(·, t) = cl{(x, v) | v ∈ ΠX f(x, t)} .
Given t, ΠX f(x, t) is non-empty and compact for every
x, and hence [23, Lem 16, §6] implies that co ΠX f(x, t) =
K[ΠX f ](x, t) has a closed graph for every t.
It remains to show that K[ΠX f ](x, t) is integrably
bounded and measurable in t. This follows from standard
results as we show in the following.
In analogy to single-valued maps, a set-valued map F :
R ⇒ Rn is (Lebesgue) measurable if for every open set
U ⊂ Rn, the preimage F−1(U) := {t ∈ R |F (t) ∩ U 6= ∅}
is (Lebesgue) measurable. Since X has a closed graph, it
follows that it is measurable [17, Ex 14.9].
If both f and X are measurable in t, it follows from [17,
Thm 14.26] and [17, Ex 14.17] that the projected map
ΠX f(x, t) is measurable in t. Finally, since taking the
closure [17, Prop 14.2] and taking the convex hull [17, Ex
14.2] of a set-valued map preserve measurability, it follows
that K[ΠX f(x, t)] is measurable in t.
Integrable boundedness follows from the fact that if f(x, t)
is Lipschitz continuous in x and measurable in t then
ΠX f(x, t) as well as K[ΠX f ](x, t) are integrably bounded
by non-expansiveness of the projection operator and tak-
ing the convex hull, respectively. Namely, ‖ΠX f(x, t) −
ΠX 0(x, t)‖ ≤ ‖f(x, t) − 0‖ where ΠX 0(x, t) denotes the
projection of the zero vector on T txX . Since, by Theorem 1,
there exists v ∈ T txX with ‖v‖ ≤ L where L > 0
is the global Lipschitz constant of X (t), it follows that
‖ΠX 0(x, t)‖ ≤ L. Therefore, ‖ΠX f(x, t)‖ ≤ ‖ΠX 0(x, t)‖+
‖ΠX f(x, t)−ΠX 0(x, t)‖ ≤ L+‖f(x, t)‖ and consequently
‖K[ΠX f ](x, t)‖ ≤ L+ ‖f(x, t)‖.
Hence, Theorem 3 can be applied which concludes the
proof of Theorem 2.
IV. APPLICATION TO POWER SYSTEMS
As a motivation for the results presented in this work,
we consider the application of real-time operation of power
real-time
optimization
low-level,
automatic
controllers
droop, AVR
dynamic
power system
model
Steady-state model
state
estimation
generation
set-points
Fig. 4. Real-time optimization in power systems
systems. We consider a steady-state model of a power
transmission grid, where the dynamics of the transmission
lines, of the generators, and of the low-level frequency and
voltage controllers, are assumed to be at steady state which
can be described algebraically. As represented in Fig. 4,
the problem of real-time optimization (for the details of
which we refer to [6]–[9]) consists in updating, based on
feedback measurements of the grid state, the set-point of the
generators of the grid in order to maximize some opportune
utility (e.g., economical generation). A number of local
low-level controllers exhibit input saturation, and therefore
cannot track set-points which do not belong to some range.
Examples for this include droop controllers that stabilize
the system frequency by injecting more or less mechanical
power unless the limits on power generation are reached,
and automatic voltage regulators that control the voltage
at a given bus by injecting or absorbing reactive power
unless the limit on reactive power generation is reached. The
presence of these constraints induces a feasible region that is
defined by different modes depending on whether individual
controllers are saturated. The update of set-points induces
a trajectory on this “partitioned” feasible region which is
effectively modelled using projected dynamical systems.
As some constraints (e.g., maximal power generation, load
power demand) change in time, the results proposed in this
paper become useful to guarantee the well-posedness of this
abstraction, and the existence of a trajectory of the closed-
loop system.
For the sake of illustration, we consider a simplified case
(Fig. 5) in which a voltage-regulated generator and a time-
varying active load pL are connected through a transmission
line to an infinite bus (representing the rest of the grid).
Hence, the AC power flow equations governing the phys-
ical flow of energy can be reduced to
h(x, t) =
[
pG − pL(t)− v sin(θ2)
qG + v cos(θ2)− v2
]
= 0 (6)
where x =
[
pG qG v θ
]
.
The local voltage controller of the generator regulates
the voltage v to 1 under normal operating conditions, and
consequently varies its reactive power injection qG. However,
this reactive power generation is limited by q ≤ qG ≤ q. If
either limit is active, the voltage controller saturates and the
voltage deviates from the set-point. In steady-state modeling
terms, the bus behaves as a PV bus when the generated
reactive power is within limits, and as a PQ bus when in
saturation.
v0 = 1
slack bus generator
qG ∈ [q, q]
vref = 1
load
pL(t)
pG
1j
θ0 = 0
0
-2
0.5
3
v
1
2
pG-pL
0
qG
1
02
-1
Fig. 5. Two-bus example. The thick line represents the feasible region
induced by the low-level voltage regulation mechanism of the generator.
The resulting feasible domain is illustrated in Fig. 5, and
is the union of three different regimes given by
X1(t) := {(x, t) |h(x, t) = 0, v = 1, q ≤ qG ≤ q}
X2(t) := {(x, t) |h(x, t) = 0, v ≥ 1, q = qG}
X3(t) := {(x, t) |h(x, t) = 0, v ≤ 1, q = qG} .
Given these modeling assumptions, the feedback optimiza-
tion scheme described in Fig. 4 induces a closed-loop system
that needs to evolve on X (t) := X1(t) ∪ X2(t) ∪ X3(t). In
order to guarantee the existence of its trajectories Theorem 2
requires forward Lipschitz continuity of X (t) which can be
established using Propositions 3 and 4.
The primary obstacle to concluding that Krasovskii so-
lutions exist for any measurable and Lipschitz continuous
vector field induced on X (t) is the condition that the ac-
tive constraint function together with the equality constraint
h(x, t) = 0 need to have full rank. This needs to be verified
for each set Xi(t) separately.
In the present example, we find by inspection that such
a rank condition holds everywhere except at the bifurcation
point that defines voltage collapse [24], a correspondence
that we expect to be valid for general networks. However, in
a general network, the rank constraint of Proposition 4 can
also fail to hold for other points of the domain where the
sensitivity of the grid state with respect to a saturated variable
becomes infinite. In practical terms, the non-existence of a
feasible trajectory can be interpreted as a lack of control
authority: no finite control effort will suffice to maintain the
grid state inside the desired bounds, or to track the prescribed
reference. A full characterization of these regimes remains
an open question.
V. CONCLUSION
We derived conditions for the existence of solutions of
the autonomous dynamics that emerge from the feedback
optimization of a static plant with time-varying constraints.
These conditions, based on the concept of forward Lipschitz
continuity of the feasible region, have then be translated into
conditions on the optimization problem that is being solved.
In the context of real-time optimization of power systems,
this analysis allows to identify critical operating regimes
in which feasible closed-loop system trajectories are not
guaranteed to exist under steady-state modeling assumptions.
In doing so, we recover voltage instability boundaries (not
surprisingly) but we can also identify configurations where
we lose controllability of the power system state. Such well-
posedness conditions should be considered in the design
of real-time feedback optimization laws with the goal of
maintaining the power system sufficiently far from these
critical configurations.
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APPENDIX
A. Proof of Proposition 4
For the proof of Proposition 4 we require two preceding
lemmas. First, we essentially show that a map with full rank
has a lower bounded derivative.
Lemma 1. Let g : Rn → Rm be C1 and ∇g(x) have full
rank for all x. Then, for every v ∈ Rn with ‖v‖ = 1 and
v /∈ ker∇g(x) there exists A > 0 and L > 0 such that
αL ≤ ‖g(x+ αv)− g(x)‖ (7)
for all 0 ≤ α ≤ A
Proof. A Taylor expansion of g at x yields
‖g(x+ αv)− g(x)‖ = ∥∥α∇g(x)(v) +O(α2)∥∥
= α ‖∇g(x)(v) +O(α)‖
where O(·) denotes higher order terms. Since by assumption
∇g(x)(v) 6= 0 it follows that for α small enough there exists
L > 0 such that L ≤ ‖∇g(x)(v) +O(α)‖ and therefore (7)
holds.
The next lemma shows that under the full rank assumption
on g, the norm of the constraint violation (as measured by
the the value of g) is lower bounded by the distance from
the feasible set.
Lemma 2. Let X := {x | g(x) ≤ 0} where g : Rn → Rm
is C1 and ∇g(x) has full rank for all x ∈ X . Then, there
exists a neighborhood Y of X such that for any y ∈ Y and
x ∈ arg min{‖y− x˜‖ | x˜ ∈ X}, there exists L > 0 such that
for every y ∈ Y we have
L‖y − x‖ ≤ ‖gI(x)(y)‖ .
Proof. For any y and a projection x ∈ arg min{‖y−x˜‖ | x˜ ∈
X}, the vector y − x lies in the normal cone NxX :=
{v | v = ∑i∈I(x) αi∇gTi (x), αi ≥ 0} and therefore the span
of ∇gTI(x)(x). As a consequence of the fundamental theorem
of linear algebra this implies that y − x /∈ ker∇gI(x)(x)
and Lemma 1 is applicable to the function gI(x) for y in a
neighborhood Y of X .
Thus the proof of Proposition 4 concludes by showing that
a point y that is feasible at time t will have bounded con-
straint violation at at time t+δ. Using Lemma 2 this bounded
constraint violation translates into a bounded distance to the
feasible set at t+ δ.
Proof of Proposition 4. Let y ∈ X (t). By Lipschitz conti-
nuity in t we have for δ small enough
‖gi(y, t+ δ)− gi(y, t)‖ = ‖gi(y, t+ δ)‖ ≤ `δ (8)
for every i ∈ I(y, t) and for some ` > 0 since gi(y, t) = 0.
Next, assume that δ is small enough such that y lies
in a neighborhood Y of X (t + δ) for which Lemma 2 is
applicable, i.e., that there exists L > 0 such that for every
y ∈ Y and x ∈ arg min{‖y − x˜‖ | x˜ ∈ X} it holds that
L‖y − x‖ ≤ ‖gI(x,t+δ)(y, t+ δ)‖ . (9)
Finally, we need to show that for δ small enough the active
constraints at (x, t + δ) are also active at (y, t). This is a
consequence of the continuity of g (in both x and t). Namely,
at (y, t) all inactive constraints are non-zero, i.e., gi(y, t) 6=
0 for all i /∈ I(y, t). Hence, they are also non-zero in a
neighborhood (in time and space) of (y, t). By choosing δ
small enough, (x, t+δ) is in that neighborhood and therefore
all constraints that are inactive at (y, t) are also inactive at
(x, t+ δ) which implies that I(x, t+ δ) ⊂ I(y, t).
Hence, we can combine (8) and (9) such that for some
L′ > 0 small enough δ we have for any y ∈ X (t) and
x ∈ X (t+ δ) a projection of y onto X (t+ δ) that
‖y − x‖ ≤ L′δ
which implies that (3) holds therefore X (t) is Lipschitz
forward continuous.
