Introduction
Visual experiments, attesting visual preference, visual ranking, and visual differentiation are very important to academia and industry. Currently, subjective evaluation is the only recognized method of determining the perceived quality of displayed images, videos, or prints. These visual experiments, just as all other experiments, are commonly performed under controlled laboratory conditions. However, the question arises whether and to what degree partially controlled or even largely uncontrolled experiments can be a substitute for a controlled experiment or to what extent they can augment a controlled experiment. This paper examines this question for the case of visual preference experiments on printed images.
Regarding visual preference tests, the analysis of the equivalence between controlled and uncontrolled test setups is interesting for various reasons. First, the costs and time required for a controlled setup are higher and thus the number of observers or observations is generally restricted. Second, a question arises whether uncontrolled conditions are in fact more representative for a preference experiment. This leads to the problem of the interpretation of experiments and generalization of results of visual preference obtained in a controlled environment, when the actual users will be making their decisions in an uncontrolled environment.
Visual experiments, if traditionally performed, require asking participants to go to a laboratory, where viewing conditions are set in a controlled way. In the case of those involving images or videos, the monitor is calibrated and the illumination and viewing conditions are set accordingly. When prints and reflecting materials are under judgment, they are observed in suitable illuminating systems by selecting standardized light sources and a neutral background. A careful control of viewing conditions is used to conduct accurate quantitative evaluations such as threshold and matching experiments, designed to measure visual sensitivity to small changes in stimuli, namely just-noticeable differences (JND). A high control of viewing conditions is also suggested for scaling experiments, intended to generate a psychophysical relationship between perceptual and physical magnitude of a stimulus. 1 Controlling all possible experimental variables, however, is an essentially impossible task and thus an experimental design concentrates on controlling those variables that would have the largest impact on the experiment, or-more accurately-the largest predicted impact on the experiment. This leads to a simplification and control of the setup with the intent to limit the measurement variance deriving from the complexity of the context.
In an almost tautological phrase, one can claim that a psychophysical measurement taken in simplified conditions gives back the response of the visual system under the chosen simplified conditions. The point that we want to underline with this statement is that any possible extension of results obtained in simplified conditions to more complex generic conditions is a nonproven generalization.
In other words, a visual behavior measured in certain conditions is, in a strict sense, only representative for the same conditions. Biological evidence, from the works of Monier et al. and Grzywacz et al. support this point: Color in void visual conditions generates different visual cortical activity than color in complex contexts.
2, 3
Preference Tests
In the field of digital imaging, we often have the underlying task to identify an image rendering method or an image representation that yields a higher user preference than a different image rendering or representation. This "preference" task is substantially different from "differentiation" or "detection" tasks, since at its core it implies that the final quality criterion is highly subjective, and even more importantly, that the final quality judgement will not be done under laboratory-or otherwise controlled-conditions, but will happen in a noisy, uncontrolled environment. Thus, the question arises whether and to what extent a controlled experiment is a viable substitute for the actual usage scenario.
There is an obvious conflict if we want to make a "general" quality statement for situations where the observer judgment is intentionally subjective (preference) and additionally in a clearly uncontrolled environment. However, the human visual system is a very robust and efficient normalization and enhancement "machine." Humans are generally able to extract relatively stable visual information from scenes subject to very wide and deep changes, e.g., in the illuminant intensity, geometry, and spectral composition, or in the changes of backgrounds and scene visual setup. This normalization property can play an important role in a visual quality experiment, reducing the noise effect of the uncontrolled conditions. Additionally, humans are surprisingly consistent in preference tests independent of the underlying reasons, be they cultural learning or inherent perceptual attributes. Correspondingly, we do not address the cognitive high-level aspects of perception. Our hypothesis regards just the appearance of the scene as visual input for our cognitive processes (experience, memory, preferences, etc.) and its stability over a varying set of uncontrolled conditions.
Argument for "Uncontrolled" Visual Experiments
As mentioned earlier, in virtually all scientific scenarios, we can make a good argument for controlling the experimental conditions to avoid noise or other "unpredictable" influences on the outcome of the experiments. This argument "for" the control of experimental conditions, however, is not necessarily an argument "against" uncontrolled experiments. In effect, the desire to "control" often disguises the fact that important experimental parameters are in fact still uncontrolled and that a supposedly controlled experiment might actually be much less controlled than originally assumed. An obvious case for this contradiction is when due to external circumstances the number of tests, experiments, or observations is reduced. Here it is often overlooked that "sample size" is also an important contributor to a fully controlled experiment. The effect of sample size plays a large role in our subsequent evaluations.
Rather than appealing to the experimenters to use the "appropriate sample size" one can ask the question about the trade-offs between controlled and uncontrolled visual experiments. For this, we can perform a Gedankenexperiment (thought experiment) that can lead us to better understanding. 4, 5 Assume for the moment that we run a perfectly controlled experiment, carefully considering all possible variables. For the case of a visual preference study between two image instantiations, A and B, we would get as a result that one image, say, image A, is considered the better rendering of the image. For simplicity, at this point, assume that the original O is not known to the user and that we are dealing with a pure image rendering preference between two different renderings, so we are eliminating any notion of "reproduction."
This hypothetical, perfectly controlled study, by definition, has given us the "correct" answer, say-for the moment-that instantiation A is preferred. But what are the possible outcomes of running the same visual preference study in an uncontrolled environment? For the case of two images, there are two clear cases which we can deal with separately.
Case 1: A is found superior to B. In this case, the uncontrolled experiment has yielded the same result as the controlled experiment. We have not made any statement about the reliability, quality, or other attributes of this assessment, but we would have obtained the same result.
Case 2: B is found superior to A. In this case, the controlled and uncontrolled experiments disagree. Obviously, this is the more interesting potential outcome and we must assess what this outcome means in realistic terms. If image preference or image rendition preference depends on the viewing environment, what are the implications of the validity of the controlled experiment in uncontrolled viewing environments? For preference-as is the sole attribute we are examining-this would mean that the controlled environment has given us an answer that is contradictory to the actual viewing environments that the image rendition will be used in. After all, image rendering and processing for preference is geared to a human observer in common, "normal" environments and not to lab animals in a confined setting. The final observer, likely a "paying customer," will base his or her decision on an almost arbitrary viewing
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Thus, case 2 can only be true in scenarios where the final viewing environment is tightly controlled, as, for example, in examining x rays or in photogrammetry. But "preference" is not applicable in these scenarios and consequently we are left with the conclusion that the only realistic outcome is that in both controlled and uncontrolled viewing environments we find that image rendition A is superior to image rendition B.
Obtaining the same result, or equivalence of the controlled and uncontrolled experiments is treated in Sec. 3.1.
Experimental Reliability and Cost
The second part of the Gedankenexperiment deals with the "reliability" of the results, as well as with the overall effort or cost to create a specific reliability.
It is generally a safe assumption that the experimental reliability or certainty will increase with the number of independent tests, or equivalently, the experimental variance will decrease with each independent test. Thus, there should be a number of observers in the uncontrolled test N u that would produce the same confidence as a different number of observers in the controlled test N c . Knowing that an uncontrolled and thus noisy environment should always suffer from degradations, we can safely claim that N u ≥ N c .
There is one other point that was not yet explicitly mentioned, namely, that every independent test has an associated cost. Here, cost clearly refers to an overall cost including time, ease of getting observers, and all other influences that often keep down the numbers of independent tests. In academic environments, this is often a financial cost to recruit students, in commercial environments, it is mainly the cost of finding time, scheduling busy people, and getting to use limited resources such as lightbooths etc.
If, for the sake of argument, we want to compare the cost of controlled and uncontrolled tests, we can assume equivalence from the preceding and now ask for the total cost of running an experiment. This can be formulated as C tc = C c N c for the controlled and C tu = C u N u for the uncontrolled experiment. We reach a break-even point for C c N c = C u N u .
It is reasonable to assume that the experimenter will use a number of observations or test N c that reflects the "value" of the experiment. At the same time, it is safe to assume that the cost of an individual uncontrolled experiment is smaller than the cost of an individual controlled experiment, namely, C u < C c . This, however, leads to an interesting question, which is the subject of Sec. 3.4: at a given total cost, what is the ratio of controlled to uncontrolled experiments-or equivalently, what is the total cost for the same experimental variation in the two scenarios?
As a completely anecdotal data point, one of the authors found that it required considerable effort to recruit 24 observers for the controlled experiment, while she actually stopped asking people to perform the uncontrolled experiment after a certain time period in which more than 120 volunteers were found throughout the world. We can, of course, not establish C c and C u for other peoples' experiments, but in the following we will try to derive an approximate ratio N u /N c that will give results of comparable quality.
In effect, we are trying to find a guideline to estimate the variance introduced into a controlled experiment due to sample size of the controlled experiment and attempt to compare that to the overall variance of an uncontrolled visual setting with large sample size. This paper is organized as follows. Section 2 describes the experiment that we executed in controlled and uncontrolled conditions. Section 3 illustrates our analysis on equivalence and sample size. Section 4 presents our conclusions.
Experimental Design
To create a generic preference experiment, we used a rather large random set of images, none of which had been taken by a professional photographer. It is understood that no image set is truly random-at least not an image set that has, at its source, images created by humans. To these images we applied up to four different renderings (explained later) and thus had each image in up to four different image pairs. For each pair, the relative position of the two renderings was chosen by a random number generator. Each image pair was then printed on a single sheet of paper, keeping the white paper as the background for the image pairs. By using identical paper and printer for the experiment and by printing the different versions on the same sheet, we intended to exclude all metameric effects, as well as the effects caused by paper (e.g., brighteners) and printer (e.g., resolution, D max ). Obvously, several copies of each image pair were printed. To avoid show-through artifacts, we created all the images as single-sided prints.
Image selection from this large initial set, was achieved "blindly" by randomly inserting a separator into an upsidedown stack of the images, thus creating the smaller set of images. Essentially, people were asked to insert a separator into a large stack of white paper-the backs of the printed sheets.
This reduced number of image pairs that were then examined by one of the authors (RE) and a few image pairs were eliminated to avoid the same images being used multiple times, resulting in the final 21 images. It is understood that this secondary examination of the printed pairs is, on one hand, necessary, but on the other hand, it has the danger of introducing a bias into the image set. However, since the final selection used less than a third of the original images, we are confident that personal bias was somewhat minimized. One caution must be made about the total image set. In contrast to consumer photos, even our larger set had a small number of images of people; thus, only 10% or our final image set contained people, whereas in Photo Finishing applications the majority of photos are normally of people. At the same time, our image set was high in outdoor images. Figure 1 shows a random sample of six images from our image set of 21 images.
The four different processing methods we applied to the images were (1) automatic color, equalization 6, 7 (ACE), a Retinex-like algorithm for contrast enhancement and color correction; (2) spatial gamut mapping; 8, 9 (3) a mild JPG compression of the image; and (4) a rotation of 10 deg of the hue angle. The four different renderings were not selected for a specific purpose, but for convenience of the experiment due to their simple availability. For the ACE algorithm, comparison data exist from an earlier, independent experiment 10 and, in general, a clear visual difference exists between the two renderings. A clearly visible difference also exists in the case of the spatial gamut mapping. The slight JPG compression was chosen to include a rendering pair where only a small visual change is present (if at all) and where this change is clearly a conceptual decrement to the image. The 10-deg hue angle, again, is a small change, but since it is not clear if the "original" had optimal color control, this hue angle change might also increase the visual preference for certain
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A set of 21 image pairs finally constituted what we call the "book of samples." In most of the cases, each image pair is composed of the unidentified original image and its modified version, while in few cases the image pair includes two modified images, resulting from the application of the same algorithm, specifically the ACE rendering, with different parameters. In this context, it is not relevant whether one of the renditions was the actual digital original, since no comparison image was given to the observers, nor were the observers asked to identify an original or similar task. Rather, the comparison was purely based on the request to judge image rendering preference. As described, the book of samples contains image pairs in which the images are very different, as well as pairs where differences between the two images can hardly be perceived. All these various differences should establish a generic benchmark whose only purpose is testing the correspondence between visual preferences when the unique variable is the viewing conditions.
Each of the subjects involved in the study was asked to express a preference for one of the two images for each of the pairs in the book of samples. The participants were clearly invited to avoid giving a preference in cases in which they were not sure; thus, not all image pairs received the same number of votes. The investigation was carried out in controlled and uncontrolled conditions, since, as explained in Sec. 1, the comparison of the results obtained in the two environments was the primary goal of the study. The "controlled" experiment was conducted in the laboratory, where the selection was performed in a Macbeth Spectralight viewing booth under a daylight simulator. Twenty-three color-normal observers took part in this experiment. Twelve participants were male, and 11 were female. Eleven participants were under 40 years old, the minimum age was 22 and the maximum 73. Some of the participants had correction for visual acuity, but none expressed problems in color vision. None of these 23 observers participated in second part of the experiment.
It must be understood that the restriction to color-normal observers for visual preference is-at its root-also worth examining. After all, roughly 5 to 8% of males have some form of "color-non-normal" vision, but since most of them do actually not know about it (until tested), they might be absolutely fitting candidates for a preference test that is intended to make statements about a general population and not only about a subset that attempts to solve a specific task.
None of the authors was used for any of the observations. The "uncontrolled" experiment was performed in generic environments. In this case, 144 observers were involved, and the viewing conditions included indoor or outdoor, with natural or artificial light at different intensity levels. The light conditions were recorded, but are not used in our analysis. The participants were free to look at the book of sample in the way they felt more comfortable. Eighty-four participants were male, and 57 were female. Ninety-eight participants were under 40 years old, the minimum age was 10, and the maximum 64. Since there was no direct cost involved, except for the effort to carry a sample book and to have "paper and pencil" for recording, we used all the people we were able to get involved in a fixed interval of time. We experienced that it is easier to get people involved by "taking the experiment to the observer" than by taking people to the laboratory, particularly in absence of a reward. To emphasize the "uncontrolled" character of the viewing conditions, we used a widely varying set of environments, including cases where the observations were done inside a moving train, on a sail boat, in a park, and at a Youth Hostel. Some examples are shown in Fig. 2. 
Data Analysis 3.1 Analysis of Equivalence
The controlled and uncontrolled experiments were compared in terms of the preference given to rendering A of the image pair, separately for each pair of images. Initially, we attempt to verify the first part of the Gedankenexperiment, namely, that the two scenarios should yield the same result. More specifically, for each pair we tested the null hypothesis
where by p u and p c we denote the probability of choosing rendering A of the pair in question in the uncontrolled and controlled experiments, respectively. In this context, we intentionally do not identify if rendering A was the
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Oct-Dec 2010/Vol. 19(4) 043014-5 changed/processed rendering, since we only want to verify equivalence of two experiments, not the explicit influence of any specific algorithm. The alternative to our hypothesis is that the two probabilities are different. The test we performed is the chi-square test, without continuity correction. 11 The results of the tests are reported in Table 1 in terms of p values. The table provides also the maximum likelihood estimatesp u andp c of the preceding probabilities, that are the observed proportions of preferences given to rendering A of the pair in question in the uncontrolled and controlled experiments, their difference and the 95% confidence intervals (CIs) for the difference p u -p c . Looking at the results, we see that for all the pairs, with the exception of pairs 17 and 21, data did not provide evidence against the null hypothesis and that, consistently, all the CIs, again with the exception of those related to the pairs 17 and 21, include 0. Moreover, most of the differences are between −0.10 and 0.10 and most of the p values are Fig. 3 , together with the CIs for p u -p c . Again, pairs 17 and 21 can be identified as problematic and they are discussed separately in Sec. 3.5.
To verify whether there is a relationship between the results obtained by comparing the experiments and the strength of the preferences given to the images, we looked at the significance of the preferences expressed in each experiment. More specifically, for each experiment and each pair of images, we tested the null hypothesis that the probabilities of preferring the two images are the same, or equivalently that the probability of preferring one of the two is 0.5. As before, we assumed as alternative hypothesis that the two probabilities are different. Results are reported in Table 2 The results do not reveal any relationship between the results of the comparison between the experiments and the strength of the preferences expressed. Indeed, in about half of the pairs we notice that the preference for one of the two images of the pair is clearly expressed in both the experiments. This is the case of pairs 6, 8, 10, 13, 15, 16, and 19. On the contrary, for about another half of the pairs, namely, pairs 1, 2, 4, 7, 9, 11, 12, 14, and 18, we see that the preference is not as sharp, and that the 95% CI for the probability of preferring one of the two images include 0.5 in both the experiments. This dispels the possibility that the equivalence between the two kinds of experiments is a function of the strength of the preference or the magnitude of the difference between the images.
The preceding results are a verification (at the moment excluding image pairs 17 and 21) of the first part of the Gedankenexperiment. This leaves us with the need to estimate the experimental noise, or conversely, experimental confidence. However, we must remembered that measurement noise is strongly influenced by sample size. Thus, both controlled and uncotrolled experiments will be examined for the influence of sample size.
Sample Size and Variance of the Results
Using the collected data, we can ask at what sample size of the uncontrolled experiment we reach the same statistical reliability of the result as we obtain in the controlled case.
For the purpose of this paper, we want to find the ratio of the sampling sizes N u /N c that gives us the similar statistical reliability. However, in this context, it is only important to gain a first level of understanding about the relative size. In other words, do we need to get 10 times the samples? 50 times the samples? 100 times the samples? or is it sufficient to only have twice the samples for the uncontrolled compared to the controlled scenario? After all, we only want to get a rough indication for the overall cost of the two experiments as expressed as
where N is the sample size of the experiment, that is, the number of tests performed, and C is the cost/effort of each test.
Simulating Experiments of different Sample Sizes
As a first step, we would like to analyze the controlled experiment and estimate the reliability of the result by examining the number of observers. From the data collected in our experiment, we can easily derive the probabilities of choosing one of the two renderings, as done above. However, it is also possible to split our data into a number of subsets, each representing a different experiment. In the case of image pair 1, for example, we had a total of 23 respondents for the controlled experiment and we thus can perform 23 N subsamplings of size N.
For N = 5 we can create approx. 3 × 10 4 different subsamplings, or, in other words, can create 3 × 10 4 different experimental data sets of size 5. For N = 10 we have approx. 1 × 10 6 , for N = 15 approx. 5 × 10 5 , and for N = 20 approx 1.7 × 10 3 different sets. Figure 4 shows the distribution of the proportions of preferences given to rendering A in case of 10,000 random subsamplings of sizes 5, 10, 15, and 20. It is clear from the figure that the experimental uncertainty decreases strongly with the number of samples taken. Note that the spread in Fig. 4 is an actual experimental spread and not a theoretical prediction.
The behavior of the four distributions depicted in Fig. 4 follows the theoretical assumptions for sampling size very well, but specifically the cases for N = 5 and 10 are a good visual reminder of the strong influence of sample size. Here we must remember that every data point in the distributions is the result of an actual experiment of that sample size, i.e., randomly selecting 5 or 10 observers from a larger pool. This
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Our preference test was a case of a yes or no decision, and one can find a theoretical variance for this scenario as
Note that this theoretical variance has some underlying assumption, e.g., no systematic effects or changes. We compared this theoretical value with the variance estimate created by 10,000 random samples of the overall experiment. Table 3 lists several exemplary values for the case N = 20. As we can see from Table 3 , we achieved agreement between the measured and the theoretical values.
Comparing Controlled and Uncontrolled Experiments
We can look at controlled and uncontrolled experiments simultaneously. Figure 6 shows the case for image pair 3 for both controlled and uncontrolled scenarios. Again, we see a good agreement between the two experiments and we see that both distributions are very similar for a given K with a clear tightening of the distribution for increasing N.
To get a more quantitative evaluation, we revisit the data to compare the relative values of the variances for controlled and uncontrolled case. From the Gedankenexperiment, we assume that the noise inherent in an uncontrolled experiment should be overcome by increasing the sample size, i.e., N u ≥ N c .
For the uncontrolled experiment, we did not set a priori the number of subjects, but we included all the people we were able to get involved in a fixed interval of time. The observed variances Vâr (P c ) and Vâr (P u ) are provided in Table 4 for all the image pairs (except pairs 17 and 21), together with the number of tests performed in the two experiments, N c and N u , respectively. In the last column, the table shows the number of tests that would have been sufficient to perform in the uncontrolled experiment to get Vâr (P u ) = Vâr (P c ). We see that for most of the image pairs this number is very similar to N c and that the number of observers used in the uncontrolled experiment was overestimated. As an example, for image pair 1, the controlled experiment used 23 observers and the uncontrolled experiment used 133 observers. However, to reach Vâr (P u ) = Vâr (P c ), it would have been sufficient to use 24 observers in the uncontrolled case. The only pairs for which the number of tests required is noticeably different are image pairs 10 and 19, but even there, the required number of observers is still small compared to actual observations taken. Table 5 provides the number of tests that would be sufficient to perform in the uncontrolled experiment to get the same variance that would be obtained in the controlled experiment by setting N c = 10, 15, 20, respectively, for a few images. Image pairs 10 and 19 are intentionally included, since they show the largest change in the required number of observers. The results of Table 5 were surprising, even to the authors who formulated the initial hypothesis, since they indicate that for the majority of cases only a marginal increase in sample size is needed and that even in the worst case a small factor is sufficient. Figure 7 gives a more detailed view of this for the same images using N = 20 as the controlled sampling.
The preceding result is interesting, but it is strictly data dependent and any generalizations must be done with great care.
As already mentioned, we found a good agreement between the experimental and the theoretical variances. Using
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from which we derive
It is then possible to compute N u for any given combination of N c , p c, , and p u . However, we can restrict our attention to cases in which N u /N c > 1, since the cost of a controlled experiment is assumed to be larger than that of an uncontrolled experiment. Evaluating Eq. (2), this leaves us with N u /N c > 1 if p u ≤ 0.5 and p c < p u , or if p u > 0.5 and p c > p u . These are exactly the cases where the distribution for the controlled experiment is sharper than the one for the uncontrolled experiment. Second, since we are reasoning of equivalent experiments, we are not interested in large differences in the two probabilities and we can reasonably suppose an upper limit equal to the value we observed in our data, namely, 0.20. In the light of this, in Table 6 we provide some combinations of values of p c and p u whose difference is 0.20, together with the resulting ratios N u /N c . It can be very easily verified that for the same values of p c , but with differences p c -p u smaller than 0.20, the ratios are even smaller. We found that the highest value for the ratio N u /N c is about 4. The highest experimentally observed ratio was around 2.65, well in agreement with the theoretical prediction. We thus think that a ratio of 4 is the highest value we can likely expect. Different ratios are listed in Table 6 as a function of p c .
Indeed, higher values for the ratio may derive only from situations that in our opinion are quite unlikely, such as the extreme one in which p c is very close to 1. This situation might occur, for example, in the case already mentioned in which one of the two images has attributes that can be considered as defects by the observers (like a general blur) and then the other image is almost unanimously preferred. In this case, however, we would expect a difference between p c and p u much smaller than 0.20. This trend can also be seen in Table 1 .
Clearly the preceding analysis can be exploited given that one has some knowledge of p c , which could come from some estimate obtained in a similar study already executed in controlled conditions. In summary, our study indicates that, in the worst scenario, to satisfy Eq. (2), a number of uncontrolled tests of no more than 4 times those of the controlled experiment is required. Jointly with Eq. (1), this result can be used to determine, on the basis of the cost associated with the different types of experiments, whether the execution of an uncontrolled experiment is more convenient. Obviously, the investigator might want to take into account other statistical issues, first of all that of choosing a sample size that enables detecting with high probability a fixed difference in the preference, if this difference exists. For example, if we use the chi-square test with a level of significance equal to 0.05, about 70 tests are sufficient to detect with probability 0.90 a difference of 15%, while we require about 80 and 120 tests if we want a very high probability (0.95 and 0.99 respectively) to detect the same difference. If we want to detect a small difference in preference such as 10% we require about 200 tests to have a probability of 0.80 (Table A13- 
Case of Images 17 and 21
The preceding discussion was valid for 19 of the 21 images in our test set. The question arises as to what caused the different behavior for the two image pairs 17 and 21. The following section treats these two image pairs and offers an attempt at an explanation, however, it is understood that the analysis given is still hypothetical in nature.
For reference, Fig. 8 shows the two images with 17 on top and 21 at the bottom. In terms of processing, image 17 was subjected to a 10-deg hue angle rotation, and image 21 had two different ACE settings applied.
Based on our initial Gedankenexperiment, we can envision two different scenarios causing the discrepancy between the controlled and the uncontrolled experiment that would still maintain the validity of our incoming argument.
For these two pairs:
1. Different viewing environments cause a change in the user preference. 2. A hidden variable was not correctly identified in the controlled experiment.
These two scenarios are not orthogonal, since "viewing environment" is one of the variables that are controlled in the controlled scenario. For the purpose of our analysis, we will not consider the environment a hidden variable. The second case-for the purpose of this paper-is left only with effects caused by "unknown" or "unexpected" variables. We can look at the two scenarios and develop a way to test for them.
User preference as function of viewing environment
If the viewing environment is a factor, we should be able to identify statistical subsets based on viewing environments that cause a split in the measured distribution. This means that we should be able to derive at least two different probabilities p 1 and p 2 that represent two viewing environments. When examining the data, we found that we did obtain a difference in the probabilities for natural and artificial light in the uncontrolled experiment, however, this difference itself was not statistically sufficient to indicate a dependency on the viewing environment beyond standard statistical variations. We thus can not make any statement about the illumination as factor.
Hidden experimental variables
When designing a controlled experiment, one obviously attempts to eliminate all extraneous influences on the result. However, sometimes details are overlooked or had not previously been encountered. In our case, rather than trying to identify a hidden variable, we decided to run additional, independent controlled experiments. To reduce the amount of data taking, we restricted these new experiments to the image pairs 17 and 21. Intentionally, we also decided to run two different versions of a controlled experiment, calling them C 2 and C 3 , in addition to the first experiment C 1 .
Experimental setup C 1 . This is the original setup used for the entire data set. It consists of a Gretag Macbeth Spectralight lightbooth simulating daylight. The observer was standing in front of the booth, as shown in Fig. 9 .
Experimental setup C 2 . This was used only for image pairs 17 and 21. Twenty-four observers provided a total of 46 responses. This setup was similar to C 1 , inasmuch as a lightbooth (Gretag Macbeth Spectralight III) simulating daylight was used. In contrast to scenario C 1 , the observer was asked to sit in front of the booth. No further restrictions on observer movement were imposed. The printed sheet showing the image pairs was on a stand and not touched by the observer.
Experimental setup C 3 . This was used only for image pairs 17 and 21. Twenty-five observers provided a total of 48 responses. We used a large viewing room, with the entire room being illuminated with D50 lights mounted in the ceiling. Easels were placed along the walls and the observers were free to move and were also free to touch and move the sheets. No observer participated in multiple experiments. Experiments C 2 and C 3 were intended to identify potentially hidden variables, not to replace the larger experiment C 1 . The results are tabulated in Table 7 , relisting p{C 1 } and p{U} from Table 1 , as well as the actual number of responses for preference of rendering A from the total number of responses as (A/total).
The spread between the different controlled settings is strong, even extreme in the case of image pair 21. This is an indication that there is a hidden variable that was not properly controlled in the original controlled experiment.
Experiment C 3 actually gave us a strong indication as to this variable. In case of C 3 , people were free to move and also to touch the image and hold it in any way they liked. In this setup, several participants actually verbally complained about differential gloss in the dark parts of image pairs 17 and 21. Note that differential gloss was earlier suspected as one of the potential causes, but an examination in the setup of C 1 did not seem to confirm this in a clear way. More surprisingly, no observer complained about differential gloss in scenarios C 1 and C 2 , despite the likelihood of a geometrical artifact being higher in the more restricted setup.
Other causes of disagreement
The second preceding scenario offers a reasonable explanation of the experimental problem cases of image pairs 17 and 21. However, unless a follow-on experiment does verify the preceding reasoning, we must still consider that the underlying Gedankenexperiment has a flaw not known to the authors.
Conclusions
When performing experiments, we always strive to control the experimental conditions to be able to separate variables and, equally importantly, to create a scenario where our experiment can be verified by third parties. In this context, we must remember that the term "controlled environment" is a statement of (good) intention, and not a statement of fact. This is specifically true if humans, human perception, and human opinions are part of the experiment, since any control of the human interaction is at best approximate. In research, we must also acknowledge that we are trying to find a new method, a new result, and that this often brings an uncertainty about the experimental variables into the setup. Additionally, we are often limited by real-life constraints in the form of time, equipment accessibility, observer availability, and other mundane restrictions. This paper attempted to explicitly take into account some of those constraints and offers a way to judge the relative effects. Comparing a controlled experiment with a (largely) uncontrolled experiment and comparing the required sampling sizes for the two different cases gives a tool to design a preference experiment to get the best data for a given cost.
The issue of small sample size is a common and acknowledged issue, but often the small sample size is accepted as a necessity and not appropriately treated as a source of potentially substantial error. Considering Fig. 4 , we must remember that any single of the indicated cases is a possible outcome of a controlled visual preference experiment. Specifically for small N, a large variation exists and any of the results of Fig. 4 might have been the "final" result of a controlled experiment with a small sampling size. It seems clear that the error caused by small N in a controlled experiment easily exceeds the error caused by an uncontrolled environment but a larger N.
The second issue is that of test images, i.e., the difference between observers and observations. Knowingly, or more likely unknowingly, we have our own preferences as to images. These preferences are expressed in the photos we
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Oct-Dec 2010/Vol. 19(4) 043014-13 take with our cameras, but also in the images we select for experiments, including preference tests. It is safe to assume (is it really safe?) that as imaging professionals, our image choice is different from the image choice of the final users. Here, using "common" test images is not necessarily a help. At a first level, we have replaced our own bias with a peer-group bias. At a second level, we actually have less control over the image generation. Who remembers that the famous "Lena" image was actually scanned from a Playboy magazine in 1972 (see, e.g., Ref. 12)? Scanned by optically blurring the printed halftones and in the absence of modern color management.
The ingoing assumption for this paper, was that an uncontrolled experiment should be able to give the same experimental result, and certainty if a large enough number of observers was used. The underlying question was the ratio of observers between uncontrolled and controlled, so that a trade-off could be made between different experimental types. To our surprise, we found that the ratio required in our case was actually very small, with only 25% more observers necessary for most of the uncontrolled experiments and a 'theoretical' maximum of less than a factor of 4. This implies that in cases where the controlled experiment would be limited to a small number of participants, an uncontrolled experiment might actually be preferable since it can avoid the strong influence of small sampling size.
Another advantage of a large sample size-virtually only possible in inexpensive uncontrolled experiments-is the ability to simulate different experiments by subsampling the data, according to age, sex, cultural background, or other factors that might form an influence on the results.
One unexpected result of our experiment was the ease with which hidden variables can be introduced into a controlled experiment. No gloss effect was obvious to us in creating the first controlled experiment and no observer indicated a problem due to gloss. On its own, we would have never discovered the issue if it had not been for the disagreement with the uncontrolled experiment. In this context, we want to make it clear that we have not proven that gloss was a factor, but the difference in the results between the different controlled experimental setups along with the voiced observer concern about gloss in one of the setups indicated that this is a highly likely explanation.
In general, an uncontrolled viewing scenario does not suffer the same limitations and, thus, one might equally claim that a so-called uncontrolled experiment might be the better controlled experiment, since the selection of images and the number of observers and observations is sometimes not sufficient in a so-called controlled experiment. Although this paper, to a first level, supports this claim, care must be taken that the generalization is not always as straightforward as one would like.
Another important point is that all our tests were performed for color prints only. No tests were done for emissive displays and it is not clear what the corresponding scenarios should be. A paper print will be taken to many locations and looked at under many illuminations. For displays, the situation is less clear and might lead to unforeseen consequences.
A firm recommendation from this paper can be given in a different direction. Due to the comparatively low cost of uncontrolled experiments it seems advisable that all controlled preference experiments are verified in an inexpensive uncontrolled experiment. For all cases where statistical equivalence is obtained, one increases the confidence in the result. But more importantly, in all cases where no sufficient equivalence is observed, the uncontrolled experiment can serve as a warning sign for hidden variables in the controlled scenario. This enables the experimenter to reexamine the experimental setup or enables the identification and treatment of clear outliers. 
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