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Abstract—We study a distributed learning problem in which
Alice sends a compressed distillation of a set of training data to
Bob, who uses the distilled version to best solve an associated
learning problem. We formalize this as a rate-distortion problem
in which the training set is the source and Bob’s cross-entropy
loss is the distortion measure. We consider this problem for un-
supervised learning for batch and sequential data. In the batch
data, this problem is equivalent to the information bottleneck
(IB), and we show that reduced-complexity versions of standard
IB methods solve the associated rate-distortion problem. For the
streaming data, we present a new algorithm, which may be of
independent interest, that solves the rate-distortion problem for
Gaussian sources. Furthermore, to improve the results of the
iterative algorithm for sequential data we introduce a two-pass
version of this algorithm. Finally, we show the dependency of
the rate on the number of samples k required for Gaussian
sources to ensure cross-entropy loss that scales optimally with
the growth of the training set.
Index Terms—Machine Learning, Rate-distortion function,
Information Bottleneck, Distributed Learning, Streaming Data.
I. INTRODUCTION
We consider a distributed learning problem in which Alice
obtains a training sequence of k i.i.d. samples drawn from
a distribution that belongs to a parametric family. Alice
wants to distill the training set to a set of features T ,
which she communicates to Bob using no more than R
bits. Bob uses T to estimate the data distribution associated
with the learning problem. We measure the quality of Bob’s
distribution according to the cross entropy loss, which is
ubiquitous in machine learning [1] and closely related to the
KL divergence between the learned and true distributions.
This setting induces a rate-distortion problem: For a given
bit budget R, what is the encoding T of Alice’s training set
Xk that minimizes Bob’s cross-entropy loss. We consider
this problem for both batch and sequential data, and we show
that the ideal strategy is to solve a version of the information
bottleneck (IB) problem for an appropriate sufficient statistic
of Xk [2].
In this work, the associated rate-distortion problem is
equivalent to a special case of the information bottleneck [2],
in which one wishes to find a compressed representation,
T , of an observed random variable X that is maximally
“relevant” to a correlated random variable Y , as measured by
I(Y ;T ). IB has been applied to clustering and feature extrac-
tion [3], [4], and Tishby recently proposed an explanation for
the success of deep learning in terms of IB [5]. Extensions of
IB to distributed [6], interactive [7], and multi-layer [8] multi-
terminal settings have recently been considered. Furthermore,
IB was shown to solve distributed learning problems with
privacy constraints [9].
In Section III, we show that tailored implementations of
IB algorithms proposed in [2], [10] can be used to compute
the rate-distortion for discrete and Gaussian data sources.
This implementations exploit the fact that using the sufficient
statistic reduces the computational/storage complexity of the
IB algorithm from exponential in k to polynomial in k
and from kd-dimensional matrix to d-dimensional matrix in
discrete and Gaussian sources, respectively. Furthermore, we
consider the relationship between the number of samples k
and the required compression rate R. Indeed, in the data-
limited regime in which k is small, a higher R does not
impact the distortion significantly.
In Section IV, we consider the encoding of sequential
data, where the figure of merit is the total cross-entropy
regret. Explicit minimization of the regret turns out to be
challenging, so we propose a “greedy” on-line method which
gives a tractable approach to encoding Gaussian data. In this
method, the agent chooses the encoding considers the cross-
entropy regret only at the current time instance, and it is
provably suboptimum. To improve the regret performance,
we also propose a “two-pass” solution which includes a
backwards pass in which the feature encoding is improved
by considering the impact on future regret.
Finally, in Section V we draw conclusions and suggest
areas for future work.
II. PROBLEM STATEMENT
We consider the unsupervised learning problem for both
batch and sequential data, in which data is distributed
according to p(x|θ) and the objective is to minimize the cross
entropy of the learned distribution with p(x|t).
A. Batch data
Let (X, θ) ∈ (X ,Θ) be (discrete or continuous) random
variables with joint distribution p(x|θ)p(θ). The conditional
distribution p(x|θ) represents a parametric family of distri-
butions on X , and p(θ) represents a (known) prior over
the family. Alice does not observe θ directly, but instead
observes a set of k i.i.d. samples Xk := (X1, . . . , Xk), with
Xi ∼ p(x|θ). Alice constructs a distilled representation T of
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this training set and transmits it to Bob (Figure 1). Bob uses
T to construct the distribution p(x|T ), which approximates
both p(x|Xk)—the best distribution that can be learned from
Xk—and p(x|θ)—the true distribution. This gives rise to the
Markov chain X − θ − Xk − T , where we emphasize that
Xk is the training set, and X is a hypothetical test point
conditionally independent of Xk given θ. Here, we suppose
Alice Bob
Fig. 1: Batch data transmission model.
that an encoder has direct access to θ and wishes to construct
a compact representation T to be stored or transmitted to
another agent. The representation T is used to construct an
approximation p(x|T ) of the parametric distribution, which
can be used to predict hypothetical test points X ∼ p(x|θ).
This gives rise to the Markov chain X − θ − T .
Given a budget of R bits, Alice’s objective is to choose T
to minimize the cross-entropy loss, defined as
H(p(x|θ)||p(x|T )) = −Ep(x|θ)[log p(x|T )].
The cross-entropy loss is ubiquitous in machine learning;
common practice in deep learning, for example, is to choose
model parameters that minimize the empirical cross entropy
over the training set [11]. The cross-entropy differs from the
KL divergence by a constant, and thus measures the distance
between the true distribution and p(x|T ).
Given a stochastic mapping p(t|xk), the expectation over
the cross-entropy loss is Eθ,Xk,T [H(p(x|θ)||p(x|T ))] =
H(X|T ).1 Regarding I(XK ;T ) as the average number of
bits required to describe T , we define the distortion-rate
function as the minimum average cross entropy loss that we
achieve when the bit budget is less than R:
DkB(R) := min
p(t|xk):I(Xk;T )≤R
H(X|T ),
for H(X|θ) ≤ H(X|Xk) ≤ H(X|T ) ≤ H(X) being
the range of possible distortion values. Because I(X;T ) =
H(X) − H(X|T ), finding the distortion-rate function is
equivalent to solving the information bottleneck for the
Markov chain X − θ − T , i.e. minimizing the mutual infor-
mation I(Xk;T ) subject to a constraint on I(X;T ). Indeed,
the simple prediction problem can be solved using existing
IB techniques for discrete [2] or Gaussian [10] sources.
min
p(t|xk)
L = I(Xk;T )− βI(X;T ).
However, the dependence of X and Xk through θ introduces
a structure that one can exploit in computing DkB(R) and
finding the optimum p(t|xk). For example, a straightforward
1Although the random variables considered here need not be discrete,
in general we use capital H to denote the standard entropy, with the
understanding that the differential entropy h(·) is intended when random
variables are continuous.
use of the iterative IB algorithm from [2] requires iteration
over all |X |k possible training sets, which is unmanageable
in practice; in Section III we show how to reduce the
computational and storage burden. Further, when X and θ
are jointly Gaussian, we specialize the results from [10] to
derive a simple, closed-form expression for DkB(R).
The trade-off described by DkB(R) improves with larger
k. The rate-distortion curve may be poor for small k, while
limk→∞DkB(R) approaches the special case in which Alice
has direct access to θ. If k is small, there may be little point
in using many bits to describe Xk.
In figure 2 we show upper and lower bounds on the
distortion and rate. Also, we provide upper and lower bounds
on RkB(D)
H(X)−D ≤ RkB(D) ≤ H(θ) + log |X | −D
Rate R
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Fig. 2: Rate-Distortion curve, which shows the outer bounds
on the rate and distortion.
B. Sequential data
Next, we consider sequential data, where again (X, θ) ∈
(X ,Θ) be (continuous) random variables with joint distribu-
tion p(x|θ)p(θ). In this case, instead of observing a set of
k i.i.d. samples, Alice observes the data one-by-one in each
round of the sequential data transmission, where samples are
drawn from p(x|θ). After each round l, Alice constructs a
distilled representation Tl of the training set that she observes
up to l-th round where 1 ≤ l ≤ k and transmits it to Bob
(Figure 3). Then, Bob uses T l to construct the distribution
p(x|T l), where T l := {T1, T2, . . . , Tl}. In this set up, the
Bob
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Fig. 3: Sequential data transmission model.
Markov chain for k i.i.d. samples is X − θ −X l − T k and
the cross entropy loss at time l is defined as
H(p(x|θ)||p(x|T l)) = −Ep(x|θ)[log p(x|T l)].
We introduce three approaches to solve this problem:
1) Comprehensive solution: In this solution, we consider
the global design of the features Tl while ensuring that Tl
respects causality. In this case, I(X l;Tl|T−l) represents the
number of bits required to describe T l given that the features
T−l have already been sent. We take the overall distortion to
be the sum regret, or the suffered cross-entropy loss summed
over all k samples. Then, distortion-rate function is defined as
the minimum distortion that we achieve when the bit budget
of each round 1 ≤ l ≤ k is less than Rl:
DkSC(R) := min
p(t1|x1),...,p(tl|xl):I(Xl;Tl|T−l)≤Rl
k∑
l=1
H(X|T l).
Based on I(X;T l) = H(X)−H(X|T l), we can translate the
distortion-rate function to the following variational problem:
max
p(t1|x1),...,p(tl|xl)
L =
k∑
l=1
I(X;T l)− αlI(X l;Tl|T−l)
where T−l := {T1, T2, . . . , Tl−1}, I(X l;Tl|T−l) determines
the rate in each round, and α1, . . . , αk shows the trade-off
between the average distortion and the rate of each round.
Unfortunately, this problem results in a challenging joint
optimization problem over the features Tl, and even for
Gaussian data, finding a closed-form solution is challenging.
2) Online solution: To find a tractable solution, we present
an on-line approach. Instead of find the global solution to the
encodings Tl, we optimize each term in the objective function
one-by-one, without regard for future terms. Therefore, in the
lth round, we have the distortion-rate function
DlSO(R) := min
p(tl|xl):I(Tl;Xl|T−l)≤Rl
H(X|T l), (1)
where the stochastic mapping p(tl|xl) gives a “soft” descrip-
tion of Tl in each round.
In this setup, we define I(X;Tl|T−l) = H(X|T−l) −
H(X|T l) as the average distortion. This translates the
distortion-rate problem to the following minimization prob-
lem:
min
p(tl|xl)
L = I(X l;Tl|T−l)− βlI(X;Tl|T−l),
where Tl denotes the compressed representation of an ob-
served random variable X l. This formulation is not equiva-
lent to the IB.
Instead, the equivalent problem is to minimizing the mu-
tual information I(X l;Tl|T−l) given a constraint on the
conditional mutual information I(X;Tl|T−l). Consequently,
the standard IB algorithms can not be applied here. In Section
IV we develop a new iterative algorithm for computing
DlSO(R) based on the sufficient statistic of the Gaussian
distribution.
3) Two-path Solution: In the on-line algorithm presented
above, the encoding Tl is chosen supposing that the encoding
function for previous features is fixed, and without regard for
future features. This results in a strictly suboptimum solution.
To improve the solution, we develop a two-pass solution,
which adds a backwards pass to the algorithm, taking the
future encoding designs as fixed and without regard for
previous feature encodings. After carrying out the on-line
algorithm above, we optimize the following loss function for
the backward path:
min
p(tl−1|xl−1)
L= I(X l−1;Tl−1|T−(l−1), Tl)
− βI(X;Tl−1|T−(l−1), Tl)
Similar to the online solution, the backward loss function is
equivalent to the conditional IB, and we can not obtain the
results by standard IB algorithm. As a result, we derive an
algorithm that solves the backward path.
III. BATCH DATA
In this section, we consider the batch data, in which k
i.i.d. samples are observed at one time. In this setting, we
analyze both discrete and continuous distributions, in terms
of the fundamental limits and algorithmic method.
A. Fundamental Limits
To find DkB(R), we leverage the equivalence between this
distortion-rate problem and the information bottleneck over
the Markov chain X − θ−Xk − T . Considering I(X;T ) =
H(X)−H(X|T ) and solving the distortion-rate problem by
Lagrange multiplier translates the distortion-rate problem to
finding the conditional distribution p(t|xk) that solves the
problem
min
p(t|xk)
L = I(Xk;T )− βI(X;T ), (2)
where I(Xk;T ) determines the rate, I(X;T ) = H(X) −
H(X|T ) determines the average distortion, and β determines
the trade-off between the two and dictates which point on the
rate-distortion curve the solution will achieve. For discrete
sources, one can use the iterative method proposed in [2]
to solve (2). This method only guarantees a local optimum,
but it performs well in practice. When θ and X are jointly
Gaussian, one can use the results in [10] for the Gaussian
information bottleneck, in which the optimum p(t|xk) is
Gaussian and given by a noisy linear compression of the
source.
Discrete Source: For k-sample with a discrete source,
when X and Xk are i.i.d. samples drawn from p(x|θ),
the histogram Hk of Xk is a sufficient statistic for θ, and
similar to [2, Theorem.1] the optimum mapping p(t|xk) that
minimize (2) is computed as:
q(t|Hk) = q(t)
Z(Hk, β)
exp [−βDKL [p(x|Hk)||p(x|t)]] ,
where Z(Hk, β) is the normalization function and β is the
Lagrangian multiplier in equation 2.
Gaussian Source: When X and θ are jointly (multivariate)
Gaussian, one can appeal to the Gaussian information bottle-
neck, [10], where it is shown that the optimum T is a noisy
linear projection of the source, which one can find iteratively
or in closed form and will be described in the sequel. If
X is a d-dimensional multivariate Gaussian, however, naive
application of this approach requires one to find an dk× dk
projection matrix. Here again, exploitation of the structure of
this problem simplifies the result.
Without loss of generality, let p(x|θ) = N (θ,Σx) and
p(θ) = N (0,Σθ), where Σx ∈ Rd×d is the covariance of
the data, and Σθ is the covariance of the prior. For k-sample
training set Xk with a Gaussian source, the sample mean,
Xk =
1
k
∑k
i=1 xi is a sufficient statistic for θ and we have the
Markov chain X−θ−Xk−T , where X is a hypothetical test
point conditionaly independent of Xk given θ. [10] shows
that the IB-optimum compression is T = AXk + Z, where
Z is white Gaussian noise and A is a matrix whose rows are
scaled left eigenvectors of the matrix
M =
Σx + Σθ
k
+
k − 1
k
Σθ − Σθ(Σx + Σθ)−1Σθ.
Specifically, let λ1, λ2, . . . be the ascending eigenvalues of
Mk and v1, v2 be the associated left eigenvectors. For β > 1,
only the eigenvectors vi such that βi := (1− λi)−1 < β are
incorporated into A, and the resulting rate-distortion point is
given parametrically by
R(β) =
1
2
n(β)∑
i=1
log
(
(β − 1)1− λi
λi
)
D(β) =
1
2
n(β)∑
i=1
log
(
λi
β
β − 1
)
+H(X),
where n(β) is the number of eigenvalues satisfying βi < β.
For β ≈ 1, the rate is small and the distortion is close to the
maximum value H(X); as β → ∞ the rate becomes large
and the distortion converges to H(X|Xk).
The problem setting implies structure on the compression
matrix A beyond what is obvious from above.
B. Algorithm
Discrete Source: Again, for k-sample with a discrete
source, when X and Xk are i.i.d. samples drawn from p(x|θ),
the histogram Hk of Xk is a sufficient statistic for θ, and
we compute p(xk), p(x|Xk) and p(x, xk) in terms of the
histogram. Then, the iterative IB algorithm proposed in [2],
can be rewritten
q(n)(t|Hk) = q
(n)(t)
Z(n)(Hk, β)
exp [−βDKL [p(x|Hk)||p(x|t)]]
q(n+1)(t) =
∑
θ
q(n)(t|Hk)p(Hk)
q(n+1)(x|t) = 1
q(n)(t)
∑
θ
q(n)(t|Hk)p(Hk, x),
where n is the iteration index, q(n)(t|xk) is the choice
for p(t|xk) at iteration n, and the other iterated distributions
q(n)(t), q(n)(x|t) are intermediate distributions. The number
of terms in the distribution q(n)(t|xk) is upper bounded
to |T |k|X |−1 entries by using the histogram of Xk. This
distribution must be updated every iteration, and computing
the distributions q(n+1)(t) and q(n+1)(x|t) requires summing
over q(n)(t|xk), p(xn), and p(xk, x), the latter two of which
are computed based on the histogram and have at most
|T |·k|X |−1, k|X−1| entries, respectively. Standard cardinality
bounds would suggest that |T | = min{|Θ|, k|X |−1} is
sufficient to achieve RkB(D). This bound on T is established
along with a fact that T depends on Xk only through θ.
As a result, the problem structure allows one to reduce
the complexity of the IB algorithm from exponential to
polynomial when |X | is constant, albeit of a potentially large
degree. In Figure 4 we plot the rate-distortion curve for a
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Fig. 4: Rate-distortion curve for Bernoulli distribution with
uniform prior and k ∈ {4, 10, 20, 50}.
Bernoulli distribution with a uniform prior and |T | = k + 1
is sufficient for the Bernoulli distribution. As the number of
samples increase we see that the cross entropy loss decreases;
however, the cross entropy loss for each sample is bounded
by H(X|Xk).
Gaussian Source: For k-sample Xk with the Gaussian
distribution, the sample mean Xk is the sufficeint statistic for
θ, and the Markov chain is X−θ−Xk−T . [10] propose an
iterative algorithm to compute the compressed representation
T (n) = A(n)Xk + Z
(n), where the projection matrix A(n)
and covariance of noise Z(n) ∼ N (0,Σ(n)Z ) is computed as:
Σ
(n+1)
Z = (βΣt(n)|x − (β − 1)Σt(n))−1
A(n+1) = βΣ
(n)
Z Σ
−1
t(n)|xA
(n)(I − Σx|XkΣ−1Xk),
where Σt(n)|x and Σt(n) are covariance matrix which is
computed based on T (n) in each iteration.
In Figure 5 we plot the rate-distortion curve for a Gaus-
sian source, where d = 6 and the covariances are drawn
elementwise at random from the standard normal distribution
and symmetrized. The curve is smooth because the Gaussian
information bottleneck provides an exactly optimum solution.
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Fig. 5: Rate-distortion curve for jointly Gaussian distribution
with d = 6 and k ∈ {5, 20, 100, 200, 500}.
Finally, we show the dependency of the rate on the number
of samples k for Gaussian sources. For the Gaussian sources,
as k → ∞ the gap between the distortion h(X|Xk) given
direct access to the training set and the best case distortion
h(X|θ) goes to zero; equivalently, the mutual information
gap I(X; θ)−I(X;Xk) goes to zero. Figure 6 shows the gap
between h(X|T ) and h(X|Xk) for different rate functions.
As it demonstrate for R = Ω(log(k)) the gap between
h(X|T ) and h(X|Xk) goes to zero after 6 samples, also this
function for rate has the optimum decay of the gap between
h(X|T ) and h(X|θ) among other functions for rate.
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Fig. 6: Number of Samples-distortion curve for different rate
functions against the h(X|Xk) and h(X|θ).
IV. SEQUENTIAL DATA
There are three approaches to solve the distortion-rate
problem for sequential data: in the comprehensive solution
we pose a global problem and find the optimum solution by
considering causality for a block data with a known length
which is encoded sequentially. In the online solution for a
streaming data, which is a sequential data with unknown
length, we find the optimum compression Tk for each round
and consider that the compression of other rounds T−k are
constant. Finally, in the two-pass solution, we add a backward
path to the online solution to improve the results; in this
setup, similar to the comprehensive solution, we know the
length of the block data, and we want to process this data
one by one. In the following part, we study fundamental
limits and algorithmic method for all these three solutions.
A. Fundamental Limits
Comprehensive Solution: Let’s assume (X, θ) are jointly
Gaussian and we observe a set of k i.i.d. samples Xk =
(X1, X2, ..., Xk) and X is a hypothetical test point condi-
tionally independent of Xk given θ (Figure 3). In sequential
data similar to the batch data, sample mean Xk = 1k
∑k
i=1 xi
is a sufficient statistic for θ, and the Markov chain is
X − θ − Xk − T k. Then, the computation of DkSC(R) is
equivalent to the solution of the this problem
max
p(t1|x1),...,p(tl|xl)
L =
k∑
l=1
I(X;T l)− αlI(X l;Tl|T−l) (3)
where I(T l;X) = h(X)− h(X|T l) determines the average
distortion of all rounds and I(Sl;Tl|T−l) determines the
rate in each round, αl determines the trade-off between the
average distortion and rate of each round, and as it is shown
in [10] Tl is a noisy linear projection of the source. The
comprehensive solution finds the optimum compression for
each round by solving the global problem since this problem
is not a convex problem, finding a closed-form solution is
highly unlikely. In addition, finding a numerical solution for
a Gaussian distribution and even a discrete distribution is
computationally expensive as dimension of data d and the
number of samples k become large. This is because we need
to compute k(d × d) elements of projection matrix A for k
samples maximizing the (3).
Online Solution: In the online solution for a streaming
data, computation of the DkSO(R) equivalent to a conditional
information bottleneck, which solves the problem
min
Ak
L = I(Xk;Tk|T−k)− βI(X;Tk|T−k), (4)
where T−k := {T1, T2, . . . , Tk−1}. In this setup β deter-
mines the trade-off between rate and relevant information and
for β ≈ 1, the rate of each round I(Tk;Xk|T−k) is small
and the distortion H(X|T k) is close to H(X|T−k), when
β →∞ the rate becomes large and the distortion converges
to H(X|Xk). In the following theorem, we characterize the
optimum Ak:
Theorem 1. The optimum projection Ak that solves (4) for
some β satisfies
Ak =

[0, . . . , 0] 0 < β < βc1
[α1v
T
1 , 0, . . . ] βc1 < β < βc2
.
.
.
[α1v
T
1 , . . . , αkv
T
k ] βck−1 < β < βck
, (5)
where λ1, λ2, ... are the ascending eigenvalues of M =
ΣXk|T−k,XΣ
−1
Xk|T−k , v1, v2, . . . are the associated left eigen-
vectors, and βc = 11−λi are critical values for β and
αi =
√
β(1−λi)−1
λi(vTi ΣXk|T−kvi)
.
Proof. We first rewrite the loss function in terms of the
entropies
min
Ak
L = I(Xk;Tk|T−k)− βI(X;Tk|T−k)
= (1− β)h(Tk|T−k)− h(Tk|Xk) + βh(Tk|T−k, X)
=(1−β) log(ΣTk|T−k)−log(ΣZ)+β log(ΣTk|X,T−k)
=(1−β)log(AkΣXk|T−kATk+Id)
+ β log(AkΣXk|X,T−kA
T
k+Id),
By taking derivative of the loss function with respect to the
A
δL
δAk
= (1− β)(AkΣXk|T−kATk + Id)−12AkΣXk|T−k
+ β(AkΣXk|X,T−kA
T
k + Id)
−12AkΣXk|X,T−k
In order to obtain minimum of the loss function L, we set
δL
δAk
= 0 then we have:
β − 1
β
[
(AkΣXk|T−k,XA
T
k + Id)(AkΣXk|T−kA
T
k + Id)
−1
]
Ak
(6)
= Ak
[
ΣXk|X,T−kΣ
−1
Xk|T−k
]
This equation is an eigenvalue problem and A is the eigen-
vector of ΣXk|X,T−kΣ
−1
Xk|T−k . Then we can substitute Ak =
UV and V ΣXk|X,T−kΣ
−1
Xk|T−k = LV similar to [10] and
rewrite the (6):
β−1
β
[
(UΣXk|T−k,XU
T + Id)(UΣXk|T−kU
T + Id)
−1)
]
U
= UL
Considering ΣXk|T−k = V
−1SV and ΣXk|T−k,X =
V −1SLV and multiplying by U−1 from left and
U−1(UΣXk|T−kU
T + Id)
−1 by right we will have:
UUT = [β(I − L)− I] (LS)−1 (7)
Therefore, Ak = UV , in which V is the eigenvector of the
ΣXk|T−k,XΣXk|T−k and U is computed based on (7).
Two-pass Solution: To improve the result of the online
solution and make the results closer to the optimum solution,
we introduce the two-pass version of the online solution that
solves the problem from (k − 1)-th round to the first round
by solving following loss function
min
Ak−1
L=I(Xk−1;Tk−1|T−(k−1), Tk)−βI(X;Tk−1|T−(k−1),Tk)
(8)
where T−(k−1) = {T1, T2, . . . , Tk−2}. In this setup, similar
to the online solution, β shows the trade-off between rate
and relevant information and for β ≈ 1, the rate of each
round I(Xk−1;Tk−1|T−(k−1)) is small and the distortion
H(X|T k) is close to H(X|T−(k−1), Tk), when β →∞ the
rate becomes large and the distortion converges to H(X|Xk).
Similar to Theorem 1, we characterize the optimum projec-
tion matrix from (k−1)-round to the previous round (k−2)-
th round in the following theorem:
Theorem 2. The optimum projection matrix Ak−1 that solves
(8)
Ak−1 =

[0, . . . , 0] 0 < β < βc1
[α1v
T
1 , 0, . . . ] βc1 < β < βc2
.
.
.
[α1v
T
1 , . . . , αkv
T
k ] βck−1 < β < βck
, (9)
where λ1, λ2, ... are the ascending eigenvalues of K =
ΣXk|T−k,XΣ
−1
Xk|T−k , v1, v2, . . . are the associated left eigen-
vectors, and βc = 11−λi are critical values for β and
αi =
√
β(1−λi)−1
λi(vTi ΣXk|T−kvi)
.
Proof. The proof is similar to that of Theorem 1 and to avoid
repetition we do not write the proof.
B. Algorithm
Comprehensive Solution: Comprehensive solution finds
the optimum solution for a block of data with a known length
which is encoded sequentially by considering causality. Since
we can not find a closed-form solution in the comprehensive
case, we solve this optimization problem for k = 2 using
numerical optimization methods for scalar case. Figure 7
demonstrates the total distortion (H(X|T1) + H(X|T 2))
versus the total rate (I(X1;T1) + I(X2;T 2|T1)), the rate-
distortion curve, for both the comprehensive and the online
solutions. Although the comprehensive solution converges
to the smaller distortion for the same rate, the result of
comprehensive solution is scattered. This is because we use
the numerical optimization methods (fminunc function in
Matlab) to solve (3) and in some area this function finds the
local minimum. Therefore, we plot the convex hull of the
solution since we know the rate-distortion curve is convex.
Online Solution: Theorem 1 states that the optimal projec-
tion matrix of each round in the online solution consists of
eigenvalues of M , in order to compute the whole projection
matrix A for the streaming data Xk we propose an iterative
algorithm as follows:
where βsize determines the rank of the projection matrix
in each round and depends on the βc. In this algorithm,
first, for each round (from 1 to K) we find the matrix M
and its eigenvalues and eigenvectors. Then, we compute the
projection matrix Ak of this round according to βsize and
the eigenvalues and eigenvectors of the matrix M and save
it to calculate the M for the next round.
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Fig. 7: Comparison between online and comprehensive solu-
tions by rate-distortion curve, where K = 2 and ”x” axis is
the total rates and ”y” axis is the total distortion.
Algorithm 1 Online Solution for Streaming data
1: Initiate the values of Σθ,Σn and K number of rounds.
2: for each round, k = 1 : K do
3: ΣXk ← Σn/n+ Σθ.
4: ΣT−k ← AΣXkAT + Id.
5: ΣC ← [(Σx+(k−1)Σθ)A1, . . . , (Σx+(k−1)Σθ)Ak/k]
6: ΣXk|T−k ← ΣXk − ΣCΣ−1T−kΣTC
7: ΣXk|X,T−k ← ΣXk − [Σθ,ΣC ]Σ−1X,T−k [Σθ,ΣC ]T .
8: Compute M and eigenvalues λ1, λ2, . . . and left
eigenvectors v1, v2, . . .
9: Compute the projection matrix of each round, Ak
based on 5.
10: Compute the critical values of β for each eigenvalue
as βc = 11−λ , and initiate value for βsize.
11: A = diag(A1, . . . , Ak)
12: end for
Similar to the batch data, from the sufficiency of the
sample mean Xk, we see that regardless of k, the optimum
compression of each round Tk is a d-dimensional repre-
sentation of the training set Xk; however, in our algorithm
the global projection matrix A is a dk-dimensional diagonal
matrix operator, which we need it to compute the ΣT−k. .
In general, in this problem one can derive the optimum
operator from the d-dimensional matrix M and compute the
projection matrix Ak in each round and store it into the
A = diag(A1, . . . , Ak).
In Figure 8 we show the sample-distortion curve for a
jointly Gaussian distribution, where h(X|θ) and k represent
the distortion function and the number of rounds or the
number of samples that we use, receptively. In addition, for a
fixed rate, as the number of samples increase we see that the
distortion decreases; however, for a sufficiently large number
of samples, this reduction becomes negligible. This can be
interpreted as the eigenvalue of the M matrix tends to 1.
Two-pass Solution: In theorem 2 we propose a two-pass
solution, where we encode a block data with known length
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Fig. 8: Number of Samples-Distortion curve for jointly
Gaussian distribution with d = 10 and R ∈ {4, 8, 10, 14, 16}.
in each round in contrast to the online solution, which
we encode the streaming data. Algorithm 2 computes the
optimum projection of each round (assuming other rounds
are constant) based on this chain A1 − A2 − · · · − AK
and then updates the optimum projection of each iteration
according to the backward chain AK−AK−1−· · ·−A1. We
summarized this procedure in Algorithm 2. In each iteration
Algorithm 2 Two-pass Algorithm
1: Initiate the values of Σθ,Σn, K and N covariance of the
θ and noise, number of rounds and number of iteration
that we need to run the two-pass algorithm, respectively.
2: for each round, n = 1 : N do
3: for each round, k = 1 : K do
4: ΣXk ← Σn/n+ Σθ.
5: ΣT−k ← AΣXkAT + Id.
6: ΣC ← [(Σx + (k − 1)Σθ)A1, . . . , (Σx + (k −
1)Σθ)Ak/k]
7: ΣXk|T−k ← ΣXk − ΣCΣ−1T−kΣTC
8: ΣXk|X,T−k ← ΣXk − [Σθ,ΣC ]Σ−1X,T−k [Σθ,ΣC ]T .
9: Compute the projection matrix of each round, Ai
based on 5.
10: A = diag(A1, . . . , Ak)
11: end for
12: for k = K − 1 : 1 do
13: ΣT−k ← eliminate k-th row and column of the
ΣTK .
14: ΣXk|T−k,Tk ← ΣXk − ΣCΣ−1T−k,TkΣTC
15: ΣXk|X,T−k,Tk ← ΣXk −
[Σθ,ΣC ]Σ
−1
X,T−k,Tk
[Σθ,ΣC ]
T .
16: Compute the projection matrix of each round, Ak
based on 5.
17: A(n) = diag(A1, . . . , Ak)
18: Update ΣTK ← A(n)ΣXKA(n)T + IKd
19: end for
20: end for
of this algorithm, at the first part, we compute the covariance
matrix ΣTK and projection matrix A. In the second part of
the algorithm, we compute ΣT−(k) based on the ΣTK and
then compute the projection matrix of each round Ak and
update the whole projection matrix A(n), then update the
ΣTK and use it for computation of the next round of the
data. At the end, we compute the projection matrix for the
n-th iteration A(n).
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Fig. 9: Rate-Distortion curve for jointly Gaussian distribution
with d = 10 and k = {3, 4} for the online algorithm and
k = {3, 4} for two-pass algorithm after one iteration.
We show the difference between distortion and its lower
bound in terms of the rate, in Figure 9, where we show that
the two-pass algorithm has the better performance in compare
of the online algorithm. The two-pass algorithm improves
the results; however, based on the number of iteration that
we want to run the algorithm it needs more computation and
time and also it uses the sequential data with the known
length, so it is not suitable for the streaming communication.
The rate-distortion curve, illustrated in figure 10, compares
the comprehensive and two-pass solutions. In this figure
similar to the figure 7 we demonstrate the total distortion
versus the total rate that we used. Since in the two-pass
solution we add a return path to the online solution, this
solution converges to the same value of distortion at the cost
of higher rate .
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Fig. 10: Rate-distortion curve for both comprehensive and
two-pass solutions, where K = 2 and x axis is the total rate
and y axis is the total distortion. .
V. CONCLUSION
We have examined distributed supervised learning from a
compressed representation of a k-sample batch and streaming
training set up to a cross-entropy loss, showing that solving
for the distortion-rate function is equivalent to an appropri-
ately modified information bottleneck problem.
We derived a greedy method to solve the distortion-rate
function for streaming data as well as an algortithm for this
problem. Finally, we improved our results for the streaming
data by a new two-pass algorithm. A variety of interesting
problems remain to be investigated. The first is supervised
learning for batch and streaming dataset. For unsupervised
learning, linear compression is sufficient for Gaussian sources
per [10]; establishing this result for the supervised case,
and/or determining the best linear compression for general
continuous sources, is a topic for futher study. The second is
interactive compression of geographically separated training
sets. For Gaussian unsupervised sources, results in [7], [12]
can be used to establish that a single round of interaction
is sufficient for optimality; study of the general case is of
interest.
The last is the study of the effects of single-shot coding
on the rate-distortion function as a function of the data
distribution and the number of training samples k.
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