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Abstract—This contribution deals with the FastICA algorithm
in the domain of Independent Component Analysis (ICA). The
focus is on the asymptotic behavior of the generalized symmetric
variant of the algorithm. The latter has already been shown to
possess the potential to achieve the Crame´r-Rao Bound (CRB)
by allowing the usage of different nonlinearity functions in its
implementation. Although the FastICA algorithm along with its
variants are among the most extensively studied methods in the
domain of ICA, a rigorous study of the asymptotic distribution
of the generalized symmetric FastICA algorithm is still missing.
In fact, all the existing results exhibit certain limitations. Some
ignores the impact of data standardization on the asymptotic
statistics; others are only based on heuristic arguments. In this
work, we aim at deriving general and rigorous results on the
limiting distribution and the asymptotic statistics of the FastICA
algorithm. We begin by showing that the generalized symmetric
FastICA optimizes a function that is a sum of the contrast
functions of traditional one-unit FastICA with a correction of the
sign. Based on this characterization, we established the asymp-
totic normality and derived a closed-form analytic expression of
the asymptotic covariance matrix of the generalized symmetric
FastICA estimator using the method of estimating equation and
M-estimator. Computer simulations are also provided, which
support the theoretical results.
Index Terms—Independent component analysis, General-
ized symmetric FastICA, M-estimator, Asymptotic normality,
Crame´r-Rao bound
I. INTRODUCTION
THE Independent Component Analysis (ICA) is a generalframework for solving Blind Source Separation (BSS)
problems [2], [3], [4]. It is a statistical and computational
method which aims at extracting the unobserved source signals
from their linear mixtures. The fundamental assumption of
ICA is that the source signals are statistically independent.
Up to date, there exist various ICA algorithms [5], [6], [7],
[8] in the community, see [3] for more details. One of the
most widely used ICA algorithms is the FastICA algorithm,
proposed by Hyva¨rinen and Oja [2], [9], [10]. It is based on
the optimization of a contrast function that measures the non-
Gaussianity of the mixture. The popularity of FastICA can
be attributed to its simplicity, ease of implementation, and
flexibility to choose the nonlinearity function.
Among many variants, there are two basic versions of Fas-
tICA: the one-unit (or deflation) FastICA and the symmetric
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FastICA. The one-unit version of FastICA corresponds to
the sequential (or deflationary) source separation scheme: it
extracts one source at a time until all the sources are recovered.
To avoid that the algorithm converges to the same source
twice, an additional deflationary procedure is required [11].
This version of FastICA suffers the common drawback of
all sequential source separation scheme: the error propagation
during successive extraction for problems with large dimen-
sionality [12], [13]. The symmetric FastICA [14] corresponds
to the simultaneous (or parallel, symmetric) source separation
scheme: all the source signals are to be extracted simulta-
neously. It can be considered as several one-unit FastICA
implemented in parallel, with the projection step replaced
by a matrix orthonormalization in each iteration. Symmetric
FastICA is shown to be more stable and reliable in practice,
at the cost of relatively high computation load compared to
the one-unit version of FastICA. The generalized symmetric
FastICA algorithm [15] is a generalization of the ordinary
symmetric version of FastICA. It features the usage of possibly
different nonlinearity functions in its parallel implementations
of one-unit FastICA. This is motivated by the discovery of the
Crame´r-Rao Bound (CRB) [16], [17] of the linear ICA. It is
shown [15] that if the nonlinearity functions are adapted to
the distributions of the sources, then the CRB can be achieved
as the sample size tends to infinity. In other words, the
generalized FastICA algorithm with the optimal nonlinearity
functions can be asymptotically efficient.
The FastICA algorithm has been extensively studied since
its invention. It is shown to possess locally at least quadratic
convergence speed [10], [14], [18], and the convergence is
monotonic [19]. In particular, for kurtosis-based FastICA, it is
proved that there does not exist spurious fixed points [20] and
the convergence speed becomes cubic [10]. FastICA has also
been generalized to cope with complex valued signals [21].
This paper studies the generalized symmetric FastICA al-
gorithm, with the focus on deriving the asymptotic covariance
matrix. Although the asymptotic performance of the FastICA
algorithm has already been studied by many authors, no special
attention was given to the generalized symmetric version of
the algorithm. Besides, all the existing results exhibit certain
limitations: some are based on a heuristic approach [22], [16],
[12]; many only deal with the one-unit version of FastICA
[22], [12], [23], [24], [25], [13]; most importantly, the majority
overlooks the impact of data centering or data whitening on
the asymptotic behavior of the algorithm [22], [16], [26].
We give a detailed review of the literature in Section V-E.
Another interest of studying the asymptotic performance of
the generalized FastICA stems from the claim [15] that it
has the potential to achieve the CRB, which is based on the
ar
X
iv
:1
40
8.
01
45
v2
  [
sta
t.M
L]
  1
7 D
ec
 20
15
2expression of the asymptotic covariance matrix of symmetric
FastICA derived in [16]. However, this claim is questionable.
In fact, as is noticed in [12], the expression given in [16]
is flawed: it is valid only if the underlying sources have
symmetric distributions. Therefore, it is vital to derive the
correct expression for the general case and check whether or
not the CRB is still attainable. In this contribution, we shall
eventually give a positive response to this question.
We organize this work as follows. In Section II, we de-
fine the basic notions of linear ICA, e.g. data model, data
standardization, demixing matrix, etc. Section III aims at
introducing three variants of the FastICA algorithm, namely
one-unit FastICA, symmetric FastICA and generalized sym-
metric FastICA. In Section IV, we characterize the fixed points
of the symmetric FastICA algorithm, showing that they are
local optimizers of a sum of the contrast functions used by
traditional one-unit FastICA with a correction of the sign.
This result reveals a link to the method of estimating equation
and M-estimator. In Section V, we establish the asymptotic
normality of the generalized symmetric FastICA estimator
and derive its asymptotic covariance matrix. A review of
the literature is also given. We show that the CRB is still
achievable. The concluding remarks of Section VI bring the
paper to an end.
II. ICA DATA MODEL AND METHOD
In what follows, we denote scalars by lowercase let-
ters (a, b, c, . . .), vectors by boldface lowercase letters
(a,b, c, . . .), and matrices by boldface uppercase letters such
as (A,B,C, . . .). Besides, Greek letters (α, β, γ, . . .) usually
stand for scalar quantities that play an important role in this
work. We denote by AT the matrix transpose of A and by
‖A‖ its spectral norm. With some abuse of notation, ‖ · ‖ also
stands for the Euclidean norm for vectors.
A. ICA Data model with infinite sample size
We consider the following noiseless linear ICA model:
y = Hs, (1)
where
1) s def= (s1, . . . , sd)T denotes the unknown source signal.
The components s1, . . . , sd are statistically independent
and at most one of them is Gaussian.
2) y def= (y1, . . . , yd)T denotes the observed signal.
3) H is a full rank square matrix, called the mixing matrix.
In ICA model (1), the source signal s and the mixing matrix
H are unknown, while only y is observable. When the sample
size is infinite, the probability distribution of y can be perfectly
inferred from the observation, and we can therefore evaluate
the mathematical expectation E[f(y)] for any measurable
function f . An ICA with the assumption of an infinite sample
size shall hereafter be referred to as the theoretical ICA.
The task of ICA is to recover the source signal s based
on the observation y only. This can apparently be achieved by
estimating the inverse of the mixing matrix H. Note that since
neither H nor s is known, we cannot determine the variance of
s. This indeterminacy can be eliminated by fixing a priori the
variance of s. In this paper, we make the popular convention
Cov(s) = I.
ICA model (1) can be simplified by standardizing the
observed signal. This procedure consists of the data centering
and data whitening:
x
def
= Cov(y)−
1
2 (y − E[y]). (2)
The standardized signal x clearly satisfies E[x] = 0 and
Cov(x) = I. It can be thought of as the observed signal of
the model
x = Az (3)
with z = s− E[s] and A = Cov(y)−1/2H = (HHT)−1/2H.
It is easy to see that in the new model the mixing matrix
A is orthogonal. Clearly, one can recover z by estimating
A−1 = AT. Due to the inherent ambiguity of ICA [6], matrix
A−1 is only identifiable up the signs and the order of its rows.
Definition 1. If a matrix W∗ can be decomposed as W∗ =
DPAT, where P is a permutation matrix and D is a diagonal
matrix verifying D2 = I, then W∗ is called a demixing matrix.
The ICA then consists of the searching of the demixing ma-
trices on the set of orthogonal matrices, that is, the orthogonal
group O(d).
In the sequel, we call rows of W∗ the demixing vectors.
Denote A = (a1, . . . ,ad). Clearly, a vector w∗ can be a
demixing vector if and only if there exists some i ∈ {1, . . . , d}
such that w∗ = ai or −ai. Note that when referring to the
demixing matrices or demixing vectors, we should keep in
mind that the underlying ICA model is the standardized model
(3) rather than the original one (1).
B. ICA model with finite sample size
In practice, we have only a finite sample of y:
y(t) = Hs(t), t = 1, . . . N, (4)
where y(1), . . . ,y(N) are i.i.d. realizations. In this case, the
standardization procedure (2) can only be carried out empiri-
cally. Natural estimators of E[y] and Cov(y) are respectively
the empirical mean and empirical covariance matrix:
y¯ =
1
N
N∑
t=1
y(t),
Ĉ =
1
N
N∑
t=1
(y(t)− y¯)(y(t)− y¯)T. (5)
The empirically standardized data can then be defined as
x(t)
def
= Ĉ−1/2(y(t)− y¯) = Âz(t), (6)
where z(t) = s(t)− s¯ and Â = ĈH.
Note that care must be taken when dealing with x(t) and
z(t). Due to the empirical data standardization procedure,
neither x(1), . . . ,x(N) nor z(1), . . . , z(N) are independent
sequence of random variables.
3III. VARIANTS OF THE FASTICA ALGORITHM
A. One-unit FastICA algorithm
The one-unit version of FastICA, also known as the de-
flationary FastICA, is the basic form of the algorithm. It
searches the local optimizers of the contrast function having
the following form:
J1U (w) = E[G(wTx)], w ∈ S, (7)
where x is the standardized observed signal defined in (2) and
G : R → R is a smooth function called the nonlinearity or
nonlinearity function. In order to be consistent with the nota-
tion used in [27], [10], we write g def= G′, the derivative of G.
When there is no risk of confusion, both G and its derivative
g may be referred to as the “nonlinearity function”. Popular
nonlinearity functions [10] include the following: “kurtosis”:
x4/4, “gauss”: − exp(−x22 ) and “tanh”: log cosh(x).
In the sequel, let us denote by ‖ · ‖ the L2 norm for
vectors and spectral norm for matrices. The one-unit FastICA
algorithm consists of the following steps [10]:
1). Choose an arbitrary initial iterate w ∈ S;
2). Run iteration
w+ ← E[g′(wTx)w − g(wTx)x] (8)
w← w
+
‖w+‖ (9)
until convergence.
If one needs to extract more than one source, then an additional
orthogonal constraint need to be added between (8) and (9):
w+ = w+ −
p∑
i=1
aia
T
i w
+, (10)
where a1, . . . ,ap are previously obtained demixing vectors.
Step (10) is called the deflationary procedure.
Concerning the one-unit FastICA algorithm, we have the
following well-known result [28], [10]:
Proposition 2. Let w∗ be a demixing vector corresponding
to the extraction of si. If
E[g′(w∗Tx)− g(w∗Tx)w∗Tx] (11)
= E[g′(zi)− g(zi)zi] 6= 0,
where zi = si − E[si], then
(i) w∗ is a fixed point1 of the one-unit FastICA algorithm.
(ii) It is a local minimizer of J1U on the unit sphere S if
E[g′(zi)−g(zi)zi] > 0 and local maximizer if E[g′(zi)−
g(zi)zi] < 0.
1We clarify that w∗ is a fixed point in the traditional sense only if the
quantity (11) is strictly positive. If (11) is negative, then it is well known that
the algorithm flips betweenw∗ and−w∗. In this paper, the latter phenomenon
does not cause any problem to the theoretical analysis.
B. Symmetric FastICA algorithm
The symmetric version of FastICA extracts all the sources
simultaneously. Specifically, it consists of parallel implemen-
tations of (8) with orthogonal input initial iterates:
w+1 ← E[g′(wT1 x)w1 − g(wT1 x)x] (12)
...
w+d ← E[g′(wTdx)w1 − g(wT1 x)x], (13)
where w1, . . . ,wd is an orthonormal set. It is then followed
by a symmetrical orthogonalization, see (15) below.
In the sequel, for any vector c = (c1, . . . , cd), we denote
diag(c) =
c1 0. . .
0 cd
 .
Using matrix notation, we can describe formally the symmetric
FastICA algorithm as follows:
1). Choose an arbitrary orthogonal matrix W;
2). Run iteration
W+ ← E
[
diag
(
g′(Wx)
)
W − g(Wx)xT
]
, (14)
W←
(
W+W+T
)−1/2
W+ (15)
until convergence.
C. Generalized symmetric FastICA algorithm
The generalized symmetric FastICA algorithm is the same
as the ordinary symmetric FastICA, except that it allows the
nonlinearity functions used in (12)-(13) to be different. In what
follows, we denote
g(c)
def
=
g1(c1)...
gd(cd)
 , g′(c) def=
g
′
1(c1)
...
g′d(cd)
 ,
where gi = G′i for i = 1, . . . , d are possibly different
nonlinearity functions. The generalized symmetric FastICA
algorithm is defined as follows:
1). Choose an arbitrary orthogonal matrix W;
2). Run iteration
W+ ← E
[
diag
(
g′(Wx)
)
W − g(Wx)xT
]
, (16)
W←
(
W+W+T
)−1/2
W+ (17)
until convergence.
In this paper, the term “FastICA algorithm” always stands
for the generalized version of the algorithm unless otherwise
specified.
For notational ease, we introduce the following notations:
H(W) def= E
[
diag
(
g′(Wx)
)
W − g(Wx)xT
]
, (18)
F(W) def=
(
H(W)H(W)T
)−1/2
H(W). (19)
Then the generalized symmetric FastICA algorithm with infi-
nite sample size consists of iterating
W← F(W) (20)
until convergence.
4D. FastICA with Finite sample size
We have introduced several versions of the FastICA algo-
rithm based on mathematical expectations, e.g. (8) (14) and
(16). The evaluation of mathematical expectation requires a
sample of infinite size, which exists only in the theoretical
analysis. For this reason, we shall hereafter refer to the
mathematical expectation based FastICA as the theoretical
FastICA.
In the practical situation, only a sample of finite size is
available. Therefore we need to work with an empirical version
of those algorithms, which are obtained by approximating the
mathematical expectations with the sample means.
For any function f , let us denote
EN [f(x)]
def
=
1
N
N∑
i=1
f
(
x(t)
)
.
Then the empirical version of H(·) and F(·) are given by
Ĥ(W) def= EN
[
diag
(
g′(Wx)
)
W − g(Wx)xT
]
, (21)
F̂(W) def=
(
Ĥ(W)Ĥ(W)T
)−1/2
Ĥ(W). (22)
The generalized symmetric FastICA algorithm with finite
sample size consists of iterating
W← F̂(W) (23)
until convergence. We shall refer to algorithm (23) as the
empirical FastICA.
IV. FIXED POINTS OF THE GENERALIZED SYMMETRICAL
FASTICA ALGORITHM
A. Assumptions
This contribution is based on the following regularity con-
ditions:
1) For each i, the nonlinearity Gi is either even or odd.
2) The nonlinearities Gi and their derivatives up to the
fourth order have polynomial growth: |G(k)i (t)| ≤
c(|t|p + 1) for i = 1, . . . , d and k = 0, 1, . . . , 4, where
c and p are some positive constants.
3) Random vector y has finite moments until 2pth order:
E[‖y‖2p] <∞.
These conditions can certainly be weakened, but even in
their current form they are convenient to verify and not
very restrictive. In fact, it is easy to see that the popular
nonlinearities “kurtosis”, “gauss” and “tanh” are all even and
have polynomial growth with p = 4. Besides, most common
probability distributions have finite moment of eighth order.
Note that we require Gi to be either even or odd so that a
vector v is a fixed point of one-unit FastICA (8) if and only
if −v is also a fixed point. This property will be exploited in
the convergence analysis of the algorithm (see e.g. Appendix
A-B). Without any loss of generality, we shall hereafter assume
that Gi are all even for simplicity. As for Assumption (2) and
assumption (3), these are merely regularity conditions made in
order to satisfy the requirement for the Uniform Strong Law
of Large Numbers (USLLN, Appendix A-A) and that for the
method of M-estimator (see Appendix C).
B. Characterization of fixed points
For demixing matrix W∗ = DPAT, we denote by σ the
permutation over {1, . . . , d} induced by P:
Pz = (zσ(1), . . . , zσ(d))
T.
Define
αi
def
= E[g′i(zσ(i))− gi(zσ(i))zσ(i)], (24)
which depends on the nonlinearity gi and the permutation σ.
We point out that when implementing the generalized FastICA
algorithm with different nonlinearities, a priori we do not
known which nonlinearity is assigned to extract which source.
This issue will be addressed in Section V-F. Nevertheless, in
most part of the work the permutation σ does not play an
important role and the readers may think of σ as the identity
permutation when it is not specified in the context.
Now we give a proper definition for the fixed points of the
generalized symmetric FastICA algorithm.
Definition 3. A matrix W is defined to be a fixed point of the-
oretical FastICA (resp. empirical FastICA) if F(W) = ΛW
(resp. F̂(W) = ΛW), where Λ is some diagonal matrix such
that Λ2 = I.
It is easily seen that if F(W) = ΛW, then F(ΛW) = W.
We do not require F(W) = W in the definition due to the
well-known flipping-sign phenomenon. In fact, in most cases
such W does not exist.
The main result of this section is the following theorem:
Theorem 4. Given a demixing matrix W∗, we suppose that
αi 6= 0 for all i.
(i) Demixing matrix W∗ is a fixed point of the theoretical
FastICA algorithm. It is also a local minimizer of
JW∗(W) def=
d∑
i=1
sign(αi)E[Gi(wTi x)] (25)
on the orthogonal group O(d).
(ii) The empirical FastICA algorithm has almost surely a
fixed point Ŵ in a neighbourhood of W∗, which is also
a local minimizer of
ĴW∗(W) def=
d∑
i=1
sign(αi)EN [Gi(wTi x)] (26)
on O(d) for large enough N .
Proof: We give the proof for statement (i) here. The proof
for statement (ii) can be found in Appendix A.
We begin by showing that W∗ is a fixed point of F .
First, it is easy to see that for demixing vector w∗i , the
FastICA update (8) yields αiw∗i . Since the mapping H is
merely the parallel implementations of (8) with different
nonlinearity functions, we get immediately H(W∗) = LW∗,
where L = diag(α1, . . . , αd). It then follows from (19) and
the fact W∗ ∈ O(d) that
F(W∗) =
(
(LW∗)(LW∗)T
)−1/2
(LW∗) = ΛW∗,
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Fig. 1. The identity matrix I at (φ, χ) = (0, 0) is a saddle point of J1 and is a local minimizer of J2.
where Λ = diag
(
sign(α1), . . . , sign(αd)
)
. This means W∗ is
indeed a fixed point of F in view of Definition 3.
Next, we show that W∗ is a local minimizer of (25)
on O(d). By Proposition 2, demixing vector w∗i is a local
minimizer of E[Gi(wTx)] on the unit sphere S if αi > 0, and
it is a local maximizer of E[Gi(wTx)] if αi < 0. It follows
that w∗i is a local minimizer of sign(αi)E[Gi(wTx)] for all
i = 1, . . . , d. This fact suggests that W∗ is a local minimizer
of (25) on
Ω = {W ∈ Rd : wi ∈ S, i = 1, . . . , d}.
Since O(d) ⊂ Ω, matrix W∗ is a local minimizer of (25) on
O(d) as well.
Remark 5. It might be worth pointing out that minimizing the
contrast function (25) in the case of “kurtosis” nonlinearity
gi(s) = s
3 for all i = 1, . . . , d, is equivalent to maximizing
J (W) = ∑di=1 |E[(wTi x)4] − 3| which is the classical
approach as in Hyva¨rinen [10].
C. Local contrast function
Theorem 4 reveals the underlying “contrast function” of the
generalized symmetric FastICA algorithm. Since this function
only has a sense in a neighborhood of a demixing matrix, we
are tempted to refer to (25) and (26) as the local contrast
function at W∗.
It is interesting to see that the local contrast function JW∗
defined in (25) is a sum of the classical contrast functions (7)
used in the context of one-unit FastICA, with a correction
of sign, i.e. sign(αi). Intuitively, this coefficient sign(αi)
serves to make sure that the ith column w∗i of the demixing
matrix W∗ is a local minimizer of sign(αi)E[Gi(wTi x)] on S
simultaneously for all i, so that W∗ can be a local minimizer
of JW∗(W) on O(d). If sign(αi) was removed from (25),
then W∗ could be a saddle point. See Fig. 1 and Example 1
below.
Example 1. The purpose of this example is to show that the
correction of sign appeared in the local contrast function (25)
cannot be omitted. Consider the case d = 3, Gi =“kurtosis”
for i = 1, 2, 3, s1, s2 ∼ Uniform and s3 ∼ Laplace. For
simplicity we take the identity mixing matrix I. Denote
J1(W) def= E[G(wT1 x)] + E[G(wT2 x)] + E[G(wT3 x)],
J2(W) def= E[G(wT1 x)] + E[G(wT2 x)]− E[G(wT3 x)].
Function J1 is the sum of E[G(wTi x)] without the correction
of sign; function J2 is the local contrast function at W∗ = I.
In fact, we have
α1 = α2 = E[g′(s1)− g(s1)s1] = 1.2 > 0.
α3 = E[g′(s3)− g(s3)s3] = −3.0 < 0.
Therefore, according to (25), only the sign of the term
E[G(wT3 x)] needs to be altered.
We would like to inspect the values of J1(W) and J2(W)
in a neighborhood of I. Consider the following parametriza-
tion:
W(φ, χ) =
cos(φ) − sin(φ) cos(χ) sin(φ) sin(χ)sin(φ) cos(φ) cos(χ) − cos(φ) sin(χ)
0 sin(χ) cos(χ)
 .
6The set {W(φ, χ) : φ, χ ∈ [−pi, pi)} is a subset of O(3). It has
only two degrees of freedom thus suitable for the 3D plot. We
have plotted the values of J1 and J2 versus the pair (φ, χ)
and the result is given in Fig. 1. It is easy to see from the
figure that the identity matrix I = W(0, 0) is a saddle point
of J1 but a local minimizer of J2.
Example 2. The purpose of this example is to show that local
contrast functions are literally local, in the sense that at differ-
ent demixing matrices, these functions may be different. Let us
consider a 3-dimensional example with different nonlinearities
G1 = gauss, G2 = tanh, G3 = kurtosis and different
sources s1 ∼ Laplace, s2 ∼ GG(4) and s3 ∼ Uniform.
Here GG(4) stands for the generalized Gaussian distribution
with parameter α = 4, see Appendix D-A for more details.
Assume an identity mixing matrix H = I, so that the demixing
matrices have the simple form (eσ(1), eσ(2), eσ(3)), where σ
is any permutation of {1, 2, 3} and ei is the ith column of the
3 × 3 identity matrix I. Here, the sign ambiguity is omitted
for simplicity.
For a demixing matrix W∗1 = I = (e1, e2, e3)
T, the
associated permutation σ1 is the identity permutation. In this
case, we have according to (24)
α1 = E[g′1(z1)− g1(z1)z1] = 0.211 > 0
α2 = E[g′2(z2)− g2(z2)z2] = −0.077 < 0
α3 = E[g′3(z3)− g3(z3)z3] = 1.200 > 0,
where zi = si for i = 1, 2, 3 since all sources have zero mean.
It then follows from (25) that
JW∗1 (W) = E[G1(wT1 x)]− E[G2(wT2 x)] + E[G3(wT3 x)].
Likewise, for another demixing matrix, e.g. W∗2 =
(e3, e2, e1)
T, the associated permutation σ2 is the transpo-
sition σ2(1) = 3 and σ2(3) = 1. Therefore,
α1 = E[g′1(z3)− g1(z3)z3] = −0.217 < 0
α2 = E[g′2(z2)− g2(z2)z2] = −0.077 < 0
α3 = E[g′3(z1)− g3(z1)z1] = −2.990 < 0,
hence
JW∗2 (W) = −E[G1(wT1 x)]− E[G2(wT2 x)]− E[G3(wT3 x)].
Table I summarizes the local contrast functions at different
demixing matrices. As we can see, some of these functions
are identical, others are not.
D. On the affine equivariance property
An ICA methodM(·) : Rd×N → Rd×d that estimates H−1
is called affine equivariant if M(RY) = M(Y)R−1 up to
signs and permutation for any full-rank matrix R ∈ Rd×d,
where Y = (y(1), . . . ,y(N)) is the matrix of the observed
signals.
Before investigating the affine equivariance property of
the generalized symmetric FastICA algorithm, we need
to introduce some notations first. We denote by X =
(x(1), . . . ,x(N)) the whitened version of Y. We write
M(W,Y) the generalized symmetric FastICA estimator of
TABLE I
AN EXAMPLE WITH d = 3, H = I, NONLINEARITIES G1 =“GAUSS”,
G2 =“TANH”, G3 =“KURTOSIS”; SOURCE SIGNALS s1 ∼ LAPLACE, s2 ∼
GG(4) AND s3 ∼ UNIFORM.
W∗ Corresponding JW∗
(e1, e2, e3)T E[G1(wT1x)]− E[G2(wT2x)] + E[G3(wT3x)]
(e1, e3, e2)T E[G1(wT1x)]− E[G2(wT2x)] + E[G3(wT3x)]
(e2, e1, e3)T −E[G1(wT1x)] + E[G2(wT2x)] + E[G3(wT3x)]
(e2, e3, e1)T −E[G1(wT1x)]− E[G2(wT2x)]− E[G3(wT3x)]
(e3, e1, e2)T −E[G1(wT1x)] + E[G2(wT2x)] + E[G3(wT3x)]
(e3, e2, e1)T −E[G1(wT1x)]− E[G2(wT2x)]− E[G3(wT3x)]
H−1 with initial input matrix W ∈ O(d) and data matrix
Y. We write also M˜(W,X) the limit of the generalized
symmetric FastICA algorithm with initial input matrix W
and the whitened data matrix X. Clearly, the two matrices
M(W,Y) and M˜(W,X) are related by
M(W,Y) = M˜(W,X)Ĉ−1/2, (27)
where Ĉ is the empirical covariance matrix of Y defined in
(5).
By definition, the generalized symmetric FastICA estimator
with initial input matrix W is affine equivariant if and only if
M(W,RY) =M(W,Y)R−1 (28)
up to signs and permutation for any full-rank matrix R ∈
Rd×d. Note that the whitened version of RY is QX, where
Q = (RĈRT)−1/2RĈ1/2 (29)
is an orthogonal matrix. It then follows from (27) that
M(W,RY) = M˜(W,QX)(RĈRT)−1/2. (30)
Besides, from (21) and (22) we deduce that
M˜(W,QX) = M˜(WQ,X)QT. (31)
Combining (29)-(31) yields
M(W,RY) = M˜(WQ,X)Ĉ−1/2R−1. (32)
Finally, from (27) and (32) we conclude that (28) holds if and
only if
M˜(WQ,X) = M˜(W,X) (33)
up to signs and permutation for any Q ∈ O(d). This means
that the generalized symmetric FastICA algorithm is affine
equivariant if and only if the algorithm is invariant with
respect to the choice of the initial input matrix.
Based on this characterization, we can now assert that the
generalized symmetric FastICA algorithm is in general not
affine equivariant. This is because different initial input matri-
ces may result in a different assignment of the nonlinearities
g1, . . . , gd to the sources z1, . . . , zd, and when it happens, (33)
may not hold.
7In contrast, the ordinary symmetric FastICA algorithm is
affine equivariant, on the condition that there do not exist
spurious solutions (this is the case if e.g. the “kurtosis”
nonlinearity is used [29]). To prove this, it suffices to show
that for arbitrary initial input matrices W1,W2 ∈ O(d) we
have M˜(W1,X) = M˜(W2,X) up to signs and permutation.
Since there is no spurious solutions, we may assume that
M˜(W1,X) is the fixed point in the neighborhood of a
demixing matrix W∗ and M˜(W2,X) the fixed point in the
neighborhood of another demixing matrix U∗. According to
Theorem 4, we have
M˜(W1,X) = argmin
W∈O(d)
ĴW∗(W),
M˜(W2,X) = argmin
W∈O(d)
ĴU∗(W).
Since the nonlinearities are all identical, ĴW∗(·) and ĴU∗(·)
are related by
ĴW∗(W) = ĴU∗(QW), ∀ W ∈ O(d), (34)
where Q = DP is a matrix that depends on W∗ and U∗, here
P is a permutation and D is diagonal with diagonal entries ±1.
It then follows from (34) that M˜(W1,X) is a local minimizer
of ĴW∗ over O(d) in the neighborhood of W∗ if and only if
QM˜(W1,X) is a local minimizer of ĴU∗ over O(d) in the
neighborhood of U∗. Then by the unicity of the minimizer, we
get QM˜(W1,X) = M˜(W2,X), which achieves the proof.
Admittedly, the affine equivariance is a desirable property
that the generalized FastICA does not enjoy. Nevertheless, we
notice that the method [13] originally designed to render the
deflation-based FastICA algorithm affine equivariant can also
be applied to the generalized symmetric FastICA algorithm.
The readers are referred to the paper for more details.
V. ASYMPTOTIC ANALYSIS OF THE GENERALIZED
SYMMETRIC FASTICA ALGORITHM
Throughout this section, we shall fix a demixing matrix
W∗ = DPAT and an initial iterate matrix W0 that is close
enough to W∗. We shall consider the outcome Ŵ of the
generalized FastICA algorithm starting at W0. By Theorem
4, Ŵ is almost surely near W∗ and shall be considered as an
estimator of W∗.
A. Objective of the asymptotic analysis
We recall that in the context of FastICA (and many other
ICA methods), we do not directly work with the observed
signal y(t), rather, we work with the centered and whitened
data
x(t)
def
= Ĉ−1/2(y(t)− y¯)
= Ĉ−1/2H(s(t)− s¯) = Âz(t),
where Â = Ĉ−1/2H, z(t) = s(t)− s¯ and Ĉ is the empirical
covariance matrix of y:
Ĉ =
1
N
N∑
t=1
(y(t)− y¯)(y(t)− y¯)T.
The demixing matrix W∗ naturally defines a solution B of
the original ICA model (1), that is, a matrix equal to H−1 up
to the signs and a permutation of its rows:
B
def
= W∗Cov(y)−1/2 = DPH−1.
Similarly, the generalized symmetric FastICA estimator Ŵ of
W∗, yields an estimator B̂ of B:
B̂
def
= ŴĈ−1/2. (29)
Let bTi and bˆ
T
i be respectively the ith row of B and B̂ for
i = 1, . . . , d. The objective of this section is to derive for each
i the limiting distribution of N1/2(bˆi−bi) and the asymptotic
rate of the convergence bˆi → bi as the sample size N tends
to infinity.
B. M-estimator
The method of estimating equation and M-estimator [30] is
a powerful tool to solve problems of this kind, see[26], [23],
[24], [25] for some earlier results based on this method.
Let us suppose that the unknown distribution of random
vector y depends on some parameter θ of interest. Suppose
also that the true parameter is θ∗, which satisfies equation
E[ψ(θ∗,y)] = 0, where ψ is some vector valued function. Let
y(1), . . . ,y(N) be an i.i.d. sample of y. Then an estimator θˆ
is obtained by solving the following equation
1
N
N∑
t=1
ψ
(
θ,y(t)
)
= EN [ψ(θ,y)] = 0. (30)
The estimator θˆ is called an M-estimator, and equation (30)
is called the estimating equation. Under some mild regularity
conditions (see Appendix C), there holds
N1/2(θˆ − θ∗) D−−−−→
N→∞
N
(
0,Q−1E[ψ(θ∗,y)ψ(θ∗,y)T]Q−T
)
,
(31)
where D−−−−→
N→∞
denotes the convergence in distribution and
Q
def
= E
[ ∂
∂θ
ψ(θ,y)
∣∣∣
θ=θ∗
]
.
To apply this result, we need to
1) Find an appropriate function ψ(θ,y) for our problem;
2) Compute the matrix
Q−1E[ψ(θ∗,y)ψ(θ∗,y)T]Q−T. (32)
To achieve step 1), we shall rely on the characterization
established in Theorem 4, which states that W∗ and Ŵ are
solutions of two related constrained optimization problems.
This implies that they must satisfies the Kuhn-Tuker first order
necessary conditions [31], [32]. Based on these, we are able
to derive the following lemma:
Lemma 6. Let W∗ be a fixed demixing matrix. Denote G˜i =
sign(αi)Gi and g˜i = sign(αi)gi for i = 1, . . . , d. If a matrix
U is a solution of
min
W∈O(d)
d∑
i=1
E[G˜i(wTi x)], (33)
8ψ(θ,y)
def
=

y − µ
wT1 (y − µ)(y − µ)Tw1 − δ11
wT1 (y − µ)(y − µ)Tw2 − δ12
...
wTd (y − µ)(y − µ)Twd − δdd
g˜1
(
wT1 (y − µ)
)
wT2 (y − µ)− g˜2
(
wT2 (y − µ)
)
wT1 (y − µ)
g˜1
(
wT1 (y − µ)
)
wT3 (y − µ)− g˜3
(
wT3 (y − µ)
)
wT1 (y − µ)
...
g˜d−1
(
wTd−1(y − µ)
)
wTd (y − µ)− g˜d
(
wTd (y − µ)
)
wTd−1(y − µ)

=

ψµ
ψ11
ψ12
...
ψdd
ψw1w2
ψw1w3
...
ψwd−1wd

, (28)
then E[g˜(Ux)xTUT] is a symmetric matrix.
A similar result holds if we replace E by its sample average
counterpart EN .
The main difficulty to derive ψ(·, ·) is that it must take
the original signal y as its second argument rather than the
standardized signal x. This is because y(1), . . . ,y(N) are
i.i.d. random variables (for which the method of M-estimator
is applicable), while x(1), . . . ,x(N) are not, due to the
dependency introduced by the data standardization procedure.
We resolve this issue by applying the change of variable
µˆ = y¯, see Appendix B for more details.
Lemma 7. Let us define mapping
ψ(θ,y) : Rd
2+d × Rd → Rd2+d,
its explicit form being given in (28), where θ def= (W,µ) and
δij is the Dirac delta function. Then
(i) θˆ def= (B̂, µˆ) is a solution of EN [ψ(θ,y)] = 0;
(ii) θ∗ def= (B,E[y]) is a solution of E[ψ(θ,y)] = 0.
Proof: See Appendix B.
Next, we need to compute the asymptotic covariance matrix
(32). The challenge is that Q being a fairly large Rd2+d ×
Rd2+d matrix, its direct inversion is generally a difficult task.
Fortunately, we do not really need to calculate Q−1 in order to
compute the asymptotic covariance matrix. In fact, in view of
Lemma 7, only the component W contained in the parameter
θ is interesting to us, while (32) is the covariance matrix for
the entire parameter θ = (W,µ). To resolve this problem, let
us rewrite (31) as
N1/2(θˆ − θ∗) D−−−−→
N→∞
T,
T ∼ N
(
0,Q−1E[ψ(θ∗,y)ψ(θ∗,y)T]Q−T
)
.
Clearly, we have
M
def
= QT ∼ N
(
0,E[ψ(θ∗,y)ψ(θ∗,y)T]
)
. (34)
The idea is to solve (34) without calculating Q−1 for the
component of T. Once we obtain twi = KM for some matrix
K, then the covariance matrix of twi follows.
C. Main result
Now we are ready to announce the main result of this work:
Theorem 8. Assume that the following mathematical expec-
tations exist for i = 1, . . . , d:
αi
def
= E[g′i(zσ(i))− gi(zσ(i))zσ(i)]
βi
def
= E[gi(zσ(i))2]
γi
def
= E[gi(zσ(i))zσ(i)]
ηi
def
= E[gi(zσ(i))]
τi
def
= (E[z4σ(i)]− 1)/4,
where zi = si − E[si] for i = 1, . . . , d. Then we have
N1/2(bˆi − bi) D−−−−→
N→∞
N (0,Ri), where
Ri=
d∑
j 6=i
βi − γ2i + βj − γ2j + α2j − η2i − η2j
(|αi|+ |αj |)2 bjb
T
j + τibib
T
i .
(35)
Proof: See Appendix C.
Remark 9. If sσ(i) has symmetric distribution, then the quan-
tity ηi vanishes since gi is an odd function. Therefore, when all
the source signals have symmetric distribution, formula (35)
is reduced to
Ri=
d∑
j 6=i
βi − γ2i + βj − γ2j + α2j
(|αi|+ |αj |)2 bjb
T
j + τibib
T
i .
Now we consider G def= BH and Ĝ = B̂H. The former
matrix is equal to identity up to a sign and a permutation;
the latter matrix, referred to as the gain matrix by some
authors [16], represents through its (i, j)th element the relative
presence of the jth source signal in the estimated ith source
signal. A number of performance indices of ICA are proposed
based on the gain matrix. We refer the readers to [33] for more
details.
By Theorem 8, the asymptotic normality and asymptotic
variance of Ĝ → G can be easily derived. Denote H =
(h1, . . . ,hd). Then we have
N1/2(Ĝij −Gij) D−−−−→
N→∞
N (0,hTj Rihj),
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Fig. 2. The average of ‖off(Ĝ)‖2F in 10000 independent trials with different
sample sizes. The dashed line indicates the theoretical mean value of the
asymptotic distribution given in (38). In Scenario 1 the algorithm starts at
(e1, e2, e3)T while in Scenario 2 it starts at (e2, e3, e1)T.
where Gij and Ĝij denote respectively the (i, j) entry of G
and Ĝ. Then using the equalities hTσ(i)bi = ±1 and hTσ(j)bi =
0 for j 6= i, we obtain the following result:
Corollary 10. For i, j = 1, . . . , d, there holds
N1/2(Ĝi,σ(j) −Gi,σ(j)) D−−−−→
N→∞
N (0, Vi,σ(j)), (36)
where Vi,σ(i) = τi and
Vi,σ(j) =
βi − γ2i + βj − γ2j + α2j − η2i − η2j
(|αi|+ |αj |)2 , j 6= i. (37)
Example 3. We intend to validate (36) based on the minimum
distance index proposed in [33]. According to [33, Theorem
1], if (36) holds then
lim
N→∞
E[‖off(Ĝ)‖2F ] =
d∑
i,j=1;i 6=j
Vi,σ(j), (38)
where off(Ĝ) is the matrix obtained by setting the “diagonal”
entries Ĝi,σ(i) to zero, i = 1, 2, 3 and ‖ · ‖F denotes the
Frobenius norm. The idea here is to compute the empirical
average of ‖off(Ĝ)‖2F for some large N in many independent
trials and compare it with the term on the right-hand side
of (38). We consider the case of d = 3 with three different
nonlinearities G1 = kurtosis, G2 = gauss, G3 = tanh and
three different sources s1 ∼ Bimod(3,−0.3), s2 ∼ GG(4)
and s3 ∼ Laplace. Here Bimod(a1, a2) denotes the bimodal
Gaussian distribution with two modes at a1 and a2 and GG(α)
denotes the generalized Gaussian distribution with parameter
α. More details of the distributions used here can be found
in Appendix D. In the simulations, the mixing matrix is fixed
to be H = I and a number of different sample sizes, from
N = 500 to N = 20000, are considered. Two scenarios are
investigated here: In the first scenario, we let the generalized
symmetric FastICA algorithm start at I = (e1, e2, e3)T, so that
the nonlinearity Gi is assigned to extract si for each i = 1, 2, 3.
In the second scenario, the algorithm starts at (e2, e3, e1)T,
in which case G1, G2, G3 are assigned to extract s2, s3, s1
respectively. The simulation results are given in Fig. 2, which
confirm the validity of (36).
D. Asymptotic performance with known E[y]
In this section, we investigate the limiting distribution of the
generalized FastICA with the assumption that E[y] is known.
Consider
C˜
def
=
1
N
N∑
t=1
(
y(t)− E[y])(y(t)− E[y])T,
x˜(t) = C˜−1/2
(
y(t)− E[y]), t = 1, . . . , N,
where E[y] is used instead of y¯. Denote by W˜ the limit of
generalized symmetric FastICA with input x˜(t). Then B˜ def=
W˜C˜−1/2 is an estimator of B. In this case, the function ψ(·, ·)
used in the M-estimator becomes
ψ˜(W,y)
def
=

wT1 yy
Tw1 − δ11
...
wTdyy
Twd − δdd
g˜1
(
wT1 y
)
wT2 y − g˜2
(
wT2 y
)
wT1 y
...
g˜d−1
(
wTd−1y
)
wTdy − g˜d
(
wTdy
)
wTd−1y

, (39)
which is clearly different from (28). Eventually, this leads to
a different limiting distribution:
N1/2(b˜i − bi) D−−−−→
N→∞
N (0, R˜i),
where
R˜i =
d∑
j 6=i
βi − γ2i + βj − γ2j + α2j − η2j
(|αi|+ |αj |)2 bjb
T
j + τbib
T
i
+
d∑
j 6=i
bjηj
(|αi|+ |αj)|
d∑
j 6=i
bTj ηj
(|αi|+ |αj |)
−
d∑
j 6=i
E[s3i ]E[g(sj)]
2(|αi|+ |αj |) (bjb
T
i + bib
T
j ). (40)
The proof of this result is quite similar to that of Theorem 8.
It is omitted here due to the lack of space.
Remark 11. It is easy to see that the asymptotic variance of
the entries of the former gain matrix is given by
V˜i,σ(j) = h
T
σ(j)R˜ihσ(j)
=
βi − γ2i + βj − γ2j + α2j
(|αi|+ |αj |)2 , j 6= i, (41)
and V˜i,σ(i) = τi. Comparing (41) with (37), we observe that
V˜i,σ(j) ≥ Vi,σ(j) for j 6= i and the equality takes place
only if ηi and ηj vanish. By definition ηi
def
= E[gi(sσ(i))],
the latter may happen if both sσ(i) and sσ(j) have symmetric
distributions.
Example 4. In this example we intend to verify the asymptotic
normality established in Theorem 8 as well as the asymptotic
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Fig. 3. Histograms of N1/2(Ĝ1j −G1j) for j = 1, 2, 3 in 5000 independent trials with N = 10000 versus the curves of Gaussian PDFs with asymptotic
variances given by formula (37) (in dashed curve) and (41) (in solid curve).
variances formulae (37) and (41) using histograms. We fix a
large sample size N and then compute N1/2(Ĝij −Gij) in
many independent trials. If the asymptotic normality holds,
then the histogram of N1/2(Ĝij −Gij) obtained should re-
semble that of a normal distribution. Here we consider the case
N = 10000, d = 3 and three different nonlinearity functions:
G1 =“Gauss”, G2 =”Tanh”, G3 =“kurtosis”. The sources
have identical distribution: si ∼ Bimod(3,-0.3) for i = 1, 2, 3,
The simulations were carried out in two independent scenarios.
In the first scenario, FastICA was implemented with exact
data centering (i.e. using y(t) − E[y]). In the second one,
it was implemented with empirical data centering (i.e. using
y(t)− y¯).
The three figures in the first row corresponds to the case
of exact centering. The histograms of N1/2(Ĝ1j −G1j) for
j = 1, 2, 3 and the curves of Gaussian PDFs with variances
given by (37) (in solid curve) and (41) (in dash curve) are
plotted. We observe from the first row that the histograms
match well the dashed curves in all plots. This observation
confirms the validity of (41). The three figures in the second
row corresponds to the scenario of empirical centering. In this
case, the histograms match the solid curves, which confirms
(37). Note that the solid curve and the dashed curve overlap
in the two figures of the first column. Therefore only the solid
curve is visible.
E. Related work
Many researchers have studied the asymptotic behavior of
FastICA [22], [12], [23], [16], [13], [34], [35]. However, most
of the work were dedicated to the one-unit version of the
algorithm, which is much easier to deal with.
The first result on this subject seems to be [22]. In this
work, the author derived the trace of the asymptotic covariance
matrix of the one-unit FastICA estimator:
Trace(Ri) = c · βi − γ
2
i
α2i
, (42)
where c is a constant that depends only on the mixing matrix.
The main limitation of the work is that the author assumed
the usage of the exact mean and covariance matrix in the data
preprocessing. In other words, the impact of empirical data
centering and whitening was not taken into account.
Paper [12] along with [23] tackle the one-unit FastICA with
the deflation procedure (10). Using the method of Influence
Function, the author derived a closed-form expression of the
asymptotic covariance matrix for the general ith sequentially
estimated demixing vector using one-unit FastICA:
R1Ui =
i−1∑
j=1
βj − γ2j − η2j + α2j
α2j
bjb
T
j + τibib
T
i
+
βi − γ2i − η2i
α2i
d∑
j=i+1
bjb
T
j . (43)
For the extraction of the first source s1, the expression above
is reduced to
R1U1 =
β1 − γ21 − η21
α21
d∑
j=2
bjb
T
j + τ1b1b
T
1 . (44)
Both (43) and (44) are validated by numerical simulations.
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Contribution [13] also studies the one-unit FastICA with the
deflation procedure (10). The authors generalized the results
of [12] by allowing the usage of different nonlinearities in
different deflation stage of one-unit FastICA, in order to
achieve a better separation performance. Besides, a method
that renders the deflation-based FastICA affine equivariant is
also proposed.
Another important work is [16], in which the Crame´r-Rao
lower bounds for ICA, along with asymptotic covariance ma-
trices of both one-unit and symmetric FastICA were derived:
V 1Ui,j =
βi − γ2i
α2i
, j 6= i.
V SYMi,j =
βi − γ2i + βj − γ2j + α2j
(|αi|+ |αj |)2 , j 6= i. (45)
Expression (45) is different from our result (37) but coincides
with (41). In our opinion, the main drawback of this result is
that it is based on a heuristic approach. Expression (45) is only
valid if all sources involved have symmetrical distributions, as
is explained in Remark 11. In the general case, it is easy to
verify that only (37) is correct, see e.g. Fig 3.
The most recent work on this subject seems to be [34]. The
authors derived the limiting distributions for the symmetric
FastICA with “kurtosis” nonlinearity, along with several other
cumulant-based ICA algorithms.
F. Approaching the Crame´r-Rao bound
As is explained in Section IV-D, the generalized symmetric
FastICA algorithm is not affine equivariant by allowing the
usage of different nonlinearities, as the outcome of the algo-
rithm depends on how the nonlinearities are assigned to the
sources. However, there is a gain in separation performance,
i.e. the algorithm has the potentiel to attain the Crame´r-Rao
lower bound for ICA.
If the source signals have smooth probability density func-
tions (PDF), then their respective score function exists:
ψi(x)
def
=
f ′i(x)
fi(x)
,
where fi denotes the PDF of the ith source signal. Denote
κi
def
= E[ψ2i (si)] =
∫
R
f ′2i (x)
fi(x)
dx.
The Crame´r-Rao bound (CRB) for linear ICA model (1) has
already been studied in [16], [17]. It is shown that under some
mild conditions, the CRB for the asymptotic variance of the
entry of gain matrix exists and is equal to
CRB(Vij) =
κi
κiκj − 1 . (46)
It is explained in [15] that one can attain the CRB (46) by
choosing the nonlinearities wisely. The authors proposed to
run the generalized symmetric FastICA algorithm multiple
times with the optimum nonlinearities for each independent
component. Although this method is based on expression (45),
which does not hold for sources with asymmetric distribution,
the conclusion remains valid. In fact, when the optimum
nonlinearities are chosen, quantities ηi vanishes for all i, hence
(45) coincides with (37). To see this, let us fix an index i and
take
gopti (x) = ψi(x) (47)
goptj (x) =
1
κj
ψj(x), j 6= i. (48)
Straightforward calculation gives
βi = E[ψi(si)2] = κi
γi = E[ψi(si)si] = 1
αi = E[ψ′i(si)− ψi(si)si] = κi − 1
ηi = E[ψi(si)] = 0.
while βj = γj = κ−1j , αj = 1 − κ−1j and ηj = 0. Inserting
these values in (37), we obtain
Vij =
κi − 1 + κ−1j − κ−2j + (1− κ−1j )2
(κi − 1 + 1− κ−2j )2
=
κj
κiκj − 1
= CRB(Vij). (49)
Remark 12. There are some practical issues here. To exploit
this result, one needs to 1) estimate ψi(·) for each i and
2) assign each gi = ψˆi(·) to the corresponding si, while a
priori one knows neither the PDFs nor the direction for each
of the sources. To resolve these issues, it is proposed [15],
[13] to obtain first a preliminary demixing matrix via e.g.
the ordinary symmetric FastICA with nonlinearity “tanh”, or
another ICA method such as JADE [5]. Using the preliminary
demixing matrix, one can then estimate each score function
ψi(·) based on the empirical distribution of the extracted
source si, and determine the (approximate) direction for each
si. Nevertheless, since the nonlinearity ψˆi is only a estimation
of ψ, one can only approach the CRB in practice. The readers
are referred to [15] for simulation results.
VI. CONCLUSION
The contribution of this work is twofold: 1) It is shown
that the algorithm optimizes a function that is a sum of
the contrast functions used by traditional one-unit FastICA
with a correction of sign; 2) The limiting distribution of the
generalized symmetric FastICA algorithm is derived, and an
original closed-form expression of the asymptotic covariance
matrix is given. Numerical simulations match very well our
theoretical prediction.
APPENDIX A
PROOF OF THEOREM 4 (II)
A. Some preliminary results
We will need the Uniform Strong Law of Large Numbers
(USLLN). The following version of USLLN can be found in
[36]. For a detailed discussion of this theorem, we refer to
[37], [38].
Theorem 13 (USLLN). Let y(1), . . . ,y(N) be an i.i.d. sam-
ple of a d-variate distribution, and let θ be non random vectors
in a compact subset Θ ∈ Rm. Moreover, let h(θ,y) be a
Borel measurable function on Rd × Θ such that for each y,
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h(θ,y) is a continuous function on Θ. Finally, assume that
E[supθ∈Θ |h(θ,x)|] <∞. Then we have almost surely
lim
N→∞
sup
θ∈Θ
∥∥∥EN[h(θ,y)]− E[h(θ,y)]∥∥∥ = 0.
Lemma 14. Let G : R→ R be a nonlinearity function and x
be the standardized signal. Suppose that Assumptions (1)-(3)
in Section IV-A are satisfied. Then we have
sup
w∈S
‖E[G(wTx)]− EN [G(wTx)]‖ a.s.−−−−→
N→∞
0.
Proof: It suffices to show
sup
w∈S
∥∥∥E[Gi(wTAs)]− 1
N
N∑
t=1
Gi
(
wTÂs(t)
)∥∥∥
a.s.−−−−→
N→∞
0. (50)
It is easily seen that Â a.s.−−−−→
N→∞
A. Besides by hypothesis of
G there holds
E
[
sup
w∈S
|G(wTx)|
]
≤ E
[
sup
w∈S
c(|wTx|p + 1)
]
<∞.
Note that S is a compact set. Applying USLLN to G(wTAs)
gives
sup
w∈S
∥∥∥E[G(wTAs)]− 1
N
N∑
t=1
G
(
wTAs(t)
)∥∥∥
a.s.−−−−→
N→∞
0. (51)
Next, let us show that
sup
w∈S
∥∥∥ 1
N
N∑
t=1
G
(
wTÂs(t)
)
− 1
N
N∑
t=1
G
(
wTAs(t)
)∥∥∥
a.s.−−−−→
N→∞
0. (52)
Using the mean value theorem, it is easily seen that the term
on the left hand side above is bounded by
c
N
N∑
t=1
(
‖Ĉs(t)‖+ ‖As(t)‖
)p
‖s(t)‖‖Â−A‖,
which converges to zero almost surely.
Lemma 15 and Lemma 16 below can be found in e.g. [32].
Here we state them without proofs.
Lemma 15. For a full rank square matrix M, we have
(MMT)−1/2M = I if and only if M is symmetric and positive
definite.
Lemma 16. An orthogonal matrix W is a fixed point of F
(resp. F̂) if and only if there exists a diagonal matrix Λ
verifying Λ2 = I, such that H(W)WTΛ (resp. Ĥ(W)WTΛ)
is symmetric and positive definite.
Lemma 17. Let W∗ be a given demixing matrix. There
exists r > 0 such that for any W ∈ Br(W∗) ∩ Od, matrix
Ĥ(W)WTΛ∗ is almost surely positive definite provided that
N is large enough, where
Λ∗ def= diag
(
sign(α1), . . . , sign(αd)
)
.
Proof: First, we show that if R = diag(r1, . . . , rd) is a
diagonal matrix with strictly positive diagonal entries ri, then
for any perturbation ∆ such that ‖∆‖ < rk def= mini{ri}, the
matrix R + ∆ is positive definite. In fact, for any x, we have
xT(R + ∆)x = xTRx + xT∆x, where
|xT∆x| ≤ ‖∆‖‖x‖2 < rk‖x‖2 < xTRx.
This means xT(R+∆)x > 0, hence R+∆ is positive definite.
Now let us denote
K(W) def= diag(g′(Wx))Λ∗ − g(Wx)xTWTΛ∗.
Then we have
E[K(W)] = H(W)WTΛ∗.
As shown in the proof of Theorem 4 (i), there holds
E[K(W∗)] = H(W∗)W∗TΛ = LW∗W∗TΛ∗
= diag(|αi|),
Denote  = mini{|αi|}. By the continuity of K, there exists
r such that
sup
W∈Br(W∗)
‖E[K(W∗)]− E[K(W)]‖ < 
2
. (53)
Besides, applying USLLN gives
sup
W∈Br(W∗)
‖E[K(W)]− EN [K(W)]‖ a.s.−−−−→
N→∞
0,
If N is large enough, then almost surely
sup
W∈Br(W∗)
‖E[K(W)]− EN [K(W)]‖ ≤ 
2
. (54)
Combining (53) and (54) yields
sup
W∈Br(W∗)
‖E[K(W∗)]− EN [K(W)]‖ < . (55)
Now that E[K(W∗)] is a diagonal matrix with strictly positive
diagonal entries and the perturbation (55) can be arbitrarily
small, we conclude that Ĥ(W)WTΛ∗ = EN [K(W)] is
almost surely positive definite for any W ∈ Br(W∗).
B. Proof of Theorem (4) (ii)
Using Lemma 14, we can show that
sup
W∈Br(W∗)
‖JW∗(W)− ĴW∗(W)‖ a.s.−−−−→
N→∞
0
for any r > 0. Hence there exists a local minimizer of
ĴW∗(W) =
d∑
i=1
sign(αi)EN [Gi(wTi x)] (56)
in Br(W∗) on O(d). Let us denote this local minimizer by
Ŵ. Now we show that Ŵ is also a fixed point of F̂ . By
Lemma 16, it suffices to find a diagonal matrix Λ such that
Λ2 = I and
Ĥ(Ŵ)ŴTΛ = EN
[
diag
(
g′(Ŵx)
)
− g(Ŵx)xTŴT
]
Λ
is a symmetric and positive definite matrix.
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We take Λ = Λ∗ = diag
(
sign(α1), . . . , sign(αd)
)
.
The positiveness of Ĥ(Ŵ)ŴTΛ∗ is confirmed by Lemma
17. Then it remains to prove the symmetry. Since
diag
(
g′(Ŵx)
)
is symmetric, we need only to show that
EN
[
g(Ŵx)xTŴT
]
Λ∗ is also symmetric.
Now let us return to the minimization of (56). Notice that
G1, . . . , Gd are all even functions, therefore not only Ŵ, but
also U def= Λ∗Ŵ are local minimizers of ĴW∗ on O(d). Now
write
ĴW∗(W) =
d∑
i=1
EN [G˜i(wTi x)],
where G˜i = sign(αi)Gi for i = 1, . . . , d. Applying Lemma 6
to U and ĴW∗ , we obtain the symmetry of
EN [g˜(Ux)xTUT] = EN [Λg(ΛŴx)xTŴTΛ].
Since G1, . . . , Gd are all even functions, g1, . . . , gd are odd.
It follows that matrix
EN [Λg(ΛŴx)xTŴTΛ] = EN [g(Ŵx)xTŴTΛ]
is symmetric. The proof is then achieved.
APPENDIX B
PROOF OF LEMMA 7
To achieve Lemma 7, we rely on Lemma 6, which states
that if an orthogonal matrix Ŵ optimizes
d∑
i=1
EN sign(αi)[Gi(wTi x)]
def
=
d∑
i=1
EN [G˜i(wTi x)],
then it is such that EN [g˜(Ŵx)xTŴT] is symmetric. Taking
into account the orthogonality constraint, we derive the fol-
lowing characterization: Ŵ must satisfy
ŴTŴ = I, (57)
EN [g˜(Ŵx)xTŴT] = EN [Ŵxg˜(Ŵx)T].
Applying the change of variable B̂ def= ŴĈ−1/2 yields
B̂TĈB̂ = I, (58)
EN [g˜(B̂Ĉ1/2x)xTĈ1/2B̂T] = EN [B̂Ĉ1/2xg˜(B̂Ĉ1/2x)T].
(59)
Introducing auxiliary variable µˆ = y¯ and recalling that Ĉ =
Ey[(y − y¯)(y − y¯)T], we can rewrite (58) as
Ey[B̂T(y − µˆ)(y − µˆ)TB̂] = I (60)
Besides, substituting x(t) = Ĉ−1/2(y(t)− µˆ) in (59) gives
EN
[
g˜
(
B̂(y − µˆ))(y − µˆ)TB̂T]
= EN
[
B̂(y − µˆ)g˜(B̂(y − µˆ))T]. (61)
Combining (60) (61) and the auxiliary constraint µ = y¯
together, we get EN [ψ(θˆ,y)] = 0. Statement (ii) of Lemma
7 follows from a similar argument.
APPENDIX C
PROOF OF THEOREM 8
We give the proof for B = H−1. In this case, bi
corresponds to the extraction of si for i = 1, . . . , d and
the permutation σ appeared in Theorem 8 is an identity
permutation. The general case can be treated similarly.
According to [30], the asymptotic normality of the estimator
relies on the following conditions:
- for every θ1 and θ2 in a neighborhood of θ∗, there exists
a measurable function K(·) with E[K(y)2] < ∞ such
that
‖ψ(θ1,y)−ψ(θ2,y)‖ ≤ K(y)‖θ1 − θ2‖;
- E[‖ψ(θ∗,y)‖2] <∞;
- the map θ → E[ψ(θ,y)] is differentiable at a zero θ∗;
- θˆ P−→ θ∗;
With the assumptions stated in Section IV-A, it is not very
hard to verify these conditions.
Now, we are going to solve (34) for T. Write
T = (tTµ, t11, t12, . . . , tdd, t
T
w1w2 , . . . , t
T
wd−1wd)
T,
M = (mTµ,m11,m12, . . . ,mdd,m
T
w1w2 , . . . ,m
T
wd−1wd)
T,
Q = E

∂w1ψµ · · · ∂wdψµ ∂µψµ
∂w1ψ11 · · · ∂wdψ11 ∂µψ11
...
. . .
...
...
∂w1ψwd−1wd · · · ∂wdψwd−1wd ∂µψwd−1wd
 ,
where
∂w1ψµ
def
=
∂
∂w1
ψµ(θ,y)
∣∣∣
θ=θ∗
.
The entries of Q can be given explicitly:
E[∂wkψij ] = 0, k 6= i, j
E[∂wiψij ] = hTj
E[∂wiψii] = 2hTi
E[∂µψij ] = 0
E[∂wkψwiwj ] = 0, k 6= i, j
E[∂wiψwiwj ] = λijh
T
j
E[∂µψwiwj ] = ηjb
T
i − ηibTj , j 6= i,
where λij = E[g′(zi)− g(zj)zj ].
It then follows that
twi =
d∑
j 6=i
bjmwiwj
λij + λji
+
d∑
j 6=i
bjλjimij
λij + λji
+
d∑
j 6=i
(ηjbjb
T
i − ηibjbTj )mµ
λij + λji
+
bimii
2
,
Next, we calculate E[twitTwi ], which is the asymptotic
covariance matrix of N1/2(bˆi − bi). To achieve this, we
need to compute E[ψ(θ∗,y)ψ(θ∗,y)T] first, which is the
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covariance matrix of M. Let i, j, k, l be different subscripts.
It is easily seen that
E[ψµψ
T
µ] = HH
T
E[ψµψij ] = 0
E[ψµψii] = hiE[s3i ]
E[ψµψwiwj ] = ηihj − ηjhi
E[ψiiψii] = τi
E[ψijψji] = 1
E[ψijψil] = 0
E[ψiiψij ] = 0
E[ψwiwjψwiwj ] = βi + βj − 2γiγj ,
E[ψwiwjψwiwk ] = ηjηk,
E[ψwiwjψwjwk ] = −ηjηk,
E[ψwiwjψwkwj ] = ηjηk,
E[ψwiwjψwkwi ] = −ηjηk,
E[ψwiwjψwkwl ] = 0
E[ψiiψwiwj ] = −E[s3i ]ηj
E[ψiiψwjwk ] = 0
E[ψijψwiwj ] = γi − γj
E[ψikψwiwj ] = 0
E[ψklψwiwj ] = 0.
After some tedious algebraic simplifications, expression (35)
follows.
APPENDIX D
SOME PROBABILITY DISTRIBUTIONS
A. Generalized Gaussian distribution GG(α)
The generalized Gaussian density function with parameter
α, zero mean and unit variance is given by
fα(x) =
αβα
2Γ(1/α)
exp {−(βα|x|)α},
where α is a positive parameter that controls the distributions
exponential rate of decay, Γ is the Gamma function, and
βα =
√
Γ(3/α)
Γ(1/α)
.
This generalized Gaussian family encompasses the ordinary
standard normal distribution for α = 2 , the Laplace distri-
bution for α = 1, and the uniform distribution in the limit
α→∞.
B. Bimodal distribution with Gaussian mixture
The bimodal distribution used in this paper consists of a
mixture of two Gaussian distribution. Define random variable
X = ZY1 + (1− Z)Y2,
where Yi ∼ N (µi, σ2i ) and Z ∼ B(p) are mutually inde-
pendent random variables. Here, B(p) denotes the Bernoulli
distribution with parameter p, i.e. P(Z = 1) = p and
P(Z = 0) = 1 − p. It is easy to see that the probability
density function (PDF) of X is given by
fX(x) = pfY1(x) + (1− p)fY2(x),
where fYi is the PDF of Yi for i = 1, 2.
Now take any µ1, µ2 such that µ1µ2 < 0 and |µ1µ2| < 1,
then let σ21 = σ
2
2 = 1− |µ1µ2| and
p =
|µ2|
|µ1|+ |µ2| .
Defined in such a way, X is a random variable with zero
mean, unit variance and two modes at µ1 and µ2. Notably, if
µ1 6= −µ2, then the distribution of X is asymmetric. Since the
PDF of X is completely determined by µ1, µ2, we use them
as controlling parameter and denote by “Bimod(µ1, µ2)” the
distribution of X .
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