In this paper, we first determine that the first four trees of order n 9 with the smallest algebraic connectivity are P n , Q n , W n and Z n with α(P n ) < α(Q n ) < α(W n ) < α(Z n ) < α(T ), where T is any tree of order n other than P n , Q n , W n , and Z n . Then we consider the effect on the Laplacian eigenvalues of connected graphs by suitably adding edges. By using these results and methods, we finally determine that the first six connected graphs of order n 9 with the smallest algebraic connectivity are P n , Q n , Q n , W n , W n and W n , with α(P n ) < α (Q n 
Introduction
Let G = (V , E) be a graph with vertex set V = {v 1 
vertex degrees of G, respectively, where d(v i ) is the degree of the vertex v i ∈ V (G). The matrix L(G) = D(G) − A(G)
is called the Laplacian matrix of the graph G because it is a discrete analogue of the Laplace differential operator (see [13] ). It is well known that L(G) is positive semidefinite and singular. Moreover, when G is connected, L(G) is irreducible. Denote its eigenvalues by μ 1 (G) μ 2 (G) · · · μ n (G) = 0, which are always enumerated in non-increasing order and repeated according to their multiplicity. In particular, we call the largest Laplacian eigenvalue of G the Laplacian spectral radius, denoted by μ(G). In [5] , Fiedler showed that μ n−1 (G) is 0 if and only if G is disconnected. Thus μ n−1 (G) is popularly known as the algebraic connectivity of G and is usually denoted by α (G) .
If Y ∈ R n is a column vector, it will be convenient to associate with Y a labelling of G in which vertex v is labelled Y (v) . Such labellings are sometimes called vertex valuations of G. If G is connected and X and Z are unit eigenvectors of G corresponding to μ(G) and α(G), respectively, it is obvious that X T e n = Z T e n = 0, where e n = (1, 1, . . . , 1) T is an n dimensional column vector, and
For A = (a ij ) an n × n 1 matrix and B an m × m 1 matrix we denote by A ⊗ B the matrix (a ij B) (in block partitioned form) and call it the tensor product of A with B. It is easy to see that A ⊗ B is an nm × n 1 m 1 matrix and I m ⊗ I n = I mn , where I m denotes the identity matrix of order m.
In the following, we always assume that n 6. A path with n vertices is denoted by P n . The near path Q n is the tree on n vertices obtained from a path P n−1 : v 1 v 2 · · · v n−2 v n−1 by attaching a new pendant edge v n−2 v n at v n−2 .
Let W n be the tree on n vertices obtained from a path P n−2 : v 2 v 3 · · · v n−2 v n−1 by attaching a new pendant edge v n−2 v n at v n−2 and another new pendant edge v 1 v 3 at v 3 , respectively.
Let Z n be the tree on n vertices obtained from a path P n−1 : v 1 v 2 · · · v n−2 v n−1 by attaching a new pendant edge v n−3 v n at v n−3 .
Let Q = Q n + v n−1 v n , W n = W n + v 1 v 2 and W n = W n + v 1 v 2 + v n−1 v n . The above graphs are shown in Fig. 1 .
In this paper, we first determine in Section 3 that the first four trees of order n 9 with the smallest algebraic connectivity are P n , Q n , W n and Z n with
where T is any tree of order n other than P n , Q n , W n , and Z n .
Next, we consider in Section 4 the effect on the Laplacian spectral radii and algebraic connectivity of graphs by suitably adding edges. By using this method of adding edges, we can deduce that α(Q n ) = α(Q n ) and α(W n ) = α(W n ) = α(W n ). From these results we finally determine in Section 5 that the first six connected graphs of order n 9 with the smallest algebraic connectivity are P n , Q n , Q n , W n , W n and W n , with 
where G is any connected graph of order n other than P n , Q n , Q n , W n , W n and W n .
Preliminary results
Lemma 2.1 [7] . Let G be a graph and let G = G + e be the graph obtained from G by inserting a new edge e into G. Then the Laplacian eigenvalues of G and G interlace, that is,
The following inequalities are known as Cauchy's inequalities and the whole theorem is also known as interlacing theorem [3] . Lemma 2.3 [7] . If T 1 is a subtree containing at least two vertices of a tree T , then we have
The following results can be found in [10, p. 408] . 
There exists a permutation matrix P of order mn such that 
The ordering of trees by algebraic connectivity
Let B be a real square matrix. We shall denote by 
Let v be a vertex in a connected graph G with at least two vertices and suppose that two new paths P : Fig. 2 
The following lemma is called "the method of grafting pendant edges". Lemma 3.2 [9] . Let G be a connected graph with at least two vertices. Let G k,l and G k+1,l−1 (k l 1) be the graphs defined as above, and X be a unit eigenvector of
and that inequality is strict if X(v 1 ) and X(u 1 ) are not all zero. Lemma 3.3. Let e = uv be a cut edge of a graph G, where
Proof. Comparing the coordinates corresponding to the vertex u of the both sides of the equation
The result follows from this equation. 
Proof. It is easy to obtain from
Now let S n (k 1 , . . . , k r ) be a tree of order n consisting of r paths (with lengths k 1 , . . . , k r , respectively) with a common end vertex u (see Fig. 3 ), here we have k 1 + · · · + k r = n − 1.
From this notation we can see that Q n = S n (n − 3, 1, 1) and Z n = S n (n − 4, 2, 1).
Corollary 3.1. Let T = S n (n − 4, 1, 1, 1) be a tree of order n 5.
Then we have α(T ) > α(Z n ).
Proof. Since Z n = S n (n − 4, 2, 1), by using the method of grafting pendant edges given in Lemma 3.
we directly have α(T ) α(Z n ).
To show the strict inequality, let X be an unit eigenvector of L(T ) corresponding to α = α(T ). Then α < 1 since T is not the star. Let v 2 , v 3 , v 4 be the three pendant vertices in T adjacent to u, we claim that X(v 2 ), X(v 3 ) and X(v 4 ) are not all zero. For otherwise, we would have X(u) = 0 by Lemma 3.3. Then by using Lemma 3.3 several times we would have X ≡ 0, contradicting X being an eigenvector. Thus X(v 2 ), X(v 3 ) and X(v 4 ) are not all zero, so we have α(T ) > α(Z n ) by using the strict inequality condition in Lemma 3.2. 
Corollary 3.2. Let n
Proof. (1) By using the method of grafting pendant edges given in Lemma 3.2 we have α(
To show the strict inequality, we still let X be an unit eigenvector corresponding to α = α(T ). Let v 1 and v 2 be the pendant vertices in T on the paths of lengths n − 5 and 3, respectively. Then similar to the proof of Corollary 3.1 we can show that X(v 1 ) and X(v 2 ) are not all zero (otherwise we can show that X ≡ 0 by using Lemma 3.3 several times, a contradiction). Thus we have the strict inequality α(T ) > α(Z n ).
(2) By using Lemma 3.2 we can easily obtain (for a 3 and b 3):
Let 
Corollary 3.3. Let n 8 and T = W n (a, 1; c, d) with a 2. Then α(T ) > α(Z n ).
Proof. By grafting pendant edges on the paths P 3 and P 4 (see Fig. 4 ), we have α(T ) α(S(n − a − 2, a, 1)). By using the similar arguments as in Corollary 3.1 and 3.2 and using the fact that b = 1 (i.e., u and v 2 are adjacent), we can actually have the strict inequality (in above inequality). Thus by the hypothesis a 2 we have
Theorem 3.1. Let T be a tree of order n 9 and T /
Proof. Let (T ) be the maximum degree of T . Then (T ) 3 since T / = P n . We now distinguish the following three cases:
Write r = (T ) and let u be a vertex in T with the maximum degree r.
First we show that T can be transformed to a tree of the form S n (k 1 , . . . , k r ) by using grafting pendant edges seveeral times. 
. , k r ).
(ii) Otherwise, let v be a vertex with degree 3 different from u which is farthest from u. Then we can use the methods of grafting pendant edges given in Lemma 3.2 on those "pendant paths" starting at v to transform T to a new tree T 0 in which v is a vertex of degree 2. So by using induction on the number of vertices with degree 3 we can see that T can be transformed to a tree of the form S n (k 1 , . . . , k r ) by using grafting pendant edges several times. (iii) Next, since r 4, it is clear that S n (k 1 , . . . , k r ) can be transformed to S n (n − 4, 1, 1, 1) by using grafting pendant edges several times. So by Lemma 3.2 and Corollary 3.1, we have 
Next we want to show that α(Z n ) > α(W n ). For this purpose, we also need some preliminary results in the following Lemmas 3.5 and 3.6.
Let L n be the Laplacian matrix of the path P n = v 1 v 2 · · · v n whose ith row (and the ith column) corresponds to the vertex v i (i = 1, . . . , n). Let B n be the matrix of order n obtained from L n+1 by deleting its last row and last column, and H n be the matrix of order n obtained from L n+2 by deleting its first and last rows and columns.
We have
Proof. (1) Let E ij be the matrix of order n with the (i, j ) entry 1 and all the other entries 0.
(2) Expand det(xI n − H n ) on the first row we obtain the recursive formula for (H n ).
The recursive formulas for (B n ) and (P n ) follow from (1) and the recursive formula of (H n ) ( together with its linearity). (3) Using the recursive formula of (B n ) (replacing n by n + 1) we have
(4) (P n+1 ) + (P n ) (3) = x (B n ) (1) = x (H n ) + x (H n−1 ),
Lemma 3.6. Let R n = L(P n ) + E 22 and F n = B n + E 22 . Then we have
Proof. Let L 2 (P n ) be the matrix of order n − 1 obtained from L(P n ) by deleting its second row and second column. By using the additive property of the determinant on the second row of the matrix xI n − R n , we have
Similarly we can prove (2).
Theorem 3.2. For n 9, we have α(Z n ) > α(W n ).
Proof. Consider the Laplacian characterstic polynomials of W n and Z n , respectively. Take u = v n−2 and v = v n−1 . From Lemma 3.1, we have
where K 1 is the graph of order 1 (and thus (K 1 ) = x), and V 2 = {v n−2 , v n−1 }. Also we have
where
Subtracting (3.1) by (3.2), we obtain
Substitute this into Eq. (3.3) we have
By direct calculation, we have
From the above two equations, we have
Since f (0) = 1 > 0 and f (
where τ (B 4 ) τ (B n−5 ) follows from Lemma 2.2 (since B 4 is a principal submatrix of B n−5 ).
Also from the structure of the tree Z n (see Fig. 1 ), we can see that
So by Lemma 2.2 (Cauchy interlacing theorem) we have
Since B n−5 is a principal submatrix of L(Z n ), by Lemma 2.2 we also have
Now we write α = α(Z n ), then 0 < α < 1. It follows from (3.6) that
Also, by Lemma 2.3 we have
Thus from (3.4), (3.7) and (3.8) we have
which implies that (since μ n (W n ) = 0):
So we must have α(W n ) < α = α(Z n ).
Combining Theorems 3.1 and 3.2 and the results from [6], we have

Theorem 3.3. Let T be a tree of order n 9 and T / ∈ {P n , Q n , W n , Z n }. Then we have α(P n ) < α(Q n ) < α(W n ) < α(Z n ) < α(T ).
Proof. It is easy to show α(P n ) < α(Q n ) < α(W n ) by using Lemma 3.2. So the result follows from this and Theorem 3.1 and 3.2.
The effect on the Laplacian eigenvalues of connected graphs by adding edges
In this section, we use the tensor product of matrices to study how the Laplacian eigenvalues of connected graphs change by suitably adding edges to the graphs in certain particular manners as described below.
Let N(v i ) = {v j : v i v j ∈ E(G)}, and recall that e s denotes the s-dimensional column vector with all entries 1.
Let m G (λ) denote the multiplicity of λ as a Laplacian eigenvalue of the graph G. We now give the main result of this section. 1, 2 v 1i , v 2i , . . . , v si for each i (1 i k) . If μ * is the Laplacian spectral radius of the graph
Proof. We first prove (1) 1, 2, . . . , s) . Giving a suitable ordering for the vertices of G H s , we can assume that L(G 0 ) has the following form: (1 q n) ).
Let C = (c pq ) k×n . Thus we have from (1) of Lemma 2.4 that
where O m×n denotes the m × n zero matrix and
From Eq. (4.1), we can see that the matrix L V (G) (G H s ) (appearing in the statements of this theorem) is
Thus (1) 
From (2) of Lemma 2.4, we have 
where K s is the complete graph of order s, and (1) of Lemma 2.4 and Eq. (4.1), we have
. . , a n ) be a unit eigenvector of G * corresponding to μ * . Then L(G * )X = μ * X. Take the first ks coordinates of the both sides of this equation
So, we have from (1) 
where b i denotes the sum of all the entries of y i (i = 1, 2, . . . , k). By reasoning similarly as that of (2), we have if
Thus, we have
So we have
So ( 
where ⊕ denotes the direct sum of matrices. Since s 2, there exist two irreducible principal submatrices (4) follows. The proof is complete.
The following corollary is a special case of Theorem 4.1 where H = P k and D = diag (1, 0, . . . , 0) . 1, 2, . . . , s; k 1) 
, where u is one of the pendant vertices of P k+1 . (P k+1 ). So the result follows from (4) of Theorem 4.1.
Proof. By the hypothesis we see that
The following corollary is a special case k = 1 of Corollary 4.1. 
The ordering of connected graphs by algebraic connectivity
In this section, we will use "the method of adding edges" given in Section 4 and the results about ordering trees by algebraic connectivity given in Section 3 to determine the six connected graphs P n , Q n , Q n , W n , W n , W n of order n which have the smallest three algebraic connectivity among all connected graphs of order n (where some graphs are juxtaposed ), where P n , Q n , W n and
are defined in Section 1 and as shown in Fig. 1 .
We first prove some graph theoretical Lemmas 5.1-5.3.
Lemma 5.1. Let G be a connected graph of order n 9 which contains exactly n edges. If (G) = 3 and G / ∈ {Q n , W n }, then G contains a spanning tree T with T / ∈ {P n , Q n , W n }.
Proof. Let C be the unique cycle of G with length, say, l. If l 5, take a vertex v on C with degree 3 and take an edge e of C such that both of the two end vertices of e are not adjacent to v. Take the spanning tree T = G − e of G. Then we must have T / ∈ {P n , Q n , W n } since T contains a vertex v of degree 3 which is adjacent to at most one pendant vertex of T . So in the following, we may assume that l 4. Let v be a vertex on C with degree 3 such that the tree attached to C at v contains at least two vertices other than v (since n 9 and l 4). Take an edge e on C which is not incident with v. Take the spanning tree T = G − e. Then v is a vertex of degree 3 of T .
Then the vertex v of degree 3 of T is adjacent to at most one pendant vertex of T which implies that T / ∈ {P n , Q n , W n }.
Case 2. l = 3. Then T / = P n since v is a vertex of degree 3 in T .
Now suppose on the contrary that T ∈ {Q n , W n }, then the vertex v of degree 3 in T must be adjacent to two pendent vertices, say v 1 and v 2 . Then we must have e = v 1 v 2 , for otherwise in the unique cycle C of the original graph G = T + e, the tree attached to C at v would only contains one vertex (v 1 or v 2 ) other than v, contradicting the choice of v. Thus e = v 1 v 2 and so G ∈ {Q n , W n }, a contradiction. Proof. Let v be a vertex of degree 3 of G. Let e be an edge on some cycle C of G such that e is not incident with v. Let G 1 = G − e be a connected spanning subgraph of G. Now we can obtain our main result of this section.
Theorem 5.1. Let P n , Q n , Q n , W n , W n , W n be the connected graphs of order n 9 as shown in Fig. 1 . Then we have So the result follows from this and Theorem 3.3.
(2) We distinguish the following three cases. 
