The rapid advance in mobile communications has made information and services ubiquitously accessible. Location and context information have become essential for the effectiveness of services in the era of mobility. This paper proposes the concept of geo-context that is defined as an integral synthesis of geographical location, human motion state and mobility context. A geo-context computing solution consists of a positioning engine, a motion state recognition engine, and a context inference component. In the geo-context concept, the human motion states and mobility context are associated with the geographical location where they occur. A hybrid geo-context computing solution is implemented that runs on a smartphone, and it utilizes measurements of multiple sensors and signals of opportunity that are available within a smartphone. Pedestrian location and motion states are estimated jointly under the framework of hidden Markov models, and they are used in a reciprocal manner to improve their estimation performance of one another. It is demonstrated that pedestrian location estimation has better accuracy when its motion state is known, and in turn, the performance of motion state recognition can be improved with increasing reliability when the location is given. The geo-context inference is implemented simply with the expert system principle, and more sophisticated approaches will be developed.
Introduction
Rapid advances in mobile communications technology have made information and services ubiquitously accessible. The challenges of future mobility ecosystems in many aspects such as transportation, environmental sustainability and human well-being call for novel approaches to universal positioning and contextual thinking [1, 2] .
Smartphones have an ever-increasing number of advanced sensors and powerful computational resources, which make the smartphone the first truly ubiquitous mobile computing device that has the capability to host various intelligent applications. Maps and navigation have been two of the most widely used applications in modern smartphones, and they are able to answer questions such as the following:
• Where are you (location)?
• How can you travel from point A to B (route navigation)?
Computing intelligence is becoming ubiquitous and pervasive and will push another epochal shift in the evolution of technology toward the era of cognitive computing. Emerging technologies will continue to extend the boundaries of human limitations to enhance and augment our sensing capability [3] [4] [5] [6] [7] . It can be expected that more emerging signals and sensors will be integrated with mobile phones in the future, and they can be used for mobility sensing. For example, computer sensors combined with analytics engines will vastly extend our ability to gather and process sense-based information. In particular, spectral sensors and laser scanners have great potential to become standard features of future mobile platforms, due to their ever-smaller sizes, such that the smartphone will be an affordable personal mobile mapping platform [8, 9] . Consequently, cognitive computing systems will be able to sense, learn and even predict human mobility. Many studies have developed cognitive systems of social network structures based on human location and context knowledge. Studies [10, 11] have surveyed existing mobile phone sensing algorithms, applications, and systems. For instance, reference [12] introduces a system for sensing complex social systems using Bluetooth-enabled phones. Work [13] presents online algorithms to extract social contexts using global positioning system (GPS) traces. Reference [14] develops methods to automatically and unobtrusively learn the social network structures that arise within human groups based on wearable sensors. Works [15, 16] present smartphone navigation solutions based on personal motion knowledge. Campbell and Choudhury first introduce the concept of a cognitive phone and enumerate the potential applications in [17] ; it is argued that the cognitive phone will be the next step in the evolution of the mobile phone beyond the smartphone.
Beyond the current shape, a prospective cognitive phone is expected to be able to understand the mobility style, sense the health and well-being, and even make necessary interventions for a user's benefit [2, 17] . A cognitive phone should answer more contextual questions such as the following:
• What are you doing?
• What is the environment around you?
• What is your current situation?
• What can be done for your benefit?
Integrating the capability of contextual thinking with communication functionalities, a cognition-capable phone can, for instance, reject a coming call when a user is in a meeting and send back a notification message to the caller. A cognition-capable phone can issue a warning and even ask for an external intervention when a user is driving drunk or an elderly user has fallen [18] .
In this paper, the geo-context is defined as an integral synthesis of the geographical location, human motion states and mobility context. A geo-context computing solution consists of a positioning engine, a human motion state recognition engine, and a computing component of inferring the mobility context knowledge. In the geo-context concept, human motion states and geospatial context information are associated with the geographical location where they have occurred.
Many past studies have presented many methods and results of the estimation of pedestrian location and motion states, which were usually conducted separately in respective framework [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . This paper contributes in two aspects. First, pedestrian location and motion state are jointly estimated, and information regarding both physical variables is utilized reciprocally to improve the estimation performance of one another. In other words, pedestrian location estimation has better accuracy when its motion state is known, and in turn, the performance of motion state recognition can be improved with increasing reliability when the location is given. This paper presents certain experimental results that can be achieved by using hidden Markov model (HMM) methods for simultaneously estimating the pedestrian location and motion state. HMMs are preferred for modeling pedestrian movement because Markov models do not restrict the physical process to any specific function forms [33] . The mobility situation of pedestrian users may vary frequently and sharply in terms of speed, direction and motion states and cannot be modeled accurately by a closed function form [34] [35] [36] . In the proposed HMM approach, location is utilized to determine the current area type and consequently improve the calculation of state transition probability (STP) in the course of motion state estimation. In turn, the motion state improves the precision of STP in the positioning course. The more precise the state transition probabilities are, the more reliably the estimation can be achieved in the HMM method. Section 3 presents the methods of calculating the state transition probability to estimate the location and motion state, separately. This paper is organized as follows: It first reviews existing methods of smartphone mobility sensing, including location estimation and motion state recognition. It then presents the proposed geo-context computing solution, including the applied method and experimental results of office daily mobility. The paper then concludes with a summary and a proposal of further work.
Background of Smartphone Mobility Sensing
This section presents a review of positioning and motion state recognition techniques within a smartphone. A smartphone provides multiple types of measurements of built-in sensors and signals of opportunity (SoOP) that can be used for positioning and motion state recognition [10, 37, 38] , as illustrated in Figure 1 . Sensors include an accelerometer, gyroscope, compass, camera, barometer, acoustic sensor, proximity sensor, and even an ambient light sensor [4] [5] [6] [7] . Signals of opportunity are defined in this paper as signals that are not originally intended for positioning and navigation purposes, and they include radio frequency (RF) signals, e.g., cellular networks, digital television (DTV), frequency modulation broadcasting (FM), wireless local area networks (WLAN) and Bluetooth [24, 36, 39] , as well as naturally occurring signals such as Earth's magnetic field, ambient light, and polarized sun light [6, 7] . Each of the positioning methods has limitations in terms of positioning accuracy and availability. For example, global navigation satellite systems (GNSS) positioning is the most common technology embedded in navigators and smartphones. GNSS positioning derives the location of the user's receiver based on radio frequency signals transmitted by the satellite systems. It provides accurate outdoor positioning solution, while degraded accuracy and availability of GNSS in urban and indoor environments must be complemented by alternative indoor positioning solutions [35] . FM, DTV and cellular signals can also be used for positioning, but they offer only limited accuracy. Dead reckoning (DR) systems estimate relative locations using inertial sensors but suffer from accumulated positioning errors over time. A hybrid positioning solution is necessary to achieve indoor/outdoor seamless positioning and commonly integrates different technologies of relative and absolute positioning to provide an enhanced solution in terms of accuracy, reliability and availability.
It is preferable to use signals of opportunity for positioning in urban and indoor environments because of cost efficiency, operational practicability, and ubiquitous availability. The fingerprinting approach of SoOP positioning resolves the most likely position estimate by correlating observed SoOP measurements, e.g., a received signal strength indicator (RSSI) of WiFi, Bluetooth and Radio-frequency identification (RFID), with an established fingerprinting database. Classic fingerprinting algorithms include K-nearest neighbors [40, 41] , maximum likelihood estimation (MLE), probabilistic inference [30] , and pattern recognition techniques [24, 42] . These algorithms commonly consider moving positions as a series of isolated points and are hence related to the single-point positioning approach [19, 20] . These methods can be operated easily, whereas they may suffer from noisy position jumps due to high variation of RSSI observables.
States of motion dynamics describe the correlation of a user's locations over time. The knowledge of motion dynamics has been used through three approaches to improve positioning accuracy in past studies [22, 23, 25, 34, [43] [44] [45] . The first approach, a set of predefined movement models, has been used to represent a user's movement during the entire duration [23, 24] , whereas the second approach utilizes the topology of spatial objects to restrict potential moving directions and routes in indoor environments [43] [44] [45] [46] [47] . Both approaches calculate motion dynamics information (MDI) based on prior knowledge such as an existing building layout, instead of physically occurring motion. Because pedestrian motion is complex and speed and direction can be freely changed, it is not adequate to represent MDI using any pre-defined models. The third approach measures online motion states, and the corresponding result is more accurate and widely usable because it measures the real MDI during running time using physical sensors.
The smartphone is a preferable platform for sensing human motion states because there are a number of built-in motion sensors such as accelerometers, gyroscopes and magnetometers [17, 21] . This study concentrates on the recognition of human motion states such as sitting, standing and walking, which represent certain types of human activities that may result in location changes. Figure 2 illustrates the process of motion state recognition using smartphone sensors. The measurements of these sensors are used first to calculate informative signals and further feature values, which are used as the input of an activity classifier to resolve human motion states. In general, motion state recognition is related to a classification problem that can be managed using a number of algorithms, such as logics, K-nearest neighbor, support vector machine, artificial neural networks, decision trees and Bayesian techniques [37, 38, 47, 48] . Most classification algorithms take a memoryless process, which does not consider motion transition. Motion transition means that a person's current activity influences the subsequent activity. For example, if a person is currently lying down, the most probable activity he or she will be performing immediately afterwards is either to get up or to remain lying down, but usually not to fall and certainly not to run. It is commonly acknowledged that the knowledge of motion transitions is useful because the most likely sequence of motions can be estimated by using all historical measurements. The study in [27] utilizes the HMM method to recognize human motion states such as sitting, standing, walking, running, jumping, falling, and lying. The HMM method considers the motion states of a user as a correlated process in spatial and temporal domains, instead of a series of isolated events.
Geo-Context Computing Based on Hidden Markov Models
This section presents the proposed smartphone geo-context computing solution, which includes a positioning engine, a motion state recognition engine, and a computing component of mobility context inference. The positioning engine and motion state recognition engine commonly utilizes the same methodology of HMM that is introduced briefly in Subsection 3.1. The positioning and motion state recognition engines are then presented in Subsections 3.2 and 3.3, where the HMM methodology is instantiated in the specific applications. The developed positioning and motion state recognition engines are compared through field experiments with existing solutions. Finally, a mobility context inference computing solution is demonstrated.
Problem Formulation and Solutions of Hidden Markov Models
In probability theory, a stochastic process is called a Markov process if it assumes the Markov property. The Markov property states that the conditional probability distribution of future states only depends upon the present state. In a discrete-time finite state space, a Markov process is represented with a Markov chain, as the discrete-time states transit from one to another in a chain-like manner.
The concept of HMM arises from the well-known Markov model in which each state corresponds to a physically observable symbol. Observable Markov models are not applicable to many applications in which states cannot be directly observed. Subsequently, the concept of Markov models has been extended to include the case of hidden Markov models, in which the states are not directly observable (hidden), and an observation is a probabilistic function of the hidden states. In the HMM, the underlying stochastic process (state evolution) is not directly observable but can be observed in the Bayesian sense through another set of stochastic processes, which produce the sequence of observables. Hidden Markov models are significantly more usable in the real world than observable Markov models when physical states of interest are largely unobservable. The basic theory and selected applications of HMM have been presented with details in [33, 49] .
At regularly spaced discrete time points, the Markov process undergoes a random change of state, also called state transition. The state transition is defined by a set of probability coefficients associated with each of the states, known as state transition probability. All of these states constitute a state space. The state space and associated transition probabilities completely characterizes a Markov process.
In general, a hidden Markov model characterizes a physical system with a state-space model, as shown in Figure 3 . Formally, an HMM includes five elements as follows [49] :
(1) The state space S that consists of N hidden states
(2) The set of observables at each epoch t, 
(4) The vector of emission probabilities
, where π i defines the probability that the state has a value i S at the first epoch, i.e., Applications of HMM emerge in the form of three basic problems that are summarized in [33] . Positioning and motion states recognition are related to the same basic problem of HMM, which is to determine the best sequence of model states, given a specific HMM and an observable sequence. In this study, the grid based filter algorithm is utilized to resolve the estimation problem. The grid-based filter consists of prediction and update steps outlined as follows:
Prediction step:
Update step:
where δ( ) ⋅ is the Dirac delta function, and | ω i t t is the conditional probability of each state i S given measurements of up to epoch t;
Once the posterior probabilities 1 ( | , , , )
of all states are estimated, the filter solution is given by the state with the maximum probability. The grid-based filter produces an optimal estimation when the state space is discrete and consists of a finite number of states [50] . As stated previously, it is preferable to apply HMM for representing the pedestrian movement process because the movement status may vary frequently and sharply in terms of speed, direction and motion state during this process. It is favorable to measure these movement elements online and to apply these measurements in the location and motion state estimation for better performance. In the HMM approach, state transition probability is a critical factor for estimation performance. The following subsections will instantiate the elements of HMM described above in the specific positioning and motion state recognition applications, and they will concentrate on how to compute more precise state transition probabilities using the online estimates of movement situations.
Radio Signals and MEMS Sensors Integration for Smartphone Positioning
Based on the HMM method, an accurate smartphone indoor positioning solution called Hybrid Indoor Positioning Engine (HIPE) has been developed by integrating measurements of multiple radio networks and multiple sensors of a modern smartphone. As shown in Figure 4 , the HIPE solution is designed with the intention to support various location-based services (LBSs) [42] . The methodology of hidden Markov models is used to fuse different types of measurements, including RSSI observables and the motion dynamics information that is measured by smartphone sensors. In the positioning application, the target spatial area is discretized with a set of grid reference points that represents the state space of HMM.
RSSI observables of WLAN represent the observable symbols. At each reference point, emission probabilities of RSSI observables are learnt and recorded in the knowledge database, as illustrated in Figure 4 . An initial position is determined using the maximum likelihood fingerprinting method [21] , and then the initial state probability distribution is established according to the fingerprinting result. Motion dynamics information, including the traveled distance and direction during a measurement duration, is used to improve the precision of state transition probability described as below. After these elements are determined, the grid based filter can be applied through Equations (1)- (4) for location estimation. The more precise the state transition probabilities are, the more reliable the estimate that can be achieved. In the general pedestrian dead reckoning (PDR) technique, accelerometers are used for step detection, and step length estimation, gyroscope and magnetometer sensors are combined to resolve the movement heading [21, 32] . The movement heading is fused with the step length to calculate the accumulated position change relative to a previous position [21, 43, 51] . The PDR technique has high precision within a short period, although suffering from accumulated absolute positioning errors over time [2, 32, 43, 51] . Contrarily, fingerprinting positioning does not suffer from error accumulation, whereas due to multipath and non-line-of-sight propagation of WLAN signals, non-stationary RSSI observables might generate noisy and jumpy positioning results [22] [23] [24] [25] . Therefore, an integrated positioning solution is expected to mitigate the weaknesses of the respective methods and to yield a synergetic effect resulting in higher robustness and accuracy. Different smartphone platforms may pose different situations of sensor availability. To make the HIPE solution widely applicable, it must be flexible enough with the various situations. Table 1 lists all four situations that have different MDI data available. When an accelerometer is available, the moved distance is the accumulated step length that is obtained by multiplying the number of detected steps with corresponding step lengths. This study adopts simply the constant step model of 0.7 m per step. Alternatively, step lengths can be estimated with sophisticated algorithms, such as linear and nonlinear models, and even artificial intelligence techniques [52] . Otherwise, an accelerometer is unavailable, based on general pedestrian dynamics, the moved distance range of a pedestrian user can be estimated with an empirical constant speed model, e.g., 1 m/s in this work for the scenario "Measured heading & assumed speed" and "Assumed speed". When a compass is usable, the heading is measured directly, otherwise the heading remains unknown, e.g., in the scenario "Measured distance" and "Assumed speed", and all directions are considered as a possible heading because a user may freely change the heading. The four cases in Table 1 cover all situations regardless of sensor types used. The positioning engine (HIPE) and the motion state recognition engine presented in the next subsection are evaluated through the field experiments at the three-story office premise of the Finnish Geospatial Research Institute (FGI). Figure 5 shows the three-dimensional (3D) layout represented by the 3D point cloud and a snapshot of the interior structure. The testing person holds a Nokia smartphone (Nokia Ltd., Espoo, Finland) and moves around within the building to evaluate the positioning accuracy. The experiment takes approximately one and a half hours and obtains the positioning solutions of 528 RSSI observation epochs. Figure 6 compares the root-mean-square errors (RMSE) and Maximum errors of these positioning results when different MDI combinations are applied. Given different combinations of MDI that are defined in Table 1 , the grid-based filter achieves an accuracy improvement in terms of reduced RMSE by 1.34 m (30.3%), 1.26 m (28.4%), 0.95 m (21.4%), and 0.56 m (12.6%) over the MLE method, respectively. It is more noticeable that the maximum errors were significantly reduced up to 60% from 15 m to 6 m when adequate MDIs were available. This improvement is significant for the user experience due to the less noisy positioning jumps. Because the HIPE is designed as a universal engine with different smartphone and LBS platforms, which probably have different types of sensors available to measure MDI, it is important for the HIPE to have adequate flexibility to yield enough accuracy using different MDI combinations. 
Human Motion State Recognition
The HMM method is also developed to estimate human motion states such as sitting, standing and walking, which constitute a set of human activities that may result in geographical location change. The process of motion state recognition utilizes the measurements of a smartphone's built-in motion sensors such as an accelerometer, gyroscope and magnetometer [27] . In this application, the target motion states to be recognized represent the state space of HMM. Sensor measurements represent the observable symbols, and corresponding emission probabilities are learnt and recorded as a knowledge database. An initial state probability distribution of motion states is given empirically according to the specific application context, which is an office environment. In this study, these HMM elements are kept [27] , and area type-specific state transition probabilities are highlighted by comparing the performance of motion state recognition when different state transition probabilities are applied.
The HMM method considers the motion states of a pedestrian as a spatiotemporally correlated process, instead of a series of isolated events, and thus differs from most traditional classification algorithms that use a memoryless process and do not consider motion transition [47, 48] . In this study, the proposed HMM motion state recognition solution improves the performance of motion state estimation by applying location-based motion transitions. The basic idea is that motion transitions are related to geographical locations, and specific transition probabilities of human motion states are defined and calculated for different types of geographical areas. For example, a person is more likely to be walking and sitting (instead of running) in a coffee room of an office building, while he or she is more likely to be walking or running (instead of constantly sitting) in a corridor.
State transition probability plays a critical role in the HMM solution. In this study, we determine the matrix of state transition probabilities dynamically based on the type of area where a pedestrian currently stays. Given a user's current location that is determined by the above-described positioning solution, the corresponding area type can be obtained from the spatial attribute database of a geographic information system (GIS). Notably, GIS has only been used to specify area types that are related to state transition probabilities in this study, whereas GIS is not applied to restricting specific motion models. Thus, the matrix of state transition probabilities can be refined using online estimated location information and the motion state of a previous epoch. The rest of this subsection demonstrates the experiment and the improvement of motion state recognition when an area type-specific motion transition probability matrix is applied, compared with the motion state recognition result that is derived with a general state transition probability matrix for the entire area.
In our experiment, the three-story institute office building, as showed in Figure 5 , contains five types of areas: working room, lunch/coffee area, intersection area, staircase area and generic area, which are common to office environments. In the common sense, a person has a main state in each of these types of areas. For example, a person is most likely to be sitting in a working room or lunch/coffee area, and he or she is more likely to be turning at an intersection area than at other areas, while the most probable state in a corridor is walking. Matching a user's current location, which is estimated by the HIPE, with the GIS database makes it easy to determine the corresponding area types.
This study collects experimental data to learn state transition probabilities. A smartphone application that runs on a Nokia N8 device is developed to record input motion states at the 1 Hz rate. The records were used to count area type-specific state transition probabilities such as Equation (5), and the results were listed in Table 2 . The minimum value of aij is given empirically. The learning experiment is performed approximately 3 h per weekday (from Monday to Friday) for a full week. The general state transition probability matrix of the whole area is generated using the whole dataset and is listed in Table 3 .
where aij is the state transition probability from the i-th state to the j-th one in a specific area type a, ij a N is the count number of occurrences of state transition from the i-th state to the j-th one in the area type a, and j a N is the total count of occurrences of state transition from the i-th state to any one of next epoch.
Notably, this proposed solution requires the use of the GIS database but does not necessarily cause extra complexity with the entire system because the GIS has been involved in the LBS system as an essential part, for example, to present visualization or map interface; the proposed solution has just re-used the attribute database. Again, different from previously reported solutions of map-aided positioning, the proposed solution of this study does not restrict the movement of users with any GIS-based motion models. GIS is only used to recognize area types. Table 3 . Overall motion transition probability matrix in the office environment. After the motion state transition probability matrix is established, pedestrian motion states can be recognized using the grid-based filter under the HMM framework. Using the area type specific motion state transition probability matrix and the general transition probability matrix separately, the performance of motion state recognition was evaluated in the study through two separate experiments. The two evaluation experiments are performed with a Nokia N8 device by two testees on two separate weekdays that differ from the days of learning state transition probabilities. The testees have natural behaviors that are usual in routine office life. The experiment of each day lasts for more than three hours. The performance of motion state recognition is measured with a single merit figure named F-measure, which is the harmonic mean of two separate measures, namely precision and recall, of system performance [53] . In statistics, precision is the percentage of slots in the hypothesis that are correct, while recall is the percentage of reference slots for which the hypothesis is correct [53] . An F-measure reaches its best score at 1 and worst score at 0. Real motion states are manually recorded by the testees using a smartphone application and are used as the truth reference in the performance evaluation. Represented by F-measure values, the performances of motion state recognition are compared in Figure 7 , when the area type-specific state transition probability matrix in Table 2 and overall state transition probability matrix in Table 3 are utilized separately. It is demonstrated that, for some motion states, e.g., falling down and turning, the performance of motion state estimation is improved using an area type-specific STP matrix with the increasing F-measure value from 0.7 to 0.9. These two motion states are critical for particular applications such as indoor navigation and homecare because turning is related to a large heading change and effective recognition of falling-down events is critically vital for the timely provision of first-aid homecare. For dynamic motions such as walking, running and standing, the F-measure value is improved by 5 to 10 percent. For the sitting state, there is no significant difference. The two experiments conducted by different persons at different times produce consistent results.
Geo-Context Inference and Interpretation
Motion information is incorporated with location and attributes information to infer geo-context knowledge expressed with natural language. The mentioned attribute information includes geospatial attribute that is associated with maps and the social attribute, e.g., the affixing department and research group. This information can be retrieved usually from a GIS system or a specific knowledge database. Furthermore, multiple users, i.e., a group of users, should be involved in the inference because many social events, e.g., coffee breaks and meetings occur with a group of people. Figure 8 shows an example of geo-context inference based on an expert system by combining the location, motion states and map database. Expert system is a form of artificial intelligence and is designed to solve complex problems by reasoning about knowledge like an expert. Thus, it is one of the approaches of geo-context inference. This study simply uses the forward chaining method of expert system problems to infer the context knowledge. With a knowledge database, the forward chaining method starts with the location and motion state of a user to infer the corresponding context. In the process, locations and motion states of a group of people may be inquired about for use as the observables. The inquired people are grouped according to their social and geospatial attributes. As shown in Figure 8 , the inference process of the expert system translates the parametric observables, i.e., location and motion states, into context information expressed in natural language. Figure 9 shows the flowchart of the geo-context computing from the location, motion state and attribute database to context knowledge expressed in natural language and potential applications.
In Figure 9 , we discuss the process of geo-context computing with our office case. First, the user location and user motion state are estimated with smartphone radio signals and built-in sensors. Then, an area type of current location is recognized by looking up the spatial attributes database. In our case, possible area types include working room, coffee room, meeting room, and laboratory. Third, geospatial information such as location, area type, motion state and movement trajectory of a group of users are combined together to perform the geo-context inference. The result of geo-context inference may be various, and Figure 9 shows three examples A, B and C. Based on the estimated location and context information, high-level applications can be further developed by integrating smartphone telecommunication functions with the geo-context status. For instance, in the example case C, when the geo-context computing system finds that an old lady has fallen at the staircase, it is able to send an emergency aid request to the emergency department or relevant persons. 
Conclusions and Outlook
This paper proposes the concept of a geo-context that integrates geospatial location, human motion state and mobility context and presents a smartphone geo-context computing solution for daily mobility environments. In the proposed HMM-based solution, the pedestrian location and motion state are estimated in an integrated framework, and each can reciprocally improve the estimation accuracy and reliability of the other. Furthermore, it is shown that pedestrian location and motion information can be combined to infer the mobility context knowledge of an individual or group of users and eventually achieve the concept of geo-context computing.
The smartphone is an efficient platform because it is capable of providing adequate measurements of multiple sensors and multiple networks that are used to estimate pedestrian location and motion states. Furthermore, related applications can be developed by integrating the estimated geo-context knowledge with the telecommunication function that is the primary function of a smartphone.
A simultaneous positioning and motion state estimation solution is implemented that runs on a smartphone. Compared with the widely used MLE method, the experimental results obtained in our office environment demonstrate up to 30% less overall positioning errors indicated by RMSE and up to 60% less positioning jumps indicated by maximum errors when motion information is applied in the location estimation. Meanwhile, it is shown that motion state estimation has 20%-30% higher precision and reliability represented by the F-measure values. The main cause of the performance improvement is that pedestrian location and motion states are considered as correlated processes in temporal and spatial domains, instead of a series of isolated epochs, and the information regarding location and motion states is used to refine the parameters of hidden Markov models to improve the estimation performance of one another. These improvements of accuracy and robustness will significantly enhance the user experience of LBS and future geo-context based applications.
Future research will include the development of more sophisticated algorithms such as machine learning and Bayesian inference to perform geo-context computing, as well as the development of novel geo-context knowledge-enabled cognitive applications that have the potential to become a prospective business section beyond the current LBS.
