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Low-temperature fuel cells are appealing alternatives to the conventional internal combustion
engines for transportation applications. However, in order for them to be commercially viable,
eﬀective, stable and low-cost electrocatalysts are needed for the Oxygen Reduction Reaction
(ORR) at the cathode. In this contribution, on the basis of Density Functional Theory (DFT)
calculations, we show that graphitic materials with active sites composed of 4 nitrogen atoms and
transition metal atoms belonging to groups 7 to 9 in the periodic table are active towards ORR,
and also towards Oxygen Evolution Reaction (OER). Spin analyses suggest that the oxidation
state of those elements in the active sites should in general be +2. Moreover, our results verify
that the adsorption behavior of transition metals is not intrinsic, since it can be severely altered
by changes in the local geometry of the active site, the chemical nature of the nearest neighbors,
and the oxidation states. Nonetheless, we ﬁnd that these catalysts trend-wise behave as oxides and
that their catalytic activity is limited by exactly the same universal scaling relations.
Introduction
In order for low-temperature fuel cells to be a commercially-
viable alternative to the conventional internal combustion
engines for transportation applications, more eﬀective, stable
and low-cost catalysts are needed for the Oxygen Reduction
Reaction (ORR), which takes place at the cathode and is
known to be the main source of eﬃciency losses in these
devices.1–4 Due to the limited world supply and the elevated
cost of Pt, the material commonly used as ORR catalyst, the
eﬀorts in the ﬁeld are mainly devoted to the development of
two kinds of new electrocatalysts: (1) modiﬁed Pt with a higher
speciﬁc activity than pure Pt5–9 and (2) inexpensive, stable
and active cathode materials, such as perovskite oxides and
carbon nanostructures.3,10–14 In both cases, the improvement
of the current performance depends initially on a fundamental
understanding of the particularities of ORR at the fuel cell
conditions and secondly, on capitalizing the insight gained on
the design of catalysts with targeted functionalities. Here
we investigate graphitic materials on the basis of DFT calcula-
tions. These materials, in particular graphene, exhibit extra-
ordinary thermal, mechanical and electro-optical properties.15–20
Furthermore, the N-functionalization of graphitic materials is
interesting from a catalytic point of view due to the formation of
stable sites that bind other types of ligands and can have multiple
electronic, chemical, catalytic and mechanical applications.21–24
A step forward for the catalytic application of these materials
was made by anchoring transition metals to active sites
composed of pyridinic nitrogen atoms. Dodelet and co-workers
have experimentally investigated catalysts based on Fe and Co
attached to diﬀerent nitrogen-modiﬁed carbon supports.10,25–28
They found that the active sites created in the interstices between
graphitic crystallites in highly porous materials are particularly
active towards ORR. Nitrogen atoms bond to the edges of
adjacent crystallites forming pyridinic sites, where a Fe2+ cation
is subsequently inserted. Besides, some other works have shown
the catalytic activity of phthalocyanines,29,30 porphyrins,31 and
enzymes,32 which have similar active sites, and also the possibility
of using these active sites as supports for metallic nanoparticles.21
Following this idea, it seems particularly attractive to screen
theoretically and developing experimentally carbon nano-
structures functionalized with pyridinic nitrogen atoms and
transition metals, for catalytic purposes. Computer simula-
tions based on DFT make it possible to determine adsorption
energies that can hence be used as ORR activity descriptors,33
predicted to determine the ORR and OER activity of materials,
and lately conﬁrmed.5,34,35 We have investigated the trends
in the catalytic performance of graphitic layers with late transi-
tion metals anchored to pyridinic active sites towards the
ORR, based on computational routines including calcula-
tion of the adsorption energies of the ORR intermediates
(*O, *OH, *OOH), and the scaling relations between them.36,37
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The results reveal organized trends and allow for the identiﬁca-
tion of promising candidates through a Sabatier analysis.38
Methods
The DFT calculations of the ORR intermediates adsorbed on
the top of the late transition metals anchored on functional-
ized graphitic layers with nitrogen were performed in the plane
wave code DACAPO with the RPBE exchange-correlation
functional.39 As shown in Fig. 1, two kinds of periodic
rectangular unit cells with 1 active site per unit cell composed
of 4 nitrogen atoms and a late transition metal atom were
used. The ORR intermediates were adsorbed on the top of
the transition metal atom. The vertical separation between
successive slabs was in all cases more than 12 A˚ and dipole
corrections were applied. All atoms were free to move in all
directions. The relaxations of the atoms were carried out with
the quasi-Newton minimization scheme, until the maximum
force on any atom was below 0.05 eV A˚1.
Ionic cores were described by ultrasoft pseudopotentials.40
The Kohn–Sham one-electron states were expanded in a series
of plane waves with an energy cutoﬀ of 400 eV and a density
cutoﬀ of 500 eV. The Brillouin zones of all systems were
sampled with 3  3  1 (Cell A in Fig. 1) and 4  3  1 (Cell B
in Fig. 2) Monkhorst-Pack grids.41 The self-consistent RPBE
density was determined by iterative diagonalization of the
Kohn–Sham Hamiltonian at an electronic temperature of
kBT = 0.1 eV, using Pulay mixing of densities, and all total
energies were extrapolated to kBT = 0 eV. Spin polarization
eﬀects were taken into account in all calculations.
The DFT adsorption energies of the ORR intermediates,
*O, *OH, and *OOH, were calculated relative to H2O (l) and
H2 (g), according to eqn (1) to (6):
GrM + H2O(l)2 GrM–O + H2(g) (1)
DEO = EGrM–O  EGrM  (EH2O  EH2) (2)
GrM + H2O(l)2 GrM–OH +
1
2H2(g) (3)
DEOH = EGrM–OH  EGrM  (EH2O  12EH2) (4)
GrM + 2H2O(l)2 GrM–OOH +
3
2H2(g) (5)
DEOOH = EGrM–OOH  EGrM  (2EH2O  32EH2) (6)
Moreover, we assume the 4-electron ORR reaction path
shown below in eqn (7) to (14). In each of the four steps,
(H+ + e) react in order to transform successively one O2
molecule into two H2O molecules. We convert the calculated
DFT adsorption energies (DE) into Gibbs free energies (DG) by
adding entropic (TS) and zero-point energy corrections (ZPE) to
the ﬂuid phase molecules and ZPE corrections to adsorbed
species as reported in ref. 38 and 42 (see ESIw), so that DGO =
DEO + 0.05, DGOH = DEOH + 0.35, and DGOOH = DEOOH +
0.40. Furthermore, we add a solvation correction to the ORR
adsorbates which we have estimated asB0.30 eV. The correction
accounts for the solvation of the *OH and *OOH adsorbed
Fig. 1 2  2 repetitions of the unit cells used in this study, (a) Cell A,
with 3 carbon atoms between the nitrogen atoms in the active site, and
(b) Cell B, with alternating 2 and 3 carbon atoms between the nitrogen
atoms in the active site. The unit cells are marked in red.
Fig. 2 Upper panel: Trends in adsorption energies of the ORR
intermediates in graphitic materials with active sites composed of
4 nitrogen atoms and transition metals, for Cells A (triangles) and
B (squares). Lines as guides to the eye have been drawn to show the
trends and the constant separation of B3.10 eV between the energy
levels of *OH (red) and *OOH (yellow), and that of *O (blue) in
between. In general, an increase in the number of d-electrons of the
transition metals tends to decrease the strength of the interaction
between the active site and the adsorbates. Lower panel: Band splitting
for a Co2+ ion with 4 nitrogen atoms in a square planar orientation
with and without ORR intermediates.
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species by the solution surrounding the active site. The reason for
this correction is the following: the enthalpy diﬀerence between
the gas and liquid phases of water isB0.45 eV at 298.15 K and
0.0317 bar, but their free energies are identical.43 The energetic
diﬀerence comes from the presence of hydrogen bonds in the
liquid phase, in which each H2O molecule creates 3 H-bonds
(two as a donor and one as an acceptor) with adjacent molecules.
Since *OH is able to create two H-bonds, it will be stabilized by
B0.30 eV when solvated, and we expect *OOH to be stabilized
in the same order of magnitude due to solvation eﬀects.
O2(g) + (H
+ + e) + GrM2 GrM–OOH (7)
DG4 = (DGOOH  0.30) + 2DGW (8)
GrM–OOH + (H+ + e)2 GrM–O + H2O (9)
DG3 = DGO  (DGOOH  0.30) (10)
GrM–O + (H+ + e)2 GrM–OH (11)
DG2 = (DGOH  0.30)  DGO (12)
GrM–OH + (H+ + e)2 GrM–H2O (13)
DG1 = (DGOH  0.30) (14)
The term 2DGW is equivalent to 4.92 eV, i.e. twice the
standard Gibbs energy of formation of water from H2 and
1
2O2.
Results and discussion
The trends in adsorption energies of the ORR intermediates in
graphitic materials with active sites composed of 4 nitrogen
atoms and transition metals are shown in Fig. 2. Interestingly,
we note that an increase in the number of d-electrons of
the transition metals in the active sites tends to decrease the
strength of the interaction between the active site and the
adsorbates. This systematic behaviour is explained by taking
into consideration the splitting of the d-band of the transition
metal in this kind of complexes, shown in the right part of
Fig. 2 for the speciﬁc case of Co. By means of similar spin
analyses we can also address a fundamental matter: the
oxidation states of the transition metals in the active sites
(see ESIw). Table 1 contains the possible oxidation states of
the transition metals considered in this study, which we will
discuss in detail below.
On the other hand, we observe in Fig. 2 a constant separa-
tion of B3.10 eV between the energy levels of *OH and
*OOH, while that of *O moves in between those two. This is
in agreement with previous analyses carried out on oxide
surfaces which concluded that the energy levels of *OH and
*OOH have a constant separation of 3.2  0.2 eV on a wide
range of oxide surfaces and metals.11,44 This constant separa-
tion has been attributed to the similarities between *OH and
*OOH, given that both adsorb on the same position and form
a simple bond with the surface. In the following, we will dissect
this energy diﬀerence of 3.1 eV. When combining eqn (4) and (6),
and converting into Gibbs energies, one can derive the following
expression:
DGOOH = DGOH + (GGrM–OOH  GGrM–OH)
 (GH2O  GH2) (15)
According to our correlations, (GGrM–OOH  GGrM–OH) 
(GH2O  GH2) should be approximately 3.15 eV (see Fig. 3).
The extra 0.05 eV comes from the ZPE and entropy corrections
used. Moreover, the term (GH2O  GH2) is equivalent to
(DGW + 1/2GO2). Thus, eqn (15) transforms into the following:
DGOOH = DGOH  DGW
+ (GGrM–OOH  GGrM–OH  12GO2) (16)
According to eqn (16), the total 3.15 eV of separation can be
divided into 2.46 eV (DGW) coming from the thermochemical
limitations of the system, and 0.69 eV coming from the surface.
One can, in principle, capitalize on these ﬁndings to reduce the
overpotential in fuel cells or electrolyzers: the term in parenthesis
in eqn (16) shows that if one stabilizes the *OOH level with
respect to that of *OH, e.g. creating additional interactions in
3D sites instead of 2D surface sites, the overpotential can be
eﬀectively reduced.
Table 1 Oxidation states of the transitionmetals in the active sites based
on the spin analysis shown in Fig. 1 and in the ESI.w In the cases where
2 oxidation states render identical spin numbers, we report both of them
Element in the active site Group number Oxidation state(s)
Cr 6 +2
Mn 7 +2 or +4
Fe 8 +2
Ru 8 +3
Co 9 +2
Rh 9 +2
Ir 9 +2
Ni 10 +2
Pd 10 +2
Pt 10 +2
Cu 11 +2
Ag 11 +1
Au 11 +1 or +3
Fig. 3 Scaling relations between the adsorption energies of the ORR
adsorbates. Blue: *O vs. *OH; yellow: *OOH vs. *OH; red: *OH vs.
*OH, for Cells A (triangles) and B (squares). Horizontal lines for
water and oxygen have been drawn at 0 eV and 4.92 eV, respectively.
The dotted area separates active sites with metals from groups 9 and
before (to the left) from those in groups 10 and 11 (to the right). The
position of the diﬀerent transition metals along the lines is given by
their number of d-electrons.
15642 Phys. Chem. Chem. Phys., 2011, 13, 15639–15643 This journal is c the Owner Societies 2011
In Fig. 3 we present the scaling relations between the Gibbs
energies of adsorption of the ORR intermediates, as a function
of DGOH. We note again that the positions of the diﬀerent
transition metals along the lines are given by their number of
d-electrons. Furthermore, we observe gaps of B1 eV in the *O
adsorption energies and B0.5 eV in the *OH and *OOH
adsorption energies in the 3 lines in Fig. 3. As a guide to the
eye, we marked a dotted area between 1.6 and 2.1 eV in the
x-axis of Fig. 3 which includes the gaps in the 3 lines. This
area strictly separates active sites with metals belonging to
groups 9 and before, from those in groups 10 and 11. This
evidences the antibonding nature of the d orbitals in these
complexes and the discrete energetic leaps implied in their
ﬁlling. On the other hand, we ﬁxed the slopes of the lines *O
vs. *OH (blue) and *OOH vs. *OH (yellow) in Fig. 3 to be 2,
the value expected from the scaling-relationships analysis and
known to work for metals and oxides.36,37 These equations
were also used as the input to construct the volcano plot in
Fig. 4, by means of eqn (7) to (14). We note that both the
scaling relations and the resulting volcanoes are similar to the
results obtained for oxides.11,38 This similarity is expected
since the linear scaling relations are determined by the number
of bonds between the intermediate and the catalytic site, which
in turn gives the slope of the scaling relation. Furthermore, the
intercept of these relations seems to be determined by the
geometry of the binding site. In this particular case, as on
several oxides,11 all intermediates have only atop binding
available, resulting in similar scaling relations. Therefore,
from our calculations we cannot identify any reason why these
materials should be more electrocatalytically active than oxides,
which may be easier to synthesize. Nevertheless, graphitic
materials are probably more stable in acidic environments and
in general more conductive than oxides, which in the end will be
very important properties. Moreover, the fact that experi-
mentally the active sites are formed in the interstices between
graphitic layers in porous materials could, in principle, facilitate
the aforementioned 3D interactions, and improve the ORR/
OER activities.
The volcano plot in Fig. 4 contains the lines representing the
Gibbs free energies of each step in the mechanism, and the
tops for ORR (atB1.2 eV) and OER (atB1.5 eV) result from
the intersection of those lines. We remark that in Fig. 4 we
have only marked the active sites with the highest activities for
ORR and OER. We found that the former will be eﬃciently
catalyzed by sites with Fe, Ir, Mn, Ru, and Rh; while the latter
will be catalyzed by active sites of Co, Rh, and Ir. Our ﬁndings
on graphitic materials with sites composed of Fe are in
agreement with previous experimental results.10,26 Moreover,
the insight given by DFT goes beyond to pinpoint sites with
elements belonging to groups 7 to 9 in the periodic table as
active materials towards ORR and OER. These elements have
appropriate adsorption properties to catalyze these reactions
on the basis of the following analysis. We ﬁnd two limiting
cases in Fig. 2 and 3. (1) When the *O level equals that of
*OH, i.e. for active sites to the left of Fig. 2 and 3, the stability
of the *OOH intermediate is limited by the O–O bond
strength, which will tend to decompose into tightly bound
*O and free OH. This extreme is not convenient due to the
exaggerated *O adsorption energy which will block the active
site, preventing further advance of the reaction. (2) When the
*O level equals that of *OOH, i.e. to the right of Fig. 2 and 3,
the stability of the *OOH intermediate will be limited by the
M–O bond strength and *OOH will then be loosely bound to
the surface or will not stick to it at all. This extreme is also
inconvenient due to the weak binding of *OOH, which is the
ﬁrst intermediate of the ORR. Therefore, as suggested by
Fig. 2 and 3 and supported by Fig. 4, the optimal ORR and
OER catalysts belong to groups 7 to 9, since they have a good
compromise between the M–O and O–O bond strengths, so
that the *O level is adequately placed in between those of *OH
and *OOH. In this respect, active sites composed of Ir seem
particularly interesting, since they seem to be active both for
ORR and OER. This alternative is worth trying experi-
mentally, especially since Ir porphyrins and phthalocyanines
have been used before for ORR.45,46 Furthermore, we observe
that the most active sites have commonly the oxidation state
+2. From a chemical point of view this is important, since it
shows the role that the coordination and oxidation state play
in the activity of determined species towards certain reaction.
For instance, noble metals like Pt or Pd, which have null
oxidation states in metal phase, are the most active towards
ORR, whereas in the graphitic environment considered here,
having a diﬀerent coordination and oxidation state, tends to
bind too weakly. On the other hand Fe, normally seen as a
reactive metal, displays high activity in this graphitic environ-
ment. We remark here that, as in the case of pure metals, the
range of active elements is not large, but in graphitic materials
the most promising candidates contain more non-noble options.
This is why these materials are appealing for conducting these
reactions in technological applications, once their current limita-
tions are solved.10,26
Fig. 4 Combined volcano plot for the ORR (up) and OER (below),
resulting from the thermodynamic analysis shown in the main text.
Only the most active metals in cells A (green) and B (purple) are
shown. The lowest ORR overpotentials are achieved by active sites
containing Fe, Ir, Mn and Rh, whereas the lowest OER overpotentials
are achieved by active sites of Co, Rh, Ir, and Fe.
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Conclusions
We have shown that graphitic materials with active sites
composed of 4 pyridinic nitrogen atoms and transition metals
belonging to groups 7 to 9 in the periodic table are active
towards ORR, and also towards OER. On the basis of spin
analyses we observe that the oxidation state of those elements
in the active sites should in general be +2. Moreover, our
results show that transition metals do not have intrinsic
catalytic activities, since their adsorption behaviour can be
severely altered by changes in the local geometry of the active
site, the chemical nature of the nearest neighbours, and the
oxidation states. Trend-wise speaking, these systems behave
similarly to oxides. The scaling relations are close to those
reported for oxides and the trends in ORR and OER catalysis
are therefore also similar to oxides. Moreover, the catalytic
performance of both can be improved by stabilizing the
adsorption energy of *OOH with respect to that of *OH,
which can be done by carefully engineering the active sites.
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