In this paper we consider a system of equations that describes a class of mass-conserving aggregation phenomena, including gravitational collapse and bacterial chemotaxis. In spatial dimensions strictly larger than two, and under the assumptions of radial symmetry, it is known that this system has at least two stable mechanisms of singularity formation (see, e.g., Brenner M P et al 1999 Nonlinearity 12 1071-98); one type is self-similar, and may be viewed as a trade-off between diffusion and attraction, while in the other type attraction prevails over diffusion and a non-self-similar shock wave results. Our main result identifies a class of initial data for which the blow-up behaviour is of the former, self-similar type. The blow-up profile is characterized as belonging to a subset of stationary solutions of the associated ordinary differential equation.
Introduction
We consider the parabolic-elliptic system
n(x, 0) = n 0 (x) in ,
where = B 1 (0) = {x ∈ R d : |x| 1}, d > 2, and ν is the outer normal vector from the boundary ∂ . Here, > 0 is a constant parameter. The initial condition n 0 is chosen in L 2 ( ), radially symmetric, and such that n 0 dx = 1 and n 0 (x) 0 in .
Equations (1)- (6) define a problem for the unknown mass density n and potential φ. Mass is conserved by the no-flux condition (3) , and therefore (6) implies n(x, t) dx = n 0 (x) dx = 1.
Problem (1)- (6) is a model for the evolution of a cluster of particles under gravitational interaction and Brownian motion (see [5] and references therein). Here, n represents the mass density, φ the gravitational potential and a rescaled temperature characterizing the Brownian motion. This model also appears in the study of the evolution of polytropic stars, by considering the evolution of self-interacting clusters of particles under frictional and fluctuating forces [29] . Finally, problem (1)-(6) also arises in the study of the motion of bacteria by chemotaxis as a simplification (see [21] ) of the Keller-Segel model [2, 8, 22, 28] . Here, the variables n and φ represent the density of bacteria and the concentration of the chemo-attractant.
We view the problem (1)- (6) as an evolution equation in n, since by equations (2)- (3) the function φ is readily recovered from the solution n. It is known [6] that problem (1)-(6) has a unique local solution if n 0 ∈ L 2 ( ), which satisfies n ∈ L ∞ ( × ( ,T )) for someT > 0 and for every > 0. We restrict ourselves to the analysis of radially symmetric solutions and write n(r, t) := n(x, t) with r = |x| ∈ [0, 1].
Since we are interested in the question of when and how the system (1)-(6) generates singularities, we define:
If T * < ∞, then we say that blow-up occurs for (1)- (6) , in which case lim t→T * sup [0, 1] n(r, t) = ∞.
Various sufficient conditions for blow-up are known [3, 4, 6, 7] . For d = 3, Herrero et al [19, 20] were the first to study the behaviour of the solution close to blow-up, using matched asymptotic expansions. Later Brenner et al [10] studied the problem for 2 < d < 10. They used a numerical approach to describe solutions and proved the existence and linear stability of similarity profiles. Note, however, that no proof of convergence or characterization of blow-up in terms of initial data were given in these references. The principal types of blow-up described in [10, 19, 20] are as follows:
(a) A solution n(r, t) consists of an imploding smoothed shock wave that moves towards the origin. As t → T * , the bulk of such a wave is concentrated at distances O((T * − t) 1 
This situation is depicted in figure 1 (left). (b) A solution n(r, t) has a self-similar blow-up of the form
(T * − t)n(η (T * − t) , t) ∼ (η)
as t → T * .
Note that this implies that n satisfies (9) with C = 0. Therefore, no concentration of mass at the origin occurs at the blow-up time. This blow-up behaviour is depicted in figure 1 (right).
The results of this paper are two-fold. First, we demonstrate rigorously that the self-similar blow-up structure (10) is an attractor for the system (1)-(6); secondly, we identify an explicit class of initial data that converges to a self-similar solution of this type. Let us elaborate on this.
Let n 0 = n 0 (r) be such that 
where χ d is the measure of the unit ball in R d . Suppose also that 1/(4dχ d ), implying that the solution n = n(r, t) of (1)- (6) blows up at finite time T * > 0 and at the point r = 0 [4] . Finally, assume that the two functions 
Our main result (theorem 2.1) shows that if (11), (12) and (13) hold, then n satisfies
and moreover has a structure near blow-up given by
where the function is one of a class of solutions of a steady-state problem; a class that includes the functions
In particular, the initial state n 0 ≡ 1/χ d and 1/(4dχ d ) satisfy the conditions above (corollary 2.2). If we relax assumption (13) but assume instead that n satisfies the growth condition
for some constant M > 0, then n has the same structure of blow-up given above (theorem 2.3).
The hypotheses on the initial data (11), (12) and (13) are more natural in the context of a transformed problem we introduce in the next section. Note, however, that (n 0 ) r 0 in [0, 1] implies assumption (11). This paper is organized as follows. In section 2, we write the problem in terms of a new variable, thus transforming the system (1)-(6) into a single PDE, and then state our results in terms of this new formulation. In section 3, we discuss some non-self-similar blow-up patterns related to case (a). Sections 4, 5 and 6 provide the tools for the proofs of theorems 2.1 and 2.3, and the arguments are wrapped up in section 7. A rather technical derivation of a Lyapunov function is given in appendix A, and in appendix B we derive some linear stability results.
Precise statements of main results
For radial solutions, the average density function b(r, t) [10] is defined by
This variable turns out to be convenient in the analysis of this system. Note that it has the same scale invariance as n(r, t), but that solutions are smoother when expressed in terms of b. For example, if for some fixed t > 0 the density n(r, t) is a delta function at the origin with unit mass, then (14) transforms system (1)-(6) to the form
Here, we have redefined t := (1/χ d )t. Regarding the initial condition, we assume
where the second condition is equivalent to n 0 0 in D. Note that the conservation of the mass (7) is represented by b(1, t) = 1 for t ∈ [0, T ). As was done for problem (1)-(6) we define T > 0 to be the maximal time of existence for the average density b(r, t).
Using (14), we deduce b(r, t) 1/r d for r ∈ D, t > 0; this implies single point blow-up for b(r, t) at the point r = 0. To characterize the asymptotic behaviour near blow-up of the solution b(r, t) of problem (15)- (18), we study the solutions of the associated boundary-value problem
If b is a solution of (15)- (18) which blows up at time T > 0 and at the point r = 0, then we will show that it has the asymptotic form given by
Equation (19) has multiple solutions for 2 < d < 10 [10, 20] . We classify them by counting the number of times they cross the singular solution ϕ S (η) := 2d/η 2 . For that purpose, we introduce the set S k = {ϕ: ϕ is a solution of (19) that has k intersections with ϕ S }.
We shall see that S 1 is the relevant subset of solutions of (19) for the characterization of the type of blow-up considered in this paper. Numerical evidence [10] suggests that S 1 contains only two elements:
For the initial condition, we assume
and
We will show that this implies b r 0 in D T and b t 0 in D T . In terms of n 0 , assumption (21) becomes (11) and assumption (22) becomes (12) . (21) and (22) . Let b(r, t) be the corresponding solution of problem (15)- (18) that blows up at r = 0 and at t = T . If
with
, and there exists ϕ ∈ S 1 such that
uniformly on compact sets |η| C for every C > 0.
We remark that there exists a family of b 0 satisfying the conditions (18) , (21) and (22),
Conditions (18), (21) and (22) are also satisfied for b 0 ≡ 1. Note that condition (23) of theorem 2.1 can be generalized by changing ϕ 1 for another solution ϕ of (19) . Since these solutions are only known numerically, the counterparts of M 1 and 1 cannot be given explicitly. The next corollary applies this result to b 0 ≡ 1. (15)- (17) , blows up at r = 0 and at some time t = T < M 1 ; moreover (24) holds and there exists ϕ ∈ S 1 satisfying (25) .
Numerical simulations [10] suggest that for an open set of initial data the convergence in (25) holds for ϕ = ϕ 1 . This self-similar behaviour may be seen roughly in figure 1 (right) , by imagining n(r, t) replaced by b(r, t) (since n and b scale similarly). In appendix B we show that ϕ 1 is linearly stable (using the result in [10] ) and also that ϕ * is linearly unstable.
For more general initial data we have the following result. (21) and (22) . Assume that b(r, t), the corresponding solution of problem (15) - (18) , blows up at r = 0 and at t = T . If b satisfies the growth condition
with M > 0, then there exists ϕ ∈ S 1 such that the convergence (25) holds.
We now briefly discuss the structure of the proofs of these theorems. Following the scale invariance, we set
The rectangle D T transforms into
The initial-boundary problem (15)- (18) now becomes
where (0) = (0, (0)). Note that a solution of (19) is a time-independent solution of (27)- (29) . Therefore, the study of the blow-up behaviour of b(r, t) is reduced to the analysis of the large time behaviour of solutions B(η, τ ) of (27)- (29), and in particular stabilization towards solutions ϕ of (19) . The proof of theorem 2.3 consists of two parts. In section 5, we first prove that ω ⊂ S 1 , where
is the ω-limit set we introduce for (27) - (29) . The proof uses the observation that equation (27) , without the convection term (1/d)ηBB η , is the backward self-similar equation for the parabolic semilinear equation
where N denotes the Laplacian in R N and N = d + 2 [15, 16] . We use the methods for the analysis of this self-similar equation to prove theorem 2.3. However, due to the presence of the convection term, a different Lyapunov functional is necessary. This functional is constructed using the method of Zelenyak [30] , which yields a Lyapunov functional in implicit form. In section 6, we use intersection comparison arguments based on the ideas of Matano [23] to prove that the ω-limit set (30) is a singleton. With a result on intersection with ϕ S , this completes the proof of theorem 2.3.
Note that theorem 2.3 is similar to a result for the supercritical case (N > 6) for equation (31), where two different kinds of self-similar blow-up behaviour may coexist [24] .
Finally, to obtain theorem 2.1 and corollary 2.2, we use theorem 2.3 and comparison ideas from Samarskii et al [26, chapter IV].
Discussion on non-self-similar blow-up patterns
In this section, we discuss a family of blow-up patterns, which appears when we refine the asymptotic expansion for the profile ϕ = ϕ * ≡ 1. This situation is closely related to the blow-up behaviour of (31) with N < 6. If a solutionb of (31) with N < 6 blows up at x = 0 and t = T , then,
uniformly on compact sets |η| < C for arbitrary C > 0 [15, 16] . Moreover, it has been shown (see for instance [25, 27] ) that a refined description of blow-up gives the existence of two possible types of behaviour: either
uniformly on compact sets |η| < C, with C > 0 arbitrary; or
uniformly on compact sets |η| < C, with C > 0 arbitrary. Here, the family {φ i } i 1 is known explicitly. For problem (15)- (18), it was shown [20] for d = 3 that there exists a refined asymptotics for ϕ * ≡ 1. Extending the argument to all d > 2, these asymptotics suggest a convergence given by either
in the case of d = 3, 4 only, or
for some m 2, where [x] denotes the greatest integer x. An implicit formula for the family {φ m } m 1 is given in [10, equation (43)]. The type of convergence in η towards these profiles is an open problem. In (35), we can formally take the limit m → ∞ and find a non-trivial scaling,
Note that this limit cannot be taken for the semilinear equation where (33) holds. The convergence (36) represents the convection-dominant behaviour of (15)- (18), which in terms of the density n = n(r, t) describes an imploding wave moving towards the origin, as shown in figure 1 (left). The functionφ ∞ is discontinuous (cf [19, (3.16) 
where 2C d is the mass accumulated at the origin, which can be chosen arbitrarily. In [19] this type of blow-up was studied using matched asymptotic expansions. There, it was suggested that this behaviour is stable and, moreover, it was expected that there exist initial data such that (36) holds uniformly in η on compact subsets away from the shock. A result of this type was proved in [12, theorem 3] for a related equation.
Preliminaries

Estimates
In this section, we develop some estimates for problem (15)- (17), which in turn will imply bounds for the self-similar problem (27) - (29).
Proof. The solution n of problem (1)- (6) satisfies the relation
Since n 0 0 in D, an application of the maximum principle to problem (1)- (6) shows that n 0 in D T * . Using this and (38) the result follows.
To prove the following results, we proceed as in [13] where similar estimates were found for the semilinear parabolic equation (31).
Lemma 4.2. If b 0 satisfies (21) then
b r (r, t) < 0 in D T .(39)
Proof. Set w(r, t) := r d+1 b r (r, t).
Differentiating (15), we find
Assume, for the moment, a stronger assumption on the initial data 
Proof. Since the maximum of b in D is attained at r = 0 (by lemma 4.2), we have
t). Integrating this inequality on (t, T ) gives the result.
Lemma 4.4. If b 0 satisfies (22) then b t 0 for all t ∈ (0, T ).
Proof. Condition (22) implies that b 0 is a subsolution for (15)- (17) (21) and (22) . Then,
(43)
Proof. Since b t 0 and b r 0 in D T , we multiply equation (15) by b r and obtain
Since b 2 r (0, t) = 0 we obtain the desired inequality. To conclude this section, we translate the properties of solutions derived above into estimates for problem (27) - (29) . From hypothesis (26) and noting that b 1 and b r 0 in D T , we have the a priori bound
Combining this with (43) and (39), we obtain
whereM depends on M. Finally, from (42), we get
The steady-state equation (19)
We begin by recalling problem (19) :
Condition (48) is required, since B(0, τ ) 1 for all τ 0. Equation (47) has three special solutions:
Note that ϕ S satisfies
For bounded non-constant solutions we have the following theorem [10, 20] . 
The proof is based on the equation for
Note that ϕ S corresponds to G(η) ≡ 2d.
It was formally argued in [10] that for each integer k 2 and 2 < d < 10 the set S k = {ϕ: ϕ solution of (47)- (48) 
Convergence
In this section, we prove the following convergence theorem.
Theorem 5.1. Let conditions (21) and (22) hold. Let B(η, τ ) be a uniformly bounded global solution of (27) - (29) . Then, for every sequence τ n → ∞ there exists a subsequence τ n such that B(η, τ n ) converges to a solution ϕ of (47)-(48). The convergence is uniform on every compact subset of [0, ∞).
. We will first show that for any unbounded sequence {n j } there exists a subsequence (renamed {n j }) such that B n j converges to a solution ϕ of (47)-(48) uniformly in compact subsets of R + × R. Without loss of generality we assume that the sequence {n j } is increasing.
Let N ∈ N. We take i large enough such that the rectangle
on the cylinder given by 
uniformly in every compact subset in R + × R. ClearlyB satisfies (27) and estimates (44) and (45). Finally, it remains to prove thatB is independent of τ. This implies thatB is a solution of (19) , since B(0, τ ) 1 for all τ > 0, and the result follows.
Claim. The functionB is independent of τ.
To prove this, we construct a non-explicit Lyapunov functional in the spirit of Galaktionov [14] and Zelenyak [30] .
1. Non-explicit Lyapunov functional. We seek a Lyapunov function of the form
is a function to be determined. In appendix A we show that such a Lyapunov function exists; more precisely, we show that a
To identify the relevant domain of the functions and ρ, we note that by estimates (44) and (45) the solution B satisfies (η, B(η, τ ), B η (η, τ )) ∈R, with
where
The functions ρ and are continuous in R \ {η =η, v > 1} withη > 0 defined later and they satisfy 1
for some positive constants C 1 (M) > 0 (lemma A.6).
2. Proof of the claim. An integration over the interval (a, b) of (53) gives
Since
Applying ( 
By (52), we have that there exists a sequence n j → ∞ such that B n j (η, τ ) converges toB uniformly in compact subsets of (R + ) 2 . For any fixed N we will prove for a subsequence satisfying lim
where we recall that Q N = {(η, τ ):
Since ρ is bounded from below on bounded subsets ofR, it then follows that
proving the claim. For all j sufficiently large,
and n j +1 − n j 2N.
Consequently, using (57), we find
Hence, applying (59), we find
Next, we divide the expression E(n j − N) − E(n j +1 − N) into three integrals, choosing K arbitrarily large:
Integral (61) tends to zero as j → ∞. In fact, by the continuity of in the second and third arguments we obtain pointwise convergence and by the bounds (56) on , we apply the dominated convergence theorem to conclude. Expressions (62) and (63) can be made arbitrarily small since they can be bounded by
where C is a positive constant, and K can be chosen arbitrarily large. Thus, we have proved (60), concluding the proof of the theorem.
Comparison results
Comparison with the singular solution ϕ S
This section closely follows [1] . From section 4.2, we recall that solutions ϕ of (47)- (48) are classified by their intersections with ϕ S . In this section, we study the intersections of solutions B of (27)- (29) with ϕ S . Our results are closely related to the ones found in [1] , where equation (31) was studied.
We first see that for (27)- (29) intersects the singular solution ϕ S at least once in (0) since
On the other hand, for 1/(2dχ d ) it can also be shown that B intersects ϕ S at least once in (0). Assuming the contrary, suppose that B(·, 0) < ϕ S (·) in (0). By the maximum principle, we obtain B < ϕ S in . Therefore, in the limit τ → ∞, thanks to theorem 5.1 and since B(0, τ ) 1 for all τ > 0, we find a solution ϕ of (19) such that ϕ < ϕ S . However, we can show that every bounded non-zero solution ϕ of (19) has to cross ϕ S . This is equivalent to proving that there exists no solution G of (50)-(51) such that G(η) < 2d for η 0. To check this, we assume that such a solution exists; we examine two cases. Suppose that for some η * , we have G η (η * ) = 0 and G(η * ) < 2d. By (50), G has a strict minimum at η * , which contradicts the boundary condition (51). On the other hand, if G(η) is increasing for all η > 0, then, for large η, equation (50) implies that G ηη > 0, which also contradicts (51).
We conclude that there exists
Lemma 6.1. Under the assumptions (21) and (22) , there exists a continuously differentiable function
Proof. Define H (η, τ ) := B(η, τ ) − ϕ S (η).
We first claim that H, H η , and H τ do not vanish simultaneously. Using lemma 4.4 and the strong maximum principle we find 
Since (B(η, 0) + ϕ S ) η 0 and H (η 1 , 0) = 0, we can apply Hopf's lemma to obtain that H η (η 1 , 0) > 0. Finally, to conclude the proof of the lemma, we use the implicit function theorem as in [1] .
Define the set 1 = {(η, τ ) | 0 < η < η 1 (τ ) } and the function
Since H (η 1 , 0) = 0 and H η (η 1 , 0) > 0, the above supremum is finite. Define the set
Using (64), we have d[e τ F (τ )]/dτ
0. An integration yields F (τ ) 0 for τ 0. As was done in [1] , applying the maximum principle, using lemma 6.1, and noting that H (η 2 (τ ), τ ) 0 for τ 0, we can prove the following lemma and its corollary. 
Lemma 6.2. The function H (η, τ ) = B(η, τ ) − ϕ S (η) satisfies
Intersection comparison
In this section, we derive comparison results, which will be used to prove that ω, the limit set (30) , is a singleton.
We start by considering the following linear equation with inhomogeneous boundary conditions:
where T 1 , T 2 are positive constants and
are given functions. Moreover we assume
The zero number functional of (66) is defined by
and the following lemma provides some properties of this zero number functional.
Lemma 6.4 ([24]). Let v = v(r, t) be a nontrivial classical solution of (66) and assume that (67) and (68) hold. Then, the following properties hold true: (i) z[v(·, t)] < ∞ for any T 1 < t < T 2 ; (ii) z[v(·, t)] is nonincreasing in time; (iii) if v(r
From this lemma we deduce a property of intersection between a solution ϕ of (19) and a solution B of (27)- (29).
Lemma 6.5. Let B be a bounded solution of (27)-(29) and let ϕ be a solution of (47). Denote Z(τ ) = #{r ∈ [0, (τ )]: B(η, τ ) = ϕ(η)}. Then, the following properties hold true: (i) Z(τ ) < ∞ for any τ > τ * ; (ii) Z(τ ) is nonincreasing in time; (iii) if B(η
0 , τ 0 ) = ϕ(η 0 ) and B η (η 0 , τ 0 ) = ϕ η (η 0 ) for τ 0 > τ 1 , and η 0 [τ ] then Z(τ 1 ) > Z(τ 2 ) for any τ 1 < τ 0 < τ 2 . Proof. WritingV = U − b, where U(r, t) = (T − t) −1 ϕ(r/(χ d (T − t)) 1/2 ), we havē V t =V rr + d + 1 r + r d U V r + r d b r + b + U V for 0 < r < 1, 0 < t < T , V r (0, t) = 0,V (1, t) = U(1, t) − b(1, t) for 0 < t < T .(70)
Let T 1 < T 2 < T . For the variable V (r, t) = exp((1/2d) r 0 yU (y, t) dy)V (r, t), we find
where T 2 ) ). If we show that V (1, t) does not change sign for t > t 0 , then, setting T 1 = t 0 and using lemma 6.4, we have proved the lemma.
We claim that there existst 0 such that U t (1, t) does not change sign for t >t 0 . By definition of V , this implies that there exists t 0 t 0 such that V (1, t) does not change sign for t > t 0 .
where η
, we know that for a given a ∈ (0, 4d), any solution ϕ of (47) satisfying
is such that there existsη 0 =η 0 (a) so that the sign of (η 2 ϕ) η does not change on [η 0 , ∞). Using (71), this implies that there existst 0 =t 0 (η 0 ) such that the claim holds.
Proofs of main results
We start by proving that the ω-limit set of problem (27) - (29) is a singleton.
Theorem 7.1. Assume the hypotheses of theorem 2.3. Then, the set ω defined in (30) is a singleton.
Proof. For this proof we extend a solution B of (27)- (29) 
We also define the weight function ρ * (η) = e −η 2 /4 for η > 0. The hypothesis (26) implies that B is uniformly bounded; theorem 5.1, therefore, states that ω is non-empty, and that each ϕ ∈ ω is a solution of (47)-(48).
We claim that for each ϕ ∈ ω there exists τ
. By contradiction, we assume that there exists a sequence τ k , such that τ k → ∞, and B(0, τ k ) = ϕ(0). Since B η (0, τ k ) = ϕ η (0) = 0, by lemma 6.5 the function Z(τ ) has to decrease at least by one. However, this cannot happen an infinite number of times. This proves the claim.
Suppose, now, that ω is not a singleton. Since the ω-limit set is connected, closed, and non-empty, it contains an infinite number of elements. We select three different elements ϕ 1 , ϕ 2 , ϕ 3 in the ω-limit set. Since these functions are different and each solves (19) , we may assume that ϕ 1 (0) < ϕ 2 (0) < ϕ 3 (0) . By the claim above, B(0, τ ) − ϕ 2 (0) never changes sign in [τ * , ∞). This contradicts the fact that ϕ 1 and ϕ 3 are elements of ω; it follows that ω is a singleton.
We now conclude the proof of theorems 2.3 and 2.1, and corollary 2.2.
Proof of theorem 2.3. By the previous theorem, ω is a singleton, say {B}. From corollary 6.3, we find that for every N > 0 there exists a τ N > 0 such that the solution B(η, τ ) intersects ϕ S (η) at most once in η ∈ [0, N] for each τ > τ N . This implies that in the limit τ → ∞,B intersects ϕ S at most once, concluding the proof.
Proof of theorem 2.1. Since b and U
) are solutions of (15) with the same blow-up time,V = b − U 1 satisfies equation (70). Using the fact that
, for any t < T. 
Appendix A. The Lyapunov functional
In this appendix, we construct the Lyapunov functional E satisfying (53), with suitable properties of ρ and , to prove theorem 5.1. We start with a formal construction of the functional. This requires solving a first-order equation for ρ after which can be expressed in terms of ρ. Finally, we explain how to use smooth approximations of to obtain a rigorous derivation of (53).
Appendix A.1. Formal derivation of a Lyapunov functional
Assume that and ρ are regular. To find such functions satisfying (53), we compute
B( (τ ), τ ), B η ( (τ ), τ )).
(A.1)
Wherever possible we omit the arguments of and ρ, for clarity. Integrating by parts the second integral in (A.1) becomes
Defining
equation (27) B( (τ ), τ ), B η ( (τ ), τ ) ).
Now, if functions ρ = ρ(η, v, w) > 0 and = (η, v, w) exist, which satisfy the system of equations
then E has the form of a Lyapunov functional with a contribution on the boundary, i.e.
Therefore, we may obtain this formula by solving system (A.2), which we do by transforming it to a first-order equation for ρ,
If we supplement a given solution ρ of this equation with the function given by 
In order to solve the system of ODEs (A.6) and (A.7), we select a vector 
To prove theorem 5.1, we need to define ρ in the setR ⊂ R given by (54),
We do so in the following way: for each (η, v, w) ∈ R, we define ρ(η, v, w) by following the characteristic curve through (η, v, w) to a reference point (η 0 , v 0 , w 0 ) for which ρ(η 0 , v 0 , w 0 ) is fixed by choice; the value of ρ(η, v, w) is then given by (A.10). To select an appropriate set of reference points, we study some of the properties of the solutions φ of (A.8), since they define the characteristic curves. It follows from standard ODE theory that solutions of (A.8) are locally smooth and continuous under changes of (η 0 , v 0 , w 0 ). In general, however, we cannot extend these solutions to the whole of R + ; in fact, for each (η, v, w) ∈ R, there may exist 0 ξ 1 < η and/or ξ 2 > η such that
Partly because of this difficulty, we choose to only use forward solutions of (A.8) to define the characteristic curves. The next result details the behaviour of a forward solution φ of (A.8). 
Lemma A.1. Let (η, v, w) ∈ R, and let φ(ξ ) = φ(ξ ; η, v, w) be the solution of (A.8). For ξ η, exactly one of the following three alternatives holds:
Similarly, and since the right-hand side of this expression is negative for large η 1 it follows thatφ < 0 on [1, y 0 ]; therefore, y 0 may be redefined as
It follows that on [1, y 0 ],
When 0 φ(y) 1/2, this expression is bounded from above by −η 2 1 /64 for large η 1 . In terms of the original variable ξ we obtain φ (ξ ) −η 1 /64, thus proving the lemma.
Appendix A.3. Definition of ρ in R
The general idea is to use η 0 =η as a reference point. In this way, owing to corollary A.3, we can obtain the required estimates for ρ. It can happen, however, that the function φ (ξ, ; η, v, w) is not defined at ξ =η. In such a situation, to define ρ, we introduce functions representing the intersection of φ(·; η, v, w) with the lines φ = 0 for η <η and φ = 1 for η >η. Thus, it is useful to define the following subsets of R : The choice of η 0 =η also allows us to estimate the value of φ for ξ >η, which in turn permits us to control ρ for large η, since the bound φ(ξ ) 1 for ξ >η implies an exponential decay for ρ as η → ∞.
Case R 1 . Points in R 1 are of the form (η, 1, 0) and (η, 0, 0). We again choose η 0 =η; substituting φ ≡ 1 and φ ≡ 0 into formula (A.15) gives where
Case R 2b . Here, it is convenient to define for any (η, v, w) ∈ R 2b the function
The function L 1 is well defined for v < 1 since if φ(ξ ; η, v, w) = 0 for someξ ∈ (η, η), then, where 20) where
Appendix A.4. Properties of ρ and
In the previous section, we have found a solution ρ of (A.4). Here, we show that this solution, together with the function given by (A.5), satisfies the properties required for the proof of theorem 5.1. We start by stating a result which provides a lower bound for ρ in R 2b .
Lemma A.4. Let M andM be the constants in estimates (44) and (45), and let L 1 be defined as in (A.18) . Then, there exists a large constantη 0 such that the function G:
Proof. We takeη 0 large and we fix η η 0 . Using the continuity of L 1 , we have that
. Now, we define the variable y = ξ/η 1; the result is proved if we show that sup{y 1 : φ(y) > 1} C(M).
As in the proof of lemma A.2, equation (A.8) transforms into
Note that for φ > 1 we haveφ(y) < 0 for all y > 1, sinceφ(ȳ) = 0 implies thatȳ can only be a maximum, which contradicts equation (A.8).
We prove the claim in two steps. In the first step, we consider the caseā
, A 2 is non-negative and bounded byĀ 2 :=ā/d. The function A 1 is positive and bounded from below: 
To obtain a bound on y 1 , we use φ(y 1 ) = d/2 − δ and conclude that ỹ 2 ) , then, by the comparison principle (which the operator u →ü/η 2 +2(u−1) satisfies on intervals of length less thanỹ 2 ), we find φ ψ on the interval [1, y] , which contradicts the previous remark.
In conclusion, we find that y 2 ỹ 2 , thus proving the lemma.
We now derive estimates for ρ and inR and R.
Lemma A.5. The function ρ is continuous in R\{η =η, v > 1}; for (η, v, w) ∈ R, one finds 
This estimate follows from the negative sign of the integral Before we prove this, note that R 2 is an open set and R 1 and R 3 are closed. We first see that ρ is continuous within R 2a and R 2b , by continuity of L 0 and L 1 . For the elements in R 1 , the definition of ρ is as for R 2 ; therefore, there is continuity of ρ between R 2 and R 1 .
The delicate part is to prove the continuity between R 3 and R 2 . Taking a sequence (η n , v n , w n ) ∈ R 2 , we associate a solution φ n (·, η n , v n , w n ). Suppose that (η n , v n , w n ) → (η, v, w) ∈ R 3 . Now, if φ(·, η, v, w) is the solution of (A.8), then φ n → φ in compact subsets of R + . Therefore, by corollary A.3, for n n 0 ∈ N, we find φ n (η) ∈ (0, 1). Then (η n , v n , w n ) ∈ R 2 , for n n 0 , have the same definition of ρ as for (η, v, w) ∈ R 3 . Finally, if v 1 and η =η, then ρ is continuous. If η is close enough toη, then we have that η 0 =η. So, the computation of ρ uses the same formula, independent of the subset of R to which (η, v, w) belongs.
For we deduce the following lemma, which implies (56). R\{η =η, v > 1} and if (η, v, w) . We see that both types of behaviour diverge with η; however, the second asymptotic is bounded in terms of r and t as t → T . Therefore, to have polynomial behaviour at infinity, we prescibe In addition, the authors in [10] found numerically that λ 1 < 0 when ϕ = ϕ 1 and d > 2. In particular, they computed λ 1 = −0.272 . . . for d = 3. This implies that ϕ 1 is linearly stable for d > 2.
Lemma A.6. The function is continuous in
For ϕ = ϕ * , we can proceed as above and solve the eigenvalue problem for (B.1). Considering (B.2) with ϕ = ϕ * , we find that ψ λ , λ satisfies 
