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We introduce a new general technique for solving linear preserver
problems. The idea is to localize a given linear preserver φ at each
nonzero vector. In such a way we get vector-valued linear maps on
the space of matrices which inherit certain properties from φ. If we
can prove that such induced maps have a standard form, then φ
itself has either a standard form or a very special degenerate form.
We apply this technique to characterize linear preservers of full
rank. Using this technique we further reprove two classical results
describing the general form of linear preservers of rank one and
linear preservers of the unitary (or orthogonal) group.
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1. Introduction
Let m, n be positive integers and F a (commutative) ﬁeld. We denote by Mm,n(F) the space of all
m × n matrices over F. When m = n we write Mn(F) = Mn,n(F). A linear preserver is a linear map
φ : Mm,n(F) → Mm,n(F) that preserves a certain property, or a certain subset, or a certain function, or
a certain relation. It often turns out that linear preservers φ are either of the form
φ(A) = TAS, (1)
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where T and S arem × m and n × n invertible matrices, respectively; orm = n and
φ(A) = TAtS, (2)
where T and S are invertible n × n matrices, and the superscript t denotes the transpose (matrix or
vector). Such maps will be called standard.
Throughout we will identify m × n matrices with linear operators acting between spaces Fn and
Fm. And then, clearly, we will identify Fn with n × 1 matrices.
Assume that φ : Mm,n(F) → Mm,n(F) is a standard map. Choose any nonzero vector x ∈ Fn and
deﬁne a linear map ϕx : Mm,n(F) → Fm by
ϕx(A) = φ(A)x.
Then in the case (1) we have
ϕx(A) = TAu, (3)
where u = Sx, while in the case (2) we have
ϕx(A) = TAtu, (4)
where again u = Sx. Any linear map ϕ : Mm,n(F) → Fm that is either of the form (3), or of the form
(4) for some invertible matrix T and some nonzero vector uwill be called standard.
The above simple observation gives the idea for our approach to linear preserver problems. Given
a certain linear preserver φ : Mm,n(F) → Mm,n(F) we deﬁne for every nonzero vector x ∈ Fn a linear
map ϕx : Mm,n(F) → Fm by ϕx(A) = φ(A)x. It seems natural that when trying to prove that all linear
maps having a certain preserving property are standard, we start with a partial result stating that all
the induced maps ϕx : Mm,n(F) → Fm are standard. But as we shall see soon this is all we need to do.
Namely, it will be rather easy to verify that if all ϕx ’s are standard, then φ : Mm,n(F) → Mm,n(F) itself
is either standard, or it is of a very special degenerate form.
The next section will be devoted to the systematic study of vector-valued maps deﬁned on the
space of matrices. In Section 3 we will characterize linear maps whose all localizations are standard.
In the last sectionwewill ﬁrst apply these results to obtain a new result describing the general form of
linear preservers of full rank. The special casewhenpreservers act on squarematriceshas been recently
proved in [17] using a different technique. Thenwewill use ourmethod to reprove two classical results
from the theory of linear preservers: the characterization of linear preservers of rank one and linear
preservers of the unitary (or orthogonal) group.
In the rest of the paper it will be assumed m n 2.
2. Vector-valued maps on matrices
For every A ∈ Mn,m(F) we deﬁne a linear functional ξA : Mm,n(F) → F by ξA(B) = tr(BA), B ∈
Mm,n(F). The linear map A → ξA from Mn,m(F) into the dual space of Mm,n(F) is injective, and hence
surjective. It follows that for every linear map ϕ : Mm,n(F) → Fm there exist uniquely determined
matrices A1, . . . , Am ∈ Mn,m(F) such that
ϕ(B) = [tr (BA1) · · · tr (BAm)]t , B ∈ Mm,n(F).
If u ∈ Fn is a nonzero vector (nonzero n × 1 matrix) and r1, . . . , rm ∈ Fm are linearly independent
vectors, then the above deﬁned map ϕ with A1 = urt1, . . . , Am = urtm is a standard vector-valued map
on m × n matrices. Indeed, we will show that in this case we have ϕ(B) = RBu, B ∈ Mm,n(F), where
R ∈ Mm(F) is an invertible matrix whose jth row is equal to rtj . Clearly, the jth coordinate of RBu, B ∈
Mm,n(F), is
rtj Bu = tr (Burtj ) = tr (BAj),
as desired. Similarly, whenm = n, the map ϕ is a standard map of the form ϕ(B) = RBtu, B ∈ Mn(F),
if and only if Aj = rjut , j = 1, . . . , n, where rj denotes the transpose of the jth row of R. Indeed, the jth
coordinate of RBtu, B ∈ Mn(F), is
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rtj B
tu = tr (Bturtj ) = tr ((Bturtj )t) = tr (rjutB) = tr (Brjut) = tr (BAj).
Lemma 2.1
(1) Every nonzero linear map ϕ : Mm,n(F) → Fm can be written in the form
ϕ(B) = T1Bx1 + · · · + TrBxr , B ∈ Mm,n(F), (5)
where r is a positive integer, and both sets of vectors {x1, . . . , xr}, xj ∈ Fn, and matrices {T1, . . . , Tr},
Tj ∈ Mm(F), are linearly independent.
(2) Every nonzero linear map ϕ : Mn(F) → Fn can be written as
ϕ(B) = T1Btx1 + · · · + TrBtxr , B ∈ Mn(F),
where r is a positive integer, T1, . . . , Tr ∈ Mn(F) are linearly independent, and x1, . . . , xr ∈ Fn are
linearly independent.
Proof. Clearly, the set of all maps ϕ : Mm,n(F) → Fm of the form
ϕ(B) = T1Bx1 + · · · + TrBxr , B ∈ Mm,n(F), (6)
where T1, . . . , Tr ∈ Mm(F), and x1, . . . , xr ∈ Fn, is a linear subspace of the space of all linear maps
from Mm,n(F) → Fm. We denote by e1, . . . , en the elements of the standard basis of Fn, and by Eij ∈
Mm(F), 1 i, jm, thematrixunits, that is,Eij is thematrixwhoseall entries are zerobut the (i, j)-entry
that is equal to 1. It is trivial to verify that the linear maps ϕi,j,k : Mm,n(F) → Fm, 1 i, jm, 1 k n,
deﬁned by
ϕi,j,k(B) = EijBek, B ∈ Mm,n(F),
are linearly independent. As the dimension of the linear space of all linear maps fromMm,n(F) → Fm
ism2n, we conclude that every linear map ϕ : Mm,n(F) → Fm is of the form (6).
Now, if ϕ : Mm,n(F) → Fm is of the form (6) and λ any scalar, then
ϕ(B) = T1Bx′1 + T ′2Bx2 + T3Bx3 + · · · + TrBxr , B ∈ Mm,n(F),
where x′1 = x1 + λx2 and T ′2 = T2 − λT1. Thus, if x1 is a linear combination of x2, . . . , xr , then the
linear map ϕ can be rewritten as
ϕ(B) = T ′2Bx2 + · · · + T ′rBxr , B ∈ Mm,n(F),
for suitable matrices T ′2, . . . , T ′r ∈ Mm(F). Analogously, if the set T1, . . . , Tr is linearly dependent, we
can reduce the representation (6) to an analogouos representation with r reduced by one. This proves
(1). Statement (2) can be obtained in much the same way. 
Remark 2.2. Assumethatx1, . . . , xr ∈ Fn are linearly independentandT1, . . . , Tr ∈ Mm(F)are linearly
independent.When is amapϕ : Mm,n(F) → Fm givenby (5) standard?Theobviouspossibility iswhen
r = 1 and T1 is invertible. Another possibility is thatm = n and r = n and
Tj = ujzt
for some linearly independent vectors u1, . . . , un ∈ Fn and some nonzero vector z ∈ Fn. Indeed, in
this case we have
ϕ(B) =
n∑
j=1
TjBxj =
n∑
j=1
uj(z
tBxj) =
n∑
j=1
uj(z
tBxj)
t
=
n∑
j=1
uj(x
t
j B
tz) =
⎛
⎝
n∑
j=1
ujx
t
j
⎞
⎠ Btz = RBtz,
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where
R =
n∑
j=1
ujx
t
j
is an invertible matrix because both sets of vectors x1, . . . , xn and u1, . . . , un are linearly
independent.
We need a useful characterization of standard maps:
Lemma 2.3. Let ϕ : Mm,n(F) → Fm be a linear map.
Assume m > n. Then necessary and sufﬁcient conditions for ϕ to be standard are the surjectivity of ϕ
and the existence of a nonzero u ∈ Fn such that for every A ∈ Mm,n we have Au = 0 ⇒ ϕ(A) = 0.
Assume m = n. Then ϕ : Mn(F) → Fn is standard if and only if ϕ is surjective and there exists a
nonzero u ∈ Fn such that either for every A ∈ Mn we have Au = 0 ⇒ ϕ(A) = 0, or for every A ∈ Mn we
have Atu = 0 ⇒ ϕ(A) = 0.
Proof. One direction is clear. So, assume thatm > n,ϕ is surjective, and there exists a nonzero u ∈ Fn
such thatAu = 0 yieldsϕ(A) = 0. Then, clearly,ϕ(A) depends onAu only, that is,ϕ(A) = TAu for some
map T : Fm → Fm. Obviously, T is linear, and since ϕ is surjective, T is invertible. The case m = n is
treated similarly. 
3. Localization of linear maps and standard maps
A subspace V ⊂ Mm,n(F) is called a space of full rank matrices if every nonzero member of V is of
rank n. We will say that a ﬁeld F has property Pm,n (in the case whenm = nwe will write Pn = Pn,n) if
Mm,n(F) contains anm-dimensional subspace of full rank matrices. Some examples of ﬁelds that have
or do not have property Pm,n are summarized in the next proposition.
Proposition 3.1. Let m n 2 be integers.
(a) If F has property Pm,n, then it has property Pkm,n for every positive integer k.
(b) If F is algebraically closed of characteristic zero, then it does not have property Pm,n.
(c) If F is algebraically closed of positive characteristic, then it does not have property Pn.
(d) The real ﬁeld R has properties P2k,2, P4k,4, P8k,8, k = 1, 2, . . . .
(e) R has property Pn if and only if n = 2, 4, 8.
(f) If F is the ﬁnite ﬁeld of cardinality ps, p prime, then F has properties Pk,, k = 1, 2, . . . ,
 = 2, 3, . . . .
Proof. For (a) just observe that if V ⊂ Mm,n(F) is anm-dimensional space of full rank matrices, then⎧⎪⎪⎨
⎪⎪⎩
⎡
⎢⎢⎣
X1
...
Xk
⎤
⎥⎥⎦ : X1 ∈ V , . . . , Xk ∈ V
⎫⎪⎪⎬
⎪⎪⎭
⊂ Mkm,n(F)
is a km-dimensional space of full rank matrices. For the complex ﬁeld (b) follows from a result of
Westwick [21] according to which every subspace V ⊂ Mm,n(C) of full rank matrices has dimension
m − n + 1, and for algebraically closed ﬁelds of characteristic zero (b) follows by using the trans-
fer principle [8, Theorem 2.9]. Part (c) follows from the simple observation that if A, B ∈ Mn(F) are
invertible and F is algebraically closed, then
det (A + λB) = det B · det (B−1A + λI)
must be zero for some value of λ ∈ F. For (d) and (f), in view of (a), we need to consider only the case
k = 1. In this case,weuse a general result in [17]. The result says thatFhas theproperty Pq(q 2) if and
L. Rodman, P. Sˇemrl / Linear Algebra and its Applications 433 (2010) 2257–2268 2261
only if thereexists aq-dimensionaldivisionalgebraoverF (thedivisionalgebraneednotbeassociative).
Thus, for the real ﬁeld taking the division algebra to be the complex numbers, the quaternions, and the
Cayley numbers, we obtain properties P2, P4, P8. For the ﬁnite ﬁeld of cardinality p
s, p prime, we take
as the division algebra the ﬁnite ﬁelds of cardinalities ps,  = 2, 3, . . . Finally, (e) follows from [17]
combined with the classical result that ﬁnite dimensional division algebras over R have dimensions
only 1, 2, 4, 8 [4,11]. 
Assume that the ﬁeld F has property Pm,n. Let V ⊂ Mm,n(F) be an m-dimensional space of full
rank matrices, u ∈ Fn a nonzero vector, and α : Fm → V a bijective linear map. Deﬁne a linear map
φ : Mm,n(F) → Mm,n(F) by
φ(A) = α(Au), A ∈ Mm,n(F). (7)
It is easy to verify that all the induced maps
ϕx : Mm,n(F) → Fm, ϕx(A) = φ(A)x, x ∈ Fn \ {0},
are standard. Indeed, for every A ∈ Mm,n we have Au = 0 ⇒ φ(A) = 0. Moreover, we have Imφ = V .
Themap T → Tx, T ∈ V , is an injective linearmap from V intoFm, and hence surjective. Consequently,
ϕx is surjective, and therefore standard by Lemma 2.3.
Let now m = n and we assume that the ﬁeld F has property Pn. Similarly as above, if V ⊂ Mn(F)
is an n-dimensional space of invertible (full rank) matrices, u ∈ Fn a nonzero vector, α : Fn → V a
bijective linear map, and φ : Mn(F) → Mn(F) a linear map deﬁned by
φ(A) = α(Atu), A ∈ Mn(F), (8)
then all the induced maps ϕx : Mn(F) → Fn, x ∈ Fn \ {0}, are standard.
Each linear map onMm,n(F) of the form (7) or of the form (8) will be called a degenerate map. Such
maps exist if and only if the ﬁeld F has property Pm,n.
Themain result of this section states that ifφ : Mm,n(F) → Mm,n(F), m n 3, is a linearmap such
that the localization of this map at every nonzero vector is standard and F does not have the property
Pm,n, then φ itself is standard. In the case that F has property Pm,n the additional possibility is that φ
is a degenerate map. The approach to linear preserver problems introduced in this paper is based on
this theorem. Therefore, our method does not work in the special case when n = 2.
Theorem 3.2. Let φ : Mm,n(F) → Mm,n(F), m n 3, be a linear map. Assume that for each nonzero
x ∈ Fn the map ϕx : Mm,n(F) → Fm deﬁned by ϕx(A) = φ(A)x, A ∈ Mm,n(F), is standard. Then either
φ is standard, or F has property Pm,n and φ is degenerate.
Proof. The following fact will be needed:
Fact 1. Assume that S, R, T ∈ Mm(F) are matrices not all zeros, and z, v, w ∈ Fn are vectors not all zeros
such that
SAz = RAv + TAw ∀ A ∈ Mm,n(F). (9)
Then eitherdim span{S, R, T} = 1 ordim span{z, v, w} = 1. Indeed, suppose dim span{z, v, w} > 1, and
say z and v are linearly independent. If z, v, w are linearly independent, then for every y ∈ Fm there
exists A ∈ Mm,n(F) such that Az = Av = 0 and Aw = y. It follows from (9) that T = 0. Selecting A so
thatAz = 0, Av = u, whereu is any vector inFm, we obtainR = 0, and similarly, S = 0, a contradiction.
Thus, w = αz + βv for some α,β ∈ F. We rewrite (9) in the form
(S − αT)Az = (R + βT)Av, ∀ A ∈ Mm,n(F).
As before S − αT = R + βT = 0, and dim span{S, R, T} = 1 follows.
Let us now specialize to the case when m = n. We show that if S, R, T ∈ Mn(F) are invertible
matrices, and v, z, w ∈ Fn nonzero vectors, then
SAv + RAz + TAtw /= 0 (10)
for at least one A ∈ Mn(F). Indeed, since n 3 we can ﬁnd A ∈ Mn(F) such that Av = Az = 0, while
Atw /= 0. As T is invertible we have SAv + RAz + TAtw = TAtw /= 0, as desired.
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For every nonzero x ∈ Fn either there exist an invertible T ∈ Mn(F) and a nonzero z ∈ Fn such that
φ(A)x = TAz (11)
for every A ∈ Mn(F), or there exist an invertible S ∈ Mn(F) and a nonzero u ∈ Fn such that
φ(A)x = SAtu (12)
for every A ∈ Mn(F). As in the proof of (10) we see that if T, S ∈ Mn(F) are invertible and z, u ∈ Fn are
nonzero vectors, then TAz /= SAtu for at least one A ∈ Mn(F). Thus, for every nonzero x ∈ Fn we have
exactly one of the above two possibilities.
We will now show that either for every nonzero x ∈ Fn we have the possibility (11), or for every
nonzero x ∈ Fn we have the possibility (12). Assume on the contrary that there are nonzero x, y ∈
Fn such that φ(A)x = TAz and φ(A)y = SAtu for every A ∈ Mn(F). Then φ(A)(−x) = (−T)Az, A ∈
Mn(F), and therefore, x + y /= 0. Hence, for x + ywe have one of the possibilities (11) or (12). Wewill
consider only the ﬁrst case. Then there exist an invertible R ∈ Mn(F) and a nonzerow ∈ Fn such that
φ(A)(x + y) = RAw, A ∈ Mn(F). Thus,
RAw = φ(A)(x + y) = φ(A)x + φ(A)y = TAz + SAtu
for every A ∈ Mn(F), contradicting inequality (10).
We thus have two possibilities; either we have (11) for every nonzero x ∈ Fn, or we have (12)
for every nonzero x ∈ Fn. The second case can be reduced to the ﬁrst one by considering the map
A → φ(At), A ∈ Mn(F).
We can now return back to the general case when m n and we know by the above reasoning
that there is no loss of generality in assuming that for every nonzero x ∈ Fn there exist an invertible
T ∈ Mm(F) and a nonzero z ∈ Fn such that φ(A)x = TAz for every A ∈ Mm,n(F).
We know that for every nonzero x there exist a nonzero ux ∈ Fn and an invertible Tx ∈ Mm(F) such
that φ(A)x = TxAux, A ∈ Mm,n(F). Assume ﬁrst that dim span{ux : x ∈ Fn \ {0}} = 1. Replacing each
Tx and ux byλxTx andλ
−1
x ux for an appropriate nonzero scalarλx , wemay andwill assume that ux ≡ u
is independent of x. Hence, we have
φ(A)x = TxAu
for everyA ∈ Mm,n(F) and every x ∈ Fn. It follows thatAu = Bu, A, B ∈ Mm,n(F), impliesφ(A) = φ(B).
In other words,
φ(A) = α(Au)
for some linear map α : Fm → Mm,n(F). We will complete the proof in this case by showing that φ is
degenerate, that is, by proving that α is injective and maps every nonzero vector in a matrix of rank n.
If α(z) = 0 for some nonzero z ∈ Fm, then choosing A ∈ Mm,n(F) with z = Auwe would have
Txz = TxAu = φ(A)x = α(Au)x = 0,
contradicting the invertibility of Tx . Ifα(Au)was not of full rank for some nonzero vector Au, then there
would exist a nonzero x ∈ Fn satisfying α(Au)x = 0 implying that TxAu = 0, a contradiction. Hence,
φ is indeed degenerate.
It remains to consider the case when there exist nonzero x, y ∈ Fn such that ux and uy are linearly
independent. It follows easily that already x and y are linearly independent. From
Tx+yAux+y = TxAux + TyAuy, A ∈ Mm,n(F),
we conclude in view of Fact 1 that Tx and Ty are linearly dependent.
If z ∈ Fn is any nonzero vector, then either ux and uz are linearly independent, or uy and uz are
linearly independent. In both cases we conclude that dim span{Tx, Ty, Tz} = 1. Consequently, there is
no loss of generality in assuming that Tx ≡ T is independent of x. Therefore, for every nonzero x there
exists a unique nonzero ux ∈ Fn such that φ(A)x = TAux, A ∈ Mm,n(F). We deﬁne a map S : Fn → Fn
by ux = Sx. It is trivial to see that S is linear. Since Sx /= 0 for every nonzero x ∈ Fn the map S is
invertible. Clearly, φ(A) = TAS, A ∈ Mm,n(F), as desired. 
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Let us now specialize to the square case. We further assume that the underlying ﬁeld F is either R
or C. Let G ⊂ GLn(F) be the group of isometries with respect to the norm ‖ · ‖G on Fn.
A linear map φ : Mn(F) → Mn(F) will be called G-standard map if there exist matrices U, V ∈ G
such that φ is of the form φ(A) = UAV, A ∈ Mn(F), or of the form φ(A) = UAtV , A ∈ Mn(F). We will
say that ϕ : Mn(F) → Fn is G-standard if there exist a matrix U ∈ G and a unit (with respect to the
norm ‖ · ‖G) vector x ∈ Fn such that either ϕ(A) = UAx, A ∈ Mn(F), or ϕ(A) = UAtx, A ∈ Mn(F).
Theorem 3.3. Let G be the group of isometries with respect to the norm ‖ · ‖G . Let φ : Mn(F) → Mn(F),
n 3, be a linear map, and assume n /= 4, n /= 8 in the real case. Then φ is G-standard if and only if for
each unit (with respect to the norm ‖ · ‖G) vector x ∈ Fn the map ϕx : Mn(F) → Fn deﬁned by ϕx(A) =
φ(A)x, A ∈ Mn(F), is G-standard.
Proof. The part “only if" is clear (cf. the introduction). We prove the “if" part. It follows from our
assumptions that the map ϕx : Mn(F) → Fn is standard for every nonzero x ∈ Fn. By Theorem 3.2 φ
is either of the formφ(A) = SAT , or of the formφ(A) = SAtT for some invertiblematrices S and T (our
hypotheses exclude the possibility that φ is degenerate, see Proposition 3.1). We will consider just the
second possibility. Then for every unit vector x ∈ Fn we have
SAtTx = φ(A)x = ϕx(A), A ∈ Mn(F).
Thus, by our assumption there exist U ∈ G and a unit vector z ∈ Fn such that either SAtTx = UAz, A ∈
Mn(F), or SA
tTx = UAtz, A ∈ Mn(F). The ﬁrst possibility cannot occur (take A ∈ Mn(F) such that Az =
0, At(Tx) /= 0 to verify that). The second possibility yields that S = λU for some nonzero λ ∈ F (use
Fact 1). Replacing T byλT wemay andwill assume that S = U belongs toG. This further implies that for
every unit vector x there existW ∈ G and a unit vector w ∈ Fn such that UAtTx = WAtw, A ∈ Mn(F).
The choice A = I yields ‖Tx‖G = ‖U−1Ww‖G = 1. Hence, T ∈ G as well. 
4. Linear preservers
One of themost studied linear preserver problems in linear algebra and in functional analysis is the
problemof characterizing linearmaps preserving invertibility, namely linearmaps such that the image
of every invertible element is again invertible. In 1959Marcus and Purves [14] proved that every linear
map on Mn(C) preserving invertibility is standard. The famous Gleason-Kahane-Z˙elazko theorem
[7,9] states that every unital linear invertibility preserving map between commutative unital Banach
semisimplealgebras ismultiplicative. ThismotivatedKaplansky [10] toaskwhichconditions imply that
every unital linear invertibility preserving map between Banach algebras is a Jordan homomorphism.
An interested reader can ﬁnd more details in the survey paper [1]. For two recent important results
we refer to [2] and [18].
It is therefore quite surprising that even in the simplest case, that is the case of matrix algebras,
the problem of characterizing linear maps preserving invertibility has been open until the very recent
paper of de Seguins Pazzis [17]. It was known that there are linear invertibility preserving maps on
Mk(R), k = 2, 4, 8, that are not standard. In [17] a characterization of the ﬁelds F and positive integers
n such that there exist non-standard linear preservers of invertibility onMn(F) is given. Moreover, the
general form of non-standard linear preservers of invertibility is described.
We will use here our approach to extend this result to the rectangular case. Then, of course, the
property of preserving invertibility has to be replaced by the property of preserving the full rank.
Our proof is completely different than the one given in [17], where the proof is based on a careful
analysis of preimages of singular spaces of matrices. In fact, after developing some general results on
vector-valuedmaps in the previous sections (which, as we shall see, can be used to solve various linear
preserver problems) our proof will be very short.
A matrix A ∈ Mm,n(F) is said to be of full rank if rank A = n. (Recall our standing assumption
m n 2.) A linear map φ : Mm,n(F) → Mm,n(F) preserves full rank if φ(A) is of full rank whenever A
is of full rank.
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We are now ready to prove the main result of this section.
Theorem 4.1. Let m n 3. If a linear map φ : Mm,n(F) → Mm,n(F) preserves full rank, then either φ is
standard, or F has property Pm,n and φ is degenerate.
Proof. By Theorem 3.2, all we need to do is to show that for each nonzero x ∈ Fn the map ϕx :
Mm,n(F) → Fm deﬁned byϕx(A) = φ(A)x,A ∈ Mm,n(F), is standard. The null space ofϕx is a subspace
of Mm,n(F) of dimension m(n − 1). Clearly, all of its members are of rank < n. It was proved by
Meshulam [15] (see also [6]) that the dimension of each such subspace is actually equal tom(n − 1).
Moreover, there exists a nonzero vector u ∈ Fn such that either for every A ∈ Mm,n(F) we have
Au = 0 if and only if A belongs to the null space of ϕx , or m = n and for every A ∈ Mn(F) we have
Atu = 0 ⇐⇒ ϕx(A) = 0. Furthermore, dim Kerϕx = m(n − 1) yields that ϕx is surjective. Hence, it
is standard by Lemma 2.3, as desired. 
As alreadymentioned the above result extends themain theorem of [17].We believe, however, that
the main contribution of this paper is a new general technique for solving linear preserver problems.
To test the efﬁciency of this technique it is natural to ask whether it can be used to solve the problem
of the characterization of linear preservers of rank one. Namely, the most frequently used reduction
technique when dealing with linear preservers is to reduce a given linear preserver problem to the
problem of describing the general form of linear preservers of rank one. And indeed, our technique
gives a new proof of this fundamental result in the theory of linear preservers. We need some more
notation. Let x ∈ Fm and y ∈ Fn be nonzero vectors. We set
Lx = {xut : u ∈ Fn} and Ry = {vyt : v ∈ Fm}.
Clearly, both Lx and Ry are linear subspaces ofMm,n(F) consisting of matrices of rank at most one.
Theorem 4.2. Let m n 3 and letφ : Mm,n(F) → Mm,n(F) be a linear map. Assume that rank φ(A) =
1 whenever rank A = 1. Then one of the following three possibilities occur:
(1) φ is standard;
(2) the image of φ is equal to Ry for some nonzero y ∈ Fn;
(3) m = n and the image of φ is equal to Lx for some nonzero x ∈ Fn.
Results concerning linear rank preservers have a long history and extensive literature as well as
numerous applications to other preserver problems. We mention here [3] (where Theorem 4.2 was
proved for the complex ﬁeld and for m n 2), [8] (algebraically closed ﬁeld of characteristic zero),
[12] (any algebraially closed ﬁeld). It was proved by Westwick [20] that degenerate, i.e. those that
satisfy (2) or (3) of Theorem 4.2, linear preservers of rank one on Mm,n(F), m n 2, exist if and
only if Mm(F) contains an n-dimensional subspace of invertible matrices. This cannot happen if F is
algebraically closed (cf. the proof of Proposition 3.1, part (c)). It is interesting that the necessary and
sufﬁcient conditions for the existence of degenerate forms of linear preservers in Theorems 4.1 and
4.2 look quite similar.
For the proof of Theorem 4.2, we will ﬁrst prove a lemma concerning vector-valued maps on
matrices.
Lemma 4.3. Let ϕ : Mm,n(F) → Fm be a linear map such that for every nonzero u ∈ Fm we have
dimϕ(Lu) = 1. Then either ϕ(A) = SAz, A ∈ Mm,n(F), for some invertible matrix S ∈ Mm(F) and some
nonzero z ∈ Fn, or there exist a nonzero linear functional f : Mm,n(F) → F and a nonzero vector v ∈ Fm
such that ϕ(A) = f (A)v, A ∈ Mm,n(F).
Proof. We know that there exist uniquely determined matrices A1, . . . , Am ∈ Mn,m(F) such that
ϕ(B) = [tr (BA1) · · · tr (BAm) ]t , B ∈ Mm,n(F).
L. Rodman, P. Sˇemrl / Linear Algebra and its Applications 433 (2010) 2257–2268 2265
Let u ∈ Fm be a nonzero vector. Then for every x ∈ Fn we have
ϕ(uxt) = [tr (uxtA1) · · · tr (uxtAm) ]t = [xtA1u . . . xtAmu ]t . (13)
As the linear space of all vectors
[
xtA1u · · · xtAmu ]t , x ∈ Fn,
is one-dimensional, we have
dim span {A1u, . . . , Amu} = 1. (14)
Assume ﬁrst that at least one of matrices A1, . . . , Am has rank at least two. With no loss of generality
we may assume that rankA1  2. Then we can ﬁnd x, y ∈ Fm such that A1x and A1y are linearly inde-
pendent. By (14), A2x = λxA1x and A2y = λyA1y. We have A1(x + y) /= 0, and therefore, A2(x + y) =
λx+yA1(x + y). From
λx+yA1x + λx+yA1y = A2(x + y) = λxA1x + λyA1y
we conclude that λx = λx+y = λy. Set λ2 = λx = λy. If A1z /= 0, then A2z = λzA1z and either A1z
and A1x are linearly independent, or A1z and A1y are linearly independent. In the ﬁrst case we have
λz = λx = λ2, while in the second case we get λz = λy = λ2. Thus, (A2 − λ2A1)z = 0 whenever
A1z /= 0. It follows easily that A2 = λ2A1. Similarly, Aj = λjA1, j = 3, . . . , m. It follows that
ϕ(B) = f (B)v, B ∈ Mm,n(F),
where f (B) = tr(BA1), B ∈ Mm,n(F), and v = [1 λ2 · · · λm]t .
It remains to consider the case when rank Aj  1, j = 1, . . . , m. Then A1 = z1wt1, . . . , Am = zmwtm
for some z1, . . . , zm ∈ Fn andw1, . . . , wm ∈ Fm. Wemay assumewithout loss of generality that zj /= 0
for all j = 1, . . . , m (if zj = 0, then Aj = 0 and we may assume thatwj = 0 and zj /= 0). Ifw1, . . . , wm
are linearly dependent, then (13) yields the existence of a nonzero u ∈ Fm such that ϕ(Lu) = {0},
contradicting our assumption. Hence,w1, . . . , wm are linearly independent. Thus, we can ﬁnd u ∈ Fm
such that wtj u = 1, j = 1, . . . , m. Consequently, (14) implies that
dim span {z1, . . . , zm} = 1.
After absorbing the scalar in the second factor in Aj = zjwtj , wemay assume that z1 = . . . = zm = z. It
follows thatϕ(B) = WBz, B ∈ Mm,n(F),whereW is the invertiblem × mmatrixwith rowswt1, . . . , wtm.
This completes the proof. 
We are now ready to prove the characterization of linear preservers of rank one.
Proof of Theorem 4.2. Let x ∈ Fm be any nonzero vector. Then Lx is an n-dimensional linear subspace
of Mm,n(F) consisting of 0 and rank one matrices. As φ preserves rank one matrices, φ(Lx) must be
an n-dimensional linear subspace ofMm,n(F) consisting of 0 and rank one matrices, as well. It is well-
known (and easy to verify) that every subspace of Mm,n(F) consisting of matrices of rank at most
one is either contained in an Lu for some nonzero u ∈ Fm, or in an Ry for some nonzero y ∈ Fn. We
ﬁrst assume that there exists a nonzero x ∈ Fm such that φ(Lx) ⊂ Lu for some nonzero u ∈ Fm. As
dimφ(Lx) = n (because φ is injective on Lx), we actually have
φ(Lx) = Lu.
Wewill prove that for every nonzero y ∈ Fm we can ﬁnd a nonzerow ∈ Fm such that φ(Ly) = Lw .
Assumeto thecontrary that this isnot true. Then thereexists anonzeroy ∈ Fm such thatφ(Ly) ⊂ Rv
for some nonzero v ∈ Fn. Hence, there exist injective linearmaps ξ : Fn → Fn and η : Fn → Fm such
that
φ(xzt) = u(ξ(z))t and φ(yzt) = η(z)vt
for every z ∈ Fn. As ξ and η are injective we can ﬁnd z ∈ Fn such that ξ(z) and v are linearly indepen-
dent and u andη(z) are linearly independent. But thenφ maps the rank onematrix (x + y)zt (note that
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x and y are linearly independent, and therefore x + y /= 0) into a rank two matrix u(ξ(z))t + η(z)vt ,
a contradiction.
Wehaveproved that for everynonzero y ∈ Fm there exists a nonzerow ∈ Fm such thatφ(Ly) = Lw .
For every nonzero x ∈ Fn we deﬁne ϕx : Mm,n(F) → Fm by ϕx(A) = φ(A)x, A ∈ Mm,n(F). Clearly,
ϕx(Ly) = Lwx = {(wzt)x : z ∈ Fn} = span {w}.
Hence, we can apply Lemma 4.3. We conclude that for every nonzero x ∈ Fn we have either
1. φ(A)x = SxAzx, A ∈ Mm,n(F), for some invertible Sx ∈ Mm(F) and some nonzero zx ∈ Fn; or
2. φ(A)x = fx(A)vx, A ∈ Mm,n(F), for some nonzero linear functional fx : Mm,n(F) → F and some
nonzero vx ∈ Fm.
Assume ﬁrst that there exists a nonzero x0 ∈ Fn such that 2. holds, that is, φ(A)x0 = f (A)v, A ∈
Mm,n(F), where f : Mm,n(F) → F is a nonzero linear functional and v ∈ Fm is a nonzero vector. Let
u ∈ Fm be any nonzero vector. We know that φ(Lu) = Lw′ for some nonzero w′ ∈ Fm. Hence,
span {w′} = Lw′x0 = φ(Lu)x0 = f (Lu)v,
and consequently, v and w′ are linearly dependent. This yields that φ(Lu) = Lv for every nonzero
u ∈ Fm, and therefore,
φ(Mm,n(F)) ⊂ Lv.
This possibility may occur when m = n. But in the case when m > n we would have φ(Ry) ⊂ Lv for
every nonzero y ∈ Fn, which is impossible because φ(Ry) is anm-dimensional subspace consisting of
matrices of rank at most one, while dim Lv = n.
We have completed the proof under the additional assumption that 2. holds for at least one nonzero
vector in Fn. We now consider the case 1. holds for every nonzero x ∈ Fn. Then by Theorem 3.2, φ is
either standard or degenerate. It is trivial to check that degenerate maps do not preserve rank one
matrices, and thus, the second possibility cannot occur.
In order to complete the proof we will now distinguish between the square and the rectangular
case. We will ﬁrst consider the case when m = n. In this case we know that for each x ∈ Fn we have
either φ(Lx) = Ly for some nonzero y ∈ Fn, or φ(Lx) = Rv for some nonzero v ∈ Fn. After replacing φ
by A → (φ(A))t , if necessary, wemay suppose that there exists a nonzero x ∈ Fn such thatφ(Lx) = Ly
for some y ∈ Fn. This case has been already treated, and thus, the proof is completed in the square case.
It remains to consider the case whenm > n and for every nonzero x ∈ Fm we have φ(Lx) ⊂ Ry for
some nonzero y ∈ Fn. Choose nonzero x0 ∈ Fm. Thenφ(Lx0) ⊂ Ry0 for some y0 ∈ Fn \ {0}. Let u ∈ Fn
be any nonzero vector. We know that φ(Ru) = Rw for some nonzero w ∈ Fn (note that φ(Ru) ⊂ Lw′
for some nonzerow′ is precluded by consideration of dimensions). On the other hand, φ(x0ut) ∈ Ry0 .
It follows that y0 and w are linearly dependent. Thus, we have
φ(Ru) = Ry0
for every nonzero u ∈ Fn, and consequently, φ(Mm,n(F)) ⊂ Ry0 , as desired. 
Wewill complete thispaperbyreprovinganotherclassical theoremin the theoryof linearpreservers
usingournewtechnique.Variousproofsof thecharacterizationof linearpreserversof theunitarygroup
can be found in [5,13,16]. For the analogue in the real case (preservers of the orthogonal group) see [19].
Our proof depends on the next lemma. LetF = R orF = C.We say that a linearmapϕ : Mn(F) → Fn
or ϕ : Mn(F) → Mn(F), is unitarily standard if it is G-standard, where G is the unitary (orthogonal in
the real case) group. We use ‖ · ‖ for the Euclidean norm in Fn.
Lemma 4.4. Let F = R or F = C. Let ϕ : Mn(F) → Fn, n 3, be a linear map. Assume that for each
unitary (orthogonal in the real case)matrixU ∈ Mn(F)wehave‖ϕ(U)‖ = 1. Thenϕ is unitarily standard.
Proof. We give the proof for the complex case; for the real case the proof is essentially the same. By
Lemma 2.1, ϕ is of the form
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ϕ(A) = T1Ax1 + · · · + TkAxk, A ∈ Mn(C), (15)
where k is a positive integer, and the sets T1, . . . , Tk ∈ Mn(C) and x1, . . . , xk are linearly independent.
The proof of Lemma 2.1 shows that wemay (and do) assume that {x1, . . . , xk} ⊂ Cn is an orthonormal
set. If k = 1, then it follows from ‖T1Ux1‖ = 1 for every unitary matrix U that ‖T1u‖ = 1 for every
unit vector u. Hence, in this case T1 is a unitary matrix, and therefore, ϕ is unitarily standard.
So, assume from now on that k 2. Our assumption together with (15) yields that
‖T1v1 + · · · + Tkvk‖ = 1 (16)
for every orthonormal set {v1, . . . , vk} ⊂ Cn.
We will next prove that for every pair of orthonormal vectors x, y ∈ Cn we have
〈Tpx, Tqy〉 = 0 (17)
whenever p /= q, 1 p, q k; here 〈·, ·〉 is the standard inner product in Cn. We distinguish two cases.
If k = 2 then we know that
1 = 〈T1x + λT2y, T1x + λT2y〉 = ‖T1x‖2 + ‖T2y‖2 + 2Re (λ〈T2y, T1x〉)
for each complex number λ ofmodulus one. It follows that 〈T2y, T1x〉 = 0, as desired. In the casewhen
k > 2 we have
1 = 〈T1x + λT2y + μ(T3u3 + · · · + Tkuk), T1x + λT2y + μ(T3u3 + · · · + Tkuk)〉
for some vectors u3, · · · , uk such that {x, y, u3, . . . , uk} is an orthonormal system and for all complex
numbersλ,μ ofmodulus one. Using the easily veriﬁable fact that for given complex numbersα,β , γ , δ
the expression
α + Re (λβ) + Re (μγ ) + Re (λμδ)
cannot be of a constant value for all complex numbers λ,μ ofmodulus one unless β = γ = δ = 0we
conclude that 〈T1x, T2y〉 = 0. Of course, the same holds true with Tp and Tq, p /= q, instead of T1 and
T2.
It follows from (17) that
T∗p Tq = λp,qI, 1 p, q k, p /= q, (18)
for some complex numbers λp,q.
Our next goal is to show that k = n. Assume on the contrary that k < n. Let W ⊂ Cn be a two-
dimensional subspace. Since k < n, we can ﬁnd an orthonormal set {x2, . . . , xk} ⊂ W⊥. For any u ∈ W
with ‖u‖ = 1 we see using (16) and (17) that
1 = ‖T1u + T2x2 + · · · + Tkxk‖2 = ‖T1u‖2 + ‖T2x2‖2 + · · · + ‖Tkxk‖2,
andtherefore,‖T1u‖ = ‖T1w‖ forany twounitvectors fromW . AsWwasanarbitrary two-dimensional
subspace ofCn we conclude that T1 = cU for some nonzero number c and some unitarymatrix U. But
then it follows from (18) that T2 = τT1 for some scalar τ contradicting our assumption that the Tj ’s
are linearly independent.
Hence, k = n 3.We next observe that allλp,q’s in (18) are zero. Assume on the contrary that one of
them is nonzero. Then the correspondingmatrices Tp and Tq are both invertible. Consequently, T
∗
p Tj =
λp,jI yields that Tj = τj(T∗p )−1, j /= p, for some scalars τj , j /= p, contradicting the linear independence
of the matrices T1, . . . , Tn.
Thus, we have ImTq ⊂ KerT∗p = (ImTp)⊥ whenever p /= q. It follows that the images of nonzero
operators T1, . . . , Tn are pairwise orthogonal. In particular, these operators are all of rank one. Hence,
there exists an orthonormal set {u1, . . . , un} such that
T1 = u1z∗1 , T2 = u2z∗2 , . . . , Tn = unz∗n (19)
for some nonzero vectors z1, . . . , zn ∈ Cn. Take any two-dimensional subspaceW ofCn. Let x3, . . . , xn
be an orthonormal set inW⊥. In view of (16), (19), we know that
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1 = ‖T1x‖2 + ‖T2y‖2 + ‖T3x3‖2 + · · · + ‖Tnxn‖2
for every orthonormal pair of vectors x, y ∈ W . It follows that for every orthonormal pair of vectors
x, y ∈ W we have
|〈x, z1〉|2 + |〈y, z2〉|2 = c (20)
for some real constant c (which may depend onW). AsW is any two-dimensional subspace of Cn one
can easily deduce that z2 = λz1 for some complex number λ of modulus one. (Indeed, if z1, z2 were
linearly independent, then we let W be spanned by a unit vector x ∈ Span{z1, z2} such that x ⊥ z1
and by a unit vector y ⊥ Span {z1, z2}. Then (20) holds with c = 0; on the other hand, one can choose
an orthonormal pair x′, y′ ∈ W such that |〈y′, z2〉|2 /= 0, a contradiction with (20).) After absorbing λ
in the ﬁrst factor of u2z
∗
2 , we may and do assume that z2 = z1. In the same way we see that there is
no loss of generality in assuming that z1 = z2 = . . . = zn = z. It follows easily that ‖z‖ = 1 which
yields that ϕ is unitarily standard (see Remark 2.2). 
It is now easy to deduce the characterization of linear preservers of the unitary (or orthogonal)
group.
Theorem 4.5. Let F = R or F = C. Let φ : Mn(F) → Mn(F), n 3, be a linear map such that φ(U) is
unitary (orthogonal in the real case) for every unitary (orthogonal in the real case) matrix U ∈ Mn(F).
Assume in addition n /= 4, 8 if F = R. Then φ is unitarily standard.
Proof. A straightforward consequence of Lemma 4.4 and Theorem 3.3. 
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