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1. ま え が き
本論文では，音のミキシングに時間周波数平面を用
いることの有効性を示す．著者らは，時間周波数平面








































XA[i, k]，XB[i, k]，Y [i, k]とする．ここで，iは時間
フレーム番号，k は周波数ビン番号である．本手法で
は，ゲインマスクWA[i, k]，WB[i, k]を用いて出力 Y
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図 1 音声が埋もれない音信号混合法のブロック図及びゲイン生成部における処理の概要
Fig. 1 Block diagram of the proposed method and overview of the processing for
calculating gains.
を Y = WAXA +WBXB で生成する．
ゲインマスクを決めるにあたって，Step 2では，各
[i, k]について XA[i, k]，XB[i, k]を以下の四つのカテ
ゴリー，純音 Dt，純音近傍 Dm，非純音 Dn，非可
聴 Dz に分類する．その分類のために，Step 1 では，
MPEG-1 Audio Psychoacoustic model 1 [19] で採用
されている純音判定 Ctm と有音判定 CATH の基準を
利用している．
Step 3 では，音声と BGM の四つのカテゴリーの
組合せで決まる 16(= 4× 4)属性のそれぞれに対して





について述べる準備として，XA，XB の [i, k]におけ
るパワーを周波数方向に平滑化したものをそれぞれ
A[i, k]，B[i, k]とおく．出力パワーは，互いの位相が




合は Q = W 2AA/P で見積もることができる．我々は，
P，Q を A，B の関数として適切に決定することで，
音声が埋もれない混合ができるものと考えた．
P，Q は図 2 に従って決定する．まず，a では
P = A + B，Q = 1.0 とし，出力を強制的に音声
化する．次に，b では P = 4.0(A + B)，Q = 1.0 と
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図 2 P，Q の決定法．XA，XB は，由来する入力信号
を示す
Fig. 2 Determination of P and Q. XA and XB are
labels showing one of input signals.
表 1 実 験 諸 元
Table 1 Parameters used in experiments.
Sampling frequency (FS) 44100 Hz
Samples of FFT (NFFT) 1024
Samples of frame shift 384
Type of analyze window Hanning
Samples of analyze window 1023
Type of synthesize window Hanning
Samples of synthesize window 767
して，aに比較して P を 4.0倍することで混合音にお
いてもピークを保存することを狙った．一方，cでは
音声は重要ではないため，P = 1.6(A+B)，Q = 0.5
とし，音声と BGM を等音量化するに留める．なお，
係数である 4.0と 1.6は予備実験により決定した．
Step 4では，以上で求めた P，QからWA，WB を
逆算する．ただし，音声の抑制及び BGMの強調が行










まず，準備として YA[i, k]，YB[i, k] を，それぞれ
ISTFTにより時間信号 yA[n]，yB[n]に変換する．次に，
yA[n]，yB[n]を，提案法と同一諸元（表 1）の STFT





の総和が提案法に等しくなるゲイン GEc [k] を以下に
図 3 GEc [i]，G
D
c [i] 算出の概念図














ここで IE は，IE の総フレーム数である．また，cは
Aまたは Bである．GE を用いて，イコライザ近似で
の出力信号の時間周波数表現 ZE[i, k]を，

















ZD[i, k] = GDA[i]XA[i, k] +G
D





以上のようにして求めた ZE[i, k]，ZD[i, k] を
ISTFT することで，イコライザ近似とダッカー近
似の出力信号を得る．
4. 聴 取 実 験
単純加算 (A)，提案法 (S)，イコライザ近似 (E)，
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表 2 了解度での，入力信号 3 セットの設定
Table 2 Characteristics of input signals for the hear-
ing experiments of the speech intelligibility.
Standard Volume
Set Contents deviation diﬀerence
I1













人であり，ヘッドホン (DENON AH-D2000) によっ
て音を提示した．
4. 1 了解度の実験概要




























5段階の DMOS(Degradation Mean Opinion Score)
表 3 主観評価での，入力信号 3 セットの設定
Table 3 Characteristics of input signals for the hear-
ing experiments of the subjective evalua-
tion.
Standard Volume
Set Contents deviation diﬀerence
E1








Voice PF01 (Female) 375
24 dB
BGM No.94 6000
表 4 主観評価での，DMOS 値の設定
Table 4 Descriptions of degradation mean opinion
scores (DMOSs) used in the hearing exper-
iment of the subjective evaluation.
Point Impairment
5 Degradation is inaudible
4 Degradation is audible but not annoying
3 Degradation is slightly annoying
2 Degradation is annoying
1 Degradation is very annoying
値 [22]とした．
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図 4 了解度の聴取実験結果．左 (a)：白色雑音付加なし，
右 (b)：白色雑音付加あり．A：単純加算，E：イコ
ライザ近似，D：ダッカー近似，S：提案法
Fig. 4 Results of the hearing experiment of the
speech intelligibility. A : Simple addition, E
: Approximated equalizer, D : Approximated
ducker, S : Proposed method.
図 5 主観評価の聴取実験結果．上 (a,b)：Q1 音声の内容
の聴きとりやすさ，中 (c,d)：Q2 音声の音質の自然




Fig. 5 Results of the hearing experiment of the sub-
jective evaluation. A : Simple addition, E
: Approximated equalizer, D : Approximated
ducker, S : Proposed method.




























6 の 12枚の時間周波数平面のうち，左の 6枚は白色
雑音を加えない場合の入出力信号であり，上から入力
音声 (CV)，入力 BGM(CB)，単純加算 (CA)，イコ
ライザ近似 (CE)，ダッカー近似 (CD)，提案法 (CS)
である．右の 6枚は白色雑音を加えた場合の入出力信
号であり，上から入力音声 (WV)，入力 BGM（WB，
ただし CB と同一である），単純加算 (WA)，イコラ










図 6 入出力信号の時間周波数平面．右：白色雑音付加なし，左：白色雑音付加あり．上から，入力音声，入力 BGM，単純加算，イコ
ライザ近似，ダッカー近似，提案法
Fig. 6 Time-frequency planes of input and output signals. Left : Without noise, Right : With noise. From top, input signals
of the voice, input signals of the BGM, output signals of the simple addition, output signals of the approximated
equalizer method, output signals of the approximated ducker method, and output signals of the proposed method.
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表 5 図 6 の枠内における入出力信号間についての相関
係数
Table 5 The correlation coeﬃcients between input
and output signals in the frames of Fig.6.























































まず，αと β に着目する．表 6 (a)，(c)より，入力








（表 6(b)）はWA に比べて約 10 dB(≈ 48.4 − 38.1)
増えている．一方，表 5(f)よりWVとの相関がWD
でのみ下がっていることから，その音声は劣化してい
表 6 図 6 の枠内における入出力信号の平均パワー
Table 6 The average power of the input and output
signals in the frames of Fig.6.
(a) Without noise (dB)
α β γ δ
CV 58.4 33.2 31.8 17.5
CB 82.7 43.9 5.9 42.7
CA 82.8 44.3 31.8 42.7
CE 82.4 44.3 31.8 42.7
CD 82.4 46.2 42.4 41.7
CS 82.3 44.6 31.8 42.7
(b) With noise (dB)
α β γ δ
WV 58.4 38.6 38.1 37.4
WB 82.7 43.9 5.9 42.7
WA 82.8 45.1 38.1 43.8
WE 82.3 45.1 38.1 43.8
WD 82.1 50.2 48.4 48.9
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