We show the existence of a constant c > 0 such that any graph of diameter at most d has average distance at most
Introduction
The average over the distances between all pairs of vertices is a fundamental parameter of a graph or network. Due to its basic character and applicability, it has arisen in diverse contexts, including efficiency of information, mass transport, molecular structure, and complex network topology, cf. e.g. [1] . This notion has been studied as early as 1947 [6] , but mathematically it is not yet fully understood. Our task in this paper is to essentially settle one of the most basic questions concerning its extremal behaviour in graphs of given diameter.
In 1984, Jàn Plesník [5] determined the minimum average distance among all graphs of order n and diameter d. He did this both for graphs and digraphs and characterized the extremal graphs. In Section 2 we state his results and give an alternative proof.
Determining sharp upper bounds depending on n and d has proven to be much more difficult. An open problem that Plesník had already asked was, 'What is the maximum average distance among graphs of order n and diameter d?', both in the case of graphs and digraphs.
After little progress, DeLaViña and Waller [2] conjectured the following more concrete statement, 'Let G be a graph with diameter d > 2 and order 2d + 1 vertices. Then the average distance of G is not larger than the average distance of the graph C 2d+1 .'. This also remains open.
In 2014, Mukwembi and Vetrík [3] gave asymptotically sharp upper bounds for the average distance for trees with diameter d up to 6.
In this paper, we solve the problem of Plesník in general for every d and asymptotically as n goes to infinity. Our main results are summarized in the following two theorems. The proof for this result is given in Section 3. In Section 4, we show slightly stronger upper bounds for trees. This extends the results of Mukwembi and Vetrik [3] . Theorem 4.8 shows that in this case we can find constants c 1 , c 2 which are fairly close for large d and n → ∞.
In Section 5, we also settle the digraph version of the problem. Theorem 1.2. Given some integers d ≥ 2 and n > d, the maximal possible total distance of a digraph with order n and diameter d is of the form dn 2 − d 2 n + Θ d (1), and so the maximum average distance is of the form
A more precise and asymptotically extremal statement is given in Theorem 5.1.
The main first step in the proof of each of these results is to devise a graph or digraph which is almost extremal. For this, we want many pairs of vertices which are of distance d from one another. In the graph case, we take many subtrees with many leaves. When the diameter is even, we just combine them into one tree. When the diameter is odd, we use a central clique so that the distance between leaves of different subtrees are of distance d. The construction is sketched in Figure 1 . For some intuition about this construction, take two vertices at random. Since the number of leaves is large, the probability that both vertices are leaves is large. Similarly, since we have many subtrees, the probability that both leaves are in different subtrees is large. Hence the probability that two vertices are at maximal distance is large, implying that the average distance is close to d for this construction. In the digraph case, the construction is even simpler. See Figure 3 . Every two vertices ℓ i and ℓ j are at distance d. When n is large and we choose two random vertices, the probability that they are both labeled with ℓ is large. Hence the average distance will be close to d again.
In the other direction, we take a graph of diameter d and order n. The idea is that many pairs of vertices cannot be at distance d from each other. If almost all vertices are at distance d from a certain vertex v, their paths towards v have many points in common and so the distance between these vertices is small. To make this rigorous, we apply the pigeonhole principle.
For the digraph case, we need another strategy, since we cannot use the edges in both directions to get short paths between vertices. In this case we see that if there are many ordered pair of vertices at distance d, then the distance between some ordered pairs of vertices on the shortest paths are smaller than d. We use this fact in a rigorous, structured way to find a vertex u such that for almost all other vertices v we have d(u, v) = d(v, u) = d. From that, we can recover the structure of the extremal digraph.
Notation
A graph will be denoted by G = (V, E) and a digraph will be denoted by D = (V, A). The order |V | will be denoted by n.
A cycle or directed cycle of length k will be denoted by C k and K n will denote a complete graph or complete digraph on n vertices.
Let d(u, v) denote the distance between vertices u and v in a graph G or digraph D, i.e. the number of edges in a shortest path from u to v. The diameter of a graph or digraph on vertex set V equals max u,v∈V d(u, v). The total distance, also called the Wiener index, of a graph G equals the sum of distances between all unordered pairs of vertices, i.e. W (G) = {u,v}⊂V d(u, v). The average distance of the graph is µ(G) =
. The Wiener index of a digraph equals the sum of distances between all ordered pairs of vertices, i.e.
For some vertex v ∈ V (G), we denote its k th neighborhood with
In the remainder we prefer to state and prove results in terms of the Wiener index. Since the average distance is just a scaling of the Wiener index with a factor n 2 or 2 n 2 , the results can be easily interpreted in terms of the average distance µ. 
The sum of two digraphs on the same vertex set is defined similarly. 
Plesník's lower bounds
The results of Plesník [5] are stated in the following theorems. We also give a short alternative proof for the result in the graph case, which can analogously be used to prove the digraph case as well.
Theorem 2.1 ([5], Theorem 2)
. Let G be a graph with n vertices and diameter d. Then
Moreover the extremal graphs are exactly the maximal graphs of diameter d with all noncentral layers being trivial, i.e. any extremal graphs can be created by starting from a path of length d and taking blow-ups with cliques at its central vertices.
Proof. When d = 1, the unique extremal graph is obviously K n . Now consider d > 1 and an extremal graph G. As G has diameter d, it has two vertices u 0 and
Note that every vertex v which does not belong to P and every
and similarly for d being odd, we have
Together with v,w∈V
and
we get the bounds on W (G). Equality occurs if and only if equality occurs in every step, from which the characterization of the extremal graphs follows as well.
Theorem 2.2 ([5], Theorem 3)
. Let D be a digraph with n vertices and diameter d. Then
Moreover the extremal digraphs are exactly the maximal digraphs of diameter d with all noncentral layers being trivial, i.e. any extremal digraph can be created by some blow-ups by cliques at the central vertices of a digraph D ′ . Here D ′ is the sum of a transitive tournament on d + 1 vertices and the unique longest path in its complement.
Note that using the same ideas, we easily get an alternative proof for a result of Ore [4] (Theorem 3.1 there) and its digraph version as well, which we state for completeness. Theorem 2.3. Let D be a digraph of order n and diameter d ≥ 2. Then its size
Equality holds if and only if D can be created by blow-ups at 1 or 2 consecutive non-end vertices of a digraph D ′ , which is the sum of a transitive tournament on d + 1 vertices and the unique longest path in its complement.
An asymptoticaly sharp upper bound
In this section we solve the problem of Plesník [5] for graphs asymptotically.
Theorem 3.1. The maximum Wiener index of a graph G of order n and diameter 2 equals (n − 1) 2 . Equality holds if only if the graph is a star.
The maximum Wiener index of a graph with order n and diameter d ≥ 3 is
Proof. For the first part, note that if any vertex of G has degree 1, the condition on the diameter implies that the graph contains a star and so the maximum is attained by the star. Otherwise, every vertex has at least two neighbors at distance 1. So there are at least n pairs of vertices at distance 1 of each other, implying that
Alternatively, maximizing the total distance is equivalent to minimizing the number of edges in this case. The only trees with diameter 2 are stars.
The second part is a consequence of Theorem 3.2 and Theorem 3.3.
Theorem 3.2. For d ≥ 3, the Wiener index of a graph with order n and diameter d is at most, as n → ∞,
Proof. Let G = (V, E) be a graph of order n and diameter d. Look to the set 
In the other case we take u ∈ V \S.
By the pigeonhole principle, there will be some k ∈ [
, since there are at least 
for large enough n. Here we used the inequality between the quadratic mean and the arithmetic mean (QM-AM). Hence the Wiener index has been overestimated by at least
, from which the conclusion follows. 
Proof. Take n and ℓ, with d = 2ℓ or d = 2ℓ + 1. We take k = ⌊ n ℓ ⌋. We construct a graph as in Figure 1 . When d is even, C is a single vertex connected to k branches. When d is odd, we take C equal to the graph K k and every vertex of that K k being connected to exactly one of k branches. Every branch is a broom (a concatenation of a path and a star), with the number of leaves equal to a i . We take every a i being at least ⌊ n for at least ǫn vertices u ∈ V , the result follows. Let U be the set of vertices u satisfying
d for all u ∈ U and for every 0.5 ≤ k < 1 which is of the form m d for some integer m, then the Wiener index is at most
By some approximation theory for right Riemann sums, we know
and thus
from which the result follows in this case. In the remaining case, there is some 0.5 < k < 1 and u ∈ U such that a = |N kd (u)| ≤
Similarly as before, there are at least 
For the second inequality, we modify the branches in the construction of Figure 1 where we take k = ⌊ n ℓ ⌋ = n ℓ − c 1 for some 0 ≤ c 1 < 1 again into branches of the form as shown in Figure 2 , where the height of the rooted tree with respect to v is ℓ. Every branch splits in two at every height ℓ − ⌊c s ℓ⌋ for 1 ≤ s ≤ t = ⌊− log c (ℓ)⌋ and c < 0.5 some fixed constant we determine later. At height ℓ − 1, every branch splits again, this in such a way that the degrees of two vertices at height ℓ − 1 differ by at most 1. The number of vertices up to height ℓ − 1 from v, will be equal to
At the end of the branch we have
The sum of distances between leaves of different branches equals
The sum of distances from one fixed leaf to all non-leafs from another fixed branch, is up to some o(ℓ 2 )-term equal to
The total sum of distances between leaves of one branch and non-leaf elements in other branches, is up to some o d 3/2 n 3/2 -terms equal to
Furthermore, the sum of distances between leaves of the same branch, is
and there are k such branches. Summing over the previous three expressions, we see that the Wiener index is at least
Choosing c = 0.3825 does the job. Note that we can find the optimal value for c as the solution of a fifth degree polynomial, by taking f ′ (c) = 0 for f (c) = − Proof. Assume some extremal tree does. In that case we take the path between the leaf and the closest point from the leaf that has degree at least 3. Removing the path, we have at least 2 components. Assume C is the component with the minimum number of vertices. Inserting the path on this component such that the distance from the leaf to a central vertex is ⌈ d−1 2 ⌉ will have increased the Wiener index. The number of vertices did not change, so the original tree was not extremal, from which the conclusion follows.
We first define some help functions which will be used in the computations.
Proof. We prove this by induction. When i = 1, we have by definition that dW (t, n, 1) = 2 t 2 + t(n − t) = nt − t = tg 1 (n).
When i > 1, we let k be the degree of the root in the optimal configuration. So the root is connected to k rooted subtrees of height at most i − 1. Assume the j th rooted subtree has t j non-root vertices. So t = k + k j=1 t j . Note that dW (t j , n, i − 1) gives the difference between the Wiener index of the whole rooted tree and the rooted tree, where the j th subtree has been replaced by a single vertex of weight t j + 1. Using this, together with the induction hypothesis for dW (t, n, i − 1) and the inequalities between the quadratic mean, the arithmetic mean and the geometric mean (QM-AM, AM-GM), we get Proof. If d is even, the central vertex can be seen as the root of the tree. Hence by definition,
If d is odd, there are two central vertices u and v. Let S u be the set of vertices closer to u than to v (and different from u) and define S v similarly. Let S u and S v have sizes t 1 and t 2 respectively. Then the Wiener index of the tree T satisfies
As a corollary of Theorem 4.6, we get the following.
Corollary 4.7. Writing W T n,d for the maximum Wiener index among all trees with order n and diameter d,
For d = 3, this is Theorem 3.1 of [3] (with a correction of 1 since d(u, v) was counted twice in that document) where the floor function ensures that equality holds for all n.
For d = 4, equality holds if and only if n − 1 is a perfect square. For general n, the exact value of W T n,4 can differ with respect to the upper bound by more than 1.
is not attained since that needs equalities when applying Theorem 4.6 and Proposition 4.5. Nevertheless, the equality k 2 (n − 1) = n 2 − 1 2 does not hold for any integer k, since n − 1 ∤ (n − 2) 2 for n ≥ 5.
For d = 6, equality in every inequality between the arithmetic mean and the geometric mean (AM-GM) is impossible. In [3] , the authors make considerable efforts to bound the second order term, achieving √ 6 for this specific choice of diameter.
Take an extremal graph D of order n ≥ 4d 3 and diameter d. For every vertex u, we look to the sum
and so this graph was not extremal, since DP n,d has a larger Wiener index. Let u be a vertex with 
So if k ≥ 1, then D has a smaller Wiener index than the digraph DP n,d and so it would not be extremal.
If If there is an edge from v to some vertex w not on P or to some vertex u i with i > 2, we easily get a contradiction with the fact that for every 1 ≤ j ≤ d − 1 there is only one vertex z such that d(v, z) = j and the fact that the graph has diameter d. So v can only be connected to u 1 . Similarly, the directed edge ending in u should start in u d−1 and the extremal digraph is isomorphic to DP n,d . In the case of digraphs, we can wonder if we can strengthen the result and give a complete characterization of the extremal graphs. , we construct a graph DC n,d . We start from a directed cycle C = u 0 u 1 . . . u d of order d + 1 and take k = n − (d + 1) additional vertices ℓ i , with directed edges in both directions between ℓ i and u i and edges from u i−1 to ℓ i and from ℓ i to u i+1 for every 1 ≤ i ≤ k. This digraph has been presented in Figure 4 .
The distances between any two vertices u i and u j of C has not changed by the additional vertices and edges. For d ∈ {2, 3}, n = d + 2, the only extremal graphs are E d n and DP n,d . For d = 4, n = 6, there are three extremal graphs, namely E 4 6 , DP 6,4 and DC 6,4 . Here the graphs E d n are drawn in Figure 5 . 
