Abstract-To improve the performance of neural network (NN), a new approach based on input space partitioning is introduced, i.e. partitioning according to the correlation between input attributes. As a result, the effect of weak correlation and non-correlation is excluded from the crucial stage of training. After partitioning, CBP network is introduced to train different sub-groups. The results from different networks are then integrated. According to the experimental results, improved performance is attained.
INTRODUCTION
Neural network (NN) is a supervised machine learning approach, which is often employed to solve classification problems. When solving classification problems with conventional NN, the input datasets often have multiple input attributes. Training these attributes together might not lead to the best performance. Sometimes, even poor results might be obtained. It is suggested that there exist positive or negative interaction between different attributes. If attributes with positive effect to each other were trained together, good performance might be attained. In this paper, we assume that the correlation between attributes is relevant to the degree of interaction. Although machine learning is the major approach for solving many practical problems, it has drawbacks such as low accuracy and weak generalization. To tackle these drawbacks, ensemble learning is introduced. It produces good generalization and accuracy by assembling multiple different models into one model, taking advantage of the difference between these models. In this paper, ensemble learning is employed to integrate the results of different sub-networks.
II. CORRELATION
In statistics, correlation is defined as the strength and direction of linear relation in between the two random variables. There are several ways in calculating correlation. This paper employs Pearson correlation coefficients.
We use P value and significant level (α) to identify whether two attributes are correlated to each other. If P < α (0.1 or 0.05), it is considered that two variables is correlated to each other. To distinguish correlation level, the mean value of correlation of correlated attributes is calculated and employed as threshold. Any pair of correlated attributes whose correlation is greater than this threshold is considered to have strong correlation. Otherwise, it has weak correlation.
The correlation coefficient table shows the correlation between input attributes. The diagonal element is the correlation between an attribute and itself and its value is always 1. The data on both sides of the diagonal is symmetric. For convenience, the table is converted to the form of lower triangular matrix. Constructive Learning Algorithm consists of Dynamic Node Creation method [1] , Cascade-Correlation [2] as well as its variations [3] - [5] , Constructive Single-Hidden-Layer Network [6] and Constructive Back propagation [7] (CBP) and etc. For our work, CBP is used.
IV. SUB-GROUPING MODEL OF INPUT ATTRIBUTE

A. Input Attribute Grouping Model
All of the input attributes are partitioned into r sub-groups with each sub-group containing at least one attribute:
Especially, E1, E2,…Er are independent from each other. And the sum of them must be less than Eth.
B. Sub-Network Model
Sub-NN1, sub-NN2,…sub-NNr replace the original network after grouping. These sub-networks are trained by CBP network. The final result is generated by integrating the sub-networks by some ensemble learning method.
V. PARTITIONING ALGORITHM BASED ON INPUT ATTRIBUTE
A. Definitions Change of training time is a sensitive factor which effect CBP neural networks. On the one hand, if training is too short, neural network won't be able to produce good result. On the other hand, long time training will result in overfitting and poor generalization with overmuch cost. This paper employs validation set to determine the training time [8] , [9] .
A dataset is divided into three sub dataset: a training set (50%) is used to train the network; a validation set (25%) is used to evaluate the quality of the network and avoid overfitting during the training; finally, a test set (25%) is used to evaluate the resultant network. The dependence on number of the coefficients in formula (1) and output values range can be reduced by using this E. Where, training error E is mean square error percentage [8] = 100
In formula (2), omax and omin represent the maximum and minimum output values in formula (1).
After epoch t, Etr (t) is average error of t times repeated trained network. Eva (t) is the corresponding error of validation set and it determines the time to stop training. Also, Ete (t) is the test error and the quality of the network will be evaluated by it. Eopt (t) represents the minimum validation error until epoch t.
The relative increase of validation error over the minimum so far is defined as the generalization loss at epoch t:
Training will stop if generalization loss is too high. Otherwise, it will result in overfitting. A training strip of length m [8] is defined as the m times repeated sequence from n+1 to n+m. Especially, n must be divisible by m. During the training strip, Pm (t) measured the training progress. Pm (t) means the difference between average error and the minimum. 
B. Partitioning Algorithm of Input Features
To improve the accuracy and efficient of neural network, the input attributes are grouped into several sub-groups. This strategy is designed to place together attributes that have strong correlation based on the basic situation that the input attributes are related to each other. Following is the algorithm description:
List all input attributes pairs in descending order of correlation, group them in turns in this order. For the two attributes in the same pair, if they weren't grouped in any existing group, then form a new group with these two attributes. If the two attributes all have been grouped already, then skip the pair. If only one of the attributes has been grouped, the other one should be considered if it can be placed into the existing group in the prescribed order. If and only if an incoming attribute has strong correlation with all attributes in the group, it can be placed into this group. Once an attribute is assigned into a group, the other groups should not be considered. Otherwise form a new group for it. After considering all with strong correlation, treat the remaining attributes as weak correlation with others.
We compare in the following the application results of this strategy with non-grouping.
VI. ENSEMBLE LEARNING
Bagging [10] and Boosting [11] are most common ensemble learning methods in machine learning. Both Bagging and Boosting extract the training set to train when generate the sequence of predictive functions of sub-learner.. After generating the sequence of predictive functions, both algorithms use voting [12] , [13] or weighted average method to integrate and generate the final predictive function.
In this work, we adopt input space partitioning instead of training set partitioning. The input space is divided into several sub-sets with sub-learners respectively. Integration is similar to traditional ensemble learning method. In our approach, each sub-group only has a fraction of the original input space, it should be regarded as a relatively weak learner. According to the theory of ensemble learning, the integration of relatively weak learner often produces better result. Network ensemble method [14] is adopted in this paper.
VII. EXPERIMENTAL RESULTS
UCI machine learning benchmarks are used.
A. Diabetes
From Table I , attribute relations can be illustrated in Table II. With Table II , sorting in order attribute pairs that are strongly correlated, and the result is:
(1,8), (4, 5) , (4, 6) , (2, 5) , (2, 6) , (3, 6) , (3, 4) , (5, 6) . Applying the partitioning algorithm, we can get: {1,8}{4,5,6,7}{2}{3}.
The experiment results are displayed in Tables III and IV. 
B. Cancer
From Table V , attribute relations can be illustrated in Table VI . Sorting in order attribute pairs with strong correlation, and the result is: (2,3), (2,7) , (2, 5) , (3, 7) , (3, 5) , (3, 4) , (3, 6) , (2, 8) , (2, 4) , (3, 8) , (4,7), (6, 7) , (2, 6) , (1, 3) , (4,6), (1,2), (7, 8) , (4, 5) , (5,7). The grouping result obtained is: {2,3,7,5,4,9}{6}{8}{1}. The experimental results are presented in Tables VII and VIII. Table X : Sorting in order attributes pairs that are strongly correlated, and the result is: (1,7) , (4, 8) , (1, 5) , (3, 4) , (3, 7) , (4, 6) , (1, 4) , (2, 8) , (3, 8) . The grouping result obtained is: {1,7,9}{4,8,3}{5}{6}{2}. The experimental results are presented in tables XI and XII. 
D. Comparison of Experimental Results
The final results compared with related work are shown in Table XIII : According to the table, the result of this experiment is fine. However, the generalization of the method has to be validated. VIII. CONCLUSION This paper put forward an input space partitioning algorithm on the basis of sorting correlation among attribute pairs. It places attributes with significant correlation in subgroups in order to enhance the performance and precision of network learning. By partitioning the input space, the original network is divided into several sub-networks, each containing a fraction of the original input attributes and the whole output space. Every sub-network is trained by a CBP network, and then integrated by ensemble learning. From the experimental results, it can be inferred that this algorithm is effective upon the tested datasets. For further research, changing the ordering of attribute pairs can be considered to further enhance the performance.
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