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Abstract 
This study deals with the problem of profit oriented disassembly line balancing considering partial disassembly, presence of hazardous parts 
and uncertainty of task times. The objective of this paper is to design a serial line that obtains the maximum profit under uncertainty. Tasks of 
the best selected disassembly alternative are to be assigned to a sequence of workstations while respecting precedence and cycle time 
constraints. The line profit is computed as the difference between the positive revenue generated by the retrieved parts of the End of Life (EOL) 
product and the line operation cost. The latter includes the workstation operation costs and additional costs for handling hazardous parts. Task 
times are assumed to be random variables with known probability distributions. An AND/OR graph is used to model the disassembly 
alternatives and the precedence relationships among tasks and subassemblies. To cope with uncertainties, a solution method based on 
Lagrangian relaxation and Monte Carlo sampling technique is developed. To show the relevance and applicability of the proposed method, it is 
evaluated on a set of problem instances from the literature. 
© 2014 The Authors. Published by Elsevier B.V. 
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1. Introduction 
Disassembly is a production process whose main purpose is 
revalorizing EOL products by a methodical separation of their 
parts and materials for recycling, remanufacturing and reuse 
[1]. The present work deals specifically with the design of 
disassembly lines commonly known as Disassembly Line 
Balancing Problem (DLBP). This problem was introduced by 
Güngör and Gupta [2] where a heuristic approach minimizing 
the number of workstations was presented. The DLBP has 
been proven to be NP-complete in [3]. 
To deal with the deterministic variant of DLBP, a number 
of solution methods have been proposed in the literature 
including heuristic and metaheuristic approaches [4-11] 
(namely genetic algorithm, ant colony optimization method, 
greedy algorithm, greedy/hill-climbing, greedy/2-opt hybrid 
heuristics and hunter-killer heuristic,  etc.) and mathematical 
programming formulations [12] as well as exact solution 
approaches [13].  
Regardless of a high level of uncertainty that characterizes 
the disassembly context, only some studies in the literature 
have taken it into consideration for the DLBP [14]. Task 
failures caused by defective parts of the EOL product were 
firstly studied by Güngör and Gupta [15] who proposed a 
heuristic to minimize the operation costs. A MIP based 
predictive-reactive approach to deal with task failures in a 
disassembly line was developed in [16] with the objective to 
maximize the profit generated by the line.  
For U-shaped disassembly line and task times assumed 
stochastic with known normal probability distributions, a 
collaborative ant colony algorithm for stochastic mixed-model 
was developed by Agrawal and Tiwari [17]. The objective was 
to minimize the number of workstations and the probability of 
line stoppage. A nonlinear binary biobjective program was 
developed in [18] for disassembly line with parallel stations 
under uncertainty of the task times. Complete disassembly 
was considered and a genetic algorithm was designed to solve 
the problem. 
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A fuzzy disassembly optimization model was developed for 
the disassembly line sequencing problem under uncertainty of 
quality of EOL products with the objective of maximizing the 
net revenue [19]. 
 Tuncel et al. [20] used a Monte Carlo based reinforcement 
learning technique to solve the multiobjective DLBP under 
demand variations of the EOL products.  
The literature review shows that only heuristic or 
metaheuristic solution methods without assessment of the 
solution quality were proposed in the literature for solving 
DLBP with stochastic task durations. Therefore, this paper 
proposes a solution method based on Lagrangian relaxation 
and Monte Carlo sampling technique to solve the Stochastic 
Partial DLBP (SP-DLBP). Upper bounds on the optimal 
solutions with associated performance guarantees are 
provided. 
The remainder of the paper is organized as follows. A 
formulation of the SP-DLBP is presented in section 2. Section 
3 follows with the developed solution algorithm. Section 4 is 
dedicated to the analysis of numerical experiments and section 
5 concludes the paper with further research directions. 
2. Problem description and formulation 
The SP-DLBP consists to assign the disassembly tasks  to 
an ordered sequence of workstations   satisfying the 
precedence and cycle time (ܥܶ) constraints under uncertainty 
of the task times. The objective is to maximize the profit 
generated by the line. An optimal solution of SP-DLBP 
comprises only a subset ᇱ  of the set . This selected subset 
constitutes the selected tasks of the best disassembly 
alternative. The subset ᇱ  and the number of workstations 
݆כ ൑ ȁȁ  forming the line to be designed are known after 
optimization. The constant ȁȁ defines an upper bound on the 
number of stations of the line. For a given EOL product, ȁȁ is 
defined as the number of tasks of its longest disassembly 
alternative (longest in term of tasks number). The cycle time 
ܥܶ  is the amount of time allocated to a workstation to 
complete the assigned tasks and is defined as the ratio of the 
planning period to the number of products that need to be 
disassembled in order to meet the demand. Transportation 
times between neighboring workstations can be included into 
the cycle time if they are equal, otherwise they are ignored. 
The following assumptions are respected:  
• A single type discarded product is to be partially or 
completely disassembled on a straight paced line. 
• The EOL products are sufficiently available. 
• All received EOL products contain all parts with no 
addition or removing of components. 
• Certain components of a product are hazardous. 
• Task times are assumed to be random variables with 
known probability distributions. 
• A disassembly task can be performed by any but only one 
workstation. 
• Each part of a product has a certain resale value. 
• A fixed cost per operating a unit time of a station and 
additional fixed cost per operating a unit time of a station 
handling hazardous parts are defined. 
2.1. AND/OR graphs 
The AND/OR graph studied here represents explicitly all 
the possible alternatives to disassemble an EOL product and 
models the precedence relationships among tasks and 
subassemblies.  
An AND/OR graph is constructed from an EOL product as 
follows. Each subassembly is represented by a node 
labeled௞ǡ ݇ א , and each node labeled ௜ǡ ݅ א , represents a 
disassembly task. The set  contains the indices of all possible 
subassemblies that can be generated by the disassembly tasks 
.  Two types of arcs define the precedence relations among 
subassemblies and disassembly tasks: OR and AND. For 
example: if a disassembly task generates two subassemblies, 
or more, then, it is related to these subassemblies by AND-
type arcs, in bold in Fig. 1. If several concurrent tasks may be 
performed on a subassembly, this latter is related to these 
tasks by OR-type arcs. For simplicity, subassemblies with one 
component are not represented. A sink node s is introduced 
and linked with dashed (dummy) arcs to all disassembly tasks. 
The use of the dummy task s allows a partial disassembly and 
if it is assigned to a station, the disassembly process is 
finished, partially or completely. 
An example of such a graph is illustrated in Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. AND/OR graph of a compass [21]. 
2.2. Stochastic integer program for the SP-DLBP 
Task times ݐǁ௜ǡ ݅ א , are assumed to be random variables 
with known probability distributions. Let ݐǁ௜ ൌ ݐ௜൫ࣈ෨൯ǡ ݅ א  , 
where ࣈ෨ ൌ ሺݐǁଵǡ ǥ ǡ ݐǁȁ୍ȁሻ א ȩ ؿ Թା
ȁ୍ȁ
, is a random vector of the 
task times and ȩ is a set of a given probability space ሺȩǡ ࣠ǡ ܲሻ 
introduced by ࣈ෨ . A task ݅ א  ؿ   is called hazardous if it 
generates a hazardous part;  is the set of all hazardous tasks. 
The following notation is used to model the SP-DLBP. 
Parameters 
• : set of parts’ indices; 
• ௜ : set of recovered parts if task ௜ǡ ݅ א , is performed, 
௜ ؿ ǡ ݅ א ; 
• ݎ௟: revenue generated by a part ݈ǡ ݈ א ; 
• ܨୡ: fixed cost per operating a unit time of a workstation; 
• ܥ୦ : additional cost per unit time of stations handling 
hazardous tasks;  
• ܥܶ: cycle time; 
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• ௞ : set of indices for predecessors of ௞ǡ ݇ א  , ଴  is 
empty; 
• ௞: set of indices for successors of ௞ǡ ݇ א , ଴ is the set 
of indices of successors of the EOL product. 
The set   contains the indices of all subassemblies and 
components generated by the disassembly tasks . If a same 
component or subassembly is generated by two or more tasks, 
then several indices for this same component or subassembly 
are created. Consequently,  is a subset of . 
Decision variables 
ݔ௜௝ ൌ ͳ if task ௜ is assigned to station ݆, ݔ௜௝ ൌ Ͳ  otherwise. 
ݔୱ௝ ൌ ͳ if the dummy task s is assigned to station ݆, ݔୱ௝ ൌ Ͳ 
otherwise and ௝݄ ൌ ͳ if a hazardous task is assigned to station 
݆, ௝݄ ൌ Ͳ otherwise. 
Stochastic integer (binary) program 
ܼ ൌ ൛σ σ σ ݎ௟ݔ௜௝௟א୐೔௝א୎௜א୍ െ ܥܶ ൈ ൫ܨୡ σ ݆ݔୱ௝௝א୎ ൅  
ܥ୦ σ ௝݄௝א୎ ൯ൟሺ܁۷۾ሻ  
s.t.   
σ σ ݔ௜௝௝א୎௜אୗబ ൌ ͳሺͳሻ  
σ ݔ௜௝௝א୎ ൑ ͳǡ ׊݅ א ሺʹሻ  
σ σ ݔ௜௝௝א୎௜אୗೖ ൑ σ σ ݔ௜௝௝א୎௜א୔ೖ ǡ ׊݇ א ̳ሼͲሽሺ͵ሻ  
σ ݔ௜௩௜אୗೖ ൑ σ σ ݔ௜௝
௩
௝ୀଵ௜א୔ೖ ǡ ׊݇ א ̳ሼͲሽǡ ׊ݒ א ሺͶሻ  
σ ݔୱ௝௝א୎ ൌ ͳሺͷሻ  
σ ݆ݔ௜௝௝א୎ ൑ σ ݆ݔୱ௝௝א୎ ǡ ׊݅ א ሺ͸ሻ  
 ௝݄ ൒ ݔ௜௝ǡ ׊݅ א ሺ͹ሻ  
ॱࣈ෨൫σ ݐ௜൫ࣈ෨൯ݔ௜௝௜א୍ ൯ ൑ ܥܶǡ ׊݆ א ሺͺሻ  
ݔ௜௝ ǡ ݔୱ௝ǡ ௝݄ א ሼͲǡͳሽǡ ׊݅ א ǡ ׊݆ א ሺͻሻ  
The terms of the objective function are, respectively, the 
gained profit of recovered parts, the cost of operating 
workstations and the additional cost for handling hazardous 
parts. Constraint (1) imposes the selection of only one 
disassembly task to begin the disassembly process; ଴ is the 
set of task indices which are successors of the EOL product 
represented by the node ଴ in the AND/OR graph. Constraint 
set (2) indicates that a task is to be assigned to at most one 
workstation. Constraints (3) ensure that only one OR-
successor is selected. Constraint set (4) defines the precedence 
relationships among tasks. Constraint (5) imposes the 
assignment of the dummy task s to one station. Constraints (6) 
ensure the assignment of all disassembly tasks to lower or 
equal-indexed workstations than the one to which s is 
assigned. Constraints (7) ensure the value of ௝݄ to be 1 if at 
least one hazardous task is assigned to a workstation ݆ . 
Constraints (8) represent the cycle time ones. Set (9) defines 
constraints on the possible values of the decision variables. 
3. Solution method 
Let ࢞ be a vector of the decision variables ݔ௜௝ǡ ݔୱ௝ǡ ௝݄, ݅ א , 
݆ א   and  ൌ ሼ࢞ȁ  constraints (1)-(7) and (9) are satisfied ሽ . 
The cycle time constraints (8) are to be satisfied under 
uncertainty of task times; they constitute the troublesome 
constraints of problem (SIP). An efficient algorithm to solve 
such problems is the Lagrangian relaxation [22-24]. The 
Lagrangian approach has been applied successfully to a large 
number of combinatorial optimization problems [25-32] and 
has enabled the solution of problems of practical size [24]. 
The Lagrangian relaxation procedure removes some 
constraints, here constraints (8), from the original problem, 
here (SIP), and inserts into the objective function penalties for 
violating them. The resulting problem 
ܮሺࣆሻ ൌ ൛σ σ σ ݎ௟ݔ௜௝௟א୐೔௝א୎௜א୍ െ ܥܶ ൈ ൫ܨୡ σ ݆ݔୱ௝௝א୎ ൅  
ܥ୦ σ ௝݄௝א୎ ൯ െ σ ߤ௝൫ॱࣈ෨ൣσ ݐ௜ሺࣈ෨ሻݔ௜௝௜א୍ ൧ െ ܥܶ൯௝א୎ ൟሺۺ܁۷۾ሻ  
s.t. ࢞ א  
is called the Lagrangian relaxation of (SIP). Program (LSIP) 
relaxes constraints (8) by bringing them to the objective 
function with associated scalars ߤ௝ ൒ Ͳǡ ݆ א ; ߤ௝  is called a 
Lagrangian multiplier. It is well known that ܮሺࣆሻ ൒ : if ࢞כ is 
an optimal solution of (SIP), then, ܼ࢞כ ൑ ܮ࢞כሺࣆሻ ൑ ܮ࢞ഥሺࣆሻ , 
where ࢞ഥ is an optimal solution of (LSIP). Note that the value 
of the upper bound ܮሺࣆሻ of (SIP) depends on the values of ࣆ. 
In order to get the sharpest upper bound, solving the 
optimization problem 
ܮത ൌ 
ࣆஹ଴
ܮሺࣆሻሺ۲܁۷۾ሻ 
is needed; ࣆ୘ ൌ ൫ߤଵǡ ǥ ǡ ߤȁ୎ȁ൯. The problem (DSIP) is referred 
to as the Lagrangian dual of (SIP). The relation between 
problems (SIP) and (DSIP) is established by the following 
property [33]: if ࢞ഥ is an optimal solution of ܮሺࣆሻ  for some 
ࣆ ൒ Ͳ  such that ࢞ഥ  is feasible for (SIP) and satisfies the 
slackness condition ൫σ ߤ௝൫ॱࣈ෨ൣσ ݐ௜ሺࣈ෨ሻݔ௜௝௜א୍ ൧ െ ܥܶ൯௝א୎ ൯ ൌ Ͳ 
then, ܮሺࣆሻ is the optimal value of (DSIP) and ࢞ഥ is an optimal 
solution of (SIP). As a consequence, by solving (DSIP), an 
optimal solution of (SIP) is found or an approximate solution 
is returned. 
Solving the Lagrangian dual (DSIP) 
The most popular approach to solve (DSIP) is the 
subgradient method [34]. The algorithm given bellow details 
this approach that is applied to the studied problem. 
Subgradient method 
0. Set ߭ ൌ Ͳ and choose ࣆ଴ א Թା
ȁ୎ȁ; 
1. Compute ܮሺࣆజሻ and a vector ࢞జ where it is achieved; 
2. Choose a subgradient ࢍజ of  ܮ at ࣆజ: 
݃௝జ ൌ ॱࣈ෨ൣσ ݐ௜ሺࣈ෨ሻݔ௜௝
జ
௜א୍ ൧ െ ܥܶǡ ׊݆ א ; 
3. If ࢍజ ൌ Ͳ , then stop, ܮሺࣆజሻ is the optimal solution; 
4. Compute ࣆజାଵ ൌ ሼ૙ǡ ࣆజ ൅ ߠజࢍజሽ, ߠజis the step 
size at this step; 
5. Increment ߭ and go to step 2. 
The most used step size in practice is [24,33,34] 
ߠజ ൌ ߨజ
௅ሺࣆഔሻି୞෡
σ ቀॱࣈ෨ቂσ ௧೔ሺࣈ෨ሻ௫೔ೕ
ഔ
೔א౅ ቃି஼்ቁ
మ
ೕאె
; 
where Ͳ ൏ ߨజ ൑ ʹ , ෠  is here a lower bound on ܮത  which is 
obtained by applying a heuristic to (SIP). The fundamental 
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result of the convergence of the subgradient method is that  
ܮሺࣆజሻ ՜ ܮത if ߠజ ՜ Ͳ and σ ߠ௟ ՜ λజ௟ୀ଴  [24]. 
Let ܵ ௝ܶ൫ࣈ෨൯ ൌ σ ݐ௜ሺࣈ෨ሻݔ௜௝௜א୍ ǡ ׊݆ א , then the random variable 
defined by ܵ ௝ܶఒ൫ࣈ෨൯ ൌ
ଵ
ఒ
σ ܵ ௝ܶ൫ࣈ෨௟൯௟ୀఒ௟ୀଵ ǡ ׊݆ א   represents a 
Monte Carlo estimator of ॱࣈ෨ൣܵ ௝ܶ൫ࣈ෨൯൧ǡ ׊݆ א  ; it defines an 
unbiased estimator of ॱࣈ෨ൣܵ ௝ܶ൫ࣈ෨൯൧ǡ ׊݆ א  : 
ॱࣈ෨ൣܵ ௝ܶ
ఒ൫ࣈ෨൯൧ ൌ ॱࣈ෨ ቂ
ଵ
ఒ
σ ܵ ௝ܶ൫ࣈ෨௟൯௟ୀఒ௟ୀଵ ቃ ൌ
ଵ
ఒ
σ ॱࣈ෨ൣܵ ௝ܶ൫ࣈ෨௟൯൧
୪ୀఒ
୪ୀଵ ൌ  
ൌ ॱࣈ෨ൣܵ ௝ܶ൫ࣈ෨൯൧ǡ ׊݆ א   
A Monte Carlo estimate ܵ ௝ܶఒ ൌ
ଵ
ఒ
σ ܵ ௝ܶሺࣈ௟ሻ௟ୀఒ௟ୀଵ  of the expected 
value ॱࣈ෨ൣܵ ௝ܶ൫ࣈ෨൯൧ is obtained with a random generation of a 
ߣ െsample ሺࣈଵǡ ǥ ǡ ࣈఒሻ of the random vector ࣈ෨ using computer 
generated pseudo random numbers. 
Using the strong law of large numbers [35], it follows that 
ܲ ቀ 
ఒ՜ஶ
ܵ ௝ܶఒ൫ࣈ෨൯ ൌ ॱࣈ෨ൣܵ ௝ܶ൫ࣈ෨൯൧ǡ ݆ א ቁ ൌ ͳ
This law states that ܵ ௝ܶఒ൫ࣈ෨൯ǡ ݆ א , converges almost surely to 
the expected value ॱࣈ෨ൣܵ ௝ܶ൫ࣈ෨൯൧ǡ ׊݆ א . In the problem (SIP), 
the expectation ॱࣈ෨ൣܵ ௝ܶ൫ࣈ෨൯൧ǡ ݆ א   is approximated with its 
Monte Carlo estimate  ܵ ௝ܶఒǡ ݆ א  [36]. 
4. Numerical experiments 
The subgradient algorithm was implemented in MS VC++ 
2008 and CPLEX 12.5 was used to solve the Lagrangian duals 
on a PC with Pentium(R) Dual-Core CPU T4500, 2.30 GHz 
and 3GB RAM. It has been applied to 6 instances available in 
the literature which contain process alternatives for 
disassembly. The names of the problem instances were 
respectively composed of the first letters of authors’ names 
and the year of publication, i.e. BBD13 [21], BBD13a [37], 
KSE09 [13], L99a and L99b from [38] and MJKL11 from 
[39]. A brief description of each problem instance is given in 
Table 1 and the corresponding input data is given in Table 2. 
Table 1. Brief description of the problem instances. 
Instance Product 
MJKL11 Automatic pencil  
L99a Radio set 
BBD13a Piston and connecting rod 
KSE09 Sample product 
L99b Ball-point pen 
BBD13 Compass 
Table 2. Input data of the problem instances. 
 
ȁȁ ȁȁ ȁȁ arcs 
AND-
relations ȁȁ ܥܶ 
0 1 2 
MJKL11 37 22 33 76 4 27 6 10 35 
L99a 30 18 28 60 2 26 2 9 30 
BBD13a 25 11 27 49 4 18 3 4 91 
KSE09 23 13 20 47 4 14 5 6 20 
L99b 20 13 23 41 5 9 6 9 5.5 
BBD13 10 5 12 18 3 6 1 3 0.51 
The columns ‘AND-relations’ report the number of 
disassembly tasks with no successor in subcolumn 0, with one 
AND-type arc in subcolumn 1 and with two AND-type arcs in 
subcolumn 2. The column ‘arcs’ gives the total number of 
AND-type and OR-type arcs. Sets  ,  ,   and   define 
respectively the set of disassembly tasks, the set of generated 
subassemblies, the set of generated subassemblies and 
components and the set of workstations. 
Recall that if ࢞ is an optimal solution of ܮሺࣆሻ  for some 
ࣆ ൒ Ͳ and ࢞ is feasible for (SIP) and satisfies the slackness 
condition σ ߤ௝൫ॱࣈ෨ൣσ ݐ௜ሺࣈ෨ሻݔ௜௝௜א୍ ൧ െ ܥܶ൯௝א୎ ൌ Ͳ  then, ܮሺࣆሻ  is 
the optimal value of (DSIP) and ࢞ is an optimal solution of 
(SIP). Thus, the Lagrangian approach guarantees that a given 
feasible solution ࢞  to problem (SIP) is an optimal solution 
[33]. Another advantage of the Lagrangian relaxation is that 
even if we have only the value of  ܮሺࣆሻ, it is possible to know 
for a feasible solution ࢞ how far it is from the optimum. For 
instance, if ߛ ൌ ௅ሺࣆሻି௓
෠࢞
௅ሺࣆሻ
൑ ͷΨ then, the objective value of the 
feasible solution ࢞ is no more than ͷΨ from the optimality. In 
all performed numerical experiments the search for an optimal 
solution is terminated when one of the three conditions below 
is satisfied: 
1) a solution is optimal for (SIP); 
2) a solution is ͷΨ or less from optimality; 
3) after a maximum number of ݇ ൌ ͳͲͲ  iterations of 
the subgradient algorithm. 
In order to get feasible solutions of (SIP) during the 
optimization process, a heuristic which transforms a non-
feasible solution ࢞జ of the problem (LSIP), obtained in step 1 
of the subgradient algorithm, to a feasible one is used. 
Table 3 below reports the optimization results obtained for 
the considered instances using the subgradient approach. The 
value of ߣ was fixed to ͳͲͲͲ. 
Table 3. Obtained results of the subgradient optimization. 
 ܮሺࣆሻ Best ෠  Best ߛ(%) ݇ 
CPU-
time(s) 
MJKL11 57.25 38 35.63 100 10.95 
L99a 506.75 438 13.6 100 10.87 
BBD13a 273.39 246 10.02 100 6.05 
KSE09 910 910 0 1 0.06 
L99b 75.50 75.50 0 1 0.12 
BBD13 93.92 92.39 1.63 1 0.06 
 
The results of Table 3 show the applicability of the 
subgradient method to the program (SIP). In fact, instances 
KSE09 and L99b were solved to optimality in the first 
iteration of the algorithm. This is due to the heuristic applied 
to (SIP) in order to compute a lower bound ෠  of (DSIP), i.e an 
optimal solution of (SIP) is returned by the heuristic at the 
beginning of the algorithm. All instances were processed on 
the specified machine in less than 11 seconds. 
5. Conclusion 
In this paper, the problem of profit-oriented disassembly 
line balancing was studied under uncertainty. The case of 
partial disassembly and the presence of hazardous parts were 
taken into consideration. Disassembly task times were 
assumed to be random variables with known probability 
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distributions. To model the addressed SP-DLBP, a stochastic 
binary program (SIP) was proposed. A Lagrangian relaxation 
based method was developed in order to solve the formulated 
optimization problem efficiently. The Lagrangian approach 
presents two major advantages: (1) it guarantees the 
optimality of the solutions obtained; (2) if only the optimal 
value of the Lagrangian problem is provided, it is possible to 
measure the gap to the optimum. The resulted Lagrangian 
duals were solved using the subgradient procedure. 
The proposed algorithm was evaluated on a set of instances 
from the literature. All instances were solved in less than 11 
seconds, two of which were solved to optimality. The next 
step will deal with a deeper study of the method efficiency in 
solving different SP-DLBP including industrial case 
instances. 
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