In this article, we show that Orlicz-Lorentz spaces ℓ n M,a , n ∈ N with Orlicz function M and weight sequence a are uniformly isomorphic to subspaces of L 1 if the norm · M,a satisfies certain Hardy-type inequalities. This includes the embedding of some Lorentz spaces d n (a, p). Our approach is based on combinatorial averaging techniques and we prove a new result of independent interest that relates suitable averages with Orlicz-Lorentz norms.
Introduction
The classical Banach space L 1 has a very rich structure and plays an important role in many areas of modern mathematics such as Asymptotic Geometric Analysis, Functional Analysis, Harmonic Analysis, or Probability Theory. It is therefore natural to investigate and seek to understand the geometric structure of this space. This can be done, for instance, by studying its finite-dimensional subspaces. The methods used typically share a lively interplay of geometric, analytic, combinatorial, and probabilistic ideas. While the approach via finite-dimensional subspaces is a purely 'local' one, it does however bear significant information on the 'global' structure of the space L 1 . We refer the reader to the pioneering work [16] of Lindenstrauss and Pełczyński in which they made Grothendieck's Résumé [8] accessible to a broader community and launched the Local Theory of Banach spaces.
It comes as no surprise that the influential work of Lindenstrauss and Pełczyński triggered an extensive research activity around the local structure of Banach spaces and L 1 in particular, and that various deep results and powerful methods have been obtained and developed. For instance, Kwapień and Schütt proved that all spaces whose norms are averages of 2-concave Orlicz norms embed into L 1 , which was a local version of a result previously obtained by Bretagnolle and Dacunha-Castelle [6] for the infinitedimensional setting. This characterization gives, in a certain sense, a complete picture of which spaces with a symmetric basis embed into L 1 , but as can be seen in the case of Lorentz spaces [31] it is far from easy to apply. Therefore, it is desirable to obtain conditions which may be 'easily' verified. Let us give some references most relevant to this article. It was shown by Schütt in [32, Corollary 3] , using combinatorial tools partly developed in [12] (see also [14] ), that every Orlicz space with a 2-concave Orlicz function embeds into L 1 . A similar result was later obtained by Lechner with absolute constant c ∈ (0, ∞) [15] and the embedding for 2-concave Musielak-Orlicz spaces was proved in [26, Corollary 1.3] . In [31] , also using a combinatorial approach, the Lorentz spaces isomorphic to a subspace of L 1 were characterized by Schütt. In the works [2, 27, 29] embeddings of certain matrix spaces into L 1 were obtained.
It is natural to ask whether similar embedding results or characterizations can be shown for more general classes of Banach sequence spaces (with a symmetric basis), keeping in mind that already the cases of Orlicz and Lorentz spaces required sophisticated ideas and technical finesse. This paper is a contribution towards this goal and we shall show that certain Orlicz-Lorentz spaces, hybrids combining both Orlicz and Lorentz spaces, are uniformly isomorphic to subspaces of L 1 . The approach we choose is based on combinatorial methods, which are of independent interest. As powerful as these averaging techniques are, as technical they can typically be, and only few experts are really familiar with them.
In order to present the main result of this article, let us briefly introduce some notation. For details, we refer the reader to Section 2 or the standard literature on Banach space geometry [17, 18, 24, 33] . We shall denote by d BM the Banach-Mazur distance, which is a measure for the geometric similarity or difference of two isomorphic spaces. We define an Orlicz-Lorentz space ℓ n M,a with non-increasing weight sequence a 1 ≥ a 2 ≥ . . . ≥ a n ≥ 0 and Orlicz function M to be R n with the norm
is the non-increasing rearrangement of the coordinates of the vector x. The standard unit vector basis is a symmetric basis for this space. We shall write S n for the symmetric group of all permutations of the set {1, . . . , n}. Lastly, we denote by L n! 3 
with the norm
The following theorem shows that for any p ∈ (1, 2), every Orlicz function M for which M(t)/t p−ǫ is decreasing (ǫ > 0), and all weight sequences a for which the Orlicz-Lorentz norm satisfies two Hardy-type inequalities, the corresponding sequence of Orlicz-Lorentz spaces ℓ n M,a , n ∈ N embeds uniformly into L 1 . Theorem 1.1. Let n ∈ N and 1 < p < 2. Let a 1 ≥ . . . ≥ a n > 0 and for some ǫ ∈ (0, p − 1) let M be an Orlicz function such M(t)/t p−ǫ is non-increasing. Assume that, for all x ∈ R n , the Orlicz-Lorentz norm satisfies
where
The parameter p appears in Theorem 1.1, because in our proof we need to pass through an ℓ p space to embed into L 1 and this seems to be a technical matter. It can be seen as a kind of convexification argument. A condition similar to M(t)/t p−ǫ is decreasing has already been used in [27] . This condidtion is satisfied, for instance, if M is an r-concave Orlicz function with r < p, i.e., if t → M(t 1/r ) is a concave function. Roughly speaking this assumption separates the Orlicz function M and the Orlicz function t → t p . We refer to the discussion in [27] where it is also explained that 'decreasing' can be relaxed to 'pseudo-decreasing'. As we shall see, the rearrangement inequalities (3) and (4) will appear in a natural way. They regulate the interplay of the Orlicz function and the decay of the weight sequence. Such Hardy-type inequalities have been used in a different context in [10] and appeared in disguise already in the work [31] . As we shall see later, in the Lorentz spaces d(a, q) those estimates are valid whenever the weight sequence has a certain regular decay, which is neither too fast nor too slow. This unfortunately also prevents us from recovering Schütt's result for Orlicz spaces from [32] . However, we add a rich class of new symmetric Banach sequence spaces that embed uniformly into L 1 . The proof of Theorem 1.1 is based on averaging techniques and a new combinatorial result related to Orlicz-Lorentz norms, which generalizes results from [12] , [31] , and [32] . It is interesting to note that such combinatorial tools, classically used to obtain embeddings into L 1 , recently proved to be useful in relation to the variance conjecture on hyperplane projections of ℓ n p -balls [1] or in studying the geometry of Banach spaces between polytopes and zonotopes [7] (see also [3] for a randomized version). We therefore believe that they are interesting in their own right. For further applications of these combinatorial methods in Banach space theory, we refer the reader to, e.g., [9] , [13] , [20] , [25] , [30] and the references cited therein.
Preliminaries
We briefly present the notions and some background material used throughout this text. We split this part into several smaller subsections.
Basic notions from Banach spaces theory
Let X and Y be isomorphic Banach spaces. We say that they are C-isomorphic if there is an isomorphism T : X → Y with T T −1 ≤ C. We define the Banach-Mazur distance of X and Y by
Let (X n ) n be a sequence of n-dimensional normed spaces and let Z be another normed space. If there exists a constant C ∈ (0, ∞), such that for all n ∈ N there exists a normed space Y n ⊆ Z with dim(Y n ) = n and d BM (X n , Y n ) ≤ C, then we say that (X n ) n embeds uniformly into Z or in short: X n embeds into Z. For a detailed introduction to the concept of Banach-Mazur distances, we refer the reader to [33] .
Let X be a Banach space with basis
. We call the basis C-symmetric if there exists a constant C ∈ (0, ∞) such that for all signs
We shall use the asymptotic notation a ≈ b to express that there exist two positive absolute constants c 1 
) is a concave function. Given an Orlicz function M, we define its conjugate function M * by the Legendre-Transform, i.e., M * (x) = sup
Notice also that the norm of the dual space (ℓ n M ) * is equivalent to · M * . Moreover, one has the duality relation
for all t ≥ 0 (see, e.g., [5] ). We say that two Orlicz functions M and N are equivalent if there are positive constants a and b such that for all t ≥ 0
which is equivalent to aN
If two Orlicz functions are equivalent so are their norms. Notice that it is enough for the functions M and N to be equivalent in a neighborhood of 0 for the corresponding sequence spaces ℓ M and ℓ N to coincide [17] . For a detailed and thorough introduction to the theory of Orlicz spaces, we refer the reader to [11] , [22] , or [28] .
Lorentz spaces
Let 1 ≤ p < ∞ and a 1 ≥ a 2 ≥ . . . ≥ a n ≥ 0. We define the Lorentz space d n (a, p) to be R n equipped with the norm
is the non-increasing rearrangement of (|x i |)
.
For more information on the geometry of Lorentz spaces, we refer the reader to [19] or [23] , and for a presentation in the context of interpolation theory we refer to [4] .
Orlicz-Lorentz spaces
Glueing together Orlicz and Lorentz spaces in an ℓ M -fashion, we define an OrliczLorentz space ℓ n M,a with weight sequence a 1 ≥ a 2 ≥ . . . ≥ a n ≥ 0 and Orlicz function M to be R n with the norm
The standard unit vector basis in R n is a 1-symmetric basis for these spaces and turns them into symmetric Banach spaces. . These spaces have a rich structure and we refer the reader to, for instance, the work of MontgomerySmith [21] .
Combinatorial results
As we have already mentioned, our proof is based on a combinatorial approach. We will need the following deep result obtained by the author and Carsten Schütt in their joined work [27, Lemma 2.6].
Lemma 2.1. Let n ∈ N, 1 ≤ p < r < ∞ and a ∈ R n such that a 1 ≥ a 2 ≥ . . . ≥ a n > 0.
There exists an Orlicz function N such that for all
For all such Orlicz functions and all x ∈ R n , we have
where c 1 (r, p), c 2 (r, p) ∈ (0, ∞) are constants depending only on r and p.
For the better understanding of the combinatorial methods involved, let us show how an ℓ p -norm is generated by averaging over permutations. We will use this result frequently throughout this text and therefore include a proof.
Corollary 2.2. Let n ∈ N and 1 < p < 2. The vector (a
where c 1 (p), c 2 (p) ∈ (0, ∞) are constants depending only on p.
Proof. First, we observe that, for all m ≤ n,
A standard integral estimate shows that
Furthermore, a similar argument shows that, for all m ≥ 2,
Hence, for all m ≤ n 1 n
since the case m = 1 is obvious. Therefore, we have for all m ≤ n
In addition, we have
Again, a simple integral estimate yields
and so we have
Therefore,
which concludes the proof.
Another combinatorial tool that we shall use is the following result of Schütt taken from [31, Lemma 2.3].
Lemma 2.3.
Let n ∈ N and 1 ≤ p ≤ 2. Then, for all x ∈ R n and any k = 1. . . . , n,
. . , n denotes the non-increasing rearrangement of the numbers |x
Readers familiar with interpolation theory might recognize expressions of this type. Indeed, a result of this flavor has also been obtained via real interpolation techniques by Lechner, Passenbrunner, and Prochno in [14] .
Combinatorial elements of the proof
Before we come to the embedding of Orlicz-Lorentz spaces into L 1 , we require a new combinatorial averaging device. We prove that an abstract Orlicz-Lorentz norm can be generated by permutation-averages of an ℓ 2 -norm of suitably chosen vectors. Recall that to any vector d ∈ R n whose coordinates are non-increasing there corresponds an Orlicz function as shown in Lemma 2.1.
, and
where M d is the Orlicz function related to d and
Proof. Let us start with the lower bound. As we know from Corollary 2.2, the vector z generates the ℓ p -norm and so
The triangle inequality yields the estimate
An application of Lemma 2.3, where we simply omit the quadratic term, shows that
By Lemma 2.1 there exists an Orlicz function
where we used that
. . , n. Therefore, we obtain the desired lower bound
where the constant c 1 (p) ∈ (0, ∞) depends only on p.
We now proceed with the upper bound. As we have seen, since z generates the ℓ p -norm, we have
It follows from Jensen's inequality that
Using again Lemma 2.1, we obtain that
An application of Lemma 2.3 and the triangle inequality yields
Therefore, conditions (3) and (4) show that
with constant c 2 (p) ∈ (0, ∞) depending only on p. This completes the proof. 
where C ∈ (0, ∞) is an absolute constant. Indeed, using the Hahn-Banach theorem and that the norm of the dual space of ℓ 
Applying condition (5) and again the duality relation used before, we find that
The embedding of Orlicz-Lorentz spaces into L 1
We are now prepared to present the proof of Theorem 1.1, which is based on Theorem 3.1. In fact, we need to prove two things. One is that we can choose the vector d such that it yields an Orlicz function equivalent to the one from Theorem 3.1. The second is that the average over permutations from Theorem 3.1 is equivalent to an L 1 -norm. The latter will be a consequence of Khintchine's inequality.
Proof of Theorem 1.1. We consider z = (n/i)
and choose the sequence d such that, for all ℓ = 1, . . . , n, 
We show that M * where we used condition (6) in the last step of the computation.
It would be nice to obtain complete characterizations describing exactly which Orlicz-Lorentz spaces embed uniformly into L 1 . As already the result in this paper and previous ones like [12] , [27] , [32] , or [31] show, this question is one of considerable difficulty. One main problem is that in general Orlicz functions are not homogeneous for some parameter α, i.e., M(λt) = λ α M(t).
