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Let F” be an estimator obtained by integrating a kernel type density estimator 
based on a random sample of size n from a (smooth) distribution function F. Suf- 
ficient conditions are given for the central limit theorem to hold for the target 
statistic fz.( II.) where { V,} is a sequence of U-statistics. 0 1986 Academic Press, Inc. 
1. INTRODUCTION 
Given a sequence Xi, i>, 1, of iidrv’s (independent and identically dis- 
tributed random variables) with cdf (cumulative distribution function) F, 
the natural estimator of F based on the sample X1,..., X,, is the empirical df 
F,, defined by 
Fn(x)=n-’ f u(x-x,), XER, (1.1) 
i=l 
where u(t) = 1 if t > 0 and = 0 otherwise. Although F,, is in a sense already 
quite smooth, it does not take fully into account the smoothness of F (i.e., 
the existence of a density f ). In fact, if F is a continuous cdf, it seems 
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reasonable to consider continuous estimators of F which are better adapted 
to this situation. Thus, in relatively general situations, an estimator of the 
form 
&)=n-’ f G,(x-Xi), XER, (1.2) 
i=l 
where {G,} is a sequence of continous cdfs, suggests itself. Furthermore, if 
one expects this estimator to perform as satisfactory as F,, it seems natural 
to require that the sequence (G,} be not “too far” from the degenerate df u, 
e.g., by requiring that G, converge weakly to u (written G, -+‘” u). Such 
estimators arise quite naturally as integrals of density estimators of the ker- 
nel type. Rosenblatt [7] and Parzen [S] suggested the density kernel type 
estimator 
.Az(~)= tnanlpl i g((x-xi)lcln)7 XER, (1.3) 
i=l 
where tl,, >O and g satisfies g> 0 and JOO, g(t) dt = 1. The interest 
generated by such estimators is due primarily to their simple structure as 
averages over the independent elements of the nth row of a double array of 
rv’s. We refer to Scott et al. [S] and Wertz [ 121 for a general review in this 
area. Using the density estimatoryH, define 
&(x) = j-’ j‘,(t) dt, XER, 
--co 
(1.4) 
and note that this is of the form (1.2) with G,(X) = J-y, g,,(t) dt, where 
g,(t)=a,y’g(trx;‘). Furthermore, if a, -+ 0 as n + co, then it is easy to 
check that G, --tw u. 
In recent years, interest has increasingly been focused on the asymptotic 
properties of !n and its use in estimation theory. The a.s. (almost sure) con- 
vergence of F,, to F was proved by Nadaraya [4], Winter [13] and 
Yamato [15], while Watson and Leadbetter [11] obtained the asymptotic 
normality of fin. Recently, Winter [14] showed that &‘,, has the 
Chung-Smimov property, i.e., with probability one 
lim sup (2n/log log .)lj2 sup ( p,Jx) - F(x)1 < 1. 
n-m x 
To understand better the utility of the integral type estimators f,,,, it is 
worthwhile to study the asymptotic behavior of the distribution of p,, 
(defined by (1.4)) evaluated at a random point having the structure of a U- 
statistic. Specifically, let h(x, ,..., xm), symmetric in its m arguments, be a 
Borel-measurable kernel (of degree m). Based on a random sample 
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x i,..., X, (n > m) from a population with cdf F, the corresponding U- 
statistic U, for the estimation of the expected value 5 = Eh(Xi ,..., X,) is 
formed by averaging the kernel h symmetrically over the observations, 
namely 
U,= 0 z -’ 1 h(Xi,7-.., xim), 
C",tn 
where C,, denotes the set of all the (;) combinations of m distinct 
elements {ii ,..., im} from { l,..., n}. 
If 8 denotes the sample mean, it is well known (see, e.g., Ghosh [2]) 
that under certain regularity conditions, F,,(x), properly normalized, has 
normal distribution, in the limit (see also, Ralescu and Puri [6], for the 
corresponding problems concerning the rate of convergence of F,(x) to 
normality, a law of iterated logarithm, and an invariance principle for 
F,,(x)). The present note is devoted to investigating conditions for the 
asymptotic normality of the statistic PJU,). Such a statistic is useful in 
estimating a functional 0 = F(5) if F is unknown. Also, if U, is the sample 
mean X (in which case 5 = E(X,)), one may use fin(x) for testing the 
hypothesis that a smooth F is symmetric about an unknown location 5 
against certain alternatives. 
2. MAIN THEOREM 
Let g be a probability density function on [w, 
be a sequence of positive real numbers such 
and let (a,} (bandwidths) 
that a,+0 as n + co. If 
consider the perturbed g,(t) = a;’ &?a;‘) and G,(x) = J: m g,(t) dt, 
empirical distribution function F” defined by (1.2) corresponding to the 
sequence { G, } . 
Let 
h*(t) = E,h(t, AC,,..., X,) P-1 1 
and 
c = Var,[h*(X,)]. 
(2.2) 
Then, our main result, dealing with the central limit theorem for a nor- 
malized I’,( U,), is as follows: 
THEOREM. Assume that 
(i) E,h’(X, ,..., Xm)<oo and{>O, 
(ii) Smco (tJg(t)dt<cO, and 
(iii) F is twice differentiable on R with a bounded second derivative F’. 
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Then 
nl’*[&( U,) - p,] “, N(0, 02), 
where pn=EG,(5--X,)=~Y’, F(<-t)g,(t)dt and 
a’=Var[u(S--X,)+m(h*(X,)-{)F’(t)] >O. 
Proof Letting 
Qn=n1’*C~~(U,)-~~(5)-(U,-t;)F(5)1, 
we first show that 
Q,++O. 
To this end, set 
Qn=A,+B,, 
where 
(2.3) 
(2.4) 
An = 5 CZn(U, - t) - &At - t)l dG,(t) 
and 
&=J;;j- {F(U,-t)-F(5-t)-F(r)(U,-5)} dG,(t). 
Here Z, = $r[F, - r;7 is the standard empirical process, and G, is the df 
associated with the kernel in constructing g,,. 
Since U, - t = O(a,) a.s., where a, = (K i log log n)“’ under our 
assumptions (see [9, p. 191]), using the fluctuation result of Stute [lo], we 
have that 
IAnI ~supIZ,(x)-Z,(y)I. fdc,(t) 
(where the sup is taken over all x and y, with 1 x--y I< ca,) 
=0( unlogJ-)“2 a.s. 
for some sufficiently large c > 0 as n -+ co. In the second term B,, by using 
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the Lagrange form of Taylor expansion with remainder of F( U, - t) w.r.t. 
< - t up to the second derivative term, the integrand equals 
C~~~-~~-~~5~lC~,-51+F”~~~~~~C~,-512/~ 
=F’(B(t))CU,-51(-t)+Fl(a(t))CU,-r12/2 
with I/l(t)-Sl<ltl and la(t)--t;+tI<IU,--5:1 a.s. 
Hence 
where 11 F” 11 m = sup, I F”(x) (. Noting that n”*( U,, - 5) --f .M(O, m’[) in dis- 
tribution, the first term on the right + 0 in probability because of the 
choice of the bandwidth OL,: 
j Itl GW=a,[ ltldt)dt+O as n+co. 
The second term on the right + 0 a.s. by using the Serfling result quoted 
earlier. Equation (2.4) follows. 
Consequently, we can write 
~~?,(u,)=l’,(r)+(u,-~)F(r)+n-“*Q,. (2.5) 
Now, using condition (i) and Corollary 4.2 of Geertsema [ 13, we obtain 
the decomposition 
‘~=C+~,~ E(Xi)+R,, 
r=l 
(2.6) 
where k(t) = h*(t) - <, and for any p B 1 
R, = o(n-‘(log n)“) 
Therefore, from (2.5) and (2.6), we get 
n 
a.s. as n + cg. (2.7) 
the asymptotic representation 
@JU,)=n-’ 1 T,,j+F(<) R,+n-l’*Q,, (2.8) 
j=l 
where Tnj = G,(< - Xi) + mF(r) k(X,), 1 <j < n, n > 1. Since G, -+ w  u 
entails Var(T,,,) + cr* as n + co, by using (2.4), (2.7) and (2.8) we see that 
the theorem will follow from the Lindeberg central limit theorem if we 
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show that the double-array { T,,J, 1 <j < n, n > 1 > of row-rise independent 
rv’s satisfies the Lindeberg condition. 
To this end, let s,‘= Var(x;, , T,,) = n Var(T,,,). For arbitary s > 0, 
denote 
Now, using the inequality 
(Tnj-Pn12 d 2 + 2mZ[F(5)12 [fi(Xj)12, 
we deduce that L,(E) 6 I!,,,~(&) + L,,2(~), where 
and 
Now, since ~2 + cc as n + co, by Chebyshev’s inequality it is easily seen 
that L,,r(.s) + 0 as II + cc. 
To estimate Ln,2(~), note that for sufficiently large n, 
{lTtt~-~nl >&sn} c (mF(S)l~(Xj)l >&~n/2) 
which implies that 
(2.9) 
where A= (2mfwI&)I >%). 
Then, since Var(T,,,) + cr2 as n + co and J:“a, [@x)1’ G’(x) < co, we see 
from (2.9) that L,,2(~) -+O as n + co. Consequently, the conclusion 
L,(E) + 0 as n --+ co obtains and the proof is completed. 
EXAMPLE 1. The sample mean X= nP1 C;= 1 Xi, for which h(x) = x, 
clearly satisfies condition (i) of our theorem if 0 < Var(X,) < 00. 
EXAMPLE 2. The sample variance S2 = (n - 1) - ’ (Cr=, xj! - nx2) 
corresponding to the kernel h(x,, x2) = f (x: + xz - 2x, xz) will satisfy con- 
dition (i) of our theorem provided that 
0 < [Var(X,)12 < E{ (X, - J!?(X,))~} < co. 
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EXAMPLE 3. For the Wilcoxon one-sample statistic (h(x,, x2) = 
Z(X,+X2G0j), it is easily seen that if O<P,{X,+X,<O}<l, c>O so that 
condition (i) of our theorem is automatically satisfied. 
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