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Abstract
We consider an asymptotic spectral problem for a second order differential operator, with piecewise constants coefficients, in a
two-dimensional domain Ωε . Here Ωε is Ωε = Ω ∪ ωε ∪ Γ , where Ω is a fixed open bounded domain with boundary Γ , ωε is a
curvilinear strip of variable width O(ε), and Γ = Ω ∩ ωε . The density and stiffness constants are of order O(ε−m−t ) and O(ε−t )
respectively in this strip, while they are of order O(1) in the fixed domain Ω; t and t + m are positive parameters and ε ∈ (0,1).
Imposing the Neumann condition on the boundary of Ωε , for t  0 and m−t we provide asymptotics for the eigenvalues and
eigenfunctions as ε → 0. We obtain sharp estimates of convergence rates for the eigenpairs in the case where t = 1 and m = 0,
which can, in fact, be extended to other cases.
 2005 Elsevier SAS. All rights reserved.
Résumé
On considère un problème spectral asymptotique pour un opérateur différentiel du deuxième ordre, a coefficients constants par
morceaux, dans un domaine Ωε ⊂ R2 ; Ωε étant Ωε = Ω ∪ωε ∪Γ , où Ω est un domaine borné à frontière régulière Γ , ωε est une
couche curviligne de largeur variable O(ε) et Γ = Ω ∩ ωε . Les constantes relatives à la densité et la raideur sont respectivement
d’ordre O(ε−m−t ) et O(ε−t ) dans cette couche, et d’ordre O(1) dans le domaine fixé Ω ; t et t +m sont des paramètres positifs et
ε ∈ (0,1). On impose une condition de Neumann sur la frontière du domaine Ωε et on étudie le comportement asymptotique des
valeurs propres et des fonctions propres, lorsque ε → 0, pour t  0 et m−t . On obtient des bornes précises pour la vitesse de
convergence des valeurs propres et des fonctions propres dans le cas t = 1 et m = 0.
 2005 Elsevier SAS. All rights reserved.
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Let Ω be a bounded domain of R2 with a smooth boundary Γ and let (ν, τ ) be the natural orthogonal curvilinear
coordinates in a neighborhood of Γ : τ is the arc length and ν the distance along the outer normal to Γ . Let also
 denote the length of Γ and (τ) the curvature of the curve Γ at the point τ . We assume that the domain Ω is
surrounded by the thin band ωε = {x: 0 < ν < εh(τ)} where ε > 0 is a small parameter and h is a strictly positive
function of the τ variable, -periodic, h ∈ C∞(S) where S stands for the circumference of length . Let Ωε be the
domain Ωε = Ω ∪ωε ∪ Γ and Γε = {x: ν = εh(τ)} the boundary of Ωε (see Fig. 1).
We consider the spectral Neumann problem in Ωε for a second order differential operator with piecewise constants
coefficients: 
−A	xUε = λεUε in Ω,
−aε−t	xuε = λεε−t−muε in ωε,
Uε = uε on Γ,
A∂νU
ε = aε−t ∂νuε on Γ,
aε−t ∂nuε = 0 on Γε.
(1.1)
Here, A and a are two positive constants while ∂ν and ∂n denote the derivatives along the outward normal vectors ν
and n to the curves Γ and Γε , respectively. We consider t  0 and t +m 0, and assume additionally that either t > 0
or t + m > 0. We study the asymptotic behavior, as ε → 0, of the eigenvalues λε and the eigenfunctions {Uε,uε} of
problem (1.1).
The problem is of interest, for instance, in reinforcement problems. Recall that the parameters t and m + t reflect
the relative stiffness and dead-weight of the band respectively in mechanical problems, i.e., increasing t and m makes
the band ωε both stiffer and heavier.
Let us, first, note that asymptotics for vibrating systems containing a stiff region ω, ω independent of ε, have
been considered by several authors during the last decades. Let us refer to [17,24,25], Sections V.7–V.10 in [26],
[28,15,11,12] and [13] for different operators and different techniques and results for the spectrum of a stiff problem.
For a study of the asymptotics for solutions of stationary problems with thin stiff regions (ω ≡ ωε depending on ε)
and for further references on the problem we refer to [2,4,3] and [27]. Vibrating systems with concentrated masses
have also been widely approached in the literature. These studies consider the asymptotic behavior of the vibrations
of systems (membranes or bodies) that contain concentrated masses along curves (see [29,6] and [7]) or masses
concentrated at certain points (see [16] for an extensive bibliography on the subject).
The problem considered in this paper differs from those previously studied. As a matter of fact, in our problem the
thin layer-like domain ωε has a variable width of order O(ε) and is located near the boundary; namely, it surrounds
the fixed domain Ω where both stiffness and density are of order O(1). In addition, the density and stiffness in ωε
depend on the small parameter ε, ε ∈ (0,1), and converge towards infinity as ε → 0. Also the technique and results in
this paper are very different from those in the previously mentioned papers.
First, we use asymptotic expansions to obtain a large list of the possible limits of the spectrum of (1.1) in the
range of the small eigenvalues, the low frequencies. These limits, which depend on the relation between density and
stiffness are given by the spectrum of different resulting problems. Then, for the sake of brevity, we consider one of
Fig. 1. Geometry of Ωε .
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estimates of convergence rates for the eigenvalues and the eigenfunctions of problem (1.1). This limit problem (3.20)
is an eigenvalue problem for the Laplace operator posed in the fixed domain Ω with the spectral parameter appearing
both in the equation in Ω and in the boundary condition on Γ ; in this boundary condition also the second-order flexion
terms of the stiffening band arise. The bounds in the estimates are expressed in terms of the density-stiffness ratio and
properties of the limit spectrum, and, in particular, they also depend on the eigenvalue number in an explicit form.
This kind of bounds are of the type of those recently obtained in [11–13] for the case of a stiff problem, the size of
the stiffer part being of order O(1). In order to evaluate the convergence rates for the solutions of the ε dependent
problem (1.1) and those of the limit problem (3.20) we use the procedures of direct and inverse reduction developed
in [19] (see also [20] and [21]).
It should be pointed out that this paper contains two very different parts. These parts are in Section 3 and Sections 4
and 5 respectively. In Section 2 we obtain estimates for the eigenvalues of the ε-dependent spectral problem (1.1)
depending on the other two parameters t and m (cf. (2.6)). We also provide certain preliminary results useful for
the rest of the paper. Depending on the estimates obtained for the eigenvalues, in Section 3, by means of asymptotic
expansions (cf. (3.5)–(3.7), (3.27) and (3.30)) we predict the asymptotic behavior of the eigenvalues while considering
an extensive list of cases for different orders of the relative stiffness and mass (O(ε−t ) and O(ε−t−m) respectively).
We obtain most of the possible limit problems of the eigenvalues {λεk}∞k=0 of (1.1) as ε → 0, the more problematic
cases being those where t > 1 and m 0 (cf. Remarks 3.1–3.4). We also characterize the eigenpairs of all the limit
spectral problems which have a discrete spectrum. Note that for certain different values of t and m, with t  1 and
m 0, both the spectral parameter and the second-order tangential derivatives appear in the boundary condition on Γ
of the corresponding limit problems which are posed in Ω (cf. the limit problems (3.20), (3.28), (3.39) and (3.46)).
As a matter of fact, Sections 2 and 3 are self-contained and can be considered independent of the rest of the paper.
In Sections 4 and 5, we consider the case of the total coupling, namely, the case where t = 1 and m = 0. Now
the limit problem is (3.20) described above, and we give the justification of formal asymptotics in Section 3. In
this case, the weak formulations of (1.1) and (3.20) are given by (4.1) and (3.21) respectively, and we obtain very
precise information on the asymptotic behavior of the eigenvalues and eigenfunctions of (4.1). In particular, we prove
the convergence of the eigenvalues of (4.1) towards those of (3.21) with conservation of the multiplicity and the
convergence of the corresponding eigenfunctions, as stated in Theorem 5.6, at the same time as we provide sharp
estimates for the discrepancies of the corresponding eigenpairs. Specifying, denoting {λεk}∞k=0 and {µk}∞k=0 the spectra
of (4.1) and (3.21) respectively, under certain restrictions on the parameter ε and the eigenvalue number k (cf. (5.42)),
we obtain:
|λεk −µk| <Cε(1 +µk)3/2,
where C is a certain constant independent of ε and k. As regards precise bounds for the convergence rates of the
associated eigenfunctions we refer to (5.43).
It should be emphasized that the above mentioned precise bounds cannot be detected with the strong results pro-
vided by the theorems of spectral convergence of parameter dependent problems (cf., for instance, [23] and [26]).
Instead, we need to use results on almost eigenvalues and eigenfunctions (cf. Lemmas 2.1 and 2.2) and to obtain
optimal bounds for the eigenfunctions of (4.1) and (3.21) and their derivatives, in terms of the spectral parameters λε
and µ respectively (cf. Lemmas 5.1 and 4.2 respectively).
Also Sections 2, 4 and 5 are self-contained and can be read independently of Section 3, with the only exception
of the discreteness of the spectrum for problem (3.20) (cf. Lemma 3.1). Finally, let us point out that, when justifying
asymptotics in Section 3, for the sake of brevity, out of all the possible values of m and t , we consider only this
particular case where t = 1 and m = 0. Justifications of the rest of the formal ansätze in Section 3 are left as open
questions to be considered. One may expect that these justifications can be done using these techniques of inverse and
direct reduction which give sharp results, but are rather laborious. That is, with the same idea, very different results
and estimates are likely to be obtained for t 	= 1 or m 	= 0.
We note that the procedure of inverse reduction is a common tool for justifying asymptotic expansions of eigen-
values and eigenfunctions while the direct reduction here is intended to replace proving convergence theorems which,
for example, obscure the dependence of convergence rates on the eigenvalue number (see discussion on Lemmas 2.1
and 2.2 in Section 2). This procedure is a general method in singularly perturbed spectral problems (cf. [19–21] for
thin domains and [11–13] for stiff problems). The justification scheme including both reductions has been used for
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the book where, for the first time, it was discovered that direct reduction makes it possible to express explicitly the
dependence of the estimate bounds on the eigenvalue number and other properties of the limiting spectrum. Here we
adapt the approach in [19] to the ε-dependent spectral problem (1.1).We emphasize that this is the first time where
asymptotics for stiff spectral problems, with very large density and stiffness constants appearing simultaneously in a
thin region, are considered in the literature. We think that the problem can be considered as a landmark in mechanics,
for instance, in the study of reinforcement problems for solid media and in vibrations for a two-phases system in fluid
mechanics.
2. Preliminary results
In this section we obtain certain first estimates for the eigenvalues of (1.1) and provide two lemmas with important
results for further use. Throughout the paper, for sufficiently smooth functions V defined in a neighborhood of Γ ,
we refer to V (ν, τ ) as the function V (x) written in curvilinear coordinates, and, if no confusion arises, we do not
distinguish between a point τ on the boundary Γ and its coordinate along Γ .
Let Hε denote the space L2(Ωε) equipped with the scalar product:({U,u}, {V,v})
Hε
=
∫
Ω
UV dx + ε−t−m
∫
ωε
uv dx ∀ {U,u}, {V,v} ∈ L2(Ωε). (2.1)
Let aε(· , ·) be the bilinear, symmetric, continuous and coercive form on H 1(Ωε),
aε
({U,u}, {V,v})= A∫
Ω
∇xU · ∇xV dx + aε−t
∫
ωε
∇xu · ∇xv dx +
∫
Ω
UV dx + ε−t−m
∫
ωε
uv dx. (2.2)
Here, and in what follows, we identify a function uε in L2(Ωε) (H 1(Ωε), respectively) with the pair of functions
{U,u} where U stands for the restriction of uε to Ω and u for the restriction of uε to ωε . The variational formulation
of problem (1.1) reads as follows: Find λε and {Uε,uε} ∈ H 1(Ωε), {Uε,uε} 	= 0, satisfying
aε
({Uε,uε}, {V,v})= (λε + 1)({Uε,uε}, {V,v})
Hε
∀{V,v} ∈ H 1(Ωε). (2.3)
For each fixed ε > 0, problem (2.3) is a standard eigenvalue problem in the couple of spaces H 1(Ωε) ⊂ Hε , with
a discrete spectrum. Let us consider,
0 = λε0 < λε1  λε2  · · · λεk  · · · k→∞→ ∞,
the sequence of the eigenvalues of (2.3), with the classical convention of repeated eigenvalues. Let {{Uεk ,uεk}}∞k=0 be
the corresponding eigenfunctions, which are assumed to be orthonormal in Hε , that is they satisfy:({Uεk ,uεk}, {Uεl , uεl })Hε = δk,l, (2.4)
or equivalently,
aε
({Uεk ,uεk}, {Uεl , uεl })= δk,l(λεk + 1), (2.5)
where δk,l denotes the Kronecker symbol, and {{Uεk ,uεk}}∞k=0 form a basis in both spaces Hε and H 1(Ωε).
In this paper, we investigate the asymptotic behavior of the eigenpairs, (λε, {Uε,uε}) of problem (2.3) when ε → 0,
for the different values of t and m.
First, we obtain a result that gives us estimates for the eigenvalues of (2.3) (see, for instance, [14] for the technique).
Proposition 2.1. For each fixed i = 1,2, . . . , and sufficiently small ε (namely, ε  ε0 for a certain positive ε0 inde-
pendent of i), we have:
λεi 
{
Ci when t ∈ R and m ∈ R,
Ciε
m when t  1 and m> 0,
Ciε
m−1+t when t < 1 and m> 1 − t,
(2.6)
where Ci is a constant independent of ε and Ci → ∞ as i → ∞.
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λεi = min
Ei⊂H 1(Ωε)
dimEi=i+1
max{V,v}∈Ei{V,v}	=0
A
∫
Ω
|∇xV |2 dx + aε−t
∫
ωε
|∇xv|2 dx∫
Ω
|V |2 dx + ε−t−m ∫
ωε
|v|2 dx , (2.7)
where the minimum is taken over all the subspaces Ei ⊂ H 1(Ωε) with dimEi = i + 1.
Let {µk}∞k=0 be the eigenvalues of the Dirichlet problem in Ω , namely problem (3.40), and {Vk}∞k=0 the correspond-
ing eigenfunctions which are assumed to form an orthonormal basis in L2(Ω). For each fixed i, let us denote by E∗i
the particular subspace of H 1(Ωε), E∗i = [{V0,0}, . . . , {Vi,0}] ⊂ H 1(Ωε), where {Vk,0} denotes the extension of Vk
to Ωε by 0 in ωε , for k = 0,1, . . . , i and [. . .] stands for a linear space. Then, from (2.7), for any t,m ∈ R, we derive,
λεi  max{V,v}∈E∗i{V,v}	=0
A
∫
Ω
|∇xV |2 dx∫
Ω
|V |2 dx = µi.
This inequality provides the first estimate in (2.6). In order to obtain the other two estimates in (2.6), we consider
{µk}∞k=0 the eigenvalues of the specific spectral problem (3.28) and {Vk}∞k=0 the corresponding eigenfunctions, and we
define the functions V εk ∈ H 1(Ωε) as
V εk (x) =
{
Vk(x) if x ∈ Ω,
Vk(0, τ ) if x ∈ ωε.
Then, taking in (2.7) the particular subspace of H 1(Ωε), Eεi = [V ε0 ,V ε1 , . . . , V εi ], and making the change of variable
ν → ζ = ν/ε in ωε , we obtain:
λεi  max{V,v}∈Eεi{V,v}	=0
A
∫
Ω
|∇xV |2 dx + aε1−t
∫ 
0
∫ h(τ)
0 |∂τV (0, τ )|2K−1ε dζ dτ∫
Ω
|V |2 dx + ε1−t−m ∫ 0 ∫ h(τ)0 |V (0, τ )|2Kε dζ dτ ,
where Kε(ζ, τ ) = 1 + εζ(τ) denotes the Jacobian of the transformation from x1, x2 to (ν, τ ) written in the (ζ, τ )
variables.
On account of the continuity of (τ) and h(τ), for ε sufficiently small, there exist a constant c independent of ε,
0 < c < 1, such that |Kε(ζ, τ )−1| c for ζ ∈ [0, h(τ )], τ ∈ S. Owing to the choice of Eεi and the minimax principle
applied to the eigenvalues of problem (3.28), we have:
λεi 

C max
{V,v}∈Eεi{V,v}	=0
Aε1−t
∫
Ω
|∇xV |2 dx + aε1−t
∫ 
0
∫ h(τ)
0 |∂τV (0, τ )|2 dζ dτ
ε1−t−m
∫ 
0
∫ h(τ)
0 |V (0, τ )|2 dζ dτ
= Cεmµi for t  1,
C max
{V,v}∈Eεi{V,v}	=0
A
∫
Ω
|∇xV |2 dx + a
∫ 
0
∫ h(τ)
0 |∂τV (0, τ )|2 dζ dτ
ε1−t−m
∫ 
0
∫ h(τ)
0 |V (0, τ )|2 dζ dτ
= Cεm−1+tµi for t < 1,
C being a constant independent of ε and ε ∈ (0,1]. Therefore, the proposition is proved. 
Estimates (2.6) indicate a different behavior, as ε → 0, for the eigenvalues of problem (2.3) in accordance with dif-
ferent values of the parameters t and m. Moreover, estimates (2.6) predict an asymptotic expansion for the eigenpairs.
We also observe that (2.6)2 and (2.6)3 give (2.6)1 for the limiting case where m = 0 and t = 1.
In Section 3, using asymptotic expansions, we describe the behavior of the eigenpairs of (1.1) as ε → 0. We prove
that, at the first order, depending on t and m, the resulting problems imply spectral problems posed in Ω with the
spectral parameter appearing in the equation in Ω or/and in the boundary condition on ∂Ω . A study of the setting of
these problems in the suitable Hilbert spaces is also provided.
In Sections 4 and 5 we introduce the technique, so-called inverse-direct reduction, which allows the asymptotic
expansions postulated in Section 3 to be justified and, simultaneously, to obtain precise bounds of estimates for
convergence rates of the eigenpairs of (1.1). As already noted in the introduction, for simplicity, out of the different
values of t and m, we only consider those for t = 1 and m = 0.
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eigenvalues and eigenvectors” from spectral perturbation theory and the other one is an algebraic one. For the sake
of completeness, we introduce here below these results and refer to Section III.1 in [23] and Section 7.1.4 in [19] for
their respective proofs.
Lemma 2.1. Let A :H → H be a linear, self-adjoint, positive and compact operator on a Hilbert space H . Let
u ∈ H , with ‖u‖H = 1 and λ, r > 0 such that ‖Au− λu‖H  r . Then, there exists an eigenvalue λi of the operator A
satisfying the inequality |λ− λi | r . Moreover, for any r∗ > r there is u∗ ∈ H , with ‖u∗‖H = 1, u∗ belonging to the
eigenspace associated with all the eigenvalues of the operator A lying on the segment [λ− r∗, λ+ r∗] and such that
‖u− u∗‖H  2r
r∗
.
Lemma 2.2. Let H be a Hilbert space with the scalar product (· , ·)H . Let w1, . . . ,wn ∈ H and W 1, . . . ,WN ∈ H
fulfill the following properties:
(a) for i, j = 1, . . . , n, (wi,wj )H = δi,j ;
(b) for i, j = 1, . . . , n, ‖Wj‖H = 1, |(Wi,Wj )H − δi,j | , where  is a positive constant independent of i, j ;
(c) for j = 1, . . . ,N, there exist constants {ajq }nq=1 such that ‖Wj −
∑n
q=1 a
j
qw
q‖H  σ , where σ is a positive
constant independent of j .
Then, under the condition (min(n,N) + 1)( + (2 + σ)σ ) < 1, there holds N  n. In addition, in the case where
n = N , the condition n( + (2 + σ)σ ) < 1 ensures the existence of the unitary matrix θ = (θjq )q,j=1,...,n such that for
j = 1, . . . , n, ∥∥∥∥∥wj −
n∑
q=1
θ
j
qW
q
∥∥∥∥∥
H
 n
(
 + (3 + σ)σ ).
Considering m = 0 and t = 1, and using Lemmas 2.1 and 2.2, in Sections 4 and 5 we detect the convergence rate,
and the dependence on the eigenvalue number k, of bounds in the asymptotic accuracy estimates for the eigenpairs.
Since we also obtain convergence of the eigenvalues of (1.1) towards those of (3.20) with conservation of the multi-
plicity (cf. Theorem 5.6), estimates (2.6)1 became optimal for t = 0 and m = 1 and ensures that the bounds for the
discrepancies between the eigenpairs of (1.1) and (3.20) hold in the range of the small eigenvalues.
As usual, inverse reduction implies constructing approximations to solutions of the original problem (1.1) from
solutions of the resulting problem (3.20). The structure of the approximation is based on the asymptotic ansätze used
to derive the resulting problems (cf. (3.5)–(3.7)) and, since, in some sense, we reverse the asymptotic analysis, this
procedure is called the inverse reduction. As a result, an accurate estimation of discrepancies and an application of
Lemma 2.1 on “almost eigenvalues and eigenvectors” together with simple algebraic arguments provide inequalities
(4.3) and (4.19) for the eigenvalues and eigenfunctions respectively.
The direct reduction adapts a solution of the original problem (1.1) in order to approximate a solution of the
resulting problem (3.20) and, obviously, this process is far more complicated than the inverse reduction. Again a
scrupulous estimation of discrepancies allows us to apply Lemma 2.1 and to obtain an eigenvalue λk of (3.20) in a
small neighborhood of each eigenvalue λεj of (1.1). Since, in contrast, the inverse reduction has detected an eigenvalue
of (1.1) in the vicinity of each eigenvalue of (3.20) λk , we now combine these results and, recalling general properties
of parameter-dependent spectra, we are able to conclude with Theorems 5.4 and 5.5 in Section 5.
3. Asymptotics for eigenvalues and eigenfunctions
In this section, we use asymptotic expansions to describe the behavior of the eigenpairs of problem (1.1) for
different ranges of the parameters m and t . We obtain most of the resulting problems satisfied by the possible limits
of the eigenpairs of (1.1), as ε → 0, for t  0 and m + t  0, assuming that either t or m + t are strictly positive
(cf. Remarks 3.2–3.4). Since a boundary layer phenomenon appears in a neighborhood of Γ , we introduce the rapid
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and width O(1), namely, {ν ∈ [0, εh(τ)), τ ∈ S} into {ζ ∈ [0, h(τ )), τ ∈ S} where  is the length of Γ and S a
circumference of radius (2π)−1.
Writing the Laplace operator in curvilinear coordinates (ν, τ ),
	x = K(ν, τ)−1∂ν
(
K(ν, τ)∂ν
)+K(ν, τ)−1∂τ (K(ν, τ)−1∂τ ), (3.1)
where K(ν, τ) = 1 + ν(τ) and (τ) is the curvature of the curve Γ at the point τ , we introduce the change to the
rapid variable ζ . Then, since (1 + εζ)−1 =∑∞i=0(−εζ)i for sufficiently small ε, we have:
	ζ,τ = ε−2 ∂2ζ + ε−1 (τ)∂ζ − (τ)2ζ∂ζ + ∂2τ + · · · , (3.2)
where, here and in what follows, we denote by dots further asymptotic terms which are of no use for derivation of
resulting problems.
According to the definition of Γε and the representation of the gradient in the curvilinear coordinates (ν, τ ), the
normal derivative at the boundary Γε reads:
∂n =
(
1 + ε2K(ν, τ)−2h′(τ )2)−1/2(∂ν − εh′(τ )K(ν, τ )−2∂τ ), (3.3)
where h′(τ ) denotes the derivative ∂τh(τ). Therefore,(
1 + ε2K(ν, τ)−2h′(τ )2)1/2∂n = ε−1∂ζ − εh′(τ )∂τ + · · · . (3.4)
3.1. Asymptotic expansions for t = 1
Throughout this section, we fix the parameter t = 1 and analyze the different values of m. First, let us assume that
m = 0 (a complete coupling). We consider an asymptotic expansion for the eigenvalues λε , an outer expansion for the
corresponding eigenfunctions in Ω , Uε , and a local expansion for the eigenfunctions in ωε , uε , of the form:
λε = µ+ εη1 + ε2η2 + · · · , (3.5)
Uε(x) = V (x)+ εV1(x)+ ε2V2(x)+ · · · , x ∈ Ω, (3.6)
uε(ζ, τ ) = v0(ζ, τ )+ εv1(ζ, τ )+ ε2v2(ζ, τ )+ · · · , ζ ∈
[
0, h(τ )
)
, τ ∈ S, (3.7)
respectively, where vi are -periodic functions in τ . Besides, we assume that the first term µ in (3.5) can be 0 while
V in (3.6) or v0 in (3.7) are different from zero.
Formulae (3.5) and (3.6) mean that an eigenvalue λεk and the restriction of the corresponding eigenfunction to Ω ,
Uεk , are expected to depend on the parameter ε continuously. Including the rapid variable ζ = ε−1ν, formula (3.7),
implies the standard asymptotic expansion for a solution in a thin domain and the dependence of v0 only on the
τ -variable holds. Functions V , Vj and vi , j = 1,2, . . . , i = 0,1, . . . , and the numbers µ and ηj are to be found in
such a way that the stable transmission condition (1.1)3 on the contour Γ is satisfied completely while discrepancies
in Eqs. (1.1)1, (1.1)2 and the conditions (1.1)4, (1.1)5 are reduced as much as possible. The immediate objective is to
determine the leading terms in (3.5)–(3.7).
By replacing expansions (3.5)–(3.7) in problem (1.1), after considering Eqs. (3.2) and (3.4), we collect coefficients
of the same powers of ε and gather equations satisfied by V,vj and µ. At a first step, we have that the leading terms
in (3.5)–(3.7) satisfy the following equations:
−A	xV = µV in Ω, (3.8)
−a∂2ζ v0 = 0, ζ ∈
(
0, h(τ )
)
, τ ∈ S, (3.9)
V = v0 on Γ, (3.10)
a∂ζ v0
(
h(τ), τ
)= 0, τ ∈ S, (3.11)
a∂ζ v0(0, τ ) = 0, τ ∈ S. (3.12)
From (3.9), (3.11) and (3.12), we deduce that the function v0 only depends on τ ,
v0(ζ, τ ) = v(τ). (3.13)
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−a∂2ζ v1 − a∂ζ v0 = 0, ζ ∈
(
0, h(τ )
)
, τ ∈ S, (3.14)
a∂ζ v1
(
h(τ), τ
)= 0, τ ∈ S, (3.15)
a∂ζ v1(0, τ ) = 0, τ ∈ S, (3.16)
and, by virtue of (3.13), we conclude that also v1 only depends on τ .
Following the process, we have the equations for v2:
−a∂2ζ v2 − a∂ζ v1 + a2ζ∂ζ v0 − a∂2τ v0 = µv0, ζ ∈
(
0, h(τ )
)
, τ ∈ S, (3.17)
a∂ζ v2
(
h(τ), τ
)− ah′(τ )∂τ v0(h(τ), τ)= 0, τ ∈ S, (3.18)
a∂ζ v2(0, τ ) = A∂νV (0, τ ), τ ∈ S. (3.19)
Then, since v0 and v1 are independent of ζ , and v0 = v(τ) verifies (3.9), (3.11) and (3.12), the compatibility condition
for the non-homogeneous Neumann problem (3.17)–(3.19) in the ζ -variable reads:
h(τ)∫
0
(
µv(τ)+ a∂2τ v(τ )
)
dζ = −ah′(τ )∂τ v(τ )+A∂νV (0, τ ).
Note that here and in the sequel, v(τ) = v0(τ ), i.e., v denotes the first term in the local expansion (3.7).
The latter compatibility condition is to be regarded as a boundary condition for the function V in equation (3.8). In
fact, due to (3.10), the eigenpair (µ,V ) in (3.5)–(3.6) satisfies the spectral problem:{−A	xV = µV in Ω,
A∂νV = µhV + a∂τ (h∂τV ) on Γ. (3.20)
In order to present a variational formulation of this problem, and of further problems throughout the section, we
introduce the functional space H 1,1(Ω,Γ ) as the completion of C∞(Ω) with respect to the norm,
‖W‖H 1,1(Ω,Γ ) =
(‖W‖2
H 1(Ω) + ‖W‖2H 1(Γ )
)1/2
.
Now, the weak formulation of problem (3.20) becomes: Find µ and V ∈ H 1,1(Ω,Γ ), V 	= 0, satisfying
A
∫
Ω
∇V · ∇W dx + a
∫
Γ
h∂τV ∂τW dτ = µ
[∫
Ω
VW dx +
∫
Γ
hVW dτ
]
∀W ∈ H 1,1(Ω,Γ ). (3.21)
We observe that adding one of the terms α
∫
Ω
VW dx or α
∫
Γ
hVW dτ (for any positive constant α), or both, to the
left hand side of (3.21) one gets an inner product in the Hilbert space H 1,1(Ω,Γ ). Since the imbedding of this space
in L2(Ω) and L2(Γ ) is compact, we can write an eigenvalue problem for a positive, symmetric and compact operator
B on H 1,1(Ω,Γ ) defined by:
(BU,V ) =
∫
Ω
UV dx +
∫
Γ
hUV dτ ∀U,V ∈ H 1,1(Ω,Γ ), (3.22)
whose eigenvalues are (µ + 1)−1, with µ an eigenvalue of (3.21). Therefore, we immediately arrive at the following
assertion:
Lemma 3.1. Problem (3.21) has a non-negative discrete spectrum. Let
0 = µ0 <µ1  µ2  · · · µk  · · · k→∞→ ∞
include the eigenvalues of (3.21) with the usual convention of repeated eigenvalues. The corresponding eigenfunctions
{Vk}∞ can be subject to the orthogonality condition:k=0
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Ω
VkVl dx +
∫
Γ
hVkVl dτ = δk,l, (3.23)
and form a basis in H 1,1(Ω,Γ ).
Hence, for t = 1 and m = 0, the leading terms in the asymptotic expansions (3.5)–(3.6) (µ,V ) are determined as
eigenpairs of (3.20) while the leading term in (3.7) is given by v0(ζ, τ ) = V (0, τ ) for ζ ∈ (0, h(τ )), τ ∈ S.
For t = 1 and m 	= 0, we rewrite the above arguments with minor modifications. We outline here below the main
differences.
In the case where t = 1 and m< 0, the main different point is that Eq. (3.17) must be replaced by:
−a∂2ζ v2 − a ∂ζ v1 + a2ζ∂ζ v0 − a∂2τ v0 = 0, ζ ∈
(
0, h(τ )
)
, τ ∈ S, (3.24)
and thus the compatibility condition for the Neumann problem (3.24), (3.18), (3.19) becomes
h(τ)∫
0
a∂2τ v(τ )dζ = −ah′(τ )∂τ v(τ )+A∂νV (0, τ ).
Therefore, (µ,V ) is an eigenpair of the spectral problem:{−A	xV = µV in Ω,
A∂νV = a∂τ (h∂τV ) on Γ, (3.25)
while now the spectral parameter does not appear in the boundary condition (cf. (3.20)).
The weak formulation of problem (3.25) can be written as that of (3.20) with the only exception that the scalar
product in L2(Γ ) on the right hand side of (3.21) does not appear. The result on the discrete spectrum in Lemma 3.1
also holds, the associated operator being:
(BΩU,V ) =
∫
Ω
UV dx ∀U,V ∈ H 1,1(Ω,Γ ). (3.26)
Finally, in the case where t = 1 and m> 0, according to (2.6), we postulate an asymptotic expansion for λε different
from (3.5), namely,
λε = εmµ+ · · · . (3.27)
By replacing (3.27), (3.6) and (3.7) in (1.1), after considering Eqs. (3.2) and (3.4), we obtain the spectral problem:{−A	xV = 0 in Ω,
A∂νV = µhV + a∂τ (h∂τV ) on Γ, (3.28)
where, comparing with (3.20), the spectral parameter only appears in the boundary condition. The weak formulation
and the existence of a discrete spectrum holds as that for problem (3.20) with minor modifications (see (3.21) and
Lemma 3.1). The associated operator BΓ is now non-negative; namely,
(BΓ U,V ) =
∫
Γ
hUV dτ ∀U,V ∈ H 1,1(Ω,Γ ), (3.29)
whose eigenvalues are 0, with the associated eigenspace {U ∈ H 1,1(Ω,Γ ): U = 0 on Γ }, and (µ + 1)−1 with finite
multiplicity and µ an eigenvalue of (3.28).
We also emphasize that µ = 0 is an eigenvalue of problems (3.20), (3.25) and (3.28) and the corresponding eigen-
functions are constants.
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Throughout this section, we consider 0  t < 1. We use the technique in Section 3.1 to describe the different
behavior of the eigenpairs of (1.1) depending on the value of m.
According to (2.6), let us first assume that m = 1 − t . For 0 < t < 1, we postulate the asymptotic expansions (3.5),
(3.6) but change (3.7) for
uε(ζ, τ ) = v0(ζ, τ )+ εtvt (ζ, τ )+ εv1(ζ, τ )+ εt+1vt+1(ζ, τ )+ · · · , ζ ∈
[
0, h(τ )
)
, τ ∈ S. (3.30)
By inserting these asymptotic expansions into problem (1.1) we have that v0 and vt verify relations (3.9), (3.11) and
(3.12) while v1 verifies relations (3.14)–(3.16). Then, the three terms v0, vt and v1 do not depend on ζ . Moreover, the
forth term vt+1 satisfies:
−a∂2ζ vt+1 = µv0, ζ ∈
(
0, h(τ )
)
, τ ∈ S, (3.31)
a∂ζ vt+1
(
h(τ), τ
)= 0, τ ∈ S, (3.32)
a∂ζ vt+1(0, τ ) = A∂νV (0, τ ), τ ∈ S. (3.33)
Then, the compatibility condition for the Neumann problem (3.31)–(3.33) is:
h(τ)∫
0
µv(τ)dζ = A∂νV (0, τ ),
where v0 = v(τ) and consequently, the function V satisfies the spectral problem,{−A	xV = µV in Ω,
A∂νV = µhV on Γ, (3.34)
while v0(ζ, τ ) = V (0, τ ) for ζ ∈ [0, h(τ )), τ ∈ S.
The weak formulation of (3.34) reads: Find µ and V ∈ H 1(Ω), V 	= 0, satisfying the integral identity
A
∫
Ω
∇V · ∇W dx = µ
[∫
Ω
VW dx +
∫
Γ
hVW dτ
]
∀W ∈ H 1(Ω). (3.35)
Denoting by H the space H 1(Ω) equipped with the scalar product,
(U,W)H = A
∫
Ω
∇U · ∇W dx +
∫
Ω
UW dx +
∫
Γ
hUW dτ ∀U,W ∈ H 1(Ω),
we introduce the positive, compact and symmetric operator C on H defined by the formula
(CU,W)H =
∫
Ω
UW dx +
∫
Γ
hUW dτ ∀U,W ∈ H 1(Ω),
(see (3.22) to compare). This operator has the eigenvalues (1 + µ)−1 where µ stands for an eigenvalue of (3.35).
Consequently, problem (3.35) has a discrete and non-negative spectrum. The corresponding eigenfunctions form a
basis in H 1(Ω), and the eigenfunctions associated with µ = 0 are the constants.
In the case where t = 0 and m = 1, similar considerations lead us to the same resulting problem (3.34). In this case,
considering the asymptotic expansions (3.5)–(3.7) and replacing in (1.1), we obtain that v0 satisfies (3.9), (3.11) and
(3.12); hence, v0 does not depend on ζ . Moreover, v1 verifies problem (3.31)–(3.33), which allows us to assert that
(µ,V ) is an eigenpair of (3.34) while v0(ζ, τ ) = V (0, τ ) for ζ ∈ [0, h(τ )), τ ∈ S.
In the case where 0  t < 1 and m < 1 − t , we rewrite the above arguments with minor modifications and we
obtain that vt+1 verifies the boundary conditions (3.32), (3.33) and the equation
−a∂2ζ vt+1 = 0, ζ ∈
(
0, h(τ )
)
, τ ∈ S.
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A∂νV (0, τ ) = 0
and (µ,V ) is an eigenpair of the classical Neumann problem:{−A	xV = µV in Ω,
A∂νV = 0 on Γ. (3.36)
Finally, in the case where 0  t < 1 and m > 1 − t , according to (2.6), we postulate the asymptotic expansions
(3.6), (3.30), and
λε = εm−1+tµ+ · · · ,
and we arrive at the classical Steklov eigenvalue problem for (µ,V ):{−A	xV = 0 in Ω,
A∂νV = µhV on Γ. (3.37)
Now, the spectral parameter appears only in the boundary condition on Γ .
The weak formulation of problem (3.37) can be stated similarly to that for problem (3.34), namely the integral
identity (3.35) without the integral over Ω in the right hand side. The associated operator CΓ is determined as the
operator BΓ in (3.29):
(CΓ U,W)H =
∫
Γ
hUW dτ ∀U,W ∈ H 1(Ω).
Both problems (3.36) and (3.37) have a non-negative spectrum and µ = 0 is an eigenvalue with associated
eigenspace formed by constant functions.
3.3. Asymptotic expansions for t > 1
Throughout this section, we consider t > 1. In order to derive the different asymptotic behavior of the eigenpairs
of (1.1) depending on the value of m, we use the technique in Section 3.1, which, in the case of m strictly positive,
provides a complete description of the previously mentioned asymptotic behavior. The same technique, but with more
laborious computations, lead to the asymptotic behavior in the case where m  0. Nevertheless, it should be noted
that out of all the possible relations between t and m, the case where t > 1 and m < 0 provide the larger contrast
for all the three different orders of magnitude appearing in problem (1.1) and consequently in the form (2.2). These
orders of magnitude are respectively O(ε−m), O(1) and O(ε−t ), that is, very large stiffness ratio and a lower density
are assumed in the thin domain ωε . Again a large list of different limit problems are obtained depending on t and m.
This case, being the more conflictive one, is considered in Section 3.3.1, where for simplicity we take t,m ∈ Z and
outline the technique to obtain all the possible limit problems for t or m not integers (see Remark 3.3).
As regards the case where m = 0, the limit problem that we obtain (namely, problem (3.39)) is formally non-
selfadjoint and consequently, in order to give a complete description of the asymptotic behavior of the eigenpairs of
(1.1) and obtain their respective correctors we have to change the ansätz on the asymptotic expansions depending on
the multiplicity of the eigenvalues of the limit problem. We emphasize that the fact that we obtain a non-selfadjoint
problem is a consequence of the common ansätz used for the different values of m and t . For the particular values
t > 1 and m = 0, one can modify the formulation of the original problem (1.1) and the corresponding asymptotic
ansätz such that limit problems obtained remain selfadjoint. We shall consider this case in a forthcoming publication
and here we refer only to paper [22] where a similar phenomenon appears (see Remarks 3.1 and 3.2).
Let us assume that t > 1 and m = 0. We postulate the asymptotic expansions for the eigenvalues λε and for the
corresponding eigenfunctions (3.5)–(3.7). By replacing (3.5)–(3.7) in problem (1.1) we obtain relations (3.8)–(3.18).
The main point different from the case where t = 1 and m = 0 is that formula (3.19) must be now replaced by,
∂ζ v2(0, τ ) = 0, τ ∈ (0, ), (3.38)
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h(τ)∫
0
(
µv(τ)+ a∂2τ v(τ )
)
dζ = −ah′(τ )∂τ v(τ ).
Hence, for t > 1 and m = 0, the leading terms in the asymptotics (3.5)–(3.6), µ and V are determined as an eigenvalue
and the corresponding eigenfunction of the spectral problem:{−A	xV = µV in Ω,
a∂τ (h∂τV )+µhV = 0 on Γ, (3.39)
while the leading term in (3.7) is given by v0(ζ, τ ) = V (0, τ ) for ζ ∈ [0, h(τ )), τ ∈ S.
Let us note that the spectrum of problem (3.39) as a set is the union of the eigenvalues of two different problems,
one of them posed in Ω , namely, {−A	xV = µV in Ω,
V = 0 on Γ, (3.40)
and another on Γ , namely,
a∂τ (h∂τW)+µhW = 0 on Γ. (3.41)
Indeed, first we observe that, if µ is not an eigenvalue of Eq. (3.41), then the eigenpair (µ,V ) of problem (3.39)
satisfies (3.40) and, of course, all eigenpairs of (3.40) satisfy (3.39). On the other hand, in the case where µ is an
eigenvalue of (3.41) and it is not an eigenvalue of (3.40), we extend the eigenfunction W to Ω by the unique solution
of the Dirichlet problem: {−A	xV = µV in Ω,
V = W on Γ, (3.42)
in order to obtain an eigenfunction of problem (3.39) associated with µ.
Finally, in the case where µ is an eigenvalue of (3.40), of multiplicity q , and of (3.41), of multiplicity p, with
p = 1 or p = 2, let us consider V1, . . . , Vq the eigenfunctions of (3.40) associated with µ, which are orthonormal
in L2(Ω), and let W1, . . . ,Wp be p linearly independent eigenfunctions of (3.41) associated with µ, in L2(Γ ). We
use the Fredholm alternative to deduce that for each eigenfunction Wj of problem (3.41) satisfying the compatibility
conditions, ∫
Γ
Wj∂νVi dτ = 0, (3.43)
for i = 1, . . . , q , can be extended on Ω as the solution UWj of the Dirichlet problem (3.42) which is unique in the
orthogonal complement of the subspace [V1, . . . , Vq ] in H 1(Ω). In this way, we have proved that the multiplicity of
any eigenvalue µ of (3.39), which is an eigenvalue of both problems (3.40) and (3.41) simultaneously, depends on the
multiplicity of µ as an eigenvalue of (3.41), or as an eigenvalue of (3.40), and of the rank of the matrix,
A=
(∫
Γ
∂νViWj dτ
)
i=1,...,q, j=1,...,p
, (3.44)
as follows:
κg(µ) = κΩ(µ)+ κΓ (µ)− rank(A),
where κg(µ) (κΩ(µ) and κΓ (µ), respectively) denotes the geometric multiplicity of µ as an eigenvalue of problem
(3.39) ((3.40) and (3.41) respectively). Namely, κg(µ) is the number of linearly independent eigenfunctions of (3.39)
in H 1(Ω) associated with the eigenvalue µ. Obviously, on account of the self-adjointness of the operators correspond-
ing to problems (3.40) and (3.41), these multiplicities κΩ(µ) and κΓ (µ) coincide with the algebraic ones, while, we
can prove that this is not always the case for problem (3.39) as stated in Remark 3.1 below.
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rank(A) associated functions corresponding to the value µ and the algebraic multiplicity of the eigenvalue µ of
problem (3.39) is:
κa(µ) = κΩ(µ)+ κΓ (µ).
For the sake of brevity we do not provide here the proof leaving it for a forthcoming publication. 
Let us note that assuming that µ is a simple eigenvalue of (3.39) the process used to find the leading terms (µ,V )
and v0 in the asymptotic expansions (3.5)–(3.7) should be continued to determine the other terms of (3.5)–(3.7). We
refer to Remark 3.2 as a sample of this situation for the particular case where t = 2 and m = 0. Here, we also note that
the process, with the same ansätz (3.5)–(3.7), cannot always be extended in the resonant case where µ is an eigenvalue
of both problems (3.40) and (3.41). In this last case, in general, expansions (3.5)–(3.7) are not consistent since (3.39)
is not formally self-adjoint (cf. Remark 3.1), and, in order to extend the process, we need to modify suitably these
expansions depending on the multiplicity of the eigenvalue µ.
Remark 3.2. As a matter of fact, for t = 2 and m = 0 we obtain that the second terms η1 and V1 in (3.5) and (3.6)
verify the non-homogeneous problem, associated with (3.39),{−A	xV1 −µV1 = η1V in Ω,
a∂τ (h∂τV1)+µhV1 = A∂νV + FV − η1hV on Γ, (3.45)
where FV is the function defined on Γ by:
FV (τ) = a2 ∂τV (0, τ )h(τ)
(
3h′(τ )(τ)+ h(τ) ′(τ ))+ a∂2τ V (0, τ )(τ )h(τ)2 for τ ∈ S,
while the second term in (3.7) is given by v1(ζ, τ ) = V1(0, τ ) for ζ ∈ [0, h(τ )), τ ∈ S. Considering all the possible
solutions (µ,V ) to (3.39), and assuming that µ is a simple eigenvalue of (3.39), the compatibility condition for (3.45)
determines η1 except in the case where µ is an eigenvalue of (3.40) and (3.41) simultaneously. As already noticed, in
this resonant case, depending on the multiplicity of the eigenvalue µ of (3.39) the ansätz on the asymptotic expansions
(3.5)–(3.7) has to be suitably modified by introducing different powers of ε (cf. [22] and Section V.3 in [26]). Also,
we emphasize that, above, different expressions for functions FV are obtained depending on the values of t and m.
In the case where t > 1 and m> 0, according to (2.6), we postulate the asymptotic expansions (3.27), (3.6) and (3.7)
and we get the spectral problem satisfied by (µ,V ):{−A	xV = 0 in Ω,
a∂τ (h∂τV )+µhV = 0 on Γ, (3.46)
whose eigenpairs are obtained by computing those of the ordinary differential equation on the circumference (3.46)2
(namely, problem (3.41)). That is, considering the eigenvalues of (3.41) we extend the associated eigenfunctions by
harmonic functions inside Ω in order to obtain eigenfunctions of (3.46). Therefore, the leading terms in (3.27), (3.6)
and (3.7) are completely determined.
3.3.1. Asymptotic expansions for t > 1 and m< 0
In the case where t > 1 and m < 0, we postulate the asymptotic expansions (3.5)–(3.7) and, rewriting the above
arguments with minor modifications, we obtain that v0 and v1 only depend on τ while v2 verifies (3.24), (3.18) and
(3.38). Hence, the compatibility condition is,
h(τ)∫
0
a∂2τ v(τ )dζ = −ah′(τ )∂τ v(τ )
and now, the eigenpair (µ,V ) satisfies the problem,{−A	xV = µV in Ω,
a∂ (h∂ V ) = 0 on Γ, (3.47)τ τ
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V constant on Γ,
(3.48)
since equation (3.47)2 and the -periodic conditions with respect to τ provide for the solutions of (3.47) to be constants
on Γ .
Let us note that for any µ ∈ C we can find V 	= 0 verifying (3.48). Indeed, if µ is an eigenvalue of the Dirichlet
problem (3.40), it is clear that µ and the corresponding eigenfunctions satisfy (3.48). On the other hand, if µ is not an
eigenvalue of (3.40), we consider the function V = U + 1 where U is the unique solution of the problem,{−A	xU = µU +µ in Ω,
U = 0 on Γ,
and (µ,V ) verifies (3.48). Thus, we need to compute higher order terms of the asymptotic expansions (3.5)–(3.7)
in order to obtain further restrictions for µ and V , which, in particular, allow us to determine asymptotics for the
eigenvalues λεi (see Remark 3.2 to compare).
For simplicity, throughout the rest of the section, we assume that t and m are integers (see Remark 3.3 for t or m
not integer). Besides, for these values t,m ∈ Z, we observe that the function V in (3.6) also appears in the equation,
a∂ζ vt+1(0, τ ) = A∂νV (0, τ ), τ ∈ S, (3.49)
and on the right hand side of the differential equation that we obtain for v2−m. Depending on whether m is m< 1 − t ,
m = 1 − t or m > 1 − t , the functions vt+1 and v2−m are solutions of different problems. Below we consider these
problems and their corresponding compatibility conditions.
Firstly, let us assume that m < 1 − t with t > 1. Let us note that since v0 is constant and v1 only depends on τ ,
from (3.24), (3.18) and (3.38) it follows that also v2 only depends on τ . Repeating the above process up to the order
t − 2, we obtain that, for i = 2, . . . , t , vi verifies:
−a∂2ζ vi − a∂2τ vi−2 = 0, ζ ∈
(
0, h(τ )
)
, τ ∈ S, (3.50)
a∂ζ vi
(
h(τ), τ
)− ah′(τ )∂τ vi−2(h(τ), τ)= 0, τ ∈ S, (3.51)
a∂ζ vi(0, τ ) = 0, τ ∈ S. (3.52)
Then, the compatibility condition reads:
a∂τ (h∂τ vi−2) = 0 on Γ,
and, because of the -periodic condition for vi−2 with respect to τ , vi−2 is constant for i = 2,3, . . . , t . This allows us
to state that vi , solution of (3.50)–(3.52), only depends on τ for i = 2,3, . . . , t . Now, vt+1 satisfies (3.50) and (3.51)
for i = t + 1 and (3.49). Hence, the compatibility condition gives:
a∂τ (h∂τ vt−1) = A∂νV on Γ,
and integrating on Γ yields ∫
Γ
∂νV dτ = 0. (3.53)
Therefore, (3.48) and (3.53) lead us to assert that (µ,V ) is determined as an eigenpair of the problem:{−A	xV = µV in Ω,
V constant on Γ,
∫
Γ
∂νV dτ = 0. (3.54)
In order to present a weak formulation of this problem, we introduce the subspace:
H 1(Ω)# =
{
U ∈ H 1(Ω): U is constant on Γ }.
Now, (3.54) has the variational formulation: Find µ and V ∈ H 1(Ω)#, V 	= 0, satisfying
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∫
Ω
∇V · ∇W dx = µ
∫
Ω
VW dx ∀W ∈ H 1(Ω)#. (3.55)
An analysis similar to that in Lemma 3.1 for (3.21) leads us to problem (3.55), having a non-negative discrete spec-
trum, where the compact operator T is now defined on H 1(Ω)# as follows:
(T U,V )H 1(Ω) =
∫
Ω
UV dx ∀U,V ∈ H 1(Ω)#. (3.56)
The eigenvalues of T are (1 +µ)−1 with µ an eigenvalue of (3.55). Since problem (3.55) has a discrete spectrum, the
leading terms (µ,V ) and v0 = V |Γ in the asymptotic expansions (3.5)–(3.7) are completely determined.
Secondly, we assume that m = 1 − t with t > 1. We use the same technique as in the case m < 1 − t with t > 1.
The only point different from the above case is that formula (3.50) for i = t + 1 must be now changed by,
−a∂2ζ vt+1 − a∂2τ vt−1 = µv, ζ ∈
(
0, h(τ )
)
, τ ∈ S,
and the compatibility condition for vt+1 becomes:
A
∫
Γ
∂νV dτ = µ
∫
Γ
hV dτ. (3.57)
Therefore, (3.48) and (3.57) lead us to assert that (µ,V ) is determined as an eigenpair of the problem:{−A	xV = µV in Ω,
V constant on Γ, A
∫
Γ
∂νV dτ = µ
∫
Γ
hV dτ,
which has the weak formulation: Find µ and V ∈ H 1(Ω)#, V 	= 0, satisfying
A
∫
Ω
∇V · ∇W dx = µ
[∫
Ω
VW dx +
∫
Γ
hVW dτ
]
∀W ∈ H 1(Ω)#. (3.58)
The existence of a discrete spectrum for problem (3.58) can be established in the same way as that for problem (3.55)
adding to the right-hand side of (3.56) the scalar product ∫
Γ
hUV dτ in L2(Γ ).
Finally, we assume that 0 > m > 1 − t with t > 1. In this case, repeating the above process, we obtain that, for
i = 2, . . . ,2 − m − 1, vi verifies (3.50)–(3.52) and consequently vi−2 is constant and vi depends only on τ . Now,
v2−m satisfies,
−a∂2ζ v2−m − a∂2τ v−m = µv, ζ ∈
(
0, h(τ )
)
, τ ∈ S,
(3.51) and (3.52) for i = 2 −m and the compatibility condition lead us to
a∂τ (h∂τ v−m)+µhv = 0 on Γ.
Integrating on Γ and taking into account that v−m is an -periodic function with respect to τ , h is a strictly positive
function and v is constant, we have that µv = 0. Thus, from (3.48), either µ = 0 and V is constant in Ω or V = 0 on
Γ and (µ,V ) is an eigenpair of the Dirichlet problem (3.40).
We also observe that the value µ = 0 is an eigenvalue of (3.55) and (3.58) and the corresponding eigenfunctions
are the constants.
Remark 3.3. In the case of the present Section 3.3.1, that is, t > 1 and m < 0, under the assumption that t /∈ Z or
m /∈ Z, in order to obtain a complementary equation of those in (3.47), the expansions (3.5)–(3.7) must be suitably
modified by introducing other different orders of magnitude of O(εp), p > 0 depending on t and m.
Remark 3.4. It should be noted that the technique of asymptotic expansions throughout the section also applies in the
case where t + m < 0 and t < 0. Besides, for certain values of the parameters t and m we obtain the same resulting
problems above. As a matter of fact, once t  0 is fixed, and m in the suitable range in Sections 3.1–3.3, the limit
problems do not change in the case m + t  0. In the case −1 < t < 0, the asymptotic expansions (3.5), (3.6) and
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v0 does not depend on ζ . Moreover, vt+1 verifies problem (3.31)–(3.33) and (µ,V ) is an eigenpair of (3.34) while
v0(ζ, τ ) = V (0, τ ) for ζ ∈ [0, h(τ )), τ ∈ S. Similar considerations give us the limit problem (3.36) when m < 1 − t
and (3.37) when m> 1 − t .
4. The inverse reduction for t = 1 and m= 0
Throughout the rest of the paper we assume that, in problem (1.1), t = 1 and m = 0. In this and next sections,
we justify asymptotics (3.5)–(3.7) constructed in Section 3.1 for these values of t and m. In particular, we show the
convergence of the eigenpairs of (1.1) towards those of the resulting problem (3.20), as ε → 0. However, the main
purpose is to obtain sharp estimates for the convergence rates. The main results in this section on estimates for the
eigenvalues and eigenfunctions are stated in Theorems 4.1 and 4.2 respectively (cf. (4.3), (4.18) and (4.19)).
We follow the notations in Section 2; in this case, the variational formulation of the ε dependent problem (1.1) (cf.
(2.3)) reads: Find λε and {Uε,uε} ∈ H 1(Ωε), {Uε,uε} 	= 0, satisfying
A
∫
Ω
∇xUε · ∇xV dx + a
ε
∫
ωε
∇xuε · ∇xv dx +
∫
Ω
UεV dx + 1
ε
∫
ωε
uεv dx = (λε + 1)
[∫
Ω
UεV dx + 1
ε
∫
ωε
uεv dx
]
∀{V,v} ∈ H 1(Ωε). (4.1)
The following theorem is a consequence of Theorem 4.3 and Corollary 4.1 below.
Theorem 4.1. There exist constants ε1 > 0 and C1 > 0 such that for any µk eigenvalue of problem (3.21) with
multiplicity k , the restriction,
ε < ε1
−1
k (1 +µk)−1/2, (4.2)
provides that at least k eigenvalues λεj of problem (4.1) admit the estimate:
|λεj −µk| C1εk(1 +µk)3/2. (4.3)
Let us first introduce notation and results of further use.
Let d > 0 be a fixed constant such that the curvilinear coordinates (ν, τ ) are defined inside the neighborhood
Vd = {x: dist(x,Γ ) < d}. On account of the continuity of (τ), for d > 0 sufficiently small, there exist constants
c,C such that
0 < c <K(ν, τ) < C ∀ν ∈ [−d, d], τ ∈ S, (4.4)
where K(ν, τ) = 1 + ν(τ) and (τ) the curvature. In fact, by virtue of the continuity of (τ) and h(τ), there exists
a constant C independent of ε such that∣∣1 −K(ν, τ)∣∣ Cε and ∣∣1 −K(ν, τ)−1∣∣ Cε ∀ν ∈ [0, εh(τ)], τ ∈ S. (4.5)
Here and in the sequel, c,C,Ci denote different constants independent of ε.
Lemma 4.1. Let T be a positive constant. If Z ∈ H 1(0, T ), then∣∣∣∣∣Z(P )− 1T
T∫
0
Z(t)dt
∣∣∣∣∣ T 1/2‖Z′‖L2(0,T ) where P = 0 or P = T . (4.6)
Proof. Owing to the Newton–Leibnitz formula in (0, T ) for Z, we have:∣∣∣∣∣T Z(0)−
T∫
0
Z(t)dt
∣∣∣∣∣=
∣∣∣∣∣
T∫
0
t∫
0
Z′(y)dy dt
∣∣∣∣∣ T
T∫
0
∣∣Z′(y)∣∣dy  T 3/2‖Z′‖L2(0,T ),
which gives (4.6) for P = 0. It remains to repeat the above argument for P = T . 
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 = 0 = 1, without loss of generality we can assume that, for any fixed k > 1,
µk−1 <µk = · · · = µk+k−1 <µk+k . (4.7)
Throughout this section, we denote by V 1, . . . , V  the corresponding eigenfunctions Vk, . . . , Vk+k−1 in H 1,1(Ω,Γ ),
satisfying the orthogonality condition (3.23) (see Lemma 3.1). We prove the following estimates for V j with j =
1, . . . ,  .
Lemma 4.2. Let µ be an eigenvalue of problem (3.20) and V j be an eigenfunction corresponding to µ and satisfying
the normalization and orthogonality conditions (3.23). Then,∥∥V j∥∥
L2(Ω) + (1 +µ)−1/2
∥∥∇xV j∥∥L2(Ω)  C, (4.8)∥∥∇2xV j∥∥L2(Ω)  C(1 +µ), (4.9)∥∥∇3xV j∥∥L2(Ω)  C(1 +µ)3/2, (4.10)∥∥V j∥∥
L2(Γ ) + (1 +µ)−1/2
∥∥∂τV j∥∥L2(Γ )  C, (4.11)∥∥∂2τ V j∥∥L2(Γ ) C(1 +µ), (4.12)
where C is a constant independent of the eigenvalue µ and ∇px V j stands for the set of p-th order partial derivatives
of the function V j .
Proof. Estimates (4.8) and (4.11) follow from the normalization condition (3.23) and the integral identity (3.21) with
V = W = V j .
In order to prove the rest of the inequalities we observe that for F ∈ H 1(Ω) and G ∈ H 1/2(Γ ), a solution V of the
problem {−A	xV = F in Ω,
A∂νV − a∂τ (h∂τV ) = G on Γ,
satisfies the estimate (see, for instance, [1])
‖V ‖H 3(Ω)  C
(‖F‖H 1(Ω) + ‖G‖H 1/2(Γ ) + ‖V ‖L2(Ω)).
Taking V = V j , F = µV j and G = µhV j , and using the trace inequality ‖V j‖H 1/2(Γ )  C‖V j‖H 1(Ω) together
with estimates (4.8) and (4.11), we obtain:∥∥V j∥∥
H 3(Ω)  C
(
µ(1 +µ)1/2 +µ(1 +µ)1/2 + 1) C(1 +µ)3/2, (4.13)
and (4.10) holds. Now, estimates (4.13), (4.8) and the multiplicative inequality (for the proof, see, e.g., Theorem V.4.14
of [5]), ∥∥∇2xV ∥∥2L2(Ω)  C‖∇xV ‖H 2(Ω)‖∇xV ‖L2(Ω),
give (4.9).
To complete the proof of the lemma, it is enough to recall that by (3.20)2,
∂2τ V
j = −h
′
h
∂τV
j − µ
a
V j + A
a
1
h
∂νV
j on Γ.
Therefore, from (4.11), (4.8), (4.9) and the trace inequality ‖∂νV j‖L2(Γ )  C‖V ‖H 2(Ω), we derive:∥∥∂2τ V j∥∥L2(Γ ) C((1 +µ)1/2 +µ+ (1 +µ)) C(1 +µ),
and the proof of the lemma is concluded. 
Let Hε be the space H 1(Ωε) with the scalar product (· , ·)ε defined by the right-hand side of (2.2) with t = 1 and
m = 0, that is, for all {U,u}, {W,w} ∈ H 1(Ωε),
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ε
= A
∫
Ω
∇xU · ∇xW dx + a
ε
∫
ωε
∇xu · ∇xw dx +
∫
Ω
UW dx + 1
ε
∫
ωε
uw dx. (4.14)
For each j = 1, . . . ,  , let us define the functions:
Uj(x) = V j (x) if x ∈ Ω,
uj (x) = V j (0, τ ) if x ∈ ωε. (4.15)
Since V j is an eigenfunction of (3.20), V j ∈ H 1,1(Ω,Γ ), V j ∈ H 3(Ω) ⊂ C1(Ω), and {Uj ,uj } ∈ H 1(Ωε). Besides,
in the following lemma we prove that these functions satisfy the “almost orthogonality” condition for the scalar
product (· , ·)ε :
Lemma 4.3. Let V j and V p be eigenfunctions of problem (3.20) associated with the eigenvalue µ; V j and V p
satisfying condition (3.23). Then,∣∣({Uj ,uj},{Up,up})
ε
− (1 +µ)δj,p
∣∣ Cε (1 +µ), (4.16)
where {Uj ,uj }, {Up,up} are the functions defined by (4.15) and C is a constant independent of ε ∈ (0,1] and µ.
Besides, for ε sufficiently small, ε ∈ (0, ε0] with ε0 > 0,∥∥{Uj ,uj}∥∥
ε
 C0(1 +µ)1/2, (4.17)
where C0 is certain constant independent of ε and µ.
Proof. Taking into account definitions (4.14) and (4.15), the change to the curvilinear coordinates (ν, τ ) in ωε ,
Eq. (3.21) and the orthogonality condition (3.23), we can write:
({
Uj ,uj
}
,
{
Up,up
})
ε
= (1 +µ)
(∫
Ω
V jV p dx +
∫
Γ
hV jV p dτ
)
+ r1 + r2 = (1 +µ)δj,p + r1 + r2,
where
r1 = a
ε
∫
0
εh(τ)∫
0
∂τV
j (0, τ )∂τV p(0, τ )K(ν, τ )−1 dν dτ − a
∫
0
h(τ)∂τV
j (0, τ )∂τV p(0, τ )dτ,
r2 = 1
ε
∫
0
εh(τ)∫
0
V j (0, τ )V p(0, τ )K(ν, τ )dν dτ −
∫
0
h(τ)V j (0, τ )V p(0, τ )dτ.
In order to get (4.16), we obtain estimates for terms r1 and r2.
By virtue of (4.5) and (4.11), it is easy to check that
|r1| =
∣∣∣∣∣aε
∫
0
εh(τ)∫
0
∂τV
j (0, τ )∂τV p(0, τ )
(
K(ν, τ)−1 − 1)dν dτ ∣∣∣∣∣ Cε
∫
0
h(τ)
∣∣∂τV j (0, τ )∂τV p(0, τ )∣∣dτ
 Cε(1 +µ),
|r2| =
∣∣∣∣∣1ε
∫
0
εh(τ)∫
0
V j (0, τ )V p(0, τ )
(
K(ν, τ)− 1)dν dτ ∣∣∣∣∣ Cε
∫
0
h(τ)
∣∣V j (0, τ )V p(0, τ )∣∣dτ  Cε,
which proves estimate (4.16).
Inequality (4.16) at p = j yields∣∣∥∥{Uj ,uj}∥∥
ε
− (1 +µ)1/2∣∣= |‖{Uj ,uj }‖2ε − (1 +µ)|
j j 1/2 
Cε(1 +µ)
1/2 = Cε(1 +µ)1/2.‖{U ,u }‖ε + (1 +µ) (1 +µ)
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ε
 (1 +µ)1/2 −Cε(1 +µ)1/2  C0(1 +µ)1/2
and (4.17) holds. This completes the proof of the lemma. 
Next, we state the main result of this section on approximation of the eigenpairs of (3.20):
Theorem 4.2. There exist constants ε0 > 0 and C2 > 0 such that for any eigenvalue µk of problem (3.21), and for
ε ∈ (0, ε0], there exists at least one eigenvalue λεi of problem (4.1) satisfying:∣∣(1 + λεi )−1 − (1 +µk)−1∣∣ C2ε(1 +µk)−1/2. (4.18)
Moreover, if V j is an eigenfunction associated with µk , V j verifying (3.23), then, for ε ∈ (0, ε0], there exist coeffi-
cients a(j)q (ε) such that∥∥∥∥∥{U˜ j , u˜j}−
Q(ε)+X(ε)−1∑
q=Q(ε)
a
(j)
q (ε)
{
Uεq ,u
ε
q
}∥∥∥∥∥
ε
 2C2ε(1 +µk)−1/2ρ−1, (4.19)
where ρ > εC2(1 + µk)−1/2 can be chosen arbitrarily, {U˜ j , u˜j } = ‖{Uj ,uj }‖−1ε {Uj ,uj }, {Uj ,uj } being de-
fined by (4.15); λεQ(ε), . . . , λεQ(ε)+X(ε)−1 imply all the eigenvalues λεq of problem (4.1) satisfying the condition
|(1+λεq)−1 − (1+µk)−1| ρ and {{Uεq ,uεq}: q = Q(ε), . . . ,Q(ε)+X(ε)−1} are the corresponding eigenfunctions
verifying ‖{Uεq ,uεq}‖ε = 1.
Proof. Let us consider the operator Aε on Hε defined by:(Aε{U,u}, {W,w})ε = ∫
Ω
UW dx + 1
ε
∫
ωε
uw dx ∀{U,u}, {W,w} ∈Hε.
The operatorAε is positive, compact, and self-adjoint; the eigenvalues ofAε are {(1+λεj )−1}∞j=0, where {(λεj +1)}∞j=0
are the eigenvalues of (4.1).
Let µk be an eigenvalue of (3.21) and let V j be an associated eigenfunction verifying (3.23). In order to apply
Lemma 2.1, we prove the inequality:∣∣(Aε{U˜ j , u˜j}− (1 +µk)−1{U˜ j , u˜j}, {W,w})ε∣∣C2ε(1 +µk)−1/2∥∥{W,w}∥∥ε, (4.20)
for all {W,w} ∈Hε , where {U˜ j , u˜j } = ‖{Uj ,uj }‖−1ε {Uj ,uj }, {Uj ,uj } being defined by (4.15), and C2 is a constant
independent of ε ∈ (0, ε0] and µk .
Indeed, the definitions of Aε and Hε yield(Aε{Uj ,uj } − (1 +µk)−1{Uj ,uj }, {W,w})ε
=
∫
Ω
UjW dx + 1
ε
∫
ωε
ujw dx − 1
1 +µk
(
A
∫
Ω
∇xUj · ∇xW dx + a
ε
∫
ωε
∇xuj · ∇xw dx +
∫
Ω
UjW dx
+ 1
ε
∫
ωε
ujw dx
)
.
Using the curvilinear coordinates in ωε and taking into account the definition of {Uj ,uj } and (3.20)1, we have:(Aε{Uj ,uj } − (1 +µk)−1{Uj ,uj }, {W,w})ε
= − 1
1 +µk
(∫
Γ
A∂νV
jW dτ + 1
ε
∫
0
εh(τ)∫
0
(
a∂τV
j (0, τ )∂τw(ν, τ )K(ν, τ )−1 −µkV j (0, τ )w(ν, τ )
)
K(ν, τ)dν dτ
)
.
(4.21)
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w(τ) = 1
εh(τ)
εh(τ)∫
0
w(ν, τ)dν.
We multiply (3.20)2 by w and integrate along Γ . This yields
A
∫
0
∂νV
jw dτ + a
∫
0
h∂τV
j ∂τw dτ −µk
∫
0
hV jw dτ = 0. (4.22)
Now, we insert the left-hand side of (4.22) multiplied with (−(1 +µk)−1) into (4.21) and we obtain:(Aε{Uj ,uj } − (1 +µk)−1{Uj ,uj }, {W,w})ε = − 11 +µk (I1 + I2 + I3),
where
I1 = A
∫
0
∂νV
j (0, τ )
(
w(0, τ )−w(τ))dτ,
I2 = −µk
ε
∫
0
εh(τ)∫
0
V j (0, τ )w(ν, τ )K(ν, τ )dν dτ +µk
∫
0
h(τ)V j (0, τ )w(τ)dτ,
I3 = a
ε
∫
0
εh(τ)∫
0
∂τV
j (0, τ )∂τw(ν, τ )K(ν, τ )−1 dν dτ − a
∫
0
h(τ)∂τV
j (0, τ )∂τw(τ)dτ.
We now provide estimates for each term Ii with i = 1,2,3.
Thanks to (4.6), the trace inequality ‖∂νV ‖L2(Γ )  C‖V ‖H 2(Ω), estimates (4.8), (4.9), (4.4), (4.5), (4.11), and the
formula for the derivative of the mean value,
∂τw(ν, τ ) = − h
′(τ )
εh(τ)2
εh(τ)∫
0
w(ν, τ)dν + 1
εh(τ)
εh(τ)∫
0
∂τw(ν, τ )dν + εh
′(τ )
εh(τ)
w
(
εh(τ), τ
)
,
it follows:
|I1| C‖∂νV j‖L2(Γ )
( ∫
0
εh(τ)
εh(τ)∫
0
∣∣∂νw(ν, τ )∣∣2 dν dτ)1/2 Cε1/2(1 +µk)‖∇xw‖L2(ωε),
|I2| = µk
ε
∣∣∣∣∣
∫
0
εh(τ)∫
0
V j (0, τ )w(ν, τ )
[
K(ν, τ)− 1]dν dτ ∣∣∣∣∣ µkC
(
ε
∫
0
h(τ)
∣∣V j (0, τ )∣∣2 dτ)1/2( ∫
ωε
|w|2 dx
)1/2
 Cε1/2µk‖w‖L2(ωε),
|I3| a
ε
∣∣∣∣∣
∫
0
εh(τ)∫
0
∂τV
j (0, τ )∂τw(ν, τ )
[
K(ν, τ)−1 − 1]dν dτ ∣∣∣∣∣
+
∣∣∣∣∣
∫
h′(τ )∂τV j (0, τ )
(
w(εh(τ), τ )− 1
εh(τ)
εh(τ)∫
w(ν, τ)dν
)
dτ
∣∣∣∣∣
0 0
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( ∫
0
∣∣∂τV j (0, τ )∣∣2 dτ)1/2( ∫
0
εh(τ)∫
0
∣∣∂τw(ν, τ )∣∣2 dν dτ)1/2
+Cε1/2
( ∫
0
∣∣∂τV j (0, τ )∣∣2 dτ)1/2( ∫
0
εh(τ)∫
0
∣∣∂νw(ν, τ )∣∣2 dν dτ)1/2
 Cε1/2(1 +µk)1/2‖∇xw‖L2(ωε).
As a result of the above calculations and definition (4.14) of the scalar product (· , ·)ε , we have:∣∣(Aε{Uj ,uj } − (1 +µk)−1{Uj ,uj }, {W,w})ε∣∣Cε∥∥{W,w}∥∥ε,
and hence, estimate (4.20) holds due to the definition of {U˜ j , u˜j } and (4.17).
We apply Lemma 2.1 with A = Aε , H =Hε , λ = (1 + µk)−1, u = {U˜ j , u˜j } and r = C2ε(1 + µk)−1/2, and we
deduce that there exists an eigenvalue λεi of (4.1) verifying (4.18). Moreover, if we take r∗ = ρ > C2ε(1 + µk)−1/2,
Lemma 2.1 ensures that there exist coefficients a(j)q (ε) verifying (4.19). Therefore, the theorem is proved. 
Corollary 4.1. Under the assumptions of Theorem 4.2, if ε ∈ (0, ε0] and
ε  ε2(1 +µk)−1/2 with ε2 = (2C2)−1, (4.23)
then, inequality (4.18) converts into
|λεi −µk| 2C2ε(1 +µk)3/2. (4.24)
Proof. By estimate (4.18),
|λεi −µk| C2ε(1 +µk)1/2 +C2ε(1 +µk)1/2λεi , (4.25)
and therefore,
λεi
(
1 −C2ε(1 +µk)1/2
)
 µk +C2ε(1 +µk)1/2.
Under the assumption (4.23), the inequality λεi  2µk + 1 is valid and, in consequence, (4.25) ensures (4.24). 
It is worth mentioning that proofs of Theorem 4.2 and Corollary 4.1 involve Lemma 2.1 and do not take into
account the multiplicity of the eigenvalue µk of (3.21). In order to obtain more precise results on the total number of
eigenvalues of (4.1) in the interval (µk − rε,µk + rε) with rε = Cε(1 + µk)3/2, we must use Lemma 2.2 and take
into account the multiplicity of µk . The following theorem provides a lower bound of the number of eigenvalues λε
of problem (4.1) satisfying the relation (4.26) below. Then, an analysis similar to that in Corollary 4.1 leads us to
Theorem 4.1.
Theorem 4.3. There exist constants ε1 > 0 and C1 > 0 such that for any eigenvalue µk of problem (3.21) with
multiplicity k , and for ε < −1k ε1, there exist at least k eigenvalues λεi of problem (4.1) satisfying the relation:∣∣(1 + λεi )−1 − (1 +µk)−1∣∣ C1εk(1 +µk)−1/2. (4.26)
Proof. If µk is a simple eigenvalue of (3.21), i.e., k = 1, the result has already been proved in Theorem 4.2. Then,
let us assume that k > 1.
By Theorem 4.2, there exists at least one eigenvalue λεi of problem (4.1) verifying (4.18). Besides, if we take
ρ = C1εk(1 + µk)−1/2 and C1  C2, we have that for each eigenfunction V j , j = 1, . . . , k , corresponding to µk
and verifying (3.23), there exist coefficients a(j)q (ε) such that (4.19) holds, where {U˜ j , u˜j } = ‖{Uj ,uj }‖−1ε {Uj ,uj },
{Uj ,uj } being defined by (4.15); λεQ(ε), . . . , λεQ(ε)+X(ε)−1 imply all the eigenvalues λεq of problem (4.1) satisfying
the condition |(1 + λεq)−1 − (1 +µk)−1| ρ = C1εk(1 +µk)−1/2 and {{Uεq ,uεq}: q = Q(ε), . . . ,Q(ε)+X(ε)− 1},
are the corresponding eigenfunctions satisfying ‖{Uεq ,uεq}‖ε = 1.
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Wj = {U˜ j , u˜j } for j = 1, . . . , k . On account of (2.5) and Theorem 4.2, it is clear that the hypotheses (a) and (c) of
Lemma 2.2 hold true for σ = (2C2)/(C1k). Moreover, by virtue of (4.16) and (4.17), the inequality,∣∣({U˜ j , u˜j},{U˜p, u˜p})
ε
− δj,p
∣∣ C˜ε,
is valid where C˜ is a constant independent of ε and µk , and the hypothesis (b) also holds for  = C˜ε. We assume
ε < −1k ε1 and choose ε1 > 0 and C
−1
1 > 0 independent of k and sufficiently small in order to satisfy the condition
(k + 1)( + (2 + σ)σ ) < 1 at σ = (2C2)/(C1k) and  = Cε. Thus, by Lemma 2.2, X(ε) k and the theorem is
proved. 
We observe that Theorem 4.1 provides a lower bound on the number of the eigenvalues of (4.1) contained in
a Cεk(1 + µk)3/2-neighborhood of µk , always under certain restrictions on the parameter ε and the eigenvalue
number k. In Section 5, under a stronger restriction, Theorem 5.3 gives the exact number of eigenvalues λεi of (4.1)
contained in these neighborhoods (see Remark 5.2). Both theorems are a consequence of Theorems 4.2 and 5.2
respectively, which are in fact complementary results.
5. The direct reduction for t = 1 and m= 0
The main results of this section on approximation of the eigenvalues of (3.21), which completes that in Theo-
rem 4.1, are stated in Theorem 5.4. In particular, results in Theorems 5.4 and 5.5 allow us to assert that the convergence
of the eigenvalues of (4.1), as ε → 0, towards those of (3.21) holds with conservation of the multiplicity. In addition,
we provide estimates for the convergence rates which we gather in Theorem 5.6. Of course, more restrictive hypothesis
on the relation between ε and the eigenvalue number k than those in Theorem 4.1 must be imposed.
As outlined in Section 2, we first regard the eigenvalues λεj of problem (4.1) and the corresponding eigenfunctions
Uεj as an approximation of a solution (µk,Vk) to the spectral problem (3.21). A relation between eigenvalues of these
problems is described in Theorem 5.1 below. The relation between the corresponding eigenfunctions is presented in
Theorem 5.2 (cf. (5.1) and (5.27)).
Theorem 5.1. There exist constants ε3 > 0 and C3 > 0 such that for any λεj eigenvalue of problem (4.1) the restriction,
ε < ε3(1 + λεj )−1, (5.1)
provides at least one eigenvalue µk of problem (3.21) satisfying the inequality:
|λεj −µk| C3ε(1 + λεj )3/2. (5.2)
The proof of Theorem 5.1 is a consequence of Theorem 5.2 below and the reasoning in Corollary 4.1.
In order to perform the proof, we first obtain some preliminary results when verifying estimates on almost
orthogonality of the eigenfunctions of the ε-dependent problem (4.1). Throughout this section we follow the notations
in Section 4 with the only exception that here the eigenfunctions of problem (4.1) are subject to the normalization
condition (2.4) and (2.5) with t = 1 and m = 0 (see Remark 5.4). Let us recall that on account of the smoothness of
Γ , the smoothness of the eigenfunctions {Uε,uε} of (4.1) also holds. Namely, Uε ∈ C∞(Ω),uε ∈ C∞(ωε) (see, for
instance, Section V.4 in [9] and Section I.16 of [10]). However, we need to study in detail derivatives of Uε and uε in
order to derive estimates with constants independent of ε.
Also, from the definition of space H 1,1(Ω,Γ ) (cf. (3.21)), it is clear that the eigenfunctions of (4.1) satisfy the
inclusion Uε ∈ H 1,1(Ω,Γ ). In what follows, we denote by H the space H 1,1(Ω,Γ ) with the scalar product ((· , ·))
defined by:
((V ,W)) = A
∫
Ω
∇V · ∇W dx + a
∫
Γ
h∂τV ∂τW dτ +
∫
Ω
VW dx +
∫
Γ
hVW dτ, (5.3)
for V,W ∈ H 1,1(Ω,Γ ) and the associated norm |||U |||2 = ((U,U)) for U ∈ H 1,1(Ω,Γ ). Also, if no confusion arises
(cf. (4.4)), for any function f ∈ L2(ωε), we write indifferently ‖f ‖2 2 or
∫  ∫ εh(τ) |f (ν, τ )|2 dν dτ .
L (ωε) 0 0
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εh(τ)∫
0
∣∣u(ν, τ )− u(P, τ)∣∣2 dν  ε2h(τ)2 εh(τ)∫
0
∣∣∂νu(ν, τ )∣∣2 dν ∀u ∈ H 1(ωε) (5.4)
where P = 0 or P = εh(τ), which holds in a similar way to that in Lemma 4.1 (cf. also [18], for instance, for the
technique).
The following lemmas provide certain uniform bounds for the eigenfunctions {Uε,uε} where constants in estimates
are independent of ε and the corresponding eigenvalue λε .
Lemma 5.1. Let us denote by λε any eigenvalue of (4.1) and by {Uε,uε} a corresponding eigenfunction of unit norm
in Hε (see (2.1) and (2.4) with t = 1 and m = 0). There exists ε0 such that, for ε ∈ (0, ε0], the following inequalities
hold:
‖Uε‖2
L2(Ω) + (1 + λε)−1‖∇xUε‖2L2(Ω)  C, (5.5)
‖uε‖2
L2(ωε)
+ (1 + λε)−1‖∇xuε‖2L2(ωε)  Cε, (5.6)
‖∂2τ uε‖2L2(ωε) + ‖∂τ ∂νuε‖2L2(ωε)  Cε(1 + λε)2, (5.7)
‖∂2ν uε‖2L2(ωε)  Cε(1 + λε)2, (5.8)
‖∂νuε‖2L2(ωε)  Cε3(1 + λε)
(
(1 + λε)+ (1 + ε(1 + λε)1/2)), (5.9)
‖uε‖2
L2(Γ )  C
(
1 + ε(1 + λε)1/2), (5.10)
‖∂τ uε‖2L2(Γ )  C(1 + λε)
(
1 + ε(1 + λε)1/2), (5.11)
where C denotes a constant independent of ε, uε , Uε and λε .
Proof. Estimates (5.5) and (5.6) hold due to the normalization condition (2.4) and the integral identity (4.1) with
{U,u} = {V,v} = {Uε,uε}.
In order to prove estimate (5.7), we introduce the cut-off function χ ∈ C∞(R) such that 0  χ  1, χ(r) = 1
if r > −d/2 and χ(r) = 0 if r < −d where d > 0 is a fixed constant sufficiently small such that the curvilinear coor-
dinates (ν, τ ) are defined inside the neighborhood Vd = {x: dist(x,Γ ) < d} and there exist constants c,C verifying
(4.4).
Let us denote by Uεχ the function defined in Ω by Uεχ(x) = Uε(x)χ(ν). Owing to (5.5), it is clear that
‖Uεχ‖2L2(Ω) + (1 + λε)−1‖∇xUεχ‖2L2(Ω)  C. (5.12)
Besides, the function {Uεχ ,uε} ∈ H 1(Ωε) satisfies the problem:
−A	xUεχ = λεUεχ −A[	x,χ]Uε in Ω,
−aε−1	xuε = λεε−1uε in ωε,
Uεχ = uε on Γ,
A∂νU
ε
χ = aε−1∂νuε on Γ,
aε−1∂nuε = 0 on Γε,
(5.13)
where [	x,χ] stands for the commutator, i.e., [	x,χ]Uε = 	x(χUε)− χ	xUε = 2∇xχ · ∇xUε +Uε	xχ .
Taking into account (3.1) and (3.3), we differentiate equalities (5.13) with respect to τ and obtain:
−A	x(∂τUεχ ) = λε∂τUεχ −A∂τ ([	x,χ]Uε)+ALUεχ in Ω,
−aε−1	x(∂τuε) = λεε−1∂τ uε + aε−1Luε in ωε,
∂τU
ε
χ = ∂τ uε on Γ,
A∂τ ∂νU
ε
χ = aε−1∂τ ∂νuε on Γ,
ε −2 ′ 2 ε ε
(5.14)∂τ ∂νu − εK(ν, τ ) h (τ)∂τ u = εψ∂τu on Γε,
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L=
[
 ′(τ )
K(ν, τ )
− ν(τ)
′(τ )
K(ν, τ )2
]
∂ν −
[
3(ν ′(τ ))2 − νK(ν, τ ) ′′(τ )
K(ν, τ )4
]
∂τ +
[−2ν ′(τ )
K(ν, τ )3
]
∂2τ .
The curvature  is a smooth function and, therefore, in view of relation (4.4), the operator L can be written as follows:
L= A˜∂ν + B˜∂τ + C˜∂2τ , (5.15)
where A˜, B˜ and C˜ are bounded functions in Vd , independently of ε.
Multiplying (5.14)1 and (5.14)2 by ∂τUεχ and ∂τuε respectively, integrating by parts in Ω and ωε respectively, and
using (5.14)3, (5.14)4, (3.3) and (5.14)5, we obtain:
A
∥∥∇x(∂τUεχ )∥∥2L2(Ω) + ε−1a∥∥∇x(∂τ uε)∥∥2L2(ωε) = P1 + P2 + P3 + P4 + P5,
where
P1 = λε
[
‖∂τUεχ‖2L2(Ω) +
1
ε
‖∂τ uε‖2L2(ωε)
]
, P2 = −A
∫
Ω
∂τ
([	x,χ]Uε)∂τUεχ dx,
P3 = A
∫
Ω
LUεχ∂τUεχ dx, P4 =
a
ε
∫
ωε
Luε∂τ uε dx, P5 = a
∫
Γε
(
1 + ε2h′(τ )2K(ν, τ)−2)−1/2ψ |∂τ uε|2 dΓε.
Then, we estimate each term Pi for i = 1, . . . ,5.
From (4.4), (5.12) and (5.6), it follows that for ε ∈ (0, ε0],
|P1| Cλε
[‖∇xUεχ‖2L2(Ω) + ε−1‖∇xuε‖2L2(ωε)] Cλε(1 + λε).
For the rest of the terms Pi we use the Cauchy inequality, 2ab  a2 + b2, or equivalently 2ab  a2δ + b2δ−1 for
an arbitrary positive fixed constant δ.
As regards P2, integrating by parts, we have:
|P2| = A
∣∣∣∣∣
∫
Ω
[	x,χ]Uε∂2τ Uεχ dx
∣∣∣∣∣Aδ‖∂2τ Uεχ‖2L2(Ω) + A4δ ∥∥[	x,χ]Uε∥∥2L2(Ω),
where δ > 0 is an arbitrary constant. Then, since the commutator [	x,χ] is a first order differential operator, estimates
(4.4) and (5.5) provide:
|P2|Aδ
∥∥∇x(∂τUεχ )∥∥2L2(Ω) +Cδ−1(1 + λε).
On the other hand, formula (5.15) leads to
|P3|C
(∥∥∂τUεχ∥∥2L2(Ω) + ∥∥∂νUεχ∥∥L2(Ω)∥∥∂τUεχ∥∥L2(Ω) + δ∥∥∂2τ Uεχ∥∥2L2(Ω) + (4δ)−1∥∥∂τUεχ∥∥2L2(Ω)).
Thus, thanks to (4.4) and (5.12), we obtain:
|P3| Cδ
∥∥∇x(∂τUεχ )∥∥2L2(Ω) +C(1 + δ−1)(1 + λε).
Similar arguments, on account of (5.6), give us:
|P4| Cδε−1
∥∥∇x(∂τ uε)∥∥2L2(ωε) +C(1 + δ−1)(1 + λε).
Finally, since ψ is a bounded function in Vd , in order to estimate P5 it suffices to estimate the norm of ∂τ uε in
L2(Γε). To this end, we write:
∣∣u(εh(τ), τ)∣∣2 = εh(τ)∫
0
∂ν
(
ν
εh(τ)
∣∣u(ν, τ )∣∣2)dν  εh(τ)∫
0
1
εh(τ)
∣∣u(ν, τ )∣∣2 dν + 2 εh(τ)∫
0
∣∣u(ν, τ )∂νu(ν, τ )∣∣dν
∀u ∈ C1(ωε), (5.16)
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L2(0,εh(τ)) + δ−1‖u‖2L2(0,εh(τ)) + δ‖∂νu‖2L2(0,εh(τ)) ∀u ∈ C1(ωε).
Integrating over τ ∈ [0, ) and considering (4.4), we obtain:
‖u‖2
L2(Γε)
 Cε−1‖u‖2
L2(ωε)
+ δ−1‖u‖2
L2(ωε)
+ δ‖∂νu‖2L2(ωε) ∀u ∈ H 1(ωε). (5.17)
Specifying, (5.17) holds for u = ∂τ uε . Thus, by virtue of (4.4) and (5.6),
|P5| C‖∂τ uε‖2L2(Γε)  C(1 + εδ−1)(1 + λε)+ δ
∥∥∇x(∂τ uε)∥∥2L2(ωε).
As a result, from the above estimates for {Pi}5i=1, we conclude that
A
∥∥∇x(∂τUεχ )∥∥2L2(Ω) + aε−1∥∥∇x(∂τ uε)∥∥2L2(ωε)  cδ(1 + λε)2 +Cδ∥∥∇x(∂τUεχ )∥∥2L2(Ω) +Cδε−1∥∥∇x(∂τ uε)∥∥2L2(ωε),
where cδ is a constant depending on δ. Fixing δ > 0 sufficiently small (for instance, Cδ < min{A/2, a/2}), we have:∥∥∇x(∂τUεχ )∥∥2L2(Ω) + ε−1∥∥∇x(∂τ uε)∥∥2L2(ωε)  C(1 + λε)2
and, in view of (4.4), estimate (5.7) holds.
By virtue of (3.1) and (1.1)2,
a∂2ν u
ε = λεuε − a(τ)K(ν, τ )−1∂νuε − aK(ν, τ )−1∂τ
(
K(ν, τ)−1∂τ uε
)
in ωε,
and then, (5.6), (5.7) and (4.5) lead to (5.8).
Now, we prove inequality (5.9). Indeed, the Neumann condition (1.1)5 and equation (3.3) allow us to write:
∂νu
ε(ν, τ ) = (∂νuε(ν, τ )− ∂νuε(εh(τ), τ))+ εh′(τ )K(εh(τ), τ)−2∂τ uε(εh(τ), τ).
Taking into account formulae (4.4) and (5.4) for u = ∂νuε and P = εh(τ), we have:
‖∂νuε‖2L2(ωε)  C
[
ε2‖∂2ν uε‖2L2(ωε) + ε3‖∂τ uε‖2L2(Γε)
]
. (5.18)
In addition, applying (5.16) for u = ∂τ uε , in a similar way to formula (5.17), we verify that
‖∂τuε‖2L2(Γε) C
[
ε−1‖∂τuε‖2L2(ωε) + ‖∂τuε‖L2(ωε)‖∂τ ∂νuε‖L2(ωε)
]
. (5.19)
Now, using (5.18), (5.19), (5.8), (5.6) and (5.7) gives (5.9).
Finally, in order to prove (5.10) and (5.11), we use the trace inequality,
‖u‖2
L2(Γ ) C
[
ε−1‖u‖2
L2(ωε)
+ ‖u‖L2(ωε)‖∂νu‖L2(ωε)
] ∀u ∈ H 1(ωε), (5.20)
for u = uε and u = ∂τuε respectively. This trace inequality (5.20) is obtained as that for (5.19) from the formula:
∣∣u(0, τ )∣∣2 = − εh(τ)∫
0
∂ν
[(
1 − ν
εh(τ)
)
u(ν, τ )2
]
dν.
Then, (4.5) and (5.6) yield (5.10) while (4.5), (5.6) and (5.7) yield (5.11). Thus, the lemma is proved. 
Lemma 5.2. Let {Uεj ,uεj }, {Uεp,uεp} be eigenfunctions corresponding to the eigenvalues λεj and λεp of problem (4.1),
{{Uεs , uεs }}∞s=0 satisfying (2.4) with t = 1 and m = 0. Then,∣∣((Uεj ,Uεp))− (1 + λε)δj,p∣∣ Cε(1 + λε)3/2(1 + ε(1 + λε)1/2)1/2, (5.21)
where ((· , ·)) is the scalar product defined by (5.3), λε = max(λεj , λεp) and C is a constant independent of ε ∈ (0,1],
λεj and λεp . If additionally ε and λε satisfy ε(1 + λε)1/2 < ε∗, for a certain constant ε∗, then∣∣((Uε,Uεp))− (1 + λε)δj,p∣∣ Cε(1 + λε)3/2. (5.22)j
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independent of ε and λεj such that
0 < c(1 + λεj )1/2  |||Uεj ||| C(1 + λεj )1/2. (5.23)
Proof. Taking into account the definition of the scalar products ((· , ·)) and (·, ·)ε , the integral identity (4.1) and the
orthogonality condition (2.4), with t = 1 and m = 0, we conclude:
((Uεj ,U
ε
p)) =
({Uεj ,uεj }, {Uεp,uεp})ε + s = (1 + λε)δj,p + s,
where
s =
∫
Γ
[ah∂τuεj ∂τ uεp + huεjuεp]dτ −
1
ε
∫
ωε
[a∇uεj · ∇uεp + uεjuεp]dx.
Hence, if we prove that
|s| Cε(1 + λε)3/2(1 + ε(1 + λε)1/2)1/2, (5.24)
estimate (5.21) holds true. In order to derive (5.24), we divide the expression s into 4 parts, once we have introduced
the curvilinear coordinates in ωε , namely, s = s1 + s2 + s3 + s4, where
s1 = a
∫
0
h(τ)∂τ u
ε
j (0, τ )∂τ u
ε
p(0, τ )dτ −
a
ε
∫
0
εh(τ)∫
0
∂τ u
ε
j (ν, τ )∂τ u
ε
p(ν, τ )dν dτ,
s2 =
∫
0
h(τ)uεj (0, τ )u
ε
p(0, τ )dτ −
1
ε
∫
0
εh(τ)∫
0
uεj (ν, τ )u
ε
p(ν, τ )dν dτ,
s3 = −a
ε
∫
0
εh(τ)∫
0
∂νu
ε
j (ν, τ )∂νu
ε
p(ν, τ )dν dτ,
s4 = 1
ε
∫
0
εh(τ)∫
0
[
a∂τu
ε
j ∂τ u
ε
p
(
1 −K−1)+ a∂νuεj ∂νuεp(1 −K)+ uεjuεp(1 −K)]dν dτ.
We estimate each term si with i = 1,2,3,4.
Formula (5.4) for u = uε and u = ∂τuε and formulae (5.11), (5.7), (5.6) and (5.10) allow us to obtain:
|s1| a
ε
∫
0
εh(τ)∫
0
[∣∣∂τuεj (0, τ )∣∣∣∣∂τ uεp(0, τ )− ∂τ uεp(ν, τ )∣∣+ ∣∣∂τ uεj (0, τ )− ∂τuεj (ν, τ )∣∣∣∣∂τuεp(ν, τ )∣∣]dν dτ
 Cε−1
[
ε1/2‖∂τuεj‖L2(Γ )ε‖∂τ ∂νuεp‖L2(ωε) + ε‖∂τ ∂νuεj‖L2(ωε)‖∂τ uεp‖L2(ωε)
]
 Cε(1 + λε)3/2(1 + ε(1 + λε)1/2)1/2,
|s2| 1
ε
∫
0
εh(τ)∫
0
[∣∣uεj (0, τ )∣∣∣∣uεp(0, τ )− uεp(ν, τ )∣∣+ ∣∣uεj (0, τ )− uεj (ν, τ )∣∣∣∣uεp(ν, τ )∣∣]dν dτ
 Cε−1
[
ε1/2‖uεj‖L2(Γ )ε‖∂νuεp‖L2(ωε) + ε‖∂νuεj‖L2(ωε)‖uεp‖L2(ωε)
]
 Cε(1 + λε)1/2(1 + ε(1 + λε)1/2)1/2.
Besides, by virtue of (4.5) and (5.6), it is easy to check that
|s4| C
[‖∇xuε‖L2(ω )‖∇xuεp‖L2(ω ) + ‖uε‖L2(ω )‖uεp‖L2(ω )]Cε(1 + λε).j ε ε j ε ε
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|s3| a
ε
‖∂νuεj‖L2(ωε)‖∂νuεp‖L2(ωε) Cε(1 + λε)
[
(1 + λε)+ (1 + ε(1 + λε)1/2)]1/2.
Therefore, (5.24) holds, which establishes estimate (5.21). Obviously, if ε < ε∗(1 + λε)−1/2, (5.21) provides (5.22).
To finish the proof of Lemma 5.2, we consider inequality (5.22) at p = j . Then,∣∣|||Uεj ||| − (1 + λεj )1/2∣∣= ||||Uεj |||2 − (1 + λεj )||||Uεj ||| + (1 + λεj )1/2 
C∗ε(1 + λεj )3/2
(1 + λεj )1/2
= C∗ε(1 + λεj ),
(5.25)
and, consequently,
(1 + λεj )1/2
(
1 −C∗ε(1 + λεj )1/2
)
 |||Uεj ||| (1 + λεj )1/2
(
1 +C∗ε(1 + λεj )1/2
)
.
Therefore, if ε < ε∗(1 + λεj )−1/2 with ε∗ such that ε < C−1∗ , we obtain (5.23) for certain constants c,C independent
of ε, which completes the proof of the lemma. 
The results in the following theorem complement those in Theorem 4.2.
Theorem 5.2. There exist constants ε3 > 0 and C3 > 0 such that for any λεj eigenvalue of problem (4.1), restriction
(5.1) provides that at least one eigenvalue µk of problem (3.21) satisfies the inequality:∣∣(1 + λεj )−1 − (1 +µk)−1∣∣ C3ε(1 + λεj )−1/2. (5.26)
Moreover, if {Uεj ,uεj } is an eigenfunction corresponding to λεj and verifying (2.4) with t = 1 and m = 0, then there
exist coefficients b(j)q (ε) such that∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣Û εj −
Q(ε)+X(ε)−1∑
q=Q(ε)
b
(j)
q (ε)V̂q
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ 2C3ε(1 + λεj )−1/2ρ−1, (5.27)
where ρ > C3ε(1 + λεj )−1/2 can be chosen arbitrarily, Û εj = |||Uεj |||−1Uεj ; µQ(ε), . . . ,µQ(ε)+X(ε)−1 are all the eigen-
values µq of problem (3.21) satisfying the condition |(1 +µq)−1 − (1 + λεj )−1| ρ, and V̂Q(ε), . . . , V̂q=Q(ε)+X(ε)−1
are the corresponding eigenfunctions with |||V̂q ||| = 1.
Proof. Let A be the positive, compact and self-adjoint operator on H defined by:
((AV,W)) =
∫
Ω
VW dx +
∫
Γ
hVW dτ ∀V,W ∈H.
The eigenvalues of A are {(1 +µk)−1}∞k=0, {µk}∞k=0 being the eigenvalues of problem (3.21).
Let λεj be an eigenvalue of problem (4.1) and let {Uεj ,uεj } be a corresponding eigenfunction satisfying (2.4) with
t = 1 and m = 0. In order to apply Lemma 2.1, we prove that, under the restriction (5.1), the inequality,∣∣((AÛ εj − (1 + λεj )−1Û εj ,W ))∣∣C3ε(1 + λεj )−1/2|||W ||| ∀W ∈H, (5.28)
holds, where Û εj = |||Uεj |||−1Uεj and C3 is a constant independent of ε and λεj . To this end, for each W ∈ H 1,1(Ω,Γ ),
we consider the test function {W,w} ∈ H 1(Ωε) where w(x) = W(0, τ ) in ωε . Then, taking {V,v} = {W,w} in the
integral identity (4.1), and considering the curvilinear coordinates (τ, ν) in ωε , we have:
A
∫
Ω
∇xUεj · ∇xW dx +
a
ε
∫
0
εh(τ)∫
0
∂τ u
ε
j (ν, τ )∂τW(0, τ )K(ν, τ )
−1 dν dτ
= λεj
∫
Uεj W dx +
λεj
ε
∫ εh(τ)∫
uεj (ν, τ )W(0, τ )K(ν, τ )dν dτ.Ω 0 0
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where
J1 = λεj
∫
0
h(τ)uεj (0, τ )W(0, τ )dτ −
λεj
ε
∫
0
εh(τ)∫
0
uεj (ν, τ )W(0, τ )dν dτ,
J2 =
λεj
ε
∫
0
εh(τ)∫
0
uεj (ν, τ )W(0, τ )
(
1 −K(ν, τ))dν dτ,
J3 = a
ε
∫
0
εh(τ)∫
0
∂τu
ε
j (ν, τ )∂τW(0, τ )dν dτ − a
∫
0
h(τ)∂τ u
ε
j (0, τ )∂τW(0, τ )dτ,
J4 = a
ε
∫
0
εh(τ)∫
0
∂τ u
ε
j (ν, τ )∂τW(0, τ )
(
K(ν, τ)−1 − 1)dν dτ.
Now, applying the Cauchy–Bouniakovsky–Schwarz inequality, we obtain bounds for each term Ji with i = 1,2,3,4.
Indeed, by virtue of (4.5), (5.6) and (5.3), we have:
|J2| Cλεj‖uεj‖L2(ωε)ε1/2‖W‖L2(Γ )  Cελεj |||W |||,
|J4| C‖∇xuεj‖L2(ωε)ε1/2‖∂τW‖L2(Γ )  Cε(1 + λεj )1/2|||W |||.
Moreover, from (4.6), (4.5), (5.9), (5.3) and (5.7), it follows that
|J1| =
∣∣∣∣∣λεj
∫
0
h(τ)
(
uεj (0, τ )−
1
εh(τ)
εh(τ)∫
0
uεj (ν, τ )dν
)
W(0, τ )dτ
∣∣∣∣∣
 Cλεj ε1/2‖∂νuεj‖L2(ωε)‖W‖L2(Γ )
 Cλεj ε2(1 + λεj )1/2
[
(1 + λε)+ (1 + ε(1 + λε)1/2)]1/2|||W |||,
|J3| =
∣∣∣∣∣a
∫
0
h(τ)
(
∂τ u
ε
j (0, τ )−
1
εh(τ)
εh(τ)∫
0
∂τ u
ε
j (ν, τ )dν
)
∂τW(0, τ )dτ
∣∣∣∣∣
 Cε1/2‖∂τ ∂νuεj‖L2(ωε)‖∂τW‖L2(Γ )  Cε(1 + λεj )|||W |||.
Hence, under the restriction (5.1),∣∣((AUεj − (1 + λεj )−1Uεj ,W ))∣∣ Cε|||W ||| ∀W ∈ H 1,1(Ω,Γ )
for a certain constant C independent of ε and λεj . Then, owing to (5.23), estimate (5.28) holds.
We apply Lemma 2.1 with A =A, H =H, λ = (1 +λεj )−1, u = Û εj and r = C3ε(1 +λεj )−1/2, and we deduce that
there exists an eigenvalue µk of (3.21) verifying (5.26). Moreover, if we take r∗ = ρ > C3ε(1 + λεj )−1/2, Lemma 2.1
provides the existence of coefficients b(j)q (ε) verifying (5.27). Therefore, the proof of the theorem is concluded. 
Remark 5.1. As a matter of fact, if we assume ε < ε∗(1 + λεj )−1/2 in Theorem 5.2, instead of restriction (5.1), the
term |J1| is bounded by Cε(1 + λεj )3/2|||W |||, and then, repeating the proof of Theorem 5.2 with minor modifications,
we obtain that there exists at least one eigenvalue µk of (3.21) satisfying,∣∣(1 + λε)−1 − (1 +µk)−1∣∣Cε, (5.29)j
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of the type (5.2) from (5.29) (see Corollary 4.1 for the technique to obtain estimates for λεj from those for (1+λεj )−1).
Proof of Theorem 5.1. We follow the technique in Corollary 4.1 to derive (5.2) from (5.26). We have:
|µk − λεj | C3ε(1 + λεj )1/2 +C3ε(1 + λεj )1/2µk  C3ε(1 + λεj )1/2 +C3ε3µk,
and it suffice to take ε3 = (2C3)−1 to obtain µk  C(1 + λεj ) for a certain constant C independent of λεj and ε and
therefore, (5.2) holds. 
It should be noted that the restriction ε < ε∗(1 + λεj )−1/2, which appears in Lemma 5.2, is quite similar to (4.23).
Nevertheless, it does not suffices to obtain estimate (5.2), and we need the restriction (5.1), i.e., ε < ε3(1 +λεj )−1 (see
Remark 5.1).
On the other hand, Theorem 5.1 allows us to improve the results given in Theorem 4.1. In fact, accepting restriction
(5.1) we obtain that λεj belongs to the C3ε(1 + λεj )3/2-neighborhood of the eigenvalue µk of problem (3.21). If
in addition cµk  λεj  Cµk , from (5.2) we derive that the eigenvalues λεj ∈ [0, ε−1ε3 − 1] lie inside the union
of C3εk(1 + µk)3/2-neighborhoods of the eigenvalues µk . This, in particular, means that, in the case of disjunct
neighborhoods, for the corresponding eigenvalue µk , the estimate (4.3) can be improved since the multiplicity k is
taken off (of course, the constant C3 must be changed as well; see Remark 5.2).
In order to realize the above idea about empty intersection, for each eigenvalue µk of (3.21) of multiplicity  = k
(assuming that (4.7) is satisfied for k 	= 0), we define the numbers dk by:
d0 = µ11 +µ1 , dk = dk+1 = · · · = dk+k−1 = min
(
µk + 1
µk−1 + 1 − 1,1 −
µk + 1
µk+k + 1
)
for k 	= 0. (5.30)
We observe that dk(1+µk)−1 measures the distance from (1+µk)−1 to the nearest eigenvalue (1+µp)−1 with either
p < k or p > k+k − 1. Besides, writing ρk = (dk/2)(1 +µk)−1 for the eigenvalues λεj such that (1 +λεj )−1 ∈ ((1 +
µk)
−1 −ρk, (1 +µk)−1 +ρk) we prove in the following theorem that the interval ((1 +λεj )−1 −ρk, (1 +λεj )−1 +ρk)
contains the only eigenvalue (1 + µk)−1 among {(1 + µp)−1}∞p=0, µk being an eigenvalue of problem (3.21) with
multiplicity k .
Also, as a matter of fact, for certain Cεk(1 +µk)3/2-neighborhoods of the eigenvalues µk of (3.21) which do not
intersect between them, we can give the exact number of eigenvalues λεi of (4.1) contained in these neighborhoods, as
we state in Theorem 5.3 bellow.
Theorem 5.3. There exist constants ε4, ε5 > 0 and C4 > 0 such that for any eigenvalue µk of (3.21) with multiplicity
k , the restrictions:
ε < ε4
−1
k (1 +µk)−1/2(1 + 1/dk)−1, ε < ε5(1 +µk)−1, (5.31)
where dk is defined by (5.30), provide that the interval (µk −C4ε(1 +µk)3/2,µk +C4ε(1 +µk)3/2) contains just k
eigenvalues of problem (4.1), λεj , . . . , λεj+k−1.
Proof. Let µk be an eigenvalue of (3.21) with multiplicity k . We assume that either µk = 0 or (4.7) is satisfied.
Let us consider the interval Ik = ((1 + µk)−1 − ρk, (1 + µk)−1 + ρk) where ρk = (dk/2)(1 + µk)−1 and dk is de-
fined by (5.30). By definition of dk , it is clear that the only eigenvalues µ of (3.21) such that (1 + µ)−1 ∈ Ik are
µ = µk = · · · = µk+k−1. Let us denote by N(ε) the number of eigenvalues λεi of problem (4.1) such that
(1 + λεi )−1 ∈ Ik , which exists on account of Theorem 4.2 for ε smaller than a certain constant ε∗1 . In what it fol-
lows we prove that N(ε) = k .
On account of (5.31)1, we apply Theorem 4.3 to µk and we obtain that there exist at least k eigenval-
ues λεi of problem (4.1) verifying (4.26). Besides, if ε4 < (2C1)−1, assumption (5.31)1 allows to assert that
C1εk(1 +µk)−1/2 < (dk/2)(1 +µk)−1 = ρk and consequently, N(ε) k .
Let us consider an eigenvalue (1+λεp)−1 ∈ Ik among the ones mentioned above; λεp being an eigenvalue of problem
(4.1) and {Uεp,uεp} the corresponding eigenfunction verifying (2.4). Since (1 + λεp)−1 ∈ Ik and dk < 1, we see that
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2
(1 +µk)−1 < (1 + λεp)−1 <
3
2
(1 +µk)−1. (5.32)
Then, by virtue of (5.31)2, we apply Theorem 5.2 to λεp and, for ε smaller than a certain constant ε∗2 , we have that
there exists at least one eigenvalue µ of (3.21) satisfying:∣∣(1 + λεp)−1 − (1 +µ)−1∣∣ C3ε(1 + λεp)−1/2. (5.33)
Let us observe that if ε4 < (2C3)−1(3/2)−1/2, from (5.32) and (5.31)1 it follows:∣∣(1 + λεp)−1 − (1 +µ)−1∣∣ C3ε(1 + λεp)−1/2 < (3/2)1/2C3ε(1 +µk)−1/2 < ρk, (5.34)
and hence, the eigenvalue µ is µk ; indeed, by the definition of ρk , the only eigenvalues µq of (3.21) satisfying the
condition ∣∣(1 + λεp)−1 − (1 +µq)−1∣∣ ρk,
are µk = µk+1 = · · · = µk+k−1.
Furthermore, the second assertion in Theorem 5.2 gives us the existence of certain constants b(p)q (ε) such that∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣Û εp −
k+k−1∑
q=k
b
(p)
q (ε)V̂q
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣∣ 2C3ε(1 + λεp)−1/2ρ−1k , (5.35)
where Û εp = |||Uεp|||−1Uεp and V̂q , q = k, . . . , k+k −1, are the eigenfunctions associated with µq verifying |||V̂q ||| = 1.
Let us note that for q = k, . . . , k + k − 1, V̂q = Vq(1 + µk)−1/2 where Vq are the eigenfunctions of (3.21) corre-
sponding to µq and satisfying (3.23) and consequently, ((V̂q , V̂l)) = δq,l for q, l = k, . . . , k + k − 1.
Now, we apply Lemma 2.2 with H =H, n = k , N = N(ε), wi = V̂k+i−1 for i = 1, . . . , k and Wj = Û εp˜+j =
|||Uεp˜+j |||−1Uεp˜+j for j = 1, . . . ,N(ε); {{Uεp˜+j , uεp˜+j }}N(ε)j=1 the eigenfunctions associated with the eigenvalues λεp˜+j
such that (1 + λεp˜+j )−1 ∈ Ik . By (5.35), (5.32) and the definition of ρk , it is clear that the hypotheses (a) and (c) of
Lemma 2.2 hold for σ = C˜3ε(1 +µk)1/2/dk where C˜3 = 4C3(3/2)1/2. Moreover, thanks to (5.22), (5.23), (5.25) and
(5.32), hypothesis (b) holds for  = Cε(1 + µk)1/2, C being certain constant independent of ε and k. We choose
ε4 > 0 sufficiently small in order to get (k +1)(+ (2+σ)σ ) < 1 at σ = C˜3ε(1+µk)1/2/dk and  = Cε(1+µk)1/2
from (5.31)1. Then, because of Lemma 2.2, N(ε) k , which establishes N(ε) = k .
Finally, we observe that the N(ε) = k eigenvalues λεp such that (1 + λεp)−1 ∈ Ik verify (5.32) and (5.33) with
µ = µk , and hence, the interval (µk − C4ε(1 + µk)3/2,µk + C4ε(1 + µk)3/2) with C4 = C321/2 contains these k
eigenvalues of (4.1). Besides, if |λεp − µk| < C4ε(1 + µk)3/2 and ε4 < (4C4)−1, then (5.31)1 allows us to assert
that (1 + λεp)−1 ∈ Ik ; that is, the number of eigenvalues inside Ik coincides with the number of eigenvalues inside
(µk −C4ε(1 +µk)3/2,µk +C4ε(1 +µk)3/2).
Indeed, the last assertion can be obtained in two steps. First, if |λεp −µk| <C4ε(1 +µk)3/2, from (5.31)1 we have
that |(1 + λεp)−1 − (1 + µk)−1| < C4ε4dk(1 + λεp)−1. In the second place, we obtain a bound for (1 + λεp)−1 taking
into account formula (5.31)1 and the relations |λεp −µk| <C4ε(1 +µk)3/2, ε4 < (4C4)−1:
1 + λεp > 1 +µk −C4ε(1 +µk)3/2 > (1 +µk)(1 −C4ε4) > (1 +µk)/2.
Thus, |(1 + λεp)−1 − (1 +µk)−1| <C4ε4dk(1 + λεp)−1 < (dk/2)(1 +µk)−1 and (1 + λεp)−1 ∈ Ik .
Therefore, constants ε4, ε5 > 0 and C4 > 0 in the statement of the theorem can be chosen in such a way that under
the restriction (5.31) the interval (µk − C4ε(1 + µk)3/2,µk + C4ε(1 + µk)3/2) contains just k eigenvalues of (4.1)
and the proof of the theorem is complete. 
Remark 5.2. We observe that for each eigenvalue µk of (3.21), of multiplicity k , Theorem 5.3 gives the exact
number of eigenvalues of (4.1) contained in a Cε(1 + µk)3/2-neighborhood of µk . In addition, it improves estimate
(4.3) because the multiplicity k does not appear (of course, the constants C1 and C4 in these neighborhoods can be
different). Nevertheless, it should also be mentioned that condition (5.31) is more restrictive than (4.2).
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in (µk − C4ε(1 + µk)3/2,µk + C4ε(1 + µk)3/2) coincide with the eigenvalues λεk, . . . , λεk+k−1 of (4.1) (that is that
j = k in Theorem 5.3) which is the aim of the following theorem. Nevertheless, we also note that proof of Theorem 5.3
allows us to assert that there is ε∗k such that for ε  ε∗k the total multiplicity of the eigenvalues (1 + λεj )−1 in the set:
k⋃
q=0
Iq =
k⋃
q=0
(
(1 +µq)−1 − ρq, (1 +µq)−1 + ρq
)
,
is constant and coincides with 0 + 1 + · · · + k .
Theorem 5.4. There exist constants ε6 > 0 and C6 > 0 such that for any eigenvalue µk of problem (3.21) with
multiplicity k , µk−1 <µk = · · · = µk+k−1 <µk+k , the restriction,
ε < ε6
−1
k (1 +µk)−1(1 + 1/dk)−1, (5.36)
where dk are defined by (5.30), provides that the interval (µk −C6ε(1 +µk)3/2,µk +C6ε(1 +µk)3/2) contains just
the k eigenvalues λεk, . . . , λ
ε
k+k−1 of problem (4.1).
Proof. Let us consider the segments:
Υ0 =
[
1 − 1
2
(
1 − 1
1 +µ1
)
,1
]
and
Υq = Υq+1 = · · · = Υq+q−1 =
[
1
1 +µq −
1
2
(
1
1 +µq −
1
1 +µq+q
)
,
1
1 +µq +
1
2
(
1
1 +µq−1 −
1
1 +µq
)]
for q 	= 0,
such that µq is an eigenvalue of (3.21) with multiplicity q and µq−1 < µq = · · · = µq+q−1 < µq+q . Obviously,
Υq ∩ Υp = ∅ for µq 	= µp , and
k⋃
q=0
Υq =
[
1
1 +µk −
1
2
(
1
1 +µk −
1
1 +µk+k
)
,1
]
,
where, as a matter of fact, in the union in q , µq ranges in the set of strictly different eigenvalues {µj }∞j=0 which we
have considered repeating according to their multiplicities, with µq  µk and µ0 = 0.
First, we prove that restriction (5.36) provides that the interval Υk contains only the eigenvalues (1 + λεp)−1 satis-
fying (5.33) with µ = µk .
Owing to the definition of dk and Theorem 5.3, there exist just k eigenvalues λεp of (4.1) such that
(1 + λεp)−1 ∈
(
(1 +µk)−1 − ρk, (1 +µk)−1 + ρk
)≡ Ik ⊂ Υk with ρk = (dk/2)(1 +µk)−1.
Besides, for ε6 < ε4, these eigenvalues satisfy (5.33) with µ = µk . Next, by contradiction, we prove that all the
eigenvalues λεp of (4.1) such that (1 + λεp)−1 ∈ Υk verify (1 + λεp)−1 ∈ Ik , and therefore that both intervals Ik and Υk
contain the same k eigenvalues (1 + λεp)−1.
Indeed, let us assume that there is an eigenvalue λεp such that (1 +λεp)−1 ∈ Υk but (1 +λεp)−1 /∈ Ik . Then, we have:∣∣(1 + λεp)−1 − (1 +µk)−1∣∣ ρk. (5.37)
On the other hand, taking into account (5.36), and
1
2
(1 +µk)−1  12
(
(1 +µk)−1 + (1 +µk+k )−1
)
 (1 + λεp)−1,
we have ε < ε6(1+µk)−1 < 2ε6(1+λεp)−1; therefore, assuming 2ε6 < ε3, we apply Theorem 5.2 to λεp to obtain that
there exists at least one eigenvalue µ of (3.21) satisfying:∣∣(1 + λεp)−1 − (1 +µ)−1∣∣ C3ε(1 + λεp)−1/2 C3ε.
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from (5.37) it follows that µ must be different from µk . In the case µ = µq with q < k, we must take q = k − 1
because (1 + λεp)−1 ∈ Υk and the corresponding eigenvalue (1 + µq)−1 becomes close to (1 + λεp)−1 when ε → 0.
However, for q = k − 1, from (5.36) and (5.30), we have the chain of inequalities:
1
2
µk −µk−1
(1 +µk)(1 +µk−1) =
1
2
(
1
1 +µk−1 −
1
1 +µk
)
= 1
1 +µk−1 −
1
2
(
1
1 +µk−1 +
1
1 +µk
)

∣∣∣∣ 11 +µk−1 − 11 + λεp
∣∣∣∣ C3ε  C3ε6 dk1 +µk  C3ε6 µk −µk−1(1 +µk)(1 +µk−1) ,
and since we have assumed ε6 < (2C3)−1, we obtain a contradiction. In the same way, we obtain a contradiction in
the case µ = µq with q  k + k . Now, we can take q = k + k , and
1
2
µk+k −µk
(1 +µk)(1 +µk+k )
= 1
2
(
1
1 +µk −
1
1 +µk+k
)
= 1
2
(
1
1 +µk +
1
1 +µk+k
)
− 1
1 +µk+k

∣∣∣∣ 11 + λεp − 11 +µk+k
∣∣∣∣C3ε  C3ε6 dk1 +µk C3ε6 µk+k −µk(1 +µk)(1 +µk+k ) .
Therefore (1 + λεj )−1 must belong to Ik and the interval Υk contains just the same k eigenvalues (1 + λεp)−1 of Ik
satisfying (5.33) with µ = µk .
Next, to conclude the proof of the theorem, we prove that the above mentioned k eigenvalues (1 + λεp)−1 in the
interval Υk are just (1 + λεk)−1, . . . , (1 + λεk+k−1)−1. In order to do that, we consider ε sufficiently small depending
on k, namely, ε > 0 such that
ε < ε6 min
q=0,...,k
{
−1q (1 +µq)−1(1 + 1/dq)−1
}
.
Then, repeating the above arguments for µq with 0 q  k, we obtain that each interval Υq , 0 q  k, contains just
q eigenvalues (1 + λεp)−1 which belong to Iq . Thus, the total multiplicity of the eigenvalues (1 + λεp)−1 in
⋃k
q=0 Υq
coincides with the total multiplicity of the eigenvalues (1 + λεp)−1 in
⋃k
q=0 Iq , where we take I0 ≡ Υ0. According to
Remark 5.3, for ε < ε∗k , this total multiplicity is constant and coincides with 0 +1 +· · ·+k = k+k −1, 0 being
0 = 1. Hence, we have proved that for ε smaller than or equal to a certain fixed ε0k < ε∗k , the eigenvalues (1 + λεp)−1
in Υk are (1 + λεk)−1, . . . , (1 + λεk+k−1)−1.
In addition, considering curvilinear coordinates in (4.1) and the change of variable ζ = νε−1 in the integrals in ωε ,
for sufficiently small ε, namely, ε  ε0 with a certain fixed ε0, we derive that, for fixed j , the functions λεj are
continuous functions of ε in the interval [ε0k , ε1k ] (see, e.g., Section VII in [8]) ε1k being the number on the right hand
side of (5.36), where ε6 can be chosen to be smaller than ε0.
Then, the last two assertions allow us to verify that for ε  ε1k the k eigenvalues (1 + λεp)−1 in Υk coincide
with those eigenvalues in Ik ⊂ Υk , and, because of (5.34) with µ = µk , all of them belong to a strictly shorter in-
terval contained in Υk . Therefore, we can assert that restriction (5.36) provides the k eigenvalues (1 + λεk)−1, . . . ,
(1 + λεk+k−1)−1 in Υk .
To obtain intervals for λεq from intervals for (1 + λεq)−1, we rewrite the arguments in Theorem 5.3, with minor
modifications, on account of the q eigenvalues λε of (4.1) such that λε ∈ Υq verify λε ∈ Iq , and the theorem is
proved. 
Let us note that in fact Theorem 5.4 provides the convergence λεk → µk as ε → 0, for any fixed k, and the bound for
the convergence rate is outlined by the interval (µk −C6ε(1 +µk)3/2,µk +C6ε(1 +µk)3/2), which does not contain
more eigenvalues of the ε dependent problem than the number given by the multiplicity of µk ; namely,
|λεk −µk| C4ε(1 +µk)3/2. (5.38)
In particular, any segment [µ−,µ+] such that
µk−1 <µ− <µ+ <µk (5.39)
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Proposition 5.1. The segment [µ−,µ+] in (5.39) does not contain an eigenvalue of the problem (4.1) as long as
ε  ε∗0(1 + ρˆ−1k )−1(1 +µk)−3/2, (5.40)
where ρˆk = min{µk −µ+,µ− −µk−1} and ε∗0 is a certain constant which does not depend on the endpoints µ±, nor
on the eigenvalue number k.
Proof. We proceed by contradiction, by assuming that there is an eigenvalue λεp in the segment [µ−,µ+]. Considering
the constants ε3 and C3 in Theorem 5.1, and imposing ε∗0  min{ε3,C−13 }, we verify (5.1). Hence, Theorem 5.1
provides us with the eigenvalue µq of (3.21) satisfying inequality (5.2). Since µk and µk−1 are the eigenvalues of
(3.21) closer to λεp , we consider either µq = µk−1 or µq = µk . According to (5.40), we check:
|λεp −µq | < ρˆk,
which is a contradiction with the assumption λεp ∈ [µ−,µ+] (because of ρˆk  |λεp − µq |), and the proposition is
proved. 
Theorem 5.5. Let µk be an eigenvalue of problem (3.21) with multiplicity k , µk−1 <µk = · · · = µk+k−1 <µk+k ,
and let {V j }k+k−1j=k be the eigenfunction corresponding to µk and verifying (3.23). Let us assume that restriction
(5.36) holds. Let {{Uεq ,uεq}}k+k−1q=k be the eigenfunctions corresponding to the eigenvalues λεk, . . . , λεk+k−1 of problem
(4.1) in the interval (µk −C6ε(1 +µk)3/2,µk +C6ε(1 +µk)3/2), with norm 1 in space Hε (cf. (4.14)), Then, there
exist coefficients β(j)q (ε) such that∥∥∥∥∥{Uεq ,uεq}−
k+k−1∑
q=k
β
(j)
q (ε)
{
U˜q, u˜q
}∥∥∥∥∥
ε
 C7ε(1 +µk)1/2d−1k k, (5.41)
where C7 is a constant independent of ε and k, and the functions {{U˜ j , u˜j }}k+k−1j=k are those in Theorem 4.2 defined
by (4.15).
Proof. It suffices to consider (4.19) in Theorem 4.2 for ρ = ρk = dk{2(1 +µk)}−1 and to apply the second statement
in Lemma 2.2 with H =Hε , n = N = k , wi = {UεQ(ε)+i−1, uεQ(ε)+i−1} and Wj = {U˜ j , u˜j } for i, j = k, . . . , k+k −
1, σ = 2C2ε(1 +µk)−1/2ρ−1k and  = C˜ε. Then, (5.41) holds from the estimate for the eigenfunctions in Lemma 2.2
in the case where n = N with the bound n( + (3 + σ)σ ), which is bounded by C7ε(1 +µk)1/2d−1k k , where C7 is a
certain constant independent of ε and k. Therefore, the theorem is proved. 
Remark 5.4. As a matter of fact, the eigenfunctions of (4.1) appearing in the statement of the theorems throughout
Section 4 and of Theorem 5.5 are those in (2.4) and (2.5) divided by the corresponding√λεi + 1. They can be replaced
by those in (2.4) and the approaches in these mentioned theorems also hold with minor modifications.
It should also be noticed that Theorems 5.4 and 4.2 give the convergence of the eigenpairs of (4.1) towards those
of (3.21) and provide bounds for the convergence rate. In particular, they allow us to assert that the convergence of the
spectrum with conservation of the multiplicity holds as ε → 0. We gather these convergence results in the following
theorem
Theorem 5.6. There exist constants ε∗6 > 0, C∗6 > 0 and C∗7 > 0, such that for any eigenvalue µk of problem (3.21)
with multiplicity k , µk−1 <µk = · · · = µk+k−1 <µk+k , the restriction:
ε < ε∗6
−1
k (1 +µk)−1(1 + 1/dk)−1, (5.42)
where dk is defined by (5.30), provides that the interval[
1
(µk +µk−1), 1 (µk +µk+k )
]
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|λεk+l −µk| <C∗6ε(1 +µk)3/2 for l = 0,1, . . . , k − 1.
Moreover, if V k is an eigenfunction associated with µk , V k verifying (3.23), then, there exist coefficients a(k)q (ε) such
that ∥∥∥∥∥{U˜ k, u˜k}−
q=k+k−1∑
q=k
a(k)q (ε)
{
Uεq ,u
ε
q
}∥∥∥∥∥
ε
 C∗7ε(1 +µk)1/2d−1k , (5.43)
where {U˜ k, u˜k} = {Uk,uk}/‖{Uk,uk}‖ε with {Uk,uk} the functions defined by:
Uk(x) = V k(x) if x ∈ Ω, uk(x) = V k(0, τ ) if x ∈ ωε,
(see (4.15)), and {{Uεq ,uεq}}q=k+k−1q=k are the eigenfunctions of (4.1) corresponding to the eigenvalues {λεq}q=k+k−1q=k
and verifying the condition ‖{Uεq ,uεq}‖ε = 1.
Proof. Considering ε∗6 < ε6 we apply Theorem 5.4 and obtain that the interval Υk contains the eigenvalues
(1+λεk)−1, . . . , (1+λεk+k−1)−1. We observe that this result in fact holds for all the eigenvalues smaller than µk . These
eigenvalues (1 + λεk)−1, . . . , (1 + λεk+k−1)−1 are also in the interval Ik = ((1 + µk)−1 − ρk, (1 + µk)−1 + ρk) with
ρk = (dk/2)(1 + µk)−1. Then taking ε∗6 smaller than the constant (4C2)−1 which appears in (4.18), we apply Theo-
rem 4.2 with ρ = ρk > C2ε(1 + µk)−1/2 and, since k is the total number of eigenvalues (1 + λεj )−1 in the interval
Ik , (4.19) reads (5.43) and the theorem is proved. 
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