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We demonstrate that the synergistic effect of a gauge field, Rashba spin-orbit coupling (SOC),
and Zeeman splitting can generate chaotic cyclotron and Hall trajectories of particles. The physical
origin of the chaotic behavior is that the SOC produces a spin-dependent (so-called anomalous)
contribution to the particle velocity and the presence of Zeeman field reduces the number of integrals
of motion. By using analytical and numerical arguments, we study the conditions of chaos emergence
and report the dynamics both in the regular and chaotic regimes. We observe the critical dependence
of the dynamic patterns (such as the chaotic regime onset) on small variations in the initial conditions
and problem parameters, that is the SOC and/or Zeeman constants. The transition to chaotic regime
is further verified by the analysis of phase portraits as well as Lyapunov exponents spectrum. The
considered chaotic behavior can occur in solid state systems, weakly-relativistic plasmas, and cold
atomic gases with synthetic gauge fields and spin-related couplings.
INTRODUCTION
Puzzling properties of chaotic motion in simple clas-
sical and quantum systems are among the most intrigu-
ing problems in modern physics. Recently observed fea-
tures of a quantum chaos in cold gases [1, 2], Rydberg
excitons [3], and polaritons [4] demonstrated that con-
densed matter is an excellent testbed for these studies
(see, e.g., [5] and [6]). They also posed new questions
about relation between quantum chaos manifestations in
the spectrum and corresponding classical motion [7–10]
in a broad variety of the systems. Therefore, it would be
of interest to get insights into physical mechanisms un-
derlying chaotic behavior. This is especially true for the
systems with well-defined classical (position and momen-
tum) and quantum (e.g., spin) degrees of freedom. Mo-
tivated by these results, we study two-dimensional (2D)
motion of particles in magnetic fields with spin-orbit cou-
pling (SOC) of the Rashba type [11] and Zeeman split-
ting. These fields can be either genuine (electrons in
solids or plasma [12, 13]) or synthetic for cold atoms in
designed coherent optical potentials [14–17]. As an inter-
esting example we mention that the spectra of billiards
[18, 19] and excitons [20] with SOC do not provide unam-
biguous relation to the classical chaos since their quan-
tum chaotic features do not have classical counterpart,
although rectangular billiards with spin-orbit coupling
driven by external electric fields clearly demonstrate a
chaotic behavior [21]. Also, it is worth mentioning that
a chaos existing in a host 2D system can have strong
nontrivial effect on the spin transport there [22]. Here
we concentrate on the spin-orbit coupling effect on the
emergence of chaos in a simple semiclassical system. For
this purpose we consider the diamagnetic effects in the
orbital motion due to the Lorentz force and spin preces-
sion owing to the joint action of SOC and Zeeman effect.
We have shown that latter combination can lead to a
chaotic behavior due to the anomalous spin-dependent
contribution to the particle velocity [23]. This anoma-
lous velocity in semiconductors is the core element of
the phenomenon, much resembling Zitterbewegung (trem-
bling oscillatory motion) of free relativistic electrons, de-
scribed by Dirac equation. In semiconductor structures
such as III-V quantum wells and wires, the Zitterbewe-
gung of electron wavepackets can be experimentally ob-
served due to favorable energy and length scales [24, 25].
We note also, that Zitterbewegung - like motion plays an
important role in cold atomic gases [15].
The Hall effect, both in quantum and classical real-
izations, plays an important role in condensed matter
physics. In a sufficiently strong magnetic field, the tra-
jectory of a particle moving in a smooth 2D potential,
resembles a closed narrow stripe in the vicinity of an
equipotential line. This leads to the Hall effect quantiza-
tion as the conductivity is solely due to the edge states.
However, this simple picture does not take into account
the SOC effects, which can strongly modify the motion
and, as a result, the entire cyclotron and Hall effect pic-
tures.
We demonstrate that at certain values of the Lorentz
and electric forces and spin-dependent fields in terms of
anomalous velocity and spin precession rate, the classi-
cal cyclotron and Hall trajectories become chaotic. With
further increase in the Zeeman field, it becomes dominant
and the spin dynamics turns regular. As a result, the ef-
fects of SOC decrease, and the chaos disappears although
the particle trajectory can be strongly different from that
without SOC. As it is customary to chaotic systems, here
we observe the critical dependence of the dynamics on
both the initial conditions and problem parameters such
as the SOC and Zeeman constants. Namely, we have
shown, that system can enter and exit a stability domain
by small variations of both initial conditions and above
parameters.
2To get further insights into emergent chaotic behavior,
we analyze the phase portraits and so-called maximal
Lyapunov exponent (MLE) λmax both in deterministic
and chaotic regimes. The MLE, being the largest value
of the Lyapunov exponents spectrum, is often used as a
marker of chaotic (if λmax > 0) or a regular (λmax < 0)
behavior of dynamical system, see, e.g. [26]. Since
we have shown that the chaotic (regular) trajectories
obtained by numerical solution of systems of nonlinear
differential equations correspond to positive (negative)
MLE, the sign of λmax is an additional consistency crite-
rion of our numerical procedure.
NONLINEAR EQUATIONS OF MOTION
We begin with the full Hamiltonian for a particle in
an external electromagnetic field characterized by time-
independent vector-potential A = (Ax, Ay):
H =
p2x
2
+
p2y
2
+ α (pxσˆy − pyσˆx) +HZ + ϕ (r) , (1)
where r = (x, y), and
px ≡ −i∂x −Ax, py ≡ −i∂y −Ay, (2)
∂x ≡ ∂/∂x, ∂y ≡ ∂/∂y, α is the SOC constant, σˆi are the
Pauli matrices, HZ is the Zeeman term, and ϕ(r) is the
potential energy in the electric field. Hereafter we use the
units with ~ = m = e = c = 1 and restore the physical
units when discussing possible experimental implications
of the results obtained. Without loss of generality we
take the magnetic field B parallel to the z−axis:
B =∇×A = ∂xAy − ∂yAx. (3)
The Zeeman contribution reads:
HZ =
∆x
2
σˆx +
∆z
2
σˆz , (4)
where ∆x and ∆z are Zeeman splittings, which can, e.g.,
be produced by material magnetization, and will be as-
sumed to be B−independent without loss of generality.
We derive the equations of motion for observables O
by using commutator-based approach [27]
O˙ = i [H,O] . (5)
Using commutation relation for operators a and b as
[a2, b] = a[a, b] + [a, b]a with O = x and y, we obtain fol-
lowing expression for velocity in terms of time-dependent
expectation values:
vx = x˙ = px + ασy ; vy = y˙ = py − ασx. (6)
The ασy and −ασx terms in Eq. (6) correspond to so-
called anomalous velocity, which is explicitly dependent
on the spin components. This contribution appears due
to SOC presence in the Hamiltonian (1) and, as it will be
demonstrated below, is responsible for the appearance of
chaotic dynamics.
Then, applying Eq. (5) for velocity in Eq. (6) and spin
components, we obtain the equations of motion:
v˙x = ωcvy−ϕx(r)+ασ˙y ; v˙y = −ωcvx−ϕy(r)−ασ˙x, (7)
where the cyclotron frequency in our units ωc ≡ B and
ϕx,y(r) ≡ ∂x,yϕ(r). Equations (7) should be augmented
by those for spin evolution, caused by SOC and Zeeman
terms in the form
σ˙x = 2α (vx − ασy)σz −∆zσy , (8a)
σ˙y = (2α (vy + ασx)−∆x)σz +∆zσx, (8b)
σ˙z = −2α (vxσx + vyσy) + ∆xσy. (8c)
The equations (7) for accelerations and (8) for spin
precession, being determined by the particle velocity,
spin components, SOC, and magnetic field, are gauge-
invariant since they do not include vector-potential ex-
plicitly.
Note that these equations are essentially semiclassical
despite the quantum character of spin operators and sim-
ilar to those of Ref. [17]. In the spirit of Ref. [17], they
can be derived by using the Hamiltonian formalism of
classical mechanics directly from (1). Namely, classical
Hamiltonian equations for coordinate ri and momenta pi
(i = x, y) components
dpi
dt
= −
∂H
∂ri
,
dri
dt
=
∂H
∂pi
, (9)
(where H is Hamiltonian function (1)) should be supple-
mented by those for expectation values of spin compo-
nents (which we denote as σx,y,z since they are essentially
the same as those in Eq. (8)) obeying usual constraint
σ2x + σ
2
y + σ
2
z = 1. (10)
The constraint (10) corresponds to the spin precession in
the total field given by the sum of the spin-orbit and
Zeeman contributions. Latter equations yield exactly
Eqs.(8) (with vx,y being substituted by sums defined in
Eq. (6)), while former ones are indeed Eqs. (7). It can
be shown that the equations for spin components remain
the same regardless of the derivation approach: either
first commute the Hamiltonian (1) with spin components
according to the rule (5) and then take expectation val-
ues or simply act within the classical approach (9) with
respect to constraint (10).
The equations (7), (8) clearly demonstrate the un-
usual character of the system nonlinearity, consisting of
two contributions. First one is constituted by the terms
like vaσb (a, b = x, y, z) and second one is due to spin
products σaσb. Both these contributions play an impor-
tant role in the motion of the particle since the acceler-
ations depend on the spin state, and, in turn, the spin
evolution depends on velocity.
3This geometrical constraint (10), additional to the en-
ergy conservation, makes the systems with SOC to be
qualitatively different from typical quantum and classi-
cal chaotic systems [7–10]. In the absence of Zeeman
and electric fields, the time evolution of z - compo-
nents of the total angular momentum, Lz + σz/2 (where
Lz = xpy − ypx) is given by
d
dt
(
Lz +
σz
2
)
= −
ωc
2
d
dt
r2. (11)
This SOC-independent constraint with Lz + σz/2 =
C − ωcr
2/2, where constant C is determined by the ini-
tial conditions, strongly influences the chaos emergence,
making it less probable.
Although analytical investigation of the above system
of nonlinear differential equations is not feasible, one can
get a certain insight from a qualitative analysis as pre-
sented below. Namely, we trace possible chaotic behavior
for two electric field realizations: zero field and uniform
one ϕ(r) = Ey, corresponding to cyclotron motion and
Hall effect in the electric field E = −Ey (y is a unit
vector in the y direction), respectively.
CHAOTIC CYCLOTRON MOTION
For comparison with the conventional cyclotron mo-
tion, where
vx = v0 sin(ωct), vy = v0 cos(ωct), (12)
we begin with solving the above equations (7) and (8)
at ϕ(r) ≡ 0 iteratively assuming the initial σz(0) = 1,
vx(0) = 0, and vy(0) = v0. Qualitatively, the effect of
SOC on the cyclotron motion is expected to be strong if
(1) the typical anomalous velocity α [23] is of the order
of the initial velocity v0 and
(2) spin precession rate 2v0α is of the order of ωc so
that the trajectory radius should be of the order of spin
precession length 1/α.
Although for the Rashba coupling without Zeeman
field the chaos does not appear due to the constraint
(11), anisotropic SOC [17] can lead to chaos as the latter
constraint is lifted there.
Since Zeeman field is essential in this case, we include
it in the form∆ = (∆x, 0,∆z) in our iterative procedure,
presenting the velocity as v = u+V, where u is obtained
in the ”frozen spin” approximation with σ(t) = (0, 0, 1)
and V is the corresponding correction. Substitution of
the above iterative expression for the velocity into Eq.
(7) generates the following frozen-spin contribution de-
termined by the in-plane Zeeman field component ∆x:[
ux
uy
]
=
(
v0 −
α∆x
ω˜
)[
sin ω˜t
cos ω˜t
]
+
α∆x
ω˜
[
0
1
]
, (13)
where the renormalized frequency ω˜ = ωc + 2α
2. The
equations for the V−term are determined by the out-of-
plane ∆z and read as:
V˙x = 2vyα
2(σz − 1) + 2α
3σxσz + α∆zσx, (14a)
V˙y = −2vxα
2(σz − 1) + 2α
3σyσz + α∆zσy, (14b)
determine small-t corrections due to Eqs.(8):
Vx = v0α
2
[
2α2ωc +∆z − (∆x − 2αv0)
2
] t3
3
, (15a)
Vy = α
(
2α2 +∆z
)
(2αv0 −∆x)
t2
2
. (15b)
Equations (15) demonstrate that to produce chaos, one
needs Zeeman field component ∆x of the order of αv0.
Now, we can show that in strong Zeeman fields the
chaos disappears and the motion returns to a regular be-
havior. As an example we take realization with ∆z = 0
and ∆x ≫ αv0. For this realization the ”spin part”, i.e.
Eqs. (8) acquire the form σ˙x = 0, σ˙y = −∆xσz , and
σ˙z = ∆xσy with the explicit solution
σy = − sin(∆xt), (16)
obtained with the above initial condition σz(0) = 1,
which implies σ˙y(0) = −∆x. Substitution of the solution
(16) into the set (7) generates following inhomogeneous
system of equations for the velocity components
v˙x = ωcvy − α∆x cos(∆xt), (17a)
v˙y = −ωcvx. (17b)
After solving it by the variation of constants with initial
conditions vx(0) = 0, vy(0) = v0 , we finally arrive at:[
vx
vy
]
=
(
v0 −
α∆xωc
ω2c −∆
2
x
)[
sinωct
cosωct
]
(18)
+
α∆x
ω2c −∆
2
x
[
∆x sin (∆xt)
ωc cos (∆xt)
]
,
The equation (18) defines double-periodic regular motion
with, in general, a possible resonance between spin pre-
cession and cyclotron frequencies.
Since the full description of the system of interest re-
quires the set (r,v,σ, σ˙) , with imposed constraints, the
only way to depict it is to use projections of the above
multidimensional surface onto specific planes as reported
in Figs. 1 and 2, presenting our main results for the real
space and phase trajectories. It is seen that for regular
real trajectories the phase ones are also regular, while in
chaotic case, the phase portrait completely reflects the
situation, being also chaotic.
To characterize the chaotic trajectories in determin-
istic dynamic systems quantitatively, one usually intro-
duces the Lyapunov spectrum (see, e.g., [26, 28] and
references therein), providing a measure of the rate of
time separation of initially (at t = 0) infinitesimally
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FIG. 1. Typical cyclotron trajectories for t < 103 for the
initial spin state σz(0) = 1. Left column (panels (a), (c), (e))
corresponds to Zeeman coupling ∆x = 0, right column (panels
(b), (d), (f)) - to ∆x = −0.1. Upper row (panels (a),(b))
corresponds to SOC constant α = 0.1, middle row (panels
(c),(d)) corresponds to α = 0.2 and lower row corresponds to
α = 0.3. Here ωc = 0.1, ∆z = 0, and the initial velocities
vx(0) = 0, vy(0) = 0.1. The absence of chaos at ∆x = 0 (left
column) is due to the constraint (11).
close trajectories. For this purpose we first introduce
vector Q(t) = [r(t),v(t),σ(t)]. In this case, the tra-
jectory separation δQ(t) characterizes how close are two
trajectories at arbitrary time instant t, given that at
t = 0 they were almost the same, i.e. that the quantity
|δQ0| ≡ |δQ(0)| → 0. Formally, at small separations, the
entire set of our dynamical equations can be linearized to
yield the sets of Q
[j]
0 and λj , with |δQ
[j](t)| = eλjt|δQ
[j]
0 |,
where λj is the corresponding Lyapunov exponent. As
the sets of initial conditions may be different (see Figs.
1, 2), the initial separation vectors δQ
[j]
0 have different
directions. This generates the entire spectrum of Lya-
punov exponents, which in our case comprises 7 elements
with j = 1, . . . , 7. The most important characteristic of
the spectrum is the Maximal Lyapunov exponent λmax
[26, 28], which determines if system is chaotic (λmax > 0)
or regular (λmax < 0). One of the equivalent definitions
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FIG. 2. Phase portraits corresponding to the (x, y) trajecto-
ries in Fig.1 for the same set of parameters and time intervals.
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FIG. 3. Strong dependence of the trajectories on the in-
plane Zeeman field ∆x. The Figure illustrates transition from
high density of the regular trajectories to their chaotization
at small variation in the system parameters, as typical for
chaotic systems.
of MLE, which we used in our calculations, reads [28]
λmax = lim
t→∞
lim
|δQ0|→0
1
t
ln
|δQ(t)|
|δQ0|
. (19)
When the limit (19) is positive, the trajectories show ex-
treme sensitivity to the initial conditions and the system
becomes chaotic. Note that the limit t → ∞ is taken in
numerical procedure approximately and this makes the
problem of λmax calculation to take quite long time, es-
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FIG. 4. Transition from chaotic to regular high-density cy-
clotron trajectories at small variation in the initial veloc-
ity vy(0). Parameters are the same as those in Fig. 1(d)
(∆x = −0.1, ∆z = 0, α = 0.2, ωc = 0.1).
0
1
 
σ
z(t
)
0 200 400 600 800 1000
time  t
-1
0
1
 
σ
z(t
)
∆
x
=0
∆
x
=0
∆
x
=-0.1
∆
x
=-0.1
α=0.3
α=0.2
0.5
0.5
-0.5
-0.5
(a)
(b)
FIG. 5. Typical spin behavior for the cyclotron motion, shown
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lines are marked with the values of ∆x. Regular behavior of
σz(t) for ∆x = 0 clearly corresponds to the quasiperiodic tra-
jectories in Fig. 1. Fast spin oscillations correspond to remote
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pecially in the chaotic regime. To calculate the Lyapunov
spectrum for our problem, we used the algorithm of Ref.
[29] (see also Ref. [30]) for implementation with Wol-
fram Mathematica software. Thus, we obtained, for Fig.
1(a) λ
(a)
max = −0.014. Figures 1(b) to (f) yield, respec-
tively, λ
(b)
max = 0.027, λ
(c)
max = −0.019, λ
(d)
max = 0.031,
λ
(e)
max = −0.025, and λ
(f)
max = 0.035. This shows that the
MLE’s fully agree with the shape of the trajectories: they
are positive for chaotic trajectories and negative other-
wise. Hence, in our analysis, the MLE marker plays aux-
iliary role, confirming the appearance of the chaos for
given sets of system parameters.
One of the main physical conclusions here follows from
the comparison of the left and right columns of Figs.
1 and 2. It is seen that solely SOC, even with a rela-
tively large α, does not generate chaos. To produce it, a
Zeeman field is necessary. This is reported in the right
columns of these Figures, where the chaotic trajectories
are due to the interplay between the Zeeman and SOC
fields.
To confirm the emergence of the chaos, we show other
two peculiar features of the chaotic behavior such as
strong dependence of the trajectories on the system pa-
rameters and initial conditions. Figure 3 shows the
dependence on the in-plane magnetic field while Fig.4
demonstrates the dependence on the initial velocity. It
is seen from Fig. 3, that while at Zeeman splitting
∆x = −0.02, the system trajectory is still regular with
λmax = −0.012, at a slightly smaller ∆x = −0.03 the
system is already chaotic with λmax = 0.009. Our calcu-
lations show that the same features occur also in other
domains of ∆x (for instance at ∆x > 0) as well as of
∆y. Fig. 4 reports the same instability with respect
to vy(0): at a very small variation 0.34 < vy(0) < 0.36
the system passes from chaotic to regular behavior. This
is confirmed by MLE calculations with λmax = 0.0032
for vy(0) = 0.34 (Fig.4(a)) and λmax = −0.0087 for
vy(0) = 0.36 (Fig.4(b)). It can be shown that the system
is also sensitive to small variations in vx(0) as well as to
all other possible combinations of initial conditions.
To understand the spin evolution behind the regu-
lar and chaotic trajectories, we present in Fig. 5 the
time dependence σz(t) for four realizations of trajecto-
ries shown in Fig. 1. As one can see in the Figure, in
the absence of the Zeeman coupling, spin shows relatively
small deviations from its initial value, corresponding to
the above frozen spin approximation. The spin behav-
ior in the absence of the Zeeman coupling is consistent
with the regular quasiperiodic trajectories in Fig. 1. In-
deed, for quasiperiodic trajectories the integral of veloc-
ity during one ”period” is small. This smallness leads
to a minute variation in the spin component σz and,
in turn, to regular trajectory, making the pattern con-
sistent. At relatively large Zeeman splittings, the spin
dynamics becomes chaotic, producing chaotic (y(t), x(t))
trajectories. Nonzero Zeeman coupling ∆x enhances the
spin rotation, and, therefore, even if the particle displace-
ment during one quasiperiod is small, spin precession is
essential for the orbital motion. In this case, the dynam-
ics of σz strongly modifies not only the effective cyclotron
frequency ωc + 2α
2σz but also the α - dependent terms
in the equations of motion. The spin-orbit coupling here
serves as a mediator between Zeeman-induced rotation
and enhanced trajectory chaotization. On the contrary,
6∆z suppresses the spin rotation and stabilizes the trajec-
tory against the chaos.
CHAOTIC HALL EFFECT
To compare the following results of approach with the
conventional Hall effect in a uniform electric field E ≪
B, we present the corresponding velocity as:[
vx
vy
]
= uH
[
− cos (ωct+ φH)
sin (ωct+ φH)
]
+ vH
[
1
0
]
, (20)
where uH =
(
v20 + v
2
H
)1/2
and φH = arctan(v0/vH).
Here vH = −E/B is the conventional Hall velocity in
the given geometry with E > 0. For the initial condi-
tions vx(0) = 0, vy(0) = v0, chosen here without loss of
generality, the Hall velocity in Eq. (20) has the form
vx = vH (1− cos(ωct)) , vy = vH sin(ωct). (21)
Note that here the effect of SOC is stronger since the
mean value of velocity during one cyclotron period is not
small. Moreover, the constraint (11) is lifted here, mak-
ing the system prone to chaos even at ∆x = 0.
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The numerically obtained trajectories and chaos devel-
opment in the Hall regime are reported in Figs. 6 and 7.
It is seen, that at a relatively weak SOC α = 0.1 (Fig.
6) the motion is approximately periodic being chaos-like
within one period. At a stronger SOC α = 0.3 (Fig. 7),
the periodicity disappears and the motion becomes truly
chaotic.
To analyze the qualitative effect of the spin precession
σz(t), we need to compare the renormalized by SOC cy-
clotron frequency ωc+2α
2σz to the electric field E. When
|ωc + 2α
2σz | ≫ E, the system is close to a conventional
Hall effect. Otherwise, it is out of this regime, and the
particle acceleration is determined primarily by the elec-
tric field. This occurs if α2 > ωc/2 at time tc satisfying
the condition σz(tc) = −ωc/2α
2. The time τ the particle
spends out of the classical Hall regime is of the order of
τ ∼ E/α2|σ˙z(tc)| if σ˙z(tc) 6= 0 or τ ∼
√
E/|σ¨z(tc)|/α if
σ˙z(tc) = 0. Accordingly, the velocity at this time interval
has an increment δvy ∼ −Eτ . corresponding to elonga-
tion of trajectories along the y - axis in Fig. 7. Note
that all above discussed regularities of chaotic behavior
(such as sensitivity to initial conditions and/or problem
parameters) take place for chaotic Hall effect as well.
POSSIBLE EXPERIMENTAL IMPLICATIONS
Now we are in a position to discuss system param-
eters required for observation signatures of the chaotic
cyclotron motion and Hall effect for semiconductors and
cold atoms. Note that the effects of SOC on the reg-
ular cyclotron trajectories in semiconductors have been
experimentally observed and theoretically studied in Ref.
[31]. The role of the anomalous spin-dependent velocity
in the ac conductivity of 2D electron gas has been stud-
ied experimentally and theoretically in Ref. [32]. Full
quantum mechanical analysis of the electronic wave pack-
ets motion in magnetic field has been performed in Ref.
[33]. While Zitterbewegung-like effect has been clearly
revealed and studied in details, no chaotic behavior ap-
peared. The first reason is that the calculations have
been made for the sets of parameters far away from the
chaotic domains. The second reason is that the consider-
ation in the paper [33] is explicitly quantum mechanical
with time-dependent expectation values being calculated
with the help of corresponding wave functions. Although
the relation between quantum [7–10] and classical chaos
in spin-orbit coupling systems is very puzzling, such for-
malism, which does not deal with explicit time-dependent
differential equations, would not, most probably, reveal
features of the classical chaos. It is not excluded, how-
ever, that the approaches similar to [33] may reveal some
quantum chaotic features such as the energy levels repul-
sion, leading to non-Poissonian spectral statistics.
Interesting features of the quantum Hall effect in the
presence of SOC have been observed experimentally in
7Ref. [34] and studied theoretically in Refs. [35–38]. It
turns out also, that SOC term in the velocity is criti-
cally important for the spin Hall effect [39, 40] and low-
temperature transport [41].
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FIG. 7. Typical Hall trajectories (a) and spin evolution (b)
for σz(0) = −1 and α = 0.3. Here ωc = 0.1, ∆z = 0, ∆x =
0.1, E = 0.01 and the initial velocities vx(0) = vy(0) = 0.
Now we restore the physical units. To have a strong
effect of spin-orbit coupling in the emerging chaotic be-
havior, we need to compare the cyclotron frequency
ωc = eB/mc with that corresponding to the shift of the
conduction band bottom due to SOC, ωso = mα
2/2~3.
As an example, we take the parameters for GaAs with
m = 0.067m0 (m0 is a free electron mass) and typical
α = 10−6 meVcm. This α corresponds to the anoma-
lous velocity α/~ ≈ 1.6 × 106 cm/s, and 2ωso ≈ 1.35 ×
1011 s−1. Since for B = 0.1 T, the corresponding ωc ≈
2.6×1011 s−1, we conclude that for chaos emergence, one
needs either relatively weak magnetic fields or stronger
SOC, which occur in InxGa1−xAs or InSb 2D structures,
albeit having smaller electron effective masses. Taking
into account that at this field, ωc and ωso are of the same
order of magnitude, we also conclude that electron ve-
locity v0 ≥ α/~ and ∆x/~ ∼ 10
11 s−1 is sufficient to get
strong effects of spin precession and chaos formation. In
the Hall regime, the condition of fast precession has the
form αm|vH |/~
2ωc ∼ 1, dependent on the electric field
strengths. For the above values of B and α, this con-
dition is satisfied at vH ∼ 10
7 cm/s. The situation is
similar for cold atoms with synthetic SOC [15, 17]. Here
the SOC energy, the typical kinetic energy, and the Zee-
man term are of the same order of magnitude [16, 42].
Therefore, in the presence of a gauge field producing a
synthetic Lorentz force, the cold atoms motion is prone
to chaos [17].
CONCLUSIONS
Two-dimensional materials and structures with spinor-
bit coupling can exhibit a wealth of unexpected effects,
both of fundamental physical interest and important for
their possible electronic and spintronics applications [12].
In the present paper, using analytical and numerical
arguments in the semiclassical approximation, we have
demonstrated that joint effect of the Lorentz force, Zee-
man splitting, and spin-orbit coupling in 2D systems gen-
erates chaotic trajectories of a particle moving in this
combination of the fields. A typical chaotic trajectory
can be described as a highly entangled path with high
sensitivity to the small variations of initial conditions
and/or system parameters. To describe this chaos math-
ematically, we utilize the phase portraits of the system
under consideration as well as the spectrum of its Lya-
punov exponents. The main role is played here by the
MLE - the maximal exponent in the spectrum, providing
a consistency check for our numerical approach. Namely,
for chaotic trajectories MLE is positive, while for regular
ones it is negative. In our case, the reason for the chaos
lies in the fact that the system loses integrability since it
possesses only two integrals of motion for its phase space.
Dynamically, this effect is clearly seen in the equations of
motion including the anomalous spin-dependent velocity
term.
The specific physical mechanism behind the chaotiza-
tion is the emergence of the spin-dependent term caused
by the Rashba coupling in the effective Lorentz force re-
lated to the particle’s velocity and the Zitterbewegung
effect. In other words, the spin rotation in the Zeeman
and Rashba fields is chaotically transformed into time-
dependent anomalous (renormalized by spin degrees of
freedom) velocity. In this respect, our dependences, re-
ported in Figs. 5 - 7 can be considered as chaotic Zit-
terbewegung. This interesting phenomenon needs fur-
ther studies. Therefore, the Zeeman field plays critical
role since it can either trigger chaotization or suppress
it, stabilizing the regular trajectories. As we have dis-
cussed in this paper, the considered effects are common
for 2D semiconductor structures, weakly relativistic elec-
trons and cold atoms with synthetic gauge, spin-orbit,
and Zeeman couplings. The appearance of chaos in the
Hall regime in smooth random potentials and dynamics
of two-component wavepackets in the domains of spin-
8orbit and Zeeman couplings suitable for the chaos emer-
gence are of interest and will be studied separately. In
addition, generalization of the proposed approach for the
spin-orbit coupled Bose-Einstein condensates [43, 44] and
cold atomic gases [45] with the effective (pseudo)spin
s = 1, demonstrating a more classical behavior than
s = 1/2, can reveal possibly chaos-related properties of
these systems.
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