We consider Brownian motion with a negative drift conditioned to stay positive. We give a sufficient condition for an initial measure to be in the domain of attraction of a quasistationary distribution. We construct a counter-example that strongly suggests that this condition is optimal.
Introduction and main results
Let = C([0, ∞), R) be the space of real continous functions endowed with the topology of uniform convergence on compacts and ( , F, (F t ), P), the standard Wiener space. Let P x be the probability on ( , F) such that B t (ω) = ω(t) is a Brownian Motion (B.M.) starting at x > 0. The expectation with respect to P x will be denoted by E x also, p(t, x, y) will denote the transition density of the B.M., namely p(t, x, y) ≡ (2πt) −1/2 exp −(x − y) 2 /2t. Let X t = B t − αt be the B.M. with negative (α > 0) constant drift and P t the associated submarkovian semi-group defined by P t ϕ(x) = E x (ϕ(X t ), τ 0 > t), where τ 0 is the hitting time of zero for the process X. If µ is a positive measure on (0, ∞) we say that µ is quasi-invariant, if there exists a c ∈ R such that µP t = e ct µ ∀t ≥ 0, (1.1) whereP t is the adjoint semi-group. A quasi-invariant probability measure will be called a Quasi-Stationary Distribution (QSD). QSDs for Markov processes and chains have been studied by several authors. Vere-Jones (1962), Seneta (1966) , Seneta and Vere-Jones (1966) and Kingman (1963) studied the case of general denumerable state space. For finite state space Markov chain there is only one QSD, see Darroch and Seneta (1974) . For a wide class of Markov processes Ferrari et al. (1995) showed that a necessary and sufficient condition for existence of QSD is that the process is exponentially absorbed. In the special case of birth and death processes this was previously 386 SERVET MARTINEZ ET AL.
shown by Ferrari et al. (1992) , by van Doorn (1991) and by van Doorn and Schrijner (1995, 1996) . The case of a B.M. with constant drift was studied by Martínez and San Martín (1994) , and the case of one dimensional diffusions was considered by Collet et al. (1995) .
It was proven by Martínez and San Martín (1994) that in the case of a B.M. with negative constant drift, the set of absolutely continuous QSDs is not empty and is indexed by the interval 0 > c ≥ −α 2 /2. We denote by ν c such a QSD. For any c ∈ ] − α 2 /2, 0[ , the density of ν c is given by φ c (x) = M c e −αx sinh(x √ α 2 + 2c) where M c is the normalizing constant. We denote by ν the extremal measure ν c associated with c = −α 2 /2, whose density is given by φ(x) = Mxe −αx . Notice that this last measure has the fastest decay at infinity. This phenomena is completely analoguous to what happens in the case of the birth and death process. In fact, Cavender (1978) was the first to show that, in the birth and death case, the set of QSDs is empty, a singleton or a continuum indexed by an interval. In both cases when we start with a point measure, the time evolution of the measure conditioned to remain not absorbed converges to the extremal measure. In this paper we characterize the class of initial measure that converges to QSD according to their tail decay.
Let us be more precise. Consider a probability measure µ on (0, ∞).
, the space of bounded continuous real functions, then
is the evolution at time t of the measure µ, conditioned to be not absorbed until time t. Note that if µ is a QSD then µ t = µ for all t ≥ 0 and reciprocally. Therefore QSD are fixed points of the dynamic defined by µ → µ t . An important question is to describe the basin of attraction of the QSDs, that is to find necessary and sufficient conditions on the initial measure µ to ensure that lim t↑∞ µ t is a QSD, where the limit is taken in the weak topology.
The following fact, firstly remarked by Ferrari et al. (1991) , shows that we can expect a non-trivial dependence of the initial measure µ. Given 0 < λ ≤ 1, let us consider the initial measure µ λ 0 = λν c +(1−λ)ν c with c < c, then it is not difficult to check that lim t↑∞ µ λ t = ν c . In particular, since µ λ 0 − ν c = λ(ν c − ν c ), by choosing λ small enough we find that in any neighbourhood of ν c for the weak topology, there exist initial measures that converge to ν c . This means that the weak topology is not a good concept to characterize the basins of attraction of the QSDs.
One of the main results of this paper is the following. Theorem 1.1. Let µ be a probability measure on (0, ∞) with a density ρ. If
where
Let us notice that the parameter λ(β) corresponds to a critical value of the tail of the hitting time at zero τ 0 , starting from a measure with a decay e −βx at infinity. To be more precise, it is Domain of attraction 387 well known that (see Karatzas & Shreve, 1991 )
(1.4)
Therefore if lim x ∞ −(1/x) log ρ(x) = β < α, it is easy to check that 5) and this implies that
Let us discuss briefly the quantity appearing in the Theorem
Some related quantities are
and sup z ∈ R; e zx µ(dx) < ∞ = β * .
(1.9)
If the limit in (1.7) exists, then the limit in (1.8) also exists and they are equal, i.e. β = β . Moreover β = β * . On the other hand if the limit (1.8) exists then it is not guaranteed that the limit (1.7) exists, but when it does they are equal (β = β). Finally, to show that if the limit exists in (1.8) and then β = β * , we use
from which it is immediately seen that β = β * .
In the proof of Theorem 1.1 we shall use the following result, which is interesting in itself because it characterizes the set of QSD as those distributions having exponential absorption time. 
The next result implies that if the weaker condition lim x ∞ −(1/x) log µ([x, +∞)) = β < α is not satisfied, then the result (1.3) could fail. Theorem 1.4. Given that 0 < β 1 < β 2 < α and > 0 satisfy the following constraints:
, where
there then exists an absolutely continuous probability measure µ, satisfying
and a subsequence t k ∞ such that
(1.14)
We notice that = 1/3, β 2 = β 1 + η, with η < β 1 /4, and α = 2β 1 , satisfy (i) and (ii) of the previous theorem.
Proof of the Theorem 1.1
The proof of the Theorem 1.1 is based on a compactness argument that implies existence of limits along subsequences in (1.3). The uniqueness of the limit will be proved afterwards. Let us recall (see, for example, Karatzas & Shreve (1991) , p. 97 and pp. 196-8) that, for y > 0 
Therefore, the transition density of X t on τ 0 > t is
and in particular
Proof of Lemma 1.2. Let ν be a QSD. Using the Markov property and denoting f s (x) = P x {τ 0 > s} we get
where the last equality is obtained by a direct computation. Thus ∀s ∈ I we have
which implies that
Integration by parts leads to
Using that {e −x 2 /2s } s∈I is a complete family (see, for example, Brown (1986), pp. 42-43) we deduce G ≡ 0, from which it is obtained that ν(dz) = φ c (z)dz.
We now tackle the proof of Theorem 1.1. We will prove a lower bound for
Proof. We denote the Gaussian density by γ t (x) ≡ e −x 2 /2t / √ 2πt. Using (2.4) we have, for any x 0 ≥ 0,
Inserting this in (2.6) we get
, a simple change of variable and standard Gaussian estimates imply that, for all u > t
Therefore, we get
and this ends the proof of the Lemma 2.1.
Let us state a result on the Laplace transform of the conditioned process starting from an initial measure.
Proof. Note first that neglecting the negative term coming from p(t, x, −y) in (2.2) we have
Now given 0 < a < b < ∞, to be chosen later, then using
On the other hand, using (2.6) we have
Using the simple fact that the derivate with respect to u of
Therefore, using (2.13) we get that, if t ≥ t 0 for some t 0 large enough,
for some strictly positive constant c = c(t 0 ). This implies
Consider now the term
The integral ∞ 0 on the right-hand side of (2.18) consists of two pieces, On the one hand, if β − − z > 0 we have
and on the other hand, if δ < b − α + β − , we have by standard Gaussian estimates (2.20) and Lemma 2.1 we get
where C 1 can be chosen independent of t for large t.
The next term to consider is
For a < α − β − we get
Therefore, choosing a > 0 in such a way that a < α − β − − √ 4(α − β)β , which is always possible if is small enough, we get
for some finite C 2 independent of t, for large t.
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Finally, consider
for large t and some constant A > 0. Since α 2 /2 ≥ λ(β + ) we get 
The next result is an asymptotic estimate on the time derivative of P µ [τ 0 > t] that will be crucial for proving the uniqueness of the limit in (1.3). Take 0 < ≤ 0 < 1, 0 to be fixed. Let us define for all
Proposition 2.2. If lim
We divide t+s = J t+s + L t+s , where
.
Observe that 
for some constant C 1 and large t. A direct computation shows that
, which is equivalent to α 2 /2 > λ(β) + (K + 2). Thus from (2.34) we obtain that (2.32) holds. To finish the proof we show (2.33).
Explicit differentiation leads to
and
t+s (x − m(x)(t + s))e − (x)(t+s) xdx (t + s) .
(2.37) We first consider G t+s . The integral will be divided into three portions.
Given a large enough, say a ≥ 2K + 2, let > η be such that
× γ t+s (x − m(x)(t + s))e − (x)(t+s) x dx (t + s) . (2.38) It can be checked that there exists t 0 such that for all t ≥ t 0 and for all x ≥ (t + s) , we have (x − m(x)(t + s)) 2 /2(t + s) ≥ a (t + s) + x and (x) ≥ λ(β) − K , therefore
for some positive C 2 ( ). By a similar argument and taking t + s ≥ M/δ it can be confirmed that for some C 3 ( , δ) we have 
It is easy to check that on δ(t + s) ≤ x ≤ (t + s), we have, if t is large enough
for some positive constant C 5 . Therefore 
Proof. It follows immediately from the fact that
Now we finish the proof of Theorem 1.1. It follows from Corollary 2.2 that, given µ satisfying the hypothesis of the theorem, there exists a subsequence t k ↑ ∞ and a probability measure µ on R + , such that in the weak topology
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On the other hand, by the Markov property,
Since E x [τ 0 > s] is a bounded continuous real function, we get
Using Corollary 2.2, we get
Finally, from Lemma 1.2 we getμ = ν −λ(β) . By the uniqueness of the limit we conclude that lim
Proof of Theorem 1.3
The first part of the proof consists in reducing it to the absolutely continuous case. Notice that the evolution of measures given by (1.2) satisfies (µ s ) t = µ s+t . Hence, it is enough to prove the result when the initial measure is
where c is the normalizing constant. Notice that µ 1 has a density ρ 1 given by
We now claim that
In fact,
This last equality is obtained by using the integration by parts formula. Consider x 0 > 0 such that ∀x ≥ x 0 , µ[x, ∞) ≤ e θx , and take y > x 0 .
We get
from which it is deduced that lim
and the claim in (3.1) is proven. For the rest of the proof we put ourselves in the absolutely continuous case, therefore µ has a density ρ satisfying lim y→∞ −(1/y) log ρ(y) ≥ α.
We introduce the function h(x) = ρ(x)e −αx , hence lim y→∞ −(1/y) log h(y) ≥ 0. In particular there exist x 0 > 0 and a function ε :
for all x ≥ x 0 , and lim x→∞ ε(x) = 0. The function ε(·) can be taken to be decreasing and continuous.
Consider, for large t, the increasing function
and define (t) = (t) ∨ t γ for a fixed γ ∈ ( 1 2 , 1). The increasing function satisfies
We define the following objects:
Notice that
We shall prove that
from which the result will follow.
Using that sinh z ≥ z and sinh z ≤ ze z we obtain
for all z > 0, from which (3.3) and (3.5) follow.
For the other two limits we consider t large enough such that (t) ≥ x 0 . Let us bound L(t, ·). We denote, by ε t = ε( (t)),
For the proof of (3.6) we split the integral in two regions.
This last inequality follows from condition (3.2) on . We obtain the following bound
For large t, (t)/t < α/2 and ε t < α/2, from which we get
where A is constant and we have used (3.2) again. Using (t) ≥ t γ we obtain
On the other hand, for large t
where K is chosen such that
Finally (3.4) is deduced using the bound obtained in region (II) and the lower bound on M(t).
Proof of Theorem 1.4
In this section we prove Theorem 1.4. The method is to construct a measure which has two different exponential decays on disjoint intervals that become larger and larger. In what follows we construct a probability measure, with density ρ, which satisfies the statement of Theorem 1.4.
Remember that β 1 < β 2 . Consider
where for all k, β 2k = β 2 and β 2k+1 = β 1 , a k and b k are positive numbers satisfying a k < b k = a k+1 < b k+1 . First we assume that b k − a k ∞ and that C has been chosen in such a way that µ is a probability measure.
By a simple change of variable, we get
γ (y) ≡ e −y 2 /2 / √ 2π is the Gaussian density. We want to find a k , b k and t k ∞ such that, on the one hand we have roughly speaking, as n tends to ∞
in a sense that will be made precise later, while on the other hand, we have
From condition (i) in Theorem 1.4, we can choose θ such that
and define recursively a n+1 = b n , b n+1 = θa n+1 . Also from condition (ii) we can take δ > 0 such that λ( Proof. Given η > 0, we have
We notice first that, since a n (u) and b n (u) are decreasing functions of u, for all t n ≤ u ≤ t n (1 + η), we get 8) by restricting the integral to the smallest possible interval that could occur when u satisfies
We choose 0 < η < (1 − ) −1 , therefore b n (t n (1 + η)) grows to infinity with n. On the other hand a n (u) ≤ a n (t n ) ≤ − a n (α − β 2 )(1 + ) −1 , therefore a n (t n ) decreases to −∞ with n. This implies, after some easy estimates, that
for some constant c > 0. By explicit computation of the Gaussian integral, it is easy to check that
2 (a n (t n )) 2 ), (4.10) where this term is negligible with respect to the previous one. Collecting (4.9) and (4.10), we get
for some constant c > 0. This ends the proof of the lemma.
As in Section 2, we prove that the Laplace transform of the conditioned process is bounded in a neighbourhood of zero. Proof. This proof is similar to that of Proposition 2.1. We have
We consider the term corresponding to k = n in the previous formula. We have, as in (2.12),
Since x ≤ b n , using (4.5), we get
Therefore if z is small enough, we have
On the other hand, using (4.5) and the argument that led to (2.15), we get
b n a n e −β n x γ t n (x − αt n ) x t n dx ≥ c b n a n e −β n x γ t n (x − αt n ) x a n dx, (4.16) for some constant c > 0 and large n. Hence, If n is odd we simply notice that T (2) n ≤ ce −λ(β 1 )t n = ce −λ(β n )t n .
For the case n even we are reminded that The treatment of the term T
(1) n is a little more involved. Using the explicit expression for a k and the bound (4.5), the choice δ k = a k /2t n implies that ∀k ≥ n + 1, we have a k > a k + (α − β k )t n . Therefore, uniformly in y ∈ [0, δ k t n ], the mean x * of the Gaussian measure γ t n (x − y − (α − β k )t n )dx satisfies x * < a k thus by standard Gaussian estimates, we get, ∀y ∈ [0, δ k t n ] To estimate the previous series, since the exponent in the exponential is growing exponentially, it is enough to estimate the first term. If n is odd, as before, we get T
n ≤ ce −λ(β 1 )t n = ce −λ(β n )t n .
If n is even we have a n+1 
