Abstract-The work reported in this paper aims at developing a practical and efficient tool for utility transmission planners to protect critical transmission assets from potential physical attacks. A trilevel min-max-min optimization model is proposed to represent actions of a planner, an attacker, and an operator. These three agents share a common objective function, which is the system load shedding. The strong duality theorem is used to merge the middle-and lower-level problems into a single-level one. The resulting mixed-integer bilevel model is solved by a Benders decomposition technique using primal cuts. Two case studies are presented as applications of this novel technique. Additionally, the proposed technique is compared with an implicit enumeration algorithm.
However, it would be very costly to protect every single facility. As a result, this paper provides a methodology for utilities to select the most critical facilities to protect so that the worst-case load shedding after attack can be minimized. As a result, utilities may use the proposed model and algorithm to find efficiently their best transmission assets protection plans considering their available budget.
Related to the work in this paper, two models are reported in the literature, the attacker-defender model (AD) and the defender-attacker-defender model (DAD).
Salmeron et al. [2] developed a pioneering AD model. This AD model includes an upper-level problem whose objective is maximizing the attacker's disruptions and a lower-level problem whose objective is minimizing the resulting disruptions ( Fig. 1) . These authors proposed a decomposition-based heuristic method to solve the resulting mixed-integer bilevel optimization problem. Then, the same authors developed a new approach called Global Benders Decomposition (GLBD) method [3] to replace the heuristic method. The GLBD method is based on adding cuts to the master problem using sensitivities that reflect the impact of changing the corresponding master problem binary variable in the subproblem. However, these sensitivities are difficult to compute if the subproblem is discontinuous and may lead to inaccurate solutions. This is why we propose a new approach. In addition, references [4] and [5] utilized the strong duality theorem and Karush-Kuhn-Tucker (KKT) optimality conditions, respectively, to convert the AD bilevel problem into a single-level problem, which can then be solved using mixed-integer linear programming solvers.
The DAD model is built based on the AD model, and was originally proposed in [6] . Bier et al. [7] used a heuristic approach to solve this model, which could be biased due to the limitations of the proposed heuristic. Holmgren et al. [8] used game theory as the solution technique, which was novel and simple, but unsuitable for complex real-world applications. Yao et al. [9] applied trilevel optimization theory to formulate the DAD model mathematically and proposed a decomposition-based method to iterate between the outer problem and the bilevel inner problem. Recently, Alguacil et al. [10] used the algorithm developed in [11] to solve this trilevel optimization problem. However, this algorithm might not be applicable for large-scale electric grids due to long computational times or stringent hardware requirement.
Within the framework of these previous works, this paper considers a DAD model, illustrated as a planner-attacker-operator model in Fig. 2 .
The planner represents the transmission operator that wishes to create effective defense plans to protect the electric grids from possible physical attacks without exceeding budget limits or defense resource limits. In other words, the planner wishes to minimize load shedding by determining the components to be defended. Oppositely, the attacker knows which components are protected and then determines which components to attack in order to maximize load shedding. In this paper, a rational attacker is considered. If the attacker does not act rationally, the damage will not be maximized. From the planner/defender's perspective, the worst-case attack plan is the only target, which needs to be mitigated by choosing an appropriate protection plan. Once the appropriate protection plan has been determined by the proposed algorithm, no larger damage than that pertaining to the situation of the attacker acting rationally (using the worstcase attack plan) is possible. Once the attacked components are out of service, the system operator modifies the system operating variables to minimize load shedding. This way the system damage is reduced to a minimum. Thus, the earliest decision is made by the planner at the upper-level, the next one by the attacker at the middle-level, and the last one by the operator at the lower-level. As a result, it is not possible to consider that the attacker has only partial information of the planner's defense action. Nevertheless, note that the worst condition corresponds to the case of an attacker with full information.
Mathematically, the proposed model ( Fig. 2) can be recast as a min-max-min trilevel problem. Note that both upper-level and middle-level problems include sets of binary variables that represent defense and attack plans. Trilevel problems are hard to solve. However, using duality theory, the two inner level problems (max-min) can be merged into a single level (max) problem. This results in a final min-max problem with two sets of binary variables, one per level. A Benders primal decomposition method is proposed in this paper to solve this min-max problem, which results in an efficient solution algorithm. Note that the lower-level problem must include both upperlevel and middle-level variables information, otherwise the proposed algorithm cannot be applied. Therefore, we propose a revisited formulation as compared to previous formulations [10] .
The major contributions of this paper are listed below: 1) A new efficient algorithm is proposed to solve the plannerattacker-operator model based on Benders decomposition with primal cuts. 2) Comprehensive numerical studies are carried out to show the computational efficiency of the proposed algorithm.
II. PROBLEM FORMULATION

A. Assumptions
In this paper we assume that the attacker is rational enough to attack the most significant assets of the electric grid, which can be easily identified as higher-voltage transmission assets (ࣙ69 kV). They can be categorized as transmission line assets, which are outside of the substation fences and visible/reachable by potential attackers, and transmission substation assets which are inside the fences and visible/reachable with difficulty by potential attackers. Even though destroying one entire substation or one substation bus can cause all the incoming transmission lines that are connected to that attacked substation or bus to be tripped out together, it is not easy to make this happen and complex for the attackers due to the substation fences and multiple components to be attacked. Conversely, damaging the transmission line suspension insulators or the transformer bushings is easier and may drive the corresponding line or transformer into fault condition and out of service. As a result, this paper focuses on attacks to transmission lines or transformers. In addition, we assume that the attacker can attack multiple elements (transmission lines or power transformers) simultaneously. For instance, there are more and more 345 kV double-circuit tower corridors in the PJM network, which provide easier opportunities for an attacker to simultaneously disable two parallel circuits on the same tower due to their proximity. Note that this is a conservative assumption from the planner point of view. In turn, the system operator re-dispatches the system to minimize load shedding.
We consider the ramping limits of the generating units in the proposed model and case studies. Specifically, we set the ramping-up limit as the unit capacity (default setting) and as a certain percentage of each unit capacity. Additionally, the ramping-down limit is implicitly set to the capacity of each unit by allowing the possibility of attacking one or several lines to isolate the unit.
On the other hand, we consider the worst-case situation in which the attacker disables the transmission lines/transformers permanently until the linemen's repair. In other words, the network topology is changed after the attack and remains so for at least several hours. As a result, the power flow of other lines should be restricted by their steady-state capacity constraints as in optimal power flow problems.
Note that N-1 security is equivalent to single-element attack security in the defense planning problem. Thus, if the system operator enforces N-1 security, the attacker needs at least to attack two elements to achieve any load shedding. N-1 security is not enforced in the pre-attack state, but can be easily incorporated at the cost of higher computational burden. 
where
Problem (1)- (11) includes three optimization levels, which are: 1) planner's upper-level; 2) attacker's middle-level; and 3) operator's lower-level. The three levels have the same objective function (1), which is total load shedding. The planner tries to minimize load shedding through binary variables d l as shown in constraint (2) . If d l equals to 1, line l is protected and the attacker cannot disable it. Oppositely, line l is vulnerable to a potential attack if d l equals 0. Constraint (3) states that the planner has a defense resource limit. On the other hand, the attacker uses binary variables a l to maximize load shedding after the planner has made the protection decisions. If a l equals 0, line l is under attack. Otherwise, line l is safe. Similarly as in the upper-level problem, the attacker resources are limited by (5) . Then, the operator will respond to the loss of lines after the attack by changing the operating control variables P (6) is zero since line l is not protected and attacked. The node balance equation at bus n is (7) and incorporates load shedding variable ΔP d n . Constraint (8) limits the production of each generator. Constraint (9) enforces ramping limits between the pre-attack and the post-attack states. Note that constants P G j,0 are obtained by solving model (6)- (11) with all a l equal to 1, that is, the preattack condition. Similarly, constraint (10) enforces the power flow of line l to be within its capacity limits. Constraint (11) makes the load shedding at each bus smaller than or equal to that bus's demand.
Model (1)- (11) consists of three decision-making levels. In the first level the planner decides which components to protect to create the best protection plan by assuming the attacker's most destructive attack plan; whereas the attack plan is made assuming that the operator responds to the attack by minimizing damage. For instance, consider an example in which there are three lines whose unavailability entail load shedding of 100 MW (line 1), 90 MW (line 2) and 80 MW (line 3). In this example, both the protection and attack resource limits are selected as 1 line. These load shedding values are calculated assuming that the operator operates the system to minimize load shedding once a specific line has been attacked and made unavailable. Therefore, the planner assumes that the second-level attacker's decision would be attacking line 1 since the attacker intends to maximize load shedding. As a result, the planner would protect line 1 and then the worst-case situation is line 2 attacked and the corresponding load shedding is 90 MW instead of 100 MW. The tutorial reference [12] provides additional background information.
III. SOLUTION TECHNIQUE
The first step for solving this trilevel problem is merging the lower-level and middle-level problems into one single-level problem using either the strong duality theorem [13] or KKT optimality conditions [14] . This is possible because the lower-level problem is linear and thus convex in its optimization variables. As a result, this trilevel problem is transformed into a bilevel problem with binary variables and nonlinear constraints that can be linearized [15] [16] [17] . Since both the master problem and the subproblem have binary optimization variable vectors (a and d), which prevent directly deriving dual variables (sensitivities) to formulate dual cuts, a Benders primal decomposition method (also called C&CG decomposition method [18] ) is used to solve this bilevel problem. Outcomes are compared with those from an implicit enumeration method [19] . Note that in addition to the implicit enumeration method, to the best of authors' knowledge, there is no other existing methods for solving this trilevel planner-attacker-operator model. Since a decomposition-based method is used, a subproblem and a master problem have to be formulated.
A. Subproblem
Duality theory is used below to transform the lower-level problem including its set of constraints (6)- (11) into its equivalent dual problem. Since the lower-level problem becomes linear and convex once the upper-level vector d and the middle-level vector a are fixed, the strong duality theorem indicates that the primal and dual objective function values are equal at the optimum. Thus, the max-min subproblem is transformed into a max-max problem which is a single-level maximization problem. As a result, the subproblem becomes:
subject to :
The objective function (12) is equivalent to the original objective function (1) due to the strong duality equality. Constraints (13) and (14) are identical to constraints (4) and (5), respectively. Constraints (15)- (18) are nonlinear dual constraints. Their nonlinearities originate from the product of binary and continuous variables. However, these products are easily linearized using two additional sets of continuous variables t l and h l . Take the lth line as an example. Based on the dual transform of (6), the following equation is obtained:
since a l is a binary variable and μ l is a continuous dual variable, their product is non-linear, but can be linearized using the following method: 1) Let t l be a new continuous variable that represents the product of a l and μ l , 2) let h l be a new continuous variable satisfying (16) , and 3) introduce new inequalities (17) and (18) . Thus, if a l is equal to 0, t l is also equal to 0 (as desired), and h l is equal to μ l . Oppositely, if a l is equal to 1, h l is equal to 0, and then, t l is equal to μ l (as desired). Additionally, since dual variable μ l is free, its upper and lower bounds which are used in (17) and (18) can be set equal to large enough constants.
Constraints (19)- (21) are additional dual constraints. The limits of dual variables (22)- (24) are set based on primal constraints (8)- (11).
B. Master Problem
Considering a Benders framework, the master problem is then formulated based on (3) and (6)- (11) as follows:
The optimization variables of master problem (25)-(33) are the auxiliary variable η, the operating variables P Fig. 3 clarifies the flow of communication between the master problem and the subproblem.
C. Master-Sub Problem Interaction
In Fig. 3 , vector y and π generically refer to the operating variables and the dual variables of the lower-level problem, respectively, which are continuous. The constant scalars, matrices and vectors A, B, E, F, G, K, M, P, Q, R, U, V and W correspond to the parameter information of the master problem and the subproblem. The right-hand side of the figure represents the subproblem, given a fixed defense decision vector d * determined at the master problem. On the other hand, the attack decision vector a * is obtained after solving the subproblem and transferred to the master problem at each iteration. The subscript i is the iteration counter. All parameter information of iterations prior to the current iteration is kept for future iterations. It should be noted that primal (not dual) information a * is transferred to the master problem from the subproblem. Another observation is that both the master problem and the subproblem are mixed integer linear programming problems, which can be solved efficiently using standard branch-and-cut solvers.
Therefore, both the master problem and the subproblem should incorporate primal operation information. Additionally, the master problem includes upper-level variables (d l ) while the subproblem includes middle-level variables (a l ). Benders primal decomposition method requires that the lower-level problem includes both upper-level and middle-level variables. And this is the reason why constraint (6) needs to incorporate the upper-level decisions d.
The master problem and the subproblem provide a lower and upper bound, respectively, of the objective function optimal value. The master problem is obtained by partially defining its feasible region, while the subproblem is obtained by fixing the master problem variable vector d. As a result, the master problem and the subproblem are relaxed and further constrained versions, respectively, of the original problem. Therefore, the master problem and the subproblem generate lower and upper bounds, respectively. Both master problem and subproblem interact until the gap between the lower and upper bounds is small enough.
Therefore, the algorithm is described in the following:
Step 0: Set the lower bound (LB) and upper bound (UB) to negative infinity and positive infinity, and set the iter-ation counter to i = 0. Solve the subproblem protecting 0 lines and using the defense resource limit (K) as the attack resource limit (Z , whichever leads to the smaller objective function value (the load shedding), and stop, an optimal solution has been found. Otherwise, update the iteration counter, i ← i + 1. The algorithm continues in Step 1.
D. Computational Considerations
To illustrate the efficiency of the proposed algorithm, we compare it with an implicit enumeration one [11] . The implicit enumeration algorithm explores a tree with nodes and branches. Each node corresponds to an attack decision vector (a) and requires solving the subproblem. Each branch represents one defense decision variable (d l ) obtained based on its up-connected node (a). The criterion of branch development is that the selected defense decision variable (d l ) must be contained in the attack decision vector (a), otherwise the next node will always correspond to the same attack decision vector (a) as the previous node (to maximize load shedding). In order to minimize load shedding, the planner must counteract the attacker's previous choice by protecting at least one of the components to be attacked.
An illustrative example of this algorithm is provided in Fig. 4 . If there is no defense, the attacker will attack line 2 and 4. Then, the planner has to choose lines 2 or 4 to protect so as to counteract the attacker's action. The algorithm always chooses the first element, which is line 2, to be protected. After protecting line 2, the subproblem is rerun and the attacker optimally chooses to attack lines 3 and 5 with line 2 being protected. The algorithm continues until the stopping criterion is reached, i.e., the defense resources are used up. More details of this implicit enumeration algorithm can be found in [11] .
Even though this implicit enumeration algorithm can obtain the globally optimal solution(s) [19] , it is too time-consuming. As mentioned in [11] , the subproblem could possibly be run as many times as (
. If the attacker is capable of attacking 2 lines simultaneously, and the planner can protect 10 lines, the subproblem needs to be run (2 10+1 − 1) / (2 − 1) = 2, 047 times. Assuming that solving a subproblem for a large system needs 30 seconds on average, the total com- putational time is 2, 047 × 30 = 61, 410 seconds ≈ 17 hours. As a result, a more efficient methodology, i.e. Benders primal decomposition method, is needed for larger systems and combinations of defense and attack resource limits.
IV. NUMERICAL RESULTS
In this section, two case studies are presented including a 9-bus system and a 118-bus system. The constants I and ϵ are defined as 100 and 0.1, respectively, in both case studies. In addition, a comparison between the Benders primal decomposition method and the implicit enumeration method is reported for the 118-bus system case study.
Both methods are implemented on a laptop with an Intel Core i7 CPU running at 2.60 GHz and 8GB of RAM using MATLAB [20] . The optimization solver Gurobi 6.5 [21] is used within MATLAB.
A. WSCC 9-Bus System
This WSCC 9-bus test system [22] is a simple equivalent of the Western System Coordinating Council (WSCC). It includes 9 buses, 3 generators and 3 loads, which are connected through 6 lines and 3 transformers as shown in Fig. 5 . Generators and lines data are provided in Table I . Table II provides outcomes for the worst-case load shedding corresponding to different combinations of attack and defense resource limits. The attacker's capability is represented by the maximum number of attacked lines as shown in the first column of Table II . If the attacker can only attack one line, there is no need to protect any line. However, if the attacker can attack two lines, WSCC has to protect at least five lines to avoid any load shedding. It is clear that the worst-case load shedding decreases and increases with the defense resource limit and attack resource limit, respectively. Note that the protection resource limit (K) plus the attack resource limit (Z) can be larger than the total number of lines according to constraints (3) and 0  0  2  125  100  90  65  65  0  3  315  215  190  90  90  0  4  315  315  190  90  90  0  5  315  315  190  90  90  0  6  315  315  190  90  90  0  7  315  315  190  90  90  0  8  315  315  190  90  90  0  9  315  315  190  90  90  0 (5). For instance, if there are two lines and both are protected (K = 2) and the attacker is capable of attacking two lines (Z = 2), then the attacker will be unable to attack any line and the load shedding should be zero (or whatever it is in the pre-attack state). Considering that WSCC assumes that the attacker is capable of attacking two lines, the outcomes of different defense plans are shown in Table III . If no line is protected, the attacker would attack lines 8-9 and 9-4 to cause a maximum load shedding of 125 MW. As expected, the largest load at bus 9 is isolated. If 1-4, 4-5, 6-7, 8-2, 9-4 n/a 0 WSCC can only protect 1 line, line 9-4 could be protected and the attacker would move targets to lines 6-7 and 7-8 to isolate the secondly largest load of 100 MW. If WCSS can protect 3 lines, lines 5-6, 7-8, and 9-4 would be protected and the attacker will disable lines 3-6 and 8-2 to cut off the two largest generators resulting in a load shedding of 65 MW. Note that the protected lines could be different from those in Table III . As a result, WSCC can protect three particular lines to reduce the worst-case load shedding from 125 MW to 65 MW, which might be good enough. Note that the planner may wish intuitively to protect lines 8-9 and 9-4 if K = 2, because disabling these two lines results in maximum load shedding (isolating the largest load of 125 MW). If so, the attacker would disable lines 7-8 and 7-6 to isolate the second largest load of 100 MW. However, protecting lines 7-8 and 8-9 can reduce the worst-case load shedding to 90 MW. In other words, protecting lines 8-9 and 9-4 is only a sub-optimal solution.
B. IEEE 118-Bus System
The IEEE 118-bus system [23] represents a portion of the American Electric Power footprint in the Midwest of United States as of December, 1962. The system consists of 118 buses, 19 generators, 35 synchronous condensers, 177 lines, 9 transformers, and 91 loads. In other words, it has 186 candidate components to be defended and to be attacked. This system is shown in Fig. 6 .
For large systems, computational time is critical. To illustrate this, both the implicit enumeration method and the proposed method are considered with this 118-bus system.
The attack resource limit (Z) is considered equal to 2. The planner will decide which lines to protect so that the corresponding worst-case load shedding is acceptable by either the operator or the regulator. After simulating several defense resource limits (K), the results are shown in Table IV .
The total load of the IEEE 118-bus system is 4,242 MW. If no line is protected, the worst-case load shedding is 110 MW. There is a significant difference between defending 1 line and defending 2 lines. From the simulation results, it is advisable to assign a protection resource limit (K) equal to the considered attack resource limit (Z) for this case study. As the defense resource limit (K) increases, the worst-case load shedding decreases smoothly after defending 2 lines. However, it still makes a difference in terms of load shedding, as defending 2 lines results in 48 MW the implicit enumeration method, which exhibits an exponential relationship between number of iterations and K. If the ramping-up limit (RU) is tightened to 40% of each unit capacity, the optimal solution changes. Tables V and VI provide  the optimal results. Table V provides load shedding values for  the cases without and with ramping limits, whereas Table VI provides defense plans for both cases. Note that ramping-down limits are not explicitly enforced since the attacker could possibly isolate generating units.
Considering Tables V and VI, we conclude that the case with tighter ramping limits results in a different optimal solution (in terms of lines to be protected) and higher load shedding.
As mentioned in the note below Table IV , the proposed method may just achieve a sub-optimal solution, such as in the case with 8 protected lines. This is due to the non-convexity of this trilevel problem. However, we have computationally verified that the chance of having this situation is low, and it can be avoided by adjusting the starting solution. Note that there is no general method to initialize the algorithm. However, physical insight can be used to obtain a number of appropriate starting solutions. For instance, if K = 2 in the 9-bus system case study, the algorithm will initially solve the subproblem with K = 0, Z = 2, and the result is a = [1 1 1 1 1 1 1 0 0] T , which means the attacker would attack line 8 and 9 (please refer to Table III) T to protect these two most critical lines. In addition to the algorithm's initial solution obtained by initialization method above, some other initial solutions should be considered in order to avoid reaching sub-optimal solutions, such as that pertaining to protecting the lines that supply the largest loads. The general properties of C&CG method is provided in [18] . However, the implementation of the C&CG method in the proposed formulation is different from that in the case study of [18] , where convergence and optimality can be proven.
Constraint (6) involves the product of an upper-level binary variable (d), a middle-level binary variable (a) and a lower-level continuous variable (δ). As a result, the proposed optimization model has a non-convex feasible region and it is therefore non-convex. Note that in the master problem or in the subproblem, a given binary variable is fixed. Therefore, the product of the remaining binary variable (d or a) and the continuous variable (δ) can be linearized [15] [16] [17] . However, this does not change the non-convex nature of the initial problem. Nevertheless, we have computationally verified that has good convergence and optimality properties. A stronger theoretical result needs further research and is outside the scope of this paper. In order to further analyze the convergence behaviors of the proposed method, two cases out of those in Table IV are illustrated in Fig. 7 , where the solution of the upper and lower bounds are represented.
The first case with K = 4, Z = 2 converges at iteration 5, while the second case with K = 10, Z = 2 converges at iteration 11. The trends of both cases are similar with upper and lower bound monotonically decreasing and increasing, respectively, until they cross.
Since the proposed algorithm is an instance of Benders' decomposition and the considered problem is non-convex (as the example in Fig. 9 of the Appendix), the subproblem may generate an invalid inequality, such as the second-iteration inequality in Fig. 9 . In a non-convex problem, a Benders' cut that originates bound crossing is denominated invalid inequality, since such cut (or inequality) prevents a cut reconstruction of the original objective function. If, on the other hand, the problem is convex, all cuts help reconstructing the original objective function, and thus invalid inequalities are not possible. Therefore, while solving (1)- (11), which is non-convex, a given starting solution could result in the subproblem generating an invalid inequality to be added to the master problem, which may result in bound crossing. The bounds generated by the Benders' algorithm are true upper and lower bounds if the problem is convex. If it is not, these bounds may not be true upper or lower bounds and they may cross. Please refer to the Appendix for additional details. Note that the non-convexity might cause the proposed algorithm to find sub-optimal solutions, but this does not mean that all obtained solutions must be sub-optimal [24] [25] . The needed number of iterations increases as the problem size increases.
In order to verify the stability and convergence of the proposed algorithm, we also tried several other case studies in different systems with multiple combinations of Z and K. All of them resulted in low occurrence (ࣘ3%) of sub-optimal solutions. Due to space limitation, they are not presented in this paper.
V. CONCLUSION
A planner-attacker-operator model is presented for electric grid defense planning. The mathematical formulation results in a trilevel problem. A Benders primal decomposition method is used to decompose the trilevel problem into a master problem and a subproblem, which results in an efficient solution algorithm.
Two case studies are presented to prove the effectiveness and efficiency of this proposed technique. One is a small case with 9 buses representing a simplified WSCC system and another one is the IEEE 118-bus system. The proposed technique is much more efficient than a branch-and-bound method and it is applicable to complex real-world problems.
Future work could include involving defense cost into the planner's objective function or constraints, or considering substation attacks.
APPENDIX
A. Benders' Decomposition in Convex & Non-Convex Problems
We use two simple examples below (Figs. 8 and 9 ) to illustrate how Benders' decomposition works in convex and non-convex problems. Fig. 8 illustrates the use of Benders' decomposition to find the minimum of the convex function y = f (x) subject to x ≥ 0. The algorithm starts at x 1 being its corresponding func- tion value f (x 1 ) = UB 1 (note that evaluating the function corresponds to solving the subproblem). Therefore, the initial upper bound is UB = UB 1 . The slope at this point (x 1 , UB 1 ) and the corresponding intersection point with the x-axis x 2 provides the initial lower bound LB = LB 1 (note that minimizing the ordinate subject to being above the slope corresponds to solving the master problem). Then, we consider x 2 , obtain the subproblem solution as UB 2 = f (x 2 ) and update the upper bound as UB = min (UB, UB 2 ) = UB 2 . The slope at (x 2 , UB 2 ) and the previous slope intersect at (x 3 , LB 2 ), being LB 2 the master problem solution, as it is the minimum above the two previous slopes. Therefore, the lower bound is updated as LB = LB 2 . Then, we obtain the subproblem solution as UB 3 = f (x 3 ) and update the upper bound as UB = min (UB, UB 3 ) = UB 3 . The slope at (x 3 , UB 3 ) and the previous two slopes intersect at two points, being LB 3 the master problem solution, as it is the minimum above the three previous slopes. Therefore, the lower bound is updated as LB = LB 3 . After a number of iterations, the bound difference between UB and LB is small enough and the minimum of this convex function is obtained. As a result, in a convex case bounds do not cross.
On the other hand, Fig. 9 illustrates the use of Benders' decomposition to find the minimum of the non-convex function y = f (x) subject to x ≥ 0. The algorithm starts at x 1 being its corresponding function value f (x 1 ) = UB 1 (note that evaluating the function corresponds to solving the subproblem). Therefore, the initial upper bound is UB = UB 1 . The slope at this point (x 1 , UB 1 ) and the corresponding intersection point with the x-axis x 2 provides the initial lower bound LB = LB 1 (note that minimizing the ordinate subject to being above the slope corresponds to solving the master problem). Then, we consider x 2 , obtain the subproblem solution as UB 2 = f (x 2 ) and update the upper bound as UB = min (UB, UB 2 ) = UB = UB 1 . The slope at (x 2 , UB 2 ) and the previous slope intersect at (x 3 , LB 2 ), being LB 2 the master problem solution as it is the minimum above the two previous slopes. Therefore, the lower bound is updated as LB = LB 2 . Since LB 2 is larger than UB 1 , the lower bound (LB) is larger than the upper bound (UB). As a result, non-convexity could cause bound crossing.
