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Abstract
With malaria still prevalent and considered to be one of the most devastating
infectious diseases in the world, many scientific efforts have been made to reduce its
impact. One such effort includes the construction of mathematical models. Mathe-
matical models can be used to analyze malaria transmission dynamics in the human
population. The development of these models allows researchers to consider the con-
trol measures necessary to reduce the prevalence of malaria infection and possibly
eliminate it.
The model presented in this thesis will provide the relationship of female Anopheles
mosquitoes and insecticide treated paint acting as the control. A deterministic system
of differential equations will be studied for the transmission of malaria. Optimal
control theory will be used as a mathematical tool to make decisions involving this
complex biological system. The desired outcome is to minimize the number of infected
humans and the relative cost of paint application. The insecticide treated paint will
be used as the control measure to minimize the spread of disease in a predefined time
interval subject to the dynamical model and constraints for the input controls. The
dynamical model is governed by a system of ordinary differential equations and will
utilize Pontryagin’s Maximum Principle in the optimal control theory. Numerical
simulations, such as a forward-backward sweep method will be carried out to show
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Malaria is a prevalent and serious disease caused by protozoan parasites of the genus
Plasmodium. Plasmodium falciparum is one of the species that cause malaria in
humans. It is the most dangerous form of malaria, with the highest rate of mor-
tality [25]. According to the CDC, malaria caused an estimated 229 million clinical
episodes worldwide and a reported 405,000 deaths in 2018 [8]. Where malaria is
found is dependent on various factors including temperature, humidity and rainfall
[8]. Transmission occurs in tropical and subtropical areas of the world. The disease
is transmitted year round and is known to be more intense in warmer regions closer
to the equator [8]. Malaria is more prevalent in sub-Saharan Africa than in many
other regions of the world. Of the estimated 405,000 deaths malaria claimed in 2018,
94% occurred in Africa, with 67% being children age 5 and younger. [33] The malaria
parasite is transmitted to humans through the bite of an infected female Anopheles
mosquito. Anopheles gambiae are considered to be an efficient vector due to their sus-
ceptibility to Plasmodium falciparum, their preference for humans as a host and their
indoor feeding behavior [35]. Plasmodium falciparum is the most prevalent malaria
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parasite in the WHO African Region, accounting for 99.7% of estimated malaria cases
in 2018 [33]. Human malaria is characterized by clinical symptoms including fever
and chills at regular intervals. Mosquitoes acquire infection from infectious humans
after a blood meal. Preventative efforts have been made to curtail the spread and
possibly eradicate malaria altogether. The goal in this thesis is to develop a math-
ematical model for human-vector interactions with the aim of investigating the role
of a wall treatment. More specifically, we are analyzing the effect of an insecticide
treated paint on the indoor walls of dwellings in an endemic area of Africa.
1.2 Optimal Control Theory
Optimal control theory allows us to understand and make decisions regarding com-
plex biological events by adjusting a control variable. It is a standard approach used
to find a set of control strategies that will optimize the outcome of a physical system.
Typically we have a deterministic mathematical model consisting of state variable(s)
which describe the behavior of the underlying dynamical system that will be con-
trolled. We can change the behavior of the state variable(s) by adjusting the control
function(s). An additional component to an optimal control problem is a set of vari-
able constraints that properly define the components of the model. As an illustration,
consider the following example in the control of a single ordinary differential equa-
tion. This example is referenced from Lenhart and Workman [21]. Given a piecewise
continuous control function u(t), there exists an associated continuous and piecewise
differentiable state variable x(t) defined on some finite time interval [t0, t1] that solves,
x
′
(t) = g(t, x(t), u(t)), with the initial condition x(t0)=x0. The goal is to find an op-
timal control u∗(t) that either maximizes or minimizes the objective functional J(u).










Here, f and g are continuously differentiable functions of their arguments. The ob-
jective functional depends on both the state and control variables and will balance
judiciously the desired goal with the required cost to reach it [21]. The principle tech-
nique for this optimal control problem is to solve a set of necessary conditions that
an optimal control and corresponding state must satisfy. These first order necessary
conditions are given by Pontryagin’s Maximum Principle [21].










(t) = g(t, x(t), u(t)),
x(t0) = x0, x(t1)free,
then there exists a piecewise differentiable adjoint variable λ(t) such that
H(t, x∗(t), u(t), λ(t)) ≤ H(t, x∗(t), u∗(t), λ(t))
for all control u at each time t, where the Hamiltonian H is
H = f(t, x(t), u(t)) + λ(t)g(t, x(t), u(t)),
and
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The final time condition on the adjoint variable is called the transversality con-
dition. This principle outlined in Theorem 1.2.1 changes the problem of finding the
control that maximizes the objective functional subject to the state ordinary differen-
tial equation(s) and initial condition(s) to the problem of optimizing the Hamiltonian
pointwise. By maximizing the Hamiltonian H with respect to u(t) at u∗(t) we obtain
the following necessary conditions:
∂H
∂u
= 0⇒ fu + λgu = 0
λ′ = −∂H
∂x
⇒ λ′ = −(fx + gx)
λ(t1) = 0
These are referred to as the optimality condition, adjoint equation, and transversality
condition respectively. In addition, in a maximization problem, for each t ∈ (t0, t1),
∂2H
∂u2
≤ 0 at u∗(t)
must hold from concavity. To obtain a genuine solution in optimal control, many of
the real world optimal control problems require bounds on the controls in which case
Pontryagin’s Maximum Principle still holds. In order to solve optimal problems as
mentioned above with control bounds, we have a ≤ u(t) ≤ b where a and b are fixed
real constants and a < b.
Let’s now demonstrate an application of optimal control taken from Lenhart and





tu(t)2 + t2x(t)dt (1.2.1)




(t) = −u(t), x(1) = 1 (1.2.2)
The goal of this problem is to minimize the integral, which is dependent on both
the state x(t) and control u(t) variable, with respect to u. Notice in this example that
t is explicitly defined, this is not always the case. Also notice that there is only one
state variable. When dealing with complex physical systems it is common to have
multiple state equations.
To obtain the solution of an optimal control problem, we need to change the
constrained optimization into unconstrained. If the constrained problem is subject to
equality constraints, the method of Lagrange multipliers can be used to convert it into
an unconstrained optimization problem in order to find the local maxima or minima
of a function [18]. In our case, we may reformulate the Lagrangian as a Hamiltonian
denoted H, where the solutions will be local minima for the Hamiltonian. This is done
in the form of Pontryagin’s minimum principle. To verify the necessary conditions,
we begin by forming the Hamiltonian H. H(t, x(t), u(t), λ(t)) = f(t, x(t), u(t)) +
λ(t)g(t, x(t), u(t)). Here we have that
H = tu2 + t2x− λu (1.2.3)
We can view this optimal control problem as having two unknowns, u∗ and x∗, at the
start. A piecewise differentiable adjoint variable λ is introduced, which is similar to
a Lagrange multiplier. The adjoint variable attaches the differential equation infor-
mation onto the minimization of the objective functional. Then, we begin by finding
appropriate conditions that the adjoint function should satisfy. By differentiating the
map from the control to the objective functional, we will derive a characterization of
the optimal control in terms of the optimal state and corresponding adjoint [21]. The
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necessary conditions that we derive are as follows: The optimality condition gives
∂H
∂u
= 2tu− λ = 0, (1.2.4)







λ(2) = 0 (1.2.6)
Now there are three unknowns, u∗, x∗, and λ, where u∗ and x∗ are the optimal control
and state respectively, which we are trying to solve for. The third step to solve this
problem is to eliminate u∗ by using the optimality condition (1.2.4), Hu = 0. That is,
solving for u∗ in terms of x∗ and λ. Doing so yields, u∗ = λ
2t
. Note, we see the problem
is indeed minimization as, ∂
2H
∂u2
= 2t ≥ 0 when t ≥ 0, which is always the case since t
represents time. The next step is to solve the two differential equations for x∗ and λ
with the two given boundary conditions, substituting u∗ in the differential equations
with the expression for the optimal control from the previous step. Since in our case
the adjoint equation is strictly dependent on time, we don’t need to substitute in the
expression for the optimal control u∗. Instead, we can integrate the function (1.2.5)
directly and calculate that λ(t) = −1
3
t3 + C1. Applying the transversality condition
(1.2.6), we have 0 = −1
3
(2)3 + C1. This implies that C1 =
8
3





. The final step after finding the optimal state and adjoint, is to
solve for the optimal control. Again, in this example since the optimal state (1.2.2)
is directly dependent on the control u, we are going to solve for the optimal control
first. Recall we know that u∗ = λ
2t
. This is our characterization of the optimal control
since it is represented in terms of λ and/or x∗. Since we have now solved the adjoint
1.2. Optimal Control Theory 7






. Now that we have the optimal control solved for we can find the




. Since the expression is
only dependent on t, we may integrate the function directly with respect to t. This





+ C, where x(1) = 1. Hence, from the boundary condition
we get C = 17
18







. Thus, we have found our optimal
pair x∗ and u∗ for this particular example problem.
It is relevant to note that Pontryagin’s Maximum Principle can be extended to
multiple states and controls. Consequently, corresponding adjoint variables are intro-
duced. In the case of a maximization problem with multiple states and one control





f(t, x1(t), ..., xn(t), u(t))dt.
Similarly, the Hamiltonian is,
H = f(t, x1(t), ..., xn(t), u(t))+λ1(t)g1(t, x1(t), ..., xn(t), u(t))
+ ...
+ λn(t)gn(t, x1(t), ..., xn(t), u(t))








Systems whose mathematical models are too complex to provide analytical so-
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lutions require numerical simulations. This thesis uses a numeric approach that is
explained in greater detail in Chapter 4.
This thesis is organized as follows: In Chapter 2 we begin with the description of
the human-vector model. In Chapter 3 we give context to the objective functionals
and then apply Pontryagin’s Maximum Principle to find the necessary conditions for
the optimal control as well as the characterization of the optimal control. In Chap-
ter 4 we show the numerical results, referencing order 2 Runge-Kutta and forward-
backward sweep methods to illustrate the population dynamics with a wall treatment
used as a preventative measure. We conclude with Chapter 5, summarizing results
and exploring possibilities for future work.
This thesis is an extension of the work developed by Ratti and Wallace in the
research article entitled, A Malaria Transmission Model Predicts Holoendemic, Hy-
perendemic, and Hypoendemic transmission patterns under varied seasonal vector dy-




We begin with the following human-vector model given by the system of ordinary
differential equations in Table 2.1. The initial conditions for the state system can
be found below the table. For reference, and to better understand the population
dynamics comprising the state system, graphical illustrations are provided in Figures
2.0.1 and 2.0.2 below.
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Figure 2.0.1: The Mosquito Model
Referenced from Ratti and Wallace [28]
Figure 2.0.2: The Human Model
Referenced from Ratti and Wallace [28]
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2.1 The State System
Eggs E ′ = 10b(A5 +B5 + C5)− neE − qeE (2.1.1)



































S + I +N +R
A1 −
mgN
S + I +N +R
A1
− (m+ da + u)A2 (2.1.8)
Susceptible Biting
Female
A′3 = mA2 −mA3 − daA3 (2.1.9)





S + I +N +R
A3 −
mgN
S + I +N +R
A3
− (m+ da + u)A4 (2.1.10)
Susceptible Search-
ing Female
A′5 = mA4 −mA5 − daA5 (2.1.11)
Exposed Biting Fe-
male





S + I +N +R
A1 +
mgN
S + I +N +R
A1
+mFB1 − (m+ da + u)B2 (2.1.13)
Exposed Biting Fe-
male





S + I +N +R
A3 +
mgN
S + I +N +R
A3
+mFB3 − (m+ da + u)B4 (2.1.15)
Exposed Searching
Female
B′5 = mFB4 −mB5 − daB5 (2.1.16)
Infectious Biting Fe-
male
C ′1 = m(1− F )B5 +mC5 −mC1 − daC1 (2.1.17)
Infectious Resting
Female
C ′2 = m(1− F )B1 +mC1 − (m+ da + u)C2 (2.1.18)
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Infectious Biting Fe-
male
C ′3 = m(1− F )B2 +mC2 −mC3 − daC3 (2.1.19)
Infectious Resting
Female
C ′4 = m(1− F )B3 +mC3 − (m+ da + u)C4 (2.1.20)
Infectious Searching
Female
C ′5 = m(1− F )B4 +mC4 −mC5 − daC5 (2.1.21)
Susceptible Humans
S ′ =bs −
a(C1 + C3)






































p4N − dhR (2.1.25)
Table 2.1: Governing equations
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With the following initial conditions,

E ≥ 0,
Li ≥ 0 for i = 1, 2, 3, 4,
P ≥ 0
Ai ≥ 0 for i = 1, 2, 3, 4, 5
Bi ≥ 0 for i = 1, 2, 3, 4, 5





The associated model parameters and initial human and vector population values
are described in Table 2.2 below and are derived entirely from the work of Ratti and
Wallace. All parameters in the model, aside from larval habitat parameters, are based
on experimental observations in laboratory or field [28].
Par. Description Est. Val. References
a
Probability of disease transmis-







Chitnis et al. [9]
b Egg laying rate 93.6 Hogg and Hurd [14]
2.1. The State System 15
g
Probability of acquiring infection
when a susceptible mosquito feeds
on an infected human (dimension-
less)
0.48 Chitnis et al. [9]
da
Death rate of adult mosquitoes
(time−1)
0.167 Ratti et al. [27]
dh
Death rate of susceptible and par-

















Ngwa and Shu [24]







Probability of moving to the next
day




Ratti et al. [27]
c Amplitude of habitat 1 (baseline) Ratti et al. [27]
p1 Loss of clinical immunity 0.000575
Dobaño and Moncu-
nill [11], Achtman et
al. [1]
p2
Loss of parasite suppressing im-
munity
0.0126 Bretscher et al. [6]
p3 Gain of clinical immunity 0.000821 Doolan et al. [12]
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p4
Gain of parasite suppressing im-
munity
0.000410
Langhorne et al. [19],
Rogier et al. [29],




0.0542 Wallace et al. [34]
q1 First instar L1 0.000257 Wallace et al. [34]
q2 Second instar L2 0.0008 Wallace et al. [34]
q3 Third instar L3 0.0128 Wallace et al. [34]
q4 Fourth instar L4 0.0229 Wallace et al. [34]
α1,2,4 Immunity gain/loss 0.00274 Beier et. al [5]
α3 Gain of clinical immunity 0.0274 Doolan et. al [12]
S0 Initial susceptible population 19,149
Estimated: Ratti
and Wallace [28]















Ai0 , i =
1, 2, ..., 5
Initial Ai population
≈ 12894.00782/5
Ratti et al. [27]
Bi
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E0 Initial egg population
3954200.
8835438923
Wallace et al. [34]
L10 Initial L1 population
2310300.
5386356956
Ratti et al. [27]
L20 Initial L2 population
2007000.
7121853685
Ratti et al. [27]
L30 Initial L3 population
594100.
3681122219
Ratti et al. [27]
L40 Initial L4 population
215910.
8303970495
Ratti et al. [27]
P0 Initial pupae population
103780.
6956163843
Ratti et al. [27]
Table 2.2: Parameter Values
2.2 Basic Properties of the Malaria Model
The model subdivides both the total human and vector populations at time t. The
sub-populations for humans are the susceptible individuals S(t), infected I(t) for those
individuals presenting with malaria symptoms, the clinically immune N(t) and the
parasite-suppressing immune R(t). The description for the two immune populations
will be discussed in greater detail later in this chapter. The total vector population is
divided into the aquatic stages and the adult stages. Mosquitoes grow to adulthood
through four stages. See Figure 2.2.1 for reference. The four stages in mosquito
metamorphosis are egg, larva, pupa and adult. The aquatic stages include, eggs (E),
four larval instars (Li) for i = 1, 2, 3, 4 and pupae (P ). Adult female mosquitoes,
depending on the species, may lay eggs on the surface of standing water, on dry or
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Figure 2.2.1: Life Cycle of a Mosquito
Provided by The American Mosquito Control Association [32]
moist ground, or on vegetation. All mosquito eggs require water to hatch. Once
a mosquito egg hatches, the immature mosquito begins its life in the larval stage in
water [23]. During growth, the larva reaches a point where it cannot grow further. As
a result, the larva molts (sheds its exoskeleton). From here, the larva will continue to
grow, stretching this softer exoskeleton until it must molt again. The stages between
molts are called instars. A mosquito larva goes through four instars. During the final
molt, the pupa emerges. When the pupa is fully developed, it will come to the water’s
surface one last time to emerge into the adult mosquito [23]. The adult vector stage
is divided into the susceptible (Ai), exposed (Bi) and infectious (Ci) sub-populations
for i = 1, 2, 3, 4, 5. Mosquitoes are assumed not to recover from the parasites and
so the adult vector population can be described by the Susceptible-Exposed-Infected
(SEI) model. Now each sub-population is further sub divided by a five day female
gonotrophic cycle of Anopheles gambiae. The movement of females through the five
day cycle may be described as those in quest of a bloodmeal (A1, A3, B1, B3, C1, C3),
resting after a bloodmeal (A2, A4, B2, B4, C2, C4) and searching for an oviposition site
(A5, B5, C5) [27].
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2.3 Equation Descriptions
The model of human and insect dynamics used here is exactly as in Ratti and Wallace
[28], with the exception of an additional death term to the adult vector resting sub-
populations (A2, A4, B2, B4, C2, C4) due to the introduction of the control measure.
Vector Population Equations
Mosquitoes are recruited at a rate of 10b(A5 + B5 + C5). Aquatic mosquitoes
may either mature to the next stage at a rate of ni for i = e, 1, 2, 3, 4, p or die. Death
rates are taken to be both temperature and density (aquatic habitat type) dependent.
The temperature dependent linear death rate is fi for i = 1, 2, 3, 4, p and the density
dependent death rate is qi for i = e, 1, 2, 3, 4. The density dependent death rate is
also dependent on the variable k. k represents the baseline habitat function and was
derived in Wallace et al. [34], based on rainfall and indoor resting densities for a
town in the Western Kenya Highlands over a two year period [28]. In this model,
the parameters controlling k (j and c) are varied to replicate the various endemic
patterns observed in areas of sub-Saharan Africa. The movement of adult suscep-
tible mosquitoes through the gonotrophic cycle is given as mAi. Adult susceptible
mosquitoes acquire malaria through biting an infected human. As such, there is an
additional flow in the exposed mosquito population which depends on the interaction
between infectious humans and biting mosquitoes. In this model, it is assumed that
humans in the infected (I(t)) and clinically immune (N(t)) populations can transmit
the disease to the insect. This contact rate is given by, mg(I+N)
(S+I+N+R)
Ai, where the pa-
rameter m is the probability of moving to the next day and the parameter g is the
probability of acquiring infection when a susceptible mosquito (Ai) feeds on an in-
fected human [28]. Once a mosquito has been exposed to the parasite, it requires time
before becoming infectious. This period of time is referred to as the extrinsic incuba-
tion period, denoted by the parameter F . This rate of transitioning from the exposed
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to the infectious vector population is based on this extrinsic incubation period. The
movement of exposed females through the gonotrophic cycle is given by, mFBi. The
movement of infectious females through the gonotrophic cycle is mCi. m(1 − F )Bi
represents the transition of exposed mosquitoes to the infectious population, where
1− F is the length of time for which the mosquito is exposed. Adult mosquitoes are
assumed to suffer natural death at a rate of da, regardless of their infection status
[28]. In this model, an additional death term for vector reduction is introduced. This
death term is found in the adult vector sub-populations at the resting phase. This
death rate is dependent on the efficacy of the control u. Descriptions about the con-
trol intervention and its introduction into the state system are discussed in greater
detail in chapter 3.
Human Population Equations
It is assumed that susceptible individuals are recruited at a constant rate of bs [28].
They will either die as a result of natural causes at a rate of dh or move to the infected
class. Susceptible individuals acquire malaria following contact with an infectious
mosquito. This transmission term depends directly on the contact rate between in-
fectious mosquitoes and susceptible individuals [28]. Once an individual is infected
with malaria and presents with symptoms they are moved into the infected class I(t)
at the rate aG, where the parameter a is the probability of disease transmission per
bite from mosquito to human and G is the average daily entomological inoculation
rate, abbreviated EIR [28]. G is a time varying function defined as G = C1+C3
S+I+N+R
.
This is the ratio of infectious biting mosquitoes to the total human population. Indi-
viduals with malaria symptoms (I(t)) may either recover, develop clinical immunity
or die as a result of infection. The rate of recovery for which these individuals will re-
turn to the susceptible population is α2
α2+G
p2. Individuals infected with malaria suffer
a disease induced death at a rate of di. The rate at which individuals acquire clinical
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immunity is G
α3+G
p3 [28]. It is dependent on the average daily EIR, which represents
the expected number of infectious bites received per person per day. Individuals must
have enough repeat exposure to the parasite to be able to transition into the clin-
ically immune population and remain there. Clinical immunity is assumed to take
ten years of continuous exposure to develop. Clinically immune individuals may lose
their immunity if they don’t have enough exposure to infectious mosquitoes. In fact,
the rate at which clinically immune individuals return to the susceptible population
is α1
α1+G
p1. The death rate for clinically immune individuals is dh. The second type of
immunity, referred to as parasite suppressing, only occurs as a consequence of contin-
uous infection of those who have become clinically immune [28]. Parasite suppressing
immunity develops in individuals around age 40 during gaps in infection. The rate at
which clinically immune individuals gain parasite suppressing immunity is, G
α4+G
p4.
The death rate for this immune population is dh. For the sake of this model, it is
assumed that once this type of immunity is developed, it is not lost, regardless of the
amount of exposure to infectious mosquitoes. This assumption was made in Ratti
and Wallace’s work as there is a famous case of the re-emergence of malaria in Mada-
gascar after 30 years of control. This re-emergence illustrated the longevity of the
parasite suppressing immunity that older individuals had gained during the historical
endemic period [28]. The immune response that reduces the parasite load was still
present in those individuals who had been without exposure for those 30 years [10].
Descriptions of the Two Types of Immunity
We again note that the total human population is broken into four sub-populations.
They are susceptible S(t), infected I(t), clinically immune N(t), and parasite sup-
pressing immune R(t). Immunity to the disease is naturally acquired through repeat
exposure to the malaria parasite [28]. The length of immune response can be both
short and long lived. People who have not been previously exposed to malaria expe-
rience a range of symptoms varying from mild to life-threatening [28]. This group of
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individuals are said to have clinical malaria and are considered part of the infected
human population I(t). If the average daily EIR is too low, they will either die from
the disease or lose their immunity status and return to the susceptible population
due to a lack of repeat exposure. Clinical immunity takes several years to acquire.
According to Ratti and Wallace [28], those who exhibit repeat episodes of clinical
malaria develop an immune response that suppresses the symptoms without dimin-
ishing the parasite load. These individuals will be asymptomatic and are said to have
clinical immunity N(t). People with clinical immunity are still infectious and are able
to transmit the disease. The immune response developed in this case is considered
short term and can be lost relatively quickly if the person is protected from further
infection (low EIR) [28]. The key distinction between clinical immunity and parasite
suppressing immunity is that in clinical immunity the symptoms of the disease are
suppressed but the parasite load is not diminished. Whereas in parasite suppressing
immunity, the symptoms are suppressed and the parasite load is diminished. Accord-
ing to Ratti and Wallace [28], parasite suppressing immunity can only be acquired
through continuous exposure and typically takes 10 to 20 years to develop. Therefore
this type of immunity is only seen in adults. Those who develop an immune response
that reduces parasitemia are said to have anti-parasite immunity, also referred to as
parasite suppressing immunity R(t). The immune response that reduces the parasite
load is considered long term and is lost slowly if the patient is protected from further
infection [28]. In this type of immunity the parasite load isn’t completely absent and
therefore disease transmission is possible, albeit at such a low rate it is assumed to be
negligible. Therefore, it is assumed in this case that there is no disease transmission
and that once this immunity is acquired, it is permanent.
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Chapter 3
Analysis of Optimal Control
3.1 The Objective Functional
The aim with the given objective function is to minimize the number of infected hu-
mans, while minimizing the cost of the control u. We select to model the control
effort via a quadratic term and the constant v > 0, which represents a measure of the
relative cost of the intervention. We seek an optimal control such that the following









wI(t) + vu2(t)dt. (3.1.2)
subject to the state system Table 2.1.
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Introduction of the Control Measure
We introduce into the model a time dependent preventative effort as a control to
curtail the spread of malaria. Table 3.1 provides a description of the new variables
introduced into this optimal control problem. Insecticide-based control measures are
the principal way to kill mosquitoes that bite indoors. The function 0.5 ≤ u ≤ 1
represents the bounded control on the insecticide paint at reducing the mosquito
sub-populations. The lower bound on the control is 0.5 to ensure the efficacy of
the insecticide treated paint remains at least at 50%. An additional death term of
mosquitoes due to the control measure is included in equations 2.3.8, 2.3.10, 2.3.13,
2.3.15, 2.3.18, and 2.3.20 of the state system (Table 2.1). On the second and fourth
day of the gonotrophic cycle, Anopheles females are assumed to require rest after a
blood meal from a human host and would potentially come into contact with a treated
wall. It is important to note however, this term is most likely an underestimate as
the time mosquitoes spend resting on walls is not limited to rest after a blood-meal
and could occur on other days of the gonotrophic cycle.
Variable Variable Description
w,w > 0 Weight coefficient for infected human population
v, v > 0 Measure of relative cost of insecticide treated paint
Table 3.1: Description of Variables
3.2 Existence




wI(t) + vu2(t)dt, (3.2.1)
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where U = {u(t) piecewise continuous |0.5 ≤ u(t) ≤ 1,∀t ∈ [0, tf ]} subject to the state
system of equations (Table 2.1) with initial conditions, then there exists an optimal
control u∗ such that J(u∗) = min0.5≤u≤1J(u)
Proof: The existence of the optimal control can be proved using a result by
Fleming and Rishel [13], checking that the following conditions are met:
1. The class of all initial conditions with a control u in the control set along with
each state equation being satisfied is not empty.
2. The control set U is closed and convex.
3. Each right hand side of the state system of equations in Table 2.1 is continuous,
bounded above by a sum of the bounded control and the state, and can be written
as a linear function of u with coefficients depending on time and the state.
4. There exist constants c1, c2 > 0, and β > 1 such that the integrand of the objective
functional J(u) is convex and bounded below by c1|u|β − c2.
First we clearly see that the state system of equations in Table 2.1 are bounded
from above by a linear system. In order to confirm the first condition, a result
provided by Lukes [22] (pp. 182-184) is used which gives existence of solutions of
ordinary differential equations with bounded coefficients. Since the coefficients of the
state system of equations are bounded, condition one is met. The control set U is
convex since our differential equations are linear in u. U is closed since 0.5 ≤ u ≤ 1.
Hence, condition two is satisfied. The system is linear in u and since the solutions
are bounded, the right hand side of the state system satisfies condition three. For
the fourth condition we note the integrand of the objective function is convex on U
because wI(t) + vu(t)2 is a convex function as defined in Bartle and Sherbert [4].
Theorem 6.4.6: Let I be an open interval and let f : I → R have a second derivative
on I. Then f is a convex function on I if and only if f ′′(x) ≥ 0 for all x ∈ I. In this
problem, the second derivative of wI(t) + vu(t)2 = 2v > 0. For the final part of the
condition we have that the integrand of the objective functional is convex on U . Now,
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let c1 = v > 0, c2 > 0 and β = 2. Thus, wI(t) + vu
2 ≥ v|u|2 − c2. Hence, we have
shown existence of an optimal control since the state variables are bounded.
3.3 Necessary Conditions
In order to derive the necessary conditions for this optimal control, we apply Pon-
tryagin’s Maximum Principle. This principle converts the objective functional (3.2.1)
and state system (Table 2.1) into a problem of minimizing pointwise the Hamiltonian
H with respect to the control u. If u∗ is the optimal solution of this optimal control
problem, there exists a function λ(t) = (λE(t), λL1(t), ..., λN(t), λR(t)) which satisfies
















The Hamiltonian H for the control problem consists of the integrand of the objec-
tive functional, and the inner product of the adjoint variables (λE, λL1 , ..., λN , λR)
and the right hand side of the differential equations governing the state system
of equations (Table 2.1). The Hamiltonian H is given as follows: H(t, x, u, λ) =
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(m + da + u)B4} + λB5{mFB4 −mB5 − daB5} + λC1{m(1− F )B5 + mC5 −mC1 −
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p2I − diI}+λN{ Gα3+Gp3I −
α1
α1+G




Recall G, expressed in the Hamiltonian and the following adjoint system of equa-
tions, is an auxiliary equation to the state system Table 2.1. It is dependent on time
and is defined as G = C1+C3
S+I+N+R
. This is the ratio of infectious biting mosquitoes to
the total human population.
3.4 Adjoint Equations
The differential equations governing the adjoint variables above are obtained by dif-
ferentiation of the Hamiltonian function, evaluated at the optimal control.
Theorem 3.4.1. Given the optimal control u∗ and solutions (E∗, L1
∗, L2
∗, ..., S∗, I∗, N∗, R∗)
of the corresponding state system (Table 2.1) that minimizes the objective functional






= λE(ne + qe)− λL1ne (3.4.1)





















































































= λA4(m+ da + u
∗)− λA5m (3.4.10)















= λB2(m+ da + u
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= −λE10b− λB1mF + λB5(m+ da)− λC1m(1− F ) (3.4.16)





=λC1(m+ da)− λC2m+ λS(
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S∗ + I∗ +N∗ +R∗
S∗
− α3(S
















































= λC2(m+ da + u
∗)− λC3m (3.4.18)





=λC3(m+ da)− λC4m+ +λS(
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S∗ + I∗ +N∗ +R∗
S∗
− α3(S






















































= −λE10b− λC1m+ λC5(m+ da) (3.4.21)
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(S∗ + I∗ +N∗ +R∗)2
A∗1 −
mg
(S∗ + I∗ +N∗ +R∗)2
(S∗ + I∗ +R∗)A∗1]
− λA4 [
mgI∗
(S∗ + I∗ +N∗ +R∗)2
A∗3 −
mg
(S∗ + I∗ +N∗ +R∗)2
(S∗ + I∗ +R∗)A∗3]
+ λB2 [
mgI∗
(S∗ + I∗ +N∗ +R∗)2
A∗1 −
mg
(S∗ + I∗ +N∗ +R∗)2
(S∗ + I∗ +R∗)A∗1]
+ λB4 [
mgI∗
(S∗ + I∗ +N∗ +R∗)2
A∗3 −
mg
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∗ + I∗ +N∗ +R∗))2
p4]
(3.4.24)





















































































































λE(tf ) = λL1(tf ) = ... = λN(tf ) = λR(tf ) = 0 (3.4.26)
Note: The calculation for the partial derivative of one of the terms involving G in
the Hamiltonian is included in Appendix A.
Proof: To determine the adjoint equations and transversality conditions, we dif-
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ferentiate the negative Hamiltonian function H with respect to the state variables
(E,L1, L2, ..., S, I,N,R). To minimize the Hamiltonian H with respect to the control
at the optimal control u∗, H is differentiated with respect to u and the solution for the
optimal control is obtained by equating to zero. This yields the optimality condition
of our problem. Solving ∂H
∂u
= 0 and evaluating at the optimal control on the interior
of the control set U , where 0.5 ≤ u ≤ 1 and E = E∗, L1 = L1∗, ..., A2 = A2∗, A3 =
A3
∗, A4 = A4









{λA2A2∗ + λA4A4∗ + λB2B2∗ + λB4B4∗ + λC2C2∗ + λC4C4∗}
2v
(3.4.28)


























































The optimality system is comprised of the state system (Table 2.1), adjoint system
(equations 3.4.1-3.4.25), and characterization of the optimal control (3.4.29). There-
fore, the state and optimal control can be calculated using the optimality system.
Recall, the constant v > 0. Thus we may also note, ∂
2H
∂u2
= 2v > 0 at u∗ which
confirms this is a minimization problem at the control u∗.
3.5 Uniqueness
The optimality system is comprised of the state system (Table 2.1) together with
the adjoint system (equations 3.4.1-3.4.25), and the optimal control characterization
(3.4.29). The uniqueness of the optimal control follows from the uniqueness of the
solutions to the optimality system and the characterization of the optimal control. It
can be shown that uniqueness of the solutions of the optimality system exists for a
small time interval. This small time condition is due to opposite time orientations of
the state and adjoint systems. The characterization of the optimal control given in
3.4.29 is unique due to the boundedness of the state and adjoint functions and the
Lipschitz property of the state and adjoint system.
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To show uniqueness of the optimal control solutions for the optimality system, we
use a theorem outlined in Joshi et al. [16] of a simple optimal control problem with
a bounded control. Begin by considering the following boundary value problem.

−→x ′ = −→p (t, x, λ) = (E ′, L′1, ..., N ′, R′)ᵀ,
−→






−→x (0) = −→x 0,
−→




where −→x ∈ Rm,
−→
λ ∈ Rn, and −→p : R× Rm × Rn → Rm and −→q : R× Rm × Rn → Rn
are continuous.
Theorem 3.5.1 (Uniqueness of Optimal Control:). Assume that −→p and −→q are
bounded and satisfy a Lipschitz condition relative to −→x and
−→
λ with with constant
C > 0. Then solutions of the optimality system above are unique if T is sufficiently
small.


























λ2(s) ‖) ds. (3.5.3)
Adding equations 3.5.2 and 3.5.3 together yields,













Next we may apply the Mean Value Theorem for Integrals to conclude that there
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exists a ζ, 0 ≤ ζ ≤ T , such that


















The optimal control is obtained by solving the optimality system, consisting of the
state system of equations listed in Table 2.1, adjoint equations 3.4.1-3.4.25 and opti-
mal control characterization (3.4.29) contained in Chapter 3. An iterative scheme is
used to solve this optimal control problem. We begin by starting to solve the state
equations with a guess for the control over the simulated time interval using a sec-
ond order Runge-Kutta method [21]. This method was implemented using the ode23
solver in MATLAB. According to MathWorks [30], this solver is based on an explicit
Runge-Kutta (2, 3) formula, the Bogacki and Shampine’s pair. The numerical solver
combines second and third order methods, both of which are similar to the classical
second order Runge-Kutta method. The step size is varied, as at each step it is chosen
in an attempt to achieve the desired accuracy. Compared to the ode45 solver in MAT-
LAB, this one step solver is often more efficient in solving problems with crude error
tolerances [30]. With the transversality conditions, the adjoint system is solved by a
backward second order Runge-Kutta scheme using the current iteration’s solutions of
the state system. The control u is then updated using a convex combination of the
previous control and the value from the characterization. This process is repeated
iteratively until the values at the previous iteration are within the error tolerance of
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the values at the current iteration [21].
We explore a biological model with a preventative control measure to analyze
the effects of control practices and malaria transmission. This model draws from
the work developed by Ratti and Wallace [28] to characterize observed patterns of
malaria transmission under varied seasonal vector dynamics. These transmission
patterns are categorized as holoendemic, hyperendemic and hypoendemic. Prevelance
of the disease in children and adults, transmission patterns, daily EIR, and immunity
status are used in this categorization [28]. Holoendemic transmission patterns follow
the condition of a greater than 75% prevalence of the disease in children and low
prevalence in adults (Baird et al. [3] and Last et al. [20]). In the hyperendemic
case, transmission patterns are seasonally varying and the prevalence of malaria is
proportional to the EIR (Doolan et al. [12]) with a greater than 50% prevalence
in children and greater than 25% prevalence in adults (Baird et al. [3]). In the
hypoendemic case, there are very low rates of infection and so the prevalence is less
than 10 % in children and even lower in adults (Baird et al. [3]). To replicate these
levels of endemicity in sub-Saharan Africa, larval habitat parameters are varied both
in overall amount and seasonal availability with respect to the established baseline
habitat (Wallace et al. [34]). Two Fourier coefficients, j and c, found in the truncated
series for annual larval habitat are the parameters we vary in the numerical simulation
in MATLAB to demonstrate the three endemic patterns discussed previously (Ratti
and Wallace [28]). The average habitat j represents the mean amount of larval habitat
taken over one year, and the amplitude of habitat c represents the seasonal availability,
controlling the variability. The full aquatic habitat function is described as,
k1 =j + c ∗ 35000(−1.446cos(t ∗ 0.0172)− 0.7109sin(t ∗ 0.0172)
− 1.347cos(2 ∗ t ∗ 0.0172)− 1.408sin(2 ∗ t ∗ 0.0172)
+ 0.9942cos(3 ∗ t ∗ 0.0172) + 0.2396sin(3 ∗ t ∗ 0.0172))
(4.0.1)
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k = max(k1, 0.01) (4.0.2)
where k is in square meters of aquatic habitat [28].
Different long term disease prevalence patterns are observed by adjusting both
the constant term j, and scaling the amplitude by c of the periodic terms. A floor is
put in under the habitat function to ensure it remains non-negative at all times [28].
4.1 Analyzing Three Endemic Cases
All three transmission patterns under varied seasonal vector dynamics are examined
in this chapter. Recall, the primary factors contributing to the diverse patterns of
the Plasmodium falciparum infection are variation of vector abundance from location
to location and differential development of immune response of humans as a response
to that variation [28]. As such, we observe the widely varying transmission patterns
described previously. The designated time interval for each case analyzed is five years
and hence the final time condition in the objective functional is tf = 5 ∗ 365. As we
will see in the following figures, optimal timing of the control varies for each case.
4.1.1 Holoendemic Case
The first case we are going to analyze is the holoendemic. In this example the value for
the average habitat j is 201,000 and the amplitude of habitat c is 1. The prevalence
of malaria is high (> 75%) in children but is low in adults (Last et al. [20]). The
annual EIR is high (> 10%) and the immunity in adults is also high (Doolan et
al. [12] and Baird et al. [3]). We begin by placing twice as much importance on
minimizing the infected population than the cost associated with implementing the
control u. Therefore the value for w is 2 and v is 1. The bound on the control u is,
0.5 ≤ u ≤ 1. We compare the human and mosquito populations with the control and
with no control.
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Figure 4.1.1: Holoendemic Susceptible Population
4.1. Analyzing Three Endemic Cases 44
Figure 4.1.2: Holoendemic Infected Population
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Figure 4.1.3: Holoendemic Clinically Immune Population
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Figure 4.1.4: Holoendemic Parasite Suppressing Immune Population
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As we see from the graph of the susceptible population in Figure 4.1.1, the control
is most effective in the first two years. Without the control the susceptible popula-
tion drops rapidly to under 40 within the first year. Without the control nearly the
entire susceptible population has acquired infection before day 200. The graph of
infected eventually peaks off around day 180 as many are moving to the clinically
immune population or dying with little to no remaining susceptible population to ac-
quire infection. We still observe the susceptible population dropping with the control
present, albeit at a slower rate than without the control. We see the effect this has
on the infected population in Figure 4.1.2. The treatment is able to slow the rate
at which humans become infected. The graph peaks around day 650 which could be
a reason for why we see the control, in Figure 4.1.7, ease up and drop down to the
lower bound around the same time. As we might expect, with fewer people acquir-
ing infection from implementation of the control, the clinically immune and parasite
suppressing immune populations are reduced. This is portrayed in Figures 4.1.3 and
4.1.4.
Next, we discuss the results of the mosquito populations in the holoendemic case.
Note, in these figures only the resting females are graphed. As we see from the legend,
these sub-populations are categorized into susceptible (A2 + A4), exposed (B2 + B4)
and infectious (C2 + C4). Comparing Figures 4.1.5 and 4.1.6, it is evident that the
implementation of the control significantly reduced the perennial intense seasonality;
Particularly in the exposed and infectious categories. In fact, without the insecticide
paint we see in Figure 4.1.5 that the infectious sub population of resting females is
the largest but with the paint present in Figure 4.1.6 it is the susceptible. When
comparing the reduction of the populations in Figure 4.1.6 with the control graph
in Figure 4.1.7, we observe the more significant reductions are concurrent with when
the control is at the upper bound. It isn’t until day 600, when the control drops to
the lower bound that the sub-populations begin to grow, though still never reaching
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Figure 4.1.5: Holoendemic Resting Vector Populations without Wall Treatment
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Figure 4.1.6: Holoendemic Resting Vector Populations with Wall Treatment
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Figure 4.1.7: Wall Treatment Schedule in Holoendemic Case
the levels as in the case without the control. Around day 1400 when the control is
back at the upper bound (indicating a repaint of walls), these sub-populations begin
to drop again. Similar to the conclusions drawn about the human populations, these
observations suggest that the control is able to reduce the mosquito populations by
killing off mosquitoes at the resting stage. This in turn directly affects the other
life stages of the mosquito, consequently reducing the amount of eggs being laid to
mature in the aquatic stages as fewer adult female anopheles are searching for an
oviposition site.
Finally we observe the optimal wall treatment schedule shown in Figure 4.1.7.
The control demonstrates bang bang behavior. With a paint on the initial day, the
control remains at the upper bound until around day 585. The effect of this initial
paint and the repaint around day 1385 is evident when comparing the graphs of the
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human and mosquito populations in Figures 4.1.1-4.1.6.
Although the control did not reduce the infected population as much as we
would have hoped, it was still effective in its purpose. With the average habitat
of mosquitoes being significant in this case, the amount of mosquitoes, particularly
the infectious, was much higher making it more difficult to minimize malaria trans-
mission. Yet the control was still able to both slow the rate of infection and reduce
the number of infected while balancing a minimization of the cost associated with
paint applications.
4.1.2 Hyperendemic Case
The next case we are going to analyze is the hyperendemic. In this example the value
for the average habitat j is 1,000 and the amplitude of habitat c is 3. The prevalence
of malaria is high in both children (> 50%) and adults (> 25%), with seasonally
intense transmission patterns [28]. The EIR is periodic and the level of immunity
in adults is low (Last et al.[20]). We begin by placing twice as much importance on
minimizing the infected population than the cost associated with implementing the
wall treatment. Therefore the value for w is 2 and v is 1. We compare the human
and mosquito populations with the control versus without.
The implementation of the control yields profound changes in the solutions of the
state system. The impact of seasonality is more evident in these solutions as expected.
When observing Figure 4.1.8, the susceptible population without the control decreases
by nearly half by day 400. Due to seasonal variation it rises quickly during the
rainy seasons, though never reaches the initial population value. The graph follows
a seasonal pattern and we see over time it has a downward trend. By the end of
the 5 years, the population is down to about 8000. This is a significantly devastating
drop from the initial susceptible population value of 19,149. Comparatively speaking,
the susceptible population with the control is not nearly as impacted by the seasonal
4.1. Analyzing Three Endemic Cases 52
Figure 4.1.8: Hyperendemic Susceptible Population
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Figure 4.1.9: Hyperendemic Infected Population
(Inset Graph-With Wall Treatment)
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Figure 4.1.10: Hyperendemic Clinically Immune Population
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Figure 4.1.11: Hyperendemic Parasite Suppressing Immune Population
(Inset Graph-With Wall Treatment)
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variation in habitat and appears almost constant over the entire time interval. When
graphing the susceptible population with the control independently we are able to see
more clearly that the population is actually increasing at a slow rate for nearly the
entire interval (aside from the initial days). By the final day the population is higher
than it was initially at about 19,425.
The solutions for the infected population correspond inversely with the susceptible.
Figures 4.1.8 and 4.1.9 indicate when we observe drops in the susceptible population,
there are spikes in the infected and vice versa. In Figure 4.1.9 the inset graph indicates
the infected population with the control implemented. We are able to see the control
kept the infected population under 30 on any given day of the time interval. Once the
control has time to take affect in the initial days, the infected population decreases
over nearly the remainder of the five year interval. More visible in Figure 4.1.9 is
that without the control, the infected population fluctuates seasonally between 2,500
in the off season and 8,500 in the rainy season. These graphs clearly demonstrate the
direct effect the control has on minimizing the infected population. By end of the
third year, the rate of infection is nearly non-existent.
Since the infected population is so much higher without the control, we expect
the two immune populations to be higher as well. This is evident in Figures 4.1.10
and 4.1.11. With the control, the clinically immune population decreases over the
entire time interval, to approximately 300. This is due to the fact that the infected
population remained low and decreased over the time interval and as such there are
fewer people to acquire clinical immunity. As we will see in the coming figures,
since the infectious mosquito population is significantly suppressed, the daily EIR is
reduced and thus many of the infected and clinically immune population return to
the susceptible category as they are not getting enough repeat exposure by infectious
mosquitoes. In the case with the control, a small percentage of the clinically immune
population acquire parasite suppressing immunity, particularly in the beginning of
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Figure 4.1.12: Hyperendemic Resting Vector Populations without Wall Treatment
the time interval. This is what we expect since this is when we saw the spike of
the infected population as the impact of the application of paint working to kill the
female anopheles and reduce transmission isn’t yet observed.
We see from Figures 4.1.12 and 4.1.13 that the implementation of the control
significantly reduced each sub-population of the female anopheles over the entire 5
year time interval. In fact, the exposed and infectious resting mosquito populations
are relatively non existent in Figure 4.1.13 as they are so close to zero. In Figure
4.1.12, we observe seasonal changes in the populations with approximately the same
variation over the time interval. Seasonal patterns are observed in both figures over
the time interval. With the control present in Figure 4.1.13, the seasonal spikes are
insignificant by day 50.
The optimal wall treatment schedule in this case displays different behavior than
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Figure 4.1.13: Hyperendemic Resting Vector Populations with Wall Treatment
Note: The First 50 Data Values Were Removed for Re-scaling Purposes
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Figure 4.1.14: Wall Treatment Schedule in Hyperendemic Case
4.1. Analyzing Three Endemic Cases 60
what we have seen in the previous case. Interpretation of this control graph is more
difficult as a result of the non-linearity of the model. The efficacy of the insecticide
paint is not directly apparent for certain days of the time interval and as such it is
not easy to determine if and when we would possibly want to apply another coat on
the walls.
We see from the initial paint, the control remains at the upper bound until around
day 385. Around this time is when the mosquito sub-populations at the resting stage
are nearly wiped out and the infected population is continuing to decrease. Since the
infected population has been effectively minimized and transmission has slowed, it
would be logical to assume that a repaint is not necessary and as such this will keep
the cost of paint applications minimized.
4.1.3 Hypoendemic Case
The final case we are going to analyze is the hypoendemic. In this example the value
for the average habitat j is 1,000 and the amplitude of habitat c is 1. The rate of
malaria infection is very low in both children and adults (Ratti and Wallace [28]). As
such, the prevalence is between 0− 10% with little transmission and low EIR (Baird
et al. [3]). We begin by placing twice as much importance on minimizing the infected
population than the cost associated with implementing the wall treatment. Therefore
the value for w is 2 and v is 1. We compare the human and mosquito populations
with the control versus without.
The figures in this case indicate that the human and mosquito populations are
affected by seasonal variation similar to the hyperendemic case. In Figure 4.1.15, we
observe from the implementation of the control the susceptible population increases
from the initial value of 19,149 for the better part of the time interval. The only
period where the population drops is during the initial days. The susceptible popula-
tion reaches its maximum of approximately 19,450 at the final day. With no control
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Figure 4.1.15: Hypoendemic Susceptible Population
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Figure 4.1.16: Hypoendemic Infected Population (Inset Graph-Control Present)
4.1. Analyzing Three Endemic Cases 63
Figure 4.1.17: Hypoendemic Clinically Immune Population
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Figure 4.1.18: Hypoendemic Parasite Suppressing Immune Population
(Inset Graph-Control Present)
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present, we observe drops in the susceptible population as many have become in-
fected. Similar to the hyperendemic case, we see an inverse relationship between the
susceptible and infected population as expected. In Figure 4.1.16, the peaks of the
infected population without the control decrease over time and the graph exhibits a
downward trend. As the infected population gets smaller and smaller, the seasonal
variation decreases.
Figure 4.1.17 shows the clinically immune population decreases over nearly the
entire interval both with and without the control present. As we observed a decreasing
trend with the graphs of the infected population, we expect fewer people to acquire
clinical immunity. Additionally, recall that in the hypoendemic case the EIR and
immunity levels are low. So those who initially had clinical immunity may lose it
without enough repeat exposure and therefore move to the susceptible population,
even without the control present. As we’ll see in the coming figures, the exposed
and infectious mosquitoes are suppressed, and since the daily EIR is low, those who
have clinical immunity are not receiving enough infectious bites to maintain their
immunity. In the case without the control, it appears that a fraction of the clinically
immune population acquires parasite suppressing immunity. We see in Figure 4.1.18,
nearly half of those who acquire this more permanent immunity do so within the first
400 days when the mosquito sub-populations are at their largest. In Figure 4.1.18,
the parasite suppressing immune population with the control remains under 6. 4 of
those 6 have acquired the immunity within approximately the first 50 days, before
we observe the impact of the control.
Although as we see in Figure 4.1.19 the mosquito populations aren’t as high as
in the previous two cases, it is still evident the control is making an impact on
suppressing them over the given time interval. Comparing the populations in Figures
4.1.19 and 4.1.20 demonstrates the significance the control has on mosquito reduction.
We observed very similar reduction patterns as in the hyperendemic case. Again, the
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Figure 4.1.19: Hypoendemic Resting Vector Populations without Wall Treatment
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Figure 4.1.20: Hypoendemic Resting Vector Populations with Wall Treatment
Note: The First 50 Data Values Were Removed for Re-scaling Purposes
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Figure 4.1.21: Wall Treatment Schedule in Hypoendemic Case
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exposed and infectious resting mosquito populations are so small they are barely
visible in Figure 4.1.20. In fact, the control is able to suppress the resting susceptible
mosquito sub-population from 5,157 to under 130 by day 200. We see by day 400,
when the control initially drops to the lower bound, the sub-populations are nearly
dissipated.
The optimal wall treatment schedule shown in Figure 4.1.21 follows similar behav-
ior to the hyperendemic case. In the figure we see the control remains at the upper
bound until approximately day 385. It is understandable for the control to ease up
off the upper bound as the initial application of paint was effective in minimizing the
infected population to under 30 on any given day of the five year interval. In fact, we
observe the infected population continues to remain minimized even after the control
is at the lower bound.
4.2 Control Graphs Over Two Year Period
For comparison, this model was run over a two year time interval. The graphs of the
control in the holoendemic, hyperendemic and hypoendemic case, respectively, are
included below.
Control Over 2 Years in Holoendemic
Case
Control Over 5 Years in Holoendemic
Case
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Control Over 2 Years in Hyperendemic
Case
Control Over 5 Years in Hyperendemic
Case
Control Over 2 Years in Hypoendemic
Case




As the control graphs were somewhat difficult to interpret, especially in the hyper-
endemic and hypoendemic cases, a restart of the control was considered. We wanted
to determine if by performing a restart, the behavior of the control would logically
make more sense. The goal was to determine at which day the control u initially
drops down to the lower bound of 0.5, call this day x. From there we would use the
values stored from the routine on day x as the initial conditions of our state system
to run the forward backward sweep with the ode solver. We would run the routine
again, however on day x the control would be set to u = 1 indicating a repaint or new
application of paint. What we found was that the control would be pushed to the
upper bound at day x as expected, but would not remain there for a logical amount
of time. The control would drop to the lower bound within days of the repaint yet we
knew the efficacy of the paint would last longer. Since it was not logical to assume
we would be repainting 15 or so days after the initial repaint we did not proceed with




In this thesis we analyzed a deterministic model for the transmission of malaria in an
endemic area of Sub-Saharan Africa. This model accounted for vector population dy-
namics, seasonal effects, disease transmission, and the effect of acquired immunity. A
time dependent control measure was considered, from which we derived and analyzed
the necessary conditions for the optimal control of malaria. For control purposes
we incorporated the use of insecticide treated paint where we numerically performed
optimal control analysis.
What we found was that in all three cases of varying levels of endemicity, the
control served its purpose. The goal from the objective functional was to minimize
the infected population while minimizing the measure of relative cost, v, associated
with control implementation. In each case, the infected population was reduced,
while balancing a minimization of the control cost v. We saw significant reductions
of the infected population in the hyperendemic and hypoendemic cases as a direct
consequence of mosquito populations being stifled due to the control. We observed the
rate of disease transmission was slowed and saw a reduction of the infected population
in the holoendemic case. However, the reduction was not as significant as in the other
two cases.
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Implementation of one or more additional control measures could improve the
results and further reduce the infected population particularly in the holoendemic
case. One might find greater success in minimizing infected human populations in
the holoendemic case by implementing a different preventative effort. As we know
the average habitat value is high in this case, a control method to consider is one
that eliminates mosquito larval habitats, targeting the female anopheles before they
mature to adults and are able to feed on humans.
As this model does not consider coverage percentages of the insecticide treated
paint on the walls of dwellings, this is an avenue to explore in the future. It would
be relevant to see the effects various coverage’s have on the solutions and possibly
determine the percentage of coverage necessary to achieve the goal of our objective
functional in the various endemic cases.
A final research implication to consider for future work, is controlling for the
extrinsic incubation period denoted by the parameter F in the model. Recall that
the rate at which the mosquitoes transition into the infectious population once they
have been exposed to the parasite is dependent on the extrinsic incubation period.
By controlling for the parameter F, we would be converting this into a problem of





For reference, a step by step evaluation of the partial derivative of the Hamiltonian
with respect to C1 is provided. This is the calculation for obtaining equation 3.4.17








[λC1(m+ da)C1 − λC2(mC1)− λS(−
a(C1 + C3)































Since G = C1+C3
S+I+N+R
, equation A.0.1 becomes,
d
dC1
[λC1(m+ da)C1 − λC2(mC1)− λS(−
a(C1 + C3)





















































































S + I +N +R
· d
dC1
[C1 + C3] −
p3I
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α3(S + I +N +R) + C1 + C3
]
Applying the quotient rule and simplifying we have,
=− p3I(









[α3(S + I +N +R) + C1 + C3]
(α3(S + I +N +R) + C1 + C3)2
)
=− p3I ·
(α3(S + I +N +R) + C1 + C3)(1 + 0))− (C1 + C3)(0 + 1 + 0))
(α3(S + I +N +R) + C1 + C3)2
=− p3I ·
α3(S + I +N +R)
(α3(S + I +N +R) + C1 + C3)2
This provides us with one of the terms for the partial derivative of the Hamiltonian
with respect to C1 given in equation 3.4.17.
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