A novel method for simulating turbulent flows called Stochastic Coherent Adaptive Large Eddy Simulation (SCALES) is introduced. The theoretical basis for SCALES is presented using results from a priori testing of homogenious turbulence along with a novel Coherency Diagram of a turbulent field that physically relates Direct Numerical Simulation to different Large Eddy capturing methods, such as SCALES, CVS, LES and VLES. Results from a priori testing show that given the same compression ratio the SCALES method will result in a significantly lower level of subgrid scale dissipation that needs to be modeled in comparison to LES. The feasiability of SCALES is demonstrated by considering numerical simulations of two dimensional flow around a cylinder for Reynolds numbers in the range 3 × 10 1 ≤ Re ≤ 10 5 using an adaptive wavelet collocation method. It is demonstrated in actual dynamic simulations that the compression scales like Re 1/2 over five orders of magnitude, while computational complexity scales like Re. This represents a significant improvement over the naive complexity estimate of Re 9/4 for two-dimensional turbulence.
Introduction
The problem of simulating high Reynolds number (Re) turbulent flows of engineering and scientific interest would have essentially been solved with the advent of Direct Numerical Simulation (DNS) techniques if unlimited computing power, memory, and time could be applied to each particular problem. Yet given the current and near future computational resources that exist and a reasonable limit on the amount of time an engineer or scientist can wait for a result, the DNS technique will not be useful for more than unit or benchmark problems for the foreseeable future.
1, 2 The high computational cost for the DNS of three dimensional turbulent flows results from the fact that they have eddies of significant energy in a range of scales from the characteristic length scale of the flow all the way down to the Kolmogorov length scale. Because of the large disparity in scales that need to be fully resolved, the actual cost of doing a three dimensional DNS scales as Re 9/4 . Fortunately, because the eddies are localized in space and scale, there is a possibility of "compressing" the problem. This localization can be exploited by locally compressing the problem such that all the modes from the characteristic length scale down to the Kolmogorov length scale are still resolved. This can be achieved by applying a recently developed dynamically adaptive wavelet collocation method [3] [4] [5] to the solution of the Navier-Stokes equations. The wavelet collocation method employs wavelet compression as an integral part of the solution such that the solution is obtained with the minimum number of grid points for a given accuracy. When the threshold is chosen simply to satisfy numerical accuracy (and subgrid scales are not modeled) we call this method wavelet based direct numerical simulation, or WDNS. It has been shown recently 5 that in WDNS simulations of two dimensional flows the computational complexity scales like Re. The extension to three dimensional turbulence is currently underway. In this paper we propose a novel approach called the Stochastic Coherent Adaptive Large Eddy Simulation (SCALES) method. This method uses the dynamically adaptive wavelet collocation method to simulate turbulence with a significantly higher compression ratio then WDNS and Coherent Vortex Simulation (CVS). 6 We will show that SCALES combines the advantages of both CVS and LES such that the minimum number of modes are resolved in the simulation, given the maximum acceptable simulation error. We will also show that given the same compression ratio the SCALES method produces a significantly lower level of subgrid scale dissipation compared to LES. This is important since subgrid scale dissipation must be modelled.
In this paper we first discuss reduced order methods for simulating turbulent flows. We will then briefly present the Coherent Vortex Method. Following this we will present a priori results, using DNS of forced homogeneous turbulence, to illustrate the important characteristics of the wavelet thresholding filter. A novel Coherency Diagram of a turbulent field is then presented to physically relate DNS and WDNS to different large eddy capturing methods, such as CVS, LES and VLES. The Stochastic Coherent Adaptive Large Eddy Simulation (SCALES) method is then presented in the context of the Coherency Diagram. A brief overview of the dynamically adaptive wavelet collocation algorithm is then presented along with two dimensional WDNS results for flow around a fixed cylinder for 3 × 10 1 ≤ Re ≤ 10 5 . These results are shown to highlight this methods ability to dynamically adapt the computational grid to resolve the energetic structures in a turbulent flow.
Background
Since computing power, memory, and time are all scarce resources, the problem of simulating turbulence has become one of how to abstract or simplify the complexity of the physics represented in the full Navier-Stokes (NS) equations in such a way that the important physics of the problem is approximated at a lower cost. To do this, a portion of the modes of the turbulent flow field is approximated by a low order model that is cheaper than the full NS calculation. This model can then be used along with a numerical simulation of the important modes of the problem that cannot be well represented by the model. The decision 
Normalized L∞-error between SGS field and Gaussian PDFs with the same mean and variance.Wavelet filter applied to: velocity ( ), vorticity ( ). Fourier filter ( In an abstract sense, the first question to address when one is looking to develop a reduced order method for simulating turbulent flows is to determine which parts of the physical system will be approximated with a low order model and which parts will be simulated numerically. One choice is to use time averages: this technique is used in Reynolds Averaged Navier-Stokes (RANS) simulations. 7 Another option is to view the turbulent flow as a set of flow structures moving in a Lagrangian frame and then track their interactions over time. This approach has been used in vortex simulation methods.
8 Yet another option is to simulate the flow on an adapted grid that is coarser than the grid necessary to represent the flow down to the Kolmogorov length scale. The goal of this type of method is to resolve the energetic eddies that dominate the flow physics. Any coarsening of the grid, either locally or globally, implies that not all the modes or frequencies of the original flow are resolved. These missing modes have to be modeled somehow. In this class of methods we will also include Galerkin 9 methods that approximate the problem on a reduced set of basis functions. We will refer to this class of methods as Eddy Capturing Methods.
Large Eddy Simulation
The dominant method in the class of Eddy Capturing Methods is Large Eddy Simulation (LES). The motivation behind LES is the recognition that the large scales of the turbulence often dominate mixing, heat transfer and other quantities of engineering in- terest, while the small scales are of interest only via their effect on the large scales. The incompressible LES equations describing the evolution of the large scale eddies in the flow field are
where
As a result of the filtering process the unresolved quantity τ ij , commonly referred to as the Subgrid Scale (SGS) stress, is introduced. Note that τ ij is a function of the unfiltered field u i . However, to realize the benefit of LES a low order model for the SGS stress, which is based on the resolved quantities, is needed. In practice τ ij can be modeled either deterministically or stochastically. Most current LES is done using purely deterministic models. in LES involve finding improved SGS stress models for τ ij .
The problem with LES is that it resolves the large scale eddies (i.e. small wavenumbers) instead of the actual coherent vortices. It has been shown that the coherent vortices in a turbulent flow contain significant energy at all length scales from the characteristic length scale of the domain down to the Kolmogorov length scale.
13- 16 In Ref. 17 a visual study of the physical structure of turbulence is presented. The authors conclude that the vorticity tubes, which seem to be the basic structure of three-dimensional homogeneous turbulence, involve all the scales of the flow. Because vortices are multi-scale, when a spectral cutoff filter is used with LES the small scale structure of the coherent energetic eddies are not resolved. Therefore the small scale part of the vortices must be modeled. However, the hypothesis behind most LES subgrid stress models is that the subgrid scales being modeled have a generally universal character.
18, 19
Another problem with LES is that the computational grid is commonly defined a priori based on the physics and geometry of the problem. 12, 20, 21 Yet in flow problems of engineering and scientific interest the large scales of interest often change over the domain of the problem and in time. As Pope states in his recent book on turbulence 19 the ideal numerical method for LES would include adaptive gridding to ensure automatically that the grid, and hence the filter, are everywhere sufficiently fine to resolve the energycontaining motions. This implies that the Eddy Capturing Method should be adaptive in time and space. field that contains the coherent vortices, and the residual, or subgrid field, which is purely incoherent and has near Gaussian statistics. We define CVS compression as the wavelet compression level where the incoherent subgrid field is most Gaussian. In theory, if the subgrid field is purely incoherent Gaussian white noise, the total SGS dissipation would be zero. Therefore the SGS stress model for a CVS simulation could be purely stochastic. The main problem with the CVS method is that the wavelet compression that results in a Gaussian subgrid field can be difficult to determine during an actual simulation. Even if it can be found in a cost effective manner, it is likely that the associated adapted grid will be too fine to be cost effective for simulating high Re number flows.
Coherent Vortex Simulation
In this work we show that a second generation biorthogonal wavelet filter is able to accomplish this coherent/incoherent decomposition with both a velocity and a vorticity field. The a priori results presented in this work use second generation lifted interpolating wavelets 22 of order 6 that are also used in the fully adaptive wavelet collocation method 3-5 discussed briefly below. (Note we will refer to this family of wavelets as LI6 wavelets) Velocity decomposition is of particular interest in studying different Eddy Capturing Methods because it allows us to directly calculate the SGS dissipation after applying the wavelet filter. Figure 1 shows the energy spectra of an isotropic turbulence field decomposed into coherent/incoherent parts. In Figure 2 we present the L ∞ -error (scaled by the standard deviation) between the probability density function of the subgrid scale field and a Gaussian PDF with the same mean and variance. Three different filter types are compared. We can see from this figure that there exists a compression where the L ∞ -error is minimized. For vorticity filtering this minimum occurs at a compression of 90%, whereas for velocity filtering this minimum occurs at a higher compression of 99.5%. In contrast using a Fourier filter results in an error trace that is concave downward. As stated above, velocity wavelet filtering allows us to directly calculate the SGS dissipation after applying the wavelet filter. Figure 3 (a) shows the total subgrid stress dissipation normalized by the DNS viscous stress dissipation for the wavelet and Fourier filter applied to the velocity field. Both filters produce a total subgrid stress dissipation that increases with compression. But with the wavelet filter the total subgrid stress dissipation stays flat relatively longer than with the Fourier filter. This difference suggests one advantage of using the wavelet filter: for a given compression ratio the subgrid stress dissipation is less than when a Fourier filter is used. Thus, the subgrid scale should have a smaller effect when using wavelet filters. To quantify this difference, Fig. 3(b) shows the percent difference between the total subgrid scale dissipation with the wavelet and the Fourier filters. We see that the largest difference is at 70% compression where the wavelet filter results in a SGS dissipation 70% lower in comparison to using the Fourier cutoff filter. In the region of compression that is of more interest for actual simulations we see that the difference is still significant. At 95% compression the difference using the wavelet filter is still 50%. So in terms of maximizing the compression while minimizing the mean SGS dissipation we find that 95% compression is optimal. This can be considered a more direct way to define the CVS compression since in CVS ultimately we are concerned with minimizing the total SGS dissipation.
Coherency Diagram
A key part of this work has been to understand different filter types and their effect on the physical interaction between the residual and filtered fields in large eddy capturing methods such as LES and CVS. To do this, a Coherency Diagram of a turbulent field in terms of wave number and wavelet threshold ǫ has been developed (see Fig. 4 ). In this figure a vertical line can be thought of as dividing the field into resolved (below the cutoff wave number) and residual (above the cutoff wave number) fields. This is of course the result of explicitly applying a Fourier cutoff filter to the field. It is also the result of representing the field on a reduced regular grid, thus implicitly filtering the field. Now the same field can be separated by applying a wavelet thresholding filter. In Fig. 4 this is represented by drawing a horizontal line across the square at a given wavelet filter threshold of ǫ. As discussed earlier, there exists an ǫ such that the square can be divided into coherent and incoherent parts (this is the ǫ used in CVS). Now from this Coherency Diagram it can be seen immediately that when the field is separated using a Fourier cutoff filter the resulting subgrid contains both coherent and incoherent parts.
In Fig. 5 the vertical lines of separation on the Coherency Diagram for DNS, LES and VLES are shown. First it is clear that in DNS there is no subgrid (by definition) so the separation line is at the highest wave number needed to capture the physics of the turbulent field down to the Kolmogorov scale. Then the vertical line for LES is shown that divides the field at some Fourier cutoff value, usually taken to be in the the inertial range. At an even lower wave number we have the vertical separation line for Very Large Eddy Simulation. Figure 7 shows the energy spectra of a DNS of homogeneous/isotropic turbulence. This turbulent field was obtained from a 256
3 DNS simulation of forced homogeneous/isotropic turbulence 13 with Re λ = 168 and will hereafter be referred to as F 256 . The energy spectra after a LES and a VLES Fourier cutoff filter is applied are also shown. 
Stochastic Coherent Large Eddy Simulation
When developing Large Eddy Simulation (LES) subgrid stress models the assumption is usually made that the filtering operation separates the large eddies from the smaller eddies, and that the resulting residual subgrid field is largely stochastic in nature. Another way of saying this is that the coherent structures are being separated from the incoherent structures. Now in terms of the regions of Coherency Diagram discussed above (see Figs. 4 and 5) it is clear that the LES subgrid does contain coherent structures in an incoherent background. In Fig. 8 we present the energy spectra of a forced DNS turbulence field and the coherent (u > cvs ) ′ and incoherent (u < cvs ) ′ parts of the SGS field. To accomplish this decomposition of the LES SGS field we used a LI6 wavelet filter. The wavelet threshold ǫ that results in CVS compression of 95% for this field is used (see Fig. 1 ). It can be seen clearly that there is significant energy in the coherent part of the SGS.
In developing or evaluating a LES model one of the quantities of particular interest is the SGS dissipation. In Fig. 9 we present the probability density function (PDF) of the SGS dissipation (−τ ij S ij ) for the full SGS after the application of a Fourier cutoff filter (K c = 16), along with the coherent SGS and the incoherent SGS. The subgrid stress (τ ij ) is decomposed into the contributions from the coherent and the incoherent parts of τ ij , using using (u > cvs ) ′ and (u < cvs ) ′ , while S ij is calculated from the resolved field in all three cases. Back-scatter (i.e. energy transfer from the SGS to the resolved scales) on the PDF plot is in the negative direction on the horizontal axis. We emphasize that in SCLES the PDF of the full and the coherent SGS dissipation are nearly identi- SCLES subgrid scale dissipation for homogeneous turbulence field F256. Fourier cutoff filter (Kc = 16) is used along with a velocity field wavelet filter using LI6 wavelets.
cal, even though the coherent SGS contains only 5% of the modes of the original subgrid field. In both cases it can be seen that the mean of the PDF is positive. This shows that there is both forward and back-scatter but the net SGS dissipation is positive. The incoherent SGS dissipation has a lower standard deviation and is characterized by a PDF that is nearly symmetrical around zero. As an indicator of the contribution to the total SGS dissipation we calculate the mean normalized by the total viscous dissipation (M/ε) and the standard deviation (M/σ). The relative support of the PDF is characterized by the standard deviation normalized by the total viscous dissipation (σ/ε). These statistics are shown in Fig. 9 and are summarized in Table 1 for all the Eddy Capturing methods discussed in this paper. The viscous dissipation is defined as: ε = ν 2S ij S ij . We can see that the mean of the coherent and total SGS dissipation are of the same order while the mean of the incoherent SGS dissipation is an order of magnitude less. This shows that the majority of the SGS dissipation in LES is due to the coherent structures in the SGS field.
The idea of the SCLES methodology is to model the effect of the coherent and incoherent parts of the SGS separately. It is proposed that the character of the coherent SGS can be inferred from the coherent resolved field and that this information can be used to model the coherent SGS. The incoherent SGS would then be modeled using a stochastic model that would introduce equal amounts of forward and back-scatter. Currently, the physical relationships between the coherent structures in the resolved and unresolved fields have not been quantified and are the subject of ongoing research efforts. It is clear from this example (Fig. 9) that the effort to quantify these physical relationships could benefit the LES community by providing the basis for more effective coherent structure based subgrid scale models.
The major hurdle to implementing this kind of SCLES approach is the need to know the wavelet threshold ǫ for CVS compression to find u >cvs at each time step. The SCLES method also retains the two major drawbacks of the classical LES method. First there is too much coherency in the SGS field and second is it not temporally adaptive which limits its use in the class of problems dominated by temporally changing physical characteristics. These drawbacks are addressed in the CVS approach but as discussed above the computational cost of CVS is believed to be prohibitive for high Reynolds number turbulent flows. In the next section we will introduce the Stochastic Coherent Adaptive Large Eddy Simulation method that attempts to combine the strengths of LES and CVS. figure
Stochastic Coherent Adaptive Large Eddy Simulation
We now propose a novel approach called the Stochastic Coherent Adaptive Large Eddy Simulation (SCALES) method which takes advantage of both the CVS and LES methods. With the SCALES method the threshold ǫ of the wavelet filter is chosen such that the minimum number of modes is used to calculate the flow to a specified precision. Only the most dynamically important modes are retained, given the resources available. Note that the threshold used in SCALES could be substantially larger than in CVS, giving a larger compression and making SCALES cost effective for simulating high Re number flows. Note, however, that in SCALES (unlike CVS) some coherent modes will be neglected and the subgrid scales will not have purely Gaussian statistics. The relationship be- tween the SCALES methodology and other methods is best presented in terms of the coherency diagram of a turbulent field. In Fig. 6 the horizontal lines of separation on the coherency diagram for DNS, CVS and SCALES are shown. The DNS line is at ǫ = 0 which is the same as no filter. The CVS line is where the field is divided with the coherent structures in the resolved field and the incoherent (Gaussian) residual in the subgrid field. The SCALES line is at a higher ǫ implying that for SCALES the resolved field is made up of coherent structures but the residual subgrid field is made up of both coherent and incoherent parts.
In Fig. 10 we show the probability density function of the SGS dissipation (−τ ij S ij ) for the SGS field from a wavelet filter applied in the SCALES range to the DNS field F 256 . Also shown are the coherent and incoherent SGS dissipation. By comparing the normalized means of the SGS dissipation in the three cases (along the right edge of Fig. 10 and summarized in Table 1) we can see that the coherent SGS accounts for the majority of the full SGS dissipation, even though they make up a small percentage of the modes in the full subgrid field. So, as in SCLES, the SGS stress in SCALES must be modeled by a combination of a deterministic model for the coherent part of the SGS stress and a stochastic SGS model for the incoherent part of the SGS stress. What we have gained with SCALES over SCLES is a method that is fully adaptive.
Wavelet Direct Numerical Simulation
To perform a DNS of a turbulent flow the grid and the numerical method must resolve all the physical characteristics of the flow from the characteristic length scale of the domain down to the Kolmogorov length scale. It can be argued that any computation done to capture modes that are below the Kolmogorov length scale is unnecessary. The dynamically adaptive wavelet collocation method, described in the next section, allows the local error of a simulation to be controlled within order ǫ. This property is used to perform WDNS calculations of turbulent flows. We will present WDNS of two dimensional flows around a cylinder. Figure 6 shows how WDNS relates to DNS, CVS and SCALES. To sum up, WDNS employs an adaptive wavelet method with a small ǫ threshold such that there is wavelet compression of the resolved field, yet all the modes from the characteristic length scale of the domain down to the Kolmogorov length scale are still resolved. table
Dynamically Adaptive Wavelet Collocation Method
In this section we briefly describe a novel adaptive wavelet computational technique 3-5, 23, 24 . This technique is ideally suited to the simulation of turbulence since wavelets adapt the numerical resolution naturally to the localized turbulent structures that exist at all wave numbers in fully developed turbulence. Thus, the wavelet approach satisfies Pope's criterion for an ideal LES cited earlier. The wavelet collocation method takes advantage of the fact that wavelets are localized in both space and scale, and as a result, functions with localized regions of sharp transition are well compressed using wavelet decomposition. The adaptation is achieved by retaining only those wavelets, whose coefficients are greater than an a priori given threshold (ǫ). Thus, high resolution computations are carried out only in those regions, where sharp transitions occur. With this adaptation strategy, a solution is obtained on a near optimal grid, i.e. far fewer grid points are needed for wavelets than for conventional 7 finite-difference, finite-element, or spectral methods. By varying the threshold parameter ǫ this method can be used to implement any of the wavelet based methods discussed above, namely WDNS, CVS or SCALES. The dynamically adaptive wavelet collocation algorithm has already been successfully applied to the solution of thermoacoustic wave propagation problems 23, 25 , combustion problems 3, 4 , fluid-structure interaction problems 24 , viscoelastic flows 26, 27 , and the compaction phenomenon in poro-viscoelastic matrix.
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Let us briefly outline the main features of the numerical method. Details can be found in Refs. 3-5. In the wavelet collocation method there is a one-to-one correspondence between grid points and wavelets, which makes calculation of nonlinear terms simple and allows the grid to adapt automatically and dynamically to the solution by adding or removing wavelets. Very briefly, at each time step we take the wavelet transform of the solution, remove all wavelets with coefficient magnitude less than a threshold ǫ, and then reconstruct the solution. It can be shown that the L ∞ error of this approximation is bounded by ǫ. To account for the evolution of the solution over one time step we add the nearest neighbor wavelet coefficients in position and scale. Since each wavelet corresponds to a single grid point this procedure allows the grid to automatically follow the evolution of the solution in position and scale. We use second generation wavelets 22 , which allow the order of the wavelet (and hence of the numerical method) to be easily varied. The method has a computational complexity O(N ), where N is the number of wavelets retained in the calculation (i.e. those wavelets with coefficients greater than ǫ plus nearest neighbors).
In summary, the dynamically adaptive wavelet collocation method is an adaptive, variable order method for solving partial differential equation with localized structures that change their location and scale in space and time. Because the computational grid automatically adapts to the solution (in position and scale), we do not have to know a priori where the regions of high gradients or structures exist. In the results presented in the next section the dynamically adaptive wavelet collocation method has been combined with the Brinkman penalization method 29, 30 to define solid structures in the domain and a new adaptive wavelet collocation multilevel elliptic solver 30 to solve the Poisson equation for pressure at each time step.
Results

Computational Complexity
figure We begin with a series of simulations of the impulsively started flow through a tightly packed cylinder array over a large range of Reynolds numbers, 3×10 1 < Re < 10 5 . To model a large array of cylinders (such as found in the tube bundle of a heat exchanger) we consider one periodic cell where the ratio of cylinder separation to diameter P/D = 1.5. The Reynolds number is defined in the usual way as Re = U D/ν, where U = |U | is the imposed mean flow which is at angle of 45
• to the array. We ensure the boundary layer is fully resolved by setting the smallest grid spacing ∆x min = Re −1/2 /6, i.e. six points across the boundary layer or Taylor scale λ = Re −1/2 . Each simulation is performed until t = 1, by which time the boundary layer is completely formed and trailing vortices begin to appear. The goal of this investigation is to determine how N (number of active grid points), and overall complexity (N /∆t)scale with Reynolds number. We will verify the claim that adaptive wavelet techniques are well-suited to calculating intermittent high Reynolds number flows. Figure 11 shows the vorticity and adapted grid at Re = 3 × 10 4 . The vorticity is very smooth, and shows no sign of instability or Gibb's oscillation associated with the discontinuity at the surface of the obstacle. The grid is fine only in the thin boundary layer of width λ ≈ Re we require only 93 893 grid points, which corresponds to a compression ratio of 25. In particular, there are few points in the interior of the cylinder beyond the skin-depth of thickness about 0.05. This result demonstrates that our approach gives smooth vorticity and a sparse grid even at relatively large Reynolds numbers.
In Figure 12 the ability of the adaptive wavelet collocation method to automatically concentrate the grid in the areas where intermittent energetic structures exist is shown. Since turbulence becomes increasingly intermittent at high Reynolds numbers the adaptive wavelet collocation method should become increasingly efficient as Reynolds number increases. We now check this claim by measuring how N (number of active wavelets or grid points), compression ratio, time step and overall computational complexity scale with Reynolds number. Figure 12 (a) and (b) show that the number of active grid points and the compression ratio scale like λ ∝ Re 1/2 , while 12 (d) shows that computational complexity scales like Re. These results support the original claim, since intermittency scales roughly like λ. Note that the overall complexity of the wavelet calculation increases much more slowly than the usual naive scaling estimate of Re 9/4 for two-dimensional turbulence based on the Kolmogorov scale, or Re 3/2 based on λ. Furthermore, the scaling law is constant over five orders of magnitude. We might expect, however, that for Re > 10 6 (when the boundary layer itself becomes turbulent) the scaling law may change. This will be the subject of future investigation.
figure
Fixed cylinder at Re = 3 000
For our final example we consider the impulsively started flow around a cylinder at Re = 3 000. This example shows the accuracy of our method in calculating the singular start-up flow, and the sensitivity of our adaptive wavelet collocation method to strong gradients in the flow. Since we are only interested in the initial flow, we use doubly-periodic boundary conditions and a large domain of size [−10, 10] × [−10, 10] with a maximum resolution of 6144 2 (which corresponds to λ/5.6). We maintain a CFL criterion of 1, which gives a time step of about ∆t = 2 × 10 −3 .
We show a close-up of the vorticity in Fig. 13 . The vorticity field is very similar to Koumoutsakos & Leonard's 31 equivalent figure 21 , and shows fine vortical structure in the downstream boundary layer. The computational grid (not shown) exhibits the same fine adaptivity of the other cases, with few points in the interior of the cylinder.
In figure 14 we compare our drag curve with the short-time asymptotic result of Bar-Lev & Yang 
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The agreement is excellent, even during the early t −1/2 drag singularity. The close match between the curves is especially interesting since the methods are entirely different: Koumoutsakos & Leonard use a vortex method to resolve the vorticity equation, while we use an adaptive high-order finite difference technique to resolve the Navier-Stokes equations in velocity-pressure form. In their paper, Koumoutsakos & Leonard show that previous efforts at simulating this flow were unable to capture the short time singularity, or the plateau and peak shape between t = 1 to t = 2.
It is interesting to compare the number of computational elements used in the wavelet and vortex methods. In our case these elements are wavelets, and in Koumoutsakos & Leonard's case they are vortices. At t = 3.0 we use 4.3 × 10 4 wavelets (corresponding to a compression ratio of about 880 times), compared with 3.8 × 10
5 vortices used in the vortex method (i.e. almost 9 times fewer computational elements). It therefore appears that the wavelet method is significantly more efficient (in terms of the number of computational elements) than the vortex method. We must remember, however, that the computational cost could be higher per element for wavelets than for vortices. (which gives Re 9/4 in two dimensions), and the Taylor scale λ (which gives Re 3/2 in two dimensions).
Conclusions
In this paper we have presented the theoretical basis for a new method for simulating turbulent flows called Stochastic Coherent Adaptive Large Eddy Simulation (SCALES) that attempts to combine the strengths of CVS and LES. The SCALES methodology uses the idea of wavelet threshold filtering the turbulent field as in CVS 6 , but in SCALES the wavelet filter threshold is increased so only the most energetic part of the coherent vortices are simulated in the resolved field. We have shown in this work that with both LES filtering and SCALES filtering the residual SGS field contains both coherent and incoherent parts. Also we have shown that the total subgrid stress dissipation in both LES and SCALES is dominated by a small number of coherent modes in the SGS field and that given the same compression ratio the SCALES method will result in a significantly lower level of subgrid scale dissipation that needs to be modeled in comparison to LES. This paper introduces a novel Coherency Diagram of a turbulent field that is useful in understanding the physical relationships between different Large Eddy capturing methods. The Coherency Diagram is used to present the physical relationships between Direct Numerical Simulation, LES, and VLES, which use Fourier Filtering and are non-adaptive, and WDNS, CVS and SCALES, that use wavelet filtering and are fully adaptive.
This paper also presents an adaptive wavelet collocation method that can be used to implement any of the wavelet based methods discussed in this paper, namely WDNS, CVS and SCALES. The method combines Brinkman penalization (to define solid structures) with an adaptive wavelet collocation method (to dynamically adapt the computational grid) to solve the Navier-Stokes equations. This method also employs a new adaptive wavelet collocation multilevel elliptic solver 30 to solve the Poisson equation for pressure at each time step. Two dimensional results of WDNS have been presented that show that computational complexity scales like Re. 
