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FLOODINGS OF METRIC GRAPHS
KRZYSZTOF BURDZY AND SOUMIK PAL
Abstract. We consider random labelings of finite graphs conditioned on a small
fixed number of peaks. We introduce a continuum framework where a combinatorial
graph is associated with a metric graph and edges are identified with intervals. Next
we consider a sequence of partitions of the edges of the metric graph with the partition
size going to zero. As the mesh of the subdivision goes to zero, the conditioned random
labelings converge, in a suitable sense, to a deterministic function which evolves as
an increasing process of subsets of the metric graph that grows at rate one while
maximizing an appropriate notion of entropy. We call such functions floodings. We
present a number of qualitative and quantitative properties of floodings and some
explicit examples.
1. Introduction
intro
Consider a finite graph with N vertices. Randomly label the vertices by numbers
1, 2, . . . , N , conditioned to have a fixed number M of peaks (local maxima). The
problem, a continuation of the project started in [BP16], is to understand the most
likely locations of the peaks as a function of the underlying graph structure. Even for
the case of M = 1 or M = 2, simple questions seem to be very hard to answer for
random labelings on many natural graphs. The following is an example that was left
open in [BP16]. If a random labeling of a large torus is conditioned on having exactly
two peaks, is the typical distance between the peaks comparable to the diameter of the
torus?
In this article we introduce a limiting procedure where asymptotically the labelings
are amenable to analytical methods. Let us describe the procedure very roughly for
now. All details can be found in Section 3. Imagine that our graph has edge lengths
and can be viewed as a metric space. Replace every edge by an interval and consider
a sequence of finer and finer subdivisions of each interval. Thus for every metric graph
we have a sequence of subdivision metric graphs with the number of vertices going to
infinity that can be embedded in the original graph. Now, we fix M and consider the
sequence of random labelings on each subdivision graph, conditioned to have M peaks,
and take a limit as the number of vertices goes to infinity.
In an appropriate sense, the labelings converge to a continuum limit that we call
“flooding”. Again, let us give a rough intuition regarding this limiting object. Consider
again the random labeling of the finite graph with N vertices. This static random object
can be turned dynamic by considering a time parameter t ∈ [0, 1] and progressively
exploring the subgraphs labeled by vertices {bNsc, (1 − t) ≤ s ≤ 1}. A moments
reflection will convince the reader that, due to our constraint on having M peaks, the
Research supported in part by NSF Grant DMS-1206276 and DMS-1612483.
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stochastic process of subgraphs is increasing and yet always remains a union of at most
M connected components. This property persists in the subdivision limit where we
obtain a stochastic process of closed subsets of the metric graph that is a union of
at most M connected components and “absorbs” boundary points at rate one until it
covers the entire graph. An evocative visual would be to imagine the edges as pipes
and water flowing through M sources until it floods the entire graph. This inspires the
name “flooding”.
Interestingly, the floodings on metric graphs are surprisingly rigid objects. The rea-
son, in short, is large deviation theory. Each flooding can be studied by an entropy-like
quantity (see (3.3)) and the asymptotically most likely flooding is the one that max-
imizes this entropy. This is essentially the content of Theorem 3.3. The rest of the
paper analyzes the maximal-entropy floodings on trees and non-tree graphs and shows
some remarkable properties (see Theorem 4.6). For example, we show that, on arbitrary
graphs, the optimal flooding, until the very end, has exactly M connected components.
That is to say, the floodings initiated from separate sources will never meet until the
end. The optimal sources are given by centroids of metric trees.
The paper is organized as follows. It starts with Section 2 containing some pre-
liminaries. Section 3 will introduce subdivision graphs and floodings, and present an
asymptotic result on random labelings. Properties of floodings will be studied in Section
4. Finally, examples of floodings will be presented and examined in Section 5.
2. Preliminaries
prel
For an integer N > 0, let [N ] = {1, 2, . . . , N}. By abuse of notation, we will use | · |
to denote the absolute value of a real number, cardinality of a finite set and length of a
line segment. For a real number a, we will write bac to denote the largest integer less
than or equal to a and dae to denote the smallest integer greater than or equal to a.
We will usually denote graphs G, their vertex sets V and edge sets E. We will indicate
adjacency of vertices v and y by v ↔ y. We will consider only finite simple graphs, i.e.,
graphs with no loops and multiple edges.
2.1. Labelings. We will call a function L : V→ [N ] a labeling of G or labeling of V if
it is a bijection. The inverse function will be denoted R.
We will say that a vertex v ∈ V is a peak (of L) if and only if it is a local maximum
of L, i.e., L(v) > L(y) for all y ↔ v.
We will use P to denote the distribution of a random (uniform, unconditioned) la-
beling. The symbol PM will stand for the distribution P conditioned on existence of
exactly M peaks.
Consider integers M,N > 0 and a graph G with N vertices. We will describe the gen-
eral structure of a (deterministic) labeling L with exactly M peaks. Let v1, v2, . . . , vM ∈
V be the peaks of L and let ak = L(vk) for 1 ≤ k ≤ M . Note that vm 6↔ v`
for m 6= `. Assume without loss of generality that a1 < a2 < · · · < aM . The
vertex R(N) is a peak so aM = N . If N − 1 6= aM−1, i.e., R(N − 1) is not a
peak, then we must have R(N − 1) ↔ R(N). We will generalize this remark. Let
Ck = {R(N), R(N − 1), . . . , R(N − k)} for 0 ≤ k ≤ N − 1. If 1 ≤ N −m < N and
N −m 6= a` for all 1 ≤ ` ≤ M , i.e., R(N −m) is not a peak, then R(N −m)↔ v for
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some v ∈ Cm−1. If 1 ≤ N −m < N and R(N −m) is a peak then R(N −m) 6↔ v for
all v ∈ Cm−1.
The above analysis suggests the following dynamic picture of a random labeling with
one peak. Conditional on the position of the peak, all other values of the labeling should
be chosen (randomly) by attaching them, from the highest to the lowest value, one by
one, to the clusters Ck of already occupied vertices. Intuition might suggest that R(N−
m) should be chosen uniformly from all vertices adjacent to Cm−1. That this is not
the case can be demonstrated using very simple examples, see [BP16, Example 2.1]. A
much more interesting example is provided by the comparison of computer simulations
of the Eden model (where new labels are attached uniformly on the boundary) and a
random labeling conditioned on having a single peak, on a large discrete torus. The
simulations presented in [BP16, Sec. 2] and a rigorous result, Theorem 4.2 in [BP16],
suggest that the two mechanisms generate significantly different labelings (belonging
to different “universality” classes).
2.2. Large deviations for multinomial distribution. As mentioned before, our
results on floodings are closely related to the large deviations theory for multinomial
distribution; see, e.g., [DZ98]. Although this type of results are classical, they provided
little help with the current project. It was easier to repeat some of the classical com-
putations rather than to reduce our claims to those that can be found in the existing
literature. This section contains a review of some elementary properties of the multi-
nomial distribution, presented in a form that is convenient for the applications in this
paper.
Consider a graph H consisting of K disjoint subgraphs Hj, 1 ≤ j ≤ K. Suppose
that each of the subgraphs Hj is isomorphic to the set of natural numbers (with edges
connecting neighbors). Let V (Vj) denote the vertex set of H (Hj, resp.) and let
v1, . . . , vK be the endpoints of the subgraphs Hj. Suppose that N > 0 and N =
N1 +N2 + · · ·+NK where each Nj is a non-negative integer.
lem:multinomialcount Lemma 2.1. (i) Let N be the number of (deterministic) functions R : [N ] → V satis-
fying the following conditions: (a) R is injective, (b) |R([N ]) ∩ Vj| = Nj for j ∈ [K],
(c) R([N ]) ∩ Vj is connected for each j, and (d) v1, . . . , vK are the only local maxima
of R−1.
Suppose that for some non-negative real numbers a1, a2, . . . , aK , a and integers n and
K1 we have |Nj − naj| ≤ K1 for j ∈ [K], and a1 + a2 + · · · + aK = a. Then for any
fixed K, K1 and a real number ζ > 0, uniformly in a ∈ [0, ζ] and aj’s, when n→∞,
logN = N logN −
K∑
j=1
Nj logNj +O(logN)m24.1 (2.1)
= na log(na)−
K∑
j=1
naj log(naj) +O(log n)
= n
(
a log a−
K∑
j=1
aj log aj
)
+O(log n).
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(ii) Now suppose that R is a uniformly chosen random element from the set of func-
tions described in (i) above. Then for every ε > 0 there is N∗ such that for N ≥ N∗
and all non-negative integers N1, N2, . . . , NK such that N = N1 + N2 + · · · + NK, we
have
P
(
sup
0<t≤1
∣∣|R([dNte]) ∩ Vj| −Njt∣∣ ≤ εN) ≥ 1− ε.m30.2 (2.2)
Proof. (i) The sets R([N ])∩Vj, j ∈ [K], form a partition of [N ] into K ordered subsets
of cardinalities N1, N2, . . . , NK . Hence, the number N of functions R satisfying the
conditions in part (i) of the lemma is
N = N(N ;N1, N2, . . . , NK) =
(
N
N1, N2, . . . , NK
)
=
N !
N1!N2! . . . NK !
.f5.4 (2.3)
Recall the Stirling formula, log n! = n log n−n+O(log n). It follows from this formula
and (2.3) that, for a fixed K,
logN = N logN −N +O(logN)−
K∑
j=1
(Nj logNj −Nj +O(logNj))
= N logN −
K∑
j=1
Nj logNj +O(logN).
Our assumptions imply that |N − na| ≤ KK1. Hence for any fixed K, K1 and a real
number ζ > 0, uniformly in a ∈ [0, ζ] and aj’s, when n→∞,
logN = N logN −
K∑
j=1
Nj logNj +O(logN)
= na log(na)−
K∑
j=1
naj log(naj) +O(log n)
= n
(
a log a−
K∑
j=1
aj log aj
)
+O(log n).
(ii) This part follows easily from the law of large numbers. More precisely, consider
a uniformly random arrangement of N labeled balls in K labeled boxes such that box
j has Nj balls. Sequentially remove balls labeled N,N − 1, . . . at unit intervals of time.
If we now reverse time, the law of the process (|R([dNte]) ∩ Vj|, t ≥ 0, j = 1, 2, . . . , K)
is identical to that of the process of the number of balls in each box at time t.

3. Metric graphs and floodings
subdiv
3.1. Metric graphs. We start this section with a definition of a metric graph. Let
G = (V,E) be a finite connected simple graph. A metric graph corresponding to G is
a pair (G, `) where ` : E → (0,∞) assigns a positive length to each edge of G. It is
intuitive to visualize the metric graph by replacing each edge e by an interval [0, `(e)].
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More precisely, consider an arbitrary direction for each edge. That is, in an arbitrary
manner replace every edge e = {u, v} ∈ E by a vector e = (u, v) where, we say, u is the
initial vertex of the edge and v is the terminal vertex. This changes the meaning of E,
but by an abuse of notation we continue to use E for this set of directed edges. Note
that, if (u, v) ∈ E then (v, u) /∈ E. We say, vertices u and v share an edge if either (u, v)
or (v, u) is in E.
Now, consider the following set
S∗ =
⋃
e∈E
{{e} × [0, `(e)]} .
The vertex set V can be recovered from S∗ via the following equivalence relation. For
e, g ∈ E and x ∈ [0, `(e)] and y ∈ [0, `(g)], we define (e, x) ∼ (g, y) if, either e = g and
x = y, or e 6= g but share a vertex, and x and y represent the same vertex. This can
happen in the following four ways.
(i) e = (u, v), g = (u,w) and x = 0 = y.
(ii) e = (u, v), g = (w, u) and x = 0, y = `(g).
(iii) e = (u, v), g = (w, v) and x = `(e), y = `(g).
(iv) e = (u, v), g = (v, w) and x = `(e), y = 0.
It is not hard to see that ∼ is an equivalence relation on S∗. Consider the quotient set
S = S∗/ ∼. We will continue to represent points in S by any representative element
(e, x) in S∗ from its equivalent class. Then, the set V of vertices are precisely those
points (e, x) ∈ S such that x ∈ {0, `(e)}. Let v(e, x) denote the equivalence class of
(e, x) ∈ S. We call S a real metric graph.
The notion of degree can now be extended to points in S. By definition, any point
(e, x) for 0 < x < `(e) has degree 2. Any other point will correspond to a vertex v ∈ V.
The degree of that point will be the degree of v in the graph G.
There is a natural graph metric on the set V obtained from the metric graph (G, `).
To wit, consider two vertices u, v in V. If u = v, the distance is zero. Otherwise,
consider a path in G from u to v in k steps for some k ≥ 1. This is a finite sequence
of vertices {w0, w1, . . . , wk} ⊆ V such that w0 = u, wk = v and each successive pair
wi, wi+1 share an edge ei, for i = 0, 1, . . . , k− 1. The length of this path is then defined
to be
∑k−1
i=0 `(ei). The distance between u and v, denoted by dist(u, v) is the infimum
of the length of path taken over all paths of any number of steps connecting u and v.
We will now extend this metric to S.
For any pair of points (e, x) and (g, y) the distance between them can be defined as
follows. If e = g, then
dist ((e, x), (g, y)) = |x− y| .
Now, suppose e 6= g. Let u1 = (e, 0), u2 = (e, `(e)), v1 = (g, 0), v2 = (g, `(g)). Then,
dist ((e, x), (g, y)) is the minimum of the following four terms: (i) x+dist(u1, v1)+y, (ii)
x+dist(u1, v2)+`(g)−y, (iii) `(e)−x+dist(u2, v1)+y, (iv) `(e)−x+dist(u2, v2)+`(g)−y.
We leave the verification of the metric property of dist( · , · ) to the reader. The metric
gives rise to the usual topology generated by open balls, and associated concepts, for
example, that of the boundary of a set. The boundary of a set A will be denoted in the
usual way by ∂A.
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f24.1
3.2. Subdivision graphs. We will define a subdivision graph Gn of a (metric) graph
G, for n ≥ 1. The graph Gn is obtained by replacing every edge e of G with a path
(linear) graph with dn`(e)e edges. More precisely, if the endpoints of e are w1 and w2
then we add vertices ve1, v
e
2, . . . , v
e
dn`(e)e−1 to the vertex set, we identify v
e
0 with w1 and
vedn`(e)e with w2 and we add edges so that w1 = v
e
0 ↔ ve1 ↔ . . . ↔ vedn`(e)e = w2. We
assume that the sets of extra vertices {ve1, . . . , vedn`(e)e−1} are disjoint for distinct e. The
vertex set of Gn will be denoted Vn. If an edge g of Gn has been obtained by subdividing
an edge e of G then we give g the length `(g) = `(e)/dn`(e)e.
It is easy to see that the metric graph S associated with a graph G is isometric (as a
metric space) with the metric graph corresponding to any of the subdivision graphs Gn
of G.
3.3. Normal vectors. For an edge e, we will define abstract “unit vectors” e+ and
e−. We will write sign (e+) = 1 and sign (e−) = −1. We will use this concept only in
the expressions of the form (g, x) + te+ or (g, x) + te−, where (g, x) = (e, s) for some
0 ≤ s ≤ `(e). Hence, all we need to do is to give a meaning to these expressions. If
w = e+ or w = e− then we declare that (g, x) + tw = (e, s+ sign (w) t) for all t such
that 0 ≤ s+ sign (w) t ≤ `(e).
For any (g, x), we say that e+ is a vector anchored at (g, x) if (g, x) = (e, s) for
some 0 ≤ s < `(e). We say that e− is anchored at (g, x) if (g, x) = (e, s) for some
0 < s ≤ `(e).
For any closed set A with finitely many connected components and (g, x) ∈ ∂A, we
say that w is an outward normal vector to A at (g, x) if w is a vector anchored at (g, x)
and there exists t1 > 0 such that (g, x) + tw /∈ A for all t ∈ (0, t1).
3.4. Floodings.
m5.1 Definition 3.1. We define flooding as a process (f(t), t ≥ 0) of increasing closed sub-
sets of S such that f(t) has a finite number of connected components for every t ≥ 0.
The process f is defined as a piecewise linearly growing set in S. More precisely, for f
to be a flooding, there must exist a finite sequence of times t0 = 0 < t1 < t2 < · · · <
tk(f) <∞ such that the following conditions hold for k = 1, 2, . . . ,k(f) + 1.
(i) If f(tk−1) = S then f(t) = S for all t ≥ tk−1 and k(f) = k − 1, i.e., tk(f) = tk−1.
(ii) If f(tk−1) 6= S then f(tk−1) is a finite union of closed connected sets. Let{
wkj , j = 1, 2, . . . ,mk
}
denote the set of all outward normal vectors at all points in
∂f(tk−1) (so that mk denotes the total number of outward normal vectors). Every
vector wkj can be uniquely represented as w
k
j = (e
k
j )
+ or wkj = (e
k
j )
− for some
edge ekj . Note that at least one of the representations of the point in ∂f(tk−1)
associated with wkj must have the form (e
k
j , r
k
j ) for some r
k
j ∈ [0, `(ekj )]. We may
have (ekj1 , r
k
j1
) = (ekj2 , r
k
j2
) for some j1 6= j2.
(iii) For tk−1 < tk(f), there exists a vector
(
zkj , 1 ≤ j ≤ mk
)
in (mk − 1)-dimensional
unit simplex. In other words, every zkj is nonnegative and∑
1≤j≤mk
zkj = 1.f5.3 (3.1)
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(iv) The time tk is the infimum of t > tk−1 such that for some j we have
rkj + sign(w
k
j )z
k
j (t− tk−1) /∈ [0, `(ekj )],
or, for some j1 6= j2 we have ekj1 = ekj2 and
rkj1 + sign(w
k
j1
)zkj1(t− tk−1) = rkj2 + sign(wkj2)zkj2(t− tk−1).
(v) For t ∈ [tk−1, tk], let xkj (t) = (ekj , rkj )+(t−tk−1)zkjwkj . For t ∈ [tk−1, tk], the flooding
must satisfy
eq:linear_rate (3.2) f(t) = f(tk−1) ∪
{
xkj (s) : 1 ≤ j ≤ mk, 0 ≤ s ≤ t− tk−1
}
.
At a linear rate the set f(·) absorbs points on the boundary until it hits a vertex
(which potentially alters the size of the set of outer normals) or an edge is absorbed
completely by exhausting it from both sides (which reduces the boundary). Since zkj ’s
are always chosen from the simplex, the total rate of absorption is always one. Let
ζ =
∑
e∈E `(e) be the total length of all edges of S. Hence, tk(f) = ζ <∞, f(tk(f)) = S
and the process gets absorbed in this state for all subsequent times. In other words,
condition (3.1) agrees with the assumption that ζ = inf{t ≥ 0 : f(t) = S}.
Note that the total number of all the outward normals vectors of all the boundary
points of f(t) is equal to mk for all tk−1 ≤ t < tk. Informally, for t ∈ (0, tk − tk−1), we
will refer to any set of the form
{
(ekj , r
k
j ) + sz
k
jw
k
j , 0 ≤ s ≤ t
}
as an arm of the flooding.
We will write zkj = x˙
k
j (t) for t ∈ (tk−1, tk). This is a shorthand for saying that zkj is
the derivative of dist(xkj (tk−1), x
k
j (t)) with respect to time t.
For any M ≥ 1, we will say that (f(t), t ≥ 0) is a flooding with M sources if f(0) is
a set of M distinct points. The family of all floodings with M sources will be denoted
FM . We will write F≤M =
⋃
1≤K≤M F
K .
We will define a metric for the family of floodings of a given graph G.
We equip the family of non-empty compact subsets of S with the usual Hausdorff
distance, denoted distH . It is easy to see that every flooding f is Lipschitz with the
Lipschitz constant 1, i.e., distH(f(s), f(t)) ≤ t− s for all 0 ≤ s ≤ t ≤ ζ. We define the
distance between floodings f and f˜ by dist(f, f˜) = sup{distH(f(t), f˜(t)) : t ∈ [0, ζ]}.
We will sketch a proof that F≤M is compact for every M . First, it is easy to see that
the family of subsets of S that have at most M elements is compact in the topology
induced by distH because S is compact. Hence, for any sequence fj of floodings in F
≤M ,
there is a subsequence fji such that fji(0) converges to a limit and the limit is a set
with at most M points. The family of compact subsets of S is compact in the metric
distH . Hence, for every rational number t ∈ [0, ζ], we can find a subsequence fji of fj,
such that fji(t) converges to a compact subset of S. By the diagonal method, we can
find a single subsequence fji of fi such that fji(t) converges to a compact subset of S
for every rational t ∈ [0, ζ]. By the Lipschitz property of floodings, the last claim holds
for all real t ∈ [0, ζ].
For any flooding f we have k(f) ≤ nG := |V| + |E|, i.e., k(f) is bounded by the
number of vertices plus the number of edges of G. This is because at every time tk,
1 ≤ k ≤ k(f), the flooding reaches at least one of the vertices for the first time or two
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arms of a flooding meet in the interior of an edge. It is easy to see that each vertex and
each edge can play this role at most once.
Let ti0 = 0 < t
i
1 < t
i
2 < · · · < tik(fji ) = ζ be defined relative to the flooding fji . Passing
to a subsequence, if necessary, we may assume that k(fji) are equal to each other for
all i, and a limit limi→∞ tik = t
∞
k ∈ [0, ζ] exists for every k = 1, . . . ,k(fji). It is not
necessarily true that t∞j 6= t∞k for j 6= k.
For every ε > 0 and k > 0 there exists i1 such that for all i > i1 and j, t
i
j /∈
[t∞k−1 + ε, t
∞
k − ε] (the claim holds trivially if the interval is empty). Hence, all floodings
fji , i > i1, are linear on [t
∞
k−1 + ε, t
∞
k − ε] in the sense of the Definition 3.1 (v). This
implies that the limiting function, say, f∞, is also linear on this interval. The claim can
be extended to the interval [t∞k−1, t
∞
k ] because ε > 0 can be taken arbitrarily small and
f∞ is Lipschitz with the Lipschitz constant 1 as a limit of Lipschitz functions. This
completes the proof that F≤M is compact.
In the following, we will use the convention that 0 log 0 = 0. For f ∈ FM let
β(f) =
k(f)∑
k=1
(
(tk − tk−1) log(tk − tk−1)−
∑
1≤j≤mk
zkj (tk − tk−1) log
(
zkj (tk − tk−1)
))f5.1 (3.3)
= −
k(f)∑
k=1
(
(tk − tk−1)
∑
1≤j≤mk
zkj log z
k
j
)
.f25.1 (3.4)
lem:beta_cont Lemma 3.2. The function β(f) is continuous on the set of floodings of G.
Proof. We order the family of all “unit vectors” e+ and e−, for all e ∈ E, in an arbitrary
way. There are 2|E| elements in this family. We can change the sums ∑1≤j≤mk to∑
1≤j≤2|E| in (3.3)–(3.4), with the understanding that for the extra j in the sum, z
k
j = 0,
and, therefore, the corresponding term in the sum is equal to 0. The point of the new
convention is that the range of the summation index does not depend on the flooding
f .
Consider two floodings f and f˜ . The objects related to f˜ will be denoted t˜k, z˜
k
j ,
etc. Let s0 = 0 < s1 < s2 < · · · < sn < ∞ be the ordering of all elements of
{t0, t1, . . . , tk(f)} ∪ {t˜0, t˜1, . . . , t˜k(f˜)}. If (si−1, si) ⊂ (tk−1, tk) then we let yij = zkj . If
(si−1, si) ⊂ (t˜k−1, t˜k) then we let y˜ij = z˜kj . Then it follows from (3.4) that
β(f) = −
n∑
k=1
(sk − sk−1) ∑
1≤j≤2|E|
ykj log y
k
j
 ,
β(f˜) = −
n∑
k=1
(sk − sk−1) ∑
1≤j≤2|E|
y˜kj log y˜
k
j
 .
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In view of the equality of (3.3) and (3.4),
β(f) =
n∑
k=1
(sk − sk−1) log(sk − sk−1)− ∑
1≤j≤2|E|
ykj (sk − sk−1) log
(
ykj (sk − sk−1)
) ,
β(f˜) =
n∑
k=1
(sk − sk−1) log(sk − sk−1)− ∑
1≤j≤2|E|
y˜kj (sk − sk−1) log
(
y˜kj (sk − sk−1)
) .
Hence,
β(f)− β(f˜)
f25.3 (3.5)
= −
n∑
k=1
∑
1≤j≤2|E|
(
ykj (sk − sk−1) log
(
ykj (sk − sk−1)
)− y˜kj (sk − sk−1) log (y˜kj (sk − sk−1))) .
Since k(f) ≤ nG for every f , we have n ≤ 2nG. Recall that ykj ≤ 1 and sk− sk−1 ≤ ζ.
Hence, ykj (sk − sk−1) ≤ ζ and y˜kj (sk − sk−1) ≤ ζ.
Consider an arbitrarily small ε > 0. Let ε1 > 0 be such that 4nG|E|ε1 = ε/2. Let
δ > 0 be so small that if b1, b2 ∈ [0, ζ] and |b1− b2| < 20δ then |b1 log b1− b2 log b2| ≤ ε1.
Now suppose that dist(f, f˜) < δ. Consider an interval [sk−1, sk] and the j-th outer
normal vector. Let ∆ = ykj (sk−sk−1) and ∆˜ = y˜kj (sk−sk−1). Without loss of generality,
suppose that the j-th vector is e+, corresponding to an edge e. We will assume that
the floodings f and f˜ do not have sources in e. The case when there are sources in e is
more complicated but does not pose any new conceptual challenges; we leave it to the
reader.
We will write (e, (u1, u2]) =
⋃
u∈(u1,u2]{(e, u)} and similarly for other intervals (open
or closed). For some x1, x2, x3, x˜1, x˜2, x˜3 ∈ [0, `(e)] such that x3 ≤ x2 and x˜3 ≤ x˜2, we
have
(e, (0, `(e))) ∩ f(sk−1) = (e, (0, x1]) ∪ (e, [x2, `(e))),
(e, (0, `(e))) ∩ (f(sk) \ f(sk−1)) = (e, (x1, x1 + ∆]) ∪ (e, [x3, x2)),
(e, (0, `(e))) ∩ f˜(sk−1) = (e, (0, x˜1]) ∪ (e, [x˜2, `(e))),
(e, (0, `(e))) ∩ (f(sk) \ f(sk−1)) = (e, (x˜1, x˜1 + ∆˜]) ∪ (e, [x˜3, x˜2)).
Note that some, even all, of the eight line segments on the right hand side can be empty.
Suppose that |x1−x˜1| ≥ 10δ. Consider the case x1−x˜1 ≥ 10δ. Since dist(f, f˜) < δ, we
must have x˜2 ≤ x1−8δ. Let t be the largest time such that for some x4, x5, x˜4 ∈ [0, `(e)],
(e, (0, `(e))) ∩ f(t) = (e, (0, x4]) ∪ (e, [x5, `(e))),
(e, (0, `(e))) ∩ f˜(t) = (e, (0, x˜4]) ∪ (e, [x4, `(e))).
Note that t < sk−1, x5 ≥ x2, x˜4 ≤ x˜1 and x˜2 ≤ x4 ≤ x1. Since x˜2 ≤ x1 − 8δ, we have
x4 ≥ x˜2 + 4δ or x4 ≤ x1 − 4δ.
10 KRZYSZTOF BURDZY AND SOUMIK PAL
Suppose that x4 ≥ x˜2 + 4δ and let x6 = (x˜2 + x4)/2. Then (e, x6) ∈ f(t) but
(e, (x6 − 2δ, x6 + 2δ)) ∩ f˜(t) = ∅. This contradicts the assumption that dist(f, f˜) < δ.
Consider the other case, namely, x4 ≤ x1 − 4δ and let x7 = (x4 + x1)/2. Then
(e, x7) ∈ f˜(t) but (e, (x7 − 2δ, x7 + 2δ)) ∩ f(t) = ∅. This contradicts the assumption
that dist(f, f˜) < δ.
We conclude that x1−x˜1 ≥ 10δ cannot hold. The case x˜1−x1 ≥ 10δ can be eliminated
in a similar manner. This implies that |x1 − x˜1| < 10δ. An analogous argument shows
that |(x1 + ∆)− (x˜1 + ∆˜)| < 10δ. Recalling the definitions of ∆ and ∆˜, we obtain∣∣ykj (sk − sk−1)− y˜kj (sk − sk−1)∣∣ = |∆− ∆˜| ≤ 20δ.
It follows that∣∣ykj (sk − sk−1) log (ykj (sk − sk−1))− y˜kj (sk − sk−1) log (y˜kj (sk − sk−1))∣∣ ≤ ε1,
and, therefore,∣∣∣∣∣∣−
n∑
k=1
∑
1≤j≤2|E|
(
ykj (sk − sk−1) log
(
ykj (sk − sk−1)
)− y˜kj (sk − sk−1) log (y˜kj (sk − sk−1)))
∣∣∣∣∣∣
≤ n · 2|E| · ε1 ≤ 4nG|E|ε1 = ε/2.
This and (3.5) imply that |β(f)− β(f˜)| ≤ ε/2. 
Let
β∗ = β∗(S,M) = sup
{
β(f) : f ∈ F≤M} ,
FM∗ =
{
f ∈ F≤M : β(f) = β∗(S,M)} .
Since the set F≤M is compact and β is continuous, β attains its supremum. Sim-
ple examples show that FM∗ does not have to be a singleton, for example, when S
is a circle and M is any positive integer. Theorem 4.6 (iii) implies that β∗(S,M) =
sup
{
β(f) : f ∈ FM} and FM∗ = {f ∈ FM : β(f) = β∗(S,M)} but we cannot take these
statements as the definitions of β∗ and FM∗ for technical reasons.
Recall the definition of a subdivision graph from Section 3.2. Consider a graph
G = (V,E) and a subdivision graph Gn = (Vn,En). We will associate a flooding fL of
G (not Gn) with any (deterministic) labeling L of Vn. First of all, note that a flooding
f is totally determined by the finite family {f([0, tk]), 0 ≤ k ≤ k(f)}. This is because
f is continuous and the functions xkj are assumed to be linear on [tk−1, tk] for every j
and k.
Suppose that L is a labeling of Vn with M peaks. Let R = L
−1, Nn = |Vn|, and for
0 ≤ k ≤ Nn − 1, let
Ck = R({Nn, Nn − 1, . . . , Nn − k}).
Let k0 = 0 and let 0 < k1 < k2 < · · · < kα be the list of all ki > 0 such that at least
one of the following conditions holds:
(i) R(Nn − ki) is a vertex of G, or
(ii) Cki contains all vertices of Vn that belong to an edge e of G but Cki−1 does not
contain some vertex in e.
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(iii) The vertex in Cki \ Cki−1 is a peak.
Strictly speaking (i) implies (ii) but we listed the two conditions separately to high-
light the heuristic difference between the two cases. An arm of the labeling reaches a
vertex of G in case (i). Case (ii) represents the situation when two arms of the labeling
meet in the interior of an edge of G.
Note that α (i.e., the number of ki’s greater than 0) depends on G, n and L.
Let tki be the total length of all edges of the metric graph Gn whose both endpoints
belong to Cki . We define the flooding fL by declaring that for 0 ≤ i ≤ α, fL([0, tki ]) is
the union of the set of all peaks of L and all edges of Gn whose both endpoints belong
to Cki .
Let DLn (t) = Vn ∩ fL([0, t]) and let 	 denote the symmetric set difference. Let PnM
denote the distribution of random labeling of Gn conditioned on having exactly M
peaks.
j22.1 Theorem 3.3. Consider a graph G and an integer M > 0. For any ε > 0 there exists
n1 such that for n ≥ n1,
PnM(β(fL) ≤ β∗(S,M)− ε) < exp(−nε+ 2 log2 n),m30.1 (3.6)
and
PnM
(
sup
0≤t<ζ
∣∣DLn (t)	R({N,N − 1, . . . , dN(1− t/ζ)e})∣∣ < εn) > 1− ε.m31.3 (3.7)
Proof. Step 1. The set
Cki \ Cki−1 = R({Nn − ki, Nn − ki + 1, . . . , Nn − ki−1 − 1})m31.1 (3.8)
consists of a certain number, say, mki , of distinct “line segments,” i.e., mki sets of
consecutive vertices (v(ki, j, 1), v(ki, j, 2), . . . , v(ki, j, U
ki
j )), 1 ≤ j ≤ mki , where Ukij de-
notes the cardinality of the sequence, v(ki, j, 1) is adjacent to Cki−1 and v(ki, j, U
ki
j )
lies on the boundary of Cki . It follows from the construction that each sequence
(v(ki, j, 1), v(ki, j, 2), . . . , v(ki, j, U
ki
j )) lies on only one edge of S. Two of these se-
quences, corresponding to different values of (ki, j), may have at most one vertex in
common, and if they do then the common vertex is the endpoint for each one of the
sequences.
Let us condition the random labeling on having exactly M peaks, on the values of
L(N − `) for 0 ≤ ` ≤ ki−1, and on the value of the set in (3.8). The conditional
distribution of{(
L(v(ki, j, 1)), L(v(ki, j, 2)), . . . , L(v(ki, j, U
ki
j ))
)
, 1 ≤ j ≤ mki
}
,m31.2 (3.9)
can be described as follows. First, we randomly (uniformly) divide the family of labels
(integers) Nn − ki, Nn − ki + 1, . . . , Nn − ki−1 − 1, into disjoint subsets of sizes Ukij ,
1 ≤ j ≤ mki . Then we order integers in each subset and then assign them to vertices as
in (3.9). The version of the law of large numbers for the multinomial distribution given
in (2.2) implies that the values in (3.9) decrease in an approximately linear way. We
can repeat the same reasoning for each ki, 1 ≤ i ≤ α. It is straightforward to translate
our observations into the statement in (3.7).
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Step 2. We will find a crude upper bound for the number of distinct families
{(v(ki, j, 1), v(ki, j, Ukij )), 1 ≤ j ≤ mki , 1 ≤ i ≤ α} associated with all (determinis-
tic) floodings with M sources. The set
⋃α
i=1(Cki \ Cki−1) contains all vertices of G, all
peak locations and at most one vertex in the subdivision graph for each edge of G (and
no other vertices). Hence, α ≤ k∗, where k∗ is the sum of the numbers of vertices and
edges of G plus the number of sources, i.e., M . Since mki is bounded by the number of
edges of G, mki ≤ k∗ for all 1 ≤ i ≤ α, for every (deterministic) labeling L. A crude
upper estimate for the number of vertices in Vn is 2nζ. All these remarks imply that
the number of distinct families {(v(ki, j, 1), v(ki, j, Ukij )), 1 ≤ j ≤ mki , 1 ≤ i ≤ α} is
bounded by (2nζ)2k
2∗ .
Step 3. Recall the notation related to the construction of fL presented before the
statement of the theorem. We match indices of arms of fL with the indices of the
sequences constructed above so that (v(ki, j, 1), v(ki, j, 2), . . . , v(ki, j, U
ki
j )) corresponds
to zkij . Then for all ki and j,
−1 < nzkij (tki − tki−1)− Ukij ≤ 0.m28.1 (3.10)
Let
Ln = Ln((v(ki, j, 1), v(ki, j, U
ki
j )), 1 ≤ j ≤ mki , 1 ≤ i ≤ kL)
be the set of all deterministic labelings L of Gn which correspond to the family of pairs
(v(ki, j, 1), v(ki, j, U
ki
j )), 1 ≤ j ≤ mki , 1 ≤ i ≤ α, in the manner described above. Let
U i = ki − ki−1 =
∑
1≤j≤mki U
ki
j . We use (2.1) and (3.10) to see that
log|Ln((v(ki, j, 1), v(ki, j, Ukij )), 1 ≤ j ≤ mki , 1 ≤ i ≤ α)|a24.1 (3.11)
= log
α∏
i=1
N(U i −mki ;Uki1 − 1, Uki2 − 1, . . . , Ukimki − 1)
= n
α∑
i=1
(tki − tki−1) log(tki − tki−1)
− n
α∑
i=1
∑
1≤j≤mki
zkij (tki − tki−1) log(zkij (tki − tki−1)) +O(log n)
= nβ(fL) +O(log n).
Let Mn be the number of deterministic labelings of Gn with M peaks. Recall from
Step 2 that the number of distinct families {(v(ki, j, 1), v(ki, j, Ukij )), 1 ≤ j ≤ mki , 1 ≤
i ≤ α} is bounded by (2nζ)2k2∗ . It follows from (3.11) that for b > 0 and large n,
PnM(β(fL) ≤ b) = PnM (nβ(fL) ≤ nb)ma29.1 (3.12)
≤ 1
Mn
∑
(v(ki,j,1),v(ki,j,U
ki
j )),1≤j≤mki ,1≤i≤α
|Ln|1{log |Ln|≤nb+log2 n}(Ln)
≤ 1
Mn
(2nζ)2k
2∗ exp(nb+ log2 n).
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Step 4. Given a function f ∈ FM∗ we will construct a family Lnf of associated labelings
of Gn. Let Bk = Vn ∩ f([0, tk]) for 0 ≤ k ≤ k(f). Note that the index k in Bk has a
different meaning than in Ck. The number of vertices in Ck is k + 1 while the number
of vertices in Bk is typically of order n. The set B0 may be empty. If it is non-empty
then it contains at most M vertices.
We will say that a labeling L belongs to Lnf if it has exactly M peaks and Bk \Bk−1 =
R({i, i+ 1, . . . , i+ `}) for some i and `, for every 1 ≤ k ≤ k(f).
For 1 ≤ k ≤ k(f), the set Bk \Bk−1 consists of a certain number, say, mk, of distinct
“line segments,” i.e., mk sets of consecutive vertices (v(k, j, 1), v(k, j, 2), . . . , v(k, j, V
k
j )),
1 ≤ j ≤ mk, where V kj denotes the cardinality of the sequence, v(k, j, 1) is adjacent
to Bk−1 and v(k, j, V kj ) lies on the boundary of Bk. It follows from the construction
that each sequence (v(k, j, 1), v(k, j, 2), . . . , v(k, j, V kj )) lies on only one edge of S. Two
sequences (v(k, j, 1), v(k, j, 2), . . . , v(k, j, V kj )) corresponding to different values of (k, j)
may have at most one vertex in common, and if they do then the common vertex is the
endpoint for each one of the sequences.
We match indices of arms of f with the indices of the sequences constructed above
so that (v(k, j, 1), v(k, j, 2), . . . , v(k, j, V kj )) corresponds to z
k
j . Then for all k and j,
−1 < nzkj (tk − tk−1)− V kj ≤ 0.ma29.2 (3.13)
Let
Lfn = L
f
n((v(k, j, 1), v(k, j, V
k
j )), 1 ≤ j ≤ mk, 1 ≤ k ≤ k(f))
be the set of all deterministic labelings L of Gn which correspond to the family of pairs
(v(k, j, 1), v(k, j, V kij )), 1 ≤ j ≤ mki , 1 ≤ k ≤ k(f), in the manner described above.
Recall that Mn is the number of deterministic labelings of Gn with M peaks. Let
V k =
∑
1≤j≤mk V
k
j . We use (2.1), (3.13) and the assumption that f ∈ FM∗ to see that
log Mn ≥ log |Lfn((v(k, j, 1), v(k, j, V kj )), 1 ≤ j ≤ mk, 1 ≤ k ≤ k(f))|
= log
k(f)∏
k=1
N(V k −mk;V k1 − 1, V k2 − 1, . . . , V kmk − 1)
= n
k(f)∑
k=1
(tk − tk−1) log(tk − tk−1)
− n
k(f)∑
k=1
∑
1≤k≤mk
zkj (tk − tk−1) log(zkj (tk − tk−1)) +O(log n)
= nβ(f) +O(log n) = nβ∗(S,M) +O(log n).
This and (3.12) imply that for any ε > 0 there exist c1 and n1 such that for n ≥ n1,
PnM(β(fL) ≤ β∗(S,M)− ε) ≤
1
Mn
(2nζ)2k
2∗ exp(n(β∗(S,M)− ε) + log2 n)
≤ c1n exp(−nβ∗(S,M))(2nζ)2k2∗ exp(n(β∗(S,M)− ε) + log2 n)
= c1n(2nζ)
2k2∗ exp(−nε+ log2 n) < exp(−nε+ 2 log2 n).
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This proves (3.6). 
4. Properties of floodings
flood
It is elementary to see that the set FM can be parametrized so that it becomes a
subset of a finite dimensional space. By Lemma 3.2 the function β defined in (3.3) is
continuous over FM , however, finding the maximizing f in an effective way does not
seem to be easy.
Suppose that H is obtained from G by subdividing it with a finite number of vertices.
It is not hard to see that the metric graph for H can be embedded isometrically in the
metric graph for G. That is, both graphs are represented by the same metric graph S,
except with different edge labels and the set of vertices of G is a subset of the set of
vertices of H.
f19.2 Lemma 4.1. For every M , sup{β(f) : f ∈ FM(H)} = sup{β(f) : f ∈ FM(G)}.
Proof. Note that FM(G) ⊂ FM(H) so
sup{β(f) : f ∈ FM(H)} ≥ sup{β(f) : f ∈ FM(G)}.f19.1 (4.1)
We will not analyze FM directly. Instead, we will use Theorem 3.3. Note that adding
a finite number of extra vertices to G does not change the possible random labelings of
the subdivision graphs—they are the same for subdivisions of G and H (this is almost
true; see the note at the end of the proof). If we suppose that the inequality in (4.1)
is strict then FM∗ (H) 6= FM∗ (G) and distance, in the supremum norm metric, between
these families of functions is strictly positive because β is a continuous function on
FM(H). Hence, the shape of a typical random labeling LMn , in the sense of (3.7), must
be different for H and G, for large n. This contradicts the fact that we are dealing with
the same family of random labelings in both cases.
We address a subtle but minor problem related to the claim that adding a finite
number of extra vertices to G does not change the possible random labelings of the
subdivision graphs, i.e., they are the same for subdivisions of G and H. If an edge of
length re is divided by an extra vertex into edges with lengths r
′
e and r
′′
e then it is not
necessarily true that dnree = dnr′ee + dnr′′ee. Hence, there may be an extra vertex in
the subdivision graph for H. The effect on calculations in the proof of Theorem 3.3 is
negligible for large n. 
Parts (i) and (ii) of the following definition are taken from [BP16].
j24.2 Definition 4.2. (i) Suppose that a graph G is a tree with N vertices. We will say that
x is a centroid of G if each subtree of G which does not contain x has at most N/2
vertices.
(ii) Suppose that G is a tree and v1 is one of its vertices. Define a partial order “≤”
on the set of vertices V by declaring that for v2, v3 ∈ V, we have v2 ≤ v3 if and only
if v2 lies on the geodesic between v1 and v3. If v2 ≤ v3 then we will say that v2 is an
ancestor of v3 and v3 is a descendant of v2. Let nv1(v2) be the number of descendants
of v2, including v2.
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(iii) Suppose that a metric graph S represents a tree graph and the total length of
all edges of S is ζ. We will say that v ∈ S is the centroid of S if for every connected
subset A of S \ {v}, the total length of edges in A is less than or equal to ζ/2.
m13.5 Lemma 4.3. (i) A finite tree graph has at least one and at most two centroids. If it
has two centroids then they are adjacent.
(ii) A metric graph S representing a tree graph has exactly one centroid.
Proof. (i) This part appeared as Lemma 6.2 in [BP16].
(ii) One can discretize the metric tree S by placing nre equidistant vertices on e, for
every edge e of S. It is elementary to check that centroids of these graphs converge, as
n→∞, to the unique centroid of S. We leave the details to the reader. 
Recall the notation from Definition 3.1.
m6.1 Theorem 4.4. Assume that G is a tree and and f ∈ F1∗.
(i) Then f(0) is the centroid of S.
(ii) Suppose that t ∈ (tk−1, tk) for some 1 ≤ k ≤ k(f). Let Skj (t) be the component of
S \ {xkj (t)} which does not contain f(0). Let ζkj (t) be the total length of edges in Skj (t).
Then
zkj = x˙
k
j (t) =
ζkj (t)∑mk
j=1 ζ
k
j (t)
=
ζkj (t)
ζ − t .m10.1 (4.2)
The first and last equalities in (4.2) follow directly from the definitions.
Proof of Theorem 4.4. (i) Consider a random labeling of a subdivision graph Gn condi-
tioned on having exactly one peak. We will estimate the distance of the peak from the
centroid.
For a vertex v in the subdivision graph Gn, let pv be the probability that there exists
only one peak and it is located at v. Recall nv(y) from Definition 4.2. If v and y are
adjacent then, by [BP16, (6.2)],
pv
py
=
ny(v)
nv(y)
.
Suppose that v0, v1, . . . , vk is a sequence of distinct vertices such that vj−1 ↔ vj for
all j and v0 is one of the centroids. Let N be the number of vertices of Gn and note
that k ≤ N/2 because v0 is a centroid. Then nvj−1(vj) ≤ N/2− j + 1 and nvj(vj−1) ≥
N/2 + j − 1 for j = 1, . . . , k, so
pvk
pv0
=
k∏
j=1
pvj
pvj−1
=
k∏
j=1
nvj−1(vj)
nvj(vj−1)
≤
k∏
j=1
N/2− j + 1
N/2 + j − 1 =
k∏
j=1
1− 2(j − 1)/N
1 + 2(j − 1)/N
= exp
(
k∑
j=1
(log(1− 2(j − 1)/N)− log(1 + 2(j − 1)/N))
)
≤ exp
(
k∑
j=1
log(1− 2(j − 1)/N)
)
≤ exp
(
−
k∑
j=1
2(j − 1)/N
)
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= exp((k − k2)/N).
Let Ak be the set of all vertices at distance k from one of the centroids and let Cj =⋃
k≥j Ak. Since we are dealing with a subdivision graph, the cardinality ofAk is bounded
by some K <∞ for all N and k. If k ≥ 2 then k2 − k ≥ k2/2. Hence for j ≥ 2,∑
v∈Cj
pv ≤
∑
v∈Cj
pv
pv0
=
∑
k≥j
∑
v∈Ak
pv
pv0
≤
∑
k≥j
∑
v∈Ak
exp((k − k2)/N) ≤
∑
k≥j
K exp((k − k2)/N)
≤
∑
k≥j
K exp(−k2/(2N)) ≤ K
∫ ∞
j−1
exp(−u2/(2N))du
= K
√
2N
∫ ∞
(j−1)/√2N
exp(−s2)ds
≤ K
√
2N
1
2(j − 1)/√2N exp(−((j − 1)/
√
2N)2)
=
KN
j − 1 exp(−(j − 1)
2/(2N)).
If we take j = bN1/2+αc for some α > 0 and let N →∞ then the quantity on the last
displayed line goes to 0. Recall that centroids of subdivision graphs Gn converge to the
centroid of S when n→∞. It follows that for any neighborhood U of the centroid v∗
of S and for any c1 > 0, there exists N1 such that if Gn is a subdivision graph with
|Vn| ≥ N1 and we condition a random labeling of the subdivision graph Gn to have only
one peak then the probability that the peak is outside U is less than c1. This and (3.7)
easily imply part (i) of the theorem.
(ii) Let f be the unique flooding such that (a) f(0) is the centroid v∗ of S, (b) f(tk)
contains a vertex of degree greater than or equal to 3 for all 1 ≤ k ≤ k(f), and (c) the
condition (4.2) is satisfied for all 1 ≤ k ≤ k(f) and t ∈ (tk−1, tk). We will show that
random labelings of subdivision graphs conditioned on having a single peak converge
to f in the sense of Theorem 3.3. In view of Theorem 3.3 and part (i) of the present
theorem, this will prove that f ∈ F1∗ and F1∗ contains only one function and, in turn,
will imply part (ii) of the present theorem. It remains to show that random labelings
of subdivision graphs conditioned on having a single peak converge to f .
Let dk−1 be the number of connected components of S \f(tk−1). Let ζk−1j be the total
length of all edges of the j-th connected component of S \ f(tk−1), for j = 1, . . . , dk−1,
and let ζ− = 1 ∧min1≤k≤k(f) minj=1,...,dk−1 ζk−1j .
Recall ekj from Definition 3.1. Consider arbitrarily small c1, c2 > 0 and suppose that
ε ∈
(
0, min
1≤k≤k(f)
min
1≤j≤mk
ζ−(tk − tk−1)`(ekj )
4ζk(f)
)
.a27.1 (4.3)
Let Ln denote a random labeling of Gn and let Rn = L
−1
n be its inverse function. Let
Nn = |Vn| and let Cnj = Rn({Nn, Nn − 1, . . . , Nn − j}) for 0 ≤ j ≤ Nn − 1. For
0 ≤ k ≤ k(f) − 1, let Bnk = Cnj where j = bNn(tk + (k + 1)ε)/ζc. Let Dnk ⊂ S be
the union of all geodesics in S between points of Bnk . For 0 ≤ k ≤ k(f) − 1, let F̂ nk
FLOODINGS OF METRIC GRAPHS 17
be the event {f(tk) ⊂ Dnk ⊂ f(tk + 2(k + 1)εζ/ζ−)}. Condition (4.3) implies that
∂f(tk+1) ∩ f(tk + 2(k + 1)εζ/ζ−) = ∅ for all k. For 1 ≤ k ≤ k(f), let F˜ nk denote the
event that Ln/n restricted to Vn ∩ ekj is within c1 of a linear function, in the supremum
norm, for every 1 ≤ j ≤ mk. Let F n0 = F̂ n0 , F nk(f) = F˜ nk(f), and for 1 ≤ k ≤ k(f)− 1, let
F nk = F̂
n
k ∩ F˜ nk . We will prove that there exists n1 such that for n ≥ n1, the following
statements are true,
P1(F
n
0 ) ≥ 1− c2,m10.2 (4.4)
P1(F
n
k | F nk−1) ≥ 1− c2, 1 ≤ k ≤ k(f).m10.3 (4.5)
By the last paragraph of part (i) of the proof, for large n,
P1 (ρ(Rn(Nn), v∗) < εζ−/(8ζ)) > 1− c2/2.m11.2 (4.6)
Consider v0 ∈ Vn such that ρ(v0, v∗) < εζ−/(8ζ). If v0 = v∗ and {Rn(Nn) = v0} then
F n0 holds.
Consider the case when v0 6= v∗. We can make ε > 0 smaller, if necessary, an assume
that n is large so that the number of connected components of Vn \ {Rn(Nn)} is 2.
Let V0,1n and V
0,2
n , be the connected components of Vn \ {Rn(Nn)}. Note that if n is
sufficiently large then
|V0,jn | ≥ (ζ−/(2ζ))|Vn|, j = 1, 2.m11.1 (4.7)
Given the event {Rn(Nn) = v0}, the event that there are no other peaks is indepen-
dent under P from the allocation of integers in [Nn − 1] to the sets V0,1n and V0,2n , i.e.,
it is independent from the σ-field generated by the random sets Ln(V
0,1
n ) and Ln(V
0,2
n ).
It follows that, under P1 conditioned by {Rn(Nn) = v0}, the random sets Ln(V0,1n ) and
Ln(V
0,2
n ) are distributed uniformly, i.e., all allowed pairs of sets are equally likely. This
and (4.7) imply that if n is sufficiently large then
P1
( ∣∣ [ bNn(1− ε/ζ)c, Nn] ∩ Ln(V0,jn )∣∣ ≥ Nnεζ−/(4ζ2) for j = 1, 2 | Rn(Nn) = v0)
> 1− c2/4.m11.3 (4.8)
If the events in (4.6) and (4.8) hold and the labeling has only one peak then Ln(v∗)
must be one of the top Nnε/ζ values of [Nn] and, therefore, {f(0) = f(t0) ⊂ Dn0} holds.
Condition (4.2) implies that f(2εζ/ζ−) extends at least 2ε units from v∗ along each
connected component of S\{v∗}. We have assumed that ρ(v0, v∗) < εζ−/(8ζ). These ob-
servations and the fact that |Bn0 | = d(ε/ζ)Nne imply that the event {Dn0 ⊂ f(2εζ/ζ−) =
f(t0 + 2(0 + 1)εζ/ζ−)} holds.
The last claim and the estimates (4.6) and (4.8) show that the P1-probability of the
event F n0 = {f(t0) ⊂ Dn0 ⊂ f(t0 + 2(0 + 1)εζ/ζ−)} is greater than 1− 3c2/4 so (4.4) is
proved.
Next we will prove (4.5). Suppose that the event F nk−1 holds for some 1 ≤ k ≤ k(f).
The assumption that F̂ nk−1 holds and (4.3) imply that the number of connected compo-
nents of Vn\Bnk−1 is dk−1. Let Vk−1,1n ,Vk−1,2n , . . . ,Vk−1,dk−1n be the connected components
of Vn \Bnk−1.
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Given Bnk and the event that there is only one peak in B
n
k , the event that there are
no other peaks is independent under P from the allocation of integers in [Nn] \ L(Bnk )
to the sets Vk−1,1n ,V
k−1,2
n , . . . ,V
k−1,dk−1
n , i.e., it is independent from the σ-field generated
by the random sets Ln(V
k−1,1
n ), . . . , Ln(V
k−1,dk−1
n ). It follows that, under P1 conditioned
on Bnk and one peak in B
n
k , all allowed sets Ln(V
k−1,1
n ), . . . , Ln(V
k−1,dk−1
n ) are equally
likely. This implies that if n is sufficiently large then for j = 1, . . . , dk−1,
P1
( ∣∣[bNn(1− (tk + (k + 1)ε)/ζ)c , dNn(1− (tk−1 + kε)/ζ)e] ∩ Ln(Vk−1,jn )∣∣m12.3 (4.9)
∈
(
Nn((tk − tk−1) + ε/2)ζk−1j
ζ(ζ − tk−1) ,
Nn((tk − tk−1) + 3ε/2)ζk−1j
ζ(ζ − tk−1)
)
| F nk−1
)
≥ 1− c2/(2dk−1).
We will explain the geometric meaning of the event in the above formula. If the labeling
has a single peak then label values are monotone along paths emanating from Rn(Nn).
Assuming that this is the case, the set
[bNn(1− (tk + (k + 1)ε)/ζ)c , dNn(1− (tk−1 + kε)/ζ)e] ∩ Ln(Vk−1,jn )
represents is a sequence of adjacent vertices. An estimate of the graph distance between
the extreme vertices in this sequence is given in (4.9). Ignoring ε-size corrections, this
distance is
Nn(tk − tk−1)ζk−1j
ζ(ζ − tk−1) .
This is equivalent, up to negligible terms, to the S-distance
(tk − tk−1)ζk−1j
ζ − tk−1
between the extreme vertices in the sequence. The last quantity is the distance between
∂f(tk−1) and ∂f(tk) along the j-th component of S \ f(tk−1) because we have assumed
that f satisfies (4.2).
If the event in (4.9) and {f(tk−1) ⊂ Dnk−1} hold and there is only one peak in Bnk
then, for every j = 1, . . . , dk−1, then the vertex in Vk,jn corresponding to ∂f(tk) belongs
to Bnk and, therefore, {f(tk) ⊂ Dnk}.
Note that ζk−1j /(ζ − tk−1) ≤ 1. It follows that if the event in (4.9) and {Dnk−1 ⊂
f(tk−1 + 2kεζ/ζ−)} hold then Dnk ⊂ f(tk + 2(k + 1)εζ/ζ−).
The above argument proves the following weaker version of (4.5),
P1(F̂
n
k | F nk−1) ≥ 1− c2/2, 1 ≤ k ≤ k(f).m13.1 (4.10)
The event F˜ nk is concerned with linearity of the function Ln. A standard argument,
similar to that that gives (2.2), shows that for large n,
P1(F˜
n
k | F nk−1) ≥ 1− c2/2, 1 ≤ k ≤ k(f).
This and (4.10) prove (4.5).
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Since c1 and c2 are arbitrarily small, it follows from (4.4)-(4.5) that the P1-probability
of
⋂
0≤k≤k(f) F
n
k goes to 1 as n→∞. This implies that random labelings of subdivision
graphs conditioned on having a single peak converge to f in the sense of Theorem 3.3.
This completes the proof. 
m21.3 Lemma 4.5. Suppose that M ≥ 2, f ∈ FM∗ , v ∈ S and v /∈ f(t) for all t < ζ. Assume
that x
k(f)
i (t) and x
k(f)
j (t) approach v as t→ ζ. Then zk(f)i = zk(f)j .
Proof. Let k = k(f)−1. If v lies half way between xk(f)i (tk) and xk(f)j (tk) then we must
have z
k(f)
i = z
k(f)
j .
Suppose that v is not the midpoint of the geodesic between x
k(f)
i (tk) and x
k(f)
j (tk). Let
z = (z
k(f)
i + z
k(f)
j )/2. Consider a flooding g constructed by modifying f as follows. The
function x
k(f)
i (t) is replaced with a function x̂
k(f)
i (t), starting at x̂
k(f)
i (tk) = x
k(f)
i (tk),
moving along the same edge and in the same direction as x
k(f)
i (t) with the speed z. We
define x̂
k(f)
j (t) in the analogous way. All other functions x
n
r associated to f remain the
same for g. Then, by the properties of entropy,
β(g)− β(f) = −(tk+1 − tk)
(
z
k(f)
i log z
k(f)
i + z
k(f)
j log z
k(f)
j
)
+ 2(tk+1 − tk)z log z
= −(tk+1 − tk)
(
z
k(f)
i log z
k(f)
i + z
k(f)
j log z
k(f)
j − 2z log z
)
> 0.
This contradicts the assumption that f ∈ FM∗ and thus proves the lemma. 
Recall the notation from Definition 3.1. We will say that f has a dormant arm if for
some i, j and k we have xkj (tk−1) = x
k−1
i (tk−2) and x
k
j (tk−1) 6= xkj (tk).
Next suppose that M > 1. For every v ∈ f(0) let Sv(t) be the connected component
of f(t) which contains v, for t ∈ [0, ζ). Let Sv be the closure of
⋃
1≤t<ζ Sv(t).
f22.1 Theorem 4.6. If M ≥ 1 and f ∈ FM∗ then the following hold.
(i) The function k → mk is non-decreasing.
(ii) The function f has no dormant arms.
(iii) For all t < ζ, f(t) does not contain any vertex of degree 1.
(iv) For all t < ζ, f(t) has exactly M disjoint connected components.
(v) For all t < ζ, f(t) contains no loops.
(vi) For all t < ζ, the points in the set f(0) are centroids of the tree metric graphs
comprising f(t), i.e., connected components of f(t).
(vii) Suppose that y ∈ f(0) and let Sy(t) be the connected component of f(t) which
contains y, for t ∈ [0, ζ). Let Sy be the closure of
⋃
1≤t<ζ Sy(t). Suppose that t ∈
(tk−1, tk) for some 1 ≤ k ≤ k(f), v, w ∈ ∂f(t) ∩ Sy, v = xki (t), w = xkj (t), and let Syv
denote the connected component of Sy \{v} which does not contain y; let Syw be defined
in the analogous way. Let ζv be the total length of edges in Syv, and let ζw be the total
length of edges in Syw. Then,
zkj
zki
=
x˙kj (t)
x˙ki (t)
=
ζw
ζv
.
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(vii) Suppose that y1, y2 ∈ f(0), t ∈ (tk−1, tk) for some 1 ≤ k ≤ k(f), v ∈ ∂f(t)∩Sy1,
v = xki (t), w ∈ ∂f(t) ∩ Sy2, w = xkj (t), and let Sy1v denote the connected component of
Sy1 \ {v} which does not contain y1. Let Sy2w be the connected component of Sy2 \ {w}
which does not contain y2. Let ζv be the total length of edges in Sy1v, and let ζw be the
total length of edges in Sy2w. Then,
zkj
zki
=
x˙kj (t)
x˙ki (t)
=
ζw
ζv
.m15.11 (4.11)
Proof. (i) Suppose that f ∈ FM , k(f) ≥ 2, and mk+1 < mk for some k + 1 ≤ k(f).
We will construct a function f ∈ FM with β(f) > β(f). Objects related to f will be
denoted as in Definition 3.1 but underlined, for example, xkj ’s will play the role of x
k
j ’s
for f .
The idea of the construction is the following. First, suppose without loss of generality
that the functions xkj and x
k+1
i are labeled in such a way that
{xk+11 (tk), xk+12 (tk), . . . , xk+1mk+1(tk)} ⊂ {xk2(tk), xk3(tk), . . . , xkmk(tk)}.f19.6 (4.12)
Suppose that ε ∈ (0, tk − tk−1) is small and let tk = tk − ε. We add an extra vertex
to G at xk1(tk) so that we can change the values of z
m
j ’s at the time tk. We can add an
extra vertex in view of Lemma 4.1.
The function f will be such that f(t) = f(t) for t ≤ tk−1 and t ≥ tk+1. Moreover,
k(f) = k(f) and tj = tj for j 6= k. The number of active arms of f on the interval
(tk−1, tk) will be the same as for f on (tk−1, tk) but f will have one more active arm on
(tk, tk+1) than the number of active arms of f on (tk, tk+1). In symbols, mk = mk and
mk+1 = mk+1 + 1.
We set
xkj (tk−1) = x
k
j (tk−1), j = 1, . . . ,mk,
xk1(tk) = x
k
1(tk − ε),
xkj (tk) = x
k
j (tk), j = 2, . . . ,mk,
xk+1j (tk) = x
k+1
j (tk), j = 1, . . . ,mk+1,
xk+1j (tk+1) = x
k+1
j (tk+1), j = 1, . . . ,mk+1,
xk+1mk+1(tk) = x
k
1(tk − ε),
xk+1mk+1(tk+1) = x
k
1(tk).
We removed a short stretch of the range of xk1 from the k-th stage of f and added this
short interval as an extra arm to f at the (k + 1)-st stage.
In the following calculation, we will write ` = k+ 1 so that we can reuse the formula
later in the proof. Let a = 1− ε/(tk − tk−1) so that ε = (tk − tk−1)(1− a). It is easy to
check that
zkj = z
k
j /a for 2 ≤ j ≤ mk,f19.3 (4.13)
zk1 = z
k
1 ,
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z`j = z
k+1
j = z
k+1
j
tk+1 − tk
tk+1 − tk + ε =
z`j(t` − t`−1)
t` − t`−1 + ε for 1 ≤ j ≤ mk+1 − 1,
z`m` = z
k+1
mk+1
= zk1
ε
tk+1 − tk + ε = z
k
1
ε
t` − t`−1 + ε.
Since the functions f and f agree outside [tk−1, t`] = [tk−1, tk] ∪ [t`−1, t`], we have
β(f)− β(f) = −(tk − tk−1)
mk∑
j=1
zkj log z
k
j − (tk+1 − tk)
mk+1∑
j=1
zk+1j log z
k+1
jf19.5 (4.14)
+ (tk − tk−1)
mk∑
j=1
zkj log z
k
j + (tk+1 − tk)
mk+1∑
j=1
zk+1j log z
k+1
j
= −(tk − tk−1)
mk∑
j=1
zkj log z
k
j − (t` − t`−1)
m∑`
j=1
z`j log z
`
jm5.7 (4.15)
+ (tk − tk−1)
mk∑
j=1
zkj log z
k
j + (t` − t`−1)
m∑`
j=1
z`j log z
`
jm5.8 (4.16)
= −(tk − tk−1)azk1 log(zk1 )
− (tk − tk−1)a
mk∑
j=2
(zkj /a) log(z
k
j /a)
− (t` − t`−1 + ε)
m∑`
j=1
z`j(t` − t`−1)
t` − t`−1 + ε log
z`j(t` − t`−1)
t` − t`−1 + ε
− (t` − t`−1 + ε) z
k
1ε
t` − t`−1 + ε log
zk1ε
t` − t`−1 + ε
+ (tk − tk−1)
mk∑
j=1
zkj log z
k
j + (t` − t`−1)
m∑`
j=1
z`j log z
`
j
= −(tk − tk−1)azk1 log(zk1 )
+ (tk − tk−1)
(
zk1 log z
k
1 +
mk∑
j=2
zkj log a
)
+ (t` − t`−1)
m∑`
j=1
z`j log
t` − t`−1
t` − t`−1 + ε
− zk1ε log
zk1ε
tk − tk−1 + ε
= (tk − tk−1)(1− a)zk1 log(zk1 )m5.2 (4.17)
+ (tk − tk−1)
mk∑
j=2
zkj log am5.3 (4.18)
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+ (t` − t`−1)
m∑`
j=1
z`j log
t` − t`−1
t` − t`−1 + εm5.4 (4.19)
− zk1ε log
zk1ε
tk − tk−1 + ε.m5.5 (4.20)
Recall that f is given and fixed so all zkj ’s, tk’s, etc. are fixed. We let ε = (tk−1 −
tk−2)(1− a) ↓ 0 so that a ↑ 1. Then the quantities on each of the lines (4.17)-(4.19) are
of the order O(ε) for small ε > 0. The quantity in (4.20) is greater than cε| log ε| for
small ε > 0 so it dominates the other quantities. This shows that β(f)− β(f) > 0 for
small ε > 0. Hence, f /∈ FM∗ .
(ii) Suppose that f ∈ FM has a dormant arm, that is, there exist i, j and k such that
xkj (tk−1) 6= xkj (tk) and xkj (tk−1) = xk−1i (tk−2). We assume without loss of generality that
j = 1 and set ` = k − 1, so that xk1(tk−1) 6= xk1(tk) and xk1(tk−1) = x`i(t`−1).
The strategy of the proof of part (ii) is the same as for part (i). We will construct a
function f with β(f) > β(f) by shifting some growth from the k-th time interval to the
`-th time interval. Recall the notation conventions for objects related to f from part
(i) of the proof. Suppose that ε ∈ (0, tk − tk−1), k(f) = k(f) and let
t` = t` + ε,
tj = tj if j < ` or j > k − 1.
We set mj = mj for j 6= ` and m` = m` + 1. Let
xnj (tn−1) = x
n
j (tn−1) and x
n
j (tn) = x
n
j (tn),
for all n = 1, . . . ,k(f) and j = 1, . . . ,mn, except that we let x
k
1(tk−1) = x
k
1(tk−1 + ε).
We define
x`m`(t`−1) = x
k
1(tk−1), and x
`
m`
(t`) = x
k
1(tk−1 + ε).
We removed a short stretch of the range of xk1 from the k-th stage of f and added this
short interval as an extra arm to f at the `-th stage.
Let a = 1− ε/(tk − tk−1) so that ε = (tk − tk−1)(1− a). It is easy to check that
zkj = z
k
j /a for 2 ≤ j ≤ mk,m5.6 (4.21)
zk1 = z
k
1 ,
z`j = z
`
j
t` − t`−1
t` − t`−1 + ε for 1 ≤ j ≤ m` − 1,
z`m` = z
k
1
ε
t` − t`−1 + ε,
znj = z
n
j , n 6= k, `, j = 1, . . . ,mn.
We note that (4.21) matches (4.13) so so β(f)− β(f) is given by the formula in (4.15)-
(4.16). We have shown in part (i) that this quantity is positive for small ε > 0 so
β(f)− β(f) > 0 for small ε > 0, and, therefore, f /∈ FM∗ .
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(iii) Suppose that f(0) contains a vertex of degree 1. Assume without loss of gener-
ality that x11(0) is a vertex of degree 1. Consider a function f constructed as follows.
We assume that xkj (t) = x
k
j (t) for all k ≥ 2, 1 ≤ j ≤ mk and t ∈ (tk−1, tk), and also
for k = 1, 2 ≤ j ≤ m1 and t ∈ (0, t1). We replace x11 with two functions x11 and x1m1+1
defined for t ∈ (0, t1) as follows,
x11(t) = x
1
1(t1/2− t/2), x1m1+1 = x11(t1/2 + t/2).
We have z11 = z
1
m1+1
= z11/2 so
β(f)− β(f) = −2t1(z11/2) log(z11/2) + t1z11 log z11 > 0
and, therefore, f /∈ FM∗ .
Next suppose that f(0) does not contain a vertex of degree 1 but f(t) does for some
0 < t < ζ. Then there is tk < ζ such that f(tk) contains a vertex of degree 1 and
f(t) does not contain a vertex of degree 1 for t < tk. We can assume without loss of
generality that xk1(tk) is a vertex of degree 1. Let ` = k + 1. Then it is easy to see
that (4.12) is satisfied. We can now follow the proof given in part (i) to conclude that
f /∈ FM∗ .
(iv) We will prove that the number of disjoint components of f(t) cannot decrease.
Suppose that the number of disjoint components of f(t) for t ∈ (tk, tk+1) is smaller than
the number of disjoint components of f(t) for t ∈ (tk−1, tk). Some functions xki and xkj
must meet at time tk, i.e., for some i 6= j, xki (tk) = xkj (tk). We can choose labels so that
xk1(tk) = x
k
2(tk). Then the functions x
k
j , j = 1, . . . ,mk, and x
k+1
i , i = 1, . . . ,mk+1, can
be labeled in such a way that (4.12) is satisfied. The rest of the proof given in part (i)
applies verbatim so f /∈ FM∗ .
It remains to show that the number of disjoint components of f(0) is M . Suppose
that this not the case. The proofs of part (i) and (iii) imply that an arm cannot stop
growing before time ζ. It follows that the set f(ζ−) := ⋃t<ζ f(t) is non-empty. We
choose any point v ∈ S \ f(ζ−) and add it to f(0) to create a new flooding. More
formally, g(t) = f(t) ∪ {v} for all t ≤ ζ. Note that the number of sources of g is equal
to or less than M . The flooding g has a dormant arm so β(g) < β∗(S,M) according to
part (ii). Since β(f) = β(g), we conclude that f /∈ FM∗ .
(v) Suppose that f(t) contains a loop for some t < ζ. Then there is tk < ζ such that
f(tk) contains a loop and f(t) does not contain a loop for t < tk. It follows that some
functions xki and x
k
j must meet at time tk, i.e., for some i 6= j, xki (tk) = xkj (tk). We
proceed as in part (iv) to conclude that f /∈ FM∗ .
(vi) First suppose that M = 1. According to Theorem 4.4 (i), f(0) is the centroid
of S. Let d be the number of connected components of S \ f(0). For t ≥ 0, by part
(v), f(t) does not contain loops so the number of connected components of f(t) \ f(0)
is equal to d. Let us call these sets fj(t), j = 1, . . . , d. If we denote the total length of
all edges in fj(t) by |fj(t)|, it is elementary to see that condition (4.2) implies that for
all i, j = 1, . . . , d and s, t ∈ (0, ζ],
|fj(t)|
|fi(t)| =
|fj(s)|
|fi(s)| .
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In particular, this holds for all t ∈ (0, ζ] and s = ζ. Hence, since f(0) is the centroid of
S = f(ζ), it must be the centroid of f(t) for all t ∈ (0, ζ].
Next suppose that M > 1. Recall that for v ∈ f(0) and t ∈ [0, ζ), Sv(t) denotes the
connected component of f(t) which contains v, and Sv is the closure of
⋃
1≤t<ζ Sv(t).
Let fv(t) = f(t) ∩ Sv. The function t → fv(t) satisfies most conditions in Definition
3.1 of a flooding. It does not satisfy (3.1). We will construct a flooding gv of Sv with a
single source by transforming fv(t).
Let
zv,k =
∑
1≤j≤mk,ekj⊂Sv
zkj .m21.1 (4.22)
Let tv0 = 0 and for 1 ≤ k ≤ k(f),
tvk = t
v
k−1 + (tk − tk−1)zv,k.
Recall the notation from Definition 3.1. For j such that ekj ⊂ Sv, let ẑv,kj = zkj /zv,k. Let
ζv = t
v
k(f). For t ∈ [tvk−1, tvk], let fv(t) = f(tk−1 + (t− tvk−1)/zv,k)∩Sv. It is easy to check
that fv(t) is a flooding of Sv, with t
v
k’s playing the role of tk’s, ẑ
v,k
j ’s playing the role of
zkj ’s, and ζv playing the role of ζ.
For a flooding g of Sv, we will write β(g, Sv) to denote the quantity in (3.3) relative
to g and Sv. Let
β(f | Sv) = −
k(f)∑
k=1
(tk − tk−1) ∑
1≤j≤mk,ekj⊂Sv
zkj log z
k
j
 .
We have
β(fv, Sv) = −
k(f)∑
k=1
(tvk − tvk−1) ∑
1≤j≤mk,ekj⊂Sv
ẑv,kj log ẑ
v,k
j
m13.7 (4.23)
= −
k(f)∑
k=1
(tk − tk−1)zv,k ∑
1≤j≤mk,ekj⊂Sv
(zkj /z
v,k) log(zkj /z
v,k)

= −
k(f)∑
k=1
(tk − tk−1) ∑
1≤j≤mk,ekj⊂Sv
zkj log z
k
j

+
k(f)∑
k=1
(tk − tk−1) ∑
1≤j≤mk,ekj⊂Sv
zkj log z
v,k

= β(f | Sv) +
k(f)∑
k=1
(
(tk − tk−1)zv,k log zv,k
)
.
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Given a flooding h of Sv, we define a flooding f
h of S by
fh(t) = (f(t) ∩ Scv)) ∪ h(tvk−1 + (t− tk−1)zv,k)
for t ∈ [tk−1, tk] and 1 ≤ k ≤ k(f). It is elementary to check that (fh)v = h. Hence, we
can apply (4.23) to see that
β(fh) = β(h, Sv)−
k(f)∑
k=1
(
(tk − tk−1)zv,k log zv,k
)
+ β(fh | Scv)
= β(h, Sv)−
k(f)∑
k=1
(
(tk − tk−1)zv,k log zv,k
)
+ β(f | Scv).
Note that only the term β(h, Sv) depends on h on the right hand side. We see that fv ∈
F1∗ relative to Sv because otherwise we could find a flooding h ∈ F1∗ of Sv with β(h, Sv) >
β(fv, Sv), and then we would have β(f
h) > β(f fv) = β(f), which is impossible because
f ∈ FM∗ .
Since fv ∈ F1∗ relative to Sv, the first part of the proof of part (vi), for M = 1, implies
that v is the centroid of fv(t) for all t. Part (vi) of the theorem follows easily.
(vii) First assume that y1 = y2. We will use the notation from part (vi) of the proof.
It follows from (4.23) that
β(f) =
∑
v∈f(0)
β(f | Sv)
=
∑
v∈f(0)
β(fv)− k(f)∑
k=1
(
(tk − tk−1)zv,k log zv,k
)
=
∑
v∈f(0)
β(fv)−
k(f)∑
k=1
(tk − tk−1) ∑
v∈f(0)
zv,k log zv,k
 .m21.2 (4.24)
We may construct a new flooding f˜ of S by replacing zv,k’s with z˜v,k’s satisfying
z˜v,k > 0 for all v and k,
∑
v∈f(0) z˜
v,k = 1 for all k, and
∑
1≤k≤k(f)(tk − tk−1)z˜v,k = ζv for
all v ∈ f(0). More formally, there exists a flooding f˜ of S such that f˜(0) = f(0), the
floodings of Sv’s induced by f˜ are the same fv’s as for f , and the quantities in (4.22)
relative to f˜ are z˜v,k’s. We will find the family of z˜v,k’s satisfying the above conditions
which maximizes the last line in (4.24).
Note that
∑
v∈f(0) β(f˜v) =
∑
v∈f(0) β(fv), by assumption. The problem of maximizing
the remaining sum is mathematically equivalent to the problem of maximizing the
entropy β of a flooding for a star graph with edge lengths {ζv, v ∈ f(0)}, and only one
source at the central vertex of the star. The methods used in previous proofs show that
the optimal z˜v,k’s are given by z˜v,k = ζv/ζ for all v and k. Since f is assumed to be in
FM∗ , we must have z
v,k = z˜v,k = ζv/ζ for all v and k. This shows that we can apply
Theorem 4.4 (ii) to fv’s and, therefore, part (vii) of the theorem follows in the case
y1 = y2.
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Next suppose that y1 6= y2. Consider the case when there exists v1 ∈ Sy1 ∩ Sy2 .
Assume that x
k(f)
i (t) and x
k(f)
j (t) approach v1 as t → ζ, and these functions represent
an arm of Sy1 and an arm of Sy2 . Then z
k(f)
i = z
k(f)
j , according to Lemma 4.5. This
and the fact that (4.11) holds in the case when y1 = y2 show that (4.11) holds also in
the present case.
Since S is connected, for any y1, y2 ∈ f(0), there exist points ŷ1 = y1, ŷ2, ŷ3, . . . , ŷj =
y2 in f(0), such that Sŷi ∩ Sŷi+1 6= ∅ for all i. This implies that the claim proved in the
previous paragraph extends to all y1, y2 ∈ f(0). 
m21.4 Corollary 4.7. Suppose that M ≥ 2, f ∈ FM∗ , the functions xkj0 , xk+1j1 , . . . , xk+njn take
values in the same edge of S, and xk+iji (tk+i) = x
k+i+1
ji+1
(tk+i) for i = 0, . . . , n− 1. Then
zkj0 = z
k+1
j1
= · · · = zk+njn .
Proof. The corollary follows easily from Theorem 4.6 (vii). 
Suppose that the metric graph S is a tree and x ∈ S. For y ∈ S, y 6= x, let Dxy be
the set of all z ∈ S such that the geodesic from x to z contains y.
We will say {Sj}1≤j≤k is a partition of a metric graph S if every Sj is a closed metric
tree,
⋃
1≤j≤k Sj = S, and interiors of Sj’s are non-empty and disjoint.
m14.1 Proposition 4.8. (i) If S is a metric tree and v ∈ S then
sup{β(f) : f ∈ F1, f(0) = v} = −ζ + ζ log ζ −
∫
S
log |Dvy |dy.a2.5 (4.25)
(ii) Suppose that S is a metric tree, M > 1, and v1, v2, . . . , vM are fixed distinct
points in S. Then
sup
f
β(f) = sup
S1,S2,...,SM
(
−ζ + ζ log ζ −
M∑
j=1
∫
Sj
log |Dvjy |dy
)
,m29.2 (4.26)
where the supremum on the left hand side is taken over functions f ∈ FM such that
f(0) = {v1, v2, . . . , vM}. The supremum on the right hand side is taken over all parti-
tions {Sj}1≤j≤M of S, such that each vj is in the interior of Sj.
Proof. (i) Let v be a fixed point in S. We define a partial order on S by declaring
that y ≺ z if and only if y lies on the geodesic between v and z. Suppose that f is
such that f(0) = v and β(f) = sup{β(f) : f ∈ F1, f(0) = v}. Let Skj = xkj ((tk−1, tk))
for 1 ≤ k ≤ k(f) and 1 ≤ j ≤ mk and note that |Skj | = zkj (tk − tk−1). We will write
Sk1j1 ≺ Sk2j2 if xk1j1 (s) ≺ xk2j2 (t) for all s ∈ (tk1−1, tk1) and t ∈ (tk2−1, tk2). Let
γk1j1 =
∑
(k2,j2):S
k1
j1
≺Sk2j2
∣∣Sk2j2 ∣∣ = ∑
(k2,j2):S
k1
j1
≺Sk2j2
zk2j2 (tk2 − tk2−1).
We have
∫
S
log |Dvy |dy =
∑
1≤k≤k(f)
∑
1≤j≤mk
∫ |Skj |
0
log(u+ γkj )du
a1.3 (4.27)
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=
∑
1≤k≤k(f)
∑
1≤j≤mk
(
(|Skj |+ γkj ) log(|Skj |+ γkj )− (|Skj |+ γkj )− γkj log γkj + γkj
)
= −ζ +
∑
1≤k≤k(f)
∑
1≤j≤mk
(
(|Skj |+ γkj ) log(|Skj |+ γkj )− γkj log γkj
)
= −ζ +
∑
1≤k≤k(f)
∑
1≤j≤mk
|Skj | log
(
|Skj |+ γkj∑
1≤i≤mk |Ski |+ γki
)
+
∑
1≤k≤k(f)
∑
1≤j≤mk
(
|Skj | log
( ∑
1≤i≤mk
|Ski |+ γki
)
+ γkj log
(|Skj |+ γkj )− γkj log γkj
)
.
Theorem 4.6 (vii) implies that |Skj |/γkj = |Ski |/γki for all 1 ≤ i, j ≤ mk, so for all j in
this range,
|Skj |+ γkj
γkj
=
∑
1≤i≤mk(|Ski |+ γki )∑
1≤i≤mk γ
k
i
,
and, therefore,
γkj log
(|Skj |+ γkj )− γkj log γkj = γkj log
(
|Skj |+ γkj
γkj
)
= γkj log
(∑
1≤i≤mk(|Ski |+ γki )∑
1≤i≤mk γ
k
i
)
= γkj log
( ∑
1≤i≤mk
(|Ski |+ γki )
)
− γkj log
( ∑
1≤i≤mk
γki
)
.
We use this and (4.27) to see that∫
S
log |Dvy |dy = −ζ +
∑
1≤k≤k(f)
∑
1≤j≤mk
|Skj | log
(
|Skj |+ γkj∑
1≤i≤mk |Ski |+ γki
)
a2.1 (4.28)
+
∑
1≤k≤k(f)
∑
1≤j≤mk
|Skj | log
( ∑
1≤i≤mk
|Ski |+ γki
)
+
∑
1≤k≤k(f)
∑
1≤j≤mk
(
γkj log
( ∑
1≤i≤mk
(|Ski |+ γki )
)
− γkj log
( ∑
1≤i≤mk
γki
))
= −ζ +
∑
1≤k≤k(f)
∑
1≤j≤mk
|Skj | log
(
|Skj |+ γkj∑
1≤i≤mk |Ski |+ γki
)
+
∑
1≤k≤k(f)
∑
1≤j≤mk
(|Skj |+ γkj ) log
( ∑
1≤i≤mk
|Ski |+ γki
)
−
∑
1≤k≤k(f)
∑
1≤j≤mk
γkj log
( ∑
1≤i≤mk
γki
)
.
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We have γ
k(f)
j = 0 for all j, so ∑
1≤j≤mk(f)
γ
k(f)
j log γ
k(f)
j = 0.a1.2 (4.29)
Note that, for 2 ≤ k ≤ k(f),∑
1≤j≤mk
(|Skj |+ γkj ) log
( ∑
1≤i≤mk
|Ski |+ γki
)
=
∑
1≤j≤mk−1
γk−1j log
 ∑
1≤i≤mk−1
γk−1i
 .
This and (4.29) imply that all sums on the last two lines of (4.28) cancel except for∑
1≤j≤m1
(|Sk1 |+ γ1j ) log
( ∑
1≤i≤m1
|S1i |+ γ1i
)
= ζ log ζ.
Hence, (4.28) is now reduced to∫
S
log |Dvy |dy = −ζ + ζ log ζ +
∑
1≤k≤k(f)
∑
1≤j≤mk
|Skj | log
(
|Skj |+ γkj∑
1≤i≤mk |Ski |+ γki
)
.a2.2 (4.30)
We invoke Theorem 4.6 (vii) once again to claim that
|Skj |+ γkj∑
1≤i≤mk |Ski |+ γki
= zkj .a2.3 (4.31)
Recall that |Skj | = (tk − tk−1)zkj . We combine this observation with (4.30)-(4.31) to
conclude that∫
S
log |Dvy |dy = −ζ + ζ log ζ +
∑
1≤k≤k(f)
(tk − tk−1)
∑
1≤j≤mk
zkj log z
k
j
= −ζ + ζ log ζ − β(f).
This proves part (i) of the proposition.
(ii) We will only sketch the proof. For fixed S1, S2, . . . , SM , the rates at which the
length covered by the optimal flooding in each of these sets are proportional to the total
lengths of these graphs, i.e., |S1|, |S2|, . . . , |SM |, by Theorem (4.6) (vii). Hence, we can
optimize f separately in each Sj. As a result, we obtain a formula analogous to (4.25)
for each Sj and then we take the sum. The fact that we end up with an extra term
−ζ + ζ log ζ which does not depend on M can be best understood as a normalization
corresponding to the denominator (nζ)! in the formula for pn in Remark 4.9 below. 
a2.6 Remark 4.9. The proof of Theorem (4.8) (i) consists of a transformation of the right
hand side of (4.25) into the formula (3.3) defining β(f), with help from Theorem 4.6
(vii), which provides information about the speed of arm growth for the optimal flood-
ing. Our calculation is not very illuminating so let us point out that (4.25) can be
derived from formula (6.1) in [BP16]. Then the formula in (4.25) arises in a natu-
ral way as the limit of approximating Riemann sums. In other words, one can apply
[BP16, (6.1)] to subdivision graphs and then pass to the limit with the number of ver-
tices. This alternative argument is based on the observation that if pn is the probability
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that a random labeling has a single peak at v in the n-th stage subdivision graph then
pn ≈ exp(nβ(f))/(nζ)!, for f ∈ F1∗. The rigorous version of this alternative proof seems
to be longer than the proof presented above.
5. Examples
sec:example
We will say that a metric tree S is a (d+ 1)-regular tree of depth n ≥ 1 for d ≥ 2 if
all vertices have degree d+ 1 or 1, all edges have length 1 and there exists v1 ∈ S (the
root) such that the distance from v1 to every leaf (vertex of degree 1) is equal to n.
Theorem 5.1. Suppose that S is the (d + 1)-regular tree of depth n ≥ 2, for some
d ≥ 2. If f ∈ F2∗ then f(0) contains the root of S and an adjacent vertex.
Proof. It follows from Theorem 4.6 (iii) and the assumptions that S is a tree and f ∈ F2∗
that there exists a unique v0 ∈ S such that v0 /∈ f(t) for all t < ζ and v0 is not a leaf.
The point v0 lies on the geodesic between the two points in f(0). It is easy to see that
v0 is not a vertex. Let S1 and S2 be the closures of the two connected components of
S \ {v0}.
Recall the definition of Dxy stated before Proposition 4.8 and let v1 be the root of
S. We will say that S˜ is a full branch of depth k if S˜ = Dv1y for some y 6= v1 and the
distance from y to a leaf of S˜ (different from y) is in the range [k, k + 1).
Suppose without loss of generality that v1 ∈ S1. It is easy to see that v1 is the
centroid of S1. The set S2 is a full branch with depth k for some 0 ≤ k < n. Let v2 be
the centroid of S2 and let v3 be the leaf of S2 that lies on the geodesic from v1 to v2.
Note that if 1 ≤ k < n then v2 is a branch point of S that lies at the distance k from all
leaves of S2 except v3. Recall that ρ denotes the usual metric on S. Let b = ρ(v2, v3)
and note that 0 < b < 1.
We will prove that the depth k of S2 is equal to n−1. Suppose otherwise, i.e., assume
that that k < n − 1. Let v4 lie on the geodesic from v3 to v1, with ρ(v3, v4) = 1, and
let v5 be the vertex of S between v3 and v4. Let Ŝ2 be the full branch of depth k + 1,
with centroid at v5 and such that v4 is the closest point to v1 among all points in Ŝ2.
Let Ŝ1 be the closure of S \ Ŝ2. See Fig. 1.
For any subtree S∗ of S, let Dv,S∗y be defined in the same way as D
v
y but relative to
S∗. We will show that
exp
(
−ζ + ζ log ζ −
∫
S1
log |Dv1,S1y |dy −
∫
S2
log |Dv2,S2y |dy
)
m15.1 (5.1)
< exp
(
−ζ + ζ log ζ −
∫
Ŝ1
log |Dv1,Ŝ1y |dy −
∫
Ŝ2
log |Dv5,Ŝ2y |dy
)
.
If (5.1) holds then, in view of Proposition 4.8 (ii), there exists g ∈ F2 such that
β(g) > β(f) and, hence, f /∈ F2∗. This implies that k = n − 1, i.e., S2 is a full branch
of depth n− 1.
To show (5.1), it will suffice to prove that the following quantity is strictly positive,
I :=
∫
S1
log |Dv1,S1y |dy +
∫
S2
log |Dv2,S2y |dy −
∫
Ŝ1
log |Dv1,Ŝ1y |dy −
∫
Ŝ2
log |Dv5,Ŝ2y |dy.
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Figure 1. Illustration of the positions of v1, . . . , v5 on the (d+1)-regular
tree for d = 4 and the depth k of S2 equal to n− 4. flood1
“Most” differentials which have the form log |Dv∗,S1y |dy or log |Dv∗,S2y |dy in the first
two integrals match and, therefore, cancel some differentials in the last two integrals,
because of the sign difference. Note that a y ∈ S which appears in the first integral may
appear either in the third or the fourth integral, and then the corresponding differentials
cancel. The set of y’s not associated with this cancellation of differentials consists of
all y’s on the geodesic between v1 and v2, and only these points. Let G1, G2, G3 and
G4 be the geodesics between the following pairs of points: (v1, v3), (v3, v2), (v1, v4) and
(v4, v2). We conclude that
I =
∫
G1
log |Dv1,S1y |dy +
∫
G2
log |Dv2,S2y |dy −
∫
G3
log |Dv1,Ŝ1y |dy −
∫
G4
log |Dv5,Ŝ2y |dy.
m15.9 (5.2)
If the distance of y ∈ S from the closest leaf of S is a and m = bac then
|Dv1,Sy | = a−m+
m∑
j=1
dj = a−m+ d
d− 1(d
m − 1) = a−m+ d
m+1
d− 1 −
d
d− 1 .m29.1 (5.3)
If y ∈ G1 then the distance from y to the closest leaf of S is in the range (k + b, n)
and Dv1,S1y = D
v1,S
y \Dv1,Sv3 . This and (5.3) imply that if y ∈ G1 and the distance of y
from the closest leaf of S is in the range (j − 1, j) for some k + 2 ≤ j ≤ n then
|Dv1,S1y | = |Dv1,Sy | − |Dv1,Sv3 |m15.2 (5.4)
= n− j + 1− ρ(y, v1) + d
j
d− 1 −
d
d− 1 − b−
dk+1
d− 1 +
d
d− 1
= n− j + 1− ρ(y, v1) + d
j
d− 1 − b−
dk+1
d− 1 .
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If y ∈ G1 and the distance of y from the closest leaf of S is in the range (k + b, k + 1)
then
|Dv1,S1y | = ρ(y, v3).m15.3 (5.5)
If y ∈ G2 then
|Dv2,S2y | = ρ(y, v3).m15.4 (5.6)
If y ∈ G3 then the distance from y to the closest leaf of S is in the range (k+1+b, n).
We have the following formula, analogous to (5.4). If y ∈ G3 and the distance of y from
the closest leaf of S is in the range (j − 1, j) for some k + 3 ≤ j ≤ n then
|Dv1,Ŝ1y | = n− j + 1− ρ(y, v1) +
dj
d− 1 − b−
dk+2
d− 1 .m15.5 (5.7)
If y ∈ G3 and the distance of y from the closest leaf of S is in the range (k+1+b, k+2)
then
|Dv1,Ŝ1y | = ρ(y, v4).m15.6 (5.8)
If y ∈ G4 and y lies between v1 and v4 then
|Dv5,Ŝ2y | = ρ(y, v4).m15.7 (5.9)
If y ∈ G4 and y lies between v5 and v2 then we obtain using (5.3),
|Dv5,Ŝ2y | = |Dv1,Sy | = ρ(y, v2) +
dk+1
d− 1 −
d
d− 1 .m15.8 (5.10)
We combine (5.2) and (5.4)-(5.10) to see that
I =
n∑
j=k+2
∫ 1
0
log
(
s+
dj
d− 1 − b−
dk+1
d− 1
)
ds+
∫ 1−b
0
log s ds+
∫ b
0
log s ds
−
n∑
j=k+3
∫ 1
0
log
(
s+
dj
d− 1 − b−
dk+2
d− 1
)
ds−
∫ 1−b
0
log s ds−
∫ b
0
log s ds
−
∫ 1
0
log
(
s+
dk+1
d− 1 −
d
d− 1
)
ds
=
∫ 1
0
log
(
s+
dk+2
d− 1 − b−
dk+1
d− 1
)
ds
+
n∑
j=k+3
∫ 1
0
(
log
(
s+
dj
d− 1 − b−
dk+1
d− 1
)
− log
(
s+
dj
d− 1 − b−
dk+2
d− 1
))
ds
−
∫ 1
0
log
(
s+
dk+1
d− 1 −
d
d− 1
)
ds
=
∫ 1
0
(
log
(
s+ dk+1 − b)− log(s+ dk+1
d− 1 −
d
d− 1
))
ds
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+
n∑
j=k+3
∫ 1
0
(
log
(
s+
dj
d− 1 − b−
dk+1
d− 1
)
− log
(
s+
dj
d− 1 − b−
dk+2
d− 1
))
ds
> 0.
The last inequality is due to the fact that all integrands in the ultimate representation
of I are positive. We conclude that (5.1) holds and this shows that, as we have pointed
out, f /∈ F2∗. Hence, S2 must be a full branch of depth n− 1. In other words, vertex v2
must be a neighbor of v1. 
f16.1 Example 5.2. Suppose that S is a circle from the topological point of view and con-
sider any integer M ≥ 1. The expression ∑1≤j≤mk zkj | log zkj | which appears in (3.3)
is a form of entropy. Recall from (3.1) that {zkj , 1 ≤ j ≤ mk} forms a probability
distribution. For given mk, the entropy is maximized if this is the uniform distribution
on [mk]. Assuming that {zkj , 1 ≤ j ≤ mk} form the uniform distribution on [mk], the
value of the entropy is strictly increasing in mk. Since f(0) consists of M points, the
highest possible value for mk is 2M . It is easy to see that there is only one function
f , up to rotations of S, with the property that mk = 2M and {zkj , 1 ≤ j ≤ mk} is the
uniform distribution for all k. For this function f , k(f) = 1, the M points comprising
f(0) are equally spaced around the circle and z1j = 1/(2M) for all j. We conclude that
for a fixed M , β(f) is maximized at this function f and its rotations.
Example 5.3. If S is a line segment from the topological point of view and M ≥ 1 then
analysis similar to that in Example 5.2 shows that β(f) is maximized by a single function
f such that f(0) consists of M points at the distances (i+1/2)ζ/M , i = 0, 1, . . . ,M−1,
from one of the endpoints of S. We also have k(f) = 1 and z1j = 1/(2M) for all j.
f16.2 Example 5.4. Suppose that G is a star graph with four vertices and three edges e1, e2
and e3. Let v∗ be the center of the star, i.e., the vertex adjacent to the three edges
e1, e2 and e3. We will simplify the notation and write r1, r2 and r3 instead of re1 , re2
and re3 . Let pk = rk/(r1 + r2 + r3) for k = 1, 2, 3. Consider floodings with one source,
i.e., M = 1. Assume without loss of generality that r1 ≥ r2 ≥ r3. We will argue that
Theorem 4.4 implies the following assertions.
(i) If r1 ≤ r2 + r3 then β(f) is maximized by a single function f such that f(0) = v∗,
k(f) = 1 and z1j = pj for j = 1, 2, 3.
(ii) Suppose that r1 > r2+r3. Let q1 = 1/2 and qj = rj/(2(r2+r3)) for j = 2, 3. Then
the functional β(f) is maximized by a single function f with the following properties:
(a) k(f) = 2,
(b) f(0) lies on the edge e1 at the distance (r1 − r2 − r3)/2 from v∗,
(c) t0 = 0 < t1 = (r1 − r2 − r3)/2 < t2 = ζ,
(d) m1 = 2 and z
1
j = 1/2 for j = 1, 2,
(e) m2 = 3 and z
2
j = qj for j = 1, 2, 3.
The point f(0) must be the centroid of S by Theorem 4.4 (i). This implies easily the
explicit formulas for the position of f(0) given above. The remaining assertions follow
from part (ii) of Theorem 4.4.
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m15.10 Example 5.5. We will examine the same graph as in Example 5.4 but we will be con-
cerned with floodings with two sources, i.e., we will take M = 2. Explicit calculations
(performed mostly with Mathematica) do not seem to yield interesting formulas so we
will limit ourselves to some special cases and partial results. Still we believe that the
example illustrates well some properties of floodings.
Recall the setup and notation from Example 5.4. Consider f ∈ F2∗. The set f(0)
contains two points; we will call them y1 and y2. It follows from Theorem 4.6 that only
the following three scenarios are possible.
(1) y1 is in the interior of an edge and y2 = v∗.
(2) y1 and y2 belong to the interior of the same edge.
(3) y1 and y2 belong to the interiors of different edges.
We will show that all three cases arise for some values of r1, r2 and r3.
For j = 1, 2, let Sj(t) be the connected component of f(t) which contains yj, for
t ∈ [0, ζ). Let Sj be the closure of
⋃
1≤t<ζ Sj(t). Assume without loss of generality that
v∗ ∈ S2. Let w1 ∈ S be the point which does not belong to f(t) for t < ζ and lies
between y1 and y2. In other words, w1 belongs to the intersection of the boundaries of
S1 and S2. Let w2 be the endpoint of e1 opposite to v∗.
(1) Suppose that r1 = r2 = r3 > 0. Theorem 4.6 (ii) says that f has no dormant arms
so S2 must contain a neighborhood of v∗. By Theorem 4.6 (iv), S1 must be contained
in one of the edges. Since the other two edges belong to S2, its centroid y2 is located at
v∗. The centroid of S1 must be an interior point of one of the edges. This shows that
if r1 = r2 = r3 then (1) holds.
We will analyze this case in more detail. Note that k(f) = 1. The set S1 is a line
segment contained in one of the edges. By symmetry, we can suppose that S1 ⊂ e1.
The point y1 lies in the middle of S1 by Theorem 4.6 (vi). This and Corollary 4.7 imply
that ρ(w2, y1) = ρ(y1, w1) = ρ(w1, v∗) = r1/3. In other words, y1 lies at the distance
2r1/3 from v∗.
Given the positions of y1, y2 and w1, it follows easily from Theorem 4.6 (vii) that the
arms of the flooding growing from y1 move at the rate 1/9, and the arms growing from
y2 move at the speeds 1/9, 1/3 and 1/3.
(2) Suppose that r1 > 128(r2 + r3) and r2 ≥ r3. We will argue that y1 and y2 lie in
the interior of the edge e1.
Consider other options. The points y1 and y2 cannot both lie outside the interior of
e1 because then y1 would not be the centroid of S1 or y2 would not be the centroid of
S2.
Next suppose that y2 = v∗ and y1 lies on e1. Then, using the notation and reasoning
as in case (1) above, we would have ρ(w2, y1) = ρ(y1, w1) = ρ(w1, v∗) = r1/3. But then
y2 would not be the centroid of S2 because r1 > 128(r2 + r3). So it is impossible that
y2 = v∗ and y1 lies on e1.
The next case is when y1 lies on e1, y2 lies on e3 and the point w1 at the intersection
of the boundaries of S1 and S2 lies in e1. Since r2 ≥ r3, y2 cannot be the centroid of S2
so this observation eliminates this case.
Suppose that y1 lies on e1, y2 lies on e2 and the point w1 at the intersection of the
boundaries of S1 and S2 lies in e1. By Corollary 4.7, the arms emanating from y1 move
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at constant speeds. Just like in case (1), we see that they move at the same speed, say,
z1. By Lemma 4.5, the arm of f moving from v∗ towards w1 also has the speed z1. By
Theorem 4.6 (vii), the speed of the arm moving along e2 towards v∗ must be greater
than or equal to z1. By the same theorem, the speed of the arm moving along e2 towards
the vertex (say, w3) at the other end of e2 must be also z1 or greater. Multiplying the
speeds by time intervals, we obtain the following inequality,
ρ(w2, y1) + ρ(y1, w1) ≤ ρ(w1, v∗) + ρ(v∗, y2) + ρ(y2, w3).
Since y2 is the centroid of S2, we must have ρ(w1, v∗) ≤ ρ(y2, w3) ≤ ρ(v∗, w3) = r2. It
follows that
r1 − r2 = ρ(w2, y1) + ρ(y1, w1) + ρ(w1, v∗)− r2 ≤ ρ(w2, y1) + ρ(y1, w1)
≤ ρ(w1, v∗) + ρ(v∗, y2) + ρ(y2, w3) ≤ 2r2.
Hence, r1 ≤ 3r2, which is impossible in view of the assumption that r1 > 128(r2 + r3).
The next case to be eliminated is when y1 lies on e1, y2 lies on e2 and the point w1
at the intersection of the boundaries of S1 and S2 lies in e2.
It is easy to see that k(f) = 2 in this case. We will specify the edges where the
functions xkj take values. First, we declare that x
1
1 and x
1
2 represent arms emanating
from y2, x
1
3 and x
1
4 represent arms emanating from y1, x
2
1 and x
2
2 represent arms of S2,
and x23, x
2
4 and x
2
5 represent arms of S1. This and the following conditions identify the
relationship between xkj ’s and Sn’s uniquely,
x11((t0, t1)) ⊂ e2 ∩ y2, w3, x12((t0, t1)) ⊂ e2 ∩ y2, v∗,
x13((t0, t1)) ⊂ e1 ∩ y1, w2, x14((t0, t1)) ⊂ e1 ∩ y1, v∗,
x21((t1, t2)) ⊂ e2 ∩ y2, w3, x22((t1, t2)) ⊂ e2 ∩ y2, v∗,
x23((t1, t2)) ⊂ e1 ∩ y1, w2, x24((t1, t2)) ⊂ e2, x25((t1, t2)) ⊂ e3.
Note that the function z → −z log z is increasing on (0, 1/e) and its maximum on
(0, 1) is equal to e and is attained at z = 1/e.
By Corollary 4.7, z13 = z
2
3 . Since y1 is the centroid of S1, ρ(y1, w2) ≥ r1/2. By
Theorem 4.6 (vii), z13 ≥ (r1/2)/ζ. It follows that
−(t1 − t0)z13 log z13 − (t2 − t1)z23 log z23 = −ρ(y1, x13(t1)) log z13 − ρ(x13(t1), w2) log z23
= −ρ(y1, w2) log z13 ≤ −ρ(y1, w2) log(r1/(2ζ)).m22.1 (5.11)
We use the fact that y1 is the centroid of S1 and Theorem 4.6 (vii) to see that z
1
4 = z
1
3
and, therefore, z14 = z
1
3 ≥ (r1/2)/ζ. Thus,
−(t1 − t0)z14 log z14 = −ρ(y1, v∗) log z14 ≤ −ρ(y1, v∗) log(r1/(2ζ)).m22.2 (5.12)
Since r1 > 128(r2 + r3), Corollary 4.7 and Theorem 4.6 (vii) imply that each speed
z11 , z
1
2 , z
2
1 and z
2
2 is less than (r2/2)/ζ < (r2/2)/r1 < 1/256. We obtain
− (t1 − t0)z11 log z11 − (t2 − t1)z21 log z21 − (t1 − t0)z12 log z12 − (t2 − t1)z22 log z22m22.3 (5.13)
≤ −(t1 − t0)(1/256) log(1/256)− (t2 − t1)(1/256) log(1/256)
− (t1 − t0)(1/256) log(1/256)− (t2 − t1)(1/256) log(1/256)
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= −(ζ/64) log(1/256).
Recall that the function z → −z log z attains its maximum on (0, 1) at z = 1/e. The
interval f([t1, t2]) ∩ e1 cannot be longer than the combined length of edges e2 and e3
because y1 is the centroid of S1. Hence, t2 − t1 ≤ 2(r2 + r3). We obtain
− (t2 − t1)z24 log z24 − (t2 − t1)z25 log z25m22.4 (5.14)
≤ −(t2 − t1)(1/e) log(1/e)− (t2 − t1)(1/e) log(1/e)
≤ (2/e)(r2 + r3).
Combining (5.11)-(5.14) yields
β(f) ≤ −ρ(y1, w2) log(r1/(2ζ))− ρ(y1, v∗) log(r1/(2ζ))m22.5 (5.15)
− (ζ/2) log(1/8)− (1/2)(r2 + r3) log(1/8)
= −r1 log(r1/(2ζ))− (ζ/64) log(1/256) + (2/e)(r2 + r3).
We have
−r1 log(r1/(2ζ)) = −r1 log(r1/(2(r1 + r2 + r3))) ≤ −r1 log(r1/(2(r1 + r1/128)))
m22.10 (5.16)
= −r1 log(64/129) ≤ −r1(5/4) log(1/2),
−(ζ/64) log(1/256) ≤ −(2r1/64)8 log(1/2) = −r1(1/4) log(1/2),m22.11 (5.17)
(2/e)(r2 + r3) ≤ (2/e)(r1/128) ≤ −r1(1/(64e)) log(1/2).m22.12 (5.18)
It follows from (5.15)-(5.18) that
β(f) ≤ −r1(7/4) log(1/2).m22.13 (5.19)
We will consider an alternative flooding that does not posses properties listed in
Theorem 4.6 (and so it is not in F2∗) but nevertheless has a higher value of β. Let w4
and w5 be points on e1, at the distance r1/4 from each end of this edge. Let g be the
flooding with sources w4 and w5, such that z
1
1 = z
1
2 = z
1
3 = z
1
4 = 1/4. In other words,
the four arms emanating from w4 and w5 move at the identical speeds and completely
fill e1 after time r1. Hence, t1 = r1. The remaining part of g, after time t2, is defined
arbitrarily. We have, using (5.19),
β(g) ≥ −
4∑
j=1
(t1 − t0)z1j log z1j = −r1 log(1/4) = −r12 log(1/2) > β(f).
We have thus eliminated the case when y1 lies on e1, y2 lies on e2 and the point w1 at
the intersection of the boundaries of S1 and S2 lies in e2.
The final case to consider is when y1 lies on e1, y2 lies on e3 and w1 ∈ e3. This
case can be dealt with exactly in the same way as the case when y1 ∈ e1, y2 ∈ e2 and
w1 ∈ e2.
We conclude that if r1 > 128(r2 + r3) then y1 and y2 lie in the interior of the edge e1.
(3) Suppose that r3 ≤ r2 ≤ r1, r2 > r1/3 + r3 and r1 > r3/3 + r2. For example, we
could take r3 = 2/5, r2 = 5/6 and r1 = 1. We will show that y1 and y2 must belong to
the interiors of two different edges.
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Suppose that y1 and y2 belong to e1. Assume without loss of generality that y2 = v∗
or y2 lies between y1 and v∗. Then the argument used in case (1) shows that ρ(w2, y1) =
ρ(y1, w1) = ρ(w1, y2). These quantities are less than or equal to r1/3 so y2 cannot be
the centroid of S2, since we assumed that r2 > r1/3 + r3. Thus y1 and y2 cannot belong
to e1 simultaneously.
We can eliminate the possibility that y1 and y2 belong to e3 in the analogous way,
using the assumption that r1 > r3/3 + r2.
The assumptions that r3 ≤ r2 ≤ r1 and r2 > r1/3 + r3 imply that r1 > r2/3 + r3.
This and a reasoning similar to the one employed earlier show that y1 and y2 cannot
belong to e2 at the same time.
We conclude that y1 and y2 belong to the interiors of two different edges.
Example 5.6. Let the Cartesian product of path (linear) graphs with m and n vertices
be denoted Gm,n. Suppose without loss of generality that m ≥ n, let S be the metric
graph corresponding to Gm,n with all edges of length 1, and consider a flooding f ∈ F 1∗
of S. According to Theorem 4.6 (v), f(t) does not contain loops for any t < ζ. So if
t < ζ then for every 1× 1 square in Gm,n, some part of the boundary of the square with
positive length does not intersect f(t).
We will call a vertex internal if it has degree 4. The number of non-internal vertices
is bounded by 4m. Suppose that 32m < t < ζ and f ∈ F1∗. If for an edge e we have
f(t)∩e 6= ∅ then we choose arbitrarily one of the endpoints of e that belongs to f(t)∩e
and we call it ve. If f(t) ∩ e = ∅ then we choose ve in an arbitrary way. Let µ(v) be
the sum of the lengths of f(t) ∩ e over all e such that v = ve. Note that µ(v) ≤ 4 for
all v. Since the total length of line segments comprising f(t) is t, it follows that the
number of vertices with µ(v) > 0 is greater than or equal to t/4 > 32m/4 = 8m. It
follows that the number N1 of internal vertices with µ(v) > 0 is at least t/4−4m > t/8.
Let Qv be the 1 × 1 square such that v is the northwest corner of Qv. If µ(v) > 0
then the boundary of Qv cannot be totally contained in f(t) or its complement. Hence
the boundary of Qv contains at least two leaves of f(t). Each of the two leaves can
belong to the boundary of at most four squares so the number of leaves of f(t) is at
least N1/2. This implies that that the number of leaves of f(t) is bounded below by
t/16 for 32m < t < ζ.
If f(t)∩ e is non-empty and strictly smaller than e then we will call e incomplete. If
f(t) ∩ e = e then we will call e complete. We will say that e1 is an offspring of e2 if e1
is incomplete, e2 is complete and the two edges share an endpoint. There are at most
four incomplete edges without a parent. Every parent has at most 6 children. The sum
of the lengths of all complete edges is at most f(t). The number of leaves is equal to
the number of incomplete edges and so it is bounded by 6f(t) + 4.
We conclude that the number of leaves of f(t) is in the range [t/16, 6t + 4] for
32m < t < ζ. This claim agrees with Theorem 4.2 in [BP16] at the intuitive level.
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