Abstract-The high-order ambiguity function (HAF) was introduced for the estimation of polynomial-phase signals (PPS) embedded in noise. Since the HAF is a nonlinear operator, it suffers from noise-masking effects and from the appearance of undesired cross terms and, possibly, spurious harmonics in the presence of multicomponent (mc) signals. The product HAF (PHAF) was then proposed as a way to improve the performance of the HAF in the presence of noise and to solve the ambiguity problem. In this correspondence we derive a statistical analysis of the PHAF in the presence of additive white Gaussian noise (AWGN) valid for high sisgnalto-noise ratio (SNR) and a finite number of data samples. The analysis is carried out in detail for single-component PPS but the multicomponent case is also discussed. Error propagation phenomena implicit in the recursive structure of the PHAF-based estimator are explicitly taken into account. The analysis is validated by simulation results for both singleand multicomponent PPS's.
The PHAF operator, although devised for eliminating the spurious harmonics and attenuating the cross terms, yields considerable advantages even in the simple case of a single PPS embedded in noise. In [7] it was shown that the main advantage achievable by applying the PHAF, instead of the HAF, to single component PPS's was a lowering of the SNR threshold, whereas, above the threshold, the estimation variance was only slightly smaller than the variance obtained with the HAF. However, when considering the detection of a PPS embedded in noise, in [6] it was proved that, using the Neymann-Pearson criterion, the use of the PHAF with two or three sets of lags, it is possible to decrease the SNR necessary to achieve a certain probability of detection, for a given probability of false alarm, by 3 to 6 dB. This gain is due to the strong attenuation of the cross terms operated by the PHAF, with respect to the HAF.
In [7] the estimation variance of the highest order phase coefficient of one PPS embedded in noise was derived using the perturbation method. In [18] , an asymptotic statistical analysis of the HAF, considering all phase coefficients and taking into account error propagation effects was derived. In this correspondence, we extend the statistical analysis along the following directions: i) we provide a theoretical analysis of the error propagation phenomenon implicit in the recursive nature of the PHAF (HAF), leading to the evaluation of the error covariance matrix corresponding to the estimates of all phase coefficients of a PPS embedded in white Gaussian noise, for a finite data set; ii) we show that the symmetric definition of the HAF, with respect to the lags, yields the same variance in the estimate of the highest order phase coefficient as the nonsymmetric definition used in [10] , [15] , but leads to smaller variance in the estimate of all other coefficients; iii) we show how the presence of multicomponent PPS's may affect the estimation. This last point is complicated by the fact that the relative performance depends not only on SNR and the number of samples, as in the single-component case, but also on the phase coefficients of all PPS components. Notwithstanding, we will provide a deterministic analysis aimed at understanding the bias effect due to the cross terms and we will show, by simulation, how the estimation variance is affected by the presence of cross terms.
This correspondence is organized as follows: Section II reviews definition and main properties of the PHAF; Section III refers to the statistical analysis, showing results concerning the variance of the estimate of the phase coefficients, considering also error propagation phenomena. The multicomponent case is discussed in Section IV.
II. PRODUCT HAF
Given a finite-length sequence s(n), defined in the interval jnj (N 0 1)=2, its M th order multilag high-order instantaneous moment (ml-HIM) is given by the application of the following recursive rule: s 1 (n) := s(n); s2(n; 1) := s1(n + 1)s 3 1 (n 0 
where M01 := (1; 2; 11 1;M01) is the vector containing all the lags used in (1) . This definition differs from the definition given in [15] in two aspects: i) it does not assume that the lags i are all equal to each other; ii) it is symmetric with respect to the lags. These two differences, in spite of their simplicity, cause appreciable differences in the performance: i) the lag diversity introduces a redundancy which 0018-9448/99$10.00 © 1999 IEEE is then exploited to attenuate cross terms and spurious harmonics with respect to the useful terms; ii) the symmetric definition reduces the error propagation phenomenon thus leading to smaller variances in the estimation of all the phase coefficients of degree smaller than the highest one. It is interesting to note that the seminal paper [20] had also similar comments about using symmetric windows. We define the multilag high-order ambiguity function (ml-HAF) as the discrete Fourier transform of the ml-HIM SM (f; The High-order Ambiguity Function (HAF) [15] is a special case of the ml-HAF, corresponding to the situation in which the lags are all equal to each other, i.e., M01 = (;; 111; ): The basic property of the HIM is that the M th-order ml-HIM of a PPS signal of degree M , i.e., s(n) = Ae j2 6 a n ; jnj (N 0 1)=2 (3) obtained using the set of lags (l) k , where the superscript (l) denotes a generic set of lags (in the following, we will use L different sets of lags and then (l) will identify the lth set). Therefore, the corresponding HAF has a peak at
(l) k aM [3] . This means that the estimateâ M of the highest order coefficient of an M th-degree PPS can be obtained by searching for the peak of its M th-order HAF [15] . The estimateâ M of a M allows us to remove the M th-order phase contribution from the observed signal by multiplication with the reference signal e 0j2â n : If the estimate is correct (i.e.,â M = a M ), the resulting signal is an (M 0 1)thorder PPS, whose highest order coefficient can be estimated using the (M 0 1)th-order HAF, and so on, up to the first-order phase coefficient. This is the basic idea underlying the HAF. However, as shown in [3] , spurious peaks appear in the HAF of signals composed of the sum of PPS's having the same highest order coefficients. The ambiguous peaks can be strongly attenuated using the PHAF, computed by multiplying the ml-HAF's obtained using L different sets of lags, after proper rescaling [3] 
where (l) k indicates the kth component of the lth set and T T T L M01 is the matrix containing all the sets of lags (1) M01 ; (2) M01 ; 1 11; (L) M01 : The main property of the PHAF is that, after rescaling, the useful peaks remain in the same positions, whereas the spurious peaks move along the frequency axis, so that after the multiplication the useful peaks are strongly enhanced with respect to the spurious ones [3] , [7] , [22] .
Before proceeding with the statistical analysis of the PHAF, it is useful to introduce the following notation: 
We assume that the first column of C C C M is composed of all 1's. 
and using (7) and (8), we can rewrite (4) as s M (n; if p M (k) = 01 (13) and using (8) , it is possible to write s M (n; 
III. STATISTICAL ANALYSIS OF THE PHAF
In this section we derive a theoretical expression for the covariance matrix of the estimates of the polynomial phase coefficients, valid for high SNR. Since the estimation method is recursive, the estimate of the highest order coefficient depends on the noise only, whereas the estimates of all others coefficients depend on the noise and on the errors made in estimating the higher order coefficients. Therefore, we divide our analysis in two parts: In Section III-A we evaluate the variance on the estimate of the highest order coefficient; Section III-B addresses the error propagation phenomenon and provides the general expression for the covariance matrix of the estimates.
A. Estimation Variance of the Highest Order Coefficient
Since the HAF-based approach is an iterative method, it suffers from an error propagation phenomenon. Clearly, the crucial step is the estimation of the highest order phase coefficient, because an error in that coefficient propagates to all the successive estimates. In this section, we evaluate the variance of the estimate of the highest order phase coefficient, whereas the analysis of the error propagation effects will be carried out in the ensuing section. More specifically, given the noisy sequence x(n) = s(n) + w(n), with jnj (N 0 1)=2, where s(n) assumes the expression (3) and (n) is AWGN, we prove that the variance of the highest order coefficient estimate is approximately (for high SNR) 
and we assumed that the complex noise w(n) has a variance 2 2 , so that the variance of =fw(n)g is
:
This expression is valid for every order M and number of sets of lags L used to compute the PHAF.
The M th-order HIM of the noisy sequence x(n) = s(n) + w(n), relative to the lth set of lags, can be written as xM (n; M01 ) + s M (n; (l) M ) (17) where s M (n; (l) M01 ) is the perturbation introduced by the noise.
The corresponding HAF is X M (f; (l) M01 ) = N n=0N x M (n; (l) M01 )e 0j2=n =S M (f; (l) M01 ) + S M (f; (l) M01 ) (18) where N (l) M is given by (12) 
In the presence of noise, the peak of the PHAF in general moves to a position f 0 + f , where f is the error due to the noise. To find the accuracy of the method based on the PHAF, we must express the estimation error f as a function of the perturbation of the PHAF due to the noise. The perturbation of the PHAF, in turn, can be expressed in terms of the perturbations induced on the L ml-HAF's obtained using L sets of lags. At high SNR, from (17) , the first-order perturbation term of the HIM is s M (n;
: (22) Using (4), the corresponding perturbation on the rescaled HAF is 
1 e j2(P =P )(P a 0f)n : (23) Similarly, the first-order perturbation of the PHAF, using (19) , is approximately
The square modulus of the PHAF can also be decomposed into a contribution due only to the signal plus a perturbation (25) where the perturbation QS can be computed, using (24) , as follows: (26) so that the perturbation, using (24) , is
Because of the noise, the estimate of a M is affected by an error depending on the perturbation which makes the estimate randomly wandering around its correct position
Denoting the position of the maximum of the PHAF by f 0 +f, where f 0 + f = P (1) M (a M + M ), by definition of maximum we have
Taking the first-order expansion of this expression around f 0 , using (25) , and considering that
Equating to zero the previous expression, we obtain a first-order approximation of the frequency displacement
The derivative of 
All the deterministic terms necessary to evaluate (31) are computed in the appendix. Using (23), (14) , (77), and (78), we obtain
Therefore, substituting (82) into (31), we can finally express the frequency error as follows:
Using (16), we can write
The expected value of this expression is clearly zero and the variance is (15).
Remark 1:
Using lags proportional to the number of samples N (in [7] it was proved that the optimal lags, for any order M , are equal to N=M ), the variance 2 a is proportional to N 0(2M+1) , as predicted by the Cramér-Rao lower bound (CRLB) [13] , because, from
M is proportional to N 0(M+2) and the double summation on n and n 0 yields a result proportional to N 3 :
B. Error Propagation
In this section we evaluate the contribution to the estimation error due to error propagation phenomena. The PHAF-based estimation method is recursive and, in the generic Ith step, the estimate of the (M 0 I)th-phase coefficient, with I = 1; 1 11;M is performed on the signalŝ (n):=s(n)e 0j2 6â n obtained after compensation of the phase terms of order M 0 I + 1 to M: In the absence of noise, the estimatesâ m are correct, i.e., am = am, and thenŝ(n) is a PPS of degree M 0 Î s(n) = Ae j2 6 a n :
However, observing a noisy sequence x(n) = s(n) + w(n), where w(n) is AWGN, the estimatesâ m are affected by errors. Therefore, for a generic M th-order PPS, the estimate of the (M 0 I)th-order phase coefficient depends on the noise and on the errors made in the estimation of the higher order phase coefficients (i.e., from order M to order (M 0 I + 1)). As a consequence, the reference signal used for the phase compensation from the highest order M to the generic order (M0I+1) is affected by a multiplicative error e(n): Indicating by m the errors on this estimate ( m = a m 0â m ), the multiplicative error e(n) on the reference signal used for the compensation is e(n) =e j2 6
(a 0â )n =e j2 6 n :
Assuming a high SNR and then small errors M 0i ; i = M 0 I + 1;111;M, i.e., M0i(N=2) M 0i 1;e(n) can be approximated as
The assumption M0i(N=2)
M 0i 1 seems to be a rather strong assumption, especially for high values of N: However, it is worth recalling that the variance in the estimation of a M0i is proportional to N 02(M0i)01 =SNR: Therefore, for SNR sufficiently high, that assumption is reasonable. The signal after the first I phase compensations can then be written aŝ x(n) = (s(n) + w(n))e 0j2 6â n = Ae j2 6 a n e j2 6
(a 0â )n + w(n)e 0j2 6â n =ŝ(n)e(n) + v(n)
where v(n) = w(n)e 0j2 6â n is AWGN with the same statistical properties as w(n): Using the property that the HIM of a product of signals is equal to the product of the HIM's of each factor, the (M 0 I)th-order HIM of
recalling (17), iŝ
having indicated by ŝ M0I01 (n;
(l) M0I01 ) the perturbation on the HIM due to noise and estimation errors. For high SNR values, we can find an approximate expression for the perturbation considering only the first-order contributions due to both noise and phase estimation errorŝ M0I (1) as in (12) . Thus the first-order approximation with respect to noise contributions and to phase errors iŝ
The perturbation on the HIM is then ŝM0I01(n;
and the consequent perturbation on the HAF is
Using the same procedure leading to (31), we can express the frequency error f as
where, besides the difference on the order (i.e., M 0 I instead of M ), the perturbation contains now contributions due to the noise and to errors made in the estimation of higher order coefficients. The Using this expression, we can write each term within the sum on the right-hand side of (48) as follows:
Substituting this expression into (48) we can decompose the error f into the sum of two contributions, one due to the noise and the other due to error propagation f = f n + f p , where
M0I =P (1) M0I N 0 2z
The corresponding error contributions on the estimate of the (M 0 I)th-order phase coefficients can be obtained simply by dividing the frequency errors by P (1) M0I : The error on the (M 0 I)th-order coefficient is then
where M0I carries only the contribution due to the noise and its expression is similar to (36), with M 0 I instead of M (notice that
where
The contribution due to the noise can be evaluated proceeding in the same way as in the previous section whereas the second term of (54) reveals the structure of the error propagation phenomenon. Exchanging the summation order in (54) and recalling that
M0I (1) we can write
The coefficients 0 M0I (i) are clearly equal to zero when the difference I 0 i is odd. We can observe that the errors on the estimate of the generic (M 0I)th coefficient depend only on errors made on the orders greater than M 0I and such that their difference with respect to M 0 I is an even number. It is important to emphasize that this property holds only if the time interval over which the PPS is defined is symmetrical and if we use the symmetric definition of the HIM given in (1) . In fact, only in that case, the summation over n in (54) goes to zero. Solving (57) with respect to the terms M0i, which are directly related to the noise, we obtain and can be made explicit using (58) and (60). This expression is intrinsically recursive, due to the error propagation, and the expression of the error covariance matrix cannot be further simplified, but we will provide the numerical values obtained from (61) in the ensuing section, together with the corresponding Cramér-Rao lower bound (CRLB). We now prove that the errors made on orders differing by an odd quantity are asymptotically uncorrelated, at high SNR. Before proving this statement, we need to prove the following property. 2) Recalling the symbols introduced in (8) and (13) we have 
Therefore, for all the pairs k; k 0 and k 1 ; k 0 1 satisfying the previous expressions, we have
and that proves (63).
3) For P even and Q odd 8k; k 0 9k1;k 0 1 :
The proof follows directly by using (64), (65), and (62). 4) For P even and Q odd
This is a direct consequence of (66), because the terms in the double sum on (k; k 0 ) are pairs of opposite contributions that cancel each other out. Therefore, (60) is identically equal to zero for P even and Q odd.
[Q.E.D.]
We are now able to prove the following: (74)
C. Relative Efficiency
The CRLB for signals having constant amplitude and polynomial phase was initially computed in [13] . In [21] it was then shown that the choice of the time axis origin affects the CRLB. In particular, the minimum CRLB is achieved using a symmetric time interval.
Furthermore, in such a case, the generic (i; j )th entry of the Fisher information matrix is equal to zero, if i + j is an odd number. A matrix with such a structure preserves its shape under an inversion operation. As a consequence, the CRLB matrix has elements equal to zero in all the entries of position (i; j ), with i + j odd. Therefore, using Theorem 1, we observe that the PHAF-based estimation method leads to a structure of the error covariance matrix which is the same as the CRLB, at least at high SNR. This property could not be noticed in [13] and [18] simply because the time interval and the definition of the HIM were not symmetrical.
The PHAF-based method is not efficient because the variances of the estimation errors do not reach the CRLB. Furthermore, at low SNR there is a consistent departure from the CRLB, due to noise masking effects produced by the nonlinearity of the estimator. However, the method approaches the CRLB closer and closer as the number of products in the PHAF increases. As an example of performance, Fig. 1 shows the CRLB (solid line), the theoretical variances and covariances (the dot-and-dash line refers to L = 1 and the dash line to L = 5) and the simulation results (the stars refer to L = 1 and the circles to L = 5). The polynomial degree is M = 3 and the number of samples is N = 101: We can observe good agreement between the theoretical results and the simulation results at high SNR, when the perturbation method assumptions are valid. It is important to notice that the estimation method presents a threshold effect, but the threshold decreases as the number of products (i.e.
L 01) increases. The figures report the variances of a1; a2; a3 and the covariance between a 1 and a 3 : We have not shown the covariances between a 1 and a 2 or between a 2 and a 3 because we would only observe an estimation error due to a finite number of samples (both CRLB and theoretical results are equal to zero in those cases). The overall number of sets of lags is L = 5 and the sets are: (34; 34), (27; 41), (20; 48), (14; 54), (7; 61) for M = 3 and 51, 41, 31, 20, 10, for M = 2: The lags have been chosen according to the following criterion. In [10] it was proved that the optimal lag to be used in computing the HAF, leading to minimum estimation variance, is N=M , where N is the number of samples and M is the order. In [7] it was then proved that, assuming the resolution capability as the optimality criterion, the optimal lag for the HAF of any order is N=M and that the set of lags optimum for the ml-HAF is composed by lags all equal to N=M: When we use the PHAF and we are then forced to change the lags, we should optimize the choice of the overall set of lags, but this is a multivariate nonlinear optimization problem which poses problems such as the need for an initial estimate and the convergence towards relative minima. A possible solution, even if suboptimal, consists in choosing the lags so that the length of the ml-HIM remains as close as possible to the optimal length (e.g., the length corresponding to the optimal set for the HAF). Since the length of the ml-HIM is equal to the number of samples N minus the sum of the lags, we have chosen the sets of lags in order to keep the sum of the lags, for each set, constant (at least for M > 2; whereas for M 2 we cannot satisfy this requirement, having only one lag).
We can also prove that, at high SNR, the theoretical results have the same behavior versus the number of samples N and the SNR, as the CRLB, the only difference being a multiplicative coefficient greater than one, depending on the lags used in computing the PHAF. Table I shows the ratio between the entries of the error covariance matrix computed according to the expressions derived in the previous section (for M = 3) and the corresponding CRLB's, as a function of the number of sets of lags (the element e(i; j )th entry in the table is the ratio between the covariance of ai and a j and the corresponding CRLB).
The number of samples is N = 101 and the lags are the same as in Fig. 1 . As shown in Table I , the estimation accuracy of the PHAFbased method improves as the number of products L increases. In particular, considering that the performance of the HAF correspond to the first row of Table I (i.e., L = 1), it is evident that the PHAF outperforms the HAF. Sometimes, the decrease of the variance is not monotonic versus L, but we have always observed a monotonic decrease of the variance of the highest order coefficient. It is worth noticing that the values reported in Table I are only indicative because the efficiency depends on the choice of the lags. The optimal lags are known only for L = 1 [7] , whereas for L > 1, one could make an exhaustive search over all possible lags in order to minimize (36) and (61), for I = J , but this goes beyond the scope of this correspondence. As far as the choice of L is concerned, increasing L beyond a certain limit brings an advantage which does not justify the increased complexity, at high SNR, i.e., above the SNR threshold. Indeed, there is a much more evident benefit, with respect to the HAF, which cannot be enlightened by the derivations carried out with the perturbation method, since it occurs at low SNR and concerns the monotonic decrease of the SNR threshold as L increases [7] . In fact, from Fig. 1 we observe that the SNR threshold decreases of approximately 6 dB, with L = 5, with respect to the corresponding value obtained with the HAF. Furthermore, the enhancement of the useful peak with respect to the noisy terms operated by the PHAF yields a considerable advantage with respect to the HAF also as far as the detection problem is concerned. Indeed, as proved in [6] , the PHAF allows us to achieve a given probability of detection, for a given false-alarm rate, with SNR lower than about 3-6 dB, using two or three sets of lags, with respect to the corresponding values needed to the HAF.
IV. MULTICOMPONENT PPS
When multiple component (mc) PPS's are superimposed, i.e., the observed signal without noise is
A q e j2 6 a n (75) the resulting ml-HIM is a combination of PPS's [7] : The first-order PPS's correspond to useful terms, or possible spurious harmonics [7] ; higher order PPS's are cross terms. The HAF contains then peaks due to useful components, or spurious harmonics, plus wider bandwidth contributions due to higher order PPS's. Therefore, the presence of mc-PPS's inevitably introduces a bias in the estimate of the phase coefficients. The analysis of the PHAF in the presence of mc-PPS's requires then two steps: i) deterministic analysis accounting for bias effects; ii) statistical analysis aimed at evaluating additional errors in the estimation of the phase parameters of one component due to the presence of the other components.
A. Deterministic Analysis
In [17] , a deterministic analysis was performed to analyze the effect of nonrandom interferences, such as for example high-order PPS's, in the parameter estimation of sinusoidal signals. That analysis can be applied directly to our case, with the only remark that the nonrandom PPS interference in our case is not independent of the useful components because it comes from the mixing effect due to the nonlinearity of the HIM (HAF). To understand the relative importance of the cross terms with respect to the useful ones, it is necessary to consider the spectral properties of PPS's. This analysis is not simple because the spectrum of a PPS of order greater than two is not known in a closed form. However, we can use the results of [22] where an approximate expression for the spectrum of PPS's of any order was provided, using the method of stationary phase. In particular, in [22] it was shown that the spectrum of an M th-order PPS, of duration T , is maximally concentrated around its peak when the highest order contribution dominates and, in such a case, the peak amplitude is proportional to T (M01)=M and the spectrum decays as f 0 , with = (M 02)=(M 01), within the signal bandwidth. Conversely, the spectrum is maximally spread when the second-order contribution dominates and, in that case, the amplitude of the peak goes like T 1=2 and the spectrum is flat. Of course, the peaks corresponding to useful components (sinusoids) are proportional to T: Hence, when normalizing the spectrum to T , the cross terms tend to vanish as T goes to infinity. More specifically, after normalization, the peak of the cross terms have a behavior, as a function of T , ranging between T 01=2 and T 01=M : It is also important to take into account the behavior of the spectrum around its maximum value. In particular, the higher is the peak, i.e., the peak goes like T 01=M , the faster is the spectrum decay, i.e., the spectrum decreases as f 0(M02)=(M01) :
Conversely, the lower is the peak, i.e., the peak goes like T 1=2 , the flatter is the spectrum. The behavior of the side portions of the spectrum of PPS's is particularly important in our application because, if the spectrum of the cross terms superimposes to the useful peaks, the most likely situation is that the side portions of their spectrum are involved.
As far as the HAF of mc-PPS's is concerned, the asymptotic behavior was already known, e.g., see [14] , [24] , where spurious harmonics were not considered. However, the analysis on a finite data set is important to evaluate the relative importance of the cross terms with respect to the useful terms.
When we apply the PHAF operator to mc-PPS's, we observe that the PHAF enhances the useful components with respect to the cross terms. In fact, after multiplications of L rescaled HAF's, the useful peaks have amplitudes proportional to T L , whereas the cross terms give rise to peaks which, in the worst case, are proportional to T (L01)+(M 01)=M : This happens when the spurious peak, in a certain HAF, occupies the same position as the useful peak, in all other L01 HAF's. Therefore, after normalization to T L , the undesired peaks are again proportional to T 01=M , as with the single HAF. However, this situation is extremely unlikely to happen, especially for a number of multiplication which is not too low. In fact, when differently scaled HAF's are multiplied, the peaks corresponding to cross terms move in the frequency domain and it is extremely unlikely that their peaks will always fall in the positions occupied by the useful peaks in different HAF's.
B. Statistical Analysis
A theoretical performance analysis of the PHAF applied to mc-PPS's is not simple because, unlike that in the single-component case, the estimation variance does not depend only on the SNR and on the number of samples, but also on the amplitudes and phase coefficients of every PPS component. Moreover, the perturbation analysis which we used for the single-component case is complicated by the presence of the nonrandom interference brought by the cross terms. More specifically, (19) becomes
where S order approximation valid for high SNR, the product between the noise and the coherent sum of all signal components. In principle, the perturbation analysis described in the previous section can be extended to the mc case as well. However, in this case it is not possible to derive closed-form expressions for the variance of the perturbation. In particular, we can still start from (29), specializing it to each component, i.e., expanding the PHAF in the neighborhood of each peak. However, in the mc case the abscissa of the generic qth peak is not exactly
M a q;M , because of the bias. Furthermore, in computing the numerator and the denominator of (29), we cannot use the simplifications valid for the single-component case. In fact, all the deterministic terms depend now not only on the signal amplitude, but also on the phase coefficients of all signal components. However, when analyzing the performance numerically, by simulation, the most evident effect of the presence of mc-PPS's is an increase of the minimum SNR threshold under which the estimate is ambiguous. Conversely, at least for a number of samples sufficiently high, the estimation variance above the SNR threshold does not present excessive deviations with respect to the single component case. Since the threshold effect cannot be analyzed by perturbation analysis, we proceeded by simulation. As an example, Fig. 2 shows the estimation variance in the case where the signal is composed of the sum of two third-order PPS's, embedded in AWGN. The curves refer to the variances of one component, for different amplitudes of the second component. In the same figure we also reported the CRLB and the theoretical result obtained with our perturbation analysis, made simply neglecting the presence of the second component. To examine the mixing effects due to the cross terms, the phase parameters have been chosen so that the spectrum of the cross terms is superimposed to the spectrum of the useful component. From Fig. 2 , we observe that the SNR threshold increases as the amplitude of the second component increases, because of the ambiguity effect mentioned above. Nevertheless, it is worth noticing that, for SNR above the threshold, the theoretical result approaches rather closely the simulation results.
A further remark is particularly important in the analysis of mc-PPS's via HAF or PHAF. Due to the nonlinearity of the HAF and PHAF operators, the weakest components may result completely masked by the stronger ones. In such cases, the estimation procedure should not try to estimate the phase coefficients of all signal components at once, but it should proceed recursively, component after component, as follows. Let us suppose, for simplicity of notation, that the amplitudes A q in (75) are ordered in decreasing way. The algorithm starts estimating all the parameters of the first component, i.e.,Â 1 andâ 1;m , with m = 0; 11 1;M: The corresponding signal component is thus reconstructed asÂ exp (j2 6â1;mn m ) and subtracted from the original input signal. Even if the estimates are not exact, it is likely that the first component will not remain the dominant one, after the subtraction, and the second component will become the dominant one. The estimation procedure can thus be applied to the second component and so on, until all signal components are recovered.
An example of application of this procedure is shown in Figs. 3 and 4, reporting the HAF and PHAF, respectively, of a signal composed of the sum of two PPS's of degree 3, plus AWGN. The SNR's of the two components are 6 and 0 dB, respectively (i.e., A 1 = 2 p 2 and A 2 = p 2). The number of samples is N = 201: The PHAF has been computed using FIVE sets of lags. In each figure, the title (k; l) refers to the HAF (PHAF) of order l applied to the signal after compensation of the phase term of order l + 1 (for l = 3, there is no phase compensations), at iteration number k, i.e., k = 1 refers to the analysis of the received signal; k = 2 refers to the signal after subtraction of the first component, and so on. Ideally, we should observe one peak in each figure, meaning that the component of interest dominates. From Figs. 3 and 4 we may argue that, for the given SNR's and number of samples: i) the retrieval of the weakest component via the HAF is problematic; ii) the enhancement of the useful peaks obtained by using the PHAF is considerable; iii) the PHAF would not be able to recover both components in one shot; in fact, from Fig. 4 , we cannot distinguish the two peaks in the third-order PHAF applied directly to the input signal ( Fig. 4 (1; 3) ), since the strongest component masks the weakest one, however, the recursive procedure described above makes the PHAF able to recover both components correctly.
V. CONCLUSION
In this correspondence, we have provided a statistical analysis of the PHAF applied to PPS's embedded in additive white Gaussian noise. Working with single-component PPS's, we have provided a theoretical expression for the estimation error covariance matrix, taking into account error propagation phenomena implicit in the recursive structure of the PHAF, extending similar results concerning the HAF [18] . In particular, we have quantified the improvement of the efficiency of the PHAF with respect to the HAF, as a function of the number of products. We have also shown that, assuming both a symmetric observation time interval and a symmetric definition of the HIM with respect to the lags, the covariance matrix exhibits the same structure as the CRLB, at high SNR, and the variance of the estimates of all phase coefficients of order lower than the highest one is smaller than the variance obtained with the nonsymmetric definition usually adopted, e.g. [15] . The theoretical results have been shown to be in good agreement with simulation results, at high SNR (i.e., a few decibels), where the approximations implicit in the perturbation method used for evaluating the performance are valid. The explicit knowledge of the error covariance matrix finds interesting applications in the demodulation of continuous-phase signals [5] . We have also considered the multicomponent case, providing an iterative algorithm for tracking the different components recursively. In principle, the perturbation method can be extended to the mc case as well. However, in such a case the performance depends not only on SNR and the number of samples, as in the single-component case, but also on the phase coefficients of all signal components. The most evident effect of the presence of mc-PPS's is an the increase of the SNR threshold due to a greater ambiguity caused by the presence of more cross terms. To show how the threshold is affected by the presence of mc-PPS's, we have reported some simulation results, together with some comments on the spectral properties of the cross terms, useful to understand the bias effects caused by the nonrandom interference caused by the mixing among signal components.
APPENDIX
In this appendix, we compute all the deterministic terms appearing in Sections II and III. Evaluating the rescaled HAF (2) of (3) in f = f 0 = P (1) M a M ; we have
We can also derive the expressions for S L
Furthermore, the derivatives of
evaluated in f0; are certainly zero, whereas the second order derivatives in f 0 assume the following values:
and using (80) and (78) 
I. INTRODUCTION
The dual-bus configuration is a popular configuration for LANs and MANs and several access protocols (MAC) have been designed for this topology [1] - [5] . The configuration is shown in Fig. 1 .
The configuration consists of two unidirectional buses. Every station is connected to each bus by a pair consisting of a Transmitter (T) and a receiver (R). Stations use Bus A to transmit to stations with higher indices and Bus B to transmit to stations with lower indices.
The transmissions are done by slots. For each bus there is a slot generator that produces a stream of empty slots which travel along the bus until they reach its end where they are then removed. The slot generator is a part of the uppermost station of each bus. For clarity, in Fig. 1 , this function is shown separately.
In this correspondence we assume the slot structure of Fig. 2 . It consists of several control bits grouped in a field called ACF (Access Control Field), several bits which contain the destination address of the information transmitted in the slot (DA), and the payload (information) field which possibly contains the address of the station that transmitted the information. Later, when using the term "address bits" we will only refer to the DA field.
A simple way of improving the performance of any multiple-access channel (MAC) protocol designed for the dual-bus configuration is to enable slot reuse [6] , [7] . This idea implies that a full slot can be reused if its information has already passed its destination, e.g., if a station i transmits to a station j; j > i; then a station k; k j; can reuse the slot, i.e., transmit in it again. In a method called Destination Release, every station is capable of reusing full slots that carry information to itself or to an upstream station. However, this requires every station to recognize in every passing slot whether the information is destined for itself, for an upstream station, or for a downstream station. This is carried out, as assumed in this correspondence, only through the address bits. Clearly, if a station is capable of delaying all the address bits, i.e., it can buffer and read all the passing address bits at the same time, then it can read the destination address, decide whether it can reuse the slot, and, in case of reuse, is capable of writing the address of its destination back into the address bits. Bit delay in every station has two major drawbacks. First, it increases the complexity of the receiver hardware since it requires a buffering capability as part of the transmission medium; optical to electrical and electrical to optical interfaces when fiber optics are used, and a bypass mechanism to overcome station failure. Second, it increases the total bus latency. Therefore, it is most desirable to keep the bit delay at every station as small as possible.
In several works in the past, such as [8] - [10] , schemes for slot reuse were designed in which stations do not delay any bits passing on the bus. However, none of these methods achieve full slot reuse, i.e., slots that can be reused are not reused, thus reducing efficiency. One of the reasons for the gap between the maximum theoretical efficiency of full slot reuse and the efficiency gain of these methods [11] is due to the number of address bits in a slot that these methods assume and that turns out to be too small. In other words, addresses are too short and, as will become clear later, do not enable full slot reuse.
In this correspondence we establish the theoretical relation between the bit delay in the stations and the number of address bits in a slot that is required to achieve full slot reuse. In particular, we consider transmissions on one bus, say on the upper bus, Bus A, and look for the number of address bits in a slot that is necessary and sufficient to enable every station to recognize whether each passing slot can be reused. This number is computed as a function of the number of stations in the system, of the number of bits that stations can read at the same time (bit delay), and of several assumptions about the model. Also, in order to prove sufficiency, we will propose an address (MAC address) for every station. It will not be necessarily equal to its ordinal number, i.e., when saying that "station i receives the address d" we will mean that the ith station from the beginning of the bus has the MAC address d:
We would like to emphasize that the goal of this study is to learn what is the number of address bits that is required to enable full slot reuse. The study does not intend to suggest any practical addressing scheme for implementation. For example, as we show later, to achieve full slot reuse when stations cannot delay any bits, which is the most desirable case, addresses shall contain M 0 2 bits where M is the number of stations in the system. When M is large, addresses will be very long and not attractive for implementation. However, the goal and the important outcome of the study in this correspondence, for this case, is the conclusion that any implementation with no bit delay and which uses addresses of less than M 0 2 bits, cannot achieve full slot reuse.
The rest of the correspondence is organized as follows. In Section II we define the system model. In Section III we handle the case where the decision for slot reuse is made based on the address bits of one slot only and in Section IV we handle the case where the decision for slot reuse can be taken based on the address bits of the previous slot as well. This is done because several methods for slot reuse that were designed in the past, such as [8] and [9] , were based on the address bits of two consecutive slots. Next, all the results in Sections III and IV are based on the assumption that a station can have only one address. In Section V we assume that a station can have several addresses and show that there are cases in which this feature reduces the number of necessary address bits. Finally, Section VI concludes the paper.
II. THE MODEL
We assume slot reuse that is performed together with the following assumptions on the MAC and on the MAC addresses.
A1: The MAC guarantees lack of starvation, i.e., every station receives available slots for its transmissions. This enables us to assume later that every station can observe full slots arriving from upstream stations.
A2: Whenever a station has information to transmit and it can reuse a passing slot, it does so. By this assumption we force stations to know about every slot that they can reuse. Notice that this assumption implies that the MAC enables free access to full slots that can be reused, i.e., a station is always allowed to transmit in a slot that it can reuse.
A3: Every station is allowed to transmit to any downstream station. Also, the information transmitted always arrives at its destination and is not taken out of the bus before its arrival, i.e., we do not consider schemes in which information can be taken out of the bus before reaching its destination and then, later, be retransmitted.
A4: Every slot contains a sequence of bits called the destination address, which enables every station to learn to which station the information in the slot is destined. In Sections III and V we assume that a station can learn the above about information in a slot only by reading the address bits of the slot itself. In Section IV we assume that in order to learn the above the station can also use the address bits of the previous slot.
A5: An address can belong to one station only, i.e., it cannot happen that two or more stations will share the same address.
A6: This assumption refers to the number of addresses that every station has. In Sections III and IV we assume that every station has exactly one unique address. In Section V we assume that every station can have more than one address.
A7: An address of a station is written sequentially in the address bits of a slot starting with the first address bit that passes the stations.
Next, we define the term window. A window w of size 0 (w = 0)
is the case in which a station is not allowed to delay any bit passing on the bus. This implies that when a station transmits into a bit, it still does not know what value arrived in the bit. However, the station can learn about this value after the bit passes, i.e., writing a value into the bit still enables a station to learn what value arrived with it. This case is also denoted in the literature by One-bit-delay or "on the fly."
When a station is allowed to delay i 1 bits before transmitting the first of them we will say that it has a window of size i: Here the value transmitted in a bit can rely on the value received in the bit, on the values received in previous bits, and on the values received in the following i 0 1 bits. This case is also denoted in the literature
III. SLOT REUSE THAT IS BASED ON THE ADDRESS BITS OF ONE SLOT
In this section we assume that the decision as to whether a slot can be reused or not is taken only by reading the address bits of the slot itself. We look for the number of address bits in a slot that is necessary and sufficient to enable slot reuse according to assumptions A1-A7, and especially to enable slot reuse whenever it is possible (assumption A2). We examine this question for all the relevant window sizes. We consider the cases of w = 0 and w = 1 first and later handle together all the cases of w such that 2 w < dlog (M 01)e. 1 Notice that for all the above cases, assumptions A5 and A6 impose a lower bound on the number of necessary address bits. Since every station has one unique address, and since station 1 is not a destination on Bus A and, therefore, does not need an address, the number of necessary addresses is M 0 1: To encode this number of addresses one needs dlog (M 01)e bits. However, we will show that except for the cases where w dlog (M 0 1)e, this number of bits is not sufficient to guarantee assumptions A1-A7.
A. Slot Reuse with w = 0
With a window of size 0, stations are not allowed to delay any passing bits on the bus. This implies that when a station transmits a value into a bit, it still does know the value arriving with it. However, the station can learn what value arrived with the bit after the bit has passed through the station. We show for this case that slot reuse with assumptions A1-A7 forces addresses to be at least M 0 2 bits long.
It also turns out that this number of bits is sufficient. Notice that for M = 2 no address bits are needed and for M = 3 one address bit is necessary and sufficient in order to distinguish between stations 2 and 3. We now prove that M 0 2 address bits are necessary and sufficient for all M; M 4:
1 In this correspondence all the logarithms are base 2 logarithms.
In the following lemmas and theorems, when saying that a bit has a value x; x is either a "0" or a "1." x has the opposite value, e.g., if x = "0" then x = "1."
Lemma 3.1: The addresses of stations 3; 11 1;M must begin with the same value in the first bit.
Proof: Let the addresses of two stations i and j; 3 i < j M; begin with a "0" and a "1," respectively. Let the address of station 2, without loss of generality, begin with a "0." Consider a full slot that arrives at station 2 from station 1 and that contains a "0" in the first address bit. Also, assume that station 2 has information to transmit to station j: Before reading any address bit, station 2 cannot know if it can reuse the slot or not, i.e., the two possibilities are still valid. However, in the case above, if slot reuse is possible, then assumption A2 enforces station 2 to change the value of the first address bit from "0" to "1." On the other hand, it can also result later, after writing the "1" into the first address bit, that the slot carries information to station i whose address also begins with a "0." In this case, station 2 causes, by writing "1" into the first address bit, station i not to receive the information in the slot and therefore assumption A3 is contradicted. The lemma follows. By repeating this argument until station M 0 2, it results that the addresses of stations M 01 and M both begin with the same sequence of M 0 3 bits. Therefore, at least one additional bit is required to distinguish between the two addresses.
2) Let the address of station i; 2 i M; be 1 i02 0 M0i : The notation 1 t means t times "1." A station i that wants to transmit in a passing slot to a station j; j > i; writes a "1" into every passing address bit n; 1 n i 0 1; and reads the value arriving in the bit. If all the values arriving in the first i 0 1 address bits are "1," the slot carries information to a downstream station and i does not transmit in the slot. Notice that by writing the value "1" into the first i 0 1 address bits, i did not change the address that was written in the slot. Otherwise, if at least one of the first i 0 1 address bits has the value "0," say the first of them is l, slot reuse is possible. In this case, i continues to write the value "1" behind bit i 0 1, up to and including bit j 0 2, and later transmits in the slot. Clearly, the slot reuse is according to assumptions A1-A7.
B. Slot Reuse with w = 1
In this case stations delay one bit, i.e., they receive the bits one by one and are allowed to transmit a value in a bit which is a function of the values received in the previous bits and of the value received in the bit itself.
A careful look at the lemmas and at the theorem of Section III-A, and at their proofs, will show that they can be used for the case of w = 1 as well, with almost no change. Therefore, in the case of w = 1; M 0 2 address bits are also necessary and sufficient.
C. Slot Reuse with 2 w < dlog (M 0 1)e
In this case, stations delay w bits passing on the bus where 2 w < dlog (M 01)e: See Fig. 3 . This enables stations to transmit a value into a bit which is a function of the values received in the previous bits, in the bit itself, and in the following w 01 bits. Recall that the cases where w dlog (M 0 1)e are not interesting because of the lower bound of dlog (M 01)e on the number of address bits. It turns out that in all these cases all the address bits are delayed together at every station. Therefore, a station can then read the entire address, decide if slot reuse is possible, and can write the new destination address into the address bits if slot reuse is possible.
In what follows we show that for every w in the above investigated range, stations are divided into groups of 2 w01 stations each. The first group contains stations 2; 111; 2 w01 + 1: The second group contains stations 2 w01 + 2; 11 1; 2 w + 1; and so on. It is possible that the last group contains a lower number of stations than 2 w01 :
The addresses of the stations in a group have a common prefix. The prefix of the addresses in group l; l 1; is composed of l 0 1 bits with the same value, say "1." Thus the prefixes are managed as if the window size w were 0 or 1. Later, to distinguish between the stations in a group we need another w 0 1 bits. Therefore, the number of prefix bits in an address of a station in the last group is d(M 0 1)=2 w01 e 0 1: Together with the additional w 0 1 bits necessary to distinguish between the stations in a group we get that addresses shall be d(M 0 1)=2 w01 e + w 0 2 bits long.
Lemma 3.3:
Let M > 1 + 2 w and let t be an integer such that 0 t dM=2 w01 e 0 3: a) The addresses of the stations 1 + 2 w + 2 w01 t; 1 11; M must begin with the same sequence of t + 1 bits, x 1 x 2 1 11x t+1 :
b) The total number of these stations is 2 w 0 1 and in order to distinguish between their addresses, at least w additional address bits are needed. Therefore, it is clear that addresses must contain at least t + 1 bits.
Next, if M = 1 + 2 w + 2 w01 t then we are done. Therefore, assume that M > 1 + 2 w + 2 w01 t: By similar arguments to those used in the proof of a) for t = 0, if there are two stations i and j , 1 + 2 w + 2 w01 t i < j M;such that the address of i begins with the sequence x 1 x 2 11 1x t z and that of j begins with x1x2 11 1xtz; then the addresses of i and j and the above Proof: Immediate.
Claim 3.2:
Every station has a unique address. Proof: The addresses of two stations in the same group differ in the encoding of their ordinal number. The addresses of two stations in different groups differ at least in the number of "1" at the beginning of the address. bits all contain the value "1," the station waits until it delays all the next w address bits. If the station finds that the binary value in these bits is less than or equal to n, it knows that the information in the slot is destined for an upstream station in the group or for itself, respectively. If the value is bigger than n (including the case where the value in the lth bit is "1"), the information in the slot is destined to a downstream station and it cannot be reused. The description above is correct for a station in the last group also. In case of slot reuse, the ordinal number of the destination station in the last group is written in the last w 0 1 bits of the address.
In the Appendix we show an example for the addresses that stations receive in the case of a system with 17 stations and a window size of 2, i.e., w = 2:
D. Summary of Results
Theorem 3.2 below summarizes all the results for the number of address bits, given a system with M stations and a window of size w; 2 w < dlog (M 01)e, and such that assumptions A1-A7 hold. b) The address scheme proposed in Section III-C shows suffi- 
IV. SLOT REUSE THAT IS BASED ON THE ADDRESS BITS OF TWO CONSECUTIVE SLOTS
In this section we consider the possibility where the destination address of a slot is written in the DA field of the slot itself and in the DA field of the previous slot, i.e., if we consider a slot S 1 then a part of the destination address of S 1 is written in the DA field of In particular, we assume that any two consecutive slots, say S 0 and S 1 , contain two groups of address bits, one group in each slot.
The address bits in these groups are used to contain the destination address of slot S 1 : Moreover, these groups of bits are the same in any two consecutive slots, i.e., the ith bit in the DA field of a slot is either always used as a part of the destination address of the next slot or not.
We investigate the question whether this feature reduces the necessary and sufficient number of address bits in a slot, compared to the case of Section III where an address is written in one slot only. Notice that the following discussion is meaningful only when addresses in Section III must contain more than one bit. We investigate this case since several schemes for slot reuse in the past, e.g., [8] , [9] , considered this model.
For our discussion we add another assumption on the MAC, assumption A8: A8: The MAC enables stations to transmit in any two consecutive slots. The destination station of a slot is independent of the destinations of any other slots.
We assume A8 because we want to be as general as possible. If A8 does not hold for a particular MAC, the results derived in this section are not necessarily true.
Before continuing we define the term Super Slot. A Super Slot is the concatenation of two consecutive slots, e.g., if slot S 1 comes on the bus after slot S 0 then both slots form a Super Slot. The two slots after S 1 are the next Super Slot, and so on.
We handle all the window sizes (bit delays) and network sizes together and show that if, for a particular window size and a particular system size, B is the address length and so also the necessary number of address bits in a slot according to the model of Section III, then B address bits in a slot are also necessary in the model here. This is accomplished by Lemmas See Fig. 4 . Recall that we consider a window size and a system size to which a lower bound of B bits was derived in Section III. Assume now that a slot contains less than B address bits. Consider slot S 1 again and the x address bits in its DA field that are a part of the destination address of the slot. By Lemma 4.2, since we assume that the number of address bits in S 1 is lower than B, it must hold that at least one bit, out of these x bits, is also a part of the destination address of the next slot S 2 : Assume that there are x 0 such bits. By the way in which addresses are written into the address fields of two consecutive slots, it turns out that every address can be divided into two disjoint parts, according to its representation in the DA fields of the two slots. The first part contains l bits and the second part contains x bits. See Fig. 4 again.
Notice now the above mentioned x 0 bits in slot S 1 : On one hand, they are a part of the group of x bits in the destination address of S
:
On the other hand, since they are a part of the destination address of slot S 2 , they are also a part of the group of the first l bits in that address. Consider now the ordinal indices of the x 0 bits in the two parts. We denote the set of the x 0 indices in the group of l bits by set1.
The set of x 0 indices in the group of x bits is denoted by set2. See Fig. 5 . As an example, assume that the DA field is 8 bits long, : Notice now that since this pattern repeats itself in every slot, set1 is defined to contain indices 3 and 4, and set2 contains indices 8 and 9.
It is clear now that for every bit index in set1 or set2 we can find two stations whose addresses differ in the value of this bit. Otherwise, this bit does not distinguish between the addresses and so it shall not be transmitted.
Summarizing all, we can conclude from Lemmas 4.1 and 4.2 that if a slot contains less than B address bits then one can find a bit b in set2 and two stations i and j; 2 i < j M; such that the addresses of i and j differ in the value of bit b: Theorem 4.1: There is no address scheme that uses fewer than B address bits in a slot and that satisfies assumption A8.
Proof: Let bit b have the values x and x in the addresses of stations i and j , respectively. By assumption A8 it is possible that a slot S 1 contains information destined for station i and that the following slot, slot S 2 , contains information destined for a station n; 2 n M; n 6 = i: This means that bit b in the address of i has the same value as one particular bit, whose index is contained in set1, in the address of station n: Thus if slot S 1 contains information destined to j , slot S 2 cannot contain information destined to n, contradicting assumption A8.
V. SLOT REUSE THAT IS BASED ON THE ADDRESS BITS OF ONE SLOT AND MULTIPLE ADDRESSES TO STATIONS In this section we assume that a station can have several addresses. We are interested in the question whether this possibility reduces the number of address bits in a slot that is necessary to enable slot reuse with assumptions A1-A7. We begin by showing that for a window size of 0 and with multiple addresses, there is no reduction in the number of necessary address bits. However, for a window of size 2 MULTIPLE ADDRESSES TO STATIONS   TABLE II  THE ADDRESSES THAT STATIONS USE TO TRANSMIT TO OTHER STATIONS the necessary number of address bits is sometimes reduced. We show an example of this case. In [12] we also show an example of the case where w = 1 but prefer to show here the one for w = 2 since it is simpler. A remaining problem to be researched is to characterize all the cases for w 1 where the number of necessary address bits is reduced, and to show what is the amount of saving achieved.
A. Slot Reuse with w = 0
In this subsection we briefly explain, for a window of size 0, why the possibility of multiple addresses to stations does not reduce the number of necessary address bits in a slot, and why for a system with M stations M 0 2 address bits are still necessary to enable slot reuse with assumptions A1-A7. The explanation follows the ideas of Section III-A.
First we argue that there is a value x such that stations 1 and 2 can transmit to each of the stations 3; 111; M with an address that begins with x: The proof for this claim is similar to the proof of Lemma 3.1 . We assume that the claim does not hold and then choose two stations i and j in 3; 11 1;M to which 1 and 2 can transmit only with addresses that begin with "0" and "1," respectively. We then reach the possible contradiction of assumption A3 by station 2. Next, we claim that there are values y and z such that station 3
can transmit to each of the stations 4; 11 1;M with an address that begins with yz: The proof of this claim is in considering the case where station 3 tries to reuse a slot arriving with the value x in the first address bit. After reading this bit only, station 3 still cannot know if the slot can be reused since every station in 3; 1 11;M has an address that begins with the value x and to which stations 1 and 2 can transmit. If station 3 writes the value y into the first address bit then it must follow that it can transmit to every station in 4; 11 1;M with an address that begins with y since the slot can still be destined to every station in 4; 111 ; M and Assumption 3 must hold.
Now assume that station 3 writes the value z into the second address bit and notice that this happens before it knows the value arriving in this bit. If station 3 cannot transmit to a station i in 4; 111 ; M with an address that begins with the values yz in the first two address bits, then it can follow after reading the value received in the second address bit that the slot is destined to station i but station i will not receive its information, contradicting assumption A3.
Finally, as in Theorem 3.1, the result is that M 0 2 address bits are necessary and sufficient.
B. An Example for a Reduction in the Number of Address Bits
In Table I we show an address scheme for a system of ten stations with a window of size 2, that enables slot reuse with assumptions A1-A7 and that uses addresses of 4 bits. If stations could have only one address, then by Section III we would need addresses of 5 bits. Thus we show here an example that multiple addresses to stations can reduce the number of necessary address bits. We give the example for w = 2 since it is simple. In [12] we also show that for w = 1 there exists a case in which the number of necessary address bits is reduced with multiple addresses. We also note that the address scheme in Table I is not the only one with 4 bits that is possible for ten stations.
In Table II we specify the addresses that stations use when they try to transmit to other stations. The idea behind the scheme is simple. Notice that if we delete station 6 and the addresses of stations 7-10 that begin with a "0" then we receive the address scheme of Section III for a system with nine stations.
Thus station 1 transmits to all the other stations as in a scheme with one address per station, with the addition that to station 6 it transmits with the address "1011." Thus if stations 2 and 3 read the value "1" in the first address bit of a passing slot, the slot is destined for a downstream station. Otherwise, if the value in the first address bit is "0," then by the second address bit they can know for which of them the slot is destined. Then, if slot reuse is possible, they write the address of their destination according to Table II. If station 4 reads the value "0" in the first address bit, it can reuse the slot and write the address of its destination according to Table II . If it reads the values "11" in the first two address bits, the slot is destined for a downstream station and cannot be reused.
If the values in the first two address bits are "10" then the slot is destined to stations 4, 5, or 6. Station 4 leaves the first address bit unchanged. This still enables reuse since every downstream station has an address that begins with a "1."
Next, station 4 reads the third address bit. If it contains a "1," the slot is destined for stations 5 or 6 and cannot be reused. Otherwise, the slot can be reused and station 4 writes the address of its destination according to Table II. Station 5 behaves in a similar way if it reads the value "0" in the first address bit or the values "11" is the first two address bits. On the other hand, if it reads the values "10" in these two bits, it begins to write into them the address of its destination that begins with a "0." If it wants to transmit to station 6, it uses either of the two addresses of 6 that begin with a "0." Later, when station 5 reads the last two address bits it knows whether the slot is destined for itself or for station 6. If slot reuse is possible, station 5 completes the writing of the address of its destination that begins with a "0" and reuses the slot. Otherwise, it completes the writing of the address of station 6, for which the slot is destined, and that begins with a "0." Station 6 behaves in a different way. No matter what values arrive in the first two address bits, it writes "11" into these two bits. Then, after reading the last two address bits, if slot reuse is possible, it completes the writing of the address of its destination which begins with "11." If slot reuse is not possible, it completes the writing of the address of the original station for which the slot is destined and that begins with "11."
Finally, stations 7-9 behave as station 6. It can be easily verified that the scheme above enables slot reuse such that assumptions A1-A7 hold.
VI. CONCLUSIONS
This correspondence investigates the question of how many address bits are required in a slot to enable full slot reuse, as a function of the number of stations in the system and of the bit delay that the stations are allowed to perform. The correspondence solves the problem for the case where stations can have one address. It also shows that when stations are allowed to have several addresses, the necessary number of address bits is sometimes reduced.
The correspondence leaves several problems open for further research. First, it is interesting to find out all the cases in which the possibility of several addresses for stations reduces the number of address bits and what is the amount of saving experienced. Secondly, it is interesting to learn what is the maximum efficiency that can be achieved in the case where fewer address bits than those necessary for full slot reuse, and so for maximum efficiency, are used. Finally, there is a tradeoff between the efficiency achieved by slot reuse and the number of bits that addresses shall contain. On one hand, more bits in an address enable a more efficient slot reuse but, on the other hand, it increases the overhead. This tradeoff shall be further investigated.
APPENDIX
In Table III we show the station addresses according to Section III, in a system with 17 stations and a window size of 2 bits. Notice that the first station, station number 1, does not receive an address. [12] O. Sharon, "On the relation between bit delay for Slot Reuse and the number of address bits in the dual bus configuration," extended version, available upon request. Index Terms-Coded modulation, group codes, multilevel construction.
Block-Coded Modulation

I. INTRODUCTION
The concept of geometrically uniform codes introduced by Forney [1] generalizes Slepian's signal sets [2] and several other known classes of good codes like Ungerboeck's trellis codes, coset codes, and lattice codes [3] , [4] . An important ingredient in the recipe given in [1] for construction of geometrically uniform codes is a group code over a group G. A group code over a group G is a subgroup, under component-wise operation of G I , where I is an index set, finite or infinite. The case I being infinite corresponds to trellis-coded modulation and I being finite corresponds to block-coded modulation.
This correspondence deals with block-coded modulation using group codes over generalized quaternion groups which are non-Abelian. The generalized quaternion group with 2 m elements, m 3, denoted by Q2 , is given by the presentation [5] Q 2 = hx; yjx where dE(a; b) denotes the Euclidean distance between a, b, and e is the identity element of G [6] . For coded communication systems, the capacity of the signal set [7] is a more relevant performance index of a signal set as compared to the average probability of error of the signal set. It has been shown that the capacity of the signal sets matched to Abelian groups are upper-bounded by the so-called phase-shift keying (PSK) limit [6] . Signal sets matched to non-Abelian groups that exceed PSK limit exist [6] , [8] . This motivates the study of signal sets matched to non-Abelian groups and group codes over them. Imai and Hirakawa [9] introduced the notion of multilevel construction of codes by combining conventional error-correcting codes, called component codes. Fig. 1 shows a two-level construction of codes over Q 2 with a binary code and a code over Z 2 as component codes. Several authors have studied multilevel construction for group codes [10] , [13] . Ginzburg [14] has generalized the approach of Imai and Hirakawa. One of the important aspects in multilevel construction is the conditions on the component codes that lead to the resulting code being a group code over a group. In [11] this problem has been addressed to obtain linear codes over cyclic groups. Garello and Benedetto [13] give conditions for the multilevel constructed code to be a group code over a semidirect product group. We obtain necessary and sufficient conditions on the component codes that lead to a group code over Q2 . Note that Q2 cannot be obtained as a semidirect product of its subgroups.
Block-coded modulation schemes have been studied primarily for PSK signal sets by several authors [15] - [17] . In [18] a fourdimensional signal set with eight points has been indexed with the elements of the Quaternion group of eight elements without any mention of matching between the signal set and the group. We describe signal sets in four dimensions matched to Q 2 for any m and for m = 3 this coincides with the one given in [18] . The two-level group codes over Q2 are used to obtain Euclidean space codes with this four-dimensional signal set as the basic signal set. Multilevel construction is closely related to the notion of set partitioning process [14] , [17] , [19] and for group partitioning the performance of the resulting signal space code depends on the selection of coset representative [15] . We show that, in our case, the performance is independent of the coset representative. Also, we give the minimum Euclidean distance of the multilevel group codes in terms of the minimum distance of the component codes.
The four-dimensional signal sets used can be obtained as Slepian signal sets by the action of orthogonal matrix groups, which are faithful irreducible representations of Q2 , on an initial vector. We show that the initial vector problem does not arise in the case of Q2 . This correspondence has been organized as follows: Section II describes the four-dimensional signal set matched to Q2 . The necessary and sufficient conditions on the generator matrices of the component codes to result in a multilevel group code over Q 2 is derived in Section III. The relation between the minimum Euclidean distance of the multilevel group code and the minimum Euclidean distances of the component codes is discussed in Section IV. Section 0018-9448/99$10.00 © 1999 IEEE Fig. 1 . Two-level construction of group codes over Q 2 . V discusses the initial vector problem and the automorphic Euclidean distance equivalence [20] of the Euclidean space codes obtained from the group codes over Q 2 . Some general remarks and possible directions for further work are given in Section VI.
II. SIGNAL SETS MATCHED TO THE GENERALIZED QUATERNION GROUP
In this section we describe four-dimensional signal sets matched to Q2 for all m 3 and demonstrate that these signal sets can be obtained as Slepian signal sets. In Section V, these signal sets will be viewed as Slepian signal sets and the initial vector problem will be discussed. 
The mapping : Q 2 0! S is given by It is a straightforward calculation to check that S is matched to Q 2 .
The mapping naturally extends to n : Q n 2 0! S n componentwise. This associates to every length n code over Q2 a signal set in 4n dimensions.
The Euclidean weight of an element y j x k in Q 2 , is defined as w E (y j x k ) = j exp(2ki=2 m01 ) 0 1j
The Euclidean weight of an n-tuple in Q n 2 is then the sum of the Euclidean weight of its components. For a group code over Q 2 the Euclidean distance distribution is the Euclidean weight distribution of the code [1] .
Slepian [2] describes a class of signal sets which he called "group codes" as a signal set in IR N which is the orbit of a point in IR N under a finite group of orthogonal transformations of IR N . Loeliger [6] has shown that a signal set is matched to a group, if and only if it is a translate of a Slepian signal set. To be specific, if a Slepian signal set has its centroid at the origin then it is a signal set matched to its generating group. Note that the signal set S defined in (1) 
III. MULTILEVEL CODES OVER Q 2
In this section, we characterize two-level group codes over Q2 that are obtained from the component codes over Z 2 and Z 2 . We define a one-one, onto mapping f : Z2 Table I .
Let the component codes be a code C2 of length n over Z2 and a code C 2 of length n over Z 2 . We construct a set denoted by
called an extension of C 2 and C 2 given by C2C 2 = fab = (a1b1; a2b2; 11 1; anbn)j 1 a = (a 1 ; a 2 ; 111 ; a n ) 2 C 2 ; b = (b1; b2; 1 11; bn) 2 C 2 g:
That is, an element ab in C need not be a subgroup of Q n 2 , i.e., it need not be a group code over Q2 . Fig. 1 describes this construction.
In the following theorem, we characterize the component codes C 2 and C 2 for which C2 C 2 is a group code over Q2 .
Theorem 1: (A preliminary version of this theorem appears in [21] ). Given a code C2 over Z2 and a code C 2 over Z 2 , the set C 2 C 2 is a group code over Q 2 , if and only if 1) C2 is a group code over Z2;
2) C 2 is a group code over Z 2 ;
3) 2C2 1 ( Example 1: For m = 3, let C 2 = f(00); (11) g, C 4 = f(00), (01), (02), (03), (20) , (21), (22), (23) If checking 2a1(b8 2 c) 2 C 2 is taken to be a single operation for a given a; b 2 C2 and c 2 C 2 , then to check the condition for all codewords would take at least 2 k+k operations. We now show that we require far less.
Let A be the generator matrix of a group code C 2 of length n over Z2 and B be the generator matrix of a group code C 2 of length n over Z 2 . We augment the generator matrices A and B each by a row of all-zero entries. We denote these augmented matrices by Hence, proved.
Theorem 2:
The condition 2C 2 1(2 m03 C 2 8 2 C 2 ) is true, if and only if, 2x 1 (2 m03 y 8 2 z) 2 C 2 for all x, y, and z where x, y are rows of the augmented generator matrix A 0 and z is a row of the augmented generator matrix B 0 .
Proof:
(=)) If the condition 2C2 1 (2 m03 C2 8 2 C 2 ) is satisfied by all codewords of C 2 and C 2 , then it is trivially satisfied for rows of the augmented generator matrices of C 2 and C 2 , because the rows of the augmented generator matrices of C2 and C 2 are codewords of C 2 and C 2 .
((=) Conversely, let us be given that 2x 1 ( Let the least significant nonzero of (m1; m2; 1 11; m k ) be at position 
IV. MINIMUM EUCLIDEAN DISTANCE
Given the minimum Hamming distance of the component codes, a lower bound for the minimum Euclidean distance for the resultant multilevel group code is well known [15] , [17] . In this section, we derive the minimum Euclidean distance of the group code over Q 2 given the minimum Euclidean distances of the component codes C 2 and C 2 .
Let us now assume binary signal set for Z 2 and the 2 m01 -PSK signal set for Z 2 . The Euclidean weight of an element a of Z 2 is defined as wE(a) = j exp (2ai=2 m01 )01j 2 , which is the squared Euclidean distance from the point a to the point 0 as shown in Fig. 3 , and the weight of an n-tuple v 2 Z n 2 is defined as the sum of the weights of the components. The minimum squared Euclidean distance of group codes over Z 2 and Z 2 are then the weights of codewords with minimum Euclidean weight [17] . Proof: Let c = (x 1 y 1 ; x 2 y 2 ; 11 1; x n y n ) be any codeword in C 2 C 2 formed from x = (x 1 ; x 2 ; 11 1; x n ) 2 C 2 and y = (y1; y2; 111 ; yn) 2 C 2 with x 6 = 0.
Let the Euclidean distance of x from 0 be d. Then the Hamming distance of x from 0 is d 2 =4. That is, the codeword x has 1's in exactly d 2 =4 places. So, exactly d 2 =4 components in the codeword c of C 2 C 2 would lie in the X 3 -X 4 plane (see Fig. 1 ) and the remaining (n 0 d 2 =4) components would lie in the X1-X2 plane. So, the squared Euclidean distance of c from 0 in IR 4 is at least 
V. INITIAL VECTOR PROBLEM
A finite group of orthogonal transformations of IR N is the real representation of degree N of a group. For an introduction to the representation theory of groups one might like to read Serre [22] or Blake and Mullin [23] .
Given a representation of degree N of a finite group G, what is the vector x 2 IR N that maximizes the minimum distance of the signal set? This is the initial vector problem of group codes. Biglieri and Elia [24] have solved the initial vector problem for arbitrary representations of cyclic groups. Mitelholzer and Lahtonen [25] have partially solved this problem for faithful, irreducible representations of finite reflection groups. Moreover, even if we know the optimal initial vector for a particular representation of G, how can we be sure that no other representation of the same group G gives a better minimum distance for some initial vector? We will now show that in the case of the generalized quaternion group, this problem does not arise if we consider only faithful, irreducible representations.
The conjugacy classes of Q2 are f1g, fx 2 = y 2 g, fyx j ; 8 j 6 = 0; 2 m02 g, fx i ; x 0i g8 i 6 = 0; 2 m02 . There are 2 m02 + 3 conjugacy classes in all. We note that In the above representations the cases when h is even are not faithful for h (y 2 ) = h (1) . But, all the representations with h odd are faithful. We consider only these cases. The corresponding real irreducible representations of degree 4 are Now, we note that h (x) = 1 (x h ) and h (y) = which is independent of the initial vector w, provided w is not an eigenvector of any of the matrices of the representation h . Hence, every signal set matched to Q 2 would have the same Euclidean distance profile. We have shown that, except for labeling the signal points with the elements of the group Q 2 , two four-dimensional signal sets matched to Q2 are equivalent from the Euclidean distance point of view.
Caire and Biglieri [20] have defined a notion of equivalence of Euclidean distance for codes over cyclic groups. Here, we extend their notion of equivalence for the case of codes over Q2 .
Definition 1:
Automorphic Euclidean-Distance (AED) equivalence: let S be a signal set matched to a generalized quaternion group Q 2 , and let : Q 2 0! S denote the matching function.
Two codes C and C 0 over Q2 are called AED-equivalent if there exists an automorphism f of the group Q 2 which maps C to C 0 such that the composition map ( n f( n ) 01 ) is a symmetry of S n . If C 0 = f(C), then the two codes C = (C) and C 0 = (C 0 ) are equivalent from the Euclidean distance point of view.
It is easy to check that if S 1 and S 2 are two signal sets matched to Q2 obtained from two different initial vectors, where 1(Q2 ) = S1, 2(Q2 ) = S2, and C is a group code over Q2 of length n then n 1 (C) and n 2 (C 0 ) are AED-equivalent [26] .
VI. DISCUSSION
We have characterized group codes over Q 2 that are obtainable as multilevel codes and discussed certain aspects of the Euclidean distance of the resulting Euclidean space codes. The characterization is the counterpart of results available in [26] [27] [28] for the case of multilevel group codes over dihedral groups.
It will be interesting to obtain the capacity curves by simulation for the signal sets matched to Q 2 that have been described in this correspondence in line with those described in [6] - [8] . For the case of multilevel group codes over semidirect product groups an algebraic characterization is given in [13, Theorem 2] . Similar algebraic characterization for the codes discussed in this correspondence would help in understanding the algebraic structure of the codes.
