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Abstract
This work consists of two parts. The first part investigates the effect of an 
assumption in Nulsen and Fabians semi-analytical model for galaxy formation. 
They assume that star formation in low mass systems is regulated by supernova 
explosions which shut it off by expelling the rest of the gas from the galaxy. The 
sensitivity of the model to their assumption that this happens when the energy 
released by supernovae exactly equals the binding energy of the remaining gas is 
tested here. It is found that the outcomes of the model are insensitive to this 
assumption, with the exception of the ratio of elliptical to spiral galaxies, which 
is also sensitive to a number of other model parameters. It is concluded that 
their assumption has a relatively minor influence on the results of their model.
The second part of this work involves the the in-shock cooling problem. Lack 
of resolution causes numerical shocks to be much thicker than real shocks, result­
ing in excessive cooling in simulated shocks. The problem was investigated using 
2- and 3-dimensional SPH models for the formation of a disc galaxy. In-shock 
cooling was demonstrated, based on the strong correlation between viscous heat­
ing and radiative cooling rates. Several approaches are considered to alleviate 
the problem. It is found that reducing the radiative cooling by the amount of 
viscous heating does not produce satisfactory results. This is the result of the 
rapid rise of the cooling rate with temperature for low temperatures. The second 
approach, turning cooling off in shocks, requires a criterion to decide whether a 
particle is shocking or not, but no universally applicable criterion was found. All 
dimensionless criteria tested fail to distinguish between shocks and homologous 
collapse. In-shock cooling can significantly be reduced by switching cooling off 
for particles which have heating rates above a certain value, but this criterion 
is highly dependent on the system being simulated and is not useful in flows in­
volving a wide dynamic range of scales. Prospects of a general solution to this 
problem look poor.
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Chapter 1 
Introduction
1.1 Introduction
Galaxy formation is the subject of intense study, both by observers and by the­
oreticians. The process of galaxy formation is complex and theoretical studies 
therefore rely primarily on numerical simulations. In order to evaluate models of 
galaxy formation, the outcomes of simulations have to be compared with observed 
properties of galaxies. In principle, the models should account for all properties of 
galaxies, but, in practice current models attempt to account for the main proper­
ties, like morphology, luminosity and the gross dynamical properties given by the 
Faber-Jackson and Tully-Fisher relations. These properties are discussed briefly 
here.
The visible matter in the universe consists of stars, gas, dust and active galac­
tic nuclei. Stars and active galactic nuclei shine in their own right, gas and dust 
are mainly made luminous by other objects. Most of the luminous matter in the 
universe is in the form of stars and most stars occur in galaxies.
Galaxies vary widely in their properties and can be classified accordingly. The 
standard classification [15] [16] divides galaxies according to their morphology. 
Two main categories are distinguished, elliptical galaxies and spiral or disc galax­
ies. Elliptical galaxies are smooth, featureless distributions of stars. Spiral or disc 
galaxies, the type of our own galaxy, have a prominent disk with a central bulge 
and often contain spiral arms.
Another distinction that can be made is according to size. Galaxies are divided 
into two categories by size, dwarf galaxies and normal galaxies. Dwarf galaxies 
differ from normal galaxies not just in their size but also in their morphology 
and are thought to have formed in a different manner [38]. Masses of galaxies
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vary from 106M© for small dwarf galaxies to more then 1O13M0 for giant elliptical 
galaxies.
Galaxies do not normally occur in isolation. Most of them belong to groups 
or clusters [5]. Clusters are the largest virialized structures in the universe and 
have typical sizes of a few megaparsecs. In addition to the galaxies, clusters also 
contain a large amount of hot intracluster gas, with temperatures typically in 
the range of 107 to 10BK  [47]. The proportions of the different types of galaxies 
depend on the environment. In low density regions the majority of galaxies are 
disc galaxies and only a small fraction of all galaxies are ellipticals, while in dense 
clusters of galaxies the number of spiral galaxies is smaller and the fraction of 
elliptical galaxies rises to 40% [108].
The galaxy luminosity function, (/>, is defined so that (¡>{L)dL is the number 
of galaxies per unit volume with luminosities between L  and L  +  dL. This is one 
of the main tests for galaxy formation models. The luminosity function differs 
for the different types of galaxies and therefore also varies with the density of 
the environment [80] [14]. A commonly used functional form for the luminosity 
function of elliptical galaxies is the Schechter function:
l )
where n*, a  and L* are parameters. Observed values are, approximately, n* =
1.2 x 10~2h3 Mpc-3 where h is the value of the Hubble constant in units of 
lOOkms-1 Mpc-1, a = —1.25 and L* =  1.0 x 10l0h~2LQ [16].
Other properties of galaxies and clusters which can be used to test galaxy 
formation models are mass and temperature functions. The mass function gives 
the number of bound objects per unit volume in the mass range (M, M  +  dM )
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[53] [63] [135]. Mass functions are less accessible to observation than luminosity 
functions due to the difficulties of determining masses. For groups and clusters, 
temperature functions give the number of systems per unit volume in which the 
hot gas lies in the temperature range (T ,T  +  dT) [63].
The gross dynamical properties of galaxies are described as the relationship 
between luminosity and velocity dispersion or rotational velocity. They are given 
by the Faber-Jackson relation vc =  220(L/L*)025 km s-1 for elliptical galaxies 
and the Tully-Fisher relation vc = 220(L/L*)0-22 km s"1 for spiral galaxies, where 
vc is the circular velocity.
The luminous matter, discussed so far, is not the only form of matter. Esti­
mates of cluster mass based on their dynamics [39] [40], the distribution of the 
hot gas (e.g. [58] [36]), the Sunyaev-Zel’dovich effect (e.g. [56]) and gravitational 
lensing [116], all agree that the total mass greatly exceeds the mass of the lumi­
nous components. It is estimated that considerably more than half of the matter 
in clusters is dark. There is also a variety of evidence for dark matter in galaxies 
[134] [16].
The nature of this dark matter is unclear, although a great many candidates 
have been proposed, ranging from brown dwarfs and low mass stars to exotic 
elementary particles. They are often divided into two categories: MACHO’s 
(Massive Compact Halo Objects), which are assumed to be baryonic and WIMPs 
(Weakly Interacting Massive Particles), which are assumed to be non-baryonic. 
It is now believed that there is both baryonic and non-baryonic dark matter 
[25]. There is evidence for the existence of MACHO’s 17 candidate microlensing 
events were found for objects in the direction of the Large Magelanic Cloud [3].
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Estimates for the MACHO mass depend on the model, but lie between 0.15M0 
and O.9M0 . It is estimated that the total halo mass in MACHO’s is about 
9.0 x 1O1OM0 , which is about 7 % of the total mass of the Galaxy [74].
The possible forms of non-baryonic dark matter can be further subdivided 
into neutrino’s, which are known to exist although their mass is uncertain, and 
exotic elementary particles, which have not been observed yet. The relevance of 
these different forms of dark matter will be further discussed in section 2.
1.2 Galaxy Formation
1.2.1 Cosmology
Cosmology is the study of the history of the universe as a whole. The standard 
view of cosmology can be summarized in four points [106]. First, the universe 
is homogeneous and isotropic on large scales. This means that we do not in­
habit a special location in the universe and that there is no preferred direction. 
Second, the universe is expanding with the rate given by the Hubble constant, 
H0. Hubble demonstrated in 1929 that the recession velocity of a distant galaxy, 
v, ls proportional to its distance, /, with v =  HqL Current determinations give 
H0 ~  70 [88]. Third, the dynamics of the universe can be described by Einstein’s 
general theory of relativity. Fourth, the universe started in a hot dense state, 
the big bang. The cosmic microwave background radiation is a relic of thermal 
radiation from the hot early stage of the big bang.
The first and third points are described mathematically by the Friedmann­
Robertson-Walker models. These models leave three possibilities. If the average 
density of the universe, p, equals the critical density, pc, the universe is flat and
5
the geometry is Euclidian. For p > pc the universe is closed and the topology can 
be described as the surface of a four dimensional hypersphere, and for p < pci 
the universe is open. The density parameter Q is defined as
n  = -?-
Pc
so that the universe is open, flat or closed i f i 2 < l ,  =  l o r > l  respectively. 
Theoretically, the model with Q =  1 is the most appealing. It is the simplest 
model and, as the universe expands, the value of Q diverges from 1 if it is not 
equal to 1. Given that the universe is close to flatness now, must have been 
extremely close to 1 at early times. Current observations favour a flat universe, 
with matter contributing Om ~  0.3 to the density parameter and the balance 
being due to the vacuum energy density [107] [104].
Models for galaxy formation must fit within the standard cosmology. The 
early Universe is thought to have consisted of nearly uniform expanding matter 
in which small density perturbations grew under the influence of gravity. Even­
tually these density perturbations decoupled from the general expansion and 
recollapsed. The origin of the fluctuations is unclear. One possibility is that 
they were formed by inflation [90], a phase transition in the early universe during 
which exponential expansion occurs. Inflation predicts a scale invariant Gaussian 
spectrum of density fluctuations.
How the density fluctuations evolve depends on the nature of the matter in 
which they are formed. The constraints from primordial nucleosynthesis limit 
the contribution of baryons to the mass density. Based on primordial deuterium 
abundances, Buries and Tytler [22] [23] [73] find Sl&h2 ~  0.019 where h is the 
value of the Hubble constant in units of lOOkms-1 Mpc-1. This means that
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most m atter in the universe is non-baryonic dark matter.
Non-baryonic dark matter can be divided into two categories, hot dark matter 
and cold dark matter. Hot dark matter (HDM) consists of fast moving particles. 
Neutrino’s are a candidate for this form of dark matter if they have a non-zero rest 
mass. The attractiveness of this form of dark matter is that neutrino’s are known 
to exist. Streaming of hot dark matter tends to wipe out density fluctuations on 
the scale of galaxies and smaller. This means that galaxies form in a ’top-down’ 
manner in hot dark matter models. The first structures to form are large sheet­
like protoclusters (Zel’dovich pancakes) which break up into individual galaxies
[104].
Cold dark matter (CDM) consists of pressureless exotic particles. The disad­
vantage of models with cold dark matter is that they assume a hypothetical form 
of matter which has not yet been observed. However, although CDM models 
don’t reproduce all the observed structures perfectly, they lead to more realistic 
scenarios for galaxy formation than HDM models. In CDM models structure 
develops ’bottom-up’.
The density perturbations are usually assumed to be a random superposition 
of density fluctuations on different scales, so that the highest amplitude perturbar 
tions occur on the smallest scales in CDM models. The collapse time of a density 
perturbation depends on its amplitude, if the amplitude is higher the collapse 
time is shorter. This means that the smallest structures collapse first. These 
small structures merge into larger ones as they collapse, which in turn merge into 
still larger ones and so on. This process is called a hierarchical collapse.
Usually a scale invariant power spectrum is assumed for the initial density
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fluctuations. This spectrum is modified by pressure and dissipative effects before 
matter and radiation decouple at 2 ~  1000. The scale invariant power spectrum 
has the advantage of having only one free parameter, its amplitude. The ampli­
tude of the spectrum is conveniently specified by a8, the amplitude of the mass 
fluctuations in 8h-1Mpc spheres, where h is the value of the Hubble constant 
in units of 100 km s-1 Mpc-1. cr8 can be normalized to the measurements of the 
fluctuations in the Cosmic Background Radiation on 10° angular scales by the 
COBE satellite [21] [55] [37]. CDM models with scale invariant fluctuations re­
produce a number of important features of the Universe. Galaxies are formed by 
hierarchical clustering and numerical simulations produced large scale structures 
which are similar to what is observed. However, CDM models do not reproduce 
all observations [37].
1.2.2 Gas Dynamics
Gravitational collapse alone is not sufficient to describe the formation of galaxies. 
In a hierarchical collapse, substructure, i.e. structure formed during previous 
collapses, is wiped out (although this picture may be incomplete, see [50]). A 
pure hierarchical collapse results in a self-similar distribution of matter, where 
collapsed structures look the same on every scale. If gravitation was the only 
relevant process, there would be no galaxies in groups and clusters. There would 
also be no preferred size or mass. The visible parts of normal galaxies, however, 
have a characteristic mass of about 1OUM0 and a characteristic size of about 10 
kpc. To explain the observed sizes of galaxies and their survival through later 
stages of the collapse hierarchy, gas processes need to be considered.
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Rees and Ostriker [110] demonstrated the importance of the competion be­
tween shock heating and radiative cooling in a collapsing gas cloud. They showed 
that the collapsed cloud could only be hot above a certain mass or radius. How­
ever, their model only considered a self-gravitating gas cloud and did not include 
dark matter. White and Rees [139] were the first to include dark matter in their 
model. They assumed that the dark matter has undergone hierarchical cluster­
ing in which, at each stage of the collapse, substructure was wiped out. The 
luminous content of galaxies, however, is much more concentrated than the dark 
matter. When the gas falls into potential wells provided by the dark matter it 
is heated but it can cool again by emitting radiation. If the gas can cool suffi­
ciently, it contracts further and finally fragments into stars. Galaxies thus formed 
as concentrated luminous cores embedded in extensive dark halos. Dissipation 
due to radiative cooling allows the galaxies to become sufficiently concentrated 
to survive disruption of their halos in groups and clusters of galaxies.
Star formation and the associated feedback from supernovae is an important 
process in galaxy formation. If the gas cools sufficiently it can fragment and form 
into stars. It is not clear what determines the masses of these stars. The minimum 
mass of gas that can collapse is the Jeans mass, the mass at which gravitation 
can overcome thermal pressure. However, stellar masses bear no simple relation 
to the Jeans mass. A proportion of the stars turn into supernovae which release 
their energy into the interstellar medium. It is generally believed that feedback 
from supernovae plays a role in the formation of dwarf galaxies. One theory is 
that supernova explosions remove the remaining gas from the galaxy in winds, 
thereby stopping further star formation and preserving gas until later collapses
9
[38].
Gas processes are also relevant in the formation of disc galaxies. Protogalax­
ies obtain their angular momentum by tidal torques before condensing out of the 
general expansion [103]. This is usually quantified in terms of the dimensionless 
parameter A =  J | ^ | 1/2G-1M -5/2 where J ,E  and M  are the total angular mo­
mentum, energy and mass of the system respectively, and G is the gravitational 
constant. Numerical simulations give values of ~  0.08 for A. Given these values, 
Fall and Efstathiou [46] found that collapse factors of 10 or more are required 
to explain the rapid rotation of the matter in galactic discs. Nulsen and Fabian 
[99] argued that such a large collapse factor is not necessary if a disc forms from 
hot gas and viscosity is taken into account. The reasoning behind this is that 
the viscosity in the hot gas tends to cause it to corotate. Thus, when the hot 
gas cools and flows inward it leaves most of its angular momentum behind in the 
remaining gas. In this way the last gas to cool rotates very rapidly and this gas 
can form the disc.
1.3 Simulations of Galaxy Formation
The theory of galaxy formation is studied with numerical techniques. Broadly 
speaking the methods used can be divided into two categories, N-body methods 
and semi-analytical methods.
In an N-body model matter is represented by a set of particles which move 
under the influence of their mutual gravity. The particles sample the distribu­
tion of matter but cannot necessarily be identified with physical objects. Forces 
between these particles are calculated and the equations of motion are integrated
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to simulate the way the matter moves. N-body methods can be combined with 
hydrodynamic computations, in order to include the gas component. One way 
often used to do this is Smooth Particle Hydrodynamics (SPH). SPH models the 
fluid elements as discrete particles, carrying gas properties like temperature and 
pressure. Local values for these properties can be found by taking a weighted 
average of the properties of the surrounding particles. The particles move under 
the influence of gravity and pressure forces. N-body hydrodynamic codes are 
treated in more detail in chapter 4.
In principle, the combination of an N-body code with hydrodynamic simula­
tions should give the most accurate and complete results. In practice, however, 
there are number of limitations. The main problem is the lack of resolution. Since 
the total number of particles is limited by the available computing facilities, the 
number of particles in individual structures is often too small to model normal 
galaxy formation. This problem is compounded by the inclusion of gas, since 
gas processes often need to be resolved on a smaller scale than gravitation alone. 
N-body methods are slow because of the large number of calculations which have 
to be performed. This is a limitation which makes it difficult to incorporate pro­
cesses, like star formation, that are poorly understood as it is not possible to try 
out very many different possibilities.
Semi-analytical methods reduce models for structure formation to a set of 
simple rules by using a combination of simplified physics and heuristic reasoning. 
They consist of two components, the merger tree and the physical collapse model. 
The merger tree, which provides the masses, times and history of individual 
collapses is constructed based on an assumed cosmology. The physical collapse
11
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model determines the outcome of individual collapses. Based on some physically 
motivated rules, quantities like the amount of star formation are calculated. The 
results can then be used as input parameters for subsequent collapses. The final 
outcome is a set of predictions for the observable properties of galaxies, such as 
luminosity functions and the Tully-Fisher relation. The main advantage of this 
class of models is that they are much less computationally intensive than N-body 
methods. This makes it possible to do a large number of simulations in a limited 
time span. In this way a large parameter space can be explored. The limitation 
of these models is that they always involve a large number of assumptions.
1.4 This Work
This work consists of two parts. The first part involves investigating the effect 
of an assumption in a semi-analytical model, used by Nulsen and Fabian (NF) 
[100] [101], to simulate galaxy formation. NF combine the merger tree with their 
particular expectations of gas processes, which differ in a number of areas from 
those of other authors. The aspect of their model which is investigated here 
is their treatment of the effect of feedback from supernovae. NF assume that 
in low mass systems star formation is regulated by supernova explosions which 
eject the remaining gas from the galaxy, thereby stopping further star formation. 
One of the assumptions they make is that this happens when the energy released 
by supernova explosions exactly equals the binding energy of the remaining gas, 
i.e. the energy required to take the gas to infinity. Here, the influence of that 
assumption is tested in two different versions of the model, the model described 
in [100] which has a flat cosmology and the model described in [101] which has
12
an open cosmology.
The second part of this work involves the attempt to find a solution for the in­
shock cooling problem. The in-shock cooling problem was first noted by Nulsen 
and Fabian [99] and later studied by Maguire [78]. The problem is caused by 
limited spatial resolution in numerical simulations. In reality shocks are only 
a few particle mean-free-path lengths thick but, due to the lack of resolution, 
they can be more than four orders of magnitude thicker in numerical simulations 
[78]. Since the speed of shock propagation is not much affected by numerical 
resolution, the time to travel through the shock is much longer in simulations 
than it is in reality. While in reality the shock crossing time is so short that 
cooling can be ignored, the gas has time to cool significantly during a numerical 
shock. The result is that in simulations of galaxy formation insufficient hot gas 
is produced. While the last point is well known, it is not usually attributed to 
the in-shock cooling problem. Here, it will be demonstrated that in-shock cooling 
is indeed responsible for the lack of hot gas and different methods to ameliorate 
the problem will be explored. This is done in two models for the formation of a 
disc galaxy, a 2 dimensional axisymmetric SPH model written by Maguire but 
revised and modified by the author, and in a 3 dimensional SPH model written 
by the author.
In chapter 2 semi-analytical methods and in particular the Nulsen and Fabian 
model will be described in more detail. Their theory of galaxy formation will be 
explained and the reasons for testing the model assumption will be given. Chapter 
3 gives the results of relaxing the assumption for the two versions of the model. 
The second part of this work is described in chapters 4 to 6. In chapter 4 a review
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of N-body codes and Smooth Particle Hydrodynamics is given and in chapter 5 
the two and three dimensional galaxy formation codes are described. Chapter 
6 discusses in-shock cooling and evaluates the results of a number of proposed 
methods for alleviating the problem. Finally conclusions are given in chapter 7.
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Chapter 2
The Sem i-analytical M odel
15
2.1 Introduction
Semi-analytical models use a combination of simplified physics and heuristic rea­
soning to reduce models for structure formation to a simple set of rules. They 
consist of two components, the merger tree and the individual physical collapse 
model. The merger tree gives the masses, times and histories of the individual 
collapses. Most methods of constructing the merger tree are based on Press- 
Schechter theory [109] which in turn is based on the Gunn and Gott model for 
spherical infall [57]. According to this model the mass inside radius R will be 
incorporated into a collapsed object when the overdensity, 6 = pl~p — 1, deter­
mined from linear theory and smoothed with a top-hat filter of radius R, exceeds 
a critical threshold 5C. Here p is the local density and p the mean density of the 
universe. Given an initial spectrum of density fluctuation, the number of objects 
per unit volume lying in the mass range (M, M  +  dM) can thus be found for any 
redshift. The theory has been extended by Bond et al. [18] and Bower [19] who 
derived expressions for the fraction of material in objects of mass M\ at z\ that 
was part of objects of mass M2 at z2. Using this, a detailed merging history of 
dark matter halos can be found.
One simple method of constructing the merger tree is the Cole and Kaiser 
block model [32] [31]. Cole and Kaiser use the power spectrum of density fluc­
tuations to compute the variance of the density fluctuations as a function of 
mass scale. A large block of the universe, containing mass M  is given a density 
perturbation drawn from a Gaussian distribution with zero mean and standard 
deviation a(M ). This block is then divided into halves. An extra perturbation 
is added to one half and subtracted from the other half. The standard deviation
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of the Gaussian from which this perturbation is drawn is such that adding it in 
quadrature to cr2(M) produces a variance <t2(M /2). This procedure is repeated 
on ever smaller blocks until the original volume is divided into 2N volumes, each 
of mass M /2 N. One limitation of this model is that the total mass of the blocks 
can only grow by powers of 2, introducing some sensitivity in the model to the 
choice of the mass steps. Another limitation is that, when a block is divided 
into two, one and only one half has a larger density than the original block. This 
means that only one of the two smaller blocks can collapse before the larger block 
collapses, with the result that mergers of two collapsed systems of nearly equal 
mass do not occur. Also the method gives no spatial information.
The various models differ widely in their handling of individual collapses [61] 
[71] [119] [75] [136] [31]. Because processes like star formation are poorly un­
derstood, semi-analytical models always contain a number of assumptions and 
parameters. Some major areas where models differ include the way the amount 
of star formation is determined, the effect of the feedback due to star forma­
tion and the inclusion and the effect of cooling flows. Authors also differ in 
the importance they attach to different outcomes of the model. Some outcomes 
which are mentioned are: luminosity functions, the Tully-Fisher relations, mass 
distribution, colors of galaxies and properties of cluster gas.
A few comparisons between semi-analytical techniques and N-body methods 
have been made [118] [11]. Somerville et al. [118] compared an N-body model with 
Press-Schechter theory and extended Press-Schechter theory [109] [19]. They 
found that although agreement between these two methods is not as good as 
sometimes thought, the halo merging histories constructed with the extended
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Press-Schechter formalism should provide a reasonably reliable framework for 
semi-analytical modelling of galaxy formation.
Comparisons including the gas processes are more difficult, due to our lack 
of understanding of what governs the rate of star formation and the initial mass 
function and the limited resolution of N-body codes. Benson et al. [11] compared 
a Smooth Particle Hydro-dynamics (SPH) model with two versions of their semi­
analytical model, the full version and a stripped down version. In the stripped 
down version processes which were not included in their SPH model (like star 
formation and supernova feedback) were turned off and the cooling was adjusted 
to mimic the SPH model. They concluded that the overall agreement between 
the different methods was good, although some properties differed by a factor 2. 
The resolution of the SPH model had to be adjusted in order to obtain the right 
density for the cold gas.
Hybrid models, in which N-body simulations were used to select dark mat­
ter halos and semi-analytical techniques were used to model the galaxies within 
these dark halos, have also been applied [70] [10]. These model provide spatial 
information while maintaining the main advantages of semi-analytical model
Because of their versatility semi-analytical methods can be used to study a 
variety of processes. The Nulsen and Fabian model (hereafter NF), which is used 
for this work, has been applied to investigate the effect of cooling flows [100] , the 
effect of supernova feedback on cluster properties [141], the formation of quasars 
[101] and damped Lyman alpha absorption systems [98]. Here the influence of 
one of their assumptions is investigated in two versions of the model, the version 
described in [100] and the version described in [101]
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2.2 The Nulsen and Fabian Model
2.2.1 The Merger Tree
NF use the Cole and Kaiser [32] block model to construct the merger tree. The 
mass of the smallest regions simulated in the block model is 1.5 x 1010Mg and 
there are 20 levels of collapse hierarchy. This means that the total mass in one 
collapse tree is 7.9 x 1O15M0 , larger than any present day galaxy cluster. The first 
model [100] assumes a CDM power spectrum of density fluctuations in a flat dust 
cosmology. H q was taken as 50kms_1Mpc-1. Since it is impossible to satisfy all 
the constraints simultaneously, a normalization of a8 = 1 was chosen, which leads 
to an excessive number of rich clusters of galaxies. The baryon fraction is 0.3., in 
accordance with gas fractions in clusters, although this is not in agreement with 
the limits from primordial nucleosynthesis.
The second model [101] has an open cosmology. The density parameter Q = 
0.3 and the baryon fraction 0.25. The Hubble constant, H0 is again taken as 
50kms_1Mpc_1 and <r8 =  1.
2.2.2 The Individual Collapses
The physical collapse model was first described in [99]. With a few minor changes 
this is used in both models. The collapse produces a halo of dark matter which 
is taken to be a perfect isothermal sphere {p(R) oc R~2). This halo is truncated 
at the radius R 2 0 0 , where the mean density within the sphere is 200 times the 
background density in a Einstein-de Sitter universe at the time of the collapse. 
The gas collapses with the dark matter. During the collapse it may be shock- 
heated and, by emitting radiation, it can cool again. If the gas gets sufficiently
19
cold and dense, it can form stars.
NF calculate the amount of gas which turns into stars by considering a no­
tional collapse in which the gas does not emit any radiation. In this collapse the 
gas would form a hydrostatic atmosphere. Like the dark matter the gas is as­
sumed to form an isothermal sphere which is truncated at R 2oo- The temperature 
of the gas, however, may be different from the virial temperature, T™ =  m a2/ k 1 
where m  is the mean molecular mass, a the line of sight velocity dispersion of 
the dark matter potential, and k Boltzmann’s constant. This is the result of gas 
processes during earlier collapses, in particular the injection of energy into the 
gas by supernova explosions. For isothermal gas at a temperature Tgas the den­
sity follows a profile of p{R) oc R~2&} with /3 = m a2/kT gas. ft is a dimensionless 
parameter which generally lies in the range 0.5 to 1. If the temperature of the 
gas is equal to the virial temperature equals 1. If < 0.5 in the model the gas 
is not gravitationally bound.
The heated gas loses its energy by different radiative processes, depending on 
the temperature of the gas and its metallicity. In all cases, however, the cooling 
time, i.e. the time it would take the gas to lose all its thermal energy at the 
current rate of cooling, is inversely proportional to the density of the gas. This 
means that the inner parts of the isothermal sphere, where the density is highest, 
cool fastest. The cooling time is tcoo\ = ^n^kT  /  where nt is the total
particle density, ne and nu are the electron and proton densities respectively, 
and A is the cooling function, which in these models is based on the results of 
Bohringer and Hensler [17].
NF now separate the gas into two parts, one part which, after the collapse, will
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be cold enough to turn into stars, and one part which will remain hot. They do 
this by taking the hydrostatic atmosphere, that would be formed in their notional 
non-radiative collapse, and finding the radius where the cooling time equals the 
gravitational free fall time. The gravitational free fall time, the time it takes a 
particle to fall to the centre of the isothermal sphere, is t ^  where vc
is the circular velocity. If the cooling time is shorter than the gravitational free 
fall time, any shock heating during the collapse is transient, so the gas ends up 
cold and is immediately able to form stars. If the cooling time is longer than 
the free fall time the gas forms a hot hydrostatic atmosphere. It may cool later 
and take part in a cooling flow. The radius at which the cooling time equals the 
free fall time is called R qf- Gas within Rqf is said to be catastrophically cooled, 
it is cold immediately after the collapse and forms into stars. Gas outside Rqf 
remains hot.
A fraction of the catastrophically cooled gas will turn into the massive stars, 
above ~  8M0 , which form type II supernovae. These supernovae release their 
energy into the remaining gas and enrich it with metals. NF assume that if their 
combined energy input is sufficient, the gas which has not yet turned into stars is 
ejected from the proto-galaxy and a dwarf galaxy is formed. This is different from 
the treatment of other authors who assume that supernova feedback regulates the 
rate of star formation locally. As NF pointed out in their earlier papers [99], in 
order to regulate star formation, supernova feedback must propagate throughout 
the cold gas in less than about one dynamical time. If this is the case then 
the amount of supernova energy injected into the gas would also be more than 
sufficient to unbind the rest of the gas, thereby stopping further star formation.
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This is similar to the model proposed by Dekel and Silk [38] for the formation of 
dwarf galaxies.
In those cases where the energy from supernovae is not sufficient to expel 
the rest of the gas from the galaxy, all the catastrophically cooled gas turns 
into stars. The remaining gas forms a hydrostatic atmosphere with a density 
profile of p(R) <x R~2?, where again ¡3 =  m a2/kT gas. The temperature of the 
gas is recalculated to adjust for the energy released by supernovae during the 
earlier part of the collapse. Although the hot gas could not cool in less than the 
gravitational collapse time, some of it is still able to cool before the next collapse. 
According to NF this gas takes part in a cooling flow and forms baryonic dark 
matter [99] [45] [129], which they identified with the MACHO’s. Given the results 
from microlensing, [2] [9] [3], the masses of normal stars, this interpretation is 
problematic. A normal galaxy is assumed to form if the mass deposited by the 
cooling flow exceeds the mass of stars formed from the catastrophically cooled 
gas.
There is a slight difference between the two models in the way the time avail­
able to cool the hot gas is calculated. In both models spiral galaxies are assumed 
to form if all the hot gas can cool before the next collapse or before the present, 
whichever comes first. The reasoning behind this is that viscosity in the hot gas 
tends to cause the gas to corotate. Thus, when the hot gas cools and flows inward 
it leaves most of its angular momentum behind in the remaining gas. In this way 
the last gas to cool rotates very rapidly and this gas forms the disc. The model 
does not include star formation in the discs of spiral galaxies. All the hot gas is 
assumed to form baryonic dark matter.
2 2
If the collapse contains galaxies formed during previous collapses they are 
treated as follows. Dwarf galaxies are destroyed with their stars contributing 
to the spheroid of the resulting system. Normal galaxies, however, survive any 
collapse and any system with more than one normal galaxy is called a cluster. 
The model does not allow for mergers between normal galaxies. An elliptical 
galaxy can be converted into a spiral galaxy if all its hot gas cools before the 
next collapse or before the present. There is, however, no mechanism to convert 
spiral galaxies into ellipticals.
2.3 Reasons to Change the Model
An important assumption in the NF model is that star formation continues un­
til either all the catastrophically cooled gas is turned into stars or the energy 
released by supernovae explosions is sufficient to eject the rest of the gas, i.e. 
the remaining cold gas and any hot gas around it. The energy released by su­
pernovae is considered to be sufficient to eject the remaining gas if it exactly 
equals the binding energy of the gas which has not yet turned into stars. This 
is an idealized situation. It relies on the assumption that feedback reaches all 
star forming areas simultaneously and shuts of further star formation as soon as 
the condition is satisfied. If feedback propagates on the same time scale as star 
formation, however, it is quite possible that more stars are formed than precisely 
necessary to expel the remaining gas, since star formation may continue even 
after sufficient energy is released into the interstellar medium. Supernovae are 
not likely to be uniformely distributed and this can increase the time necessary 
for supernova feedback to propagate throughout the galaxy. This results in more
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star formation and a larger amount of energy in the ejected gas.
Another reason why the assumption represents and overly simplified case is 
the complexity of the interaction of supernovae with the interstellar medium [29] 
[30] [138] [140]. The propagation speed of supernova feedback will depend on 
properties of the interstellar gas. Supernova explosions result in a shock wave 
and, in the dense regions behind the shock, energy can be radiated away very 
efficiently. This may lead to enhanced star formation, opposing the effect of 
supernovae feedback in ending further star formation.
There is also the possibility that the energy required to shut off star formation 
is less than the binding energy of the gas, i.e. the energy required to send the 
gas to infinity. This is because the gas may be removed from the galaxy without 
being expelled to infinity. Star formation could end before the total supernova 
energy is equal to the binding energy. This gas may fall back eventually, but 
not before the next collapse, or it may fall back but not be dense enough to 
form stars. The gas will also be permanently removed from the galaxy if it is 
incorporated in other collapsed structures which are not part of the galaxy.
This raises the issue of how critical the original assumption, that the energy 
released by supernovae is exactly that required to eject the gas to infinity, is to the 
model. This can be tested by relaxing the original assumption and allowing the 
ejected gas to have a non-zero energy at infinity. This amount of energy can be 
treated as a new parameter in the model, positive in cases when the supernovae 
release more energy than is necessary to unbind the gas and negative in cases 
where the gas is expelled, but the injected supernovae energy is less than the 
binding energy.
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It is still assumed that once supernovae have produced sufficient energy, all 
the remaining gas is ejected. This is a simplification, since in reality it is likely 
that some gas is removed and some stays behind. In all cases the gas takes part 
in the next hierarchical collapse of a block which contains it and the energy of 
the gas is preserved as binding energy until that collapse. Gas which is expelled 
with an energy less than the binding energy may fall back or may be absorbed 
by surrounding structures, but in both cases it is assumed to remain as gas. It 
does not form stars or baryonic dark matter.
2.4 Details of the Modification
2.4.1 The original model
Star formation in the original model continues until either all the catastrophically 
cooled gas has turned into stars or until the energy released by supernovae is 
sufficient to expel the rest of the gas to infinity. Assuming that in order to form 
one type II supernova a total mass, Msn, of gas has to be turned into stars and 
that only the gas within radius R qf is available for star formation, the total 
number of supernovae formed equals f u Âsaŝ ?RcF̂ , where / u is the fraction of 
the cooled gas that turns into stars. As explained previously, Rcf is the radius 
where the cooling time of the gas equals the free fall time and gas outside this 
radius remains too hot to turn into stars.
Not all the energy released by supernovae can be used to drive the remaining 
gas out of the galaxy. As mentioned previously, the interaction of supernovae 
with the interstellar medium is complex and in the dense regions behind the 
shock front which results from a supernova explosion, energy can be radiated
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away very efficiently. Estimates of both the total energy released by supernovae 
and the proportion of this energy which is released as kinetic energy differ. The 
value which is usually assumed is 1051 ergs, [29], but there are some indications 
that this may be overestimated [130]. NF take the amount of supernova energy 
available to expel the gas from the galaxy as 4 x 10506Sn ergs, where eSN can be 
regarded as an efficiency factor which depends on the density and the metallicity 
of the gas, amongst other things. This brings the total amount of supernova 
energy available for expulsion of the gas to / u - B" m s<nRCF)4  X 105° eSN.
In the NF model this amount of energy is equated to the binding energy 
of the remaining gas, i.e. the energy required to take the gas to infinity. It is 
assumed that self gravitation of the gas can be ignored. The dark matter follows 
a density profile p oc r~2 and the gas follows a density profile p oc r~2&. The 
catastrophically cooled gas has negligible thermal energy and is assumed to be 
homogeneous. It has a binding energy of (1 -  f u)Aa2Mgas(R < Rcf), where 
(1 — fu)M gas(R  < Rc f) is the amount of cooled gas which has not turned into 
stars.
The hot gas has a thermal energy of §a2/3Mgas(R > Rcf)- Its binding energy 
is written as §<J2x{P)Mgas(R > R cf) where Mgas(R > R qf) is the mass of the 
hot gas and x{P) =  (2/3 — 1) (9 — 4/5)/[5/3(3 — 2/3)] is a correction factor to account 
for the difference between the gas temperature and the virial temperature. x(P) 
equals one when /3 is one. If /3 < 0.5 the total energy of the gas is positive, which 
means that the gas is not gravitationally bound. If this is the case the gas does 
not take part in the collapse, and is preserved until a later stage of the collapse 
hierarchy.
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The fraction of the catastrophically cooled gas which turns into stars in the 
original model, / u, is calculated by solving
A Mgas(f i< f lCF)4 x 1()50esN = 5 2 >  +
M  SN *
(1 -  fa)4cr2Mgas(R < RcF) (2.1)
The left hand side of this equation gives the energy released by the supernovae, 
which is available to expel the gas from the galaxy and the right hand side gives 
the binding energy of the remaining gas, i.e. the gas which has not yet turned 
into stars. If / u is calculated to be larger than 1, then the energy released by 
supernovae is insufficient to unbind the rest of the gas and all the catastrophically 
cooled gas turns into stars.
2.4.2 The modification
For this work, the fraction of the catastrophically cooled gas that turns into stars, 
/*, is no longer precisely that required to produce enough supernovae to unbind 
the remaining gas. Instead, the energy released by supernovae is taken to be 
equal to the energy needed to unbind the rest of the gas and to give it an extra 
amount of specific energy, ficr2. fi is a new parameter which can be either positive 
or negative.
The fraction of the catastrophically cooled gas which turns into stars is now 
calculated by solving
/ . Mgas(f , <  ^ Cf)4 x 1050£Siv =  ¿ a 2x(p) +  /M>2)Mgas(R > Rcr) +
M  s n  1
(1 — /«)(4<r2 + na2)Mgas(R < Rcf) (2.2)
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for /*. The left hand side of the equation again gives the energy released by 
supernovae, which is availabe to eject the rest of the gas. The first term on the 
right hand side gives the total energy released into the hot gas and the second 
term the total energy released into the remaining cold gas. Solving this yields
t  _  1 +  [jx(ft) +  ß]Mgas(R > # cf)/[(4 +  ß)M gas(R < Rqf)] 
l +  4 x l 0 5065N/[MSN(4 +  /x)a2] (2.3)
Depending on the values of /* and / u, there are four possibilities. Both /* 
and / u can be smaller than 1, / u < 1 but /* > 1, /„ > 1 but / ,  <  1 and both 
/* and / u larger than 1. Each of these possibilities relates to a different physical 
situation.
If both /* and / u are smaller than one, a fraction, /*, of the catastrophically 
cooled gas turns into stars and the remaining gas is expelled. For positive values 
of /i the fraction which turns into stars is larger in the modified model and the 
remaining gas ends up with more energy. For negative values of /i, less gas turns 
into stars and the unbound gas will contain less energy. In both cases a dwarf 
galaxy is formed.
If / u < 1 but /* > 1, which can only happen when \x > 0, all the catastroph­
ically cooled gas is turned into stars and the rest of the gas becomes unbound. 
This situation is not fundamentally different from the first case when fi > 0, 
except that the total amount of star formation is limited by the amount of catas­
trophically cooled gas. Again, in both the modified and the unmodified model a 
dwarf galaxy is formed.
A more complicated case occurs when / u > 1 but /* < 1, which can happen 
if fi < 0. In the unmodified model this means that all the catastrophically
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cooled gas turns into stars and no gas is expelled from the galaxy. However, in 
the revised model some catastrophically cooled gas is left after star formation. 
Since the physical justification for modifying the model is that the gas is either 
removed from the galaxy until the next collapse, or that it falls back into the 
galaxy or another structure, but does not form stars, in this case the remaining 
gas is assumed to be expelled from the galaxy, but with a lower energy than in 
the original model. This means that, while in the unmodified model any hot gas 
would form baryonic dark m atter and the galaxy might end up as a normal galaxy, 
in the modified model a dwarf galaxy is formed with no baryonic dark matter. In 
this case the modification makes a significant difference for the individual galaxy, 
although this may be masked by results of subsequent collapses. Also, the number 
of cases where this happens is expected to be small.
Finally, if both / u and /* are larger than 0, all the catastrophically cooled gas 
turns into stars and no gas is expelled from the galaxy. This is occurs in collapses 
of the larger protogalaxies, which produce significant amounts of hot gas. It is 
the case where the modification makes no difference.
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Chapter 3
R esults o f the M odified Feedback 
Rule
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3.1 The simulations
Both the model described by NF97 and the model described by NFOO were mod­
ified as described in section 2.4.2. This adds the new model parameter ¿¿, such 
that the gas expelled from a galaxy by supernova explosions has net energy, i.e. 
thermal energy, kinetic energy and gravitational potential energy relative to the 
galaxy, of Mgaŝ <j2. Simulations were run with values for // varying from -0.2 to 
1.
3.2 Results for the NF9T Model
In most respects the effect of the modification is small. The main exception 
is that the fraction of early type (elliptical) galaxies is reduced. Although the 
modification has a direct influence on the amount of star formation in individ­
ual collapses, the total amount of star formation remains virtually unchanged 
(Table 3.1).
ß total star formation 
(1012Me Mpc-3)
-0.2 2.43 x 10“3
-0.1 2.44 x 10“3
0 2.45 x l< r3
0.1 2.46 x 10~3
0.2 2.47 x 10~3
0.4 2.47 x 1CT3
0.6 2.47 x 1(T3
0.8 2.46 x 10-3
1.0 2.45 x lC r3
Table 3.1: Total star formation
This is remarkable as the star formation in dwarf galaxies can change up to 25%.
The parameters of the Faber-Jackson relation are also independent of fx within
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M,
(1012Me )
a n,
(10-3Mpc~3)
-0.2 0.145 -1.26 4.63
-0.1 0.143 -1.26 4.53
0 0.142 -1.27 4.35
0.1 0.143 -1.28 4.16
0.2 0.143 -1.28 3.99
0.4 0.134 -1.29 3.87
0.6 0.129 -1.30 3.64
0.8 0.128 -1.31 3.33
1.0 0.129 -1.32 3.07
Table 3.2: Schechter function parameters.
error margins.
The Schechter function is a good fit to the galaxy luminosity function for all 
values of /z. Plots of the Schechter function for ¡1 =  0 (Figure 3.1) and for /z =  1 
(Figure 3.2) are shown. The Schechter function parameters for different values 
of /z are given in Table 3.2. Increasing /z causes a decrease in M* of up to 10% 
and minor changes in a. The main change is in n*, which decreases up to 30%. 
Some possible explanations are discussed later in this section.
Looking at cluster properties, it can be seen that the mean gas fraction and
cluster mean 
gas fraction
cluster mean 
abundance
-0.2 0.143 0.215
-0.1 0.142 0.215
0 0.142 0.215
0.1 0.141 0.215
0.2 0.141 0.214
0.4 0.140 0.211
0.6 0.140 0.207
0.8 0.139 0.205
1.0 0.139 0.203
Table 3.3: Cluster mean gas fraction and cluster mean abundance.
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Figure 3.1: Schechter function for /i =  0
Schechter function  fit
Figure 3.2: Schechter function for [l — 1.0
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abundance (Table 3.3) decrease but these changes are only a few percent. The 
cluster P's also get slightly lower, which means the gas in clusters is less tightly 
bound, but the change is minimal.
W hile the total star formation remains constant, the history of star formation 
does change with fi. Figures 3.3 and 3.4 show star formation as a function of 
redshift. Although the change is modest, it can be seen that for higher values 
of ii star formation shifts to higher redshifts. It should be noted that the model 
only includes spheroid star formation. Star formation in discs is not included. 
Plots of star formation as a function of (i (Figure 3.5 and Figure 3.6) show that 
star formation increases with /jl for high redshifts, but decreases with fi for low 
redshifts, with the turning point around z = 4. These two effects tend to cancel 
each other with the result that the total star formation remains unchanged.
The shift of star formation from lower to higher redshifts can be understood 
as follows. In small dwarf galaxies, where star formation continues until the 
supernovae have released sufficient energy to expel the remaining gas from the 
galaxies, star formation continues longer for positive values of /i, since more 
supernovae are required to supply the energy to eject the gas. The number of 
stars that are formed in small dwarf galaxies therefore increases with increasing 
fi. This has two consequences for subsequent collapses: the total gas fraction 
decreases (since more gas has already formed into stars) and the energy content 
of the remaining gas increases. The result is that, for later collapses, Rqf, the 
radius within which the gas can cool catastrophically, moves inward. This means 
a reduction in the amount of gas available for star formation. If there is less 
star formation, there will also be fewer supernovae, and at an earlier stage the
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Star formation rate vs z (galaxies only)
Figure 3.3: Star formation for ¿¿=0
Star formation ra te  vs z (galaxies only)
Figure 3.4: Star formation for ¿¿=1.0
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Star formation rate vs mu (galaxies only)
Figure 3.5: Star formation vs fi
Star formation rate  vs mu (galaxies only)
Figure 3.6: Star formation vs ¡jl
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energy released by supernovae is no longer be sufficient to eject the remaining 
gas from the galaxy. As a result, the transition from dwarf galaxies to normal 
galaxies takes place earlier, a t higher redshifts. As explained in chapter 2, once 
supernovae can no longer drive the remaining gas out of the galaxy, increased 
values of /i no longer result in increased star formation. All the catastrophically 
cooled gas in these objects turns into stars, independent of the value of /¿. The 
combination of the lower gas fraction and the higher energy content of the gas, 
however, results in a smaller amount of gas that can cool catastrophically. The 
consequence of this is a decreased star formation rate at later times.
It is now possible to explain the change in the Schechter function as well. 
The Schechter function is fitted to the combined numbers of dwarf and normal 
elliptical galaxies. An earlier transition from dwarf to normal galaxies reduces 
the total number of dwarf galaxies at the high mass end of the dwarf distribution. 
As will be discussed below, many of these former dwarfs are turned into normal 
disc galaxies. Less star formation at later times also reduces the number of very 
luminous elliptical galaxies. This depletes the high mass end of the Schechter 
function, resulting in a decrease in M*. The combined reduction in the numbers 
of large dwarf galaxies and normal elliptical galaxies causes the reduction in n*.
As mentioned above, the most significant influence of non-zero jjl is on the 
proportions of the different morphological types of galaxy. The fraction of ellip­
tical galaxies, both in the field and in clusters, decreases more than 30% when 
fi increases from 0 to 1.0 (Figure. 3.7). This is not surprising, since galaxy mor­
phology was found to be sensitive to model parameters by NF97.
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Fraction of elliptical galaxies vs mu
Figure 3.7: Fraction of elliptical galaxies
In the NF model discs form when the last of the hot gas cools. The disc 
formation rate (a crude estimate of the star formation rate in discs), as shown in 
Figure 3.8 for /x =  0 and in Figure 3.9 for fi =  1.0, is found by taking the whole of 
each hot halo which finishes cooling, to be turned into a disc. Since only a small 
part of this gas (perhaps 10%) actually forms the disc, this overestimates the 
disc formation rate. The real disc formation rate is about an order of magnitude 
lower.
The disc formation rate shows a complicated dependence on /x. For higher 
values of /x a double peak occurs, the earlier one at about z =  3 the later one 
at z =  0.7. Plots of the disc formation rate vs /x (Figure 3.10 and Figure 3.11) 
show that, for lower redshifts the disc formation rate increases with /x for lower 
values of /x but decreases with /i for higher values of /x. For higher redshifts this 
behaviour is inverted, but at the highest redshifts the formation rate increases
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monotonically with n .
There is no simple explanation for this as there are several competing effects 
which influence the disc formation rate. In the model, a disc galaxy is formed if 
all the hot gas is able to cool before the next collapse. Whether this is possible 
depends on the temperature and density of the gas, and on the time available 
until the next collapse. Higher values of /z cause an earlier transition to normal 
galaxies, as described above, and therefore result in more normal galaxies with 
lower masses. The temperature of the gas in these galaxies is low, making its 
cooling time shorter and so it is likely that the gas will be able to cool before 
the next collapse. This is the first effect. The second effect is the decreased 
gas fraction as the result of more gas being turned into stars in earlier collapses. 
This reduces the density, which means that the cooling time increases and less 
gas can cool before the next collapse. The third effect is caused by the increased 
energy content of the gas. This raises the temperature, increasing the cooling 
times which means there is a greater chance that there will be another collapse 
before all the gas has cooled. Fourth, at earlier times, there is generally less time 
between collapses, so that the earlier normal galaxies typically have less time to 
cool and form a disc galaxy. The first effect increases the disc formation rate, 
resulting in a larger number of spiral galaxies, the second, third and fourth effects 
counteract this, tending to increase the fraction of elliptical galaxies.
The competition between these effects is complicated by further factors, such 
as the temperature and metallicity dependence of the cooling function. As Fig­
ures 3.10 and 3.11 illustrate, which ones dominate depends subtly on the values 
of // and the redshift. The increase in total disk formation not only results in a
39
cU
J/
dz
 (
10
ia
 M
0 
M
pc
"3
) 
dl
f/
dz
 (
10
18
 M
q
 M
po
-3
)
Disk formation rate vs z (disk fraction = 1)
z+1
Figure 3.8: Disc formation for fi — 0
Disk formation ra te  vs z (disk fraction = 1)
z+1
Figure 3.9: Disc formation for fi  =  1 .0
40
dl
l/
dz
 (
IO
18
 M
0 
M
pc
-3
) 
dM
/d
z 
(1
0
Disk formation rate vs mu
Figure 3.10: Disc formation vs fi
Disk formation ra te  vs mu
Figure 3.11: Disc formation vs fi
41
reduced fraction of elliptical galaxies but also has an influence on cluster prop­
erties. According to the model, gas which does not turn into stars but is able to 
cool before the next collapse is transformed into baryonic dark matter. Because 
there is more star formation during the earlier collapses, the gas which is trans­
formed into baryonic dark m atter has a relatively high metal abundance. These 
metals are permanently lost. Less star formation during subsequent collapses 
then results in a reduced abundance for the cluster gas. In other words, the total 
amount of metals released by supernovae remains unchanged but a larger fraction 
of these metals ends up in baryonic dark matter.
3.3 Results for the NFOO Model
The main difference between this and the earlier model is the low density cos­
mology (fi =  0.3). In this model the influence of ¡jl is even smaller than in the 
model with Q = 1. Again the total amount of star formation remains remarkably 
constant (Table 3.4).
ß total star formation 
(lO12M0 Mpc~3)
-0.2 3.25 x 1(T4
-0.1 3.28 x 1(T4
0 3.33 x 1(T4
0.1 3.32 x If)“4
0.2 3.34 x 10"4
0.4 3.37 x 10~4
0.6 3.38 x 10-4
0.8 3.40 x 10-4
1.0 3.40 x 10“4
1.5 3.33 x 10“4
2.0 3.24 x 10~4
Table 3.4: Total star formation.
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Figure 3.13: Schechter function for /x = 1.0
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M,
(1O12M0)
a n*
(10~3Mpc-3)
-.2 .088 -1.29 1.62
-.1 .095 -1.32 1.37
0. .096 -1.32 1.30
.1 .092 -1.32 1.37
.2 .090 -1.32 1.37
.4 .087 -1.31 1.36
.6 .087 -1.32 1.25
.8 .088 -1.33 1.14
1. .084 -1.33 1.13
1.5 .072 -1.30 1.22
2. .071 -1.30 1.17
Table 3.5: Schechter function parameters.
44
The Schechter function is also a good fit to the galaxy luminosity function 
for all values of ¡i (Figure 3.12 and Figure 3.13) . Even when the value of n is 
increased to 2., which is almost certainly unphysical, the Schechter function still 
fits the data easily(Figure 3.14). The Schechter function parameters (Table 3.5) 
show a slight decrease in M , and a 30 % variation in n „  as in the other model.
As in the first model, increasing fi results in a slight decrease in cluster gas 
fractions (Table 3.6), although this is barely significant. The abundance, however, 
is constant within error margins. Cluster P's (¡3 = m a2/kT gas) show no major 
differences.
cluster mean 
gas fraction
cluster mean 
abundance
-0.2 0.127 0.144
-0.1 0.126 0.145
0 0.123 0.144
0.1 0.125 0.145
0.2 0.125 0.146
0.4 0.124 0.147
0.6 0.123 0.148
0.8 0.123 0.148
1.0 0.122 0.148
1.5 0.122 0.146
2.0 0.123 0.143
Table 3.6: Cluster mean gas fraction and cluster mean abundance.
Although the history of star formation varies in a similar manner to the way 
it does in the NF97 model, the effect is smaller. Plots of star formation for /i =  0 
(Figure 3.15) and for (i =  1 (Figure 3.16) show modest differences. As before, star 
formation increases with increasing values for // at high redshifts, but decreases 
with increasing values for ¡i a t low redshifts (Figure 3.17 and Figure 3.18). The 
turning point is at a lower redshift than in the first model, at z «  2 instead of
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2 =  4. Changes are at most a few percent, so it is not surprising that the total 
star formation remains unchanged.
As explained in the previous section, the influence of // on the star formation 
rate is the result of two competing effects. The first effect is that increasing 
\i results in more star formation in small dwarf galaxies, because star formation 
continues after the amount of energy released by supernovae is sufficient to unbind
the féfïiSih'iiîg gas: The ïM M  ëffeèï is tMt tKfc fèdùkM gââ Mètlbif kM
energy content of the gas during subsequent collapses result in less star formation 
at later times. These two effects can be seen in both models. In the second model, 
however, there is relatively less star formation at higher redshifts than in the first 
model (compare Figures 3.3 and 3.15). This means that although the modification 
has much the same effect on early collapses in both models, its absolute effect 
is much smaller in the second model. Since the second effect, the reduced star 
formation rate at later times, is only a consequence of the first effect during 
earlier collapses, the reduction in the star formation rate is small at intermediate 
redshifts, and the first effect dominates for a longer time. This explains the 
fact that the transition from an increase to a decrease in star formation with 
increasing values of fi takes place at a lower redshift in the second model.
As in the first model, the most significant effect of the modification is on 
the ratio of elliptical to spiral galaxies (Figure. 3.19). The fraction of elliptical 
galaxies in clusters decreases by 20% when /x is increased from 0 to 1. For the same 
values of // the fraction of elliptical galaxies in the field decreases by 40%. The 
disc formation rate (Figure 3.20, Figure 3.21, Figure 3.22) shows a slight decrease 
with increasing /x for redshifts below 0.5, an increase for redshifts between 0.5
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Figure 3.16: Star formation for ¿¿=1.0
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and 2 and little change above that. The dominant effect here is probably the 
earlier transition from dwarf to normal galaxies.
3.4 Conclusions
In general the results of these simulations are not sensitive to the assumption be­
ing tested, that total star formation proceeds until either all the catastrophically 
cooled gas is turned into stars or the amount of energy released by supernovae 
precisely equals the binding energy of the remaining gas. The outcome that is 
most sensitive to this assumption is the ratio of elliptical to spiral galaxies, but 
this is known to be sensitive to other model parameters. Most other properties 
remain within error margins as the parameter ¡i varies from —0.2 to 1. Total 
star formation remains remarkably constant as /x is varied. This is the result of 
two competing effects. There is more star formation during early collapses which 
depletes the remaining gas and increases its energy content, reducing the star 
formation resulting from subsequent collapses. The greater the first effect during 
early collapses, the greater is the second effect during later collapses. As a result, 
the total star formation is very insensitive to the value of fi. This means that the 
amount of star formation that occurs in dwarf galaxies before the remaining gas 
is expelled from the galaxy does not influence the total star formation. It should 
be noted that these statements only apply to star formation in spheroids. Since 
the fraction of spiral galaxies increases with increasing /x, star formation is discs 
could be sensitive to f.i.
The reduction of the fraction of elliptical galaxies with increasing /x is its most 
significant effect. Three factors which influence the disc formation rate and which
51
are affected by changing (i are: the mass at which the transition from dwarf to 
normal galaxy occurs, the gas fraction and the energy content of the gas.
The effect of modifying the collapse model is qualitatively similar in high and 
low density cosmological models although there are quantitative differences. In 
the low density model, most effects are smaller and the transition from increased 
to decreased star formation rates with increasing values of /i takes place at a 
lower redshift. The reduction in the elliptical fraction with increasing values of /x 
is similar in the two models but this fraction is higher in the low density model 
for all values of ¡x.
The objective of this work was to determine if the NF model is sensitive to 
one of its weakest assumptions. The results here show that it is not sensitive to 
modest changes in that assumption. The model outcome that is most sensitive 
to the assumption, galaxy morphology, is more sensitive to several other model 
parameters, so that it is not made significantly less certain by this assumption. It 
can be concluded that the assumption made by Nulsen and Fabian, that total star 
formation proceeds until either all the catastrophically cooled gas is turned into 
stars or the amount of energy released by supernovae is just enough to unbind 
the rest of the gas, has a relatively minor influence on the results of their model.
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Chapter 4
N -body Hydrodynam ic Codes
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4.1 Introduction
N-body methods have been around for several decades. By 1941 a gravitational 
N-body simulation had already been performed, using an analog optical com­
puter. Gravity was represented by the flux of 37 light bulbs, and photocells and 
galvanometers were used to measure and display the inverse square law force. 
Digital computers were first used in the early 1960s and from then on increas­
ingly large simulations were performed. From the initial simulations of less than 
100 particles, N-body models have now grown to many millions of particles. [105] 
[142]
The essence of an N-body model is that matter is represented by a set of parti­
cles which move under the influence of gravity. These particles cannot necessarily 
be identified with physical objects. Their mass is usually set by the mass of the 
system that is being simulated and the resolution, determined by the available 
computing resources. While on large scales gravity is the dominant force, gravita­
tional computations alone are not sufficient to simulate the formation of galaxies. 
As explained in chapter 1, gas processes are an essential part of galaxy formation, 
and realistic simulations need to include them. N-body codes are therefore often 
combined with hydrodynamic computations.
Hydrodynamic codes can be divided into two main categories: Eulerian and 
Lagrangian methods. The difference between these methods is in the derivatives 
used in the fluid equations. Eulerian methods solve the flow equations using a 
fixed grid, so that the fluid passes through the Eulerian cells. The flow equations 
can than be regarded as partial differential equations in position and time with
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the convective derivation expressed as
d_
dt 4- u  • V
where u  is the flow velocity. In the Lagrangian form of the fluid equations the 
Lagrangian derivative
dt
d_
dt
+  u - V
is used. The Lagrangian derivative of a quantity is the rate of change of a quantity 
as seen from a point moving with the fluid. In other words Eulerian methods 
solve the fluid equations relative to a fixed grid in space whereas Lagrangian 
methods solve the fluid equations relative to the moving fluid.
Eulerian codes have been used in a number of cosmological simulations [112] 
[28] [27] [111]. Eulerian codes tend to be conceptually simpler, especially in more 
than one dimension. Because the fluid moves relative to the Eulerian cells they 
tend to be more prone to numerical diffusion of momentum and heat. Lagrangian 
codes are generally more stable and deal better with large density differences. 
They are generally more complex, with the exception of SPH, but it is slower 
than other codes with about the same resolution. The nature of gravitational 
instability is such that perturbations on smaller and smaller scales are constantly 
being generated and the fixed spatial resolution of Eulerian codes prevents the re­
searcher from describing these small scales with sufficient accuracy. To overcome 
this problem mesh refinement techniques have been applied [4] in which smaller 
subgrids were constructed to resolve finer scale structures. Bryan and Norman 
[20] [97] used an adaptive mesh refinement technique. A Lagrangian method 
using a grid was developed by Gnedin [54] who applied a mesh which deformed
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with the flow. This method combines some of the advantages of Eulerian codes 
with the advantages of Lagrangian methods. In case of severe distortion of the 
grid, however, the code reverts to an Eulerian scheme.
The most commonly used Lagrangian method in astrophysical simulations 
is Smooth Particle Hydrodynamics (SPH). SPH is a fully Lagrangian method 
which follows the fluid variables using particles representing fluid elements. SPH 
will be discussed in detail in section 4.3. A number of comparisons between 
SPH and Eulerian codes have been made [66] [8] [83] [117]. Frenk et al. [49] 
simulated the formation of an X-ray cluster using 12 different codes, including 
several implementations of SPH and grid based methods with fixed, adaptive 
and deformable meshes. They concluded that the different methods agreed well, 
although some properties, like the X-ray luminosity differed by more than a factor 
of 2.
4.2 Gravitational Force Calculation
The gravitational force on a particle of mass rrij at position Xj is
GrriiTTij , ,
L , - . — r W - xi)
r  i * - * / ! 3
(4.1)
Calculating the gravitational forces by direct summation of the gravitational 
forces of all particle pairs is very time consuming as it involved N 2 calculations 
per step [123]. This severely limits the number of particles that are feasible. 
Other approximate methods were therefore developed which reduced the number 
of calculations to O(NlogN) (for an overview see [13]). The most commonly used 
methods can be divided into two categories: mesh methods and tree codes.
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The first mesh method to be developed was the particle-mesh (PM) method. 
The PM algorithm consists of three steps. First the mass density field is computed 
on a grid. Then the potential is solved on a grid. Finally the force on the particle 
is calculated by interpolation. The PM method is fast but the resolution is limited 
to the resolution of the grid.
Particle-Particle-Particle-Mesh methods P 3M (for a review of PM and P3M 
methods see [62]) overcome this limitation by calculating the gravitational forces 
relative to the grid for distant particles but by direct summation for close par­
ticles, i.e. particles less than a few grid spacings away. This greatly improves 
the accuracy of the force calculations. In case of severe clustering, however, the 
computational cost of the direct summation becomes too high as many particles 
are located within a few grid spacings. Couchman [33] [34] developed an adaptive 
particle-particle-particle-mesh method which places subgrids over regions of high 
density and only applies pair summation to particles within a few spacings of the 
subgrid mesh. An alternative approach is multi-resolution mesh method, which 
are similar to PM method but use mesh refinements where required (e.g. [137]
[4])-
The alternative to mesh methods is tree codes [7] [12]. Tree codes replace dis­
tant groups of particles by nodes and calculate the force on a particle by summing 
particle-particle interactions for nearby particles and particle-node interactions 
for distant particles. Two commonly used methods of constructing the tree are 
the Barnes and Hut (BH) [7] algorithm and the Benz, Bowers, Cameron and 
Press (BBCP) [12] algorithm. The difference between these two methods is in 
the construction of the tree. The BH tree is constructed top down. For a three
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dimensional simulation it starts with a cube which is large enough to contain all 
the particles in the system. This cube is then recursively subdivided into eight 
sub-cubes, until each cube contains at most one particle. The BBCP tree is con­
structed bottom up. Particles which are mutual nearest neighbours are replaced 
with a node and this process is repeated, using both particles and nodes until only 
one node is left. The forces are calculated in a similar way in both algorithms. 
In the BH code the forces are calculated relative to the node if
in the BBCP code if
where l and R  are the size of the cube and the radius of the node respectively, d 
the distance from the particle to the node and 6 the parameter which controls the 
accuracy as well as the calculation cost. If these criteria are not met the nodes 
are split into subnodes.
Makino [79] compared the Barnes and Hut and the Benz, Bowers, Cameron 
and Press algorithm. He concluded that for comparable accuracy the cost of the 
force calculation is similar for both methods. Tree construction takes longer with 
the BBCP scheme, but this is only a small part of the total calculations. The BH 
tree is easier to vectorize, though, [26] [35] which means it is considerably faster 
on vector processors. Steinmetz and Müller used a modification of the BBCP 
tree in order to deal with situations where there is more than one mutual nearest 
neighbour. Splinter et al. [122] performed a series of tests of agreement between 
PM, P3M and tree codes. They concluded that PM codes are much faster than
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the other two types. They conclude that the different methods agree well only 
on scales above the mean particle separation. This means, among other things, 
that the inner parts of dark matter halos in cosmological simulation cannot be 
resolved as they are typically below the mean interparticle separation.
The gravitational force needs to be softened in order to prevent the gravita­
tional forces from going to infinity as the distance between the particles goes to 
zero. Softening also reduces 2 body relaxation effects. A simple way of softening 
the gravitational force is taking the potential as $  a  (r2+ £2)-1/2. An alternative 
way is by using a spline kernel (see also 4.3). The advantage of the latter method 
is that for separations larger than 2e the potential is identical to the Kepler form 
[59]. The disadvantage is that it is more computationally expensive.
4.3 Smooth Particle Hydrodynamics (SPH)
4.3.1 Principles
Smooth particle hydrodynamics was introduced by Lucy [77] and further devel­
oped by Gingold and Monaghan [51]. The method is based on two principles:
1. The properties of the fluid at any point can be estimated by taking a weighted 
average of those properties over the surrounding volume.
2. The fluid can be represented by a finite number of particles.
For a continuum, the first point can be expressed mathematically as:
A(r) =  /  -  r', h)d3r (4.2)
where A(r)) is the estimated value of a physical quantity A(r). W (r, h) is an 
interpolating kernel and h, the smoothing length, represents the SPH smoothing
59
scale. W (r, h) has the following properties:
J  W (t -  r ', h)d3r =  1 (4.3)
and
lim W (r -  r ', h) =  J(r -  r') (4.4)
The second point states that the fluid can be represented by a finite number 
of particles. If, these particles are randomly distributed in such a way that for 
equal mass particles the probability of being found in the volume element dV  
at r  is proportional to p(r) d V, equation 4.2 can be written as a Monte Carlo 
approximation:
-A(r) =  m b— W {r -  r 6, h) (4.5)
6 P<>
where A is the value of the quantity A, mb and rb are the mass and position for 
particle 6, respectively, and pb is the density at r&. The summation is over all 
particles. The error of approximating equation 4.2 by 4.5 is typically of 0 (h 2). 
In particular the density is estimated everywhere by:
p(r ) =  S  m iW (r “  rb> h) (4-6)
6
There are two interpretations of equation 4.6 [59]. The first interpretation, the 
“scatter” interpretation, says that each particle has a mass which is smeared out 
in space. The density at any point in space is found by summing the contributions 
from the density profile of neighbouring particles. The second interpretation, the
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“gather” interpretation, regards the particles as point markers in the fluid. Local 
properties at any point in space are obtained by sampling all neighbouring par­
ticles and weighting their contribution. The difference of the two interpretations 
is in the smoothing lengths used in equation 4.6. The “scatter” interpretation 
uses the smoothing length of particle 6, whereas the “gather” interpretation uses 
the smoothing length of the particle at r. If the smoothing length is the same 
for all particles, this distinction vanishes but it becomes relevant if h is spatially 
variable.
SPH provides a natural means to obtain gradients of local fluid properties. 
As long as the kernel W (r — P) is symmetric in r  and r', partial derivatives of 
physical quantities can be transformed into spatial derivatives of the kernel, using 
integration by parts. VA, for example, can be approximated by
V A (r) = S '  m b— S W (r  -  rb, h) (4.7)
b Pi
A higher accuracy can be can be obtained by [84]
pVA = V(pA) — AVp (4.8)
It is now possible to find SPH equivalents of the flow equations. The flow 
equations in lagrangian form, ignoring viscosity and radiative cooling, are the 
continuity equation,
dp
dt
—pV  • v
where v is the velocity, the momentum equation,
(4.9)
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dv
dt
= —-V P -  V<£
p (4.10)
with P  the pressure and $ the gravitational potential, and the energy equation
du
dt
——V • v 
P
(4.11)
with u the specific internal energy. In SPH, if we regard each particle as rep­
resenting a fixed mass of fluid then the continuity equation can be replaced by 
equation 4.6. Alternatively we can use the explicit
= Ys m b(Va ~  Vb) VaWa6 (4.12)
where V aWab is the gradient of W (ra — r*,, h) with respects to the coordinates of 
particle a.
It is easiest to produce flow equations that preserve momentum and energy 
if the effective interparticle forces obey Newton’s third law. This is achieved by 
taking a symmetrized form for the pressure gradient [84]
dvg
dt
(4.13)
The energy equation can be written in a form which has the same symmetric 
factors
dua
dt = 5 ? m*(S + § ) v“ 'V-W’" (4.14)
where v a& =  v a -  v6. When artificial viscosity, which is necessary to capture 
shocks, is added, equation 4.13 and 4.14 are the most commonly used forms of
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the momentum and energy equation.
4.3.2 Kernels and sm oothing lengths
In the more than twenty years since the first appearance of SPH, a wide variety 
of implementations have been described in the literature. Apart from the flow 
equations, areas of difference include: the type of kernel, the smoothing lengths, 
the form of artificial viscosity used, the way time stepping is done and the physics 
included in the simulation.
The types of kernel used fall in two main categories, gaussian and super 
gaussian kernels and spline kernels. While a gaussian kernel is usually assumed 
to get a physical interpretation of SPH [84], in practice most researchers use a 
spline kernel. Although gaussian kernels
(4.15)
where v is the number dimensions, interpolate with high accuracy, they have the 
disadvantage that their value does not go to zero at a finite distance. In order
to avoid having an excessively large number of particles under the kernel the
kernel has to be truncated at some distance, usually 3 or 4 smoothing lengths. 
The advantage of spline kernels is that they are zero outside a few smoothing 
lengths. The most often used spline kernel is the so called ^-sp line , proposed 
by Monaghan and Latanzio [86], which is in 3 dimensions
(4.16)
with
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4 -  6{r/h)2 +  3 (r/h )3 0 < (r//i)< l;
(2 -  {r/h )Y , 1 < (r/h )< 2; (4.17)
0, (r/h) > 2.
This kernel has a continuous second derivative. The gradient of the kernel is 
sometimes modified to have a non-zero value for r =  0 [128]. The main reason 
for this is to create a small repulsive force for close particles to prevent them from 
clustering together. This makes the particles behave more like particles and less 
like fluid elements.
In the early implementations of SPH smoothing lengths were taken to be 
variable in time but constant in space. The smoothing lengths were calculated 
by
Ws(r/h) =
4 7 T
h o c l / (p ) 1̂  (4.18)
with (p) the average density of the particles and v the number of dimensions. 
This is computationally intensive in high density areas and limits the resolution. 
Spatially variable smoothing length which are based on the local particle density 
[59] [43] greatly improved the resolution.
There are three basic ways of calculating the smoothing lengths. The first is 
similar to the method mentioned above but takes the local density instead of the 
average density
ha oc l//>y- (4.19)
The second method calculates the rate of change of /i, using the relation above
and the continuity equation
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(4.20)
dha ha \  dpa 1, _
=  - h aV  • v£
dt \ uPa) dt v 
Both methods axe fast. The second method may lead to a large accumulated 
error but it is still the preferred method of many authors (e.g. [95]). A problem 
with these methods is that they implicitly assume that the number density of the 
particles is proportional to the mass density. If this is not the case, the number of 
particles can vary considerably. The third method does not consider the density 
but tries to control the number of particles under the kernel directly. A popular 
way of doing this is the method described by Hernquist and Katz [59]
hna 1 + (4.21)
where is the smoothing length at time-step n for particle a, N s is the desired 
number of neighbours under the kernel and iV"“1 is the number of particles under 
the kernel at time-step n — 1. This method works well when the density gradients 
are small. It can, however, lead to oscillation in the estimates of h and the number 
of particles under the kernel if there are large density gradients.
While smoothing over a too large number of particles leads to a loss of res­
olution and is computationally expensive, it is less problematic than smoothing 
over too few particles. Smoothing over too few particles can lead to spurious 
shocking of the gas. Under unfavorable circumstances this can lead to a large 
increase in the energy content of the gas. Thacker et al. [127] describe an al­
gorithm for updating the smoothing lengths which results in a fairly constant 
number of particles under the kernel. Instead of just counting all particles under 
the kernel when they calculate TV”-1 , they limit the contribution of the outer
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particles, using the kernel, and only count the particles within §h at full weight. 
The smoothing lengths are updated using a weighting function which limits the 
relative change in the smoothing lengths.
A consequence of spatially variable smoothing lengths is that the “gather” 
and “scatter” interpretation of SPH give different results. Furthermore, since the 
effective interparticle force is not symmetric, in both cases linear and angular mo­
mentum are not conserved. This problem can be circumvented by symmetrizing 
the kernel. This can be done by taking the smoothing length of a particle as the 
average of the two smoothing lengths [43]. The density is then calculated by
p(ra) =  Y  m bw (r„ -  r n, hab) (4.22)
b
where hab = (ha +  h^)/2. It is also possible to use other averages as long as they 
are symmetric in a and b. Another method to achieve force symmetry is to take 
an average of the kernels [59]. In this case the density is given by
p(r) = Y m i>(W(r« “  r i>> M  +  W {ra -  rb, hb)]/2 (4.23)
b
and the momentum equation becomes
^  =  _ £ m 6 ( 4  +  ;r ) >< V aW {r tt -  rb,h b)}/2 (4.24)
dt b \Pb P i)
Thomas and Couchman [128] use yet another method, calculating the density 
according to the scatter interpretation and symmetrizing the momentum equa­
tions as
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dtv  ̂ P  p
- ¡ f  = - Z m 6 " |V aiy ( r a -  rb, ha) +  X > 6 - f V 6W (ra _  Tbj hb) (4.25) 
UL b Pa b Pb
This is the form of the momentum equation used in the publicly available 
code, HYDRA [34].
Variable smoothing lengths result in additional, Vh terms in the equations of 
motion. Usually these terms are neglected, because they are small compared to 
the other terms, and because calculating them would be computationally expen­
sive. However, Hernquist [60] has shown that under unfavorable circumstances 
errors in global quantities can amount to ~  10% and that in simulations of 
adiabatic systems simultaneous conservation of energy and entropy cannot be 
obtained. Nelson and Papaloizou [96] and Serna et al. [113] showed that the 
inclusion of the V/i terms results in an dramatic improvement in accuracy for 
problems in which SPH normally does not conserve energy or entropy well. To 
prevent the extra computations which result from including these terms while 
maintaining accuracy, Capuzzo-Dolcetta and Di Lisio [24] proposed a criterion 
to select kernels in which the errors caused by neglecting the V/i term would 
be minimized. They applied this criterion to the category of spline kernels and 
found that the preferred kernel is not the almost universally applied B 2 spline of 
Monaghan and Latanzio [86].
Anisotropic kernels where the smoothing lengths are represented by a tensor 
instead of by a scalar have also been applied [114] [102]. This method, called 
Adaptive Smooth Particle Hydrodynamics (ASPH), results in a better resolution 
in situations with strong anisotropic volume changes. An important shortcoming 
of the method, however, is that angular momentum is not conserved. For a
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comparison of ASPH with other implementations of SPH and with Eulerian codes 
see [49].
4.3.3 Artificial V iscosity
Another area where the various implementation of SPH differ is the form of 
artificial viscosity which is used. Artificial viscosity is necessary to prevent inter­
penetration of particles in shocks. The most common form of artificial viscosity 
in SPH simulations is the “standard” Monaghan and Gingold [85] form
na6 = Pab
0,
va6 • r„i, < 0; 
Vat • Taj, > 0;
(4.26)
with
Pab — 2
hvaj • r ab
Kb +  w
(4.27)
where pab = (pa +  pb) / 2 is the average density and cab = (ca 4- cb) / 2 the 
average sound speed of a pair of particles, v ab = v a — v& and rab = ra — rb. 
r f = 0.01 tifj is used to avoid numerical divergence, a  and P are constants of 
order unity. The first term on the RHS of equation 4.26 produces shear or bulk 
viscosity, the second term is essentially the standard Von Neumann-Richtmyer 
artificial viscosity.
Balsara [6] added a shear correction term to this equation. In the presence of 
shear flows V-v =  0, |V x v | > 0, the standard form of the artificial viscosity leads 
to shear viscosity and therefore to angular momentum transport. To prevent this 
n a6 is multiplied by a term
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fat =  - * ArJ b (4.28)
with
fa —
l(V-v)0|
(4.29)i(V • v)„| +  |(V x v)tt| +  0.0001ca/fto 
This form of the artificial viscosity was implemented by Steinmetz [124] and 
Navarro and Steinmetz [94], who found that the dissipation of angular momentum 
is drastically reduced in problems with small numbers of particles. Of course it 
is also possible that shear viscosity is desired in simulations. One way of adding 
shear viscosity is by taking the standard artificial viscosity and taking /? =  0 [89]. 
In simulations of galaxy formation shear viscosity, beyond the normal artificial 
viscosity, has seldom been included [78].
An alternative form of the artificial viscosity is given by Thomas and Couch- 
man [128]
Pi + p;[—acj/ijV • Vi + 0(hiV ■ v{)2], V-Vi < 0;
Pi, V-t*>0,
(4.30)
Thacker et al. [127] compared implementations of SPH using different ways of 
symmetrizing the momentum equation combined with different forms of artificial 
viscosity in 7 test scenarios. They concluded that the artificial viscosity is the 
single most important factor distinguishing the results from various implementar 
tions. The artificial viscosity proposed by Thomas and Couchman [128] performs 
rather poorly and the standard artificial viscosity, if necessary with the correc­
tion for the shear viscosity, is a better choice. The way the force symmetrization
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is achieved is less important, although most of their results favour kernel sym- 
metrization. There are indications that the ideal values of the coefficient a  and 
¡3 depend on the situation in which it is applied [59] [64], with stronger shocks 
requiring larger values of the coefficients. Lombardi et al. [76] performed a num­
ber of tests investigating the effects of spurious transport in 3-dimensional SPH. 
They found that if it is important to control spurious mixing, a strong artificial 
viscosity is favorable. For most situations they recommend a = 0.5, ¡3 = 1.
4.3.4 Tim e-stepping
The time integration is usually performed using either a simple leapfrog scheme 
[52] [59] or a second order Runge-Kutta method [95]. In order to obtain second 
order accuracy both methods require evaluation of the forces at half time. The 
leapfrog integrator calculates positions as
rn+V2 _  r n -i/2 _|_ A iv ” (4-31)
The velocities are updated in two stages. First a predicted estimate is obtained 
from
V«+l/2 =  y n + 1/2 (4.32)
and this is used to compute the acceleration at half time-step v ”+1/2. The 
velocity is then updated as
v ”+1 = v£ + A t  v ”+1/2 (4.33)
The energy is updated as
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(4.34)< +1/2= « r 1/2+ y « +i/2 + ¿ r i/2)
In the Runge-Kutta method position, velocity and energy are updated as
a+1 = r"  +  /v " +1/2A i +  (1 -  /)v"A i (4.35)
a+1 = <  +  /v ? +1/2A i +  (1 -  /)v"A t (4.36)
t"+1 =  K  +  At +  (1 -  / ) < A i (4.37)
where /  is a constant that depends on the particular implementation of the 
Runge-Kutta method.
There are many different ways to set the time-step [86] [84] [95] [127] [131]. 
Most implementations determine the time-step based on the relative velocities of 
the particle and the kernel length, e.g.
St = C  min(/ia/ma:r&(|va — v^l) (4.38)
where C  is a factor of order unity, which typically has a value of 0.1 — 0.3. 
This condition is inadequate when relative particle motions are small and it is 
necessary to allow for changes due to the pressure forces. In that case the time­
step needs to depend on the sound speed as well. Other things which can be 
taken into account are the acceleration, the cooling time (if cooling is included 
in the simulation) and the artificial viscosity. One often used time-step is
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ô t  =  C m m ( ô t f , Ô t s) (4.39)
with C  the Courant factor, which typically has a value of 0.1 -  0.3 and
Stf = min
J a
M V2
141J
where fa the acceleration, and
(4.40)
6t* = min h (4.41)a ca + 0.6(aca +  p  max6 fiab) 
where ca is the sound speed of particle a, ¡jLab the artificial viscosity parameter, 
given by equation 4.27 and a  and the artificial viscosity parameters. There have 
been no systematic studies to evaluate the different methods used to determine 
the time-step. Multiple time-steps, where different particles have different time­
step are often used in simulations with large numbers of particles (e.g. [59] [26] 
[35]). In such cases a scheme is used where the time-steps can only vary by factors 
of two and where the times are regularly synchronized.
4.3.5 Radiative cooling and star formation
Apart from the differences in the numerical schemes used, implementations of 
SPH also differ in the physics that is included. For simulations of galaxy for­
mation the most relevant processes not mentioned yet are radiative cooling and 
star formation. Cosmological simulations with cooling [69] [92] [48] [44] broadly 
confirm the standard view of galaxy formation as described by White and Rees 
[139]. The gas in galaxies is much more concentrated than the dark matter and
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the visible parts of galaxies survive the mergers of their halos in clusters of galax­
ies. However, so far simulations have not been able to produce disc sizes similar 
to observed spirals. In these simulations a large proportions of the gas, ~  70%, 
is located in a central knot and the specific angular momentum of the gas is too 
small. Usually it is assumed that star formation and the associated feedback 
from supernovae will help alleviate this problem [41] [91] [124] [120].
Another problem is a deficit of hot gas produced in the collapse due to in­
shock cooling [78]. Limited spatial resolution means that the gas spends much 
more time traveling through simulated shocks than it does in reality. This means 
it can cool significantly during the shocks and fails to reach the correct post-shock 
temperature. A more detailed discussion of this problem will be given in chapter 
6. Another cause of resolution related excessive cooling was described by Thacker 
et al. [127]. If dense knots of cold gas are surrounded by hot gas with a much 
lower density then it is possible that the smoothing radius of a particle in the hot 
surrounding gas encompasses the cold clump. This results in smoothing over an 
excessive number of cold particles leading to an overestimation of the density of 
the hot particle. Since radiative cooling is proportional to the density, the cooling 
of the hot gas particle is overestimated. Keeping the number of particles under 
the kernel within narrow limits will alleviate this problem.
Lack of resolution may also result in insufficient cooling or excessive heating. 
In cosmological simulations, individual galaxies are often represented by a very 
small number of particles. This may set an artificial upper limit on the density, 
resulting in insufficient cooling [69]. It also results in a spurious transport of 
energy from the dark m atter to the gas particles due to two body relaxation
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effects [126]. Using a larger number of dark matter than gas particles may reduce 
this problem.
Several authors have included star formation [67] [68] [82] [95] [133]. Incorpo­
rating star formation requires a determination of the star formation rate and a 
decision on how to implement this. Navarro and White [95], and Steinmetz and 
Muller [125] formed new star particles from the gas particles, reducing the mass 
of the gas particles accordingly. A disadvantage of this method is that it may 
lead to an excessive number of particles, significantly slowing calculations. An 
alternative way of incorporating star formation is to convert entire gas particles 
into star particles. This is a crude method, however, which does not allow for a 
gradual conversion of gas into stars. Mihos and Hernquist [82] used a method in 
which each gas particle has a total mass and a gas mass. As stars form, the gas 
mass is reduced while the total mass remains fixed. In other words the particles 
are hybrid gas-star particles. A disadvantage of this method is that gas and stars 
remain kinematically coupled, which means that the stars will move under the 
influence hydrodynamic effects.
An important consequence of star formation is supernova feedback. Since 
star formation and supernova feedback are processes which are both poorly un­
derstood and unresolvable in SPH simulation of galaxy formation (a typical SPH 
particle is many orders of magnitude larger than a star) they have to be included 
in a heuristic way. Katz [67] included the feedback from supernovae by reducing 
the mass of their star particles and adding heat to the surrounding gas particles. 
Metzler and Evrard [81] included the effect of ejection of gas from galaxies by su­
pernova explosions in their simulations of a cluster of galaxies. Their simulations
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did not involve the creation of stars but did take the effect of supernova feedback 
into account. Navarro and White [95] modeled the supernova feedback by ad­
justing both the thermal and the kinetic energy of the surrounding gas particles. 
They did this by giving the neighbouring gas particles a velocity perturbation 
Av radially away from the star particle. Mihos and Hernquist [82] used a similar 
method but instead of giving all neighbours the same velocity perturbations they 
used the kernel to distribute the kinetic energy among the gas particles, giving 
close gas particles larger velocity perturbations than the more distant particles. 
The result of simulations including supernova feedback is that, since supernovae 
release their energy in high density regions, the resulting thermal energy is radi­
ated quickly. Kinetic energy does have an influence and reduces the density and 
the amount of star formation but this is highly dependent on the method used 
to model supernova feedback [95]. Mori et al. [87] simulated the formation of a 
dwarf galaxy, incorporating the effects of supernova driven winds, and concluded 
that this process was likely to be the decisive mechanism in the formation of 
dwarf galaxies.
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Chapter 5
The 2D and 3D SPH codes
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5.1 Introduction
Two galaxy formation models are used for the second part of this research. Both 
are N-body models combined with Smooth Particle Hydrodynamics (SPH) and 
both simulate the formation of a single disc galaxy. The models contain a dark 
m atter component, represented by collisionless dark matter particles, and a gas 
component, modeled with SPH. As explained in the previous chapter, the two 
main principles of SPH are that a fluid or gas can be represented by a finite 
number of particles and that the properties of the fluid at each point can be 
determined by taking a weighted average of the properties of the neighbouring 
particles. The gas is therefore represented by particles, carrying properties like 
mass and temperature. While the dark matter particles only move under the 
influence of gravity, the motion of the gas particles is determined by gravitation, 
pressure and artificial viscosity.
The main difference between the two models is in the number of dimensions. 
The first model is a 2-dimensional (2D), axisymmetric model while the second 
model is a more conventional 3-dimensional (3D) model. The advantage of using 
a lower number of dimensions is that, with a similar number of particles, a much 
higher resolution can be achieved. For example, 104 particles in 2 dimensions re­
sult in the same resolution as 106 particles in 3 dimensions. As mentioned in the 
previous chapter, the most time consuming part of N-body methods is the gravita­
tional force calculation. Direct summation of the forces between pairs of particles 
would lead to 0 ( N 2) calculations, but this can be reduced to O(NlogN) by ap­
plying techniques like treecodes. This means that a simulation in 3 dimensions 
takes ~  ^y/~N as long as a simulation with the same resolution in 2 dimension,
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where N  is the number of particles used in 2 dimensions. For the simulations 
done here with the 2D code, this is about a factor 50.
The main disadvantage of a 2D code is that all information in one dimension is 
lost. In particular it is not possible to form spiral structures with an axisymmetric 
model. Another disadvantage is that the force calculations are more complicated 
because the particles represent rings of matter instead of point particles. To some 
extent this can be overcome by using look-up tables. Some other disadvantages 
will be discussed later.
The 2-dimensional code was written by Maguire and is described in detail 
in his Ph.D. thesis [78]. Although his code was completely rewritten for this 
work, its essential elements are unaltered. The 3-dimensional model was written 
by the author. Originally the model was intended as a 3-dimensional version of 
Maguire’s code, which meant that parts of the code which did not depend on 
the dimension were the same as in Maguire’s code. However, some changes were 
made later. In particular the kernel was changed to the B 2 spline and the method 
of Thacker et al. [127] for updating the smoothing lengths was adopted. In the 
simulations presented here, the later version of the model is used.
5.2 Gravitational Force Calculation
In the 3D galaxy formation model particles are represented by point particles. 
The gravitational potential due to a particle is
(¡>{t) =
Gmo
|r — r0|
(5.1)
with G the gravitational constant and m 0 and 1*0 the mass and position of the
78
particle respectively. The acceleration is
a = Gm  o|r — r0|3(r  -  ro) (5.2)
The gravitational potential is softened, using a fixed softening length, e =  0.2 x 
10-2 in units of the code.
In the 2D galaxy formation model each particle represents a ring of mass. 
The particles have different masses with the mass of the particles proportional 
to their cylindrical radius at the start of the simulation. The potential due to a 
ring of mass mo with cylindrical radius wq at z0 is:
jl, x 2Gm00(w ,z) =  - - ^ 5- ^ ( 0)
where
b = (zn + zu0)2 +  (z -  20)2, a =
4zuzuq
and K(a) is an elliptical integral [1]
(5.3)
(5.4)
g w ° r  ( . - „ I » . ) . / *  m
From the potential, the acceleration can be derived. The component in the w  
direction is
dO
Q>m
2Gmo
7T
, 1 E(a) 
2a 1 — a
(w + w 0)K(a)
&3/2
-  K ( a ) - ^ A w 0b -  +  w 0) (5.6)
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with a and 6 as in 5.4 and K(a) as in 5.5. E(a) is also an elliptical integral [1]
rn/2 ,---------------
E(a) = J  V1 -  a sin2 0)dO (5.7)
The component of the acceleration due to gravity in the z  direction is
Qj;
2Gulp (z -  z0)K(a) 1 ,E(a)
ir 63/2 2a 1 -  a K(a)]
1
w
(z — Zq) (5.8)
Self gravity of the rings is ignored. The gravitational force is softened with a 
softening length of 2 x 10“2 in the distance units of the code.
5.3 Tree construction
Gravitational forces are calculated using the tree construction method of Benz et 
al. [12], which was described in section 4.2.
In the axisymmetric model the nodes represent rings of mass, just as the 
particles do. The mass of a node is the combined mass of the particles that are 
part of that node. The location of the node is a more difficult issue. The z  
coordinate is the z  coordinate of the centre of mass of the children of the node
2: =
TTI1Z1 +  7712Z2
M
(5.9)
with 77i\ , m2 an(l zi > z 2 the masses and z coordinates of the children of the node 
and M  the mass of the node. The w  coordinate is calculated in a similar way
TTl\VJ\ +  7712̂ 2
w  = M
(5.10)
Although this is not necessarily the best approach, it was found that errors in 
the axisymmetric force calculation are comparable to the cartesian case [78].
The radius of a node is calculated to ensure that all particles which are children 
of the node are closer to the node than this radius. In the axisymmetric case this 
can be seen as the thickness of the ring. The radius is calculated as in BBCP:
R  =  m a x ( ^ |r 2 -  n |  +  R 2, ^ | r 2 -  +  R J  (5.11)
where m i, m2, r 2, r i  and R \,R 2 are the masses, positions and radii of the subn­
odes respectively.
A node opening criterion determines if the gravitational forces are calculated 
with respect to a node or with respect to the children of that node. Forces are 
calculated relative to the node if
^  < 0 (5.12)
a
with R  the radius of the node, d the distance from the particle to the node and 
6 the opening parameter, which has the value 0.6 for these simulations. If this 
criterion is not met the nodes are split into subnodes.
5.4 Flow equations
The flow equations in the lagrangian form, ignoring viscosity and radiative cool­
ing, are the continuity equation,
the momentum equation,
t  -
(5.13)
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(5.14)
and the energy equation
d v
dt - - S 7 P - V 6P
du
dt
= ——V ■ v 
P
(5.15)
For an axisymmetric system these can be written in cylindrical coordinates as
dp
dt P
\_ d _
m dm (mV*,) +
dvz
dz (5.16)
dvw _  1 dP d(j) l\
dt p dm dm m z
(5.17)
dvz _  1 dP d<j>
dt p dz dz
(5.18)
du
dt
P
P
1 d \ dyz(mvn) + (5.19)
m d m v ‘ dz
where vw and vz are the components of the velocity in the m  and 2 direction, 
respectively, and lz is the angular momentum of the rings around the £ axis. In 
SPH the density is calculated as
p(r;) =  £  rrijWij (5.20)
3
in both the 2D and the 3D model. The momentum and the energy equation for 
the 3D model, using Monaghan’s [84] symmetrisation of the pressure force, are 
written as
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dvi
dt (3
r4  +  4 )
\Pi P j)
ViWy -  Vd> (5.21)
du{ 1 V- (Pi P ^\
dt ó l > i3
j Vy • VjWy (5.22)
In the 2 dimensional case, these are
dy™,j _  (  Pi . Pj \  8Wjj d<j>
dt r  J { p r  p j )  dw t d r u ^ w f
(5.23)
dVz¿ — 777 . ( ÍjL _J_
dt j J \P ; Pj /  dzi
(5.24)
dui
dt I t , ™ ]3
ñ + ñ  
A  A .
X
LkJ *
w  i
V w J v iu,i
dWi j ^ f dWi;j
-  +  ( V z j - V z , i )  J
dm i dzi
(5.25)
In the axisymmetric code forces are calculated between rings. Since the rings 
represent a distribution of particles it is necessary to include a self-force terms. 
The self-force term of a ring can be seen as the force that arises from the fact 
that the particles which are part of the ring interact via their pressure forces. 
This force is negligible away from the symmetry axis, but it becomes appreciable 
when the “particles” of a ring interact strongly near the axis. To be consistent 
a self-gravity term should also be included. The self-gravity of a thin ring goes 
to infinity but it is possible to include a self-gravity term by calculating the self­
gravity that would arise if the ring consisted of a fixed number of particles at 
equal distances from each other. This was tried, with the number of particles
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taken to be proportional to the mass of the ring. This number was chosen in 
such a way that the resolution in the (j> direction is similar to the resolution in 
the z  and w  direction. It was shown that including softening complicated the 
calculations, thereby reducing the speed of the code and that the self-gravity term 
was small relative to the other gravity terms. Self-gravity was therefore ignored 
for the simulations presented here.
5.5 Artificial viscosity
The artificial viscosity used here is the standard “Monaghan” artificial viscosity
[85].
n y =  < PH
0,
if Vij • Tij < 0; 
otherwise
(5.26)
Mt'i —
hijVij %3
rfj +  T?
(5.27)
with pij = {pi + p j) /2, the average density and ĉ - =  (c* +  Cj)/2 the average
sound speed of a pair of particles, =  v t — Vj and — r^. r/2 =  O.Olh?-
is used to avoid numerical divergence, a = 0.5 and ft = 1, as recommended 
by Lombardi et al. [76], although it should be noted that the best value for 
these constants is likely to be situation dependent. The first term on the RHS 
of equation 5.26 produces shear and bulk viscosity, the second term is essentially 
the standard Von Neumann-Richtmyer artificial viscosity.
Adding the artificial viscosity to the flow equations gives
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fiv, ( p i p . \
dt ~  + + n ’7  ^ iWij ~  V<̂
dt ~  2 ?  m j \J?i +  + Hiij  V,j ‘ ^ iWii
for the 3D model and
dv-Gjj
d t =  E nv
J
Pi Pj „
~2 H--- 2
Pi Pj
dWjj
dwi
d<t> ll i
dwi zuf
du{
dt
Pi Pj „
~2 H--- 2 “h Hy
Pi Pj
dWjj
dzi
d<t>
dzi
Vz,i)
dWjj
dzi
for the 2D model.
(5.28)
(5.29)
(5.30)
(5.31)
(5.32)
5.6 Radiative cooling
When radiative cooling is included an extra term, —nerihA/p, where ne and rih 
are the electron and proton density, respectively, and A is the cooling function, 
must be added to the energy equations (equation 5.15 and 5.19). This is included 
in the model as —pkA, with k a conversion factor. The SPH expressions for the 
energy equation now become
dui
dt ^  +  4  +  %  ] vv • -  PkA
(5.33)
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Cooling function
Figure 5.1:
Cooling function based on data from Bohringer and Hensler. From top to bottom, 
lines are for abudances (relative to solar) Z / Z Q =  2, 0.5, 0.1 and 0 respectively
for the 3D model and
(5.34)
for the 2D model. The cooling function A is the same as the cooling func­
tion used for the semi-analytical models, based on the data from Bohringer and 
Hensler [17]. The value of the cooling function depends on the temperature and 
the abundance. A plot of the cooling function for several abundances is show in 
Figure 5.1.
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5.7 The smoothing kernel
In an axisymmetric implementation of SPH the three dimensional kernel is re­
placed by a two dimensional kernel. This kernel is found by averaging over the 
cylindrical coordinate (j)
— 1
W (07, m \  z,z ')  = —  W ( x -  x')d(/>' (5.35)
Z 7 T  JO
The value of a function can now be found as in conventional 3D SPH by
f i x )  ~ Y L —m iw (w ’ix7'i<z i zi) (5-36)
i Pi
If the 3-dimensional kernel, W, is a gaussian with a radius dependence of exp(r2/2/i2), 
then
( ^ 1 )  exp ( - ^ )
+  (5-37)
where Iq is a modified Bessel function [1].
1 rir n
I0(x) =  -  excosed$ (5.38)
Since the gaussian kernel does not vanish at a finite distance, the kernel must 
be truncated. This is done at 4h, where h is the smoothing length. The kernel is 
symmetric in w  and An important feature of this kernel is that d W /d m  ^  0 
when m  =  m{. This gives rise to the self-force term as discussed in section 5.4, if 
the j= i term is included in sums for the force.
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The 3 dimensional code was initially written with a Gaussian kernel which 
was also truncated at Ah. Later the kernel was replaced by the spline kernel 
of Monaghan and Latanzio [86]
W(r,h) Ws(r/h)
h3 (5.39)
where W„ is
, f 4 — 6a:2 +  3x3 0 < z< l; 
Ws(x) = —  { ( 2 - x ) a, 1 < x<2;
4w ( 0, x > 2 .
(5.40)
where x  =  ( r /h) . The derivative of the kernel is modified in order to give a small 
repulsive force for close particles [128]
d\Vs(x) _  __1_ 
dx 4tt
The smoothing lengths vary in time and space. The kernel therefore needs to 
be symmetrized in order conserve momentum. This is done by taking the average 
of the smoothing length hij = (hi +  h j) /2 and using this in No attempt was 
made to include the V/i correction terms.
4 \)<x<2/6\
3x(4 — 3x) 2/3 < £ < 1 ; 
3(2 — x)2, 1 < x<2;
0, x > 2.
(5.41)
5.8 Updating of smoothing lengths
Smoothing lengths in the 3D model were updated according to the method de­
scribed in Thacker et al. [127]. This method tries to keep the weighted number 
of particles under the kernel constant. The weighted number of particles is cal­
culated by
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(5.42)N i  =  E  WWry/Ay)
i
with AT, the weighted number of particles under the kernel for particle i and
Wnn(r/h)  =  |  l
nW,(4(r/h  -  3/2)), 3/2 < r/h<2;
0<r/h < 3/2;
(5.43)
with Ws as in equation 5.40. The smoothing lengths are updated using a weight­
ing function which limits the relative change in h
with s =  ( N . /N ? -1)1' 3. The result is a scheme which has the asymptotic property 
h:? =  0.8/i"_1 but which yields h? =  1 [0-6-h0.4(iV'-/iV3*'"1 )1/3] when the number
Smoothing lengths in the 2D code were updated in a different way. Methods 
which try to keep the number of particles under the kernel constant sometimes 
cause problems if a particle nears the edge of the particle distribution. For three 
dimensional simulations this is not a big problem as the edges are on the outside 
of the particle distribution and the particles on the outside of the distribution 
do not have a major influence on the results of the simulation. For the two
(5.44)
where N s the desired weighted number of particles under the kernel, TV” 1 the 
weighted number of particles under the kernel at step n — 1 and a a weighting
variable which is determined by
(5.45)
of particles under the kernel is close to its target value.
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dimensional simulations, however, there is also an edge on the symmetry axis at 
^  =  0. ^  a particle gets close to the axis the number of neighbouring particles 
can drop rapidly, resulting in large unphysical variations of the pressure force. 
The smoothing lengths in the 2D code are integrated as
dh{
dt
1 hi, da  ̂ _  1 /  dvw dvz
2 a\ dt 2 * 1  dm dz (5.46)
where a is the 2-dimensional number density of particles in the m — z plane. This
gives the SPH equation
dhi 1 /ij t ■■>
— — > m,-
2 ( * rdt
, s d w t] , , , d w tJ
*W) +  (vzd vz,i) (5.47)
Note that the 2-dimensional rather than the 3-dimensional divergence is used 
here as the smoothing lengths only depend on the number density of particles in 
the m — z plane. The smoothing lengths are initially set according to the mass 
density. This results in smaller number of neighbours near the edges, typically 
dropping by a factor 2. In addition, the method results in numerical errors. To 
compensate for this the smoothing lengths for individual particles are adjusted 
when the number of particles under the kernel gets outside certain tolerances
h? =
hrJn—1
1 +
l / 2 ‘
N!71—1
(5.48)
with N s the desired number of particles under the kernel and TVf 1 the actual 
number of particles under the kernel for particle i. Note that here the total 
number of particles under the kernel is used, not the weighted number of particles 
under the kernel as in 5.44. The average number of particles under the kernel for 
all particles is also tracked and the smoothing lengths for all particles are adjusted
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if this deviates too much from Ns. Unfortunately, these adjustments can lead to 
precisely the kind of instabilities that were to be prevented by the method. For the 
number of particles tha t were used for the simulations presented in this thesis the 
method performs adequately but for simulations with large numbers of particles, 
which have larger density contrasts, unphysical shocking occurs.
5.9 Time stepping
Both models use a second order Runge-Kutta method. Positions, velocities and 
energies are updated according to
rtn+1 = r" + /v,n+1/2Ai + (1 -  /)v"Ai (5.49)
.n + l __ V? + /a,"+1/2Ai + (1 -  /)a?At (5.50)
U\£+* = U» + / û’i+1/2Aî + (1 -  / K A i (5.51)
with a  the total acceleration and /  =  0.996 as in [95]. Positions and velocities at
half time are found as
8
(5.52)
(5.53)
The time-step in the 3D code is chosen as in Thacker et al. [127]
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with C, the Courant factor chosen as 0.3. The time-step in the 2D code was 
chosen as in [84]
St = C min(hi/ max(|vt- -  vj\) (5.54)
St = Cmm(6tf,  Sts) (5.55)
with a Courant factor C  of 0.3 and with
Stj = min M
is i ;
1/2
where |fj| the acceleration of particle z, and with
(5.56)
St, =  min
h
(5.57)
* Cj +  0.6(aci 4- P maxj /Ay) 
where c, is the sound speed of particle z, a  and ft the artificial viscosity param­
eters in the standard artificial viscosity, and /¿y the artificial viscosity parameter 
given by equation 5.27.
5.10 Units
The units in both models are the same as those used by Navarro, Frenk and 
White [93]. Specifically they are:
G = 1 (5.58)
[mass] =  1010mu Me (5.59)
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[distance] =  1 d u kpc (5.60)
( d 3 \ 1/2
[time] =  4.71 x 106 ( —  ) yr
\ m uJ
(5.61)
[velocity] =  207.4  ̂ km s“1 (5.62)
[density] =  6.77 x 10-22 g cm-3 (5.63)
[power] =  5.75 x 1043 erg S_1 (5.64)
where m u and du are input parameters of the code. By changing the values of 
mu and du the size of the system can be scaled. For these simulations m u =  100 
and du = 100, which gives a system of 1012MG.
5.11 Initial Conditions
A galaxy of 1012MG is simulated, starting at its turn around radius of 100 kpc. 
Initially the mass is homogeneously distributed, with the particles located at 
equal distances from each other and the masses of the rings in the 2D simulations 
proportional to w. In the 3D simulations 2416 particles are used, in the 2D 
simulations 1000 particles. The number of gas and dark matter particles is equal 
in all simulations. The gas fraction is can be varied but is taken as 0.2 for most 
simulations. The sphere is given a rigid rotation, such that the spin parameter 
A =  0.08 [46].
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Initial conditions for the formation of a single galaxy are not well defined. 
The ideal way of creating the initial conditions would be by doing a full cos­
mological simulation in which the proto-galaxy is formed by mergers of smaller 
systems and affected by tidal forces of surrounding systems [91]. However, the 
resolution of these kind of simulations is limited and single galaxies are often rep­
resented by a very small number of particles. An alternative approach is to take 
initial conditions in a similar way to cosmological simulations, imposing small 
scale fluctuations according to a prescribed power spectrum [125]. Here velocity 
perturbations of the form
A»„,i =  £]=i% [sin {{j™i + 2a(j)) tt} + sin {(jzt + 2b(j)) tt}] (5.65)
were imposed on the initially uniform stationary particles. The parameters 
a(j)i and b(j)i are random numbers between 0 and 1, and vpt is an input pa­
rameter. Velocity perturbations in other directions were calculated in a similar
wav.%/
94
Chapter 6
The In-shock Cooling Problem
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6.1 Introduction
The in-shock cooling problem was first mentioned by Nulsen and Fabian [99] and 
a first attem pt to find a solution was made by Maguire [78]. The essence of the 
problem is simple: gas spends longer in simulated shocks than in real shocks 
and therefore has more time to cool. This can prevent it from ever reaching the 
correct post-shock temperature. The problem has largely been ignored in the 
literature [100], even though possibly related problems, such as small disc sizes 
and dense knots of gas in the center of the galaxy are well known [124] [41] [91]. 
Hutchings and Thomas [65] did shock tube simulations with the shock crossing 
time of the same order as the cooling time, and found that the gas did not reach 
the correct post-shock temperature.
An estimate of the ratio of the shock thickness in simulations to the shock 
thickness in reality was given by Maguire [78]. Real shocks are a few particle mean 
free path lengths thick [115]. For a gas at 106T6K with electron density necm-3, 
this is roughly 10-3 T62/n e pc ([121]). Post-shock temperatures and densities 
are of order 106K and 0.1 cm-3, respectively, giving a shock thickness of about 
10_2pc. In SPH simulations, shocks are smoothed by artificial viscosity over 
several smoothing lengths. In a typical galaxy collapse simulation, smoothing 
lengths in well resolved areas are of the order of 100 pc to 1 kpc. Thus, the ratio 
of the simulated to the actual shock thickness is of the order of 104 to 105 or 
more. Since the speed of shock propagation is not severely affected by spatial 
resolution, the time necessary to pass through the shock is increased by a similar 
factor. This means that, while cooling during the shock is negligible in reality, 
the gas can cool considerably in simulated shocks.
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6.2 Description of the Problem
The in-shock cooling problem will now be treated in more detail by considering 
a steady 1-dimensional flow. In this case the continuity equation becomes
¿ ( H  =  °, (6.1)
where p is the density and v the velocity. The momentum equation is
d
— {pv2 + P - T xx) = 0, (6.2)
where P  is the pressure and Txx the x-x component of the viscous stress tensor, 
and the energy equation may be written as
^  \pv{H +  | v2) -  Txxv = - p 2A, (6.3)
where H  =  yP/[(y  — l)p] is the specific enthalpy and p2A the power radiated per 
unit volume.
For a real radiative shock there are four regions of interest ([115], for a review 
of interstellar shocks see [42]). In the upstream region the gas is cold and moves 
at supersonic speeds relative to the shock front. The gas is then suddenly decel­
erated, compressed and heated, which happens in a thin viscous transition layer 
where Txxv is large. The time the gas takes to cross this region is short compared 
to its cooling time and cooling can be ignored, resulting in the energy equation
d_
dx
(6.4)
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The conditions immediately downstream from this region are given by the Rankine- 
Hugoniot jump conditions
P_ =  Vo = _______(7 +  l)Mp______
Po v (7 +  1) +  (7 — 1)(Mq — 1)
P  _  (7 +  1) +  27 (M02 -  1)
Po (7 + 1 )
T _  [(7 +  1) +  27 (Mq -  1)][(7 +  1) +  (7 ~  1)(M02 -  1)]
T0 (7 +  I )2M02
with po? Po and T0, the density, pressure and temperature in the undisturbed
upstream region respectively, 7 the ratio of the specific heats and M0 =  vo/y/jTo
the Mach number of the upstream gas. The result is hot gas, moving subsonically
relative to the shock front. The gas then enters the radiative relaxation region,
where it cools by emitting radiation. This causes the gas to compress and further
decelerate. Txx is negligible in this region, and it can be shown that
^ ( cW ) £  =  - M  (6.8)
with c the sound speed of the gas c2 =  7P //0. Finally, in the downstream region, 
the gas is cold again and moves very slowly.
For a numerical shock, when in-shock cooling is present, the situation is more 
complicated. The artificial viscosity spreads the viscous transition layer over 
a much larger distance than in a real shock and the time to cross this region 
is no longer short in comparison to the cooling time of the gas. There is no 
clear distinction any more between the viscous transition layer and the radiative
(6.5)
(6 .6)
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relaxation layer. The gas is radiating its energy away while it is still being 
heated, resulting in a much lower post-shock temperature than given by equation 
6.7. Both Txx &nd p2A are appreciable in the energy equation 6.3. Integrating 
equation 6.1, the continuity equation is
pv = povQ (6.9)
and the momentum equation can be integrated to give
pv* +  P  — Txx — pqVq +  Pq (6.10)
where it is assumed that Txx is negligible in the upstream flow. This can be 
solved for Txx. Eliminating Txx from the energy equation rearranging terms and 
using equation 6.9 gives
dE n rn / . i dv
PoV°~dx = ~ P A ~~ +  p°v°(v° ~ v^ d x (6.11)
Since the specific energy, E  = H  — P /p , is proportional to the temperature, 
the shock fails, i.e. the temperature of the gas does not rise any further, when 
the RHS is negative (assuming the flow is to the right). This equation shows the 
effect of poor spatial resolution. Lower resolution reduces values for dv/dx , as 
the shock is spread over a larger distance, while p2A is essentially unchanged and 
so becomes increasingly important as the shock becomes thicker. This causes a 
thicker shock to fail at an earlier stage. Thoul and Weinberg [131] [132] performed 
1-dimensional simulations, including the effect of radiative cooling, and found 
that a smaller fraction of the gas cooled catastrophically in their simulation than
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in 3-dimensional simulations. This may well have been caused by the higher 
resolution in their models.
dv/dx  will also depend on the form of the artificial viscosity used. Thacker 
et al. [127] did simulations of the formation of a disc galaxy, similar to the ones 
described in this chapter, with 12 different combinations of artificial viscosity 
and symmetrisation. They found that minor differences in the form of the arti­
ficial viscosity or the symmetrisation used could double the amount of hot gas 
produced.
The form of the cooling function used also determines whether the shock will 
fail or not. Kay et al. [72] compared simulations of galaxy formation with a 
cooling function consisting of a series of power-law fits to a to cooling function 
based on tabulated values and found an increase in galaxy masses of 10%. While 
this effect is not necessarily due to differences in the in-shock cooling, it can be 
argued that, as with artificial viscosity, minor differences in the form of the cooling 
function can have a large influence on the outcome of simulations because they 
can determine whether shocks fail or not.
Finally, it should be mentioned that discreteness of the numerical simulations 
means that in some cases equation 6.11 will lead to incorrect results. Strong 
shocks and relatively long time-steps may cause the gas to ’jump over’ the critical 
point where the shock would fail. Since A is relatively large at low temperatures 
the shock is most likely to fail when the gas just enters the shock. In some cases 
the analytical condition might predict that the shock would fail while this does 
not happen in the simulation. The implication of this is that, contrary to what 
would intuitively be expected, taking shorter time-steps can make the in-shock
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cooling problem worse. It is expected, however, that in most cases the analytical 
description gives a good indication of what happens in the simulations.
6.3 Demonstration of the Problem
To investigate the effect of in-shock cooling in simulations of galaxy formation, 
the viscous heating rate, the radiative cooling rate and the change in thermal 
energy per unit time due to the pressure forces were tracked separately in both 
the 2D and the 3D collapse models. This is done by splitting the energy equation 
into three separate parts. The viscous heating rate per unit mass is calculated as
£vis,i
for the 2D model and
(6.12)
£vis,i — cy ^^ m?-ni7-v„ • V\W{j (6.13)
1 3
for the 3D model, where Ily is given by equation 5.26 for both models, Vy =  
v, -  vj  and Wij the kernel. The change in thermal energy due to the pressure 
force, i.e. the adiabatic compression, is
£pres,i
dWjj
dmi
+  (vzj  uZjt) ^
for the 2D model and
(6.14)
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Figure 6.1: Heating and cooling in the 2D model
pres,i — 9 Z ^ ' nJ \ n2 ^ n2 V*J v *KK V
Z j Wi PjJ
(6.15)
for the 3D model, where Pi is the pressure for particle i and j.  Radiative cooling 
is found by
£rad,i =  A (6.16)
with A the cooling function and k a conversion factor, to convert the cooling rate 
per unit mass to program units.
£vis,i, £pres,i and £rad,i were integrated using the Runge-Kutta method described 
in section 5.9 to obtain the total viscous heating, total adiabatic change in thermal 
energy due to pressure and total energy radiated away. These are plotted against 
time in Figure 6.1 for the 2D model with gas fraction 0.2. As can be seen, 
most of the thermal energy gained by viscous heating is radiated away almost
1 0 2
Figure 6.2: Heating and cooling in the 2D model for a gas fraction of 0.05
simultaneously and little thermal energy is left. If a gas fraction of 0.05 is used 
instead (see Figure 6.2), the effect is a bit smaller, but still very clear. The 
gas reaches a slightly higher temperature, but most of the energy from viscous 
heating is still radiated away almost immediately.
The difference between Figure 6.1 and Figure 6.2 can be explained by the 
density. The lower gas fraction results in lower density for the gas. Radiative 
cooling per unit mass is proportional to the density, so thermal energy is radiated 
away less quickly if the gas fraction is lower.
For the 3D model the effect of cooling during the shock is even stronger than 
for the 2D model. Both the viscous heating rate and the radiative cooling rate are 
lower than in the 2D model, but they continue much longer. Energy is radiated 
away so efficiently that the amount of hot gas produced is practically negligible. 
The difference between the 2D and 3D model is mainly caused by the difference
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o 0.5 1 1.5 2
time
Figure 6.3: Heating and cooling in the 3D model
in spatial resolution. The 2D model contains 1000 particles, corresponding to 
~  30000 particles in a 3 dimensional simulation for the same spatial resolution. 
The 3D model has only 2416 particles, however, so the resolution is much lower 
in the 3D than in the 2D model. Shocks are therefore more extended in the 3D 
model than in the 2D model.
Although Figure 6.1, 6.2 and 6.3 clearly show that viscous heating and ra­
diative cooling occur simultaneously, they do not prove the existence of in-shock 
cooling. If some particles, which have already passed through the shock, are cool­
ing while other particles, which are still crossing the shock, are heating, the rates 
may balance without in-shock cooling. In-shock cooling occurs when particles 
cool while passing through the shock, which means that they cool while they are 
still heating. In order to investigate whether the effect seen in Figure 6.1 - 6.3 
is genuinely in-shock cooling £pres and £rad were saved at regular intervals for all
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Figure 6.4: Viscous heating in the 2D model
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Figure 6.5: Radiative cooling in the 2D model
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Figure 6.6: Radiative cooling vs viscous heating in the 2D model
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particles. Figures 6.4 and 6.5 show the positions of the particles at different times 
during the 2D simulation with the colours of the particles indicating the amount 
of viscous heating and radiative cooling, respectively. The same colors represent 
the same power per unit mass in both plots, with units as given in section 5.10 
green: e < 10 
yellow: 10 <  e < 102 
orange: 102 < e < 103 
red: 103 < e <  104 
purple: e >  104
Notice the strong similarity of Figures 6.4 and 6.5.
Figure 6.6 shows plots of radiative cooling vs. heating rates per unit mass for 
the same times during the simulation. It can be seen that viscous heating and 
radiative cooling are correlated, indicating in-shock cooling.
Figure 6.7 and Figure 6.8 show the viscous heating and radiative cooling 
in the 3D model. The plots give the top view of the proto-galaxy at different 
stages during the collapse, with colours again indicating viscous heating and 
radiative cooling rates, using the same scale as in Figure 6.4. Both the viscous 
heating rate and the radiative cooling rate are on average lower than in the 2D 
model. The similarities in colour between Figure 6.7 and Figure 6.8 indicate 
that viscous heating and radiative cooling are of the same order of magnitude for 
most particles. Plots of radiative cooling vs viscous heating (Figure 6.9) show a 
stronger the correlation between viscous heating and radiative cooling than for 
the 2D model.
The strong correlation between viscous heating and radiative cooling in the
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Figure 6.7: Viscous heating in the 3D model
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Figure 6.8: Radiative cooling in the 3D model
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ŝys 1.28
0 100 200 300 400
heating by a rt vise
^3= 13
0 100 200 300
heating by art.vise.
132
heating by art.vise
50
heating by art.v ise
0 50 100
heating by art.vise
0 20 40 60
heating by a rt vise.
Figure 6.9: Radiative cooling vs viscous heating in the 3D model
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Figure 6.10: Viscous heating and radiative heating vs time for individual particles
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2D model is illustrated further in Figure 6.10. For a few particles viscous heating 
and radiative cooling were tracked at every step and plotted against the time. The 
results show that for most of these particles, cooling tracks viscous heating with 
remarkable accuracy. The thermal energy gained by viscous heating is mostly 
radiated away in the same time-step.
6.4 Possible Solutions for the In-shock Cooling 
Problem
6.4.1 Requirements
A number of considerations need to be kept in mind when searching for a solution 
for the in-shock cooling problem. First and most important, the solution should 
actually reduce cooling in shocks. This means that it results in significantly 
less cooling for particles that are undergoing shock heating, resulting in higher 
post-shock temperatures. Second, the solution should not interfere with other 
aspects of the code, resulting in unphysical behaviour of the model. In particular, 
cooling should not be reduced significantly in particles which are not shocking. 
Third, the solution should not be costly in terms of computation time or storage 
capacity. It should therefore not require a large amount of extra calculations or 
data. It is also desirable that a good solution is be easy to implement. Fourth, 
in order to be widely applicable, the solution should only involve dimensionless 
criteria. Fifth, the solution should be universal, that is it should not depend 
on what is simulated, nor on details of the implementation of a flow model. 
The solution should be valid for all types of shocks, independent of the Mach 
number or the pre-shock temperature, density and velocity. The solution should
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also be independent of the form of the artificial viscosity or the cooling function 
and should be unaffected by the resolution of the code or the number of spatial 
dimensions. Finally, the solution should be independent of reference frame.
6.4.2 Proposed M ethods
The in-shock cooling problem is caused by the fact that shocks in simulations 
are much thicker than in reality and the gas therefore has more time to cool 
while traveling through them. Although increasing the resolution reduces the 
shock thickness, it is not feasible to increase the resolution to the extent that 
in-shock cooling becomes irrelevant. Possible solutions for the problem are there­
fore focused on reducing the amount of cooling. Maguire [78] mentions a few 
possible solutions, all of which he found unsatisfactory. These solutions will not 
be investigated further here, but they are mentioned for the sake of completeness.
1. Increasing the temperature used for the cooling function. Because cooling 
is very efficient at low temperatures, using a higher temperature in the cooling 
function, T  +  q instead of T, can reduce cooling during the shock. If q could 
be adjusted in such a way that it is 0 before the shock and that T  +  q equals 
the correct post-shock temperature during the shock, this might be a valuable 
approach. However, this amounts to making the simulated shocks infinitesimally 
thick and no way has been found to achieve this yet. Attempts to implement 
this method are likely lead to incorrect cooling rates before and after the shock. 
Maguire used the increase in thermal energy during the current time-step due 
to viscous heating and adiabatic compression for q and found that this actually 
made the in-shock cooling problem worse. The cooling rate increases rapidly with
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temperature for temperatures just above 104 K, and using A(T +  q), therefore 
leads to more cooling as particles enter the shock.
2. Adjusting the initial conditions to reduce the amount of cooling. Since the 
cooling time is inversely proportional to the density, cooling can be reduced by 
lowering the density of the gas. This can be done by reducing the gas fraction 
or by increasing the initial radius of the gas sphere R gas. As could be seen from 
Figure 6.2, a reduced gas fraction does result in more hot gas, but the in-shock 
cooling problem is still quite severe. Maguire found that increasing Rg^ also 
did not prevent in-shock cooling. There are two fundamental problems with this 
approach. First, reducing the density of the gas lowers the amount of cooling 
overall, not specifically the amount of cooling in shocks. It therefore does not 
fulfil the requirement, mentioned above, that the solution should not interfere 
with other aspects of the model. Second, the choice of initial conditions should 
be motivated by what is physically most realistic. A good solution for the in­
shock cooling problem should not require adjustment of the physical properties 
of the simulated system.
3. Turning cooling off during the initial part of the simulation. Cooling can be 
turned off until shocks have propagated through a significant part of the collapse 
simulation. Again, this solution fails the requirement that it should not interfere 
with other aspects of the model, since cooling is also turned off in situations where 
it would be physically realistic. The time when cooling is turned on again has to 
be chosen carefully. Turning cooling on too early will lead to in-shock cooling. 
Turning it on too late prevents some physically realistic cooling after the shock.
A good solution for the in-shock cooling problem will reduce the amount
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of cooling for particles in shocks while not reducing it for other particles. Two 
methods which attem pt to achieve this are investigated here: reducing the amount
of radiative cooling by the amount of viscous heating and turning cooling off in 
shocks.
For the first method, the viscous heating rate is calculated according to 6.12 
and 6.13, for the 2D and 3D model respectively, and the uncorrected radiative 
cooling rate is calculated according to 6.16. The cooling rate is then reduced by
the viscous heating rate, i.e. the cooling rate per unit mass used in the model is 
taken as
£rad*,i £rad,i £vis,i (6.17)
Since the viscous heating rate and the radiative cooling rate are of the same 
magnitude in shocks, based on the strong correlation between them (see Figures 
6.6 and 6.9), it is expected that this method will reduce the cooling in shocks 
significantly. The method does not interfere with physically realistic cooling 
outside shocks, because cooling will not be reduced significantly if the viscous 
heating rate is small. The method does require splitting the energy equation into 
separate terms, but this is not difficult to implement and it does not result in a 
large number of extra calculations. Since the dimensions of the viscous heating 
rate and the radiative cooling rate are the same, the method can be applied 
irrespective of the dimensions used in the code. If the cooling rate is larger than 
the viscous heating rate, some in-shock cooling still occurs so the method may 
not resolve the in-shock cooling problem completely. In those cases where the 
viscous heating rate is larger than the cooling rate, cooling is set to zero.
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The second method, switching off cooling in shocks, is the obvious solution to 
the in-shock cooling problem, but the method is not without its difficulties. The 
main difficulty of this method is that it is necessary to decide whether a particle 
is in a shock or not. The value of the method depends on whether or not a good 
criterion can be found to locate the shocks. If such a criterion can be found, the 
method seems promising.
6.5 Reduce Cooling by Amount of Viscous Heat­
ing
Figure 6.11: Heating and cooling in the 2D model with cooling reduced by the 
amount of viscous heating
In both the 2D and the 3D models the amount of radiative cooling was re­
duced by the amount of viscous heating. As shown in Figures 6.11 and 6.12, the 
modification slightly increases amount of hot gas in the 2D model, but has little 
effect on the 3D model. Figures 6.13 and 6.14 show plots of the positions of the
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Figure 6.12: Heating and cooling in the 3D model with cooling reduced by the 
amount of viscous heating
particles at different times during the 3D simulation, with the colors this time 
indicating the temperature: 
dark blue T  < 103K 
light blue: 103K < T < 104K 
green: 104K < T < 105K 
yellow: 105K < T < 106K 
orange: 106K < T < 107K 
red: 107K < T < 108K 
purple: T  > 108K
A comparison of Figure 6.13 and Figure 6.14 shows that the temperature of the 
gas is slightly increased, when cooling is reduced by the amount of viscous heating, 
but this effect lasts only for a short time. In the 2D model, the modification has 
a stronger effect (Figures 6.15 and 6.16), but it is still insufficient to provide a
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solution for the in-shock cooling problem.
An explanation for the failure of this approach can be found when looking 
at the cooling function (Figure 5.1). The cooling function A, increases rapidly 
with temperature for lower temperatures. Reducing the cooling by the amount 
of viscous heating increases the temperature, thereby increasing the cooling rate 
over this range. This is confirmed by Figure 6.17 and Figure 6.18, which show 
the uncorrected cooling rate, erad, i.e. the rate at which the gas would cool if 
the cooling rate was not reduced by the amount of viscous heating, versus the 
viscous heating rate, ev\s. As in Figure 6.9, there is a strong correlation between 
¿Vis and £rad, but the £rad is now about twice as large as 6\riS, indicating that the 
implemented cooling rate £rad* =  £rad — £vis equals the viscous heating rate. In 
other words, the gas adjusts so that it still radiates as much thermal energy away 
as it gains from viscous heating. The effect of the modification is to raise the gas 
temperature until the cooling becomes so efficient that viscous heating cannot 
increase the temperature any further. The method therefore does not resolve the 
in-shock cooling problem.
6.6 Turning Cooling Off in Shocks
Turning off cooling in shocks requires a decision as to whether a particle is in a 
shock or not. A very crude way of turning off cooling during shocks is turning all 
cooling off for a certain period. This is similar to the method tried by Maguire, of 
turning cooling on only after a certain time. The major disadvantage is that such 
a method does not distinguish between the particles. When cooling is turned off, 
it is turned off for all particles, with the result that physically realistic cooling
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Figure 6.19. Heating and cooling in the 2D model if cooling is turned off between 
time 1.1 and 1.25
Figure 6.20: Heating and cooling in the 3D model if cooling is turned off between
time 0.9 and 1.43
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cannot take place. When cooling is switched on, particles undergoing shock 
heating will again be affected by the in-shock cooling problem. The method 
is easy to implement however, provided it is known when most shock heating 
occurs. Figure 6.19 and Figure 6.20 illustrate the problems with this method. 
When cooling is turned off, the temperature of the gas rises rapidly, followed by 
an adiabatic expansion. Once cooling is turned back on, the gas falls back in. It
0 0.2 0.4 0.6 0.8 1 1.2 1.4
time
Figure 6.21: Heating and cooling in the 2D model if cooling is turned off for 
viscous heating rates > 5
A better way of deciding whether a particle is in a shock is to look at the 
viscous heating rate. This is not dimensionless and therefore does not fulfil the 
requirements mentioned above, but it gives an indication of the effect of turning 
cooling off in shocks. Simulations were run with cooling turned off for viscous 
heating rates > 5 in system units for both models. Comparison of Figures 6.1 and 
6.3 with Figures 6.21 and 6.22 shows that in-shock cooling is clearly reduced and
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Figure 6.22: Heating and cooling in the 3D model if cooling is turned off for 
viscous heating rates > 5
that more hot gas is produced. This can also be seen by comparing Figures 6.13 
and 6.15 with Figures 6.23 and 6.24. The effect is stronger in the 2D model than 
in the 3D model, as a larger proportion of the particles in the shock have viscous 
heating rates > 5 in the better resolved 2D model. In both models heating of the 
gas is followed by adiabatic expansion, reducing the amount of gas in the central 
region. Unfortunately, this criterion is not applicable over a wide dynamical range 
and must be changed to suit any particular situation.
6.6.1 Criteria to Identify Shocks
A good criterion to turn of cooling in shocks should fulfil the requirements out­
lined above. In particular, it should be dimensionless and select particles which 
are shocking and no others. In order to be independent of the system being 
simulated, it should be defined locally and, in order to be frame independent, it
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should not depend on the absolute velocity of the particles. Six possible criteria 
with these features were selected to be investigated.
Criterion 1 is based on the artificial viscosity parameter /x:
7  > 6 (6-18)
where 6 is to be determined later, c, is the sound speed of particle i and
= £  m ^ W i j  (6.19)
3 P i
where Wij is the kernel and /x  ̂ is the artificial viscosity parameter /x  ̂ given by 
equation 5.27. /x* is a measure of the speed of approach of particles about 1 kernel 
length away. Thus we expect /x,/ci to be of order unity or larger in a shock.
Criteria 2 to 4 are based on the viscous stress II. In a shock the viscous stress 
is comparable to or larger than the pressure. Criterion 2 compares the viscous 
stress per unit mass with the average temperature (pressure per unit mass) in 
the neighbourhood of a particle.
n .
Pi
>b (6.20)
with H
n, = (6.21)
3
where Ily is the artificial viscosity term given by equation 5.26 and
(6.22)
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Criterion 3 is similar to criterion 2, but defined to compress the range of the 
parameter:
Tij
Pi + Rt
> b (6.23)
Criterion 4 is similar to criterion 2 but takes the particle temperature instead 
of the average temperature:
^  > b (6.24)
where is the temperature of particle i in system units.
Criterion 5 is based on the viscous heating rate per unit mass. In order 
to obtain a dimensionless criterion, this has to be compared with another local 
quantity which has units of power/mass. This was achieved by using T ^ 2/h i‘.
£vis,ih-t
t ;3 /2
> b (6.25)
where £vjSjj is the viscous heating rate, given by equations 6.13 and 6.12 and hi 
is the smoothing length for particle i.
Criterion 6 is similar to criterion 5 but instead of the viscous heating rate it 
uses the square root of the viscous heating rate times the cooling rate. While 
this criterion might seem a less valid way of selecting the shock, it might be more 
effective in selecting situations where the in-shock cooling is large. The criterion
is
^ ( £ v i s , i  X  £cOOl,i)h i
t ;3 /2
>b
where £COo\,i is radiative cooling rate per unit mass pkA.
(6.26)
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6.6.2 Evaluation of Criteria
The criteria of the previous section were all evaluated by comparing them with 
the viscous heating rate and the radiative cooling rate. Criteria which can be 
used to alleviate the in-shock cooling problem should distinguish particles which 
have high viscous heating rates and high cooling rates from particles with low 
viscous heating rates and low cooling rates. If a criterion is independent of the 
implementation of the model, the resolution and the number of spatial dimen­
sions, it should be possible to apply the same value for b in both models. In 
order to evaluate the suitability of the different criteria, values of the quantities 
described above were plotted against the viscous heating rate at different times 
during the simulations. Here, plots are shown for a few selected times, with Fig­
ures 6.25 and 6.26 showing the quantities used for criteria 1-3 and 4-6 for the 2D 
model, and Figures 6.27 and 6.28 showing the quantities used for criteria 1-3 and 
4-6 in the 3D model. The colours indicate the cooling rate, with the values given 
in section 6.3.
As can be seen, none of the quantities that were selected as criteria correlates 
well with the viscous heating or the cooling rate. In fact, the highest values for the 
quantities used as criteria are found for particles which have little viscous heating 
or radiative cooling, and the particles with the largest amount of viscous heating 
and radiative cooling have low values for the criteria. Even at an early stage of 
the collapse, when the gas is not yet shocking, the values of these quantities is 
already considerable. This finding applies to both models.
The explanation for the failure of these criteria is in the nature of the collapse 
and the wide dynamic range of temperatures involved. All of the quantities above
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Figure 6.25: criteria 1,2 and 3 vs viscous heating for the 2D model
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Figure 6.26: criteria 4,5 and 6 vs viscous heating for the 2D model
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Figure 6.27: criteria 1,2 and 3 vs viscous heating for the 3D model
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Figure 6.28: criteria 4,5 and 6 vs viscous heating for the 3D model
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depend on the temperature, in such a way that, all other things being equal, 
larger values of the criteria occur for low temperatures. The only exception is 
the quantity used for criterion 6, which is 0 for temperatures below the cut off 
of the cooling function. Above this temperature, however, the quantity shows a 
similar temperature dependence to the other criteria.
0 0.5 1 1.5 2
time
Figure 6.29: Heating and cooling in the 3D model if cooling is turned off for 
/x/c > 2
The viscous heating rate depends on the rate of compression of the fluid. Since 
collapse involves compression, from the onset there is weak viscous heating but 
because of the low gas temperature, this appears significant under the criteria 
evaluated here.
So far, it has been assumed that the absolute viscous heating rate and cooling 
rate are what matter most, but is is possible that the criteria are still useful 
in identifying shocks under a wide dynamic range of conditions. To check this 
possibility, a number of the criteria were tested in simulations with different values
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for parameter b. As anticipated, the results are unsatisfactory. For higher values 
of 6, turning cooling off when the criteria were met did not result in a significant 
decrease in in-shock cooling while, for lower values of the criteria, cooling was 
turned off all the time. Here results for criterion 1 with b =  2 are shown (Figures 
6.29 and 6.30). The modification only results in a slight increase in the thermal 
energy of the particles, even though cooling is turned off at some time for a large 
proportion of the particles.
time
Figure 6.31: Proportion of particles shocking for fi/c>  2 and for evis > 5
Figure 6.31 shows the proportion of particles for which cooling was turned 
off in the simulations shown in Figure 6.23 and Figure 6.30. At almost any 
time during the simulation, cooling was turned off for a larger proportion of the 
particles when using ¡i/c > 2 as criterion than when using sViS > 5 . In spite 
of this, much more hot gas was produced in the latter simulation. Simulations 
for the other criteria show similar results. Clearly the criteria do a poor job of
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selecting the right particles.
6.7 Discussion
The main result of this work is that none of the criteria proposed in section 6.6 for 
identifying particles in shocks performs well. The only criterion that had success 
in preventing in-shock cooling, eviS,i > 5, is highly dependent on the particular 
problem and certainly not useful in flows involving a wide dynamic range of scales. 
Nevertheless, it does show that it is possible to ameliorate in-shock cooling. The 
failure of the criteria tried here leaves open the question of whether or not a 
dimensionless, universal criterion, that distinguishes between particles that are 
shocking and those that are not, exists. The criteria tried here, fail to distinguish 
between shocks and homologous collapse. The problem that a criterion has to be 
found to locate the shock in order to turn the cooling off is similar to the problem 
of that the shocks need to be located in order to switch artificial viscosity off when 
the gas is collapsing but not shocking. Ideally, artificial viscosity should be turned 
off and cooling should be switched on in these situations, while artificial viscosity 
should be switched on and radiative cooling should be switched off during a 
shock. Several authors have tried to find a method to switch artificial viscosity 
off for particles which are not shocking [84] [114] [102], but so far a dimensionless, 
situation independent criterion has not been found.
The fundamental problem with finding a suitable criterion seems to be in 
the requirement that it should be dimensionless. The quantities which change 
rapidly in a shock can all be expressed in terms of the relative velocities of the 
particles. This means that the quantity used for the criterion will be a function
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of the relative velocities. In order to make the criterion dimensionless, another 
quantity must therefore be found, which also is a function of velocity or specific 
energy. In the collapses simulated here there are three forms of energy: kinetic 
energy, gravitational potential energy and thermal energy. The kinetic energy 
is determined by the absolute velocity of the particle and is therefore frame 
dependent. Even in situations where this would not be a large problem, as in the 
galaxy formation simulations performed here, the velocity would not be a good 
quantity to use as its value can be very small in situations where the gas is not 
shocking, such as at the start of the simulation or after the shock. This would 
result in large values for the quantity used as criterion while the gas is not in a 
shock. The gravitational potential energy is also not suitable for comparison as 
it is determined by the system being simulated and is therefore not really a local 
quantity. This leaves the thermal energy with the problem, described above, that 
low temperatures during the early part of the simulation result in large values 
of the quantity used as criterion. When the temperature rises significantly, as 
happen in a sufficiently strong shock, the value of the quantity goes down. The 
result is that if the thermal energy is used to create a dimensionless criterion, it 
does a poor job of selecting the right particles.
In view of this it is hard to be optimistic that it will be possible to develop 
widely applicable criteria for controlling in-shock cooling. Nevertheless there are 
measures that can control it to some extent. The competition between shock 
heating and radiative cooling plays a critical role in normal galaxy formation, so 
this problem must be solved if we are to make credible hydrodynamic simulations 
of galaxy formation.
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Chapter 7 
Conclusions
7.1 Testing NF’s Assumption for Supernova Feed­
back in Low Mass Galaxies
The first part of this work concerns the effect of an assumption made by Nulsen 
and Fabian in their semi-analytical galaxy formation model. NF assume that in 
low mass systems star formation is regulated by supernova explosions which eject 
the remaining gas from the galaxy, thereby stopping further star formation. The 
assumption being tested here is that this happens when the energy released by 
supernova explosions exactly equals the binding energy of the remaining gas, i.e. 
the energy required to take the gas to infinity. The effect of this assumption is 
investigated in two different versions of the model, the model described in [100] 
which has a flat cosmology and the model described in [101] which has an open 
cosmology.
In the NF model the collapsed gas is separated into two parts, one part, the 
catastrophically cooled gas, which is cold immediately after the collapse and forms 
into stars and one part which will remain hot. A fraction of the catastrophically 
cooled gas will turn into the massive stars, above ~  8M®, which form type 
II supernovae. It is assumed that star formation proceeds until either all the 
catastrophically cooled gas is turned into stars or the amount of energy released 
by supernovae precisely equals the binding energy of the remaining gas, i.e. the 
remaining cold gas and any hot gas around it. The sensitivity of their model to 
this assumption is tested here.
For this work, the fraction of the catastrophically cooled gas that turns into 
stars, /*, is no longer precisely that required to produce enough supernovae to 
unbind the remaining gas. Instead, the energy released by supernovae is taken
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to be equal to the energy needed to unbind the rest of the gas and to give it an 
extra amount of specific energy, pier2. pi is a new parameter which can be either 
positive or negative.
In general the results of the simulations are found not to be sensitive to the 
assumption being tested The outcome that is most sensitive to this assumption is 
the ratio of elliptical to spiral galaxies, but this is known to be sensitive to other 
model parameters. Most other properties remain within error margins as the 
parameter /x is varied. The constancy of the total star formation with varying 
pi is remarkable as the star formation in small dwarf galaxies can change by 
up to 25%. The result of an increase in star formation during early collapses, 
however, is a decrease in the amount of remaining gas and an increase in its 
the energy content. This reduces the star formation resulting from subsequent 
collapses. Since the reduction in star formation during later collapses is directly 
related to the increase in star formation during early collapses, the total star 
formation is insensitive to the value of pi. This result, however, only applies to 
star formation in spheroids. Star formation in discs, which is not modeled here, 
might be sensitive to pi.
The reduction of the fraction of elliptical galaxies with increasing pi is its most 
significant effect. In the NF model a disc galaxy forms when the last of the hot 
gas cools. The disc formation rate, found by taking the whole of each hot halo 
which finishes cooling to be turned into a disc, shows a complicated dependence 
on pi. There are several factors which influence the disc formation rate and are 
affected by changing pi. Increasing pi results in an earlier transition from dwarf 
to normal galaxies. The temperature in these galaxies is low, increasing the
145
chance that all the remaining gas cools before the next collapse. However, the 
time between collapses for these galaxies is short, and this counteracts the first 
effect. The reduced gas fraction and the increased energy content with increasing 
values of /x, as mentioned above, also reduce the chance that the gas can cool 
before the next collapse. The competition between these effects is complicated 
by further factors, such as the temperature and metallicity dependence of the 
cooling function. Which of these effect dominates depends subtly on the values 
of /x and the redshift.
The effect of modifying the collapse model is qualitatively similar in high and 
low density cosmological models although there are quantitative differences. In 
the low density model, most effects are smaller and the transition from increased 
to decreased star formation rates with increasing values of /x takes place at a 
lower redshift. The reduction in the elliptical fraction with increasing values of fi 
is similar in the two models but this fraction is higher in the low density model 
for all values of /x.
The objective of this work was to determine if the NF model is sensitive to 
one of its weakest assumptions. The results here show that it is not sensitive to 
modest changes in that assumption. The model outcome that is most sensitive 
to the assumption, galaxy morphology, is more sensitive to several other model 
parameters, so that it is not made significantly less certain by this assumption. It 
can be concluded that the assumption made by Nulsen and Fabian, that total star 
formation proceeds until either all the catastrophically cooled gas is turned into 
stars or the amount of energy released by supernovae is just enough to unbind 
the rest of the gas, has a relatively minor influence on the results of their model.
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7.2 The In-shock Cooling Problem
The second part of this work involves an attem pt to find a solution for the in­
shock cooling problem. The in-shock cooling problem is the result of limited 
spatial resolution in numerical simulations. Simulated shocks can be more than 
four orders of magnitude thicker. The gas therefore needs much more time to 
cross a simulated shock. While in reality the shock-crossing time is so short that 
cooling can be ignored, the gas can cool considerably in numerical shocks shocks. 
This prevents it from ever reaching the correct post-shock temperature. The 
problem was investigated using two models for the formation of a disc galaxy, a 
2 dimensional axisymmetric SPH model and a 3 dimensional SPH model.
It was demonstrated that the lack of hot gas produced in galaxy formation 
simulations is indeed the result of in-shock cooling. In both models most thermal 
energy obtained by viscous heating is radiated away almost simultaneously. The 
possibility that this is the result of radiative cooling of particles which have 
already passed through the shock, while other particles, which have not yet passed 
through the shock are still heating was excluded by comparing the viscous heating 
rate per unit mass with the radiative cooling rate per unit mass for individual 
particles. It was shown that the viscous heating rate is strongly correlated with 
the radiative cooling rate.
Two methods were tried to ameliorate the in-shock cooling problem, reduc­
ing radiative cooling by the amount of viscous heating and turning off cooling 
in shocks. The first method did not produce satisfactory results. This is caused 
by the very efficient cooling at lower temperature and by the fact that for these 
temperatures the cooling function rises rapidly with temperature. Reducing the
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amount of radiative cooling by the amount of viscous heating results in a slightly 
higher temperature, but at this temperature cooling is more efficient. Once a 
temperature is reached where the uncorrected cooling rate is twice the viscous 
heating rate, all thermal energy gained by viscous heating is radiated away and 
the temperature does not increase further. This is what happened in the simula­
tions, although the modification produced slightly better results for the 2D than 
for the 3D model.
The second method, turning cooling off in shocks requires a criterion to decide 
whether a particle is in a shock or not. Applying such a criterion should result 
in reduced in-shock cooling, but should not interfere with other aspects of the 
code and in particular should not reduce cooling for particles which are not in 
a shock. The criterion should not result in a large number of extra calculations 
or, in order to be universally applicable, should be dimensionless and not depend 
on what is simulated or on the details of the implementation. The criteria were 
all evaluated by comparing them with the viscous heating rate and the radiative 
cooling rate. Criteria which can be used to alleviate the in-shock cooling prob­
lem should distinguish particles which have high viscous heating rates and high 
cooling rates from particles with low viscous heating rates and low cooling rates.
Six dimensionless criteria were selected and their effectiveness in preventing 
in-shock cooling was evaluated. None of these criteria performed well. They 
did not select particles which were shocking and were therefore not successful 
in preventing in-shock cooling. It was possible, however, to significantly reduce 
in-shock cooling by turning off cooling for particles which have a viscous heating 
rate > 5 in system units. Unfortunately, this criterion is highly dependent on
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the particular problem and certainly not useful in flows involving a wide dynamic 
range of scales. Nevertheless, it does show that it is possible to ameliorate in­
shock cooling. The difficulty of finding a dimensionless criterion to locate the 
shock was noted before by authors who wanted to switch off artificial viscosity 
for particles which are not shocking [84] [114] [102]. The criteria do not distinguish 
between homologous collapse and shocks.
The fundamental problem with finding a suitable criterion seems to be in the 
requirement that it should be dimensionless. This means that two quantities of 
the same dimensions have to be compared. The quantities which change rapidly 
in a shock can all be expressed in terms of the relative velocities of the particles, 
so one of the quantities used for the criterion will therefore be a function of 
the relative velocities. In order to make the criterion dimensionless, another 
quantity must be found, which also is a function of velocity or specific energy. The 
possibilities are limited. In the collapses simulated here there are only three forms 
of energy: kinetic energy, gravitational potential energy and thermal energy. 
The kinetic energy is determined by the absolute velocity of the particle and 
is therefore dependent on the frame of reference. Even in situations where this 
would not be a large problem, like the galaxy formation simulations presented 
here, the velocity would not be a good quantity to use. Its value can be very small 
in situations where the gas is not shocking, such as at the start of the simulation 
or after the shock, which would result in selection of the wrong particles. The 
gravitational potential energy is not suitable as it is determined by the system 
being simulated and is therefore not really a local quantity. This leaves the 
thermal energy with the problem that low temperatures during the early part of
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the simulation result in a large number of particles which are supposedly shocking. 
When the temperature rises significantly, as happen in a sufficiently strong shock, 
this number decreases. The result is that if the thermal energy is used to create 
a dimensionless criterion, it does a poor job of selecting the right particles.
In view of this it is hard to be optimistic that it will be possible to develop 
widely applicable criteria for controlling in-shock cooling. Nevertheless there are 
measures that can control it to some extent. The competition between shock 
heating and radiative cooling plays a critical role in normal galaxy formation, so 
this problem must be solved if we are to make credible hydrodynamic simulations 
of galaxy formation.
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