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Abstract
A time-dependent monic polynomial in the z variable with N distinct
roots such that exactly one root has multiplicity m¯ ≥ 2 is considered. For
k = 1, 2, the k-th derivatives of the N roots are expressed in terms of
the derivatives of order j ≤ k of the first N coefficients of the polynomial
and of the derivatives of order j ≤ k − 1 of the roots themselves. These
relations are utilized to construct new classes of algebraically solvable first
order systems of ODEs as well as N -body problems. Multiple examples
of solvable isochronous (all solutions are periodic with the same period)
2- and 3-body problems are provided.
Keywords: solvable dynamical systems; nonlinear evolution equations; N -
body problems; many-body problems; isochronous systems; completely periodic
solutions; goldfish type systems.
MSC: 70F10, 70K42.
1 Introduction and main results
In the last several decades, solvability or integrability of multiple dynamical
systems has been proven (see, for example, [1, 2, 3] and references therein), the
Calogero-Moser [4, 5], Sutherland [6, 7] and goldfish [8] models among them.
Many of these systems have been constructed by exploiting the relation between
the zeros and the coefficients of a monic time-dependent polynomial with distinct
and simple roots. The main idea of this approach is that a solvable evolution
of the coefficients of the polynomial must yield solvable evolution of its roots.
In many cases [1, 2, 9, 10], this main idea was implemented via construction
of a linear partial differential equation (PDE) that possesses a time-dependent
polynomial solution. Such a PDE governs the evolution of both the coefficients
and the zeros of its polynomial solution. Due to the linearity of the PDE, the
evolution of the coefficients is then described by a linear, thus solvable, system
of ordinary differential equations (ODEs). But then the system that describes
the nonlinear evolution of the zeros of the polynomial is algebraically solvable:
Its solutions can be recovered via the algebraic operation of finding the roots
of a monic polynomial with time-dependent coefficients that themselves can be
obtained via algebraic operations. One of the technical challenges in this process
is to obtain, in explicit form, the nonlinear system that governs the evolution
of the zeros of the time-dependent polynomial solution of the PDE.
1obihun@uccs.edu
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Recently, new formulas that explicitly express the k-th derivatives of the sim-
ple zeros of a monic time-dependent polynomial in terms of the k-th derivatives
of its coefficients and the derivatives of order j ≤ k − 1 of the zeros them-
selves have been discovered [11, 12]. In particular, for the t-dependent monic
polynomial in the z variable
qN (z; t) =
N∏
n=1
(z − xn) = zN +
N∑
n=1
ξn z
N−n (1)
with N simple zeros xn = xn(t) and N coefficients ξn = ξn(t), the formulas
read [11]
x˙n = −
 N∏
`=1, 6`=n
(xn − x`)−1
 N∑
j=1
(xn)
N−j ξ˙j , (2)
x¨n =
N∑
`=1, 6`=n
2x˙nx˙`
xn − x` −
 N∏
`=1, 6`=n
(xn − x`)−1
 N∑
j=1
(xn)
N−j ξ¨j , (3)
1 ≤ n ≤ N.
The discovery of these formulas made it possible to take a nonlinear (compared
to linear in the previous technique) solvable evolution of the coefficients ξn as a
point of departure in the construction of another nonlinear system that governs
the evolution of the zeros xn. This technique has been utilized in construction of
new solvable evolution equations, including ordinary and partial differential as
well as difference equations [13, 14, 15, 16, 17, 18, 19, 20]. In fact, the technique
allows to construct infinite hierarchies of solvable systems of nonlinear evolution
equations [15, 16], a remarkable find given that integrable systems are rare.
Even more recently, formulas (2) and (3) have been generalized to the case
where polynomial (1) has exactly one root of multiplicity two [21]. Using this
generalization, new classes of solvable first and second order nonlinear systems
of ODEs have been constructed. However, the method that was used to obtain
this particular generalization of relations (2) and (3) does not seem to have an
obvious extension to the case where polynomial (1) has a root of multiplicity
higher than two.
In this paper, the case of a time-dependent monic polynomial in the z vari-
able with exactly one root of multiplicity m¯ ≥ 2 is considered. A method
different from that of [21] is utilized to derive generalizations of formulas (2)
and (3) for this case. New classes of solvable first and second order systems
of nonlinear evolution equations are constructed. For the case where m¯ = 2,
these systems are equivalent to some of the systems reported in [21], see Re-
marks 1.2, 1.5 and 3.1. Several examples of solvable 2- and 3-body problems are
provided, all of them (possibly asymptotically) isochronous [22], that is, such
that all their solutions are (possibly asymptotically as t → ∞) periodic with
the same period independent of the initial data. Solutions of these N -body
problems are plotted.
2
Let N ≥ 2 and m¯ ≥ 2 be fixed integers, let m1 = m¯ − 1 and let t be the
“time” variable. Consider the following time-dependent monic polynomial of
degree N + m¯− 1 = N +m1 in the complex variable z:
pN+m1(z; t) = (z − x1)m1
N∏
n=1
(z − xn) (4a)
= (z − x1)m1(zN +
N∑
n=1
ξn z
N−n) (4b)
= zN+m1 +
N+m1∑
n=1
yn z
N+m1−n, (4c)
where xn = xn(t), ξn = ξn(t) for n = 1, 2, . . . , N , and yn = yn(t) for n =
1, 2, . . . , N + m1. Assume that the N roots x1, . . . , xN of this polynomial are
distinct for all t, while noting the fact that the root x1 = x1(t) has multiplicity
m¯ = m1 + 1.
In this paper, the k-th time-derivatives, for k = 1, 2, of the zeros {xn}Nn=1 of
polynomial (4) are expressed explicitly in terms of the derivatives of order j ≤ k
of the first N coefficients {yn}Nn=1 of the polynomial and of the derivatives of
order j ≤ k− 1 of the zeros themselves, see (10) and (14) in Theorems 1.1, 1.4.
The significance of the detail that the formulas involve only the first N co-
efficients of polynomial (4) stems from the following observation: Because the
N+m1 coefficients {yn}N+m1n=1 can be expressed in terms of the N zeros {xn}Nn=1
via the Vieta relations, at most N among these coefficients are functionally inde-
pendent. This means that the evolution of N among the coefficients {yn}N+m1n=1
determines the evolution of the remaining m1 coefficients. Therefore, while in
this setting we expect solvable evolution of the coefficients of polynomial (4) to
yield solvable evolution of its zeros, the evolution of the coefficients {yn}N+m1n=1
cannot be assigned freely, but rather, the evolution of only N among these
coefficients is to determine the evolution of the remaining m1 coefficients and
therefore the evolution of the zeros {xn}Nn=1.
The generalizations of formulas (2) and (3) described in the previous para-
graph are used to construct solvable first and second order nonlinear systems of
ODEs, which are presented, again, in Theorems 1.1, 1.4. Using Theorem 1.4,
several solvable 2- and 3-body problems are constructed, all of them (possibly
asymptotically) isochronous.
To formulate the main results, let us introduce some additional notation.
For 1 ≤ n,m ≤ N , let
αnm = (−1)n+m+1
n−m∑
k=1
β(k)nm, (5a)
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where the quantities β
(k)
nm are defined recursively as follows:
β(k)nm = −
n+1−k∑
j=m+1
(
m1
j −m
)
β
(k−1)
nj , k = 2, 3, . . . ,
β(1)nm =
{ ( m1
n−m
)
if m ≤ n− 1,
0 if m ≥ n (5b)
and
(
n
m
)
denotes the binomial coefficient, which is assumed to vanish if m > n
or m < 0.
Let us also define
γn =
n−1∑
j=1
(−1)j
(
m1
j
)
αnj + (−1)n
(
m1
n
)
,
1 ≤ n ≤ N. (6)
Let σ
(m)
n be the symmetric polynomial of degree n in m variables defined by
σ(m)n (η1, . . . , ηm) =
∑
j1 + · · ·+ jm = n
jν ∈ {0, 1}
(η1)
j1 · · · (ηm)jm , (7)
where the sum is taken over all the m-tuples (j1, . . . , jm) of indices jν having
values 0 or 1 and satisfying j1 + · · · + jm = n. For convenience, assume that
σ
(m)
0 = 1 and that σ
(m)
n = 0 if n > m.
The main results of the paper are stated in the following two theorems.
Theorem 1.1 For ~x = (x1, . . . , xN ), ~y
(N) = (y1, . . . , yN ), ~˙y
(N) = (y˙1, . . . , y˙N ),
α the N×N matrix with the components αmj defined by (5) and ~γ = (γ1, . . . , γN )
defined by (6), let
h
(1)
1 (~x; ~y
(N), ~˙y(N)) ≡ h(1)1 (~x; ~y(N); ~˙y(N);~γ, α)
= −
[
(m1 + 1)!
N∏
`=2
(x1 − x`)
]−1 N∑
j=1
(N − j + 1)m1(x1)N−j y˙j (8)
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and let
h(1)n (~x; ~y
(N); ~˙y(N)) ≡ h(1)n (~x; ~y(N); ~˙y(N);~γ, α)
= −
 N∏
`=1, 6`=n
(xn − x`)
−1 N∑
m=1
{
(xn)
N−m
[
y˙m +
m−1∑
j=1
αmj(x1)
m−j y˙j
]}
−(xn − x1)−2
(m1 + 1)! N∏
`=2, 6`=n
(xn − x`)(x1 − x`)
−1
·
[
N∑
k=1
(N − k + 1)m1(x1)N−ky˙k
]
·

N∑
m=1
(xn)
N−m
−mγm(x1)m−1 + m−1∑
j=1
αmj(m− j)(x1)m−j−1yj
 ,
2 ≤ n ≤ N. (9)
If ~x =
(
x1, . . . , xN
)
is a vector of the zeros of polynomial (4), where the zero
x1 has multiplicity m¯, then the first derivatives x˙n of the zeros can be expressed
explicitly in terms of the vector ~y(N) =
(
y1, . . . , yN
)
of the first N coefficients
of the same polynomial and its first derivative ~˙y(N), as well as the zeros ~x
themselves, as follows:
x˙n = h
(1)
n (~x; ~y
(N); ~˙y(N);~γ, α), 1 ≤ n ≤ N. (10)
Moreover, if the system of evolution equations
y˙n = f
(1)
n (y1, . . . , yN ), 1 ≤ n ≤ N, (11)
is algebraically solvable, then the system of nonlinear evolution equations
x˙n = h
(1)
n (~x; ~y
(N); ~f (1)(~y(N));~γ, α), 1 ≤ n ≤ N,
yj = (−1)jσ(N+m1)j (x1, . . . , x1︸ ︷︷ ︸
m1 times
, x1, . . . , xN ), 1 ≤ j ≤ N, (12)
where σ
(m)
n is defined by (7) and ~f (1)(~y(N)) =
(
f
(1)
1 (~y
(N)), . . . , f
(1)
N (~y
(N))
)
, is
solvable.
Remark 1.2 Note that in the special case where m1 = 1, that is, if x1 is
the root of polynomial (4) of multiplicity 2, system (12) is equivalent to sys-
tem (31), (27a) of [21] with m¯ = N + 1 (in the notation of [21]) and y˙m
replaced by f
(1)
m (~y(N)), m = 1, 2, . . . , N .
Remark 1.3 Theorem 1.1 is valid even if system (11) is not autonomous, that
is, if the functions f
(1)
j depend not only on ~y
(N), but also on the variable t
explicitly.
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Theorem 1.4 For ~x = (x1, . . . , xN ), ~˙x = (x˙1, . . . , x˙N ), ~y
(N) = (y1, . . . , yN ),
~˙y(N) = (y˙1, . . . , y˙N ), ~¨y
(N) = (y¨1, . . . , y¨N ), α the N ×N matrix with the compo-
nents αmj defined by (5) and ~γ = (γ1, . . . , γN ) defined by (6), let
h
(2)
1 (~x; ~˙x; ~y
(N); ~˙y(N); ~¨y(N)) ≡ h(2)1 (~x; ~˙x; ~y(N); ~˙y(N); ~¨y(N);~γ, α)
= −
[
(m1 + 1)!
N∏
`=2
(x1 − x`)
]−1 N∑
j=1
(N − j + 1)m1(x1)N−j y¨j
+x˙1
N∑
n=2
m1x˙1 + 2x˙n
x1 − xn (13a)
and let
h(2)n (~x; ~˙x; ~y
(N); ~˙y(N); ~¨y(N)) ≡ h(2)n (~x; ~˙x; ~y(N); ~˙y(N); ~¨y(N);~γ, α)
=
N∑
`=1, 6`=n
2x˙nx˙`
xn − x` −
[ N∏
`=1, 6`=n
(xn − x`)
]−1
·
{
N∑
m=1
(xn)
N−my¨m +
N∑
m=1
m−1∑
j=1
αmj(xn)
N−m(x1)m−j y¨j
−(x˙1)2
N∑
m=1
m(m− 1)γm(xn)N−m(x1)m−2
+(x˙1)
2
N∑
m=1
m−2∑
j=1
(m− j)(m− j − 1)αmj(xn)N−m(x1)m−j−2yj
+2x˙1
N∑
m=1
m−1∑
j=1
(m− j)αmj(xn)N−m(x1)m−j−1y˙j
}
+
{
(xn − x1)−2
[
(m1 + 1)!
N∏
`=2, 6`=n
(xn − x`)(x1 − x`)
]−1 N∑
j=1
(N − j + 1)m1(x1)N−j y¨j
+x˙1
[ N∏
`=1, 6`=n
(xn − x`)
]−1 N∑
j=2
m1x˙1 + 2x˙j
x1 − xj
}
·
{
N∑
m=1
mγm(xn)
N−m(x1)m−1
−
N∑
m=1
m−1∑
j=1
(m− j)αmj(xn)N−m(x1)m−j−1yj
}
,
2 ≤ n ≤ N. (13b)
If ~x =
(
x1, . . . , xN
)
is a vector of the zeros of polynomial (4), where the zero x1
has multiplicity m¯, then the second derivatives x¨n of the zeros can be expressed
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explicitly in terms of the vector ~y(N) =
(
y1, . . . , yN
)
of the first N coefficients
of the same polynomial and its first and second derivatives ~˙y(N), ~¨y(N), as well
as the zeros ~x themselves and their first derivatives ~˙x, as follows:
x¨n = h
(2)
n
(
~x; ~˙x; ~y(N); ~˙y(N); ~¨y(N);~γ;α
)
, 1 ≤ n ≤ N. (14)
Moreover, if the system of evolution equations
y¨n = f
(2)
n (y1, . . . , yN , y˙1, . . . , y˙N ), 1 ≤ n ≤ N, (15)
is algebraically solvable, then the system of nonlinear evolution equations
x¨n = h
(2)
n
(
~x; ~˙x; ~y(N); ~˙y(N); ~f (2)(~y(N), ~˙y(N));~γ;α
)
, 1 ≤ n ≤ N, (16a)
yj = (−1)jσ(N+m1)j (x1, . . . , x1︸ ︷︷ ︸
m1 times
, x1, . . . , xN ), (16b)
y˙j = (−1)j
N∑
k=1
 ∂∂xk
σ(N+m1)j (x1, . . . , x1︸ ︷︷ ︸
m1 times
, x1, . . . , xN )
 x˙k
 (16c)
1 ≤ j ≤ N,
where σ
(m)
n is defined by (7) and ~f (2)(~y(N), ~˙y(N)) =
(
f
(2)
1 (~y
(N), ~˙y(N)), . . . , f
(2)
N (~y
(N), ~˙y(N))
)
,
is solvable.
Remark 1.5 Note that in the special case where m1 = 1, that is, if x1 is the
root of polynomial (4) of multiplicity 2, N -body problem (16) is equivalent to
system (32) of [21] with m¯ = N + 1 (in the notation of [21]) and y¨j replaced by
f
(2)
j (~y
(N), ~˙y(N)), j = 1, 2, . . . , N , see also Remark 3.1.
Remark 1.6 Theorem 1.4 is valid even if system (15) is not autonomous, that
is, if the functions f
(2)
j depend not only on ~y
(N), ~˙y(N), but also on the variable
t explicitly.
The outline of the rest of the paper is the following. Section 2 is dedicated
to the proofs of the main results. Section 3 contains examples of solvable 2- and
3-body problems, all of them either isochronous or asymptotically isochronous.
These 2- and 3-body problems are illustrated by solution plots. Section 4 is
dedicated to discussion of the results; it also outlines directions for future inves-
tigations.
2 Proofs
Our first goal is to derive formulas that express the first two derivatives of the
t-dependent zeros {xn}Nn=1 of polynomial (4) in terms of the first N coefficients
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{yn}Nn=1 and their derivatives as well as lower order derivatives of the zeros
themselves. Note that while polynomial (4) has N +m1 coefficients {yn}N+m1n=1 ,
our aim is to eliminate the last m1 coefficients from the formulas. Indeed,
because the coefficients {yn}N+m1n=1 are expressed in terms of only N distinct
zeros {xn}Nn=1 of polynomial (4) via the Vieta relations, it is possible to express
the last m1 coefficients {yN+k}m1k=1 in terms of the first N coefficients {yn}Nn=1
of polynomial (4) and its multiple zero x1, see (28).
Let us begin with finding relations between the t-dependent coefficients
{yn}N+m1n=1 and {ξn}Nn=1 defined in (4). Recall that σ(m)n is the symmetric polyno-
mial of degree n in m variables, see (7), and observe that by the Vieta relations
for polynomial (4),
ξn = (−1)nσ(N)n (x1, . . . , xN ), 1 ≤ n ≤ N, (17a)
yn = (−1)nσN+m1n (x1, . . . , x1︸ ︷︷ ︸
m1 times
, x1, . . . , xN ) (17b)
= (−1)nσN−1+m¯n (x1, . . . , x1︸ ︷︷ ︸
m¯ times
, x2, . . . , xN ), 1 ≤ n ≤ N +m1. (17c)
We shall use the last observation to express {yn}N+m1n=1 in terms of {ξn}Nn=1
and x1. To this end, let us express symmetric polynomials with a repeated
argument in terms of symmetric polynomials of lower degree:
σN+m1n (x1, . . . , x1︸ ︷︷ ︸
m1 times
, x1, . . . , xN )
=
∑
j1 + · · ·+ jm1
+k1 + . . .+ kN = n
jν , kν ∈ {0, 1}
(x1)
j1+···+jm1 (x1)k1 · · · (xN )kN
=
n∑
j=0
(
m1
j
)
(x1)
j
∑
k1 + . . .+ kN = n− j
kν ∈ {0, 1}
(x1)
k1 · · · (xN )kN
=
n∑
j=0
(
m1
n− j
)
(x1)
(n−j)σ(N)j (x1, . . . , xN ),
1 ≤ n ≤ N +m1. (18)
Using (17) and (18), we obtain the desired relation between the coefficients
{yn}N+m1n=1 and {ξn}Nn=1:
yn =
n∑
j=0
(
m1
n− j
)
(x1)
n−j(−1)n+jξj , (19)
where it is assumed that ξ0 = 1, ξn = 0 if n > N . Recall also that
(
m
k
)
= 0 if
k > m.
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Using the vector notation ~y = (y1, . . . , yN+m1)
T and ~ξ = (ξ1, . . . , ξN )
T , we
rewrite (19) as follows:
~y = A(x1) ~ξ + ~a(x1), (20)
where A = A(x1) is an (N +m1)×N matrix given componentwise by
Anj = Anj(x1) =

1 if j = n,(
m1
n−j
)
(−1)n+j(x1)n−j if j < n,
0 if j > n
(21)
and ~a = ~a(x1) = (a1, . . . aN+m1)
T is the (N +m1)-vector with the components
an = (−1)n
(
m1
n
)
(x1)
n, 1 ≤ n ≤ N +m1 (22)
(note that an = 0 if n > m1).
Our next task is to express the coefficients {ξn}Nn=1 in terms of only the first
N coefficients {yn}Nn=1 of polynomial (4). Observe that the upper N ×N block
of the matrix A, which we denote by A(N), is lower triangular with the main
diagonal being theN -vector (1, . . . , 1). Thus, A(N) is invertible and rankA = N .
While relations (20), if viewed as a set of equations for the unknown ~ξ, constitute
an overdetermined system, that system is nevertheless consistent and has a
unique solution because of how ~ξ and ~y are defined in (4). The upper N × N
block A(N) of the matrix A is nonsingular, hence the last m1 equations in
system (20) can be considered as redundant and ~ξ can be found from the first
N equations of the system.
It can be verified (see Appendix A) that the components of the inverse matrix[
A(N)
]−1
are given by[
A(N)
]−1
nm
=
[
A(N)
]−1
nm
(x1)
=
{
δnm + (1− δnm)αnm(x1)n−m if m ≤ n
0 if m > n,
(23)
where 1 ≤ n,m ≤ N , δnm is the Kronecker symbol and αnm are given by (5).
In this context, recall that
(
m
`
)
= 0 if ` > m and that a sum over an empty
set of indices equals zero. Note that
β(k)nm = 0 if m > n− k, (24)
αnm = 0 if m ≥ n, (25)
see Appendix A, thus formula (23) may also be written as
[
A(N)
]−1
nm
= δnm +
αnm(x1)
n−m. Clearly, the matrix
[
A(N)
]−1
is lower triangular with all its diag-
onal entries being equal to 1.
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We thus express the vector of coefficients ~ξ = (ξ1, . . . , ξN ) in terms of the
first N coefficients ~y(N) = (y1, . . . , yN ) of polynomial (4) and of its multiple zero
x1:
~ξ =
[
A(N)(x1)
]−1 [
~y(N) − ~a(N)(x1)
]
, (26)
where ~v(N) denotes the vector that consists of the first N components of a
vector ~v. In components,
ξn = yn +
n−1∑
j=1
αnj(x1)
n−jyj − γn(x1)n, (27)
where αnm are defined by (5a), (5b) and γn is defined by (6).
By plugging ξn from (27) into the last m1 equations in system (20), one can
express yN+1, . . . , yN+m1 in terms of y1, . . . , yN and x1 as follows:
yN+k = (−1)k
(
m1
k
)
(x1)
kyN
+
N−1∑
j=1
[
θkj(x1)
N+k−jyj
]
+ (x1)
N+kφk,
1 ≤ k ≤ m1, (28a)
where
θkj = (−1)N+k+j
(
m1
N + k − j
)
+
N∑
`=j+1
(
m1
N + k − `
)
(−1)N+k+`α`j ,(28b)
φk = (−1)N+k
{(
m1
N + k
)
−
N∑
`=1
(
m1
N + k − `
)[(
m1
`
)
+
`−1∑
j=1
(
m1
j
)
(−1)`+jα`j
]}
, (28c)
1 ≤ k ≤ m1, 1 ≤ j ≤ N − 1
and αnm are defined by (5a), (5b).
A substitution of (27) into (2) and (3) produces explicit formulas for x˙n
that contain x˙1 in the right-hand side and formulas for x¨n that contain x¨1
in the right-hand side. Therefore, our next task is to express x˙1 in terms of
{y˙n}Nn=1, {xn}Nn=1 and x¨1 in terms of {y¨n}Nn=1 , {xn}Nn=1, {x˙n}Nn=1.
The application of the differential operators ∂
m1+1
∂zm1+1
, ∂∂t
∂m1
∂zm1 and
∂2
∂t2
∂m1
∂zm1 to
the identity
(z − x1)m1
N∏
n=1
(z − xn) = zN+m1 +
N+m1∑
n=1
ynz
N+m1−n, (29)
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see (4), followed by the evaluation of the resulting identities at z = x1, yields
that z = x1 is a simple root of the polynomial equation
(N + 1)m1z
N +
N∑
j=1
(N + 1− j)m1yjzN−j = 0 (30)
and that the the first two time-derivatives of x1 = x1(t) are given by
x˙1 = −
[
(m1 + 1)!
N∏
n=2
(x1 − xn)
]−1 N∑
j=1
(N − j + 1)m1(x1)N−j y˙j , (31)
and
x¨1 = −
[
(m1 + 1)!
N∏
n=2
(x1 − xn)
]−1 N∑
j=1
(N − j + 1)m1(x1)N−j y¨j
+x˙1
N∑
n=2
m1x˙1 + 2x˙n
x1 − xn , (32)
where (α)m = α(α + 1) · · · (α +m− 1) is the Pochhammer symbol. Therefore,
x1, x˙1 and x¨1 are determined by y1, . . . , yN .
We may finally substitute relations (27) and (31), (32) into (2), (3) to obtain
the desired formulas for x˙n and x¨n. These formulas are listed in Theorems 1.1
and 1.4.
Our next task is to describe a method of construction of a solvable system of
nonlinear ODEs for x1, . . . , xN , while taking a solvable evolution of y1, . . . , yN
as a point of departure. A solvable first-order nonlinear system of ODEs can be
constructed as follows.
Step 1. Assign a solvable evolution of y1, . . . , yN via a system
y˙n = f
(1)
n (y1, . . . , yN ), 1 ≤ n ≤ N.
Step 2. Express ξ˙1, . . . , ξ˙N in terms of y1, . . . , yN and x1 by using formulas (27)
and substituting f
(1)
n (y1, . . . , yN ) instead of y˙n, see (33), and the right-
hand side of (31) instead of x˙1, so that
ξ˙n = g
(1)
n (y1, . . . , yN , x1), (33)
1 ≤ n ≤ N.
Step 3. Substitute the right-hand side of (33) into (2) to obtain the solvable system
of ODEs
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x˙1 = −
[
(m1 + 1)!
N∏
`=2
(x1 − x`)
]−1
·
N∑
j=1
(N − j + 1)m1(x1)N−jf (1)j (y1, . . . , yN ), (34a)
x˙n = −
 N∏
`=1, 6`=n
(xn − x`)−1
 N∑
m=1
g(1)m (y1, . . . , yN , x1)(xn)
N−m, (34b)
2 ≤ n ≤ N,
yj = (−1)jσ(N+m1)j (x1, . . . , x1︸ ︷︷ ︸
m1 times
, x1, . . . , xN ), 1 ≤ j ≤ N. (34c)
Remark 2.1 Note that equation (34b) with n = 1 is equivalent to equation (34a)
because x˙1 is given by (2) with n = 1 as well as by (31). The last observation
implies that
N∑
j=1
(x1)
N−j ξ˙j =
N∑
j=1
(N − j + 1)m1
(m1 + 1)!
(x1)
N−j y˙j .
By accomplishing the three steps listed above, we obtain system (12) of
Theorem (1.1).
The proof of solvability of system (12) is instructive because it provides a
process for solving the system. Consider system (12) together with the initial
conditions
xn(t0) = x
(0)
n , (35)
where t0 ∈ R, an initial value problem. The solution (x1(t), . . . , xN (t)) of the
last IVP at t > t0 can be found as follows.
Step 1. Compute the corresponding initial conditions for system (11):
y(0)n = (−1)nσ(N+m1)n (x(0)1 , . . . , x(0)1︸ ︷︷ ︸
m1 times
, x
(0)
1 , . . . , x
(0)
N ), 1 ≤ n ≤ N. (36)
Step 2. Solve system (11) with the initial conditions
yn(t0) = y
(0)
n , 1 ≤ n ≤ N
to obtain y1(t), . . . , yN (t).
Step 3. Using the values of y1(t), . . . , yN (t) found on Step 2, solve polynomial
equation (30). Denote by x1(t) the solution of (30) that can be traced to
the initial condition x1(t0) = x
(0)
1 by continuity.
Step 4. Using the values of y1(t), . . . , yN (t), x1(t) found on Steps 2 and 3, compute
yN+1(t), . . . , yN+m1(t) using formulas (28).
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Step 5. Using the values of y1(t), . . . , yN (t), yN+1(t), . . . , yN+m1(t) found on Steps 2
and 4, find the roots of the polynomial
pN+m1(z; t) = z
N+m1 +
N+m1∑
n=1
ynz
N+m1−n,
see (4c). Note that x1(t) found on Step 3 is the root of multiplicity
(m1 + 1) of the last polynomial. Assign the order of the remaining roots
x2(t), . . . , xN (t) to ensure continuity of the functions xj(τ) for τ ∈ [t0, t],
2 ≤ j ≤ N .
A solvable second-order nonlinear system of ODEs for x1, . . . , xN can be
obtained in a similar manner, by accomplishing the following steps.
Step 1. Assign a solvable evolution of ~y(N) = (y1, . . . , yN ) via a system
y¨n = f
(2)
n (y1, . . . , yN , y˙1, . . . , y˙N ), (37)
1 ≤ n ≤ N.
Step 2. Express ξ¨1, . . . , ξ¨N in terms of y1, . . . , yN , y˙1, . . . , y˙N , x1, x˙1 and x¨1 by
using formulas (27) with y¨n = f
(2)
n (y1, . . . , yN , y˙1, . . . , y˙N ) to obtain a
formula
ξ¨n = g˜
(2)
n (y1, . . . , yN , y˙1, . . . , y˙N , x1, x˙1, x¨1), (38)
1 ≤ n ≤ N.
Step 3. Plug in x¨1 given by (32) with y¨n = f
(2)
n (~y(N), ~˙y(N)) into (38) to obtain
formulas
ξ¨n = g
(2)
n (~x, ~˙x, ~y
(N), ~˙y(N)), (39)
1 ≤ n ≤ N.
Step 4. Substitute the right-hand side of (39) into (3) to obtain the solvable system
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of ODEs
x¨1 = −
[
(m1 + 1)!
N∏
n=2
(x1 − xn)
]−1 N∑
j=1
(N − j + 1)m1(x1)N−jf (2)j (~y(N), ~˙y(N))
+x˙1
N∑
n=2
m1x˙1 + 2x˙n
x1 − xn , (40a)
x¨n =
N∑
`=1, 6`=n
2x˙nx˙`
xn − x`
−
 N∏
`=1, 6`=n
(xn − x`)−1
 N∑
m=1
(xn)
N−mg(2)m (~x, ~˙x, ~y
(N), ~˙y(N)), 2 ≤ n ≤ N, (40b)
yj = (−1)jσ(N+m1)j (x1, . . . , x1︸ ︷︷ ︸
m1 times
, x1, . . . , xN ),
y˙j = (−1)j
N∑
k=1
 ∂∂xk
σ(N+m1)j (x1, . . . , x1︸ ︷︷ ︸
m1 times
, x1, . . . , xN )
 x˙k

1 ≤ j ≤ N.
Remark 2.2 Note that equation (40b) with n = 1 is equivalent to equation (40a)
because x¨1 is given by (3) with n = 1 as well as by (32). The last observation
implies that
N∑
j=1
(x1)
N−j ξ¨j =
N∑
j=1
(N − j + 1)m1
(m1 + 1)!
(x1)
N−j y¨j−m1(x˙1)2
N∑
k=2
 N∏
`=2, 6`=k
(x1 − x`)
 .
By accomplishing the four steps listed above, we obtain system (16) of The-
orem 1.4. Let us prove that this system is solvable.
Consider system (16) together with the initial conditions
xn(t0) = x
(0)
n , x˙n(t0) = x
(1)
n , (41)
where t0 ∈ R, an initial value problem. The solution (x1(t), . . . , xN (t)) of the
last IVP at t > t0 can be found as follows.
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Step 1. Compute the corresponding initial conditions for system (11):
y(0)n = (−1)nσ(N+m1)n (x(0)1 , . . . , x(0)1︸ ︷︷ ︸
m1 times
, x
(0)
1 , . . . , x
(0)
N ),
y(1)n = (−1)n
N∑
j=1

∂
∂xj
σ(N+m1)n (x1, . . . , x1︸ ︷︷ ︸
m1 times
, x1, . . . , xN )
∣∣∣
xj=x
(0)
j
x
(1)
j

1 ≤ n ≤ N. (42)
Step 2. Solve system (15) with the initial conditions
yn(t0) = y
(0)
n , y˙n(t0) = y
(1)
n , 1 ≤ n ≤ N,
to obtain y1(t), . . . , yN (t).
Step 3. Using the values of y1(t), . . . , yN (t) found on Step 2, solve polynomial
equation (30). Denote by x1(t) the solution of (30) that can be traced to
the initial conditions x1(t0) = x
(0)
1 , x˙1(t0) = x
(1)
1 by continuity.
Step 4. Find x2(t), . . . , xN (t) by executing Steps 4 and 5 from the proof of Theo-
rem 1.1.
3 Examples of solvable N-body problems
In this section we apply Theorem 1.4 to construct several solvable 2- or 3-body
problems. To the best of our knowledge, these examples are new.
3.1 Two-body problems
Consider the solvable N -body problem (16) of Theorem 1.4 with N = 2. In this
case, polynomial (4) reduces to
p2+m1(z; t) = (z − x1)m1+1(z − x2) = zm1+2 +
m1+2∑
n=1
ynz
m1+2−n (43)
so that
y1 = −(m1 + 1)x1 − x2, y2 = (m1 + 1)
2
x1(m1x1 + 2x2); (44)
y˙1 = −(m1 + 1)x˙1 − x˙2, y˙2 = (m1 + 1)(x˙1x2 + x1x˙2 +m1x1x˙1), (45)
15
see (16b), (16c). As for the parameters ~γ and α of system (16), we will need
the following coefficients:
α21 = m1,
γ1 = −m1, γ2 = −
(
m1 + 1
2
)
,
see (5), (6). Thus, in the case where N = 2 system (16) reduces to
x¨1 = − 1
(m1 + 1)(x1 − x2)
[
(m1 + 1)x1f
(2)
1 (~y
(2), ~˙y(2)) + f
(2)
2 (~y
(2), ~˙y(2))
]
+x˙1
m1x˙1 + 2x˙2
x1 − x2 ,
x¨2 =
1
x1 − x2
[
(m1x1 + x2)f
(2)
1 (~y
(2), ~˙y(2)) + f
(2)
2 (~y
(2), ~˙y(2))
]
−(m1 + 1)x˙1m1x˙1 + 2x˙2
x1 − x2 , (46)
where ~y(2) = (y1, y2) and ~˙y
(2) = (y˙1, y˙2) are given by (44) and (45). By The-
orem 1.4, the last 2-body problem is algebraically solvable if system (15) with
N = 2 is algebraically solvable.
Remark 3.1 Note that in the special case where m1 = 1, that is, if x1 is the
root of polynomial (43) of multiplicity 2, the last 2-body problem coincides with
system (15) reported in [21].
Example 3.1.1. In this example, we consider the following generating model
as a point of departure:
y¨1 = i r1 ω y˙1,
y¨2 = i r2 ω y˙2, (47)
where ω is a nonvanishing real number, r1, r2 are nonvanishing rational numbers
and i is the imaginary unit, so that i2 = −1. This system is Hamiltonian and
integrable; its solution can be found explicitly:
ym(t) = ym(0) + y˙m(0)
[exp(i rm ω t)− 1
i rm ω
]
, m = 1, 2. (48)
It is clear that the last solution is isochronous with a period T that is an integer
multiple of 2pi/|ω|.
Via Theorem 1.4, model (47) generates the following solvable 2-body prob-
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lem, see (46):
x¨1 =
x˙1(m1x˙1 + 2x˙2)
x1 − x2
+iω
[−r2x˙1x2 + (r1 +m1r1 −m1r2)x1x˙1 + (r1 − r2)x1x˙2
x1 − x2
]
x¨2 = −(m1 + 1)x˙1
[
m1x˙1 + 2x˙2
x1 − x2
]
− iω
x1 − x2
[
m1(m1 + 1)(r1 − r2)x1x˙1 + (m1(r1 − r2)− r2)x1x˙2
+(1 +m1)(r1 − r2)x˙1x2 + r1x2x˙2
]
. (49)
The last 2-body problem is isochronous. Indeed, each solution y1(t), y2(t) of
the generating model (47) is periodic with the same period T . Because the
remaining coefficients y3(t), . . . , y2+m1(t) of the polynomial pN+m1(z; t) with
N = 2, see (4), are expressed in terms of y1(t), y2(t) via (28) with N = 2, they
are also periodic with the same period T . But then the zeros x1(t), x2(t) of the
polynomial pN+m1(z; t) with N = 2 are periodic the period T , or possibly an
integer multiple of T (due to the possibility of the zeros exchanging their role
at collisions, see [23]).
In Figures 1, 2, 3, 4 we provide the plots of the solutions of system (49) with
the parameters
m1 = 17; r1 =
1
2
, r2 =
1
3
, ω = 2pi, (50)
satisfying the initial conditions
x1(0) = 3.19 + 3.67 i, x
′
1(0) = 0.56 + 4.97 i,
x2(0) = −47.46− 23.83 i, x′2(0) = 27.85− 52.55 i. (51)
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Figure 1: Initial value prob-
lem (49), (50), (51). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x1(t); period 12.
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Figure 2: Initial value prob-
lem (49), (50), (51). Trajectory, in
the complex x-plane, of x1(t); pe-
riod 12. The square indicates the
initial condition x1(0) = 3.19 +
3.67 i.
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Figure 3: Initial value prob-
lem (49), (50), (51). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x2(t); period 12.
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Figure 4: Initial value prob-
lem (49), (50), (51). Trajectory, in
the complex x-plane, of x2(t); pe-
riod 12. The square indicates the
initial condition x2(0) = −47.46 −
23.83 i.
Remark 3.2 The period of the solution of the generating model (47) is 6, how-
ever, the period of the solution of the initial value problem (49), (50), (51) is 12.
This is due to the fact that the zeros of a polynomial with periodic coefficients
may interchange their roles when they collide, see [23].
Remark 3.3 If r1 = r2 = r, the 2-body problem (49) simplifies to the following
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system:
x¨1 =
x˙1(m1x˙1 + 2x˙2)
x1 − x2 + i r ω x˙1
x¨2 = −(m1 + 1)
[
x˙1(m1x˙1 + 2x˙2)
x1 − x2
]
+ i r ω x˙2. (52)
Note that in the case where m1 = 0 and r = 1, the last system reduces to the
2-body goldfish model [8].
Example 3.1.2. In this example, the generating model is
y¨1 = −r21 ω2 y1,
y¨2 = −r22 ω2 y2, (53)
where, as before, ω is a nonvanishing real number and r1, r2 are nonvanishing
rational numbers. System (53) is Hamiltonian and integrable; its solution
ym(t) = ym(0) cos(rmω t) +
1
rmω
y˙m(0) sin(rmω t), m = 1, 2, (54)
is isochronous with a period that is an integer multiple of 2pi/|ω|.
Via Theorem 1.4, model (53) generates the following solvable 2-body prob-
lem, see (46):
x¨1 =
x˙1(m1x˙1 + 2x˙2)
x1 − x2
+
[−2(m1 + 1)r21 +m1r22]ω2x21 + 2(r22 − r21)ω2x1x2
2(x1 − x2) ,
x¨2 = (m1 + 1)
x˙1(m1x˙1 + 2x˙2)
x1 − x2
+
1
2(x1 − x2)
{
m1(m1 + 1)(2r
2
1 − r22)ω2x21
+2
[
(1 + 2m1)r
2
1 − (1 +m1)r22
]
ω2x1x2 − 2r21ω2x22
}
. (55)
System (55) is isochronous for the same reasons that system (49) is isochronous,
see the paragraph following display (49).
In Figures 5, 6, 7, 8 we provide the plots of the solutions of system (55) with
the parameters
m1 = 11; r1 =
1
3
, r2 =
1
2
, ω = 2pi, (56)
satisfying the initial conditions
x1(0) = −18.14 + 35.16 i, x′1(0) = 51.09− 77.17 i,
x2(0) = 102.58− 154.58 i, x′2(0) = −308.45 + 508.99 i. (57)
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Figure 5: Initial value prob-
lem (55), (56), (57). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x1(t); period 12.
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Figure 6: Initial value prob-
lem (55), (56), (57). Trajectory, in
the complex x-plane, of x1(t); pe-
riod 12. The square indicates the
initial condition x1(0) = −18.14 +
35.16 i.
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Figure 7: Initial value prob-
lem (55), (56), (57). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x2(t); period 12.
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Figure 8: Initial value prob-
lem (55), (56), (57). Trajectory, in
the complex x-plane, of x2(t); pe-
riod 12. The square indicates the
initial condition x2(0) = 102.58 −
154.58 i.
Example 3.1.3. In this example, the generating model is
y¨1 = i r1 ω y˙1,
y¨2 = −r22 ω2 y2, (58)
where, as before, ω is a nonvanishing real number and r1, r2 are nonvanishing
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rational numbers. System (58) is Hamiltonian and integrable; its solution
y1(t) = y1(0) + y˙1(0)
[exp(i r1 ω t)− 1
i r1 ω
]
,
y2(t) = y2(0) cos(r2 ω t) +
1
r2ω
y˙2(0) sin(r2 ω t), (59)
is isochronous with a period that is an integer multiple of 2pi/|ω|.
Via Theorem 1.4, model (58) generates the following solvable 2-body prob-
lem, see (46):
x¨1 =
x˙1(m1x˙1 + 2 x˙2)
x1 − x2 + i r1 ω
x1 [(1 +m1) x˙1 + x˙2]
x1 − x2
+r22 ω
2 x1(m1x1 + 2x2)
2 (x1 − x2) ,
x¨2 = −(m1 + 1) x˙1(m1x˙1 + 2 x˙2)
x1 − x2 − i r1 ω
(m1x1 + x2) [(m1 + 1)x˙1 + x˙2]
x1 − x2
−(m1 + 1) r22 ω2
x1(m1x1 + 2x2)
2 (x1 − x2) . (60)
System (60) is isochronous for the same reasons that system (49) is isochronous,
see the paragraph following display (49).
In Figures 9, 10, 11, 12 we provide the plots of the solutions of system (60)
with the parameters
m1 = 3; r1 =
1
3
, r2 =
1
4
, ω = 2pi, (61)
satisfying the initial conditions
x1(0) = 33.68 + 30.30 i, x
′
1(0) = 66.18 + 77.73 i,
x2(0) = −160.42− 84.73 i, x′2(0) = −474.40− 227.29 i. (62)
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Figure 9: Initial value prob-
lem (60), (61), (62). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x1(t); period 24.
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Figure 10: Initial value prob-
lem (60), (61), (62). Trajectory, in
the complex x-plane, of x1(t); pe-
riod 24. The square indicates the
initial condition x1(0) = 33.68 +
30.30 i.
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Figure 11: Initial value prob-
lem (60), (61), (62). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x2(t); period 24.
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Figure 12: Initial value prob-
lem (60), (61), (62). Trajectory, in
the complex x-plane, of x2(t); pe-
riod 24. The square indicates the
initial condition x2(0) = −160.42−
84.73 i.
Example 3.1.4. In this example, the generating model is
y¨1 = −r2 ω2y1,
y¨2 = −a y˙2, (63)
where ω is a nonvanishing real number, r is a nonvanishing rational number
and a is a positive real number. System (58) is Hamiltonian and integrable; its
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solution
y1(t) = y1(0) cos(r ω t) +
1
r ω
y˙1(0) sin(r ω t),
y2(t) = y2(0) +
1
a
y˙2(0) [1− exp(−at)] (64)
is asymptotically isochronous.
Via Theorem 1.4, model (63) generates the following solvable 2-body prob-
lem, see (46):
x¨1 =
x˙1(a x2 +m1 x˙1 + 2 x˙2)
x1 − x2 − r
2 ω2
x1 [(m1 + 1)x1 + x2]
x1 − x2
+a
x1(m1x˙1 + x˙2)
x1 − x2 ,
x¨2 = −(m1 + 1) x˙1(m1x˙1 + 2 x˙2)
x1 − x2 + r
2 ω2
(m1x1 + x2) [(m1 + 1)x1 + x2]
x1 − x2
−a(m1 + 1)x1(m1x˙1 + x˙2) + x2x˙1
x1 − x2 . (65)
System (65) is asymptotically isochronous because model (63) is asymptotically
isochronous, see the reasoning below display (49).
In Figures 13, 14, 15, 16 we provide the plots of the solutions of system (65)
with the parameters
m1 = 6, r =
1
3
, ω = 2pi, a = 0.1, (66)
satisfying the initial conditions
x1(0) = 295.50 + 156.68 i, x
′
1(0) = 14.47 + 5.64 i,
x2(0) = −1082.47− 679.55 i, x′2(0) = 0.36 + 1.79 i. (67)
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Figure 13: Initial value prob-
lem (65), (66), (67). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x1(t).
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Figure 14: Initial value prob-
lem (65), (66), (67). Trajectory, in
the complex x-plane, of x1(t). The
square indicates the initial condi-
tion x1(0) = 295.50 + 156.68 i.
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Figure 15: Initial value prob-
lem (65), (66), (67). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x2(t).
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Figure 16: Initial value prob-
lem (65), (66), (67). Trajectory, in
the complex x-plane, of x2(t). The
square indicates the initial condi-
tion x2(0) = −1082.47− 679.55 i.
3.2 Three-body problems
Consider the solvable N -body problem of Theorem 1.4 with N = 3. In this
case, polynomial (4) reduces to
p3+m1(z; t) = (z − x1)m1+1(z − x2)(z − x3) = zm1+3 +
m1+3∑
n=1
ynz
m1+3−n (68)
so that
y1 = −(m1 + 1)x1 − x2 − x3,
y2 =
(
m1 + 1
2
)
x21 + (m1 + 1)x1(x2 + x3) + x2x3,
y3 = −(m1 + 1)x1x2x3 −
(
m1 + 1
2
)
x21(x2 + x3)−
(
m1 + 1
3
)
x31 (69)
and
y˙1 = −(m1 + 1)x˙1 − x˙2 − x˙3,
y˙2 =
(
m1 + 1
2
)
2x1x˙1 + (m1 + 1)[x˙1(x2 + x3) + x1(x˙2 + x˙3)] + x˙2x3 + x2x˙3,
y˙3 = −(m1 + 1)(x˙1x2x3 + x1x˙2x3 + x1x2x˙3)
−
(
m1 + 1
2
)[
2x1x˙1(x2 + x3) + x
2
1(x˙2 + x˙3)
]
− 3
(
m1 + 1
3
)
x21x˙1, (70)
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see (16b), (16c). As for the parameters ~γ and α of system (16), we will need
the following coefficients:
α21 = m1, α31 =
m1(m1 + 1)
2
, α32 = m1,
γ1 = −m1, γ2 = −m1(m1 + 1)
2
, γ3 = −m1(m
2
1 + 3m1 + 2)
6
,
see (5), (6). Thus, in the case where N = 3 system (16) reduces to
x¨1 = x˙1
(
m1x˙1 + 2x˙2
x1 − x2 +
m1x˙1 + 2x˙3
x1 − x3
)
− 1
2(m1 + 1)(x1 − x2)(x1 − x3)
[
(m1 + 2)(m1 + 1)x
2
1f
(2)
1 (~y
(3), ~˙y(3))
+2(m1 + 1)x1f
(2)
2 (~y
(3), ~˙y(3)) + 2f
(2)
3 (~y
(3), ~˙y(3))
]
,
x¨2 =
1
2(x1 − x2)(x2 − x3)
{
2m1(m1 + 1)x˙
2
1(x3 − x1)
+4(m1 + 1)x˙1x˙2(x3 − x2) + 4x˙2x˙3(x1 − x2)
+
[
m1(m1 + 1)x
2
1 + 2x2(m1x1 + x2)
]
f
(2)
1 (~y
(3), ~˙y(3))
+2(m1x1 + x2)f
(2)
2 (~y
(3), ~˙y(3)) + 2f
(2)
3 (~y
(3), ~˙y(3))
}
,
x¨3 = − 1
2(x1 − x3)(x2 − x3)
{
2m1(m1 + 1)x˙
2
1(x2 − x1)
+4(m1 + 1)x˙1x˙3(x2 − x3) + 4x˙2x˙3(x1 − x3)
+
[
m1(m1 + 1)x
2
1 + 2x3(m1x1 + x3)
]
f
(2)
1 (~y
(3), ~˙y(3))
+2(m1x1 + x3)f
(2)
2 (~y
(3), ~˙y(3)) + 2f
(2)
3 (~y
(3), ~˙y(3))
}
, (71)
where ~y(3) = (y1, y2, y3) and ~˙y
(3) = (y˙1, y˙2, y˙3) are given by (69) and (70). By
Theorem 1.4, the last 3-body problem is algebraically solvable if system (15)
with N = 3 is algebraically solvable.
Example 3.2.1. In this example, the generating model is
y¨m = i rm ω y˙m, m = 1, 2, 3, (72)
where ω is a nonvanishing real number and r1, r2, r3 are nonvanishing rational
numbers. System (72) is Hamiltonian and integrable; its solution (48) with
m = 1, 2, 3 is isochronous with a period that is an integer multiple of 2pi/|ω|.
Via Theorem 1.4, model (72) generates the following solvable 3-body prob-
25
lem, see (71):
x¨1 =
i
2(x1 − x2)(x1 − x3)
·
{[
(1 +m1)(2 +m1)r1 −m1(2(1 +m1)r2 + (1−m1)r3)
]
ωx21x˙1
+
[
(2 +m1)r1 − 2(1 +m1)r2 +m1r3
]
ωx21(x˙2 + x˙3)
−2
[
r2 +m1(r2 − r3)
]
ωx1x˙1(x2 + x3)
+2r3ωx2x3x˙1 + 2im1x˙
2
1(−2x1 + x2 + x3)
+2(−r2 + r3)ωx1(x3x˙2 + x2x˙3) + 4ix˙1x˙2(−x1 + x3)
+4ix˙1x˙3(−x1 + x2)
}
, (73a)
x¨2 =
1
2(x1 − x2)(x2 − x3)
·
{
− im1(1 +m1)
[
r1(1 +m1)− 2m1r2 + (−1 +m1)r3
]
ωx21x˙1
−im1(1 +m1)(r1 − 2r2 + r3)ωx1
[
x1(x˙2 + x˙3) + 2x2x˙1
]
+2i(1 +m1)ωx˙1
[
− (r1 − r2)x22 + (r2 − r3)x3(m1x1 + x2)
]
+2m1(1 +m1)x˙
2
1(−x1 + x3)− 2i
[
m1(r1 − r2)− r2
]
ωx1x2x˙2
+2i
[
m1(r2 − r3)− r3
]
ωx1x3x˙2
+2iωx2x˙2(−r1x2 + r2x3) + 4(1 +m1)x˙1x˙2(−x2 + x3)
−2i
[
− r2 + r3 +m1(r1 − 2r2 + r3)
]
ωx1x2x˙3
−2i(r1 − r2)ωx22x˙3 + 4x˙2x˙3(x1 − x2)
}
, (73b)
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x¨3 =
1
2(x1 − x3)(x2 − x3)
·
{
im1(1 +m1)
[
(1 +m1)r1 − 2m1r2 + (−1 +m1)r3
]
ωx21x˙1
+im1(1 +m1)(r1 − 2r2 + r3)ωx1
[
x1(x˙2 + x˙3) + 2x3x˙1
]
−2i(1 +m1)(r2 − r3)ωx2x˙1(m1x1 + x3)
+2i(r1 − r2)ωx23
[
(1 +m1)x˙1 + x˙2
]
+2m1(1 +m1)x˙
2
1(x1 − x2)
+2i
[
− r2 + r3 +m1(r1 − 2r2 + r3)
]
ωx1x3x˙2
−2i
[
m1(r2 − r3)− r3
]
ωx1x2x˙3 + 2i
[
m1(r1 − r2)− r2
]
ωx1x3x˙3
+2iωx3x˙3(−r2x2 + r1x3) + 4(1 +m1)x˙1x˙3(−x2 + x3)
+4x˙2x˙3(−x1 + x3)
}
. (73c)
System (73) is isochronous for the same reasons that system (49) is isochronous,
see the paragraph following display (49).
In Figures 17, 18, 19, 20, 21, 22 we provide the plots of the solutions of
system (73) with the parameters
m1 = 5; r1 =
1
2
, r2 =
1
3
, r3 =
1
2
, ω = 2pi, (74)
satisfying the initial conditions
x1(0) = −0.06− 0.69 i, x′1(0) = 3.94− 0.82 i,
x2(0) = 8.51 + 40.06 i, x
′
2(0) = −52.50 + 13.06 i,
x3(0) = −31.70− 13.50 i, x′3(0) = −10.87− 17.44 i. (75)
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Figure 17: Initial value prob-
lem (73), (74), (75). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x1(t); period 12.
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Figure 18: Initial value prob-
lem (73), (74), (75). Trajectory, in
the complex x-plane, of x1(t); pe-
riod 12. The square indicates the
initial condition x1(0) = −0.06 −
0.69 i.
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Figure 19: Initial value prob-
lem (73), (74), (75). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x2(t); period 24.
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Figure 20: Initial value prob-
lem (73), (74), (75). Trajectory, in
the complex x-plane, of x2(t); pe-
riod 24. The square indicates the
initial condition x2(0) = 8.51 +
40.06 i.
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Figure 21: Initial value prob-
lem (73), (74), (75). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x3(t); period 24.
■
-40 -20 0 20 40
-40
-20
0
20
40
Figure 22: Initial value prob-
lem (73), (74), (75). Trajectory, in
the complex x-plane, of x3(t); pe-
riod 24. The square indicates the
initial condition x3(0) = −31.70 −
13.50 i.
Example 3.2.2. In this example, the generating model is
y¨m = −r2m ω2 ym, m = 1, 2, 3, (76)
where, as before, ω is a nonvanishing real number and r1, r2, r3 are nonvanishing
rational numbers. System (76) is Hamiltonian and integrable; its solution (54)
with m = 1, 2, 3 is isochronous with a period that is an integer multiple of
2pi/|ω|.
Via Theorem 1.4, model (76) generates the following solvable 3-body prob-
lem, see (71):
x¨1 =
1
6(x1 − x2)(x1 − x3)
·
{[
− 3(1 +m1)(2 +m1)r21 +m1(3(1 +m1)r22 − (−1 +m1)r23)
]
ω2x31
−3
[
(2 +m1)r
2
1 − 2(1 +m1)r22 +m1r23
]
ω2x21(x2 + x3)
+6x1
[
(r22 − r23)ω2x2x3 + 2x˙1(m1x˙1 + x˙2 + x˙3)
]
−6x˙1
[
x3(m1x˙1 + 2x˙2) + x2(m1x˙1 + 2x˙3)
]}
, (77a)
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x¨2 =
1
2(x1 − x2)(x2 − x3)
·
{
r21ω
2
[
m1(1 +m1)x
2
1 + 2m1x1x2 + 2x
2
2
][
(1 +m1)x1 + x2 + x3
]
+
1
3
(1 +m1)r
2
3ω
2x1
[
(−1 +m1)m1x21 + 6x2x3 + 3m1x1(x2 + x3)
]
−2r22ω2(m1x1 + x2)
[1
2
m1(1 +m1)x
2
1 + x2x3 + (1 +m1)x1(x2 + x3)
]
+2m1(1 +m1)(−x1 + x3)x˙21 + 4(1 +m1)(−x2 + x3)x˙1x˙2
+4(x1 − x2)x˙2x˙3
}
, (77b)
x¨3 = − 1
2(x1 − x3)(x2 − x3)
·
{
r21ω
2
[
(1 +m1)x1 + x2 + x3
][
m1(1 +m1)x
2
1 + 2m1x1x3 + 2x
2
3
]
+
1
3
(1 +m1)r
2
3ω
2x1
[
(−1 +m1)m1x21 + 6x2x3 + 3m1x1(x2 + x3)
]
−2r22ω2(m1x1 + x3)
[1
2
m1(1 +m1)x
2
1 + x2x3 + (1 +m1)x1(x2 + x3)
]
+2m1(1 +m1)(−x1 + x2)x˙21 + 4(1 +m1)(x2 − x3)x˙1x˙3
+4(x1 − x3)x˙2x˙3
}
. (77c)
System (77) is isochronous for the same reasons that system (49) is isochronous,
see the paragraph following display (49).
In Figures 23, 24, 25, 26, 27, 28 we provide the plots of the solutions of
system (77) with the parameters
m1 = 5; r1 =
1
2
, r2 =
1
3
, r3 =
1
4
, ω = 2pi, (78)
satisfying the initial conditions
x1(0) = 16.92− 28.19 i, x′1(0) = 42.07 + 19.38 i,
x2(0) = 29.24 + 90.02 i, x
′
2(0) = −88.07 + 23.34 i,
x3(0) = −70.22 + 40.41 i, x′3(0) = −37.49− 99.06 i. (79)
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Figure 23: Initial value prob-
lem (77), (78), (79). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x1(t); period 6.
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Figure 24: Initial value prob-
lem (77), (78), (79). Trajectory, in
the complex x-plane, of x1(t); pe-
riod 6. The square indicates the
initial condition x1(0) = 16.92 −
28.19 i.
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Figure 25: Initial value prob-
lem (77), (78), (79). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x2(t); period 24.
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Figure 26: Initial value prob-
lem (77), (78), (79). Trajectory, in
the complex x-plane, of x2(t); pe-
riod 24. The square indicates the
initial condition x2(0) = 29.24 +
90.02 i.
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Figure 27: Initial value prob-
lem (77), (78), (79). Graphs of
the real (bold curve) and imaginary
(dashed curve) parts of the coordi-
nate x3(t); period 24.
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Figure 28: Initial value prob-
lem (77), (78), (79). Trajectory, in
the complex x-plane, of x3(t); pe-
riod 24. The square indicates the
initial condition x3(0) = −70.22 +
40.41 i.
4 Discussion and Outlook
The results presented in this paper open several natural directions of future
research.
In the present paper, for k = 1, 2, the k-th derivatives of the zeros xn(t), 1 ≤
n ≤ N, of polynomial (4) are expressed in terms of the derivatives of order j ≤ k
of the first N coefficients yn, 1 ≤ n ≤ N, of polynomial (4), see (10), (14). It
would be interesting to generalize these formulas for the case where k ≥ 3 and
to construct related higher order solvable dynamical systems.
A crucial step in obtaining formulas (10), (14) is the solution of the overde-
termined system (20) for ~ξ, by removing the last m1 equations in the system as
redundant. It should be possible to remove any m1 equations of system (20), to
solve the resulting system for ~ξ and therefore to express ~ξ in terms of any N co-
efficients of (4) among y1, . . . , yN+m1 . Having these expressions, one may then
follow the steps outlined in Section 2 to construct first and second order solvable
dynamical systems different from those reported in Theorems 1.1 and 1.4.
Another natural direction is to consider, instead of (4), a monic time-
dependent polynomial with several multiple roots and to construct related solv-
able nonlinear dynamical systems.
It would be interesting to apply a limiting procedure to known solvable dy-
namical systems that describe the evolution of N particles xn(t) on the complex
plane, to investigate the situation where two or more of the particles coalesce.
Yet another possibility is to supplement known solvable dynamical systems
with algebraic constraints that guarantee that two or more of the particles
coalesce. Dynamical systems of this kind are considered in [24, 25].
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A The inverse of the matrix A(N)
In this Appendix we find the inverse of the upper N × N block A(N) of the
matrix A defined by (21). Because the matrix A(N) is lower triangular with all
its diagonal entires equal to 1, it can be written as
A(N) = I − C, (80)
where I is the N ×N identity matrix and the matrix C is lower triangular with
zero diagonal, given componentwise by
Cnj =
{ (m1
n−j
)
(−1)n+j+1(x1)n−j if j ≤ n− 1,
0 if j ≥ n,
1 ≤ n, j ≤ N. (81)
The matrix C is nilpotent, indeed CN = 0. Therefore,
[
A(N)
]−1
= (I − C)−1 = I +
N∑
k=1
Ck. (82)
It can be shown using mathematical induction that the entries of the k-th power
of C are given by [
Ck
]
nm
= (−1)n+m+1β(k)nm(x1)n−m, (83)
where the coefficients β
(k)
nm are defined recursively by (5b). The formulas (82)
and (83) with (5b) imply (23).
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