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Abstract 
With the transition of geological carbon dioxide (CO2) storage from pilot to industrial scale, risk analysis has become 
pivotal for assessing the suitability of a storage site in satisfying regulatory requirements during and after injection.  
Risk analysis is inherently related to uncertainty quantification. This paper extends our previously developed 
workflows to quantify and propagate uncertainty from geological, geophysical and petrophysical data to project-level 
performance metrics including capacity, injectivity, and containment characteristics. We perform global sensitivity 
analysis to quantitatively link uncertainty in the computed performance metrics to the uncertainties in the underlying 
reservoir parameters. This enables one to identify measurements to reduce uncertainty estimates of reservoir 
performance metrics and predicted monitoring tool responses. We illustrate this workflow in a pre-injection 
uncertainty study for the Illinois Basin  Decatur Project (IBDP). The reservoir model is built using geostatistical 
approach based on all available geophysical and petrophysical data including 3D seismic interpretation, results of 
special core analysis and injectivity tests. We focus on three groups of performance predictions: spatial extent of the 
CO2 saturation profile, partitioning of CO2, and predicted responses seen with the Westbay* multilevel groundwater 
characterization and monitoring system installed in the monitoring well. Based on multiple realizations of the 
reservoir model we evaluate the uncertainty range in pressures and CO2 saturations at the Westbay monitoring zones 
during the life of the project. Predicted measurements at the monitoring zones covering a depth interval between 1950 
m and 2120 m are analyzed. Global sensitivity analysis is used to identify the key petrophysical properties of the 
reservoir whose uncertainties have the most effect on the uncertainty of the reservoir performance and measurement 
predictions. Results of this analysis provide valuable insight for targeted site characterization and design of the 
monitoring program. 
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1. Introduction 
At every stage of a CO2 sequestration project, performance and risk metrics are the critical inputs used 
in decision-making. To a large extent, expectations and their uncertainty 
quantification depend upon the petrophysical characterization of the injection site. Site characterization is 
continuously refined from the project onset as more data become available. Therefore, adaptive decision-
making in CO2 sequestration projects requires a systematic and adaptive methodology capable of 
computing uncertainty due to unknown petrophysical parameters. In a CO2 sequestration project, a variety 
of metrics related to containment (or migration), displacement efficiency, and injectivity affect decision-
making.  
 
Quantifying uncertainty requires hundreds of reservoir simulations. Reducing unacceptable uncertainty 
is highly desirable in any project. A measurement program for targeted uncertainty reduction may be 
designed using global sensitivity analysis (GSA), which is based on variance decomposition. Global 
sensitivity analysis may be applied to identify and rank reservoir properties significantly contributing to 
the uncertainty estimates of reservoir performance and related measurements. Ranking provides a 
quantitative basis for measurement design for efficient uncertainty reduction in metrics. 
 
The outline of the paper is as follows. We start by presenting a brief overview of GSA. Next, we 
provide the background for the Illinois Basin-Decatur Project (IBDP) and introduce the reservoir model 
used to illustrate our approach. We present results of traditional uncertainty quantification and GSA 
performed for IBDP focusing on metrics such as the spatial extent of the plume, residual, dissolved and 
mobile CO2 in the reservoir. Statistical predictions of the Westbay system measurements of pressure and 
CO2 saturations consistent with equiprobable realizations of the reservoir model are also analyzed. 
Finally, we introduce GSA bin diagrams to visualize contributions from the reservoir properties to the 
uncertainty of the measurements predictions and discuss practical consequences of this analysis. 
Uncertainty in the obtained predictions and quantitative analysis targeting its reduction are the primary 
focus of this paper. 
2. Global Sensitivity Analysis 
Sensitivity analysis in general looks at quantifying importance of input parameters in computed model 
predictions and is based on local partial derivatives. However, in the presence of uncertainty it is 
advantageous to look at global sensitivity analysis that quantifies the relation between uncertainties in the 
input parameters and model predictions. GSA relies on variance decomposition and explores the entire 
input parameter space [1]. This is particularly important for analysis of nonlinear phenomena such as 
multiphase flow in porous media. 
 
Let the uncertainty in the prediction of the model Y be characterized by its variance V(Y). Our goal is 
to estimate the contribution to V(Y) due to the variance in the input parameters {Xi} given by V(Xi). For 
independent input parameters {Xi} [2] may be used to represent V(Y) as 
 
ͳʹ͵ǤǤͳ ͳ
ሺ ሻ ǤǤǤ           ,                                                                                         (1)  
 
where Vi = V(E[Y|Xi]) is the first-order contribution to the total variance V(Y) when Xi is fixed (V(Xi) = 0). 
Since the true value of Xi is not known a priori, we have to estimate the expected value of Y when Xi is 
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fixed anywhere within its possible range, while the rest of the input parameters X~i are varied according to 
their original probability distributions. Thus, S1i = V(E[Y|Xi])/V(Y) is an estimate of reduction in total 
variance of model prediction Y if the variance in the input parameter Xi is reduced to zero.  
 
Similarly, Vij = V(E[Y|Xi, Xj])  Vi  Vj is the second-order contribution to the total variance V(Y) due 
to interaction between parameters Xi and Xj. Note that the estimate of variance for conditional expectation 
when both Xi and Xj are fixed simultaneously should be corrected using Vi and Vj.  
 
For additive models Y(X), the sum of all first-order effects S1i is equal to 1. The overall contribution 
due to all higher-order effects can be estimated via total sensitivity index STi = (V(Y)-V(E[Y|X~i]))/V(Y), 
where V(Y)-V(E[Y|X~i]) is the total variance contribution from all terms in decomposition (1) that include 
Xi. Obviously, STi i, and the difference between the two sensitivity indices represent the overall 
contribution from the higher-order interaction effects that include Xi. Calculation of S1i and STi is often 
computationally expensive. While there are several methods available (see [1]), in this study, we used an 
algorithm developed by Saltelli et al. [3] in combination with response surface-modeling. Response 
surface models (RSM) are surrogate or proxy models that approximate the original computationally 
expensive models (in this case, full scale reservoir simulations). We built RSM using kriging with 
quadratic polynomials augmented with a Guassian process [4]. From calculated sensitivity indices, 
parameters for reducing uncertainty in model predictions can be ranked. 
3. Project description and pre-injection study  
The Midwest Geological Sequestration Consortium (MGSC) is one of the seven regional partnerships 
established by the US Department of Energy (DOE) to identify the long-term geological CO2 storage 
potential. MGSC is led by Illinois State Geological Survey (ISGS), in conjunction with the Indiana 
Geological Survey and the Kentucky Geological Survey. ISGS runs the IBDP along with Archer Daniels 
Midland Company (ADM), Schlumberger Carbon Services and others. Carbon dioxide is captured from 
the fermentation process used to produce ethanol at AD  in Decatur, Illinois 
and transported through a mile-long pipeline for deep geological storage in Upper-Cambrian Mt. Simon 
Sandstone.  
 
In northern Illinois, the Mt. Simon Sandstone is used for natural gas storage by the utilities, mostly to 
serve the Chicago area, and underlies the regional Eau Claire Shale. The Eau Claire Shale is the primary 
confining unit for the injected CO2. 
 
The injection well (CCS#1) was drilled and logged in 2009. A geophysical monitoring well and a 
verification well (VW#1) were both drilled and logged in 2010. A customized Westbay multilevel 
groundwater characterization and monitoring system was installed in VW#1 located approximately 300 m 
north of the injector. With the injection phase started in November of 2011, the project plan is to inject 
1 Mt of CO2 over three years through three perforated zones of CCS#1 in the intervals 2126.3-2126.9 m, 
2128-2137 m, and 2141-2149 m. Extensive monitoring program includes multiple vertical seismic profile 
(VSP) surveys, nuclear capture cross-section measurements using RST* reservoir saturation tool both in 
CCS#1 and VW#1, and permanent pressure monitoring in VW#1 using eleven monitoring zones of the 
Westbay System installed in VW#1.  
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Details on construction of the pre-injection reservoir model and the design of the uncertainty study can 
be found in our companion paper [5]. Here we describe only the main steps of the workflow to ensure the 
reader has enough information to follow the subsequent uncertainty analysis. 
 
First, a 3D seismic survey was used to build the structural reservoir model. Spatial distribution of 
various rock types within the area of seismic survey was determined using seismic attributes derived from 
changing rock density. Petrophysical well logs calibrated with the special core analysis were used to 
refine identified rock types. The results of 3D seismic attribute analysis were combined with 
petrophysical well logs to build variogram models defining the distribution of the rock types in the 
reservoir model. Permeability estimates from logs including ECS* elemental capture spectroscopy sonde 
and CMR* Combinable Magnetic Resonance tool in injection and verification wells were kriged with the 
porosity model. The resulting high resolution static reservoir model contained a 1,298×1308×534 grid 
with an average cell size of 45×45×1 m. 
 
 The dynamic model contained the lower 300 m of the static model since our previous study [6] 
suggested that CO2 was not expected to migrate above 1900 m. Lateral cell dimensions were downscaled 
to 10 m around the injector using local grid refinements and scaled to 180 m in the far field to ensure high 
resolution in the area where CO2 is expected to migrate while maintaining a manageable number of grids 
for faster simulations. In the vertical direction, resolution of the static model was honored in the lower 
200 m of the reservoir where CO2 is expected to remain, and upscaled up to 20 m in the upper sections in 
order to further reduce the number of grids. As a result, the dynamic model was represented with a 
60×60×137 host grid and an additional 400,000 local grids placed around the injector well. 
 
Reservoir rock was categorized into reservoir and non-reservoir sections based on the porosity and 
permeability cutoffs. These were assigned different vertical to horizontal permeability ratio (kv/kh) and 
modified Brooks-Corey type relative permeability curves [7]. The reservoir section was further classified 
into three rock-types. Each rock-type (zone within the reservoir) was assigned individual values for 
residual CO2 (Scr) and H2O saturation (Swr), and end-point relative permeability to CO2 (kcr). Overall, 12 
reservoir parameters were considered uncertain in the study and are described by the probability 
distributions listed in Table 1. The choice of uncertain parameters is arguably subjective and reflects 
either the reservoir properties for which no project specific data was available (e.g., kcr and Scr) or 
spatially distributed properties (e.g. permeability-related parameters in Table 1) that are believed to 
influence the spatial evolution of the CO2 plume and pressure diffusion.  
Table 1. Input parameter ranges. Swr, Scr, and kcr are sampled individually for each of the three different rock-type zones [5]. 
Parameter Base Value Distribution Min Max St.Dev. 
Permeability Multiplier 1 Uniform 0.7 1.3 - 
kv/kh ratio  0.45 Uniform 0.2 0.7 - 
Permeability cut-off, mD 5 Truncated  log normal 0.1 10 2 
Swr  0.45 Uniform 0.25 0.65 - 
kcr  0.6 Uniform 0.4 0.8 - 
Sxr  0.2 Uniform 0.05 0.35 - 
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We emphasize that the inherent uncertainty in the interpretation of geophysical and petrophysical 
measurements should be taken into account during construction of the reservoir model and design of the 
uncertainty study [8]. The interpretation uncertainty, along with the numerical effects from reservoir 
simulations, can have a significant contribution to the total prediction uncertainty compared to the 
physical variability of the underlying reservoir properties [9]. 
 
The uncertainty study was based on 200 equiprobable reservoir model realizations spanning three years 
of injection and 47 years of observation. Two sets of 100 realizations each were generated to establish 
statistical convergence of the obtained predictions and provide representative input to construct proxy-
models needed for the subsequent global sensitivity analysis. 
4. Results 
From probabilistic estimates obtained for the project performance metrics, we apply GSA to identify 
reservoir properties responsible for the largest contribution to the uncertainty of the predicted metrics. 
The second part of this section presents similar analysis performed for predicted pressure and CO2 
saturation readings at the Westbay sampling intervals. 
4.1.  Reservoir Performance 
Analysis of the spatial extent of the plume presents challenges due to complexity of the CO2 migration 
in the 3D heterogeneous formation. A new representation of uncertainty via probability contours was 
suggested by Chugunov et al. [8]. The uncertainty in the spatial extent of the CO2 plume can be analyzed 
with the probability map (Figure 1).  
 
 
Figure 1. Probability maps for CO2 saturation. The color map indicates the probability that CO2 is present (SCO2>0.05) at a given 
point within reservoir; (a) t = 3 years; (b) t = 50 years. 
(a) (b) 
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Fig. 2. Probabilistic envelops and standard deviations for (a) mobile CO2; (b) dissolved CO2; (c) residually trapped CO2
This type of the probability map is generated by combining the outputs from all available reservoir 
simulations (200 simulations in this case) and calculating the probability of having CO2 saturation at or 
above the threshold value (0.05 in this case) individually at every grid block of the reservoir model.
Figures 1a-1b show a special case for vertically aggregated map generated in Petrel* E&P software
platform, where maximum CO2 saturation is first projected vertically to an XY plane and the probability
of SCO2>0.05 is then calculated at each grid cell on an XY plane. The map illustrates the expected plume
migration from the injection well CCS#1 to the N-NW, following the regional dip of the reservoir.
Looking at the distance between the P05 and P95 boundaries for t = 50 years (Figure 1b), we observe a
larger uncertainty in plume prediction at the NE-N-NW edge of the plume.
Figures 2a-2c show predictions for mass partitioning among dissolved CO2, residually trapped CO2, 
and mobile CO2 during the life of the project. Probabilistic estimates for mass partitioning of the CO2
were also evaluated from the 200 reservoir simulations. We show predictions calculated from two sets of 
100 simulations and compare them to the combined predictions based on 200 runs to confirm statistical 
convergence of the generated data. Evolution of these performance metrics is shown on a logarithmic
time scale to focus on the predicted behavior both during injection (first three years) and after injection.
All mass fractions were normalized to the total amount of CO2 injected up-to-date and the sum of all
three estimates for a given simulation amounts to 100%. A relatively high mass fraction of dissolved CO2
is predicted right after the start of the injection (Figure 2b) since a fair portion of the injected CO2
dissolves in the brine early on. The CO2 dissolution rate decays in these simulations since it is diffusion
limited, thus as a fraction of the total mass injected the dissolved CO2 decreases with time. Once 
injection ceases, the plume migrates due to buoyancy and dissolution continues in the areas where CO2
, enhancing the dissolved fraction. A relatively low range predicted for dissolved
CO2 can be also attributed to higher values for salinity of brine (0.928 mol fraction or 200 kppm in NaCl 
equivalent) assumed in the reservoir model. 
Counter-imbibition of brine post-injection leads to residual CO2 blobs due to disconnections in the
nonwetting (CO2) phase. While this trapping mechanism is predicted to have a negligible contribution
during injection, it plays a major role in decreasing the mobile part of the injected CO2 in the later stages 
of the project as is evident from Figure 2a and Figure 2c. The standard deviation (STD) in the estimates
of residually trapped and mobile CO2 grows with time and reaches approximately 9% at 50 years after the
start of the project. Figures 2a-2c also suggest that probability distributions for all three metrics exhibit 
(a) (b) (c)
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almost symmetrical shapes throughout the duration of the project making variance a good proxy to 
represent uncertainty in the predictions. It is also desirable to carry out a GSA in order to identify 
reservoir properties contributing the most to the large range of performance metrics. 
 
We calculated both first-order (S1) and total (ST) sensitivity indices for the three considered 
performance metrics. First-order sensitivity indices representing individual contributions of input 
parameters to the total variance of model predictions are shown in Figure 3.  
Fig. 3. First-order sensitivity indices for (a) mobile CO2; (b) dissolved CO2; (c) residually trapped CO2 
Since the residual trapping is almost absent during the injection period, only post-injection S1 for this 
metric is relevant (Figure 3c). The major contributor to the overall variance of trapped CO2 here is Scr 
(zone 2), accounting for more than 80% of predicted variance for the time period of 7 years after injection 
phase is complete. Given the initial wide range of Scr (see Table 1), this result is expected. At later times, 
more CO2 migrates into zone 3 and becomes residually trapped there as brine counter-imbibes. This 
explains the growing contribution of uncertainty in Scr (zone 3) to the total uncertainty of the residually 
trapped CO2.  
 
Variance in predicted values of dissolved CO2 was relatively small compared to predictions for 
residually trapped and mobile CO2 (see Figures 2a-2c). While GSA may not be warranted in this case, we 
provide S1 results here for completeness. According to Figure 3b, variance in the predicted amount of 
dissolved CO2 is dominated by uncertainties in Swr for zone 2 and, at late time, for zone 3. Interestingly, 
after t = 10 y, uncertainty in Scr for zone 2 also provides an increasing contribution. Since Scr controls 
residual trapping of CO2, it affects the amount of CO2 migrating into the pores occupied by the virgin 
brine where the dissolution takes place. Again, as was the case for the residually trapped CO2, 
uncertainties in the properties of zone 2 largely dominate uncertainties in dissolution. Properties of zone 3 
become important only in the later phase of the project. 
 
Finally, the predicted contributions to the variance of mobile CO2, as presented in Figure 3a, are 
largely a superposition of the results for residually trapped CO2 and dissolved CO2. Most of the trapping 
during injection is due to dissolution, while after injection is stopped residual trapping is responsible for 
the major part of the total immobile CO2. This translates into Swr (zone 2) being the main contributor to 
the variance of mobile CO2 during injection, with  Scr for zone 2 and zone 3 accounting for most of the 
predicted variance after cessation of injection. The switch between the two regimes is clearly visible in 
Figure 3a and is further amplified by the logarithmic time scale. 
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4.2. Westbay system responses
The Westbay system is a multilevel groundwater monitoring system featuring casing with multiple 
packers and valved ports to seal off and provide selective access to the monitoring zones. Tools and 
instruments can be run on a wireline inside the casing to locate and operate the ports. The combination of 
the dedicated casing and portable instrumentation provides the ability to take measurements, collect
samples, and carry out tests from any number of zones in a single well. In IBDP, seven Westbay 
monitoring zones were installed in the verification well VW#1 covering the depth interval between 
1955 m and 2154 m. Here, for illustration purposes, we analyze probabilistic envelopes calculated for 
pressure (Figure 4) and CO2 saturations (Figure 5) expected to be seen at the Westbay monitoring zone #7
(covering the depth interval 1955.7 1956.7 m) and monitoring zone #3 (2117 2118.1 m). We emphasize 
that the values for predicted pressures and saturations were obtained from corresponding grid cells
encompassing the Westbay monitoring zones and therefore they should be considered only as
approximate estimates of the actual measurements.
Probabilistic estimates for pressure observations predicted at two monitoring zones are shown in
Figure 4. First, we note very close statistical estimates for P05, P50, and P95 predictions obtained from 
the first and the second set of reservoir simulations. Overall, the P05-P95 range for Westbay zone #3
(Figure 4b) appears to be slightly wider than that for monitoring zone #7 (Figure 4a). Pressure predictions
at Westbay zone #7 (Figure 4a) increases almost logarithimically during injection and exhibits a slow 
relaxation at the late times. Pressure predicted at Westbay zone #3 (Figure 4b) is expected to rise during
the first year of injection and then slowly stabilize and even slightly decrease before the injection is
stopped. The relaxation time for this monitoring zone is much shorter than the one for zone #7, and 
pressure is predicted to remain close to far-field reservoir pressure for t > 5 y. 
Fig. 4. Probabilistic estimates for pressure observations at Westbay monitoring zone #7 (1955.7 1956.7 m); (b) Westbay monitoring
zone #3 (2117 2118.1 m)
The characteristic behaviour in predicted pressure observations is related to the CO2 plume migration 
and must be analyzed in conjunction with the predicted estimates of CO2 saturation (Figure 5a-5b). 
Westbay zone #7, according to Figure 5a, is not expected to see CO2 until t = 10 years. Observed
saturation at this monitoring zone can reach as high as 0.5 at the very late stages of the project, but with a
high uncertainty.
(a) (b)
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Fig. 5. Probabilistic estimates for CO2 saturation observations at Westbay monitoring zone #7 (1955.7 1956.7 m); (b) Westbay 
monitoring zone #3 (2117 2118.1 m)
A large portion out of the 200 simulations did not predict any CO2 arriving to monitoring zone #7
during the 50 years. We also note that standard deviation of predicted CO2 saturation exceeds the P50
value throughout the project duration (Figure 5a). Predicted CO2 saturation at Westbay zone #3 is
expected to go through a maximum at the end of the injection period (P05-P95 estimate is between 0.25
and 0.45) and remain almost constant at the later phase of the project (t >10 years). Standard deviation for 
SCO2 at zone #3 has two local maxima during the first four years of the project. Comparing Figures 4 and 
5, we note the contrast in time frames when uncertainty in pressure is large (during injection) and when
uncertainty in saturation is large.
This last observation motivated application of GSA to the obtained predictions for the Westbay system 
responses. While the primary motivation for Westbay installation at IBDP was to monitor the CO2 plume, 
both pressure and saturation measurements can be used to history-match the underlying reservoir model
and to reduce the uncertainty of subsequent predictions. With GSA we can identify the reservoir 
properties whose uncertainties are the main contributors to the uncertainties of the predicted 
measurements. These are also relevant to identifying properties that may or may not be inverted from a
given array of measurements. The time dependency of this sensitivity is also important.
First we look at GSA results for pressure responses (Figure 6). We analyze the sensitivity indices ST
here since they represent the total contribution of a given uncertain parameter, including all possible
interactions with other parameters, to the variance of the model prediction. Figure 6 shows GSA bin 
diagrams where an individual contribution of an uncertain reservoir parameter to the total standard 
deviation of the predicted pressure is proportional to the ST for a corresponding reservoir property. While 
the thickness of the individual bin can be directly related to the value on the y- i = 1, 
we argue that this representation provides an important understanding of relative magnitude of 
contributions. This point is the main focus of our analysis.
(a) (b)
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Fig. 6. GSA bin diagram (total sensitivity) for pressure response at Westbay monitoring zone #7 (1955.7 1956.7 m); (b) Westbay 
monitoring zone #3 (2117 2118.1 m) 
According to Figure 6, the main contribution in predicted pressure uncertainty for both of the 
considered Westbay monitoring zones comes from parameters associated with permeability. Permeability 
multiplier (K multiplier) is by far the largest contributor during injection and immediately after injection 
is stopped. In agreement with Figure 4, the uncertainty in absolute pressure decreases significantly after 
the injection is stopped and remains almost constant throughout the post-injection phase of the project. 
The value of permeability cutoff controlling discrimination between the reservoir and non-reservoir rock 
appears to be responsible for most of predicted uncertainty pressure measured at zone #7 post-injection 
(Figure 6a). For Westbay zone #3, kv/kh ratio appears to play an important role at the very early stages of 
injection (Figure 6b) and therefore, the early time observations can be used to invert for kv/kh.  
 
Total sensitivity GSA bin diagrams for CO2 saturation predictions are shown in Figure 7a-7b.  
Fig. 7. GSA bin diagram (total sensitivity) for CO2 saturation response at: (a) Westbay monitoring zone #7 (1955.7 1956.7 m);     
(b) Westbay monitoring zone #3 (2117 2118.1 m) 
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For monitoring zone #7 (Figure 7a), the uncertainty in predicted SCO2 appears to come from several 
reservoir properties with similar magnitudes of contributions. More than half of the total standard 
deviation is due to permeability related parameters. However, due to the fact that the measureable CO2 
saturation is predicted at zone #7 only after t = 10 y, the practical value of this measurement is limited. 
Given the ranges of input parameters (Table 1), uncertainty in predicted SCO2 at zone #3 during injection 
appears to mainly come from kv/kh and Swr in reservoir zone 2. The value of Swr determines the maximum 
pore space available to CO2 and directly influences spatial distribution of the CO2 plume. Interestingly, 
the main contribution to SCO2 uncertainty at later times comes from Scr in reservoir zone 2. Together with 
an almost constant range of P05-P95 and constant behavior of P50 this suggests that most of the CO2 
around Westbay zone #3 at the late times will be residually trapped and therefore exist in a form of 
disconnected blobs. Relation of this quantity predicted by a reservoir simulator to the CO2 saturation that 
can be determined from the sampled fluid at the Westbay port is questionable. Rather than a sampling 
measurement, a nuclear log is a better indicator of CO2 present when much of it is in the residual form. 
5. Discussion 
GSA provides valuable insight for targeted site characterization program. Sensitivity indices calculated 
for reservoir performance can be used as a quantitative basis in identifying specific measurements at 
specific reservoir zones that would reduce uncertainty in the given performance metric the most. For 
example, under assumptions of the study (Table 1), Figure 3a suggests that there is a single reservoir 
property  Scr  that is responsible for most of the uncertainty in predicted amount of trapped CO2 at the 
late time of the project. Even more specifically, GSA suggests that Scr should be better estimated only for 
certain zones of the reservoir: zone 2 and zone 3. 
 
Calculation of sensitivity indices is a computationally expensive task necessitating the use of fast 
proxy-models. While computational speed of the proxy-model is the main advantage, its accuracy in 
approximating original reservoir simulation is critical for practical relevance of GSA conclusions. One 
usually seeks a balance between the number of calls to the original expensive model (to ensure a good 
learning set for higher fidelity of the proxy model) and the overall time required for the analysis. Both the 
quality check on statistical convergence of the analyzed performance metrics and the quality of the 
constructed proxy model should be performed.  
 
Normalized root mean squared error (NRMSE) is an indicator of the proxy model  predictive quality 
with the respect to the original physical model. Out of 200 data points available for each time mark of 
interest, we used randomly picked 150 data points to construct a proxy-model and the remaining 50 data 
points to evaluate its predictive quality. For reservoir performance metrics the NRMSE was within 0.01-
0.03 (except for the residually trapped CO2 at the early times, when due to low values of the variance for 
this performance metrics the NRMSE was as high as 0.15). The proxy models constructed for Westbay 
pressure and saturation responses exhibited lower predictive quality, especially for the SCO2 predictions. 
For pressure responses, NRMSE was as high as 0.08 at a later time (due to lower variance in the predicted 
values, as indicated in Figure 4). For CO2 saturation predictions, NRMSE was as high as 0.17 for the 
Westbay zone #3, and as high as 0.24 for the Westbay zone #7. This, with limited relation between 
reservoir-simulator predicted pressure and CO2 saturation to the Westbay port measurements, suggests 
that the GSA results presented in Figure 6 and especially in Figure 7 should be looked at in a qualitative 
rather than quantitative way. 
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6.  Conclusion 
We have presented results of the pre-injection uncertainty study for IBDP focusing on quantifying 
uncertainty in the project performance metrics including spatial extent of CO2, mass partitioning, and 
Westbay system monitoring responses. Application of global sensitivity analysis allowed us to identify 
and rank reservoir properties according to their contribution to the uncertainty of the predicted 
performance metric. The calculated sensitivity indices provided valuable insight for targeted 
characterization program. Practical limitations of GSA interpretation for predicted station measurements 
are also discussed. Finally, we emphasize that the value of GSA strongly depends on the quality of the 
reservoir model and the relevance of the ranges and probability distributions assigned to the input 
uncertainty parameters.   
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