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In recent decades, the high-k/semiconductor interface is gaining much interest due to 
miniaturization of devices. Rare earth based oxides are promising candidates to 
succeed hafnium oxide as the second generation high dielectric constant (high-k) 
dielectrics. The first part of this dissertation investigates the mechanisms behind 
interface dipole formation which are responsible for appreciable flatband voltage 
shifts commonly observed in capacitors involving rare earth oxides. Electron affinity 
and band offsets are measured using photoemission and with the latter being corrected 
for differential charging using a novel, time-resolved method. A dipole neutrality 
concept/model is then introduced after careful evaluation of the use of 
electronegativity in band alignment models. This novel model allows accurate 
prediction of interface dipoles which will be beneficial for threshold voltage 
adjustments in advanced gate stack engineering. The second part looks into 
manipulation of the interface to improve device characteristics. An ultra-thin yttrium 
interlayer is found to be able to improve interface trap density, leakage current and 
thermal stability of lanthanum aluminate capacitors on silicon. Furthermore, an 
interfacial-layer-free growth of yttrium oxide on germanium is demonstrated using a 
layer-by-layer approach. This is particularly useful in terms of equivalent-oxide-
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1. Introduction and Motivation 
 
1.1. MOS scaling: problems and solutions   
Silicon (Si) - based microelectronic devices, in particular complementary metal-
oxide-semiconductor (CMOS) transistors, have fundamentally revolutionized the 
technology of mankind without which many inventions such as the internet and 
computer would not have existed. In the past few decades, the demand for faster 
and more powerful processors has skyrocketed with the world-wide proliferation 
of consumer electronic products such as smart phones, and touch screen tablets. 
This advancement is achieved through the aggressive scaling of transistor feature 
sizes, i.e. reduction of channel length accompanied with changes in key device 
dimensions.1 This scaling leads to device improvements such as higher speed, 
lower power dissipation and higher packing density.2 In 1965, Gordon Moore 
predicted that the number of components on a chip would quadruple every three 
years.3 So far, this has dictated the trend of growth in the semiconductor industry. 
In 1971, the first 4-bit central processing unit (CPU) released by Intel Corporation 
only had 2,300 transistors.4 Across a span of 40 years, the transistor count has 
reached an alarming number of 2 billion and this scaling is showing no signs of 
stopping.   
 
Sustaining of this aggressive scaling trend however, requires tremendous efforts. 
Some of the crucial aspects include lithography, control of threshold voltage, 
geometric design, and source drain engineering, etc. In recent years, the 
downsizing of the devices has reached atomic scales whereby intrinsic properties 
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has led to the introduction of novel materials such as high mobility substrates, 
copper interconnects, low dielectric constant inter-metal dielectrics, high dielectric 
constant (high-k) gate dielectrics, metal gate electrodes, etc. This approach of 
material engineering promises continued usage of the CMOS technology without 
major overhauls of device fabrication and designs. This is highly desirable from 
the manufacturing point of view given the intensive capital invested in the 
equipment.  
 
Leading the frontier of this miniaturization is the development of high dielectric 
constant (high-k) materials since the gate oxide is the thinnest feature in a 
MOSFET device. At the 90-nm technology node, the silicon dioxide (SiO2) 
thickness is already being shrunk to a mere 1.2 nm (only about four atomic 
layers).5 This presents two fundamental problems which hinders the continual use 
of SiO2 as the gate oxide. First, the gate tunneling leakage current becomes 
unacceptably large, thus affecting the standby power dissipation.6 This is largely 
due to a quantum mechanical tunneling effect which states that the tunneling 
probability is expected to increase exponentially as the oxide thickness decreases 
(i.e., based on the Wentzel-Kraners-Brillouin (WKB) formulation).7 Second, the 
device reliability is greatly compromised. When the gate oxide thickness is too 
thin, the critical density of defects (at the Si/SiO2 interface) required to trigger 
breakdown is reduced significantly, leading to device failure. 8  It is also 
worthwhile to note that the fundamental physical thickness limit of SiO2 is 7 Å, 






3 Introduction and Motivation 
The metal-oxide-semiconductor structure can be electrically modeled as a parallel 
plate capacitor shown in Eq. (1.1) as follows:   
 0 ox 0C (k A) t (3.9 A) / EOT,= ε = ε  (1.1) 
where A is the capacitor area, k is the relative dielectric constant, ε0 is the 
permittivity of free space, and tox is the gate oxide thickness. Since increasing the 
device area contradicts the general trend in scaling, the only way an equivalent 
capacitance (to induce sufficient inversion charges) can be achieved with a thicker 
oxide is to make use of a material with higher dielectric constant (see Eq. (1.1)). 
In other words, the equivalent oxide thickness (EOT) of the high-k dielectric, 
which is a hypothetical thickness assuming that the high-k material has a dielectric 
constant of SiO2 (3.9), is always smaller than its actual physical thickness (tox). 
This ensures that the gate oxide scaling trend can be prolonged.   
 
1.2. Issues pertinent to the choice of high-k dielectrics  
A major component of the success behind the CMOS technology lies in the 
excellent compatibility of SiO2 with Si. SiO2 has a large band gap (~ 9 eV), hence 
large band offsets with Si and also a high breakdown field, of the order of 13 
MVcm-1.10 Moreover, SiO2 possesses good thermal and chemical stability and is 
able to withstand high temperature annealing steps (up to 1000ºC) in the 
fabrication of transistors. If grown properly, SiO2 is also able to form a high 
quality interface with Si giving rise to a low density of interface defects.  
 
The task of replacing the SiO2 gate dielectric with high-k dielectrics is not 
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dielectric constant, the high-k material must be able to meet a set of other 
requirements, namely (1) good thermodynamic stability on Si (or Ge), (2) low 
density of intrinsic defects at the interface and bulk, (3) sufficiently large energy 
bandgap in order to provide a sufficiently high energy barrier to reduce leakage 
current, and (4) be compatible with CMOS processing, i.e. able to sustain high 
thermal budget.  
 
Based on the requirement of being thermodynamically stable on Si, the remaining 
high-k material candidates belong to either transition or rare earth metal oxides.12 
Unfortunately, these existing high-k dielectrics do not fare as well as the 
traditional SiO2 in terms of the above requirements, except for the dielectric 
constant. This may very well be attributed to the difference in the chemical 
bonding nature of the oxides.13 The delocalized d electrons involved in high-k 
oxides result in a more rigid structure that is more prone to structural defects, such 
as oxygen vacancies or interstitials. These d electrons are also the reason behind 
the smaller bandgap observed in high-k oxides.14 This is as opposed to the sp-type 
Si-O bonds which are less rigid and give rise to large splitting of anti-bonding and 
bonding states (larger bandgap).  
 
1.3. Importance of studying the high-k/semiconductor interface 
The high-k/semiconductor interface is particularly important for advanced 
technology nodes due to the various issues highlighted in the schematic shown in 
Fig. 1.1. These issues are concerning the formation of interface layer, interface 
trap charges, and interface dipoles which is discussed in more detail in the 
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Fig. 1.1: Schematic illustrating the various issues involved at the high-k/semiconductor 
interface that are crucial to device performance. Note that kIL and kHK represent the 
dielectric constants for both the interface layer and high-k dielectric respectively.   
 
First and foremost, any formation of an interfacial layer (IL) will play an 
increasingly dominant role in the overall electrical performance due to the ultra-
thin dimension of the gate dielectric as a result of aggressive scaling. One 
immediate impact is the increase of the equivalent oxide thickness (EOT). This is 
because IL formation entails the incorporation of underlying semiconductor atoms 
which will bring the overall dielectric constant down. As such, many have 
espoused the idea of using a zero interfacial layer (ZIL) structure for future 
technology nodes to meet the stringent requirement for EOT scaling.15 This is 
however not an easy task, as seen from literature, because of thermodynamics and 
chemical kinetics involved in the deposition process.16  
 
Furthermore, crucial electrical parameters such as interface trap density, fixed 
charge and leakage current are dependent on the quality of the 
high-k/semiconductor interface. Interface traps degrade the carrier mobility and 
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involving high-k oxides with Si usually do not have as low levels of interface trap 
density (Dit) and fixed charges (Qf) (i.e. 1010 and 1011 cm-2eV-1) as that of SiO2/Si 
structure. 18  Moreover, formation of a silicon oxide (SiOx) interfacial layer, 
coupled with traps within the high-k dielectric bulk, can lead to leakage current 
via trap-assisted tunneling mechanisms.19  
 
Lastly, charge transfer at the high-k/semiconductor interface affects band 
alignment through the formation of interface dipoles. This then affects crucial 
electronic parameters such as the band offset and effective metal work function. 
These are pertinent to the overall device performance as they control the tunneling 
leakage current and flatband voltage (and threshold voltage) respectively. 
Unfortunately, the actual mechanism behind the formation of these interface 
dipoles is still being extensively debated in the literature. In spite of this, high-k 
related interface dipoles are already being used to lower the threshold voltage of 
advanced gate stacks.20 This is valuable because threshold voltage adjustment is 
becoming an increasingly difficult task with the miniaturization of devices.  
 
1.4. Organization of thesis  
The first three chapters review the background knowledge relevant to this work. 
Following the present chapter (i.e., chapter 1), chapter 2 reviews the pertinent 
issues related to the study of the high-k/semiconductor interface, with special 
emphasis on the existing theories and techniques related to band alignment in the 
literature. Chapter 3 describes the working principles behind the characterization 






7 Introduction and Motivation 
There are four main chapters which discuss on the experimental findings. The first 
two chapters focus on gaining insights into the oxide/semiconductor band 
alignment and hence high-k related interface dipoles. Chapter 4 investigates the 
potential pitfalls involved in band alignment study using photoemission and the 
necessary measures to correct them. In chapter 5, we re-evaluate the use of 
electronegativity in the band alignment models for oxide/semiconductor 
heterojunctions by examining a good range of experimental data. Using a newly 
established correlation between dielectric work function and electronegativity, we 
introduce a novel dipole neutrality model that is able to give good predictions for 
the reported interface dipoles in literature. The next two chapters explore the 
possibilities of manipulating the high-k oxide/semiconductor interface in order to 
improve device characteristics. In chapter 6, crucial electrical characteristics (such 
as interface trap density, fixed charges, and leakage current) after annealing are 
improved for the lanthanum aluminium oxide/silicon (LaAlO3/Si) capacitors upon 
insertion of a thin yttrium interlayer. Chapter 7 proposes and investigates a layer-
by-layer method to suppress IL formation in the growth of yttrium oxide (Y2O3) 
films on germanium (Ge) substrates to benefit EOT scaling.  
 
Chapter 8 summarizes the findings in this work. A number of possible future 
directions are then provided as suggestions for future work in the development of 
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2. Literature Review 
 
2.1. Basic material properties  
Advancement in CMOS technology is based upon the careful selection and 
integration of novel materials to overcome the physical limitations brought about 
by the aggressive scaling of devices. This section reviews the fundamental 
properties of rare earth oxides that make them attractive high dielectric constant 
(high-k) materials (see section 2.1.1), and motivations and issues involving the use 
of germanium (Ge) as a high mobility channel material (see section 2.1.2). 
Hitherto, passivation of the Ge surface remains to be a major obstacle in the 
implementation of Ge MOSFETs. Section 2.1.3 discusses existing passivation 
techniques and provides a possible explanation as to why rare earth oxides form 
good interfaces with Ge. 
 
2.1.1. Rare earth oxides as second generation high-k dielectrics  
The criterion of thermodynamic stability on Si limits the choice of high-k 
dielectrics to transition metal (e.g., Hf and Zr), rare-earth metal (e.g., Y, La and 
other lanthanides) oxides and some group II oxides (such as SrO, CaO and 
BaO).12,21 The group II oxides are not favoured because of their high reactivity 
with water.22 Between transition metal oxides and rare earth oxides, the former 
has already been extensively researched but the latter is only beginning to gain 
interest in the recent decade.23 , 24  Rare earth oxides are regarded as attractive 
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to more symmetric band offsets with silicon (see Table 2.1), while maintaining 
comparable or higher dielectric constant.22,25  
 
Table 2.1: Summary of the dielectric constant (k), band gap (Eg), conduction (CBO) and 
valence band offsets (VBO) on Si values for rare earth (RE) oxides and transition metal 
(TM) oxides. The data marked with asterisks are obtained from this work while the rest of 
the data are obtained from refs. 22 and 25  
 
  k Eg (eV) CBO (eV) VBO (eV) 
 SiO2 3.9 9.0 3.2 4.7 
Al2O3 9.0 8.8 2.8 4.9 
RE 
oxides 
LaAlO3 30 6.1 *2.3 *2.7 
La2O3 30 6.0 *2.3 *2.6 
Y2O3 18 5.7 *2.3 *2.3 
Lu2O3 18 5.8 2.3 2.4 
Gd2O3 17 5.6 2.2 2.3 
TM 
oxides 
HfO2 20 5.8 *1.7 *3.0 
ZrO2 25 5.8 1.5 3.2 
TiO2 80 3.5 0 2.4 
Ta2O5 22 4.4 0.35 2.9 
 
 
Moreover, epitaxial growth of HfO2 on Si is unlikely, and low-temperature 
deposition induces defects due to partial amorphocity and residual contamination. 
Some rare earth oxides on the other hand, have closer lattice mismatch with Si 
compared to HfO2 and ZrO2.26 This makes them attractive dielectric materials 
beyond the 45-nm technology node. In addition, rare earth oxides exhibit 
interesting flatband voltage shifts (see section 2.1.1) that can be manipulated for 
threshold voltage adjustment. Lastly, rare earth metals tend to possess multiple 
valency, such as (+2 and +3 oxidation states), which could promote catalytic 
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electrically active defects.27 This is particularly useful for high mobility substrates 
such as Ge, where interface passivation remains to be a problem (more details are 
found in section 2.1.2).  
 
As defined by the International Union of Pure and Applied Chemistry (IUPAC), 
rare earth metals are a set of seventeen elements in the periodic table, including 
the lanthanides plus scandium and yttrium.28  The lanthanide series comprises 
elements with atomic numbers ranging from 57 to 71. Their oxides are known for 
their large bandgap, and hence large band offset, which results in low leakage 
current.29,30  
 
Lanthanium (La) is the first element in this series with an electronic configuration 
of {Xe}5d16s2. Lanthanum oxide, La2O3, has a high dielectric constant of ~25. 
The important physical properties are correlated and follow a distinctive trend 
across the lanthanide group. Being the lightest element in the group, La2O3 has the 
lowest lattice energy of -12.867 kJ/mol, largest band gap (~5.5 eV) and is the most 
hygroscopic among the lanthanide group elements. The tendency to absorb 
moisture poses a major problem in the processing of devices. 31 The formation of 
its low-density hexagonal hydroxide, La(OH)3, lowers the dielectric constant and 
degrades the surface roughness of La2O3. 32  Fortunately, one can introduce 
aluminum (Al) into the oxide to increase the resistance to moisture absorption and 
also to increase the overall bandgap. Furthermore, addition of Al is also expected 
to increase the crystallization temperature and chemical stability of various high-k 
materials studied.33,34,35 This makes lanthanum aluminate (LaAlO3 or LAO) an 
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(~22 to 25), and its stability on Si.36,37 Using a SrTiO3 template layer, epitaxial 
LAO can also be grown on Si (001) due to its small lattice mismatch of 1.3%.38,39 
On the other hand, sputtered LAO films have a very high crystallization 
temperature of 1000oC.40  
 
Yttrium (Y) is often associated with the lanthanide series because of its similar 
valence electron configuration of 4s15s2. Yttrium oxide, Y2O3, has a dielectric 
constant of ~14 to 18, band gap of ~6 eV and has a possibility of epitaxial growth 
on Si (111) with a high quality interface.41,42 The problem of water absorption can 
possibly be eliminated by in situ processing, using a protective capping layer or 
post deposition annealing.43 Interestingly, 4% of yttrium doping can increase the 
dielectric constant of HfO2 films to as high as 27 due to structural phase 
transformation.44  
 
2.1.2. Germanium as high mobility channel material  
Historically, the first transistor was based on Ge. However, the transition to Si was 
necessary due to various factors such as the excellent SiO2/Si interface, the larger 
bandgap of Si compared to Ge, and the abundance of the Si element (raw material 
for Si is sand). In recent decades, Ge is back on the microelectronic research 
agenda again because it promises high electron and hole mobilities (see Table 
2.2). 45  On the other hand, mobility enhancement by strain is subjected to 
limitations.46 In fact, Ge possesses the highest hole mobility of 1900 cm2V-1s-1 
compared to other alternative channel materials, making it an attractive material 
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Table 2.2: Summary of important physical properties of Ge in comparison with Si and other 
alternative semiconductor channel materials. 
 Ge Si GaAs InSb InP
Bandgap, Eg (eV) 0.66 1.12 1.42 0.17 1.35
Electron affinity, χ (eV) 4.05 4.00 4.07 4.59 4.38
Hole mobility, μh (cm2V-1s-1) 1900 450 400 1250 150
Electron mobility, μe (cm2V-1s-1) 3900 1500 8500 80 000 4600
Dielectric constant, k 16.0 11.9 13.1 17.7 12.4
Melting point, Tm (oC) 937 1412 1240 527 1060
 
 
Germanium possesses one of the smallest bandgap (Eg) compared to other 
semiconductors.48 The drawback of a small Eg is the large band-to-band tunneling 
leakage current. However, possessing a small Eg is compatible with low supply 
voltage (Vdd) in advanced CMOS devices. This also implies a lower barrier height 
at the source/drain junction, which is one important factor that affects contact 
resistance.  
 
2.1.3. Passivation of the germanium interface 
The main technical issue hindering the development of Ge MOSFETs is its poor 
interface quality. Its native oxide (i.e., GeO2) is unstable, water soluble, and reacts 
easily with the Ge substrate to form GeO (see Eq. (2.1)), which desorbs as a gas-
phase at low temperatures of about 400oC.49 The desorption process may leave 
behind a defective interface since GeO has reducing properties.50 Desorption of 
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capacitance-voltage (C-V) hysteresis, serious stretch-out of the C-V 
characteristics and a large flatband voltage (VFB) shift.51,52    
 GeO2 + Ge → 2GeO(s) or 2GeO(g) at ~400°C. (2.1) 
 
The poor interfacial issue of Ge is further exacerbated by the fact that hydrofluoric 
acid (HF), which has been known to provide effective passivation for Si devices, 
does not work well for Ge. One theoretical study showed that Ge dangling bonds 
form negatively charged electronic states below the valence band maximum 
(VBM).53 Unfortunately, interstitial hydrogen (H) in Ge exists also as a stable 
negatively charged state and is therefore not able to passivate these dangling 
bonds. Various passivation methods have hence been proposed, with some 
halogen-based pre-gate deposition methods showing decent results. For example, 
aqueous (NH4)2S can suppress the Ge native oxide formation through the 
formation of air-stable germanium sulfide (GeSx), thereby improving the Ge 
device electrical characteristics. 54 , 55 , 56  Also, introduction of nitrogen at the 
high-k/Ge interface through various methods is shown to be effective in reducing 
leakage current and interface trap density. 57 , 58 , 59 , 60  However, introduction of 
nitrogen at the interface possibly degrades the channel carrier mobility, due to 
increased oxide defects which act as Coulomb scattering centers, in a similar 
manner to the effect of SiON and/or SiN in Si MOSFETs.61 Hydrochloric acid 
(HCl) etching of Ge leads to an air-stable chlorine-terminated Ge surface, 
although its effects in actual devices have not yet been thoroughly investigated.62 
Surface passivation by Si is also an attractive approach because the Si/Ge epitaxial 
interface, which is less defective than the Ge-oxide interface, is preserved.63,64,65 
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compromises the effective oxide thickness (EOT) scaling. In addition, the Si 
conduction band is lower than the Ge conduction band and as such, the electrons 
will be mostly populated in the Si layer which has lower electron mobility.66  
 
Recently, GeO2 has been reinvestigated as a promising candidate for Ge surface 
passivation.67,68 This is because despite GeO2 being physically unstable as a bulk 
oxide, it may however be beneficial at the Ge interface. By the analogy from the 
SiO2/Si interface using the bonding constraint model, GeO2 has a large spread in 
bond angles and a random distribution of dihedral angles, thus promising a 
potentially good interface. 69  However, formation of a good quality GeO2/Ge 
interface (with interface trap density Dit ~ 1011 cm-2 eV-1) requires exclusive 
techniques such as slot-plane-antenna (SPA) high density radical oxidation or 
high-pressure oxidation (HPO).   
 
Rare earth oxides, on the other hand, have recently been reported to form good 
interfaces with Ge as compared to HfO2.70,71,72,73 Houssa et al. explain this ability 
to effectively passivate the defective Ge surface through a first principles study on 
the electronic properties of the relevant interfaces.74 Their calculations show that 
Hf-based oxides tend to form Ge-Hf bonds due to the five-fold coordination of Hf 
in the GeOx matrix which is responsible for creating defect levels in the upper part 
of the Ge band gap. On the other hand using La-based oxides, only La-O-Ge 
bonds are formed because La possesses a lower coordination (four-fold) which 
leads to a surface-state-free Ge band gap. Since most of the rare earth oxides are 
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similar four-fold coordination in the GeOx matrix. This explains why rare earth 
oxides can passivate Ge surfaces effectively.  
2.2. Physics of surfaces and interfaces 
Understanding of surface properties has always been intriguing for both 
experimental and theoretical physicists alike, since the situation at the surface is 
different (and much more complicated) from that within the bulk in many 
important ways. Wolfgang Pauli, the great Swiss theoretician, once commented 
that “God created the bulk and the Devil made the surface”. The key concepts 
involved at the surface are crucial, however, to provide useful insights into the 
study of a more complex issue, that of the interface. For example, interface states 
in band alignment theories (see section 2.3) are often developed upon the 
presumption of surface states. This section reviews these key concepts and also 
the work function parameter.  
 
2.2.1. Deviation of surfaces from bulk 
Due to the interference of electron wave functions in a periodic medium, the 
concept of band theory describes the electronic properties of solids relatively well. 
However, the electronic structure near the surface is markedly different from the 
bulk because of the lack of three-dimensional periodicity at the surface. The 
abrupt termination at the surface will give rise to the formation of surface states 
since the boundary conditions for the electronic wave functions are changed in the 
direction normal to the surface. In particular, intrinsic surface states are formed 
when the truncation results in an ideal surface where the surface atoms are in their 
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knowledge of the atomic positions (surface structure) is required and surface 
relaxations and reconstructions frequently occur. This presents one of the most 
challenging tasks in surface science. To further complicate matters, imperfections 
at the surface (for example, missing surface atoms or line defects) will result in 
extrinsic surface states. These states can also be formed in the presence of 
contaminants, such as carbon, hydrocarbon or oxygen, and other adsorbed atoms 
(adatoms).  
 
2.2.2. Electronic states at surfaces 
Simple model calculation of the electronic surface states on a crystalline surface is 
based upon solving of the Schrödinger equation at the surface, i.e. at z = 0.75 The 
most general one-electron wave function for localized states near the ideal surface 
has a plane-wave Bloch character for coordinates parallel to the surfaces (ideal 2D 
periodicity within the surface plane). For simplification, the surface (z = 0) is 
modeled by an abrupt potential step V0 in a nearly-free electron model. Because of 
periodicity within the bulk, one can take as the simplest model a semi-infinite 
chain of identical and periodically arranged atoms, with the end of the chain 
representing the surface. Here, a cosine variation of potential along the chain is 
assumed, i.e. V (z) = 2Vcos (2πz/a), for z < 0. The resulting solutions must be 
composed of a part compatible with the vacuum energy level, Evac = qV0 on the 
vacuum side (z > 0) and of a part with the cosine potential in the bulk (z < 0). This 
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Possible surface solutions can be calculated to be standing Bloch waves inside the 
crystal which are matched to exponentially decaying tails on the vacuum side as 
shown in Fig. 2.1 (a). By allowing for complex wave vectors, additional surface 
solutions become possible, giving rise to a standing wave with exponentially 
decaying amplitude (Fig. 2.1 (b)). The solution then becomes essentially a 
standing wave with exponentially decaying amplitudes at both sides. Another 
important consequence of the matching conditions is the restriction on the allowed 
values of E, i.e. only one single energy level E somewhere within the gap of the 
bulk states is allowed. The solutions of these discrete states are called Shockley 
states.76 Using the other limiting case of tightly bound electrons, Tamm states can 
be derived.77  This is done using an approximate treatment in terms of wave 
functions that are linear combinations of atomic eigenstates (i.e. LCAO). 
 
 
Fig. 2.1: Real part of the one-electron wave function for (a) a standing Bloch wave matched 
to an exponentially decaying tail in the vacuum and (b) a surface-state wave function 
localized at the surface (z = 0).  
 
The existence of electronic surface states, with energy levels different from the 
bulk state, is easy to comprehend within the framework of a tight-binding model. 
Since the atoms residing in the top-most surface layer is missing their bonding 
partners (above them), their orbitals have less overlap with orbitals of 
neighbouring atoms. The splitting and shift in the energy levels of surface atoms 
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breakage of chemical bonds (e.g., sp3 hybrid in Si or Ge) at the surface results in 
dangling orbitals and these orbitals also do not experience the same splitting and 
shift as the bulk atoms. This similarly results in the appearance of energy states 
within the band gap. The perturbation of chemical bonds due to presence of the 
surface is not only restricted to the first layer of atoms. Surface-induced 
modifications of chemical bonds between the top-most layers are called back bond 
states. These states are however generally less disturbed than dangling bonds, 
giving rise to a smaller shift in energy levels with respect to the bulk. 
 
The respective surface state wave functions are “built-up” from conduction (CB) 
and valence band (VB) wave functions which, in the absence of a surface, would 
have contributed to the bulk states. This implies that the character of these states 
also reflects that of the corresponding bulk states. In particular, a semiconductor is 
neutral if all the CB states are empty and all the VB states are occupied by 
electrons. On the other hand, CB states will be negatively charged if occupied 
(acceptor-like) and VB states will be positively charged if unoccupied (donor-like). 
As such, surface states derived from the CB are acceptor-like while those from the 
VB are donor-like in character. 
 
2.2.3. Adatom induced surface band bending  
The formation of extrinsic surface states adatoms (adsorbate) results in surface 
band bending within submonolayer coverage. This has been studied specifically 
on well cleaved gallium arsenide, GaAs (110) surfaces where the intrinsic surface 
states are overlapping the bulk bands, i.e. band gap is empty of such states.  Cao et 
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coverage as low as 10-3 monolayers, for In, Al, Ag, and Au deposited at 83 K on 
p-GaAs surfaces as shown in Fig. 2.2(a).78  
 
Fig. 2.2: (a) Position of Fermi level above the VBM as a function of the amount of nominal 
metal coverage on clean p-GaAs. Experimental data for In (■), Al (○), Ag (□) and Au (●) 
deposited at low temperature from ref. 78 and curves calculated for surface donors at 0.87, 
0.76, 0.68 and 0.49 eV, respectively, above the VBM; (b) Initial pinning position of Fermi 
level above the VBM as a function of the first ionization energy of metal atoms deposited on 
p-GaAs. (●) data from ref. 81; (▲) from refs. 78, 82; (▼) from ref. 83; (■) from refs. 84, 85. 
 
To interpret these data, we first look at how band bending in the substrate is 
affected by the presence of adatom induced surfaces states. In order to satisfy 
charge neutrality, the charges induced by the adatom-induced surface states (Qss) 
must balance with the space charge density in the semiconductor (Qsc). With the 
assumption of discrete donor states at energy Ess, Qss is given by:  
 1SS FSS SS
B
E EQ qN [exp( ) 1] .
k T
−−= + +  (2.2) 
 
At low temperatures, the space charge density in a depletion layer may be 
approximated by  
 1/2SC S 0 A SQ (2q N | V |) ,= − ε ε  (2.3) 
where q is the electronic charge, NA is the accepter density of a p-typed doped 
semiconductor, εs is its static dielectric constant, εs is the permittivity of free space, 
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computed by solving Eqs. (2.2) and (2.3) for adatom-induced donor levels at 0.87, 
0.76, 0.68 and 0.49 eV above the VBM, with the assumption that each metal atom 
deposited induces one surface states, i.e. Nss = σ110θ. The coverage θ in 
monolayers (ML) is measured in units of the total density σ110 = 8.85 x 1014 cm-2 
atoms in the GaAs (110) planes. For the first ~0.25 ML, there is good agreement 
with the experimental data, suggesting that the initial band bending is strongly 
influenced by adsorbate-related surface donors.  
 
The above data suggests the energy of these adatom-induced levels might have a 
certain chemical trend, which is shown to be possible using a tight-binding 
approach. 79  In particular, Mönch showed that the energies of these adatom-
induced surface donors reveal a pronounced chemical trend when they are plotted 
against the ionization energies of the respective free metal atoms.80 This is shown 
in Fig. 2.2(b).78,81,82,83,84,85 In addition to data obtained at low temperature, the plot 
in Fig. 2.2 (b) includes results of transition metals, thulium (Tm) and calcium (Ca), 
which are evaporated at room temperature. The inclusion of these data is justified 
by the fact that depositions of manganese (Mn) at room and at low temperatures 
give the same pinning positions. At room temperature, evaporation of Mn atoms, 
as with other transition atoms, were found to substitute for gallium (Ga) surface 
atoms. Such cation-exchange reactions yield isolated adatoms, effectively 
reducing surface mobility and therefore counteracting the formation of adatom 
islands. This explains for the similar pinning positions observed for both low and 
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2.2.4. Work function and electron affinity  
An important parameter that represents the state of a surface (and arguably the 
interface) is the work function, ΦF. The work function plays a crucial role in many 
important and successful band alignment models which will be discussed in 
section 2.3.86 Theoretically, the work function is equal to the minimum work that 
must be done to remove an electron from the solid at 0K.87 It can be shown that 
the theoretical expression for work function is given by two components 
 F ,Φ = Δφ − μ  (2.4) 
where Δφ is the change in electrostatic potential across the dipole layer created by 
the “spilling out” of electrons at the surface, and μ is the chemical potential of the 
electrons in the bulk metal relative to the mean electrostatic potential there.   
 
Experimentally, it is almost impossible to distinguish between these two terms 
since measurements often include both the surface and bulk contributions. It is 
however crucial to ensure a clean surface prior to measurement so that adsorbed 
contaminants do not contribute to additional surface dipoles.(see section 4.1.3.1) 
The Kelvin probe is one commonly adopted technique for work function 
measurements. It is based on measuring the contact potential built up between the 
sample and the probe but requires prior calibration of the work function of the 
probe tip. Alternatively, ultra-violet photoemission spectroscopy (UPS) can also 
be used (see section 3.2.1.6). On the device level, the work function difference 
between the metal and semiconductor in a MOS capacitor structure dictates the 
flat band voltage (VFB) of the capacitor. Any presence of dipoles at the 
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effective metal work function and therefore causes VFB shifts. This effective metal 
work function can be determined from the VFB-EOT plot by extrapolating to zero 
EOT.88,89 (see section 6.1.2)  
 
Due to the lack of a definite Fermi level, it does not make sense to use the work 
function term for oxide materials. A more appropriate term will be the electron 
affinity, χ, which is defined as the energy required to remove an electron from the 
CBM into vacuum. This parameter is important in band alignment models, 
especially for oxide-semiconductor heterojunctions.  
 
2.3. Band alignment theories  
The ability to understand and control band discontinuities has often been viewed 
as a holy grail in the area of solid-state device engineering. This is because these 
discontinuities (i.e., Schottky barrier height (SBH) and band offsets) act as 
barriers to electronic transport across the junction. In the recent decade, there has 
been a resurgence of interest in studying band alignment due to the introduction of 
high-k materials. This is primarily due to two reasons. Firstly, high-k materials 
have a smaller bandgap compared to SiO2; therefore there is a need to predict 
and/or measure band offsets which control the leakage current. Secondly, high-k 
related interface dipoles are believed to cause large flatband voltage shifts which 
affect the device threshold voltage.90  This section reviews some of the more 
popular existing theories behind band lineup for oxide-semiconductor 
heterojunctions. In addition, this section also shows how band alignment is 
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2.3.1. Ideal Schottky-Mott lineup 
 
Fig. 2.3: Schematic illustrating the “Gedanken” experiment of forming a Schottky junction 
without the presence of any interface states. This will eventually imply that the potential due 
to the interface dipole (i.e.,  Δis) must be zero. 
 
The Schottky-Mott model was one of the earliest theories developed to explain the 
band alignment of metal/semiconductor junctions, or otherwise termed as 
Schottky junctions.91 Essentially, the Schottky-Mott model states that the electron 
Schottky barrier height ( nSBHΦ ) is given simply by the difference between the 
metal workfunction ( mΦ ) and the electron affinity (χS) for n-type Si, Eq. (2.5); or 
the difference between the ionization energy (I) and mΦ for p-type Si, Eq. (2.6), 
whereby g SI E= + χ .  
 nSBH m s ,Φ = Φ − χ  (2.5) 
 pSBH mI .Φ = − Φ  (2.6) 
 
Despite its simplicity, the Schottky-Mott model forms the basis of many other 
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understanding this model is treating it as a “Gedanken” (thought) experiment, as 
shown in Fig. 2.3. Suppose the two materials, i.e. metal and semiconductor, are 
placed parallel to each other with a small gap δis separating them. An electrical 
connection is made externally, thereby equalizing the Fermi level at both sides of 
the junction. Assuming that there are no additional interface states present, the 
only charges present at the semiconductor side should originate only from the 
space charge (QSC) which induces an equal magnitude of charges of opposite 
polarity at the metal side, akin to that of a parallel plate capacitor. The resultant 
potential drop across the interface is then given by  
 is is sc 0( Q ) / .Δ = δ ε  (2.7) 
To maintain continuity in the band diagram, this potential drop can also be 
expressed as Eq. (2.8), whereby Vbb is the semiconductor band bending and VN is 
the Fermi level to conduction band in the bulk. 
 is s bb N meV eV .Δ = χ + + − Φ  (2.8) 
 
By bringing the two materials into intimate contact, such that δis approaches zero, 
the potential at the interface becomes zero (see Eq. (2.7)), and as such the 
Schottky-Mott condition is also otherwise known as a vacuum level lineup. In 
other words, because the interfacial gap vanishes, i.e δis = 0, the charge transfer 
cannot occur any finite distance and therefore no interface dipole can be formed. 
This eventually results in the electron barrier height nSBHΦ (= e(Vbb + VN)) to be 
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Band alignment concepts initially established for metal/semiconductor Schottky 
junctions can often be carried forth to semiconductor/semiconductor and 
oxide/semiconductor heterojunctions, since an oxide can simply be regarded as a 
wide band gap semiconductor. This extension is first made for the Schottky-Mott 
model, followed by other intrinsic gap state models thereafter. The equivalent of 
the Schottky-Mott lineup for oxide/semiconductor heterojunctions is termed the 
Anderson model, which is similarly based on the concept of vacuum level lineup 
(i.e., zero interface dipole). 92  Accordingly, the conduction band offset, CBO 
should then be the difference between the two electron affinities, χ, of  
semiconductors “a” and “b” as follows: 
 a bCBO .= χ −χ  (2.9) 
Unfortunately, it is soon found that experimental results often do not comply with 
this simple rule. Although barrier heights of metal-selenium rectifiers correlate 
linearly with the metal work function, the slope parameter, pSBH mS d( ) / d( )= − Φ Φ  
is 0.08, rather than 1, as required by the Schottky-Mott rule (see Eq. (2.6)). The 
insensitivity of the barrier height to the metal work function, i.e. S < 1, is 
otherwise commonly known as Fermi level pinning (FLP). 
 
2.3.2. Concept of charge neutrality: Metal-induced gap states 
In 1947, Bardeen introduced the concept of interface states to explain for the FLP 
effect.93  In essence, he postulated that prior to the space-charge layer on the 
semiconductor side, interface states exist (usually within the semiconductor band 
gap) and contribute charges that affect the band alignment. This came about 
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Schrödinger equation at the surface (see section 2.2.2). These states contribute 
additional charges to the overall system, on top of QSC (assumed in Eq. (2.7)). This 
accounts for the deviation of the experimental results from the Schottky-Mott 
limit (i.e., S = 1), where no interface states are assumed. In the presence of a high 
density of such states (i.e., Bardeen limit), S approaches zero and the Fermi level 
becomes fully pinned at a certain energy level.    
 
The concept of interface states eventually developed into the metal-induced gap 
states (MIGS) model. This theory was initially proposed by Heine in 1965, which 
was then developed further by Louie, Chelikowsky, Cohen and then Tersoff.94,95,96 
Heine pointed out that the states produced in the semiconductor at the initial 
interface is due to the intimate contact with the electrons from the metal. In 
particular, the introduction of the metal perturbs the existing intrinsic surface 
states. These states exist as a continuum (not discrete) in the in-plane direction 
within the band gap of the semiconductor, and decay exponentially in the out-of-
plane direction. To use this model for quantitative predictions, Tersoff proposed 
the concept of the charge neutrality level (CNL) which is being used to define the 
branch-point of the continuum of MIGS states. This hypothetical energy level is 
defined such that any states below it are predominantly donor-like (VB-like) while 
those above it are mostly acceptor-like (CB-like). As such, the occupancy of these 
states (determined by the relative position of EF) will create additional charges 
that change the alignment (see Appendix I). The corresponding overall band 
lineup in this model is then given by 
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 p VBMSBH s m CNLS(I ) (1 S) ,Φ = −Φ + − Φ  (2.11) 
where CBMCNLΦ and VBMCNLΦ represent the energy distances from the CNL to the 
conduction band minimum (CBM) and valence band maximum (VBM) 
respectively. Note that these two equations contain familiar terms from the 
Schottky-Mott model (see section 2.3.1). As mentioned, this is because the 
Schottky-Mott lineup is one of the limits of the MIGS model, i.e. when S = 1. The 
other limit is the Bardeen lineup which represents the fully pinned condition when 
S = 0.  Under this condition, the Fermi level is aligned exactly to the CNL. 
Robertson successfully extended the MIGS concept to the oxide/semiconductor 
heterojunction, where the conduction band offset (CBO) is given by97  
 Vac Vaca b CNL,a CNL,bCBO (S 1)( ),= χ − χ + − Φ − Φ  (2.12) 
where χ represents the electron affinity and VacCNLΦ is defined as the energy distance 
from vacuum level to the CNL. Note that subscripts “a” and “b” represent the 




= + ε −  (2.13) 
where ∞ε is the electronic part of the dielectric constant of the larger band gap 
material.98,97 More details on this relationship can be found in Appendix 1. 
 
2.3.3. Calculation of branch point energies  
Tersoff computed one of the most reliable set of branch point energies for 15 
semiconductors.96, 99  He first obtained the energy bands with a linearized 
augmented plane-wave method (APW) and used the local-density approximation 
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experimental values by rigid shifts of the conduction bands, i.e. scissors operation. 
Lastly, a cell-averaged real-space Green’s function was computed and 
decomposed into a valence band (VB) and conduction band (CB) part. The CNL 
is then defined as the energy at which these two contributions are of equal value. 
The computed CNL values by Tersoff have proven to be quite reliable but require 
a lot of computational effort involved in the convergence of the Green’s function.  
 
Several other approximate treatments have also been proposed for the calculation 
of the CNL. Flores and co-workers used the average of the midgap energies at the 
Γ, X and L points of the Brillouin zone (BZ) for face-centered cubic (fcc) crystals 
using local-density approximation (LDA).100 Cardona and Christensen applied the 
concept of BZ averaging by using Baldereschi’s special points to approximate the 
corresponding k-point sum, which requires less computational effort compared to 
Tersoff’s method.101,102 More precisely, the CNL is taken as the midgap energy, 
which is an average of the eigenvalues of the two highest VB and two lowest CB 
at the first Baldereschi point. This is as opposed to the scissors operation which 
was used by Tersoff. However, the calculated CNL values by Cardona and 
Christensen are surprisingly near to Tersoff’s values.   
 
2.3.4. Chemical trends: Interface-induced gap states 
In section 2.2.3, it is seen that there exists a chemical trend between the energies 
induced by adatom surface states and its first ionization energy. Upon attaining a 
continuous metallic film, the final Fermi level positions are plotted against the 
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2.4. These final Fermi level positions are identical for both n- and p-type 
semiconductors and this is well supported by experimental data. This suggests that 
the charge transfer involved in the interface formation depends strongly on 
electronegativity. It is also seen that when the electronegativity difference is zero, 
the Fermi level lies at the CNL of GaAs. In fact, a compilation of reported data in 
literature shows that the barrier height is dependent on the electronegativity 
difference for many other Schottky junctions.98 
 
Fig. 2.4: Final pinning positions of the Fermi level above the valence-band maxima versus 
electronegativity difference. Unfilled and partly filled symbols are labeling data obtained 
with substrates doped p-type and n-type.79,96 
 
Pauling correlated the ionicity of single bonds in diatomic molecules with the 
differences in their atomic electronegativities. 103  In essence, the more 
electronegative atom tends to draw more electrons and becomes negatively 
charged. This concept proved useful in solid state physics. Miedema and 
coworkers applied it to metal alloys.104,105 Mönch adopted it to model the charge 
transfer across heterojunctions and proposed that, to a first approximation, the 
charge transfer varies proportionally to the difference between electronegativities 
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calculated based on a geometric mean approach which has been shown to 
effectively predict Fermi energies.106 The model proposed by Mönch is termed the 
interface induced gap states (IFIGS) model. This model recognizes the importance 
of intrinsic gap states in band lineup but advocates the use of electronegativity 
instead of electron affinity (or work function). This is because the concept of 
vacuum level at the interface is not well-defined. Note that in the following review, 
the term “CNL” is used for consistency, which is actually equivalent to the term 
“branch point” used in the IFIGS model.  
 
Fig. 2.5: Work function of metals and dielectric work function of semiconductors as a 
function of Miedema’s electronegativites. (□) and (◊) represent data of metals while (○) 
represents data of semiconductors.  
 
In the derivation of the IFIGS model, it is imperative to establish the relationship 
between electronegativity and work function. One starts off by considering the 
contact potential difference between two solids of different work functions: 
 cp l r .Δ = Φ − Φ  (2.14) 
Charge transfer will occur in such a way that the solid on the left-hand (l) and 
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Φr. As in small molecules, such charge transfer suggests that the work functions of 
solids correlate with their electronegativities.107 In fact, experiments show that the 
work function of polycrystalline metals correlates with Miedema’s 
electronegativities according to Eq. (2.15) below, which is derived from a plot 
shown in Fig. 2.5. Miedema electronegatvities (EN) are preferred since they were 
derived from chemical trends in the properties of metallic alloys and compounds. 
 M 0.86EN 0.59eV.Φ = +  (2.15) 
 
For semiconductors, the dielectric work function ( VacCNLΦ ), defined as the energy 
distance from the vacuum level to the charge neutrality level, is assumed to scale 
with electronegativity, in a similar manner for semiconductors. The dielectric 
work function is defined with respect to the CNL because it is the CNL that 
eventually determines the charge transfer instead of the Fermi level, EF. This is to 
say that there will always be additional charges formed which screens the charge 
transfer unless the semiconductor is doped in such a way that EF matches the CNL. 
This is also justified by the good agreement of the experimental results with the 
linear fit of the metals (see Fig. 2.5).  
 
Since the charge transfer is given by the difference in the work function, there is 
an additional “residual” term due to the fact that VacCNLΦ is defined with respect to 
the CNL instead of the Fermi level (EF). The resultant dipole is thus given by 
 n CBMis m s X m s SBH CNLA (EN EN ) ( ),Δ = Φ − Φ = − − Φ − Φ  (2.16) 
where AX is the proportionality constant between the work function and Miedema 
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conduction band minimum (CBM). On the other hand, the occupancy of the gap 
states depends on the Fermi level position (EF) with respect to the CNL (see 
Appendix 1 for more details). When EF is above, coincides with or below the CNL, 
the resultant net charge (Qis) is negative, vanishes or becomes positive 
respectively. This is given by the following equation:  
 n CBMis is SBH CNLQ eD ( ),= Φ − Φ  (2.17) 
where Dis is the density of interface states. Since the charges induced by the space 
charge density is usually smaller than Qis, the interface dipole (Δis) across a 




is is is is is SBH CNL
i 0 i 0
qq Q D ( ).Δ = δ = δ Φ − Φε ε ε ε  (2.18) 
 
By substituting Eq. (2.16) into Eq. (2.18), one obtains the IFIGS equation for a n-
type semiconductor in Eq. (2.19) and that for a p-type semiconductor can be 
similarly obtained in Eq. (2.20). 
 n CBMSBH CNL X m sD (EN EN ),Φ = Φ + −  (2.19) 
 p VBMSBH CNL X m sD (EN EN ).Φ = Φ − −  (2.20) 
  
These two equations show that the band lineup is composed of a zero-charge 
transfer term and an electric dipole contribution. The slope parameter indicates 
two limiting conditions: DX = 0 for the Bardeen condition and DX = AX for the 
Schottky-Mott condition. This can easily be verified since when DX = AX, Eq. 
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(2.5)). Similarly, the IFIGS model can be carried forth to the oxide/semiconductor 
heterojunction,214 and the resulting equation is given by 
 VBM VBMCNL,b CNL,a X b aVBO D (EN EN ),= Φ − Φ + −  (2.21) 
where VBO is the valence band offset, VBMCNLΦ is the energy distance from the CNL 
to the VBM, and EN is the Miedema electronegativity. Note that this equation 
takes on a similar form to Eq. (2.20). Subscripts “a” and “b” represent the 
semiconductor and oxide respectively. 
 
2.3.5. Other extrinsic mechanisms  
One major contender against the MIGS model in the early period is the Unified 
defect model (UDM) proposed by Spicer and co-workers. This model suggests 
that native defects in the semiconductor are responsible for the Fermi level 
pinning (FLP). Unfortunately, this model was not well-received because the 
density of extrinsic defects is not high enough to account for FLP.  It is shown that 
a defect density of at least 1014 cm-2 is needed for metal-semiconductor interfaces 
due to the screening effect from the metal.108 This then favors the MIGS theory 
since the gap states can be sufficiently high.213 Furthermore, there is no direct 
evidence that FLP is associated with defect levels due to the limited sensitivity of 
spectroscopy techniques in detecting the small amount of defect states.109 
 
Subsequently, many other band alignment models have been proposed, one of 
which is the chemical bond polarization model.110 This model attempts to explain 
the FLP effect in terms of polarized chemical bonds at the metal-semiconductor 
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metal/semiconductor interface is driven by the minimization of interface energy. 
This leads to the polarization of interfacial chemical bonds which is responsible 
for the interface dipole formation. This can be quantitatively estimated using the 
electrochemical potential equalization (ECPE) method. In this model, parameters 
such as density of chemical bonds, bond distance and the sum of all the hoping 
interactions (involved in bonding) are used. However, the ECPE method becomes 
inaccurate for materials with bandgaps, and as such, this model is not easily 
implemented for explaining high-k/semiconductor heterojunctions. 
 
2.4. Band offset measurement techniques  
The development of theoretical band alignment models for oxide/semiconductor 
heterojunctions are based upon accurate measurements of band offsets. These 
measurements often require techniques that are capable of probing the interface, 
and these can be broadly classified into two categories: (1) electrical/transport 
based and (2) photoemission based techniques. 111  In the former case, excited 
electrons are transported across the actual interface itself, whereby its conduction 
is governed by the relevant band offsets. In the latter case, band discontinuities are 
extracted based on referencing of energy levels measured by ejection of the 
electrons from their filled states to the vacuum level. We will only briefly review 
some common transport based techniques in section 2.4.1 while the photoemission 
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2.4.1. Electrical/transport based techniques  
Internal photoemission (IPE) and current-voltage (IV) measurements can be used 
to extract the band offset.112,6,113 This category of techniques is based on the actual 
transport of carriers across the interface and therefore requires a metal electrode to 
provide the electric field. Errors involved in this family of techniques include (1) 
presence of interfacial charges or traps, (2) presence of additional metal/oxide 
interface and (3) complications related to modeling of conduction current. An 
important pre-requisite for using IV measurements to extract band offset is that 
the conduction mechanism be electrode-limited, i.e. Fowler-Nordheim (FN) 
tunneling or Schottky emission (SC). This is however, often not the case given the 
numerous mechanisms cited for high-k oxides (see section 3.2.4.3).    
 
2.4.2. Photoemission based techniques  
In comparison with transport based techniques, photoemission measurements are 
advantageous in various ways. First, these measurements are quick and do not 
require the deposition of an additional conducting electrode. In addition, the 
extraction of band discontinuities is based on straightforward referencing of 
energy levels without the need for complicated conduction models. Lastly, these 
measurements can be as accurate (±0.1 eV), if not more than most transport based 
techniques given the typical spectrometer energy resolution of ± 0.05 eV. There 
are, however, some potential pitfalls associated with this technique which will be 





36 Literature Review 
2.4.2.1.  Core-level at interface   
 
Fig. 2.6: Energy band diagram of an oxide/semiconductor heterojunction showing how the 
valence band offset (ΔEV) can be extracted using Kraut’s method (not drawn to scale). Note 
that EV represents the valence band maximum while ECL represents the core level.  
 
Kraut et al. first introduced this referencing method based on core-level 
photoemission spectroscopy.114,115 Here, three samples, representing the two bulk 
materials at both sides and the interface, are required. Depending on the mean free 
path (MFP) of the photoelectrons, appropriate thicknesses are chosen for the bulk 
and interface samples. Given a typical Al kα X-ray source of 1487.7 eV, the 
thickness of bulk samples are often in the range of 13 to 20 nm to ensure that 
negligible substrate photoelectrons can escape. Following the same argument, 
thicknesses of interface samples are kept below ~10 nm to ensure that the 
interface can be probed.  
 
In order to derive the valence band offset (ΔEV, or VBO), one needs to measure 
the core-to-valence energy level differences (ECL-EV) for the two bulk samples 
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 Semi Semi OX OXV CL V bulk,Semi CL V bulk,OX CLE (E E ) (E E ) E ,Δ = − − − + Δ  (2.22) 
where the superscripts “Semi” and “OX” represent the semiconductor and oxide 
respectively while subscripts “CL” and “V” represent core-level and VBM 
respectively. The determination of the VBM using photoemission is found to be 
most accurate using a linear extrapolation method for instruments equipped with 
monochromatic X-ray sources.116 As such, this method is most commonly adopted 
in literature and therefore is used in this work. Note that although in the following 
examples, Kraut’s method is used to measure band offsets, it can similarly be 
applied to measure the Schottky barrier height (SBH) by replacing (ECL-EV) with 
(ECL-EF) instead for the bulk metal. 
 
2.4.2.2.  Valence band at interface  
Since photoemission allows one to measure the VBM, it is theoretically possible 
to directly deduce the valence band offset at the interface if one is able to 
distinguish the valence bands at the interface. Such measurements would imply 
that only one interface sample is needed instead of three samples (using the core-
level at interface method). However, deconvolution of the valence band spectrum 
is often not an easy task. Chiam et al. investigated the effects of varying film 
thickness on VBO measurements of Y2O3 films on Si using the valence band at 
interface method.117 
 
The valence band spectra plotted in Fig. 2.7 are aligned such that the Si 2p 
binding energy (BE) matches that of the clean substrate. The initial spectrum (i.e. 
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(Si substrate) and the other indicated by the bold line (O 2p states from Y2O3). 
The VBO is then the difference between the extrapolations of the slopes from Si 
and Y2O3. With the reduction of overlayer film thickness after sputtering, the 
increased contribution from the Si substrate slope leads to reduction in the 
steepness of the linearly extrapolated slope. This leads to an apparent lowering of 
the VBO extracted. This illustrates the possible error involved in this method due 
to choice of film thickness.  
 
 
Fig. 2.7: Measured valence band spectra of  5nm Y2O3 on Si at different depth profiles. The 







39 Experimental Setup and Theory 
3. Experimental Setup and Theory 
 
3.1. Growth setup  
In this study, high-k oxide films are grown using either sputtering or UHV 
evaporation EFM3 deposition, followed by plasma oxidation. The former method 
is employed for deposition of different high-k oxide films for band alignment 
studies (see Chapters 4 and 5) and in the fabrication of capacitor structures for 
electrical characterization (see Chapter 6). The latter UHV technique is used for 
the growth of yttrium oxide because of its tendency for moisture absorption (see 
Chapter 7). Fundamental studies involving initial growth and reaction pathways 
behind interfacial layer formation can thus be studied.  
 
3.1.1. Sample preparation  
Prior to deposition, Si substrates n-type (phosphorous dopants, 1015 to 1016 cm-3) 
underwent a standard Radio Corporation of America (RCA) cleaning process 
typically employed by the semiconductor industry.118 This RCA process starts 
with a 20 minutes (min) RCA1 dip, which is a solution of NH4OH (aqueous 
ammonia), H2O2 (hydrogen peroxide) and de-ionized water (H2O) in the ratio of 
1:1:5. This is followed by a 20 min RCA2 dip, which is a solution of HCl 
(hydrochloric acid), H2O2 and H2O in the ratio of 1:1:6. RCA1 is to remove 
organic contaminants while RCA2 is used for removing ionic contaminants. Both 
solutions are maintained at a bath temperature of 80oC. The substrates were rinsed 
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samples underwent a final dip in 10% hydrofluoric acid for 25 s to produce a 
hydrogen-terminated sample.118 
 
Other substrates were cleaned using standard procedures from the literature. 
Germanium (Ge) n-type (Sb, 1015 - 1016 cm-3) and p-type (Ga, 1016 cm-3) 
substrates were cleaned using a cyclic (for 5 times) 10% HF dip and deionized 
water rinse. 119  Indium gallium arsenide (In0.53Ga0.47As) and gallium arsenide 
(GaAs) p-type substrates with Zn doping of ~1016 - 1017 cm-3 respectively, were 
dipped in hydrofluoric acid (HF) for 30 s followed by ammonium sulfide, (NH4)2S, 
for 5 min.120 Gallium nitride (GaN) p-type (Mg, 1018-1019 cm-3) substrates were 
dipped in HCl for 5 min while intrinsic zinc oxide (ZnO) underwent ultrasonic 
cleaning in acetone, ethanol and deionized water for 5 min. 121 , 122  For UHV 
deposition, an additional annealing step (at ~400oC) was carried out once the 
substrate was loaded into the deposition chamber. This is to degas both the surface 
carbon contaminants and also any remaining native Ge oxide. 
 
3.1.2. Sputtering, thermal evaporation and annealing  
Sputter deposition was carried out using an Anelva L3325FH multi-target (a 
maximum of three targets) sputterer. Upon loading of the sample, a turbo-
molecular pump was used to pump the chamber down to typically a base pressure 
of ~9 x 10-7 Torr. Once the desired base pressure was reached, the chamber was 
filled with Ar gas at a flow rate of 30 sccm till the chamber pressure stabilized at 
~0.3 kPa. Plasma was then generated using the RF generator at 10 W after 
bringing the pressure to 5 kPa. Once the plasma was ignited, the valve was fully 
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then increased to the desired value. Pre-sputtering was conducted for each target 
for 10 – 15 min to remove possible surface impurities with the mechanical shutter 
in place. The actual sputtering commences upon opening this shutter and the 
sputter time was noted to control the deposition thickness. In this study, the wafer 
stage was kept at room temperature, i.e. around 28oC. Sputtering targets are three 
inches in diameter and mounted on copper plates. The sputtered materials include 
yttrium metal, yttrium oxide (Y2O3), lanthanum aluminate (LaAlO3), lanthanum 
oxide (La2O3), aluminum oxide (Al2O3), and hafnium oxide (HfO2), all of 99.9% 
purity. The RF power used was 100 W, except for Al2O3 (30W) and HfO2 (50W) 
targets. The deposition rate was calibrated using ellipsometery based on the 
different refractive indexes of the dielectric films. 
 
The capacitor structures fabricated in this study (i.e. in Chapter 6) consist of 
aluminum (Al) metal front and back electrodes which were thermally evaporated 
using an Edwards FL 400 evaporator. The chamber was pumped down to ~10-6 
Torr before deposition. Evaporation was performed by passing ~1 A of current 
through a tungsten filament holding small Al wires at a deposition rate of ~1 nm/s. 
Al metal dots with radius of ~230 μm (measured by an optical microscope) and 
thickness of ~200 nm (measured by an in-built thickness gauge) are formed using 
a shadow mask for the front side while the entire back side of the sample was 
metallized. 
 
Furnace annealing was carried out in a horizontal quartz tube furnace. The three-
zone furnace was back filled with nitrogen (N2) at a flow rate of 3 liters/min. In 
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800oC for 30 min, while post metallization annealing was done under forming gas 
ambience (10% H2, and 90% N2) for 10 min at 400oC to improve the metal contact 
properties.  
 
3.1.3. UHV evaporation 
In the growth of high-k oxides, physical deposition methods such as molecular 
beam epitaxy (MBE) or electron beam (e-beam) evaporation are preferred over 
chemical based techniques, and even atomic layer deposition (ALD), in terms of 
control over the interface. 123  This is because of two reasons.27 Firstly, more 
advanced physical deposition techniques are carried out in UHV environment 
which allows for in situ desorption of any native oxide to achieve a clean surface 
prior to the dielectric growth. Secondly, room temperature deposition is possible 
with physical deposition methods while chemical deposition methods typically 
require higher temperatures for the reaction of the precursors.  
 
In order to further elaborate on the effects of vacuum on contamination during 
growth, one can consider the rate of n number of gas atoms impinging on unit area 
of surface per unit time using the kinetic theory of gases:124  
 2 1 22 2 1
dn P Pcm s 3.5x10 cm s ,
dt 2 mkT MT
− − − −= =π  (3.1) 
where P is the gas pressure (in Torr), m is the atomic mass (in g), k is the 
Boltzmann constant, and T is the absolute temperature (in K). Converting the 
atomic mass to molecular weight M, one finds that the arrival rate becomes 3.2 x 
1014 cm-2s-1 under a pressure of 10-6 Torr for a typical residual gas molecular 





43 Experimental Setup and Theory 
density of Si. The implication of this is that at a pressure of 10-6 Torr, a full 
monolayer of residual gas atoms arrives at the surface, and the amount of reaction 
will then depend on the sticking coefficient of these residual atoms. It is then 
apparent that UHV conditions (preferably 10-9 to 10-10 Torr) is necessary to 
minimize surface contamination.  
 
Electron beam evaporation was carried out using the Omicron evaporator with an 
integral flux monitor (EFM3) in the preparation chamber which is maintained at a 
base pressure of 10-10 to 10-9 Torr by a turbo-molecular pump. The preparation 
chamber is connected to the analysis chamber and therefore allows in situ XPS 
and UPS characterization. By using the electron beam (instead of thermal energy), 
evaporation can be carried out with lesser contamination, better thickness control, 
and at a higher temperature range over a more localized area. This allows for a 
wider range of materials (with higher melting points) to be used. The electron 
beam source is generated through thermionic emission by passing a current 
through the filament. A high voltage between the filament and the rod then 
controls the energy of the impinging electrons (on the evaporant rod) which 
affects the heating power. Once the temperature of the evaporant rod is 
sufficiently high such that the material reaches a semi-molten state, a small blob 
will form which is being kept bonded to the tip by surface tension. One then waits 
for the deposition flux to become stabilized before opening the shutter to begin the 
actual deposition. It is important at this point not to further increase the energy of 
the e-beam as the deposition flux can suddenly increase drastically. During 
deposition, the copper shroud is cooled with circulation of chilled water so as to 
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quartz crystal modulator (QCM). Essentially, the QCM makes use of the 
piezoelectric property of quartz to measure the resonance frequency shift which 
changes according to the film thickness. The QCM in this study is operated at an 
oscillator frequency of 5.14 MHz, and thickness is determined using a yttrium 
bulk density of 4.34 g/cm3 with an impedance factor of 0.835. 
 
 
Fig. 3.1: Vapor pressure curves for different elements.126 
 
It is known that at a given temperature (T), the vapour pressure (p) varies 
according to the Clausius-Clapeyron relation:125 
 vapp A exp( H RT),= − Δ  (3.2) 
where A is the rate constant, ΔHVap is the enthalpy of vapourization and R is the 
gas constant, i.e. 8.3145 J mol-1 K-1. This dependence of vapour pressure with 
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useful vapour pressure of 10-4 Torr can be obtained when yttrium reaches a 
temperature of ~1600 K. This is close to the specifications from other sources.127  
 
In equilibrium, one assumes that the amount of particles leaving the evaporant 
equals to the flux of particles impinging on the substrate surface, using the similar 
kinetic theory of gases as in Eq. (3.1). Assuming that all the molecules from the 
gas phase are deposited on the surface, the maximum value for the deposition rate 





p r p rD 3.5x10 cm s ,
L 2 mkT L MkT
− −= =π  (3.3) 
where M is the molecular weight (in g), p is the vapour pressure (in Torr), and r is 
the radius of evaporant rod (cm), L is the distance from source to substrate (cm), 
and T is the temperature of the evaporant (K). Calculating based on r = 0.1 cm, T 
= 300 K, L = 22 cm, and M = 88.9 g, a vapour pressure of 10-4 Torr leads to a 
deposition rate of 0.04 ML/min. (surface density of Ge (001): 6.25 x 1014 
atom/cm2 = 1 ML) Assuming 1 ML is equivalent to 3Å based on a hexagonal 
close packed structure for the Y atoms, a typical value for the deposition rate 
should be around 0.13 nm/min.  
 
The maximum filament current and voltage are 1.9 A and 1000 V as indicated in 
the Omicron manual. A thorough degas step was carried out for both the shroud 
and rod beforehand to ensure a low chamber pressure of ~3 x 10-9 Torr during our 
deposition. Deposition was carried out under a constant flux of ~ 30 nA, with an 
emission current of ~15 mA and the beam diameter lies in the range of 8.5 – 15 
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shows that the deposition rate should be ~0.096 nm/min. This implies that the 
temperature of the rod has reached ~1600 K. 
 
3.2. Characterization techniques  
In this study, the characterization tools can be divided into two broad categories, 
namely physical (and chemical) and electrical characterization techniques. The 
former includes X-ray photoelectron spectroscopy (XPS) to study the chemical 
profile and electronic properties at the interface, (see section 3.2.1), ultra-violet 
photoelectron spectroscopy (UPS) to measure the work function and electron 
affinity, and transmission electron microscopy (TEM) to physically identify 
interfacial layer formation (see section 3.2.2). Other important techniques such as 
X-ray diffraction (XRD) to check the crystallinity of the film and ellipsometery to 
measure the film thickness are briefly explained in section 3.2.3. On the other 
hand, electrical measurements using capacitance-voltage (CV), conductance and 
current-voltage (IV) measurements provide important parameters that are often 
used to assess the quality of the high-k/semiconductor interface, which directly 
affects device performance (see section 3.2.4).  
 
3.2.1. Photoelectron spectroscopy 
Photoelectron spectroscopy, or photoemission, allows one to probe the electronic 
properties of solids, their surfaces and interfaces.128 This is essentially carried out 
by analyzing the binding energy (BE) distribution of the emitted photoelectrons 
(i.e. electrons emitted due to excitation by the incident photons). The energy of the 
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photoelectron spectroscopy (UPS), or in the X-ray regime (> 1000 eV) for X-ray 
photoelectron spectroscopy (XPS). By using different photon energies, different 
information can be obtained. For instance, XPS looks mainly at core-level 
photoelectrons which are sensitive to the chemical bonding environment (see 
section 3.2.1.2). On the other hand, UPS looks at valence electrons, which reflect 
the occupied density of states (DOS) in the material (see section 3.2.1.6). Despite 




Fig. 3.2: Schematic illustrating photoemission as a three-step process: (1) Photoionization of 
electrons with incident photons with energy of hv; (2) Emitted travel to the surface with 
production of secondaries (shaded) as a result of inelastic scattering; (3) Electron penetration 
through the surface and escape to vacuum. Note that electrons can be emitted from the 
valence band (empty circle) or deeper in the core levels (filled circle) and φsp represents the 
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Photoemission can be understood as the excitation of an electron from an initial 
bound state to a final state that can be described by a damped wave function 
(which includes matching of momentum at the surface). Despite the 
photoemission process being inherently a one-step process, the three-step model 
(shown in Fig. 3.2) is particularly useful in summarizing the essential theories 
involved in XPS.129 The first step is the photoionization process, which involves 
the interaction of the electromagnetic wave with the electrons in the solid, and it is 
described by the “Fermi’s golden-rule” transition probability.75 This optical 
excitation essentially results in a direct vertical transition in the reduced zone 
scheme. When the electron does not encounter any loss mechanisms, a 
photoelectron with kinetic energy equal to the incident photon energy minus its 
binding energy (BE) is emitted.130 Initial and final state effects can affect the BE 
at this point and these are discussed in section 3.2.1.2.  
 
The second step involves the transport of the electron from the bulk to the surface. 
A large number of electrons undergo inelastic scattering processes such as 
electron-plasmon or electron-phonon scattering and contributing to a secondary 
background, or otherwise known as secondaries. Besides forming secondaries, 
other important processes like bulk plasmon losses occur during this step, which 
contributes to the important spectral features discussed in section 3.2.1.3. 
Furthermore, the probability that an electron can reach the surface without 
inelastic scattering is described phenomenologically by the mean-free path, λ (see 
section 3.2.1.5). Photoemission is a highly surface sensitive technique because of 






49 Experimental Setup and Theory 
The third step accounts for surface effects which affect the photoemission 
spectrum. This is described by the scattering of the Bloch electron wave from the 
surface-atom potential. The vertical component of the electron wave vector is 
changed due to the need to overcome the work function of the spectrometer (seen 
in Fig. 3.2). This has implications in the measurement of lower kinetic energy 
electrons in work function measurements. In addition to this, other pertinent 
surface effects include surface plasmons and surface dipoles, which can possibly 
affect the kinetic energy of the photoelectrons and these are discussed in sections 
3.2.1.3 and 3.2.1.6 respectively.  
 
3.2.1.1. Instrumentation  
Before describing the XPS spectral analysis, it is useful to review the 
instrumentation. The primary components include the vacuum system, X-ray 
source and electron energy analyzer. 131  In this study, our photoemission 
experiments are performed in a VG ESCALAB 220i-XL system with the 
background pressure in the analysis chamber kept in the low 10-10 Torr range 
using an ion gettering pump and a titanium (Ti) sublimation pump. The latter can 
be switched on to lower the chamber pressure by coating the surrounding chamber 
walls with a thin film of clean Ti that helps to getter residual gas (e.g. oxygen and 
moisture). This ultra-high vacuum (UHV) condition is necessary due to three 
reasons. Firstly, the photoelectrons must be able to travel from the sample to the 
analyzer without colliding with the gas phase particles. Secondly, the X-ray 
source requires vacuum conditions to remain operational. Thirdly, this is to ensure 
a clean sample surface since contaminants can easily affect this surface sensitive 
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(supported by a turbomolecular pump) which is isolated from the main analysis 
chamber.  
 
The X-ray source is produced by impinging a high energy electron beam (~10 keV) 
onto a target. This process creates core holes which in turn generate fluorescence 
X-rays that is used for the XPS experiments. The characteristic X-ray fluorescence 
possesses different energies and natural line width for different materials. In this 
study, a monochromatic Al Kα source is being used. This is a common energy 
source for laboratory use because it is able to provide a sufficient energy source of 
1486.6 eV with a narrow line width of 0.85 eV which is capable of giving a good 
energy resolution. The use of a monochromatic energy source is important to 
avoid other weaker (satellite) fluorescence lines and Bremsstrahlung radiation 
which may contribute to ghost peaks. Also, the monochromatic source is able to 
narrow the energy spread of X-rays to give a better energy resolution. The spot 
size of the XPS equipment used in this study is 700 μm in diameter. 
 
Lastly, this system uses a concentric hemispherical energy analyzer with a 
magnetic immersion lens (XL lens) to maximize the photoelectron signals. The 
analyzer was calibrated with pure gold, silver, and copper (polycrystalline) 
standard samples by setting the Au 4f7/2, Ag 3d5/2, and Cu 2p3/2 peaks at BE of 
83.98 ±0.02 eV, 368.26 ±0.02 eV, and 932.67 ±0.02 eV respectively. The Fermi 
edge was calibrated using a pure nickel sample. In addition to collecting the 
photoelectrons, the lens system also retards the electrons such that their kinetic 
energy (KE) becomes close to the pass energy of the energy analyzer. The 
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with radius R1 and R2. A potential of ΔV is applied across both hemispheres such 
that the outer one is negative with respect to the potential at the centre line, R0 = 
(R1 + R2)/2. This centre line potential is also equivalent to the pass energy (Ep) 
which affects the energy resolution (ΔE) of the photoelectron peaks. By keeping 
Ep constant, ΔE is maintained constant since the analyzer resolution, defined as 
~ΔE/Ep, is fixed at a certain value. This relationship shows that to achieve a better 
resolution ΔE, one needs to lower the pass energy Ep. In this study, the high 
energy resolution and survey scans are recorded with pass energies of 10 eV and 
150 eV, respectively. Because of the lower signal intensity (as a result of lower 
Ep), at least ten scans are typically carried out for the high energy resolution 
spectra. Once the electrons have passed through the analyzer, they are counted 
using a multichannel array.  
 
3.2.1.2. Binding energy shifts 
The crux in the interpretation of the photoelectron spectrum lies in the 
understanding of binding energy (BE) shifts. The BE of a photoelectron is simply 
the difference in energy of the (n-1) electron final state and the initial n electron 
state. A first approximation for BE comes from the Koopman’s theorem which 
states that the BE is simply the negative orbital energy calculated from the 
Hartree-Focke method.132 In other words, this theorem adopts a “frozen orbital 
approximation” whereby the remaining orbitals are the same in the final state as in 
the initial state. However, in reality, final state effects must be accounted for. 
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or minimize the electrostatic effect due to the sudden creation of the core hole 
when the electron is emitted. 
 
Initial state effects will firstly be discussed. The initial state is defined as the 
ground state of the atom prior to the photoemission process. This effect 
contributes greatly to chemical shifts which defines one of the main uses of XPS. 
As such, XPS is also known as electron spectroscopy for chemical analysis 
(ESCA). Such effects are best observed using core electrons which exhibit sharp 
peaks. Typically, when the atom becomes a positive ion, i.e. gains positive 
charges, Q, the BE of the remaining electrons increases. This is because losing 
electrons implies lesser screening of the positive nucleus on the remaining 
electrons. As such, the core electrons become more tightly bounded to the nucleus, 
i.e. higher BE. Taking into account the additional influence of fields produced by 
other atoms (giving rise to potential energy, V), the resultant BE shift (ΔBE) 
between two compounds A and B can be quantitatively described using a simple 
charge potential model as follows:133   
 A B A BBE(A,B) K(Q Q ) (V V ),Δ = − + −  (3.4) 
where K is the coupling constant which is related to the Coulomb interaction 
between the valence and core electrons.  
 
As mentioned earlier, final state effects can also have a significant impact on the 
overall BE. Due to the creation of a positive core hole, electron rearrangement on 
a faster time scale can occur, thus resulting in a change of the BE. One of these 
effects is relaxation and this is usually dependent on the density of free and mobile 
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relaxation. The former arises due to electrons within the atom while the latter is 
due to electrons from surrounding atoms (see section 4.1.2.2). Other types of final 
state effects include multiplet splitting and shakeup satellites. These often show up 
as distinctive spectral features and are described in section 3.2.1.3.  
 
Besides initial and final state effects, a change in the reference energy level can 
also affect the BE. These external effects are not directly related to the 
photoemission process itself and include other electrostatic effects such as band 
bending, interface dipoles and charging. Since the measured BE is always 
referenced to the Fermi level of the spectrometer, which is tied to that of the 
sample, band bending will cause a shift in the entire photoelectron spectrum.134 A 
typical band bending region can cover up to a range on the order of hundred 
nanometers as opposed to the probing depth of about 3 to 12 nm for XPS. As such, 
unless the substrate is heavily doped, such band bending effects can be negligible. 
On the other hand, dipoles present at the interface manifest as a potential drop at 
the vacuum level, which once again results in a change of  the reference energy 
level.135,136  
 
Lastly, charging in dielectric films can lead to BE shifts, and even spectral peak 
broadening (see section 3.2.1.4), because the insulating film is unable to 
compensate for the electrons lost in the photoemission process. Correction for this 
charging effect in insulators is a tricky problem. Some methods have been 
proposed in the literature to overcome this. One way is to flood the sample with a 
monoenergetic source of low-energy (< 20 eV) electrons in order to neutralize the 
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photoelectron spectrum to a reference peak, i.e. adventitious carbon C1s energy at 
285 eV. 137  This allows a fairer comparison across samples. However, these 
methods have their disadvantages and in this work, the use of a novel time-
dependent method is proposed to correct for charging effects (see section 4.1.2.1).  
 
The theory behind the time dependence of insulator charging will next be 
discussed. In electrostatics, in the absence of an external electric current, an 
electric charge density (ρ) will decrease according to an exponential time 
dependence manner (shown in Eq. (3.5)) when embedded in a medium of 
electrical conductivity (γ) and permittivity (ε), as follows:138   
 (t) (0)exp( t ),ρ = ρ − τ  (3.5) 
where the dielectric time constant, τ = ε/γ, is a measure of the residence time of a 
mobile charge locally set at a point inside a material. Note that ε = ε0εr, where εr  
is the relative dielectric constant of the material and the permittivity of free space 
ε0 = 8.85 x 10-12 F/m. The recombination rate equation shown by Eq. (3.2) is 
derived from the conservation of electric charge, Ohm’s law, and Gauss’s 
theorem.139 Expectedly, τ is negligibly small (< 10-3 s) for both metals and most 
semiconductors due to their low resistivity (1/γ) values (< 10-2 Ω−m).140 However, 
typical resistivity values for common oxides like Al2O3 or SiO2 can range from 
1012-1014 Ω−m, which amounts to τ values of between 77 to 7800 s.141 During 
X-ray irradiation, trapped charge densities are expected to increase as a function 
of time. Assuming these charges increase linearly as a first approximation, then 
the resultant variation of charge density with time after considering the 
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 (t) ( )[1 exp( t )],ρ = ρ ∞ − − τ  (3.6) 
where ( )ρ ∞ is the charge density when the system reaches steady state. As 
expected, τ can vary due to various factors such as actual grounding conditions, 
and different conductivity of the film due to different processing conditions. 
Furthermore, the focusing of X-rays affects τ because the conductivity changes 
under X-ray irradiation. 
 
3.2.1.3. Spectral features  
In this section, common features such as the rising background, X-ray induced 
Auger electrons, spin-orbit doublets, plasmon losses and other satellite features 
are discussed. These distinctive features are generally discernable as opposed to 
the more subtle shifts mentioned in the previous section. The common rising 
background (with increasing BE) easily observed from wide survey scans is 
attributed to inelastic scattering of the photoelectrons during the second stage in 
the three step model. Due to the nature of the collisions within the solid, there is a 
continuum of energies (not discrete) of such escaping photoelectrons, therefore 
forming the cumulative background signal.  
 
In addition to photoemission related peaks, prominent peaks such as X-ray 
induced Auger electron peaks can ride upon the secondaries background. The 
Auger electron emission is a consequence of the relaxation of the excited core 
hole. Here, the Auger electron is ejected because of the energy gained from the 
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are generally much broader than core level peaks but are still useful for obtaining 
information such as extra-atomic relaxation (to be discussed in section 4.1.2.2). 
 
Spin orbit splitting exists for all photoemission (zero loss, main) peaks except for 
the s orbitals, because of the possibilities of two final states, i.e. spin up and spin 
down. If there is an open shell (quantum number l > 0, i.e. p, d, or f orbital) with 
two states of the same energy (orbital degeneracy), a magnetic interaction between 
the spins of the electron and its orbital angular momentum leads to a splitting of 
the degenerate state into two components. This is also known as spin-orbit 
coupling or j-j coupling (j = l + s) where s = +1/2, or -1/2. The ratio of their 
respective degeneracies, 2j+1 determines their respective intensities with the 
higher j number having a lower BE. Furthermore, the doublet separation increases 
for orbitals further from the nucleus, i.e. p > d > f within a given atom.  
 
Another important component of spectral features is that of plasmon losses. 
Plasmon is a quantum of oscillations of collective longitudinal excitation of the 
conduction electron gas. The charge of the electron can couple with the 
electrostatic field fluctuations of the plasma oscillations resulting in a periodic 
energy loss of the electron which is equal to integral multiples of the plasmon 
energy. It is equally possible to obtain plasmons in dielectrics, as well as in metals, 
when the entire valence electron gas oscillates back and forth with respect to the 
ion cores.  These excitations of the conduction-electron system (plasmons) can 
originate from (1) the de-excitations of the photohole during the photoemission 
process (intrinsic) or (2) electron-electron or electron-ion interactions as the 
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Due to many body effects, satellite peaks can also be observed. These peaks are 
not explicable on the basis of a simple one-electron transition theory for an 
ionization process. For instance, these satellites can occur in a dielectric because 
of inelastic losses due to inter-band excitations, or shake processes. Shake 
processes are final state effects which occur when the photoelectrons are excited 
into unoccupied states above the Fermi level (shake up) or into continuum states 
(shake off).142 On the other hand, inter-band transition losses occur for dielectrics 
when the photoelectron loses energy to excite an electron from the valence to 
conduction band.143 This is particularly useful since this energy is equivalent to 
the band gap of the dielectric.144 Also fortunately, for most dielectrics, the nearest 
valence-electron plasmon loss is generally much larger than the inter-band 
transition losses.145 As such, extraction of the onset of inter-band transition loss 
(i.e. bandgap value) can be made by determination of the threshold energy in the 
energy loss spectrum (shown in section 4.1.1). 
 
Another common satellite peak which occurs due to formation of more than one 
final state is the charge transfer satellite. These are often observed in systems 
containing d and f orbitals such as transition and rare earth metals and their 
compounds.146,147 The formation of a core hole due to photoemission produces an 
addition Coulomb interaction (Ucd). For example, in Cu dihalides, the Cu 3d shell 
is situated in energy above the ligand valence orbitals in its ground state (3d9L 
configuration). However, the extra Ucd energy can pull this level below the top of 
the ligand valence band, making it energetically favourable for the valence ligand 
electrons to be transferred to the empty 3d orbital (3d10L-1 configuration). These 
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3.2.1.4. Peak fitting  
Accurate peak fitting is necessary to distinguish spectra that overlap each other 
and also to carry out quantitative analysis. This work uses the Thermo Avantage 
v4.12 software for peak fitting. The more complicated peaks (such as that of 
metals) require additional parameters such as the tail mix, height and exponent 
due to their asymmetry, while most peaks only involve simple parameters such as 
the full-width at half-maximum (FWHM) and Lorentzian/Gaussian mix ratio. The 
first step in peak fitting involves subtraction of the spectrum background (i.e. 
contributed by secondaries or plasmon losses). This is important especially for 
weak scans with low signal-to-noise ratio as the background affects the accuracy 
of the quantification results. In this study, a Shirley subtraction is adopted.148 This 
method involves iterative analysis which is shown to be more accurate in most 
cases.  
 
The FWHM is an important parameter in peak fitting which is affected by mainly 
the natural line-width and instrumentation contributions. The natural line-width of 
a photoemission spectrum is of Lorentzian lineshape and is determined only by 
the life-time of the core hole state (τ). This intrinsic peak width (in eV) can be 
obtained from Heisenberg’s uncertainty relationship as follows:   
 Γ = h/τ, (3.7) 
where h is Planck’s constant (in eV s). Generally for a given element, the value of 
Γ increases (i.e. τ  decreases) for shell orbitals closer to the nucleus (i.e. inner 
shell orbitals). This is because inner shell orbitals tend to be more easily filled by 
electrons from outer shells, i.e. smaller τ. Subsequently, with increasing atomic 





59 Experimental Setup and Theory 
electron density), and hence the core hole life-time also decreases (i.e. Γ becomes 
larger). Besides intrinsic factors, instrumentation effects such as (1) the energy 
spread of the incident X-rays and (2) the resolution of the analyzer can broaden 
the width of the photoemission peak. These effects are usually of Gaussian 
lineshape. In an insulator, differential charging effects can result in a broadening 
of the Gaussian contribution to the line-width. Satellite features, as discussed 
earlier, can also contribute to peak widths. These can arise from vibrational 
broadening, multiplet splitting and shakeup satellites.  
 
In order for accurate quantification of the photoelectron spectrum, it is imperative 
to take into account the sensitivity factor. This is because different elements (and 
its respective subshells) have different sensitivity to photoionisation. The 
photoionization cross-section σij is the probability that an incident X-ray will 
create a photoelectron from the jth orbital of element i. It is given by an overlap of 
the initial and final state wavefunctions. These values have been theoretically 
tabulated by Scofield and also experimentally determined by Wagner.149,150 Lower 
atomic number elements tend to have lower σij implying that such elements are 
less sensitive to photoionization.  
 
3.2.1.5. Electron mean free path and quantification   
The usefulness of photoemission for interface study of thin films is largely due to 
its desirable sampling depth, i.e. ~3 – 12 nm (depending on the energy source).131 
This small sampling depth, implying surface sensitivity, is a consequence of the 





60 Experimental Setup and Theory 
determination and other quantitative analysis, there have been extensive studies 
conducted on it.151,152 In essence, the inelastic mean free path, (IMFP) has been 
defined as the average distance an electron can travel before undergoing an 
inelastic scattering. However, it was soon found that elastic-electron scattering on 
the trajectories of photoelectron signals can contribute to additional losses.151 
With this, the term attenuation length (AL) was introduced to give a more accurate 
description. Having taken into account the elastic scattering effects, AL is found 
to be less than the related IMFP by 30%.153  
 
Fig. 3.3: Experimental and theoretical mean free path plotted against the electron kinetic 
energies for various elements. 154  
 
 
Another important observation from the mean free path studies in the literature is 
that of the universal mean free path, shown in Fig. 3.3. Interestingly, the mean 
free path depends strongly on the electron kinetic energy but not on the material 
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follows a relationship given by Eq. (3.8) and Eq. (3.9) for elements and inorganic 
compounds, respectively.    
 2 1/2538 E 0.41(aE) monolayersλ = +  (3.8) 
 2 1/22170 E 0.72(aE) monolayersλ = +  (3.9) 
where a is the monolayer thickness (nm) and E is the electron kinetic energy (eV). 
The relationships shown above were developed empirically and shown to be 
consistently invariant of the matrix element. The theoretical explanation for this 
invariance is that the IMFP is mainly determined by electron-electron collisions as 
opposed to electron-phonon collisions which only occur at very low electron 
energies.128 For electron energies of interest (excluding the very low energies), the 
electrons in the solid behave like a free-electron gas whereby the bonding 
properties are not significant. This loss function is then only a function of the 
electron density which does not vary much across materials.128 
 
As mentioned, the measurement of IMFP (λ) is not a trivial problem. Nonetheless, 
for the purpose of the work in this project, λ is obtained through overlayer 
experiments. This will be sufficient to provide quantification analysis with 
reasonable accuracy. Beer’s law equation states that electrons will be attenuated 
from its original intensity (I0) and transmitted with an intensity of Ik through a 
specimen of thickness (d) as shown in Eq. (3.10). 
 k 0I I exp( d cos ).= − λ θ  (3.10) 
In Appendix III, attenuation equations are derived for some cases which are 
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3.2.1.6. Valence band and work function measurements  
Due to the low incident photon energy for ultra-violet rays (He I: 21.2 eV, He II: 
40.8 eV), the photoionization cross-section for the valence electrons is greatly 
increased along with higher surface sensitivity (see Fig. 3.3).131 This makes UPS a 
useful tool for fundamental studies of the valence band electronic structure, such 
as the density of states (DOS). Occupied surface states due to dangling bonds, 
dimers or back-bond states can also be observed for clean, cleaved semiconductor 
surfaces.155 For instance, the change in the electronic structure upon submonolayer 
coverage of metal atoms on the Si surface can be investigated. 156 It is sometimes 
also possible to deduce additional surface structural information. The UPS 
technique is also useful for the identification of molecular species on organic 
surfaces by measurement of the molecular orbital energies.157 Moreover, angular 
resolved UPS can be used to investigate the occupied component of the electronic 
band structure.75  
 
In this work, UPS (with a He I energy source) is used to measure electron 
affinities and work functions for high-k oxides and metals, respectively.  Electron 
affinity (χ) can be obtained using Eq. (3.11), which is derived based on the 
conservation of energy, where W is the spectral width defined as the energy 
distance from the valence band maxmium (VBM) to the secondaries cut-off 
energy (denoting the vacuum level). Both of these energies can be determined 
using a linear extrapolation method.158  
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Fig. 3.4: Energy diagram schematic illustrating the measurement of electron affinity χ using 
UPS with a photon energy of hv = 21.2 eV. Application of a negative bias (black bold arrow) 
is necessary to overcome the spectrometer work function φsp so that χ can be accurately 
extracted from the measured spectral width of W2. This width is defined as the energy 
distance from the cut-off energy of the secondaries (shaded) to the valence band maximum 
(VBM).  
 
Figure 3.4 shows that the application of a negative bias to the sample is important 
in order to accurately determine χ. This is because without the application of a 
bias, the secondaries from the sample (of lowest energy) may be lost since they 
cannot overcome the spectrometer work function (see Fig. 3.4(i) and 3.3(ii)). This 
reduces the value of the measured spectral width, W. Furthermore, the secondaries 
can also be generated from the spectrometer itself which may complicate the 
measured spectrum. 159  Application of a large enough bias can separate this 
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from the high surface sensitivity of the UPS technique as compared with XPS. In 
particular, the effects of surface carbon contaminants on UPS measurements are 
investigated in section 4.1.3.1.For metals, UPS can be used to measure its work 
function (Φm) in a similar manner:  
 'm hv W ,Φ = −  (3.12) 
where W’ is defined as the energy distance from the secondaries cutoff to the 
Fermi edge. The Fermi edge should ideally be infinitely abrupt but is however 
broadened due to the limited spectrometer resolution and thermal effects.160 The 
Fermi edge is typically determined as the center of the slope, as shown in Fig. 3.5.  
 
Fig. 3.5: UPS Fermi edge region of an ITO film.160 
 
3.2.2. Transmission electron microscopy  
Transmission electron microscopy (TEM) is a technique which can be used to 
study the interfaces of thin films due to its atomic scale resolution.161 In this 
technique, a high energy electron beam (typically 100 to 400 keV) is transmitted 
through a very thin sample to form a high resolution image. In this regard, TEMs 
are similar to optical microscopes in principle, but use high energy electrons 
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limited by the wavelength of light (410-660 nm) as dictated by the Rayleigh 
criterion.162 Due to the wave-particle duality relationship from De Broglie, the 
wavelength of electrons becomes smaller when their momentum increases. For 
instance, a 200 keV electron possesses a wavelength of ~0.025 Å which is much 
smaller than visible light wavelengths. Theoretically, this small wavelength allows 
one to achieve extremely high resolution of around 1.5 Å within sub-atomic scale, 
as dictated by the diffraction limit. In reality, this resolution is also affected by 
other factors related to wave optics given by the Scherzer resolution equation, Eq. 
(3.13).163 The minimum feature size that can be resolved, dmin, is given by  
 3 1/4min Sd 0.43(C ) ,= λ  (3.13) 
where Cs is the spherical aberration coefficient and λ is the electron wavelength. 
On the other hand, higher accelerating voltage in the TEM can have drawbacks 
such as irradiation damage to the sample and high equipment cost.  
 
3.2.2.1. Instrumentation  
In this study, HR-TEM imaging was carried out using a Philips CM300 TEM 
system, equipped with a field emission gun (FEG), to investigate the interfaces of 
Y2O3 films on Ge on the atomic scale. The TEM analysis is carried out using an 
accelerating voltage of 300 kV giving a point-to-point spatial resolution of 1.7 Å. 
This can be approximately derived by using a spherical aberration coefficient of 
0.65 mm in Eq. (3.13). The Philips CM300 TEM also has an “ultra-twin” 
objective lens and is able to resolve atomic columns which allows for crystal 
structure determination using bright-field images, dark-field images and 
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Besides HR-TEM imaging, this instrument is also equipped with an energy 
dispersive X-ray spectrometer (EDS) which is used to provide elemental 
information. Essentially, it measures the energy of the X-ray fluorescence which 
is characteristic of the electron transitions between inner orbits (i.e. relaxation 
process) after inner-shell ionization.164 Note that the spectral resolution of X-ray 
fluorescence techniques is generally very poor and the peaks from different 
elements can also overlap. As such, typical EDS can only provide elemental 
information even though it can theoretically yield chemical information. 
Furthermore, the sensitivity of this technique varies with the thickness of the 
sample but is generally low due to the low X-ray yield. 
 
3.2.2.2. Sample preparation  
Due to the requirement of very thin samples for the electron beam to be 
transmitted, sample preparation becomes a crucial part of TEM measurements. 
Traditionally, mechanical lapping-polishing and ion milling was used and 
successful sample preparations were not easy.165 In this work, focused ion beam 
(FIB) milling is being employed.166 This is carried out in the FEI Nova Nanolab 
DualBeam 600i system with an electron beam (0.2 - 30 kV, < 20nA) capable of 
1.1 nm spatial resolution and a Ga+ ion beam (0.5 – 30 kV, 20nA) capable of 7 nm 
spatial resolution. The ion beam is used to raster over given portions of the sample 
in order to obtain a cross-sectional specimen of the sample while the imaging is 
achieved using the electron beam. Prior to FIB, the samples in this study were 
coated with a layer of gold (Au) of ~200 nm to protect the surface of the film. 
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is further deposited in order to protect the surface from damage done by ion 
bombardment. The introduction of FIB has made TEM sample preparation easier 
and can significantly reduce the amount of time spent compared to traditional 
sample thinning methods.  
 
3.2.3. X-ray diffraction and ellipsometery  
The X-ray diffraction (XRD) technique makes use of the coherent elastic 
scattering (i.e. Rayleigh scattering) of incident X-rays to determine the structure 
of a crystalline solid. Typically, interatomic distances in a solid are of the order of 
angstroms. In order to investigate microscopic structures of this scale, 
electromagnetic probes must have wavelengths of at least the angstroms scale, 
corresponding to energies of tens of keV.167 By treating a crystal as consisting of 
parallel planes of atoms, with lattice spacing of d, intense peaks of scattered 
X-rays (i.e. Bragg peaks) are observed when there is constructive interference. 
This occurs when the path difference is an integral number (n) of wavelengths (λ) 
according to the Bragg condition: 
 n 2d sin ,λ = θ  (3.14) 
where θ is the angle of incidence of the X-ray. The von Laue formulation presents 
an alternative approach by using reciprocal lattice planes (as opposed to direct 
lattice planes in the Bragg formulation) to describe constructive interference of 
X-rays. Accordingly, the use of the Ewald sphere allows one to determine which 
reciprocal lattice points will result in a diffraction signal for a given wavelength of 
incident radiation.164 In order to experimentally search for Bragg peaks, one can 
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beam or its direction (i.e. orientation of the crystal with respect to the incident 
direction). The interference of these scattered rays is represented by a geometrical 
structural factor which affects the overall intensity of the Bragg peak. Due to this 
structural factor, specific crystal structures (e.g. body-centered cubic) will yield 
characteristic periodic Bragg peaks which can be used for identification. On the 
other hand, lack of Bragg peaks across a reasonable range of 2θ values signifies 
the lack of crystallinity.  
 
Ellipsometery is a sensitive and quick technique to characterize thin dielectric 
films, based on the reflection of polarized light. When a linearly polarized light of 
a known orientation is reflected at oblique incidence by a surface, the reflected 
light becomes elliptically polarized. This polarization change is described by the 
ratio of the Fresnel reflection coefficients for p- (rp) and s- polarized (rs) light, 
which are related to the two measurable values, ψ and Δ.168 
 p sr r tan exp( j ).= Ψ Δ  (3.15) 
Physically, tan Ψ represents the measured ratio of the modulus of the amplitude 
reflection ratio while Δ represents the phase difference between p- and s- 
polarized reflected light. The propagation of plane waves through a single film on 
a substrate is modeled after two propagation matrices built from the Fresnel 
coefficients. The reflectivity coefficient derived will then be a function of the film 
thickness, and the refractive indexes of the substrate and the film. By knowing the 
refractive indexes, one can then obtain the value of film thickness. Due to the 
periodic nature of both the p- and s-polarized reflectivities, the reflectivity at a 









2 n (n sin )
λ= − ϕ  (3.16) 
where n1 and na are the refractive indexes of the film and ambient, and λ is the 
wavelength of light. In this study, the ellipsometer L2W26D 488 is being used to 
measure the thickness of the deposited high-k oxide films. By using fixed 
refractive indexes of 1.80, 1.86, 1.90, 1.88, and 1.79 for LaAlO3, Y2O3, HfO2, 
La2O3, and Al2O3, the respective film thicknesses can be obtained.  
 
3.2.4. Electrical measurements  
Electrical characterization of MOS capacitors is necessary to study important 
device parameters such as the equivalent oxide thickness (EOT), flatband voltage 
(VFB), interface trap density (Dit), and leakage current. These parameters are 
intimately related to the quality of the high-k oxide/semiconductor interface but 
are not obtainable from the physical characterization methods discussed earlier.  
 
3.2.4.1. High frequency capacitance-voltage measurements  
The high frequency capacitance-voltage (HFCV) measurement allows one to 
obtain important parameters such as the equivalent oxide thickness (EOT) and the 
flatband voltage (VFB). Firstly, EOT is defined as the equivalent hypothetical 
thickness of a high-k film supposing it possesses the same dielectric constant as 
SiO2. Typically, this value is deduced from the maximum capacitance (Cmax) in 
the HFCV plot where in the accumulation mode, the total measured capacitance, 
Ctot = Cmax = (1/Cox + 1/Csub)-1 is approximately Cox. This is based on the fact that 
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(Csub) becomes much larger than Cox. However, this approximation does not hold 
when the oxide capacitance Cox becomes comparable to Csub. One indication of 
this is a non-saturating Cmax even under very strong accumulation. A few 
techniques are proposed to improve the accuracy of EOT determination. These are 
discussed in more detail in section 6.1.2.1.   
 
Next, the determination of VFB is discussed. VFB is a condition whereby the 
semiconductor (Si in this case) is free of any electric field (i.e., no band bending). 
It can be obtained experimentally by reading off the experimental HFCV plot at 
the theoretical flatband capacitance (CFB) which is based on the substrate doping 
concentration (Nsub) and COX. It can be shown that CFB is given by:169 
 1 1FB FB,sub ox Si sub oxC [1 C 1 C ] [1 kT (q N ) 1 C ] ,
− −= + = ε +  (3.17) 
where CFB,sub is the substrate flatband capacitance, k is the Boltzman constant, T is 
the temperature, q is the electronic charge, and εsi is the dielectric constant of Si. 
Nsub can be derived from the minimum capacitance (Cmin) from the experimental 
HFCV curve.  
 
Since VFB is defined as the condition that is free of internal electric field, it is 
therefore sensitive to any oxide charges within the gate stack and the relative 
alignment of the two materials. Equation (3.18) shows a simplified expression for 
VFB taking into account the work function difference and oxide trap charges, Q.  
 ms msFB
OX 0 ox
Q QV EOT ,
q C q
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where Φms is the metal work function, EOT is the equivalent oxide thickness, q is 
the electronic charge, ε0 is the permittivity of free space and εox is the dielectric 
constant of silicon oxide. Q represents the trap charges at the interface.  
 
In reality, an interfacial layer (IL) often exists during the fabrication of the MOS 
device and different interface dipoles and charges can be present at the interface, 
in addition to the oxide charges in the bulk oxide. In order to separate the effects 
from the charges and the dipoles, one can plot VFB-EOT for a whole range of 
varying oxide thickness and this is discussed in section 6.1.2.3. It is primarily 
because the dipoles are not affected by changes in EOT. 
 
3.2.4.2. Conductance measurements  
In 1967, Nicollian and Goetzberger proposed a conductance method to determine 
the interface trap density (Dit). Hitherto, this is one of the most sensitive methods, 
which is capable of detecting Dit of the order of 109 cm-2eV-1 and lower. In 
addition, the conductance technique is also able to provide additional information, 
such as the carrier lifetime (τ) and also information on surface potential 
fluctuations. Measuring conductance is advantageous as compared to other 
capacitance based methods, such as Terman’s (high frequency capacitance) 
method, Berglund’s (low frequency capacitance) method, and the combined high-
low frequency capacitance method. In the capacitance methods, differences in 
capacitances must be calculated because the depletion capacitance is in parallel 
with the interface trap capacitance (see Fig. 3.7), resulting in large experimental 
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loss during the capture and emission of carriers by the interface traps. This 
conductance parameter will not depend on the substrate capacitance (i.e. CD in Eq. 
(3.19) below).  
 
Essentially, the conductance method is based upon modeling of the behaviour of 
traps as passive elements in an equivalent circuit. For simplification purposes, this 
method is usually carried out in the depletion region where effects from minority 
carriers can be neglected. Through some derivations shown below, a model is 
developed to extract Dit from a plot of Gp/ω versus frequency. Note that gate bias 
can be varied instead of frequency.  
 
 
Fig. 3.6: Band bending diagram showing how gate bias affects the occupancy of interface 
traps for a n-type substrate. (a) No gate bias; (b) small positive gate bias; and (c) small 
negative gate bias. 
 
Consider the case of a n-type substrate. Interface traps communicate with the 
substrate by exchanging charges, i.e. capturing or emitting electrons with the Si 
CB and holes with Si VB. Interface traps below EF will be filled, while those 
above EF will be empty. By applying small variations in the gate bias, the 
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Fig. 3.7: (a) Equivalent circuit for a single-level interface trap with capacitance CT , and 
conductance Gn , related to the capture of majority carriers, substrate capacitance of CD in 
depletion, and oxide capacitance Cox. (b) Measured admittance, Ym across terminals A-A 
using the equivalent parallel capacitance Cp, and conductance Gp. (c) Plot of (Cp-CD)/CT and 
(Gp/(ωCT)) as a function of ωτ.  
 
The energy loss associated with the capture or emission of carriers (i.e. Gn for 
electrons) depends both on the speed of response of interface traps (τ) which is 
determined by their capture probability, and also on the interface trap level density, 
Dit. The ability of interface traps to store/trap charges (CT) is proportional to its 
density, i.e. CT ≈ qDit. One starts off by considering a single level trap. Its 
equivalent circuit is shown in Fig. 3.7(a). In this resistor-capacitor (RC) circuit, 
the time constant τ is given by CT/Gn , which only varies with band bending, i.e. 
changes in bias. In Fig. 3.7(b), the circuit is simplified such that the parallel 
capacitance Cp and conductance Gp are used instead. Considering the depletion 
case without effects from minority carriers, Cp and Gp can be modeled as follows: 
 2 1p TG C [1 ( ) ] ,
−ω = ωτ + ωτ  (3.19) 
 2 1p T DC C [1 ( ) ] C .
−= + ωτ +  (3.20) 
 
Using Eqs. (3.19) and (3.20), one can derive a plot shown in Fig. 3.7(c). At low 
values of ωτ, the interface traps can respond immediately to the slow changes in 
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interface traps will start to lag behind, resulting in a decrease in CT. When ωτ 
becomes very large, (Cp - CD)/CT ≈ 0 because Cp = CD. On the other hand, Gp/(ωCT) 
reflects the energy loss when the interface traps lag behind the gate voltage. As 
discussed earlier, the interface traps will only lag behind for moderate ωτ values, 
but not for very large and small ωτ values. As predicted by Eq. (3.19), this energy 
loss reaches a peak value of 0.5 when ωτ = 1. 
 
In reality, single-energy level traps do not exist. As such, one can model a 
distribution of such traps, i.e. parallel combination of single level traps with 
constant density and capture probability. To further generalize this model, one can 
take into account band bending fluctuations which lead to a dispersion of interface 
trap time constants. Expectedly, the general shape of the both plots, in particular 
Gp/ωCT versus ωτ (in Fig. 3.7(c)) is preserved even when the trap distribution is 
modeled differently because each individual trap is still modeled as an R-C circuit. 
Next, we discuss in particular how the Gp/ωCT versus ωτ plot can be obtained 
using the actual measurable quantities. Gp/ω can be calculated from the measured 
admittance, i.e. (Gm + jωCm) across terminals A-A. As shown in Fig. 3.7(b), this 
includes the oxide capacitance Cox. Therefore correcting for Cox, Gp/ω can be 






G C G .
G (C C )
ω=ω + ω −  (3.21) 
In terms of varying ωτ, one can either change the frequency or gate bias. The 
latter is possible because τ varies as a function of band bending. As mentioned, 
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of the plots being similar, modeling of the trap distribution will introduce some 
corrections to Eqs. (3.19) and (3.20). With regards to the interface trap time 
constant dispersion model, the interface trap density (i.e. Dit ≈ qCit) is shown to be 
 it p fp D sD (G ) / [qA.f ( )],= ω σ  (3.22) 
where the subscript fp denotes the frequency at the peak of the conductance plot, 
fD(σs) is a function to account for band bending variations, q is the electronic 
charge of 1.6 x 10-19 Coulombs, and A is the area of the capacitor.  
 
 
Fig. 3.8: (a) Plot of Gp/ω versus frequency whereby the width of the peak varies with the 
standard deviation of band bending (σs) in a manner shown in (b); the dependence of the 
function fD and ξp on σs are shown in (c) and (d) respectively. Note that ξp = ωpτp 169 
 
First, the width of the peak is found to vary with σs in a manner shown in Fig. 
3.8(b) which is always broader than the case of the single level trap model. 
Second, the maximum value for Gp/(ωCT) is replaced with a function, fD(σs), 
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3.8(c). Note that the single energy trap model originally predicts the value of fD(σs) 
to be 0.5. Lastly, the ωτ value where the peak occurs, i.e. ωpτp, also varies 
according to σs. Note that the single energy level trap model predicts this to be 1 
while the distribution of traps with constant density and probability predicts this to 
be 1.98. The interface time constant dispersion model gives a relationship shown 
in Fig. 3.8(d) whereby ξp = ωpτp. By knowing ξp, one can calculate τp. To apply 
the corrections as mentioned above, one can simply read off from the universal 
plots in Fig. 3.8(a) to 3.7(d).170 
 
Unfortunately, the conductance method is shown to be not as accurate for smaller 
bandgap semiconductors (such as Ge devices) due to the faster capture and 
emission of its minority carriers.171 These contribute to an additional interaction 
between the traps and the minority carrier band at room temperature (biased in 
weak inversion) which was previously negligible for the case of Si because of its 
larger band gap. As such, conductance measurements for Ge capacitors have to be 
conducted under low temperatures.172   
 
3.2.4.3. Leakage current-voltage measurements  
This section reviews some of the common conduction mechanisms for high-k 
dielectrics, which includes the space-charge limited conduction (SCLC), Poole-
Frenkel (PF) and Schottky (SC) emission mechanisms. Investigation of the current 
density versus voltage (J-V) relationship is useful for understanding of the 
conduction mechanism because each of the mechanisms usually shows 
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Space-charge limited conduction (SCLC) can often play an important role in 
insulator leakage profiles. This is due to the low density of free carriers which 
easily results in space charge forces. A space-charge effect occurs when the 
injected carrier concentration is larger than its thermal equilibrium value, and the 
current generated is termed the space charge limited current. The SCLC theory 
comprises three limiting mechanisms, namely (I) Ohm’s law ( J V∝ ), (II) space-
charge limit, SCL ( 2J V∝ ) and (III) trap-filled limit (TFL).173,174 Any presence of 
localized traps in the band gap affects mainly the transition between the regions, 
as will be discussed in detail later. The characteristic J-V equations involved in 
these mechanisms can be derived using the Poisson and continuity equations. 
 
In the first region (Ohm’s law), under extremely low gate voltage, the electrons 
trapped in the bulk oxide are thermally excited giving rise to a larger concentration 
of free charge carriers in thermal equilibrium (n0) compared to the concentration 




= μ  (3.23) 
where q is the electronic charge, μ is the electron mobility in the oxide film, V is 
the applied voltage, and d is the oxide thickness. This ohmic mode exists in an 
electrically quasi-neutral state where not all trap centers are filled at weak 
injection.  
 
As the gate voltage is increased, the current injection is increased till a threshold 
voltage of Vtr which demarks the transition from the Ohmic to SCL region. This 
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dielectric relaxation time (τd). In this case, the injected excess carriers dominate 








= ε ε θ  (3.24) 
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where ε0 is the permittivity of free space, εr is the dielectric constant, θ is the ratio 
of free-carrier density to total carrier (free and trapped) density, Nt is the trap 
density, NC is the density of states in the conduction band, gn is the degeneracy of 
the energy state in the conduction band (~2), k is the Boltzmann constant, and Et is 
the energy level of the traps below EC. Upon reaching the second region (SCL), 
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The parameter θ  represents the influence of the traps as not all the traps are being 
filled in this region. Another transition takes place from the SCL to the TFL region 






= ε ε  (3.27) 
 







+=  (3.28) 
where B is an l-dependent parameter, l = (TC/T). The term TC refers to a 
characteristic temperature related to the trap distribution and T is the absolute 
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free Child’s law, i.e. Eq. (3.26) when θ = 1. A typical J-V profile describing the 
SCLC conduction mechanism is shown in Fig. 3.9. Each of the three regions are 
characterised by the slope of the log-log plot and the transition voltages, Vtr and 
VTFL, can be used to calculate important parameters (see Eqs. (3.24) and (3.27)). 
 
Fig. 3.9: A log-log plot of current-voltage characteristic for SCLC conduction mechanism.  
 
Other possible conduction mechanisms are Schottky (SC) and Poole-Frenkel (PF) 
emission. 177  The SC emission process involves a field-assisted thermionic 
emission of electrons over a surface barrier. The J-V equation for SC emission is 
given by:  
  B 0 r* 2SC
q( qE 4
J (A T )exp[ ],
kT
− φ − πε ε=  (3.29) 
where A* is the Richardson constant (120 A/cm2k2) and φB is the barrier height 
(which is the CBO for substrate injection). If the mechanism involved is SC 
emission, a plot of ln(JSC/A*T2) versus E1/2 must be linear and εr and φB can be 
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emission involves a field-assisted thermal de-trapping of the carriers from the bulk 
oxide into the conduction band. The J-V equation for PF emission is given by: 
  t 0 rPF C
q( qE
J (qN )Eexp[ ],
kT
− φ − πε ε= μ  (3.30) 
where NC, μ, φt are the density of states in the conduction band, μ is the mobility, 
and the trap energy level in the oxide, respectively. By rearranging the terms, εr 
can be extracted from the slope of a ln(JPF/E) versus E1/2 plot, while φt can be 
obtained from the y-intercept. 
 
The choice of the value of εr used to describe the above conduction mechanisms 
depends on the mobility of the carriers in dielectric materials. 178  Generally, 
carriers move very slowly in insulator films (i.e. 10-7 – 10-10 cm2/Vs, compared to 
1 – 103 cm2/Vs in semiconductors) and therefore the static dielectric constant 
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4. Challenges in interface dipole 
measurements: Corrections and Implications 
 
 
The electric field strength of the electrostatic dipole at the interface of a 
heterojunction is an elusive property that cannot be measured directly. Yet, these 
dipoles are of paramount importance in the understanding of heterojunction 
physics. Recent growing interest in interface dipoles at the heterojunctions of high 
dielectric constant (high-k) materials on semiconductors has been motivated by 
the possibility of tuning  the threshold voltage to alleviate Fermi level pinning 
issues in advanced complementary metal-oxide-semiconductor (CMOS) 
devices.180,181 As such, it is essential to measure these interface dipoles accurately 
for the modeling and understanding of heterostructure interface physics. One 
approach to measure the dipoles is to investigate the dependence of the flatband 
voltage (VFB) with oxide thickness.169, 182  However, this method involves the 
fabrication of the entire gate stack structure, which includes an additional metal 
electrode, and complications from various oxide trap charges could result. The 
former introduces an additional interface that complicates the overall interface 
dipole analysis while the latter could also be a significant source of error in the 
case of most high-k oxide materials due to the higher concentration of oxide 
defects compared to silicon dioxide. This chapter investigates the use of 
photoemission to determine interface dipoles at high-k oxide/semiconductor 
interfaces. As an example, the interface dipoles at the LaAlO3/Si and LaAlO3/Ge 
heterojunctions are studied. This chapter is separated into two parts. In the first 
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appropriate solutions to correct for these artifacts are proposed. In the derivation 
of the interface dipole, inaccuracies from each of these individual measurements 
can easily add up to contribute to the overall ambiguity in the eventual dipole 
value. The implications of the erroneous measurements on our understanding of 
the formation of these interface dipoles are then discussed in the second part.  
 
4.1. Accurate determination of relevant parameters  
The interface dipole potential (Δ) can be indirectly derived from the measured 
values of band gap (Eg), valence band offset (VBO) and electron affinity (χ) as 
shown in Fig. 4.1. For consistency in this study, the direction of this dipole is 
defined as positive when the negative polarity is on the semiconductor (smaller 
bandgap) side as in the diagram. This section looks at the three relevant 
parameters, Eg, VBO and χ, of which the first two is obtained using XPS while the 
third parameter is obtained from UPS measurement. 
 
Fig. 4.1: Energy band diagram schematic showing how the interface dipole potential (Δ) in a 
heterostructure of two materials (A and B) is related to the valence band offset (VBO), 
conduction band offset (CBO), electron affinity (χ) and band gap (Eg). Note that the direction 
of the interface dipole is defined to be positive, when the charge transfer is such that the 
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A necessary first step to obtaining reliable information using XPS involves correct 
interpretation and selection of the core-level peaks. This is especially important 
since the XPS spectrum for La involves complicated satellite peaks due to the 
presence of d orbitals. 183 , 184  In this study, the La 3d spectrum is chosen to 
represent LaAlO3 (or LAO), and later also La2O3 (refer to Appendix IV for more 
details). The issues involving the use of different orbitals for the substrates (i.e. Ge 
and Si) are also explained in Appendix IV. After the careful interpretation and 
selection of the core-level peaks, one is then able to obtain useful chemical 
information of the film under study. After taking into account the instrument 
transmission function, together with the Scofield photoionisation sensitivity factor 
as discussed in section 3.2.1.4, our quantitative analysis confirms an Al to La ratio 
of ~0.5 (±0.05) for our bulk LAO film across different batches of deposition since 
similar deposition conditions are ensured.149  
 
Common pitfalls involving photoemission measurements are investigated in the 
following subsections. These include differential charging and extra-atomic 
relaxation effects for VBO measurements using XPS, and the effect of surface 
carbon contaminants on χ measurements using UPS. We have proposed the 
relevant correction methods to resolve these artefacts.  
 
4.1.1. Band gap  
We first briefly discuss the measurement of the band gap, which is relatively 
straightforward compared to VBO and χ measurements. The bandgap 
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usually carried out on bulk films so as to avoid contributions from any interfacial 
layer. Energy loss can occur when the photoexcited electron couples with the 
valence electrons during its emission.143 For losses that result in an interband 
transition, the loss energy is quantized. This enables the measurement of the 
insulator bandgap as the energy difference between the zero loss peak and the 
onset of the transition loss as shown in Fig. 4.2(a).144  The electron energy loss 
spectrum for our LAO samples, shown in Fig. 4.2(b), is obtained by using the 
main O1s as the zero-loss peak. The bandgap was extracted by taking the 
intersection between the background and the linear interpolation of the initial 
slope of the loss peak, as this marks the onset of the energy loss process. Across 
different batches of deposition, we obtain bandgap values of 6.13 (± 0.1) eV due 
to the minimal Al to La ratio variations. This is in excellent agreement with the 
reported bandgap energy (6.2 eV) of amorphous LAO films obtained using 
spectroscopic ellipsometery.185  
 
Fig. 4.2: (a) Schematic of the O1s interband transition loss mechanism. (b) O1s energy loss 
spectrum for a bulk (15 nm) LAO film on Si. The band gap is taken as the intersection 
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4.1.2. Valence band offset 
Valence band offsets (VBOs) can be determined with X-ray photoelectron 
spectroscopy by making use of the Kraut’s method (see section 2.4.2.1 for more 
details). The method gives the VBO using the core-to-valence level separation of 
the bulk that is referenced by the interface core-level separation (ΔECL). This is 
shown for the case of measurement on a LAO/Ge heterostructure as follows:   
 Ge3d La3dCL v bulk,Ge CL v bulk,LAO CLVBO (E E ) (E E ) E= − − − + Δ . (4.1) 
 











(a) Bulk LAO sample (15 nm)
834.60 eV2.50 eV
EGe3dCL  - EV= 29.35 eV
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ELa3dCL  - EV= 832.09 eV
 
Fig. 4.3: (a) High-energy resolution XPS spectrum showing (a) valence and La 3d core-level 
peaks for a bulk (15 nm) LAO sample and (b) valence and Ge 3d core-level peaks for a clean 
Ge bulk sample.  
 
As discussed in section 2.4.2, this method is more accurate than direct 
comparisons using purely valence band profiles. We first look at the bulk core-to-
valence separations given by the first two terms in Eq. (4.1). Figures 4.3(a) and (b) 
show the determination of the bulk core-to-valence separation values of 832.09 
and 29.35 eV for a thick LAO film and a clean Ge substrate respectively. In a 
similar manner, the core-to-valence separation, i.e Si2pCL v(E E )− , for clean Si 
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While the measurements of the bulk core-to-valence separations are relatively 
straightforward, various potential pitfalls can affect the experimental 
determination of the interface core-level separation (ΔECL). These include band 
bending, charging, and extra-atomic relaxation effects. Band bending effects are 
negligible in this study as the substrates used are moderately doped. On the other 
hand, differential charging is a serious problem in the measurement of VBO in 
oxide-semiconductor heterostructures.186,187 This arises due to the differing ability 
to replenish the lost electrons in the oxide layer as compared to the semiconductor 
substrate, thereby resulting in unequal peak shifts that affect the interface core-
level separation. Thus, peak shifts due to electrostatic potential changes from 
interface dipoles cannot be easily distinguished, rendering the measured VBO 
inaccurate. Another possible source of error for VBO measurements comes from 
the contribution of extra-atomic relaxation effects, which has been reported to 
have resulted in peak shifts of more than 0.5 eV for ultrathin oxide films on Si.188 
This final state effect involves the remote-screening of core-holes in the oxide 
film from the semiconducting substrate. Such relaxation energy is expected to be 
sensitive to the oxide thin film thickness. As this relaxation energy does not reflect 
the initial energy alignment between the materials, any difference in the relaxation 
across different samples will necessarily lead to a spurious change in the measured 
band offset. These issues will be dealt with in the subsequent subsections. 
 
4.1.2.1. Differential charging effects 
Charging is one of the tricky issues in photoemission measurements of insulating 
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does not pose a problem since Kraut’s method involves taking core-level 
separations at the interface. Differential charging, on the other hand, cannot be 
easily corrected and is believed to be the main cause behind the large variations in 
the measured VBO values for high-k oxides.39,189,190 The semiconductor, which is 
grounded through the sample holder, can replenish the electrons lost through 
photoemission reasonably well, while the high-k oxide overlayer cannot do so due 
to its poor conductivity.186 The oxide core-level peaks thus shift to higher binding 
energy while the semiconductor core-level peaks do not, causing unequal core-
level shifts. This affects the interface core-level separation, ΔECL in Eq. (4.1), 
leading to inaccurate VBO measurements. 
 
In this work, we can monitor the effects of differential charging through our 
proposed time-resolved photoemission method using single scans for better time 
resolution. The time taken for a typical scan with energy window of 15 eV is 
about 25 s while the time lag between the exposure to the X-rays and the recorded 
photoelectron signals is 20 to 25 s, owing to the focusing of the X-rays and delay 
in the instrument response. The time-lapsed measurement of the core-level peaks 
for the high-k oxide and the semiconductor will be used to determine ΔECL (see Eq. 
(4.2) below). It is important to choose the highest intensity orbitals (see Appendix 
IV) for this method because only single scans are recorded. Fig. 4.4 (a) shows the 
actual photoemission peaks used to define ΔECL and their relative shifts over X-
ray irradiation times of 37, 221 and 1243 s. It is observed that the ECL of the 
semiconductor substrate (Ge 3d5/2) peak remains relatively consistent (within the 
experimental error of 0.05 eV) while the ECL of the oxide (La 3d5/2) peak increases 
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Fig. 4.4: (a) Photoemission peaks of Ge 3d5/2 and La 3d5/2 (satellite I [Sat. I] representing the 
substrate and oxide overlayer film, respectively, at different x-ray irradiation (exposure); (b) 
binding energies of the substrate (Ge 3d5/2) and oxide (La 3d5/2) core-level peaks plotted as a 
function of the x-ray exposure time. The dotted line for La 3d5/2 plot is a best fit function.  
 
 
The presence of the differential shift of 0.37 eV is considerable and it directly 
affects the accurate determination of band offsets. The time-lapsed manner of 
measurement that we employed allows us to examine the charging effect through 
a detailed plot as shown in Fig. 4.4(b). It is noted that charging induced Gaussian 
broadening is not observable as seen from a typical (10 scans) La 3d spectrum 
taken after saturation of the BE shift, i.e. after 600 s as seen in Fig. 4.4(b). On the 
other hand, apparent changes in the FWHM due to summation effects of different 
BE shifts are possible within the steep charging profile slope shown in Fig. 4.4(b). 
Careful fitting of the single scan peaks give a consistent FWHM of 2 eV. This 
suggests that within our time window of ~15 s per scan, the subtle increase in BE 
over time does not result in noticeable alterations in the peak width. More 
importantly, the FWHM of single scans after saturation is also ~2 eV. This 
suggests that the FWHM change resulting from ~0.3 eV of BE shift due to 
charging is not substantial. However, if the time-resolved method is to be used for 
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to 1.0 eV from our previous experiments), a more complicated peak analysis 
needs to be used to accurately account for the charging profile. This is unlikely for 
properly grounded heterojunctions of a thin film oxide on semiconductor. 
Therefore, barring errors in estimation of the time of X-ray exposures, the 
extrapolation of the plots to time zero essentially gives the “charge-free” state of 
the heterostructure and this will be important in accurate photoelectron 
spectroscopy on oxide-semiconductor structures. In this aspect, we are able to 
obtain repeatable and consistent trends through the proposed time-resolved 
method and this will be demonstrated subsequently.  
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Fig. 4.5: Time-resolved plots showing core-level separations (ΔECL) vs X-ray exposure time 
for (a) 5nm LAO/Si and (b) 5 nm LAO/Ge heterostructures after different durations of 
ambient exposure. The dotted lines are best fit functions, and the convergence of the lines at 
time zero represents the zero-charge state, ΔECL(0). 
 
To further investigate on the effectiveness of the proposed method, not only were 
different runs conducted, but the samples were also left exposed to ambient 
condition for different periods of time. We observed that the differential charging 
effects are more pronounced with longer exposure to ambient conditions. This is 
shown in Fig. 4.5(a) and 4.5(b) where the resultant ΔECL for LAO/Si and LAO/Ge 
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irradiation time. The dotted lines represent the following fitted exponential 
relationship:  
 ΔECL = C1[1 - exp(-t/C2)] + ΔECL(0) , (4.2) 
where C1 and C2 are fitting constants, while ΔECL(0) represents the charge-free 
ΔECL at time t = 0 s. This BE time dependence follows a similar relationship as the 
prediction based on electrostatics involving the dielectric time constant (τ) in 
section 3.2.1.2. The fitting constants C1 and C2 correspond to ( )ρ ∞ and τ 
respectively. The τ parameter represents the average time before a core hole is 
being filled, and an average value of ~696 s is obtained based on the fitting shown 
in Fig. 4.5. This is reasonable given typical τ values ranging from 77 to 7800 s for 
insulators with resistivity values between 1012 – 1014 Ωm. On the other hand, the 
other parameter, i.e. ( )ρ ∞ , represents the amount of charge density when the 
system reaches a steady state. The extracted values of ( )ρ ∞ are observed to 
increase from ~ 0.13 to 0.31 eV with increasing exposure time. This is probably 
due to the fact that the amount of adventitious carbon surface contaminants 
increases with longer exposure time, thereby reducing the amount of charge 
compensation from stray electrons in the vacuum chamber. As such, there is a 
larger density of charges built up at steady state, i.e. ( )ρ ∞ . 
 
In any case, we show and emphasize that the time-resolved measurements 
provided adequate correction even for the more severe extent of differential 
charging. This can be seen by the similar ΔECL(0) for LAO/Si and LAO/Ge 
heterostructures, obtained to be 735.86 and 805.86 (± 0.1) eV respectively, for all 
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3.12 (±0.1) eV respectively, after obtaining bulk core-to-valence separation 
measurements of the respective materials using Kraut’s method.114 It is important 
to highlight that a typical core-level measurement, averaging over 10 scans, 
naturally results in a higher ΔECL value as compared to our measured ΔECL(0) value 
that is free from differential charging.  
 
Our experimental VBO value for the LAO/Si heterostructure is smaller than that 
obtained from photoemission measurement (3.2 eV) by Edge et al.185 If we do not 
correct for the differential charging, we will obtain a VBO of 3.03 eV that is 
closer to the value from Edge et al. The larger VBO obtained in Edge et al.’s work 
is therefore likely to be an effect of differential charging. In support of this, we 
note that our measured VBO of 2.73 (±0.1) eV for LAO/Si is closer to the VBO of 
2.60 (±0.1) eV as derived from internal photoemission (IPE) and 
photoconductivity (PC) measurements.191 The VBO values determined using IPE 
and PC are not affected by charging effects since these involve measurements on a 
metal-oxide-semiconductor structure under applied external bias.112 We also note 
that VBO values measured by XPS without charge correction tend to be larger 
than that using IPE for other oxide-semiconductor structures.190   
 
The comparison of our measured VBO with the results of Mi et al. (2.86 eV and 
3.06 eV for LAO/Si and LAO/Ge, respectively) shows some disagreement.39,189 
The discrepancy can be attributed to the different VBO determination method 
where Mi et al. examines the valence band profile at the interface instead of core-
level separations (see section 2.4.2). The derived VBO can thus be affected by 
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deviation observed even with the same material system. Instead, with our 
proposed time-resolved measurement, we can accurately account for differential 
charging effects, giving an accurate and consistent valence band offset that will be 
important for subsequent interface dipole analysis. Also note that the accuracy and 
consistency is dependent on good estimation of the X-ray exposure time. 
 
4.1.2.2. Extra-atomic relaxation effects   
We now turn our attention to relaxation screening in final state effects that may 
affect the accuracy of VBO measurements. This is because a slight change in the 
distance between the oxide and the substrate may lead to a drastic change in the 
remote-screening effects of the core-hole as discussed. This extra-atomic 
relaxation effect can be important for ultra-thin SiOx films on Si substrates and it 
will be prudent to examine the relaxation effects of our samples.192 Here, we 
investigated the effects of extra-atomic relaxation by using the Auger parameter 
and a classical electrostatic model. The Auger parameter (AP or α ) has been 
proven to be effective in quantifying changes in extra-atomic relaxation energy in 
thin films. Briefly, AP is defined as the sum between the kinetic energy of the 
Auger electron and the binding energy of the photoelectron. Since the AP 
considers the relative separation between two energy lines, static charge and work 
function corrections are not needed.193 Using reasonable assumptions, it can be 
derived that AP shifts are equivalent to twice the difference in the relaxation 
energies experienced by an atom in two different environments 
(i.e. eaRΔ=Δ 2α ).194  Here, we investigate the effects of extra-atomic relaxation 
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with that of a 15 nm thick LAO film on Si. The latter is being used to as a control 
since extra-atomic relaxation shifts are reasonably assumed to be negligible for 
thick films.   











































Fig. 4.6: (a) Typical Auger spectrum obtained using X-ray source in an XPS experiment. The 
La Auger peaks consist of a series of transitions, namely: peak a: M4N4,5O1; peak b: 
M5N4,5O2,3; peak c: M5N4,5N6,7, M4N4,5O2,3; and peak d: M4N4,5N6,7. Peaks a and b are chosen 
to be used in the AP calculations tabulated in Table 4.1.  (b) Binding energy (BE) shifts due 
to core-level relaxations at different positions (z) based on an image charge model. 
 
Figure 4.6(a) shows a series of X-ray induced La Auger peaks (see section 3.2.1.3) 
of the following transitions: peak (a): M4N4,5O1; peak (b): M5N4,5O2,3; peak (c): 
M5N4,5N6,7, M4N4,5O2,3; and peak (d): M4N4,5N6,7. 195  We note that the Auger 
transition for peaks (c) and (d) involves the occupancy of the initially empty 4f 
orbital (valence shell) due to hybridization of the 4f level and the valence 
electronic states.196 Therefore, the use of peaks (a) and (b) to compute the AP will 
be more accurate in reflecting the relaxation effects since these Auger peaks do 
not involve non-local valence bands.197 The resulting AP obtained for our thin 
films are shown in Table 4.1. The comparison between the AP shifts in the thin 
and thick samples showed negligible differences (< 0.06 eV), implying that the 
extra-atomic relaxation effects did not contribute to the observed core-level shifts 
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Table 4.1: Summary of the measured Auger parameter (AP) values. Units for binding energy 
(BE) and kinetic energy (KE) values are in eV. Δα is the difference in the AP between the 
bulk (15 nm) and thin (4 nm) LAO sample, where AP 1 = BE (La3d3/2) + KE (M4N4,5O1) and 
AP 2 = BE (La3d5/2) + KE (M5N4,5O2,3) respectively.  
 
 Thick (15 nm) Thin (4 nm)  Δα  





AP 1 1545.93 1545.90 





AP 2 2379.76 2379.82 
 
We can further understand this by modeling the remote core-hole screening using 
a series of image charges across heterojunctions.198 This model, which makes use 
of an infinite series of image charges, has demonstrated energy shifts that are in 
good agreement with experimental data. 199  Briefly, the effective energy shift 
expected across a dielectric discontinuous interface of 
vacuum/oxide/semiconductor can be expressed as 
 
2
n 1 2 1 2
1 2
n 0oxide
k k 2k kqE (k k ) [ ],
8 2z 2nd (2n 2)d 2z (2n 2)d
∞
=
Δ = + +πε − + − +∑  (4.3) 
where the reflection coefficients, 1k and 2k , are given by 
 oxide Subs1
oxide Ssubs
k ,ε − ε= ε + ε  (4.4) 
 oxide 02
oxide 0
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Equation (4.3) describes the overall electrostatic effect experienced by a core-hole 
located at position z (where z = 0 corresponds to the substrate/oxide interface) due 
to the creation of the infinite series of image charges. This translates to the shift in 
the core-level binding energy of the measured photoelectron emitted from the 
core-hole. The reflection coefficients in Eqs. (4.4) and (4.5), given by the 
difference in dielectric constants, account for the electrostatic screening of the 
image charges and are therefore the key to the equation. By making use of the 
above equations with attenuation considerations, one can obtain the overall BE 
shift due to extra-atomic relaxation for a given oxide thickness. We obtained the 
simulation results shown in Fig. 4.6(b) by using an optical dielectric constant of 
3.24 for LAO and 2.1 for SiO2.200 Figure 4.6(b) predicts that a lower BE shift 
arising from extra-atomic relaxation effects is expected for LAO thin films as 
compared with that of silicon dioxide (SiO2). This is a consequence of the higher 
optical dielectric constant of the high-k oxide. With the prediction of less than 0.1 
eV shift for a 4 nm thick SiO2, our simulation result affirms our experimental 
observation of a negligible effect from the remote screening.199 The simulation 
also shows that extra-atomic relaxation effects will be of little significance for 
most high-k oxides of similar or greater thicknesses.  
 
4.1.3. Electron affinity   
The dipole value at the heterostructure interface is defined as the difference in the 
vacuum level between the two materials (see Fig. 4.1). To relate the interface 
dipole to the valence band offset value, electron affinities must be measured. UPS 
is often preferred due to the lower secondary electrons intensity since the 
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band maxima (VBM) and the secondary electron emission edge (representing the 
vacuum level, V0) is used to compute the spectrum width, W. The electron affinity 
for the oxide can then be found using Eq. (4.6): 159 
 g g 0hv E W hv E (V VBM)χ = − − = − − − , (4.6) 
where h is Planck’s constant, v is the frequency of the excitation and hv is the 
energy of the UPS excitation source. For accurate measurements, it is important to 
understand that a negative sample bias has to be applied to provide sufficient 
energy for the secondary electrons to reach the electron detector. Our control 
experiments (not shown) indicate that a bias of -15 V is sufficient for this purpose, 
as judged from the unchanging spectrum width with a range of bias applied 
beyond this value. As such, all our subsequent UPS measurements are carried out 
with -15 V bias in order to obtain a true secondary electron cutoff. We believe that 
applying a sufficiently large bias is important, which is sometimes neglected in 
other works. 201 , 202  In all cases, examining changes in the spectrum width, 
secondary edge and the valence edge with bias can be performed to determine the 
range of voltages that is suitable for the material. With this, we are able to obtain 
work function values of 5.01 eV and 4.92 eV for sputtered clean Au and Ni metal 
samples respectively, which are in good agreement with their expected work 
function values.  
4.1.3.1. Effects of surface carbon contaminants  
Next, we turn our attention to examine the detrimental effects of carbon 
contaminants on UPS measurements of χ for oxides, since it is not always 
practical to carry out in situ characterization. This is important because the 





97 Challenges in interface dipole measurements: Corrections and Implications 
spectrum will be extremely sensitive to surface conditions.203 Despite the fact that 
the hydrocarbon peak at 285 eV is commonly used as a standard for referencing, 
the seemingly insignificant overlayer of contaminant species can contribute 
greatly  either in forming surface dipoles (affecting V0) or distorting the valence 
band profile (affecting VBM).204 As such, these carbon contaminants can give rise 
to inaccuracies in ex situ electron affinity measurements for thin films without 
prior surface treatment.117,205,206  
 
We can clearly show the effects of the carbon contaminant by the use of three 
different in situ surface treatments to remove the surface carbon overlayer and the 
results are summarized in Table 4.2. Our UPS measurement of the untreated (As 
Dep) sample gives a χ value of 1.94 eV which decreases drastically to 1.24 eV 
after sputtering to remove the carbon contaminant. The large decrease in χ can 
possibly be attributed to carbon contamination removal. Although unlikely, as the 
sputtering could be minimal, it can also be argued that the drastic reduction in the 
χ value may be due to the preferential sputtering of the Al oxide in the LAO film, 
given that the Al atom has a similar mass as the sputter (Ar) ion as compared to 
La.207 Therefore, we employ a second method of carbon contaminant removal by 
annealing the samples at a temperature of 450 oC in a low vacuum pressure of 10-8 
mbar. The annealing process can effectively remove most of the surface carbon 
and expectedly, we see the drastic decrease in the χ value to 1.26 eV. Although 
we expect LAO to be stable at the annealing temperature used, one can still argue 
on the presence of subtle chemical or structural changes with annealing, thereby 
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Table 4.2: Measured electron affinity (χ) values and the spectrum width (W) for the LAO/Ge 
heterostructure before (As Dep) and after various surface treatments. The spectrum width 
(W) is defined as the difference between the valence band maximum and the cutoff of the 
secondary electron spectrum measured using UPS. 
 
 Spectrum width W (eV) Electron affinity χ (eV)  
As Dep 13.13 1.94 
Sputtered 13.83 1.24 
Annealed 450oC, 1 hour 13.81 1.26 
Oxygen plasma 15 mins 13.80 1.27 
Oxygen plasma 30 mins 13.78 1.29 
Exposure to ambient 13.30 1.77 
 
As such, we also carried out an in situ oxygen plasma treatment using the Oxford 
Applied Research atomic oxygen source at a low radio-frequency plasma power 
of 150 W at room temperature to clean the oxide surface; the low power is 
preferred to ensure minimal changes to the surface roughness. Table 4.2 shows 
that we similarly recorded reduction in χ to values of 1.27 to 1.29 eV after the 
oxygen plasma treatment. The similar range of χ values obtained for different 
surface cleaning methods is conclusive evidence that the main contributing factor 
observed in all three surface treatments is the removal of the surface 
contamination. In addition, we did a simple test by exposing the oxygen plasma 
cleaned sample to ambient conditions for 30 minutes before loading it back into 
the analysis chamber. The contamination upon ambient re-exposure restores the 
measured χ value to 1.77 eV, which is close to the value of 1.94 eV before the 
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Fig. 4.7: (a) C 1s photoemission peaks before and after low power (150 W) oxygen plasma 
treatment of the LAO/Ge heterostructure with thickness of 5nm. (b) The corresponding He I 
spectrum showing the changes caused by the removal of surface carbon contaminants. The 
inset in (b) shows a magnified view of the changes near the valence band maxima after the 
removal of surface carbon contaminants. (c) Measured time-resolved plots of the core level 
separations (ΔECL) for the as-deposited (As dep) sample and after different durations of 
oxygen (O) plasma treatment. The lines are best fit functions and show the correction of 
differential charging when extrapolated to time zero.  
 
The reason for the apparent change can be clearer if we examine the photoelectron 
spectrum. Figure 4.7 (a) shows the carbon C 1s core level peaks before and after 
the low power oxygen plasma treatment. It is seen that after 15 minutes (mins) of 
plasma treatment, the hydrocarbon peak is reduced (~17% remains as estimated 
by the integrated intensity). The accompanying UPS He I spectrum is shown in 
Fig. 4.7(b). Our analysis shows that the secondary cut-off of the spectrum remains 
largely unchanged and this implies that the carbon does not greatly alter the 
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changes the spectrum width by changing the valence band profile, as shown in the 
inset in valence states can be observed. After the contamination removal, the band 
at 13 eV disappears and a valley-shaped plot can be clearly observed in Fig. 4.7(b). 
The additional valence band states contributed by the hydrocarbons therefore gave 
an erroneous measurement of the valence band edge and hence the spectrum width.  
We highlight that this does not affect XPS measurements of the valence band edge 
(important for band offset measurement) due to the negligible photoionization 
cross section for C 2p states as compared to O 2s and O 2p states.208 In agreement 
to what is expected from our findings on the effect of contamination on 
differential charging, Fig. 4.7(c) shows that a longer duration oxygen plasma 
treatment results in lower differential charging. More importantly, the ability to 
obtain accurate core-level separation values again shows the efficacy of the time-
resolved photoemission method introduced earlier.  
 
4.2. Importance of accurate measurements  
In this section, we will focus on the implications of the errors in the derivation of 
the interface dipole value. With the experimentally measured VBO of 2.73 eV 
(free of differential charging) and band gap of 6.13 eV, Fig. 4.8(a) and 4.8(b) 
show graphically how different values of interface dipoles can be obtained when 
different values of χ are being used. This is summarized for both LAO/Si and 
LAO/Ge heterostructures in part (a) of Table 4.3. It can be seen that when the χ 
value of 1.29 eV (after surface treatment) is used, we obtain a dipole value of 
+0.48 V, with the positive sign symbolizing a dipole with the negative polarity at 
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schematically in Fig. 4.1. However, if we simply take the χ values for the as-
deposited samples or that as obtained from the literature (ref. 209), the derived 
dipole values will be -0.17 V and -0.73 V. This means that not only are the 
magnitude of the dipoles different, the direction of the dipoles are also reversed. 
This is a significant error and can be misleading as it erroneously represents the 
charge transfer direction at the heterojunction. 
 
Fig. 4.8: Energy band diagram for the LAO/Si heterostructure, derived using the measured 
electron affinity (χ) of (a) as-deposited samples and (b) after surface treatment that removes 
the carbon contaminants. (c) Resultant band lineup using a measured VBO without the time-
resolved charge correction method (ΔECL(0) +0.3 eV).  
 
The determination of the interface dipole can also be affected by errors in the 
VBO measurement as shown in Fig. 4.8(c). For example, if differential charging is 
not accounted for, Fig. 4.5 shows that ECL(0) can be increased by 0.3 eV as 
indicated by the saturation of the charging. The incorrectly measured VBO would 
then be 3.03 eV and 3.42 eV for the LAO/Si and LAO/Ge heterostructures, 
respectively, as shown in part (b) of Table 4.3. The corresponding derived 
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Table 4.3: Ambiguity in magnitude and polarity of the derived interface dipole potential (Δ) 
value should incorrect measurements of (a) χ or (b) valence band offset (VBO) be used. The 
values outside the brackets are experimentally determined while those within the brackets 
correspond to the predictions by the MIGS model. The direction of Δ is as defined in Fig. 4.1    
 
 
4.2.1. Validation of the MIGS model  
It can thus be seen that the magnitude and polarity of the interface dipole is easily 
altered by errors in measurements of VBO and χ. This has far reaching impact in 
many models and studies that rely on accurate dipole values to give meaningful 
and consistent description of the physics at the heterostructure interface, of which 
we highlight the band alignment model that uses the charge-neutrality level (CNL) 
concept.111,181,187 The excellent agreement with correctly determined values will 
also be added proof, not only of the accuracy in the measurements, but also as a 
validation for this model. 
 
It will be useful to briefly discuss the CNL model. The model is an extension from 
the metal-induced gap states (MIGS) theory for metal-semiconductor 
heterojunctions where the semiconductor takes on the role of the metal.97,180,209,212 
This is discussed in section 2.3.2.For this reason, we will refer to this model as the 
MIGS model to distinguish it from other similar models, later in this dissertation. 
 
χ (eV)  
LAO/Si LAO/Ge 
VBO (eV) Δ (V) VBO (eV) Δ (V) 
(a): 
1.29 2.73 (2.81) +0.48 (+0.56) 3.12 (3.09) +0.50 (+0.47) 
1.94 2.73 (3.15) -0.17 (+0.25) 3.12 (3.43) -0.15 (+0.16) 
2.50 2.73 (3.45)  -0.73 (-0.01) 3.12 (3.73) -0.71 (-0.10) 
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The resultant conduction band offset (CBO) of the heterostructure is obtained as 
follows:  
 Vac VacA B CNL,A CNL,BCBO ( ) (S 1)( )= χ − χ + − Φ − Φ , (4.7) 
where VacCNLΦ  represents the energy distance from the vacuum level to the CNL, A 
and B represent the two materials of the heterostructure and S is a pinning 
parameter. From Eq. (4.7), it is seen that the electron affinity plays an important 
role in this model since it determines the condition of zero charge transfer dipoles 
(i.e. S = 1), or otherwise known as the Schottky-Mott limit (see section 2.3.1). As 
such, our experimentally obtained value of the electron affinity plays an important 
role in order to conduct a meaningful analysis of the MIGS model, in addition to 
deriving an accurate interface dipole.  
 
The pinning parameter of LAO is calculated to be 0.53 and its CNL is derived to 
be 3.8 eV above from its valence band maxima.209 If we use the χ value of 1.94 
eV (without surface treatment), the MIGS model will predict a VBO for LAO/Si 
and LAO/Ge to be 3.15 eV and 3.43 eV respectively, with corresponding interface 
dipoles of +0.25 V and +0.16 V. This differs greatly from our experimentally 
determined VBO values of 2.73 eV and 3.12 eV, and dipoles of -0.17 V and -0.15 
V, for LAO/Si and LAO/Ge respectively as shown in Table 4.3. This can put an 
undeserving erroneous judgment on the validity of the MIGS model. The model 
fares even worse when a χ value of 2.50 eV is used. Not only are the VBO 
differences between the predicted and experimental values greater (e.g., LAO/Si: 
3.43 eV vs. 2.73 eV), the band lineup will fall out of range of the two limits 
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can lead to the presumption that intrinsic gap states are not important in oxide-
semiconductor band lineups. If we now use the correct χ value of 1.29 eV, we 
obtain excellent agreement with the MIGS model as shown in Table 4.3. The 
predicted dipoles of +0.56 V and +0.47 V for LAO/Si and LAO/Ge respectively 
are also in good agreement with the measured dipole values, unlike the earlier 
cases whereby even the dipole polarity is wrongly predicted. This is excellent 
proof that the values of VBO and χ obtained are accurate and above all, it 
demonstrates the good prediction of the MIGS model that is otherwise not 
possible. It is therefore important to re-visit previous disagreements of the model 
with more accurate measurements to test if the deviations can possibly be 
reconciled.117,158,121,180,190  
 
We add that there is a wider implication for the accurate prediction by the MIGS 
model. It demonstrates that χ is a valid parameter in the prediction of interface 
band alignment. Although there are suggestions that χ values may not be valid at 
the interface given that it is a bulk property and that it is highly surface dependent, 
the correct prediction demonstrates otherwise. We attempt to justify its relevance 
by arguing from a conservation of energy point of view. If vacuum level 
references exist for bulk electrons, its continuity must be met even at the interface. 
This continuity is necessary to ensure that an electron that makes a complete loop 
does not gain any energy in the cycle. The continuity is also exactly the basis for 
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4.2.2. Comparison with existing VFB shifts  
Finally, we examine the obtained dipole values by looking at their effects on VFB 
shifts. This is particularly of great interest since these shifts will eventually alter 
the threshold voltage, which is a crucial parameter in CMOS devices. 
Unfortunately, the overall VFB is also heavily influenced by the effects of the 
different oxide trap charges (see section 3.2.4.1). These oxide charges are 
sensitive to the actual processing conditions and can be present in large amounts 
in novel high-k dielectrics, such as LAO, due to the high defect density. Our 
proposed photoemission measurement, however, should not be affected by these 
oxide trap charges significantly. From what we have gathered from the literature 
and our electrical data from chapter 6, experimental VFB shifts of LAO/Si based 
capacitors tend to range from positive to close to zero after considering the metal 
electrode work function.210,211 Considering reasonable contributions from fixed 
oxide charges to the overall VFB, our experimentally derived interface dipole value 
of +0.48 V accounts for a large component of the positive VFB shift. The 
methodology discussed in this work thus provides a platform to measure interface 
dipoles which is not affected by oxide charges, thereby allowing one to better 
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5. Dipole neutrality point: Re-evaluating 
the use of electronegativity in band alignment 
 
 
Accurate band alignment prediction of semiconductor-oxide heterostructures is 
important and useful for device technologists since band discontinuities can affect 
both electrical and optical properties.111 In particular, the band alignment between 
high dielectric constant (high-k) materials on alternative channel materials 
influences both leakage current and the overall threshold voltage of the transistors. 
14,180 Over the decades, several models to predict band alignments have been 
developed. However, a large number of these models are based on metal-
semiconductor interfaces and thus are not easily translated to predict band offsets 
in semiconductor-oxide heterostructures, e.g. the chemical bond polarization 
model.110 As mentioned in the previous chapter, it is found that the metal induced 
gap states (MIGS) model is able to give good predictions of the band alignment of 
LAO/Si and LAO/Ge heterostructures. This is primarily due to the dominating 
role of intrinsic gap states, which will be further shown in this chapter. However, 
the MIGS model requires the knowledge of electron affinity, which requires 
careful measurements and these data are not readily available in the literature. 
Furthermore, some researchers have questioned the use of electron affinity (or 
work function) in band alignment models because the vacuum level at the 
interface is not well-defined. For these reasons, electronegativity is used instead, 
as in the interface induced gap states (IFIGS) model in section 2.3.4. As an 
example in this study, we evaluated the experimental slope parameter, in section 
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MIGS and IFIGS) in order to shed light on the use of electronegativity in band 
alignment models. This is done by measuring the valence band offsets (VBO) 
using the proposed methodology in chapter 4. Use of electronegativity (EN) also 
presents another important dilemma in band alignment prediction despite its 
strong correlation with the strength of interface dipoles. This is the inevitable 
prediction of unidirectional dipoles at high-k oxide/Si interfaces due to the fact 
that most, if not all, of the high-k oxides possess larger EN when compared to Si. 
This is contrary to the common experimental observation of opposing dipole 
polarities shown in the literature, e.g. negative for La2O3 and positive for Al2O3. 
In section 5.2, we show how this dilemma can be resolved by introducing a novel 
dipole neutrality point (DNP) model in our work.  
 
5.1. Evaluation of current band alignment models  
Two widely accepted band alignment models utilize the concept of the charge 
neutrality level (CNL), whose importance was briefly demonstrated in the 
previous chapter. These are the metal induced gap states (MIGS) and interface 
induced gap states (IFIGS) models. These models have been successfully applied 
to various semiconductor-oxide heterojunctions and can frequently achieve good 
predictions of band offsets.97, 212 , 213 , 214  Equations (5.1) and (5.2) show the 
prediction of the conduction band offset (CBO) and valence band offset (VBO) 
for the MIGS and IFIGS models respectively. 
 Vac Vaca b CNL,a CNL,bCBO (S 1)( ),= χ − χ + − Φ − Φ  (5.1) 
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In Eqs. (5.1) and (5.2), subscript “a” represents the semiconductor while subscript 
“b” represents the oxide (or larger bandgap semiconductor) in both equations. 
Equation (5.1) is generally termed the MIGS model since it is an extension from 
the metal-semiconductor junction to a semiconductor-oxide lineup.97 Here, the 
concept of CNL still plays a key role but the metal and semiconductor are 
replaced by a semiconductor and oxide, respectively. The term, VacCNLΦ  in Eq. (5.1) 
represents the energy separation from the CNL to the vacuum (Vac) level. The 
difference in the electron affinities (χ), represented by the first two terms in Eq. 
(5.1), gives the conduction band offset in the canonical lineup whereby there is no 
charge transfer, i.e. the Schottky-Mott limit (when S = 1). As the CNL is the 
neutral energy level for gap states, the driving force to achieve charge neutrality at 
the interface will try to align the two CNLs at each side.96 The last two terms in 
Eq. (5.1) represents the gap states dipole contribution which is further mediated by 
the pinning or slope parameter (S). This parameter is semi-empirically shown to 
be proportional to the electronic polarizability of the oxide. On the other hand, the 
IFIGS model shown in Eq. (5.2) describes the resultant VBO as a combination of 
the effects of the intrinsic gap states and chemical dipoles. In this approach, the 
CNLs (or branch points) of both materials will, again, tend to align to minimize 
the intrinsic gap states dipole and achieve a charge neutral interface and this 
shown by the first two terms in Eq. (5.2). Here, we note that the concept of branch 
points used in the IFIGS model is identical to that of the CNL used in the MIGS 
model and we will use CNL henceforth for consistency. One difference is, 
however, that the CNL in the IFIGS model is usually referenced to the valence 
band maximum ( VBMCNLΦ ) instead of the vacuum level ( VacCNLΦ ). The absence of the 
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interface is not well-defined. The last two terms in Eq. (5.2) of the IFIGS model 
then describe the formation of chemical dipoles that results from the difference in 
electronegativities (EN) of the two materials. This is again mediated by a slope 
parameter, DX, which is similar to the usage of S in Eq. (5.1). Despite the use of 
different parameters in both equations, we note that intrinsic gap states play a key 
role for both models. It appears that the gap states act as a starting lineup for the 
IFIGS model but serve as a driving force in charge transfer and alignment for the 
MIGS model. 
 
5.1.1. Band offset measurement of LAO heterostructures  
To evaluate the MIGS and IFIGS models, band offsets of a range of LAO 
heterostructures were measured. Amorphous 5 nm thick LAO films were sputter-
deposited (at 100 W under room temperature) on six different semiconductor 
substrates, i.e. silicon (Si), germanium (Ge), indium gallium arsenide 
(In0.53Ga0.47As), gallium arsenide (GaAs), gallium nitride (GaN) and zinc oxide 
(ZnO). The cleaning of the substrates was described in section 3.1.1. The core-
level orbitals used for our analysis were carefully chosen and these are shown in 
Table 5.2 in a later section. As much as possible, orbitals with overlaps were 
avoided to minimize errors due to fitting. For example, due to the proximity of the 
O 2s and In 4d signals, the Ga 3d core level was not used for InGaAs.  
 
Differential charging can be a major source of error for oxide-semiconductor 
structures whereby the charging of the oxide and semiconductor occurs at 
different rates. As mentioned in the previous chapter, this is expected due to the 
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diminished capability of the oxide in compensating for electrons lost via 
photoemission. When this occurs, a different charge state of the semiconductor 
and oxide will give inaccurate band offset measurements. A clear indication of 
differential charging effects is apparent in cases whereby the semiconducting 
substrates are suitably conductive. This is shown in the stability of the BE position 
of the substrate peaks over time in contrast to the BE of the oxide peaks that 
exhibit an exponential increase. This trend is observed for Si, Ge, In0.53Ga0.47As 
and GaAs substrates in this work as they exhibited good conductivity. The time-
resolved XPS method is also useful when the substrates are not as conducting (e.g., 
ZnO and GaN). In this case, both the oxide and the semiconductor will exhibit 
different rates of charging due to both conductivity differences and proximity to 
the supply of electrons (i.e. grounding, flood gun or stray electrons).  
 





















































Fig. 5.1: Time resolved plots showing the respective binding energies (BE) vs. X-ray 
irradiation time for 5 nm thick LAO films on (a) ZnO and (b) GaN substrates, with 
application of a low energy electron flood gun (3V, 0.1 mA). 
 
An example of the charging profiles of LAO on both ZnO and GaN are plotted in 
Fig. 5.1(a) and 5.1(b). The eventual charge-free BE values are then obtained from 
the time-zero intercept from the fitted plots in a similar manner as discussed in 
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and used for calculation of the band offset. Table 5.1 shows a comparison between 
our experimental band offsets that are free from differential charging, and those 
that are available from the published literature.  
 
Table 5.1: A comparison of our experimental valence band offset (VBO) values against those 
that are available in the literature. Note that the data in literature obtained by both 
photoemission techniques using core level, XPS (ΔECL), and valence band, XPS (ΔEV), 
separation at the interface do not explicitly account for differential charging. The VBO 
values obtained using internal photoemission (IPE) and photoconductivity (PC) is also 
shown. VBO is derived from the band gap values measured using PC and the conduction 
band offset obtained from IPE. All values are expressed in electron volt (eV) with an 
experimental error of ± 0.1 eV. 
 
 
a. See Ref. 215 
b. See Ref. 191 
c. See Ref. 185 
d. See Ref. 189 
e. See Ref. 216 
 
We have shown in section 2.4.2.2 how the band offset measurements using 
valence bands at interfaces (denoted as XPS (ΔEV)) can be less accurate as 
compared to that by core-level separations (denoted as XPS (ΔECL)). The range of 
possible errors involved with using XPS (ΔEV) can over- or under-compensate the 
true band offset values because this measurement is dependent on both thickness 
and differential charging (which can act in an opposing manner) of the oxide film. 
Next, it is seen that the existing available measurements by internal photoemission 
(IPE) and photoconductivity (PC) are always smaller than those obtained from 
 LAO/GaN LAO/GaAs LAO/Si LAO/Ge LAO/InGaAs LAO/ZnO
This work 1.21 2.56 2.73 3.12 2.66 0.22 
IPE/PC - 2.65a 2.60b - - - 
XPS (ΔECL) - - 3.20c - 3.10e - 
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XPS (ΔECL). The larger values obtained is an indication of differential charging. 
This trend can be similarly observed in other independent studies on insulators 
such as hafnium oxide on Si (HfO2/Si).190 The close agreement of our results with 
that of IPE/PC measurements (which is not affected by differential charging) 
suggests strongly that some values previously obtained can be influenced by 
differential charging and our time-resolved XPS method can effectively correct 
for this artifact to reconcile the data obtained from the two different measurements. 
This gives us good confidence in our experimental measurements.  
 
5.1.2. Derived slope parameters for MIGS and IFIGS models  
As discussed in section 5.1, the slope parameter provides a useful test for the 
MIGS and IFIGS models and can be derived from the range of LAO 
heterostructures. This is because the slope parameter depends largely on the 
polariziablity of the larger band gap material (see section 2.3.2), i.e. LAO which is 
fixed in this study involving LAO heterostructures. The motivation behind the 
choice of the substrates is two-fold: firstly, the provision of a good range of CNLs 
for a fair examination of both models; and secondly, the relevance of the 
respective heterojunctions formed in terms of potential applications. Possible 
applications of LAO include uses as a charge trapping layer in nonvolatile 
memory devices (LAO/Si) or as a gate dielectric in high speed transistors that 
employs high mobility channel materials (LAO/InGaAs, or LAO/Ge) or wide 
bandgap semiconductors (LAO/GaN) for high power applications.209,217 In both 
scenarios, the resultant band offset is important as it influences electron tunneling, 
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and controls the leakage current in the CMOS gate stack (gate dielectric). After 
obtaining the experimental slope parameter for LAO, one can then extrapolate to 
predict for other novel unknown LAO heterojunctions, such as LAO/InSb or 
LAO/SiC.  
 
The charge neutrality level (CNL), or branch point, is also important in the 
evaluation of the slope parameter, as can be seen Eqs. (5.1) and (5.2). Since 
various theoretical computational methods are available to calculate CNL, it is 
useful to first understand some of the issues involved in these calculations. Most 
of the CNL values are obtained from theoretical studies that take the weighted 
average of valence and conduction band density of states (DOS) at special points 
of the Brillouin zone.101 However, for semiconductors, such as GaN and ZnO, 
with conduction bands that have a lower energy in the vicinity of Γ, we use the 
values obtained from calculations with quasi-particle band structures.218 These 
values indicate that the CNLs for ZnO and GaN lie respectively above and close 
to their CBM. The recent experimental observations of n-type surface 
conductivity of ZnO due to surface electron accumulation demonstrate the 
accuracy of these theoretical calculations.219   
 
A compilation of our experimental VBO values and the chosen CNLs is shown in 
Table 5.2. Other values, such as the electron affinity and electronegativity values 
for the semiconductors used in this study, can be easily obtained from the 
literature. The electron affinity for LAO, on the other hand, has been determined 
from the previous chapter. Using these values, we can then provide more insights 
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Table 5.2: Summary of intrinsic properties of the semiconductors for electron affinity (χ), 
bandgap (Eg) and energy distance from the valence band maximum to the charge neutrality 
level ( VBMCNLΦ ).209,97 The difference between the electronegativity of lanthanum aluminate 
(LAO) and the respective semiconductors is given by ΔEN. The conduction band offset 
(CBO) and valence band offset (VBO) of each semiconductor with LAO as predicted by the 
metal induced gap states (MIGS) and interface induced gap states (IFIGS) models are 
shown. Experimental VBO (± 0.1 eV) values are obtained in this work by measuring the bulk 
core-level separation (ECL - EV) and the interface core-level separation (ΔECL) of the selected 
core level orbitals to represent the substrate. The measured CBO (± 0.2 eV) is obtained by 
using the measured bandgap value of 6.13 eV for LAO. ΔEN is presented in Miedema units 
while the rest of the values are in electron volts (eV). 
 
 
a. See Ref. 101 
b. See Ref. 219 
c. See Ref. 220 
d. Estimated from Vegard’s law 
 
Equation (5.1) for the MIGS model shows that an experimental value of the slope 
parameter S can be derived by plotting the (CBO - χ) versus VacCNLΦ  as is shown in 
Fig. 5.2. The gradient of the plot will yield (S - 1) and from which, one can easily 
derive the experimental value of S. The linear least square fit (dashed line in Fig. 
5.2) of our data points gives a slope of -0.40 ± 0.07, yielding an S value of 0.60 ± 
0.07. This is very close to the theoretical prediction of 0.53 from the electronic 
polarizability of the oxide. The slight difference in the values can be due to 
       Theoretical Models 
Experimental data                  MIGS      IFIGS 
 Eg χ VBMCNLΦ  CBO ΔEN VBO Orbitals ECL – EV ΔECL VBO CBO 
GaN 3.35b 3.30 2.31b 1.67 0.23 1.59 Ga 2p 1115.83 -282.53 1.21 1.57 
GaAs 1.45 4.15 0.50 2.16 1.15 3.82 As 3d 40.43 794.22 2.56 2.12 
Si 1.12 4.05 0.36 2.20 0.88 3.84 Si 2p 98.96 735.86 2.73 2.28 
Ge 0.67 4.13 0.18 2.37 1.03 4.09 Ge 3d 29.35 805.86 3.12 2.34 
InGaAs 0.75c 4.54d 0.60d 2.75 1.21 3.75 As 3d 40.35 794.40 2.66 2.72 
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possible differences in atomistic details at the interface that are not accounted for 
in the MIGS model.212  
















Slope = -0.40 (± 0.07)








Fig. 5.2: Plot of experimental conduction band offset (CBO) minus the electron affinity (χ) of 
the semiconductor versus the energy distance from the charge neutrality level (CNL) to the 
vacuum level ( VacCNLΦ ) for LAO on various semiconductor substrates. The plot yields an 
experimental slope parameter of 0.6. 
 
One reason for the good agreement can be attributed to more accurate band offsets 
determination after the differential charging effects were corrected. Moreover, it is 
emphasized again that accurate measurement of electron affinities χ of novel high-
k oxide materials are also crucial, as seen from Eq. (5.1), since there is a lack of 
reliable data in the literature hitherto. These two parameters have to be carefully 
measured, as was the case in this work, in order to accurately examine or use the 
MIGS model. Using the experimental slope parameter, we can predict the CBOs 
(VBOs) of LAO on InSb and 4H-SiC substrates to be 2.85 eV and 1.67 eV (3.11 
eV and 1.21 eV), respectively. These values, which have not been reported in the 
literature thus far, show that LAO can be a suitable high-k dielectric on these 
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CNL of LAO on 4H-SiC, the derived VBO suggests a low hole barrier height, 
which implies that leakage current might be a problem for p-type 4H-SiC devices. 
 












































Slope = -0.38 (± 0.12) eV/Miedema unit
Intercept = 3.61 (± 0.11) eV
(a) (b)
Slope = -0.85 (± 0.04)





















Fig. 5.3: (a) Plot of experimental valence band offset (VBO) plus the energy distance from the 
valence band maximum (VBM) to CNL ( VBMCNLΦ ) versus the difference in electronegativity 
(ΔEN) between LAO and the various substrates. The plot yields an experimental slope 
parameter (DX) of -0.38 eV/Miedema unit. (b) Plot of the experimental valence band offset 
(VBO) versus energy distance from the valence band maximum to the charge neutrality level 
(CNL), VBMCNLΦ . 
 
The IFIGS model can be similarly examined by plotting (VBO + VBMCNLΦ ) against 
ΔEN as shown in Fig. 5.3(a). The Miedema electronegativities (ENs) of the 
compound materials are obtained based on a geometric mean approach introduced 
in ref. 213 and ΔEN (ENoxide – ENsemiconductor) is as defined in Eq. (5.2) . In this 
plot, the slope yields the value of DX which turns out to be -0.38 (± 0.12) 
eV/Miedema units. Unlike the MIGS model, this experimental slope parameter 
differs from the theoretical predictions. If we use the theoretical pinning parameter 
of 0.53 and the semi-empirical proportionality constant (AX) of 0.86 eV/Miedema 
unit, we will obtain a value of 0.46 for DX using Eq. (5.5). The experimentally 
obtained value of -0.38 is therefore significantly different (of opposite signs) from 
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The obtained negative value for DX is counter intuitive to the role of the mediating 
slope parameter that should be within the range of 1 and 0. This discrepancy is not 
obvious if the slope parameter is not explicitly examined and this occurs if the EN 
is not appropriately included in the axis of the plot.214 This is because Eq. (5.2) 
shows that the slope parameter acts solely on ΔEN and therefore can easily be 
overlooked if the variation in EN is not examined. In fact, using the plot of VBO 
vs VBMCNLΦ as shown in Fig. 5.3(b), we can similarly obtain the frequently reported 
negative relationship (slope of -0.85 ± 0.04) with the same set of data. While this 
is often taken as a proof for the accuracy of the model, we stress that such plots 
will only affirm the domineering role of gap states in the overall band lineup as 
shown by our results. The examination of the slope parameter, as shown in Fig. 
5.2 and Fig. 5.3(b), allows for a more stringent and rigorous test of the two models.  
 
5.1.3. Implications of negative slope parameter 
The following section discusses on the implications of DX being negative. Since 
the gap states, and hence the CNL, play a domineering role in both models, it is 
perhaps surprising that the corresponding slope parameter, and hence band offset 
predictions, can differ greatly. We first show how the MIGS and IFIGS models 
are related. By substituting into Eq. (5.1) (MIGS model) with CBO = (Eg,b –  Eg,a – 
VBO) and making VBO to be the subject matter, we can derive the following 
equation: 
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The derived Eq. (5.3) now bears a resemblance to the IFIGS model in Eq. (5.2). It 
is useful to note that the term VacCNLΦ  is also referred to as the dielectric work 
function in the derivation of the IFIGS model (section 2.3.4).213 Comparing Eqs. 
(5.3) and (5.2), it is seen that if there exists a clear correlation between the 
dielectric work function and the EN, these two models will be identical. This 
correlation between the (dielectric) work function with the electronegativity, i.e. 
Vac
CNLΦ ~ AX.EN, will thus be the critical bridge between these two models. By 
substituting the VacCNLΦ  parameter in Eq. (5.3) with (AX.EN), we obtain  
 VBM VBMCNL,b CNL,a X b aVBO S A [EN EN ].= Φ − Φ + ⋅ −  (5.4) 
Comparing Eq. (5.4) with Eq. (5.2), it is now clear that 
 X XD S A .= ⋅  (5.5) 
Since the slope parameter lies within the range 1 < S < 0, the negative DX 
obtained in our study suggests that AX is negative for oxide-semiconductor 
heterojunction. This is possible because the commonly assumed value of 0.86 
eV/Miedema units for AX (in the IFIGS model) is derived only for metals and 
some semiconductors, but not for oxides (section 2.3.4).213 This then motivates us 
to investigate further on this correlation for oxides using a series of 
heterostructures involving some commonly used high-k oxides.  
 
5.2. Introduction of a novel dipole neutrality point model 
This section investigates the band alignment of various common high-k oxides on 
Si and Ge to (1) further study the correlation between VacCNLΦ  and EN for oxides and 
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mentioned in chapter 4, interface dipoles can contribute to significant flatband 
voltage (VFB) shifts in novel gate stacks involving high-k dielectrics which can 
directly affect the threshold voltage of the MOS transistor. Hitherto, there has 
been no consensus as to the actual mechanism behind interface dipole formation. 
Many models or theories were proposed to predict the dipole formation, including 
the interface induced gap states (IFIGS), dielectric contact induced gap states 
(DCIGS), electrochemical potential equalization, oxygen vacancies and oxygen 
areal density models.181,227,221,222 However, no simple predictive model has been 
established so far. Using the IFIGS model, one can derive a simple relationship 
between the electronegativity difference between the high-k oxide and 
semiconductor and the dipole strength (to be shown below).223,224,225 However 
most, if not all, of the high-k oxides possess larger EN when compared to silicon 
(Si) and therefore only dipoles in one direction should form considering the 
unidirectional charge transfer.181 This is contrary to the experimental findings 
whereby Al2O3 and La2O3 give rise to positive and negative dipole directions, 
which is used for tuning threshold voltages for p- and n-MOSFETs, 
respectively.226,227 Yet, there remains strong evidence for the correlation of EN to 
the strength of interface dipoles.223,224,225 In this section, this dilemma is resolved 
through the introduction of a dipole neutrality point concept that is derived based 
on a new correlation found between the electronegativity and dielectric work 
function (for oxides).  
 
Our results in section 5.1.2 show a strong dependence of band offsets on the 
charge neutrality level (CNL), demonstrating the importance of intrinsic gap states 
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charge transfer occurs in a manner to minimize the CNL difference at both sides 
of the high-k oxide/semiconductor heterojunction (see Fig. 5.4).213,97 This is 
mediated by the electronic polarizability of the oxide, represented by a pinning 
parameter (S). The charge transfer behind the formation of this intrinsic dipole (Δ) 
is driven by the difference in the dielectric work functions, and is derived to be  
 Vac VacCNL,semi CNL,oxide(1 S)( ),Δ = − Φ − Φ  (5.6) 
where VacCNLΦ is the dielectric work function, which is defined as the energy distance 
from the vacuum level to the CNL, while the subscripts “semi” and “oxide” 
denote that for the semiconductor and high-k oxide.97 More details on this 
derivation can be found in Appendix V.  
 
Fig. 5.4: Illustration of the charge transfer responsible for formation of the interface dipole 
at the high-k oxide/semiconductor interface (i) before and (ii) after contact. This charge 
transfer occurs due to the difference in the charge neutrality levels (CNLs). We will define a 
positive dipole formation as shown in (ii) and this occurs when the dielectric work function 
( VacCNLΦ ) of the high-k (HK) oxide is smaller than that of the semiconductor (Semi). 
 
In this work, the direction of the interface dipole is defined as positive when the 
negative polarity resides at the semiconductor side for a high-k 
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know VacCNLΦ , which is sometimes unavailable especially for new materials, often 
because of the lack of data for electron affinity ( χ ) and the need for theoretical 
computation of the CNL.97 Any existing experimental values of χ  should also be 
scrutinized since such measurements are highly sensitive to surface contamination 
(see section 4.1.3.1). As such, the prediction of dipoles for new material interfaces 
is often not a straightforward task when using the gap states model approach. 
 
5.2.1. Investigation of correlation for high-k oxides  
Given the accuracy of the gap states model and the simplicity of using EN, it is of 
great interest to reconcile the two approaches and this can be done by examining 
the correlation between EN and VacCNLΦ . This approach has been adopted by the 
IFIGS model and EN suitably replaces χ to describe the Schottky lineup between 
metals and semiconductors.213 This is achieved through a good semi-empirical 
relationship between EN and work function for metals.107 However, the extension 
to wide band gap materials, such as high-k oxides, proved to be more involved as 
their dielectric work function appears to be negatively correlated with EN. Here, 
we further explore and clarify this relationship for the case of high-k 
oxide/semiconductor heterojunctions. By obtaining a general relationship to map 
EN to VacCNLΦ for high-k oxide materials, a prediction of dipoles for any new high-k 
oxides can be made easily using only EN instead of VacCNLΦ (see Eq. (5.6)). In 
contrast, EN data for elements are widely available and EN for compounds can be 
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Fig. 5.5: UPS measurements of the high-k oxides used in this study, ie. (a) Al2O3, (b) HfO2, (c) 
La2O3, and (d) Y2O3. Note that for all samples, a bias of -15 V is applied, and the surface 
carbon contaminants are removed after application of low power (150 W) oxygen plasma 
treatment.   
 
The mapping of EN to VacCNLΦ  requires accurate measurements of χ values for the 
high-k oxides, which is obtained using UPS (see Fig. 5.5) in this work. The 
chosen oxides to establish this general relationship are such that they represent 
both positive (e.g. hafnium oxide (HfO2) and aluminum oxide (Al2O3)) and 
negative (e.g. yttrium oxide (Y2O3) and lanthanum oxide (La2O3)) dipole shifts 
based on the common flatband voltage shifts observed in the literature. Briefly, 
carbon contaminants were removed using in situ low-power oxygen plasma 
cleaning before UPS measurements (see section 4.1.3.1 for more details).  
 
In addition to χ, the energy distance between the conduction band minimum and 
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the experimental and theoretical VBMCNLΦ  values reported in the literature can be 
noticeably different. It should be noted that the experimental VBMCNLΦ values in the 
literature are obtained assuming a positive correlation and they are most likely not 
accurate for oxides.228 Therefore in this study, theoretical VBMCNLΦ values will be 
used instead.97,209 We note that the different computational methods can yield 
different theoretical CNL values. The range of these reported values will be 
considered in this study and they are shown in Table 5.3. Lastly, we note that our 
measured band gap (Eg,meas) of Al2O3 is 7 eV, which differs significantly from the 
theoretical band gap (Eg,th) of 8.8 eV that is used in the calculations. As such, the 
CNL used will be rescaled accordingly using the theoretical CNL (i.e., CNLth) via 
the relation, CNL = CNLth (Eg,meas / Eg,th).229 This is valid because the position of 
the CNL is directly affected by the relative position in energy of the occupied and 
unoccupied states, as dictated by the band gap.  
 
Table 5.3: Summary of the measured band gap (Eg), electron affinities of high-k (HK) oxides 
used in this study and the derived dielectric work functions, VacCNLΦ  based on the range of CNL 
values from literature. Miedema electronegativity values (EN) are also shown. The measured 
ECL-EV values for the bulk high-k oxides are used to calculate the experimental valence band 
offset (VBO). The experimental (Exp.) interface dipole (Δ) of the various high-k oxides on 
silicon (Si) and germanium (Ge) are shown along with the predicted dipoles (DNP) from our 
dipole neutrality point model. 
 
 









EN ECL-EV (eV) 
VBO (eV) ΔHK/Si (V) ΔHK/Ge (V) 
HK/Si HK/Ge Exp. DNP Exp. DNP 




3.82 5.95 71.10 3.45 3.54 0.42 0.49 0.13 0.41 




4.27 5.85 14.01 3.02 3.23 0.22 0.39 0.05 0.31 




5.24 5.34 154.27 2.32 2.70 -0.05 -0.12 -0.05 -0.20 
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Estimated HK oxides GaAs
DNPSi
Φ = 17.2 - 2.29EN
 
 
Fig. 5.6: Plot of (dielectric) work function with electronegativity (EN) for different classes of 
materials including metals (triangles) and semiconductors (squares). Values of high-k oxides 
using our measured data (red circles) and values from literature (blue circles) are also 
shown, yielding the negative relationship between the dielectric work function and EN (red 
dashed line).97,209,213,230,231,232 The black error bar represents the spread in the CNL values 
obtained theoretically. It can be seen that the differences from various simulation works do 
not affect the negative correlation shown. The dipole neutrality points (DNPs) for Si and Ge 
(shaded black squares) are indicated as red and black crosses (refer to text for explanation). 
 
A summary of the experimental data is shown in Table 5.3. Using our measured 
values, VacCNLΦ is plotted versus EN in Fig. 5.6. This plot also includes values for 
different metals, semiconductors and high-k oxides that are available from the 
literature. The experimental data for VacCNLΦ (i.e. HfO2, Al2O3, La2O3 and Y2O3) 
obtained in this work and lanthanum aluminate (LaAlO3) in chapter 4, are shown 
as red circles while those obtained from literature (i.e. Lu2O3, G2dO3, MgO, Pr2O3 
and ZrO2) are shown as blue circles.97,209,230,231,232 Generally, the compiled data 
show a negative correlation between VacCNLΦ  and EN. It is important to understand 
that despite the spread in the VBMCNLΦ values, due to the use of different 
computational methods, all the resultant VacCNLΦ still lies within our fitted line (red 
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constant (AX,HK) of -2.29 ± 0.40 eV/Miedema unit for the high-k (HK) oxides 
used in this study. This negative trend is consistent with the negative DX obtained 
previously in section 5.1.3. 
 



























Fig. 5.7: Plot of the CNL/gap ratio (i.e., CBMCNLΦ /Eg) versus electronegativity (EN) for high-k 
oxides, where CBMCNLΦ  is defined to be the energy distance from the charge neutrality level 
(CNL) to the conduction band minimum (CBM). The values are taken from refs. 97 and 230. 
 
 
The negative relationship between VacCNLΦ  and EN can be understood further and 
the main difference can be attributed to the large band gap (Eg). As mentioned 
earlier, VacCNLΦ essentially comprises two terms, the electron affinity (χ) and the 
energy distance between the conduction band minimum (CBM) and the CNL 
( CBMCNLΦ ). For wide band gap materials, such as high-k oxides, the significant Eg 
values will tend to dominate VacCNLΦ (as opposed to the smaller χ values) and thus 
play a major role in affecting its trend. However, there are no clear trends for Eg 





126 Dipole neutrality point: Re-evaluating the use of electronegativity in band alignment 
CNL/band gap  (i.e., CBMCNL g/ EΦ ) on EN instead. According to Robertson et al., this 
parameter varies with different chemical properties and can therefore possibly 
explain the negative correlation between EN and VacCNLΦ .209,97 A plot of the 
CBM
CNL g/ EΦ  versus EN is shown in Fig. 5.7 for a range of high-k oxides.97,230 We 
observe that oxides of lower EN generally have CNLs further to the CBM (i.e. 
larger CBMCNL g/ EΦ values). The EN values used in the plot are the geometric means 
calculated for the compound oxides. We believe that this is more representative 
than using the individual EN since the geometric mean approach has been 
successfully used to predict Fermi energies.106 The use of the geometric mean EN 
encompasses both effects of anion-to-cation stoichiometry and ionicity which are 
reported to be correlated with the CNL/bandgap ratio. For example, 
semiconductors with higher ionicity tend to have CNL that are closer to the CBM 
(i.e., smaller CBMCNL g/ EΦ ).209 In addition, a higher anion-to-cation stoichiometry for 
metal oxides also causes the CNL to be closer to the CBM, due to considerations 
of changes in the density of states in the valence band and conduction band that 
are dominated by oxygen (anion) and metal (cation) respectively.97 As such, we 
conclude that our experimental observation of the negative correlation between 
EN and VacCNLΦ  can be largely explained by the dependence of the CNL/bandgap 
ratio on EN related properties such as ionicity or even anion-to-cation 
stoichiometry. Interestingly, this relationship can also possibly explain the 
symmetric band offsets of rare earth oxides as compared to most transition oxides 
which tend to favour VBO (see section 2.1.1). By being more electropositive (i.e. 
low EN) in nature, the rare earth oxides tend to have CNL values lower within the 
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5.2.2. Dipole neutrality point (DNP) model 
After this general relationship is established, we introduce here the concept of a 
dipole neutrality point (DNP) for semiconductors. The DNP defines the equivalent 
EN of a semiconductor should the semiconductor possess a similar proportionality 
constant (AX) as the high-k oxides. The following equations will show the 
derivation of the DNP parameter in the use of EN in the dipole equation (i.e., Eq. 




X,Semi Semi Semi X,oxide oxide oxide
X,oxide X,Semi Semi Semi oxide X,oxide oxide
X,oxide semi oxide
(1 S)( )
(1 S)([A EN ] C [A EN ] C )
(1 S)A ([A EN C C ] A EN )
(1 S)A (DNP EN )
Δ = − Φ − Φ
= − + − −
= − + − −
= − −
 (5.7) 
where the subscripts “semi” and “oxide” represent the semiconductor and oxide 
respectively and C represents the y-intercept of the fitted trend (red dashed line in 
Fig. 5.6). The equivalence of solving the above equations is to deduce the DNP 
through simple mapping. In this work as shown in Fig. 5.6, the DNPs for Si and 
Ge are 5.46 and 5.54 Miedema units as shown by the respective red and black 
crosses. Here, we can simplify the equation further (i.e., Eq. (5.8)) since the value 
of S is about 0.5 for most of the high-k oxides and AX,oxide is previously found to 
be approximately -2 for high-k (HK) oxide materials. 
 HK semi(EN DNP ).Δ ≈ −  (5.8) 
The polarity of the impending dipole formation at any high-k/semiconductor 
interface can hereby be predicted easily using Eq. (5.8). It is seen that the DNP 
essentially represents a comparison point for a semiconductor with high-k oxides 
whereby zero interface dipole formation is expected when DNPsemi = ENHK. In an 
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composition of ternary compound oxides affects dipole formation, which can be 
observed from VFB shifts. For example, the addition of La into bulk HfO2 
dielectric (to form Hf(1-x)LaxOy) reduces the overall bulk EN (geometric mean of 
contributing elements). Our DNP concept predicts a negative net change in 
interface dipoles and expectedly, a negative VFB shift is observed.233 Conversely, 
another independent study that incorporates Al into bulk HfO2 reported positive 
VFB shifts for the Hf(1-x)AlxOy compound oxide; a result that is also predicted by 
the DNP concept since Al increases the overall bulk EN.234 Apart from these bulk 
oxides, modification of the effective EN at the interface using interlayers also give 
rise to agreements in the expected trends. Reports indicate that interlayer 
modifications at the high-k oxide/Si interface with TiO2 (larger EN) tend to shift 
the VFB towards positive values while MgO and Gd2O3 (smaller EN) shift the VFB 
towards negative values. 235,236,237 All these expected VFB shifts or interface dipole 
formation can be easily predicted by examining the EN of the oxide in comparison 
with the DNPSi. The vertical line in Fig. 5.6 clearly demarcates the region of zero 
dipole formation; easy assessment for the dipole directions for new high-k oxides 
can be clearly read off from the diagram, where positive and negative dipoles are 
expected on either side of the DNP.  
5.2.3. Comparison with experimental interface dipoles 
Next, we examine the feasibility of quantitative prediction of dipoles using our 
DNP concept. This is firstly done using our experimental measurements of the 
interface dipoles (see Chapter 4), which require the measurement of the valence 
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following Kraut’s method with correction for differential charging effects using 
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Fig. 5.8: Time-resolved plots used in obtaining the core-level separations for thin high-k 

















































































Fig. 5.9: Time-resolved plots used in obtaining the core-level separations for thin high-k 
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Using these plots (Fig. 5.8 and Fig. 5.9), the true core-level separation at the 
interface is obtained at time zero. The experimental interface dipole, Δ (Exp.), is 
obtained as the difference in vacuum levels at the interface. The predicted 
interface dipoles are obtained using DNPSi and DNPGe of 5.46 and 5.54 Miedema 
units for Si and Ge, respectively, using Eq. (5.8). A comparison between the 
experimental and predicted interface dipoles is shown in Table 5.3. It is seen that 
the simple DNP model predicts the dipole polarities well and also gives 
reasonable predictions for their strength. In particular, oxides that possess a higher 
EN (i.e. HfO2 and Al2O3) than DNP will give a positive dipole value while those 
with a smaller EN (i.e. La2O3 and Y2O3) will yield a negative dipole.  
 
5.2.4. Comparison with flatband (VFB) voltage shifts  
The prediction of the dipole strength is further verified by comparisons with the 
VFB shifts of the above-mentioned high-k oxides as shown in Fig. 5.10. These VFB 
shifts are attributed to effects from the interface dipole because they are carefully 
gathered from a series of systematic capacitance-voltage measurements of bi-layer 
structures with varying thickness combined with band bending measurements by 
XPS.225, 238 , 239  We note that the VFB shifts have been previously attributed to 
differences in oxygen areal densities and these densities are calculated from bulk 
oxide structures.181 However, the effective EN used in the DNP approach also 
includes oxygen density variations. Unlike the former, the geometric EN mean 
approach encompasses effects of the metal ions that are not accounted for and 
their inclusion can be crucial considering findings from interlayer insertion 
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HK SiEN DNP− ), which is predicted by Eq. (5.8). The largest error between the 
experimental data and our predictions is ~ 0.13 eV. Lastly, we add that the 
presence of a SiOx interfacial layer should not affect the analysis using our DNP 
concept. A simple calculation will show that SiO2 has a similar dielectric 
workfunction compared with Si. This implies that dipoles for high-k oxides on Si 
should yield identical polarity and similar dipole strength compared to the case on 
SiOx and this can suitably explain observed influence of (or lack of) the interfacial 



































Fig. 5.10: Experimental values of VFB shifts due to interface dipoles and ΔEN (where ΔEN = 
ENhigh-k – DNPSi , and DNPSi is equal to 5.46 Miedema units) for various labeled high-k 
oxide/Si capacitor structures are shown as shaded and non-shaded bars, respectively.225,238,239 
The bars are shown in order of increasing EN of the high-k oxides. The plot clearly shows a 
good correlation between ΔEN and the VFB shifts, thereby supporting our DNP concept for 
interface dipoles. 
 
Lastly, our model can also be applied to material systems involving insertion of 
interfacial interlayers. Our previous work demonstrates that enriching the 
interfaces between Y2O3 and various semiconductors with yttrium yields a 
consistent ~ 0.1 to 0.2 eV reduction in the VBO.117 This can be explained by the 
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charge transfer (due to a change in the effective dielectric work function) as 
predicted by the DNP concept. If we apply the proposed model to other common 
semiconductors, we can now easily explain the similar VFB shifts on different 
semiconductor substrates given a certain high-k oxide. 240,241,242 This is because 
many of the small band gap semiconductors tend to have similar DNPs (from 5.26 
to 5.54 eV) and our model therefore predicts similar charge transfers at these 
interfaces, yielding almost similar dipole values. Our model can also successfully 
predict the VFB shifts of Ge capacitor structures after insertion of high-k oxide 
interlayers to improve the interface quality. In particular, high-k oxides that have 
lower EN (e.g. Y2O3 and La2O3) than DNPGe, are observed to result in negative 
VFB shifts while those with higher EN (e.g. Al2O3) results in positive VFB shifts as 
expected from our simple model.240-242  
 
In conclusion, we have introduced a simple concept of dipole neutrality point 
which allows easy assessment of the interface dipole at the high-k/semiconductor 
heterojunction without the need to know the electron affinity or CNL values. This 
model is extremely simple and allows quick and accurate predictions of interface 
dipoles for new material interfaces. This will be of great value in terms of 
threshold voltage adjustments in the development of advanced gate stacks using 
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6. Improving the thermal stability of the 
LaAlO3/Si interface: Band offset and other 
electrical properties  
 
 
Lanthanum aluminate (LaAlO3 or LAO) is a promising candidate as a high-k 
dielectric because of its large bandgap (6.13 eV), sufficiently large and symmetric 
band offsets which are both larger than 2 eV (see Chapter 4), and high dielectric 
constant (22 to 25). This study investigates the thermal stability of this oxide on Si, 
which is crucial in the conventional CMOS process flow that involves high 
temperature steps, such as the source-drain activation anneal. Such high 
temperatures can result in changes at the interface which can lead to alterations of 
crucial properties such as band offset, interface trap density, and leakage current. 
Recent works have demonstrated that thermal annealing of high-k oxide films on 
Si results in undesirable reduction of the conduction band offset (CBO) that can 
be detrimental in terms of threshold voltage instability and/or increased device 
leakage current. 243,244 This can be attributed to the changes of the dipole at the 
interface after high temperature annealing processes. Degradation of the 
interfacial electrical properties after annealing, such as increase in the density of 
interface traps, can also be a problem in other high-k oxide materials such as 
zirconium oxide gate stacks. 245,246 The presence of these interfacial charges can 
significantly degrade the carrier mobility and drive current in the transistor device 
through Coulomb scattering and electron trapping, thereby negating the beneficial 
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Interface engineering allows one to ameliorate the above issues without affecting 
the bulk properties of the high-k dielectric, such as wide band gap and high 
permittivity. In particular, yttrium (Y) can suitably be used as an effective 
interlayer because yttrium oxide (Y2O3) has been shown to improve the thermal 
stability of the La2O3/Si interface by acting as a barrier layer in suppressing the 
formation of lower dielectric constant interfacial layers. 247  Furthermore, the 
addition of Y can possibly reduce the gap states densities and alter the interface 
dipoles. 248,117 Annealing of LAO/Si films is found to lead to degradation in terms 
of increased interface trap density, larger leakage current, and significant change 
in the band offset. By addition of a yttrium interlayer, the thermal stability, in 
terms of the band offset (section 6.1) and other electrical properties such as the 
interface trap density and leakage current (section 6.2), are improved.  
 
In this study, amorphous LAO films were sputtered deposited on n-type Si (001) 
wafers. Post deposition furnace annealing was carried out for 30 min at either 
600oC or 800oC. Blanket deposited films were used to study the band offsets in 
section 6.1.1. From section 6.1.2 onwards, capacitors of oxide thicknesses in the 
range of 8-25 nm were fabricated (for more details see section 3.1.2). Yttrium 
interlayer samples were fabricated by sputtering a few monolayers of Y 
(deposition duration of ~3 s), without breaking the vacuum, prior to LAO 
deposition. A step profiler and atomic force microscopy was used to measure the 
thickness of a series of sputtered Y metal films to yield a calibrated sputtering rate 
of 7.7 nm/min for the sputtering conditions used in this work. As such, the 
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6.1. Improvement in the thermal stability of band offset 
We first investigate the thermal instability of the band offset of LAO thin films on 
Si using XPS and show subsequently how the instability can be alleviated using a 
Y interlayer. In this study, variations of band offsets after annealing are 
determined using photoemission (section 6.1.1) and later verified by electrical 
methods (section 6.1.2). To ensure that this change in band offset is purely an 
interfacial effect, the properties of the bulk oxide after annealing is investigated in 
section 6.1.3, along with the changes in interfacial chemistry. We then propose the 
mechanism behind the formation of these interface dipoles in section 6.1.4. 
 
6.1.1. Photoemission method  
Band offset measurements are carried out using Kraut’s method as described in 
section 4.1.2. Since the bulk core-to-valence separation for the oxide is shown to 
be the same, any variations in interface core-level separation (ΔECL) will directly 
translate to variations in the valence band offset (refer to Eq. (4.1)). Fig. 6.1(a) 
shows the interface core-level separation of LAO/Si before and after annealing. 
The La 3d spectrum is fitted with contributions from both La2O3 and LaSiO (at ~1 
eV higher BE). 249  The respective satellite peaks for La 3d are also fitted 
consistently with respect to the core La 3d peak with a FWHM of ~2 eV. The 
measured spectrums show that annealing at 800oC resulted in an increase of ~0.78 
eV in ΔECL. On the other hand, the inclusion of a Y interlayer reduces this 
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Fig. 6.1: Interface core-level separations of 4 nm (a) LAO/Si and (b) LAO/Y/Si samples 
before and after 800oC annealing.  
 
At this point, we further emphasize that the difference in these measured ΔECL 
values is significant and will directly translate to appreciable VBO changes that 
can possibly affect the overall threshold voltage stability. It is therefore crucial to 
ensure the accuracy of these measurements. As mentioned in section 4.1, ΔECL 
can be affected by other factors such as band bending, extra-atomic relaxation, 
and differential charging effects. Band bending effects are reasonably assumed to 
be negligible since moderately doped substrates are used. On the other hand, 
extra-atomic relaxation shifts were shown to be minimal for as-deposited (as-dep) 
samples thicker than 4 nm. For annealed samples, because of the increase in 
interfacial layer thickness (to be shown in section 6.1.3), this relaxation shift is 
expected to be lesser since LAO oxide is further from the substrate. This is further 
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Fig. 6.2: Time-resolved plots showing core-level separations (ΔECL) vs x-ray exposure time 
for 4 nm (a) LAO/Si and (b) LAO/Y/Si under different annealing conditions.  
 
Figure 6.2 shows the time-resolved XPS measurements (used to correct for 
differential charging) of the same LAO/Si and LAO/Y/Si films for the as-dep 
samples and samples after annealing at different temperatures. The true ΔECL(0) 
values are obtained as the time zero value (see section 4.1.2.1), with an average 
extracted dielectric time constant of ~212 s. It is seen that after correction for 
differential charging, a significant increase in ΔECL(0) of ~0.48 eV is observed for 
the LAO/Si sample after annealing at 800oC (as compared to the as-dep sample) 
while a slight increase of ~0.16 eV is observed for the LAO/Y/Si samples after 
annealing at 800oC.  
 
Table 6.1: Experimental valence band offsets (VBO) of LAO/Si and LAO/Y/Si films under 
different annealing conditions, determined using XPS. The experimental error is ±0.1 eV. 
 
 
  ΔECL(0) (eV) VBO (eV) 
LAO/Si As Dep 735.86 2.73 
600oC 736.08 2.95 
800oC 736.34 3.21 
LAO/Y/Si As Dep 736.14 3.01 
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The actual bands offset values of both LAO/Si and LAO/Y/Si films, calculated 
using Kraut’s method, are shown in Table 6.1. The variation in the band offsets is 
greatly reduced for the samples with a Y-interlayer as the VBO experiences a 
smaller increase ~0.16 eV after 800oC annealing compared to a ~0.48 eV increase 
for the sample without a Y-interlayer.  
 
6.1.2. Electrical method: VFB-EOT plots 
It is known that flatband voltage (VFB) vs. equivalent oxide thickness (EOT) plots 
can also provide information on the interfacial band alignment, due to the 
influence of the interface dipole on the effective metal work function.182,250 Since 
this is an electrical measurement, it is entirely of a different nature from the XPS 
measurements and is a good method to affirm that variation in the interface 
dipoles is the reason for the band offset changes after annealing. In the following 
sections, EOT and VFB are individually obtained based on high frequency 
capacitance voltage (HFCV) measurements carried out on LAO/Si capacitors of 
different oxide thicknesses from 8-25 nm. These HFCV measurements are carried 
out at 100 kHz using the HP4284 LCR meter. The VFB-EOT plots are then used to 
obtain the effective metal work function, which is able to provide information on 
the interface dipole.  
 
6.1.2.1. EOT determination  
We first discuss some of the methods for accurate EOT determination, which is of 
importance in deriving the effective metal work function. Typically, the EOT can 
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accumulation region of the C-V measurements, if the approximation of Cmax ≈ Cox 
(where Cox is the oxide capacitance) is valid. However, the approximation can be 
inaccurate when the silicon space charge capacitance in accumulation (Csc,acc) is 
comparable to Cox. One indication of this is a non-saturating Cmax even under very 
strong accumulation. In order to determine EOT accurately, we looked at various 
techniques as will be described further. The McNutt and Sah (Mc) technique 
invokes the assumptions of negligible contributions from interface trap 
capacitance (at 100 kHz) and bulk oxide trap density while quantization effects 
are also excluded. 251  The Maserjian (Mas) technique makes use of the same 
assumptions except that it attempts to approximate for the quantization effects.252 
Thirdly, Samares Kar proposed two techniques (denoted as Kar 1 and Kar 2) for 
accurate EOT extraction by assuming that Csc,acc and the interface trap capacitance 
(Cit) are exponential functions of the surface potential.253 With this assumption, a 
linear relationship between |C-1 dC/dV|1/2 versus C is derived, from which Cox can 
be obtained from the intercept with the C-axis (Samares Kar 1 in Fig. 6.3(a)). 
Similarly, a plot of |dC-2/dV|1/2 versus 1/C can also be used to extract the EOT 
since the x-axis now yields 1/Cox (Samares Kar 2 in Fig. 6.3(b)). Comparison of 
the extracted Cmax, from which the EOT is determined, based on these 
extrapolation plots is shown in Fig. 6.3(a) and 6.3(b) using a 9 nm thick LAO 
capacitor structure (as-deposited) as an example. Generally, we managed to obtain 
reasonably linear plots using the above-mentioned extrapolation techniques. 
Lastly, a quantum mechanical C-V simulator (QMCV) developed by the Berkeley 
group is also employed.254 The simulated C-V is matched with the experimental 
C-V data to obtain EOT from Cmax. In this simulator, quantum mechanical (QM) 
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consistently with the Fermi-Dirac distribution for the electron/hole distributions in 
both inversion and accumulation conditions. An example of matching the 
simulated C-V curve with the experimental data using EOT as a fitting parameter 
is shown in Fig. 6.3(c).  
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Fig. 6.3: Comparison of various extrapolation based methods to determine EOT for 
Al/LAO(9nm)/Si capacitors (as-deposited). (a) McNutt and Kar 1 and (b) Maserjian and Kar 
2 techniques are shown with the extracted EOT values as indicated; (c) Fitting of the 
experimental C-V data in strong accumulation using the quantum mechanical C-V simulator 
(QMCV) from the Berkeley group.  
 
A summary of the EOT determined using all the above-mentioned techniques is 
shown in Table 6.2. Generally, the results differ by an average of ~5% (largest 
deviation of ~11%). We take the QMCV method as the most accurate procedure 
and will base our analysis on this. This is because when QM effects are accounted 
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Table 6.2: Comparison of the equivalent oxide thickness (EOT) values extracted using 
different extrapolation based techniques, namely McNutt and Sah (Mc), Maserjian (Mas) 
and Samares Kar (Kar 1 and Kar 2) techniques. Fitting using a quantum mechanical C-V 
simulator (QMCV) developed by the Berkeley group generally gives a lower EOT value and 
it differs by an average of ~5% compared with the extrapolation methods mentioned 





Mc Kar 1 Mas Kar 2 QMCV 
LAO/Si 
9.0 nm 
Bef. Anneal 3.96 3.96 3.46 3.99 3.80 
800˚C PDA 4.38 4.70 4.28 4.82 4.40 
12.5 nm 
Bef. Anneal 5.93 6.00 5.26 5.86 5.70 
800˚C PDA 6.25 6.29 5.83 6.38 6.10 
15.0 nm 
Bef. Anneal 6.41 6.40 5.36 6.38 6.00 
800˚C PDA 5.68 5.74 5.31 5.74 5.40 
22.5 nm 
Bef. Anneal 10.12 10.27 9.60 10.18 9.70 
800˚C PDA 8.27 8.35 7.71 8.26 8.20 
27.5 nm 
Bef. Anneal 10.73 10.73 10.00 10.75 10.30 
800˚C PDA 10.30 10.43 10.05 10.45 9.80 
LAO/Y/Si 
8.0 nm 
Bef. Anneal 4.22 4.22 4.22 4.16 3.80 
800˚C PDA 4.74 4.78 4.48 4.86 4.50 
12.0 nm 
Bef. Anneal 5.17 5.22 4.48 4.99 4.80 
800˚C PDA 5.79 5.83 5.52 5.86 5.50 
13.0 nm 
Bef. Anneal 5.90 5.89 5.26 5.80 5.65 
800˚C PDA 6.02 6.03 5.57 5.91 5.70 
 
6.1.2.2. VFB determination  
The flatband voltage (VFB) was obtained by reading off the experimental C-V 
curve at a calculated flatband capacitance (CFB) based on extracted doping 
concentration, Nsub and EOT parameters (refer to section 3.2.4.1 for more details). 
NSub is obtained from the minimum capacitance of the HFCV curves. It is found 
that the range of values obtained lie within 1 x 1016 to 2 x 1016 cm-3, which is in 
good agreement with the doping as indicated by the wafer supplier.  
6.1.2.3. VFB-EOT plots: Changes in effective metal work function   
After determining both VFB and EOT experimentally, we will show the 
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dipoles can be obtained. Flatband corresponds to a condition whereby the 
semiconductor (Si in this case) is free of any electric field (i.e., no band bending). 
It is therefore sensitive to any oxide charges within the gate stack and the relative 
alignment of the two materials as shown in Eq. (6.1) below. The equation shows 
the contribution of the oxide charges and the importance of the relative band 
alignment manifested through contributions from interface dipoles. Equation (6.1) 
is for a high-k oxide on Si with the presence of SiOx in the interfacial layer as 
shown in Fig. 6.4 (a),255 and given as 
 
2
0 1 0 ILIL IL IL
FB HK HK IL
0 ox 0 ox 0 ox 0 ox
2 msHK
HK MG/HK HK/IL IL/Si
0 ox
Q Q Q EOT EOTV EOT ( ) EOT EOT
2
(EOT )( ) ( ).
2 q
+ ρ ρ= − − − −ε ε ε ε ε ε ε ε
Φρ− + + Δ + Δ + Δε ε
 (6.1)
where EOT represents the equivalent oxide thickness for the high-k (HK) material 
and interfacial layer (IL) as indicated by the subscript. The symbol q is the 
electronic charge, ε0 is the permittivity of free space and εox is the dielectric 
constant of silicon oxide. Q0 and Q1 represent the total amount of Qf and Qit at the 
(IL)/Si and high-k (HK) oxide/SiO2 interface respectively, while ρIL and ρHK 
represent the bulk charge density within the IL and high-k oxide films respectively. 
Δ represents the potential change induced by the respective dipole (the various 
subscripts denotes the interface at which the dipole resides). The effective metal-
semiconductor workfunction, Φeff,ms, is defined as the eventual difference between 
the vacuum workfunctions of the metal and semiconductor and this is obtained as 
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Fig. 6.4: (a) Schematic of Al/HK/IL/Si/Al capacitor structure and the relative positions of the 
oxide charges and dipoles involved, and (b) Energy band diagram showing the influence of 
the dipole at the high-k/Si interface, ΔHK/Si (which could be ΔHK/IL and/or ΔIL/Si ) on the 
effective metal workfunction, Φeff,ms. The alignment of the system without interface dipoles is 
denoted by dash lines while the shift in the effective vacuum level after the annealing is 
shown by the direction of the arrow. An increase in Φeff,ms can then be derived for the 
direction of the interface dipole induced. 
 
As illustrated in Fig. 6.4(b), Φeff,ms is modulated by contributions from any 
interface dipole within the gate stack and this makes Φeff,ms an important 
parameter in measuring interface dipoles and hence the band alignment. However, 
in order to correctly extract the true Φeff,ms using the VFB vs. EOT plot, the oxide 
charges should be reasonably accounted for. Bulk oxide charges are oxide trapped 
charges that are distributed throughout the oxide film while Qf and Qit reside 
mainly at the interface. As such, the total bulk oxide charges are expected to vary 
with thickness while Qf and Qit can be considered to be thickness-independent. Our 
VFB vs EOT plots exhibit reasonably linear relationships as shown in Fig. 6.5. 
Hence from Eq. (6.1), we can deduce that the bulk oxide charges within the high-k 
oxide layer (ρHK) do not play a major role and thus these were not considered to 
simplify the analysis. However, even for different EOTs of the high-k oxide film, 
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given annealing condition and this is especially true for the relatively thick oxides 
(> 8 nm) used in our VFB vs. EOT analysis. This meant that we cannot rule out 
effects of the interfacial bulk oxide charges (ρIL) within the IL despite the linear 
relationship we obtained. This is because these charges have a linear (or no 
dependence) on EOTHK. Therefore, the effects of ρIL have to be considered and 
this is accounted for in our subsequent analysis. It should also be noted that we 
assume zero dipole variations at the LAO/metal interface since our comparisons 
are made across the LAO films (which remain stoichiometric after annealing) that 
underwent the same metal contact fabrication and processing conditions. 
Furthermore, we simplified our analysis by reasonably neglecting non-
uniformities in the doping concentration of the Si substrates used. From our 
measurements of the doping variations used in this work, the resultant variation in 
Φms is calculated to be less than 0.01 eV, which is a reasonable value considering 
our measurement accuracy. Finally, we do not expect the post-metallization anneal 
at 400ºC to induce any changes in the band offset at the HK/Si interface as shown 
by relatively consistent band offsets (data not shown) for the as-deposited and 
400ºC annealed samples.  
 
The resultant plots of VFB vs. EOT for LAO/Si and LAO/Y/Si capacitors are 
shown in Fig. 6.5 (a) and 6.5(b), respectively. We examine in detail the mseff ,Φ  
values between the as-deposited (As Dep) and annealed samples to correlate the 
electrical measurements with the observed variations in VBO as measured using 
XPS. For the LAO/Si samples in Fig. 6.5(a), we measured a difference in the 
intercept of 1.81 V (± 0.2 V) before and after annealing, while for the LAO/Y/Si 





145 Improving the thermal stability of the LaAlO3/Si interface 
interlayer, as shown in Fig. 6.5(b). The difference in the intercept amounts to a 
change in the mseff ,Φ  value and this is partly contributed by the interface dipoles.  
 











































Fig. 6.5: VFB plots for (a) Al/LAO/Si and (b) Al/LAO/Y/Si structures vs. EOTHK before (solid 
symbols) and after annealing (open symbols). The y-intercept (VFB at EOTHK = 0) is 
determined from the best fit line shown. The indicated value is the derived difference of the 
Φeff,ms before and after the 800°C anneal. 
 
As discussed, XPS measurements yield a VBO change of 0.48 eV for the as-
deposited sample and a difference of 0.16 eV for the Y-stabilized sample after 
annealing. This difference is attributed similarly to the alterations of the interface 
dipoles. The larger variations of the mseff ,Φ  as compared to XPS measurements 
can then be explained by the additional contributions to the intercept by the oxide 
charges within the IL as previously mentioned. Specifically, the terms 
0 IL 0 oxQ EOT ε ε and 2IL IL 0 oxEOT 2ρ ε ε in Eq. (6.1) can lead to changes in the 
intercept value, especially when EOTIL is high. Since the interfacial oxide is most 
probably of a lower quality than thermally grown SiO2, we use an estimated value 
of -2 x 1012 cm-2 for Q0, obtained from the data of a thermally oxidized SiO2 on 
Si.182 Along with a value of -3.0 x 1019 cm-3 for ILρ , the total contribution to the 
intercept is about 0.47 to 0.91 V for a 2 to 3 nm thick IL. This thickness range is 
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Beer-Lambert’s equation. Another possible reason can be from the influence of 
hysteresis, though we believe this is not significant from our measured hysteresis 
of 18 to 66 mV. With these as considerations, the values we obtained from both 
XPS and electrical measurements match reasonably well. In short, electrical 
measurements show that the addition of the Y-interlayer reduced the band offset 
variations by 0.45 V while the XPS data shows a reduction of 0.32 eV after a high 
temperature anneal. The reasonably good agreement of the two measurements 
suggests that the variations in the band offset after annealing can be suppressed 
with the addition of a Y-interlayer.  
 
6.1.3. Changes in chemical profile investigated by XPS 
This change in the band offsets can either arise due to a change in the bulk 
properties or because of the formation of interface dipoles. To ensure that there 
were no changes in the bulk properties after annealing, analysis of thick LAO 
films (~15 nm) was carried out. Using a quantitative analysis (similar to section 
4.1), we obtained a consistent Al to La ratio of ~0.5 (± 0.05) for all our samples, 
across different batches of deposition and different annealing temperatures. 
Similarly, the core-level separations between La 3d5/2 and Al 2p peaks across the 
different annealed bulk samples were measured to be ~761.3 eV (± 0.1 eV). 
Expectedly, the bulk core-to-valence separation, i.e La3dCL vE E−  remains consistent 
at 832.09 eV. Furthermore, the bandgap values were measured to be 6.13 eV (± 
0.1 eV) across samples subjected to different annealing temperature using the O 
1s energy loss spectrum (see section 4.1.1). With supporting evidence from X-ray 
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annealing at 800ºC, we can conclude that the bulk properties of the film remains 
stable under such processing conditions. This therefore implies that this variation 
of band offsets is due to formation of interface dipoles.  






















Fig. 6.6: Si 2s XPS peaks before (As Dep) and after 800ºC annealing for 4 nm (a) LAO/Si and 
(b) LAO/Y/Si. Comparison of the ratio of Si 2s substrate and the oxide peak intensities shows 
that the addition of the Y-interlayer retards growth of the interfacial oxide.  
 
Next, the changes in the interfacial chemistry are investigated using XPS which 
will be useful to explain the various improvements observed after addition of the 
Y interlayer. This is done using the Si 2s photoelectron spectrum as shown in Fig. 
6.6. While the Si 2p orbitals have higher intensity, they are not used because the 
SiO components of Si 2p overlap with the La 4d spectrum. The peaks shown are 
aligned with respect to the Si substrate peak, Si 2s0+, at 150.10 eV. The 
contribution from SiO2 is represented by a fitted peak at a higher chemical BE 
shift of 3.7 eV from the substrate peak. The remaining fitted peak is attributed to 
the contribution from the interfacial silicate. The BE of the silicate after annealing 
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Y-interlayer respectively. The higher BE difference of 0.23 eV from the sample 
with  the Y-interlayer suggests a silicate layer that is richer in Y due to the higher 
electronegativity of Y (1.05) as compared with La (0.88). From the attenuation 
measurements of the photoelectron peaks, the thicknesses of the interfacial layers 
for LAO/Si and LAO/Y/Si samples are obtained to be 0.25 and 0.37 nm before 
annealing and 3.11 and 2.15 nm after annealing, respectively. The thickness 
determination is performed by taking the ratio of the substrate and interface oxide 
component in the Si 2s spectrum (more details can be found in Appendix III). The 
larger interfacial oxide thickness is thus indicated by the larger oxide-to-substrate 
peak intensity ratio for the samples without the Y-interlayer as seen in Fig. 6.6. 
The presence of the Y-interlayer is therefore effective in retarding the formation 
of the interfacial oxide after annealing and this is consistent with observations 
from other independent work.247  
 
Figure 6.7 shows the interfacial chemistry of the Y-interlayer samples before and 
after annealing. It is first seen that the yttrium in our samples are oxidized from 
the Y 3d5/2 peaks, otherwise the metallic (Y-Y) and silicide (Y-Si) components 
should be present at 156.1 and 156.4 eV, respectively. For the as-deposited 
LAO/Y/Si, the Y 3d5/2 peak is at ~158.4 eV, which is higher than that of Y-O 
(~157.3 eV), thereby implying silicate formation. This higher BE shift for silicate 
formation is a result of the second nearest neighbour effect due to the higher 
electronegativity of Si.256 Upon annealing, the BE further shifts by ~0.48 eV, 
which is most likely due to a higher amount of Si incorporation (which is less 
electron donating) in the silicate compound. This observation of larger Si 
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temperatures to react with Y-O at the interface. This corresponds well with the 
fitted Si 2s spectrum in Fig. 6.7 and shows that yttrium silicate is present in the 
annealed LAO/Y/Si sample.  














Y 3d5/2 Y 3d3/2
LAO/Y/Si 
 
Fig. 6.7: Fitted Y3d XPS peaks of the sample with a Y-interlayer (a) before and (b) after 
800oC annealing. The peaks are aligned to the Si2s substrate peak. It can be seen that the 
fitted Y3d5/2 peak of the sample after annealing is at a higher BE (i.e. by ~0.48 eV). 
 
6.1.4. Mechanism for interface dipole formation  
Table 6.3: Comparison of conduction band offset (CBO) and interface dipole potential (Δ) 
for as-deposited and annealed LAO/Si and LAO/Y/Si samples.  
 
 CBO (eV) Δ (V) 
LAO/Si As Dep 2.28 0.48 
600oC 2.06 0.70 
800oC 1.80 0.96 
LAO/Y/Si As Dep 2.00 0.76 
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In this section, the mechanism responsible for the formation of the interface dipole 
is discussed. The interface dipole potential (Δ) can be experimentally obtained as 
(χSi - χLAO – CBO) as shown in section 4.1, whereby χSi and χLAO are 4.05 and 
1.29 eV, respectively. It is seen from Table 6.3 that the overall dipole strength 
increases with annealing temperature. One approach to explaining the changes in 
interface dipoles is through the formation of extrinsic dipoles (see section 2.3.5). 
However, here we focus on applying our dipole neutrality point (DNP) developed 
in chapter 5 to explain the changes in these interface dipoles. The effects of 
annealing on interface dipoles are first discussed. After annealing (see section 
6.1.3), there is significant silicate formation due to the diffusion of Si atoms 
towards the high-k oxide. According to the DNP concept, the dielectric work 
function, which affects the charge transfer at the interface (and hence interface 
dipoles), is negatively correlated with the electronegativity at the 
oxide/semiconductor interface. Due to the incorporation of electronegative Si 
atoms, the overall electronegativity at the interface is expected to be increased. 
This can possibly explain the consistently larger positive interface dipoles 
observed after annealing for both LAO/Si and LAO/Y/Si. Next, we discuss the 
effects of adding a Y interlayer on interface dipoles. Similarly, this can be 
explained using the DNP concept. Addition of Y at the interface tends to 
substitute mostly La, thereby leading to an increase in the overall electronegativity. 
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6.2. Improvement of other electrical properties 
In addition to improving the thermal stability of band offsets, the inclusion of a Y-
interlayer can also improve other electrical characteristics at the interface after 
annealing. These include the interface trap density (section 6.2.1), and leakage 
current (section 6.2.2). 
6.2.1. Interface trap density  
The frequency-dependent conductance method is employed to investigate the 
interface trap density (Dit) for the as-deposited and annealed samples before and 
after addition of the Y-interlayer (section 3.2.4.2).169,170 This method essentially 
measures conductance as a function of frequency in the depletion region whereby 
the energy loss, defined as the ratio of the effective parallel conductance to 
frequency (Gp/ω), reflects the density of the interface traps. The occupancy of 
these traps changes with small variations in the applied gate bias due to band 
bending, giving rise to a spread of values over different energy level locations.  
 
Table 6.4: Summary of interface trap densities (Dit) extracted from conductance 
measurements before (Bef. Anneal) and after 800oC post deposition annealing (PDA). It can 
be seen that Dit is relatively constant, as expected, with variation in the oxide thickness. Each 
data point represents the average value from 2 to 3 different capacitors.  
 
 Thickness (nm) Dit ( x 1012 eV-1cm-2) 
LAO/Si 
Bef. Anneal 12.5 0.678 
800˚C PDA 14.0 2.590 
Bef. Anneal 22.5 0.288 
800˚C PDA 24.0 4.110 
LAO/Y/Si 
Bef. Anneal 13.0 0.289 
800˚C PDA 14.5 0.138 
Bef. Anneal 12.0 0.320 
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Our analysis provides Dit values of good accuracy by correcting for oxide 
capacitance and considering interfacial broadening effects as described in ref. 170. 
The Dit values obtained are averaged across 2 to 3 samples for each data point and 
the summarized result is shown in Table 6.4. Actual energy loss curves for 
LAO/Si samples before and after annealing are shown in Fig. 6.8(a) and 6.8(b) 
respectively. These curves exhibit typical interface trap behaviour, in which the 
frequency corresponding to the peak Gp/ω value changes exponentially with bias, 
showing the spread of Dit values across the upper half of the Si bandgap. The Dit 
values of the as-deposited samples are calculated by taking the maximum value of 
Gp/ω in the conductance plots shown in Fig. 6.8. The corresponding C-V plots 
obtained at 100 kHz are shown in the insets. The C-V slope in depletion for the 
annealed samples is much gentler compared to that of the as-deposited (before 
anneal) samples. This is consistent with an increase in Dit after annealing that 
agrees well with the increase in peaks at higher frequencies of the conductance 
plots. Overall, the Dit obtained from the conductance plots for the as-deposited 
samples range between ~2.88 x 1011 to 6.78 x 1011 eV-1 cm-2 and show a 
significant increase after annealing (> 2 x 1012 eV-1cm-2). Interestingly, while the 
addition of the Y-interlayer yields Dit of similar order before annealing, the Dit 
increase was more than suppressed as we observe a modest reduction in the Dit 
values to ~1.5 x 1011 eV-1cm-2. The increase in Dit after annealing is common for 
amorphous La-based high-k oxide films on Si and this can be attributed to the 
desorption of hydrogen in forming overcoordinated oxygen centers.245, 257 
Hydrogen can escape freely from the LAO/Si interface resulting in the 
depassivation of the Pb0 centers that leads to an increase in Dit.258 The Y-richer 
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desorption or even help in the passivation of the dangling Si bonds, thereby 
resulting in a lower Dit.  
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Fig. 6.8: Frequency dependent conductance measurements for Al/LAO(22.5nm)/Si 
capacitors (a) before and (b) after 800oC annealing for a series of applied gate bias Vg, 
showing the spread of Dit over the upper half of the Si bandgap. The inset shows the 
corresponding high frequency C-V plots (100 kHz) and it is observed that the stretch-out of 
the slope after annealing corresponds to the increase in Dit. 
 
It is also worthwhile to note that the improved electrical results and the observed 
dipole changes may be correlated.259 Although interface traps or oxide charges (or 
oxygen vacancies) are point defects and therefore do not directly alter the 
interface potential, these defects can influence the dipoles indirectly through 
interfacial stress. It has been shown that the concentration of Pb centers at the 
Si/SiO2 interface can be correlated with interfacial stress. 260  This stress can 
subsequently induce changes to the dipole strength, thereby affecting the resultant 
band alignment measured.10  
6.2.2. Leakage current  
Lastly, the leakage current profiles for the different capacitors are investigated. 
The samples used in the leakage current density versus gate voltage (Jg-Vg) plots 
(i.e. Fig. 6.9) have similar LAO thicknesses (~12 nm) to ensure a fair comparison. 
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focus on positive gate voltages whereby the electrons (majority carriers in n-Si) 
are injected from the substrate towards the metal electrode.  














 LAO/Si As Dep
 LAO/Si 800οC








Fig. 6.9: Gate current density vs. gate voltage (Jg - Vg) measurements of LAO(12.5nm)/Si and 
LAO(12nm)/Y/Si structures before and after 800oC annealing. The corresponding EOTs 
before and after annealing are 5.70 nm and 6.10 nm respectively for LAO/Si, and 4.80 nm 
and 5.50 nm respectively for LAO/Y/Si 
 
A log-log Jg-Vg plot in Fig. 6.10 shows that the leakage profile of LAO/Si As-dep 
(as-deposited), LAO/Si 800oC anneal and LAO/Y/Si As-dep capacitors can be 
described by the space-charge limited conduction (SCLC) theory, while the 
LAO/Y/Si 800oC anneal capacitor cannot be fitted with the SCLC mechanism. 
The dashed line with slope of 1 represents the first region described by the Ohm’s 
law, while the other line with slope of 2 represents the space-charge limited (SCL) 
region described by the Child’s law. The deviation of the slopes for LAO/Y/Si As-
dep and LAO/Si 800oC samples at higher Vg values from the value of 2 suggests 
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Fig. 6.10: A log-log Jg-Vg plot for the different capacitors fabricated. 
 
The transition voltages between the Ohmic-SCL and SCL-TFL regions, Vtr and 
VTFL respectively, are shown in Table 6.5 along with the calculated values of the 
trap density (Nt), ratio of free-carrier density to total carrier density (θ), density of 
thermally generated free carriers (n0), and electronic mobility in the oxide (μ) 
based on equations in section 3.2.4.3. It is noted that the Vtr value for the LAO/Si 
As-dep sample is out of range of our data plot and thus not shown in Table 6.5. It 
is first observed that VTFL increases in the order of LAO/Si As-dep, LAO/Y/Si As-
dep, and then LAO/Si 800oC. The trend of our Nt values derived from VTFL 
correlates well with that of the magnitude of Qf derived from the slopes of the VFB 
vs EOT plots in Fig. 6.5. The slope of trap-filled limit (TFL) region also increases 
from 4 to 7.5. We believe that this can be due to the effects of interface traps on 
the SCL current, since a higher density of traps at the oxide/semiconductor 
interface is expected to result in a steeper slope.261 This explains why the LAO/Si 
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exhibits the steepest slope in Fig. 6.10. The rest of the parameters extracted based 
on the SCLC theory are shown in Table 6.5.  
 
Table 6.5: Parameters extracted based on the SCLC equations for the different capacitors.  
 
We are able to derive reasonable electron mobility values of 1.24 x 10-7 cm2/Vs 
and 4.50 x 10-8 cm2/Vs for the LAO/Si 800oC and LAO/Y/Si As-dep samples 
which are of similar order as compared with other high-k dielectrics.174,262,263 The 
low extracted electron mobility values also justify the use of static dielectric 






















 LAO/Si As dep         εr ~ 8 (φB=0.62 eV)
 LAO/Si 800oC         εr ~ 1.3 (φB=0.84 eV)
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Fig. 6.11: Plots of fitted (a) Schottky (SC) emission and (b) Poole-Frenkel (PF) emission 
equations for the different capacitors with the extracted parameters, i.e. dielectric constants 
(εr), barrier height (ΦB), which is the CBO for substrate injection, and trap energies (Φt). 
 
Given the high density of traps in the annealed LAO/Si sample, it is not surprising 
that conduction at high electric fields occurs via Poole-Frenkel (PF) emission.178 
 d (cm) VTFL (V) Nt (cm-2) θ (ppm) Vtr (V) no (cm-3) μ (cm2/Vs) 
LAO/Si 
As-dep 12.5 0.13 1.01 x 10
18 929 - - - 
LAO/Si 
800oC 14.0 0.41 2.55 x 10
18 2500 0.15 1.31 x 1015 1.24 x 10-7 
LAO/Y/Si 
As-dep 12.0 0.21 1.77 x 10
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In Fig. 6.11(a), a plot of ln(JSC/T2) versus E1/2 reveals that Schottky (SC) emission 
is not likely for all samples since the obtained CBO values (i.e. 0.62 – 0.71 eV) 
are all much smaller than that expected (i.e. 1.80 – 2.28 eV) and the dielectric 
constant values are all smaller than the static dielectric constant of 11 (see section 
3.2.4.3). On the other hand, in Fig. 6.11(b), the extracted dielectric constant values 
from a plot of ln(JPF/E) versus E1/2 at Vg ~ 1 confirms that the J-V characteristics 
at that region resembles that of the PF mechanism for the LAO/Si 800oC sample, 
and possibly also for the LAO/Y/Si As-dep sample. This agrees with the findings 
that LAO/Si 800oC sample has the largest amount of oxide traps (see section 
6.1.2.3). From the y-intercept, the trap barrier height, Φt values for the LAO/Si 
800oC and LAO/Y/Si As-dep samples are 0.68 and 0.57 eV, respectively. The 
leakage current profile of the other two samples however, cannot be described by 
PF emission. This is because the derived dielectric constant is too large for the 
LAO/Si As dep sample while the LAO/Y/Si 800oC sample possesses a negative 
slope.  
 
Despite the fact that no specific conduction mechanism was confirmed using our 
previous analysis for the LAO/Y/Si 800oC sample, we attribute the drastic 
improvement in the leakage current profile to both the (1) enhancement of band 
gap and (2) reduction of oxide traps. Firstly, a theoretical study showed that by 
alloying LAO with yttrium aluminate (YAlO3), the band gap can be increased by 
~1 eV at high concentrations of yttrium, i.e. 0.2 < x < 0.4 for LaxY1-xAlO3 
(LYAO).264 This enhancement in the band gap is due to the fact that yttrium 
introduces states 0.1 eV above the delocalized s and p states of the conduction 
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thermal annealing drives the diffusion of yttrium at the interface to form the 
LYAO complex for the case of the LAO/Y/Si 800oC sample. The presence of this 
large band gap at the interface can thus impede carrier injection, explaining the 
absence of the transition to the SCL regime. Moreover, annealing of the 
LAO/Y/Si structure is also observed to ameliorate both interface and fixed oxide 
traps, thereby reducing leakage contributions due to traps responsible for PF 
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7. Control of the Y2O3/Ge interface by 
understanding of the initial growth processes 
 
Due to the aggressive scaling of complementary metal-oxide semiconductor 
(CMOS) devices, control of the interface between the high dielectric constant 
(high-k) oxide and semiconductor is becoming increasingly important to the 
overall device performance. This interface is especially pertinent for high mobility 
substrates such as germanium (Ge) due to the poor thermal stability of the Ge 
native oxide.266 Yttrium oxide (Y2O3), as compared with hafnium oxide (HfO2), 
can form a higher quality interface with Ge in terms of interface trap density and 
leakage current.70,240, 267  However, interfacial layers (ILs) comprising yttrium 
germanate (YGeO) are commonly observed at the Y2O3/Ge interfaces, much 
similar to the formation of yttrium silicate for growth of Y2O3 on silicon 
(Si).268,269,270 It is hard to avoid these germanate and silicate interfacial layers as 
they may be the most thermodynamically stable compounds, thereby having a 
large driving force towards their formation.  
 
Generally, IL formation of any kind is not preferred. Although it is possible that 
the IL can alleviate remote phonon scattering, recent studies have shown that this 
effect might be small.271,272 Instead, unintentional IL formation usually creates a 
defective interface that leads to many detrimental effects such as scattering of 
carriers in the channel, fixed charges and charge trapping.273 This subsequently 
complicates threshold voltage control and degrades the reliability of the 
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stringent equivalent oxide thickness (EOT) requirements in order to sustain the 
aggressive device scaling trends.15  
 
Several studies in the literature show that it is necessary to maintain high substrate 
temperatures (~800oC) during deposition in order to achieve interfacial-layer-free 
growth of Y2O3 on Si and this is not desired for a few reasons.275,276 Use of Ge 
substrates requires lower processing temperatures since the Ge substrates has a 
lower melting point than Si. High-temperature processing can also leave behind a 
defective interface because at temperatures higher than 400oC, germanium dioxide 
(GeO2) tends to consume Ge at the interface to form germanium monoxide (GeO), 
which then desorbs as a gas-phase (section 2.1.3). Finally, the high-temperature 
growth always yield polycrystalline Y2O3 film that results in high leakage current 
densities making it unsuitable for high-k oxide applications. 277  While low 
temperature growth of interfacial layer-free amorphous films is preferred, this is 
not an easy task. This is because removal of interfacial oxide through desorption 
cannot proceed at lower temperatures. This makes the control of any substrate 
oxidation or intermixing highly important since this will lead to unintentional IL 
growth. This is not only obvious from growth involving powerful oxidizing agents 
such as ozone, but can also be observed under oxygen limited 
conditions.267,269,270,278,279  
 
In this chapter, we aim to grow an interfacial-layer-free Y2O3 on Ge by oxidation 
of Y metal since this method can yield high quality oxide films with good 
thickness control.268 As mentioned above, it is difficult to achieve an interfacial-
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study, we acquire this knowledge through a systematic approach. In section 7.1, 
we first investigated the formation of the yttrium/germanium interface to 
understand the intermixing and Fermi level pinning phenomena during the early 
stages of metallic Y growth. In section 7.2 , the subsequent oxidation of the Y/Ge 
interface is carried out to form Y2O3 with the aim to minimize interfacial layer 
formation.  
 
7.1. Initial growth of yttrium on germanium  
In this section, the formation of the yttrium/germanium interface was first 
investigated using in situ XPS. Upon loading into the UHV chamber, the 
substrates were thoroughly outgassed by resistive heating at 350 to 400 oC for 1 
hour to ensure that the surface carbon contaminants and Ge native oxide (GeOx) 
were thermally desorbed. Deposition of yttrium was carried out using an Omicron 
UHV standard evaporator (EFM 3) under room temperature (section 3.1.3). The 
deposition rate of yttrium was measured by a quartz crystal microbalance (see 
calibration in Appendix II). It is noted that our coverage for 3 Å will constitute 
one monolayer (ML) based on the hexagonal close packed structure assumed for 
Y atoms. After each deposition cycle, the same sample was transferred in situ for 
XPS characterization of the chemical and electronic properties during Y/Ge 
interface formation.  
 
The intensity ratio of the attenuated substrate peaks to that of the clean substrate 
peaks (IGe/IGe,∞) was plotted on a natural logarithmic scale against the deposition 
thickness in Fig. 7.1. Using the attenuation equations, the resultant mean free path 
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obtained to be 8.56 Å and 18.50 Å, respectively, from the inverse of the negative 
slope of the plots. The extracted MFP values agree well with the expected values 
estimated from the universal MFP plot, thus showing the accuracy of the thickness 
determination. 
 

























































Fig. 7.1: Attenuation plots of Ln [Ix/Ix,∞] versus deposited thickness, where x represents (a) 
Ge 2p or (b) Ge 3d signal. The mean free path (MFP) for Ge 2p and Ge 3d can be calculated 
from the slope of the plots to be 8.56 and 18.5 Å, respectively.   
 
Figure 7.2 shows the thickness dependent profiles of (a) Ge 3d, (b) Ge 2p3/2 and (c) 
Y 3d photoelectron spectra of Y deposited on p-type Ge and (d) Ge 3d on n-type 
Ge. In Fig. 7.2(a), the Ge 3d spectrum (27 to 36 eV) can be differentiated from the 
neighbouring Y 4p and O 2s contributions (22 to 27 eV) and this can be verified 
by the Ge 2p spectrum in this work. The Ge 2p also provides additional chemical 
depth information because of its lower MFP. The surface Fermi level observed for 
UHV-cleaned p-type and n-type Ge substrates (in Fig. 7.2(a) and 7.2(d)) are close 
to its valence-band maximum (less than 0.1 eV), which is consistent with previous 
measurements.280 Given the doping level, this represents significant band bending 
for the n-type Ge in comparison with the p-type Ge. This can be driven by Fermi-
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Fig. 7.2: In situ XPS spectra for different Y thicknesses (i.e., 0 Å (Clean), 0.96 Å, 1.92 Å, 
3.84 Å, 5.76 Å, 9.60 Å, 14.4 Å, 19.2 Å, 24.0 Å and 28.8 Å) on p-type Ge showing (a) Ge 3d, (b) 
Ge 2p3/2 and (c) Y 3d orbitals, and on n-type Ge showing (d) Ge 3d orbitals. The peaks have 
been normalized while the indicated thickness is on a cumulative basis.  
 
In the next few sections, the spectra in Fig. 7.2 will be used to describe the 
subsequent stages of growth, which essentially can be categorized into three 
different stages. Firstly, adatom-induced band bending occurs at low coverages, 
followed by significant intermixing and lastly formation of metallic yttrium.  
 
7.1.1. Stage I: Adatom induced band bending  
It is observed in Fig. 7.2 (a), (b) and (d) that the Ge substrate peaks of Ge 3d and 
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coverages for both the n-type and p-type Ge. After peak fitting of the spectra in 
Fig. 7.2(a) and 7.2(b), the substrate binding energies were plotted against the 
deposition thickness in Fig. 7.3(a).  
 



















































Fig. 7.3: Ge 3d and 2p core level shifts due to (a) Y and (b) Hf metal adatom induced band 
bending effects at different deposition thickness.  
 
It is seen that the core-level BE shifts by ~ 0.27 eV and saturates within the first 
monolayer. We could not attribute this to a Y-induced chemical shift since we 
expect the bulk substrate signals to dominate the Ge 3d spectrum at such low Y 
coverages, which will mask the limited, if any, Y-induced Ge core level shifts. 
This shift could possibly represent changes in band bending at the early stages of 
Schottky barrier formation. At low (sub-monolayer) coverages, deposition of 
metal adatoms can give rise to discrete surface states, as discussed in section 
2.2.3.281 The downward band movement of both n-type and p-type Ge shows that 
these adatom-induced states are donor-type in nature. To further ascertain the role 
of this adatom-induced band bending in the early stages of growth, a thickness 
dependent BE plot is shown in the case of hafnium (Hf)/Ge in Fig. 7.3(b), using 
similar deposition conditions as that of yttrium. The core-level shift for Hf/Ge is 
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energies of Hf and Y are ~6.8 eV and 6.2 eV, respectively and agrees with the 
trend observed for the energies of the adatom-induced surface donors with the 
ionization energies of the respective free metal atoms (see section 2.2.3).  
 
In Fig. 7.2(c), the BE of the Y 3d5/2 signal is at 157.1 eV, which is higher than the 
bulk BE value of 156 eV, and this provides evidence of charge transfer. The 
higher binding energy shows the reduced screening effects in yttrium due to the 
strong electron transfer from yttrium to germanium atoms in forming the Y-Ge 
bond.282 We also observe that the background of the Y 3d spectrum changes after 
full monolayer coverage due to the rapid decrease of the higher order excitation 
Ge 3p bulk plasmon loss, i.e. the broad peak at ~158 eV seen in Fig. 7.2(c). 
Beyond that, the core-levels of Ge remained constant with increasing Y thickness. 
This shows that the band bending changes only occurs within the first monolayer 
coverage. Thus any adjustments of Schottky barrier heights through band bending 
can possibly be achieved by the initial monolayer.  
 
7.1.2. Stage II: Intermixing  
The next stage of growth is strongly characterized by significant intermixing of Y 
and Ge at intermediate thicknesses. This is demonstrated in Fig. 7.2(a) and 7.2(b) 
by the formation of Y-Ge bonds as shown through the increase in the peak 
intensity of the lower BE shoulder of the Ge 3d (at 28.4 eV) and the Ge 2p (at 
1216.4 eV) spectra.283 This is accompanied by a monotonic shift of the Y 3d peaks 
(shown in Fig. 7.2(c)) towards lower BE that shows a higher Y-to-Ge ratio in the 
germanide, resulting in the gradual increase of the screening effect for the Y 
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metallic Y since only a percentage of the Y is intermixed with Ge (as will be 
discussed later). The Y-Ge contributions to the Ge 2p signals (with MFP of 8.56 Å) 
detected at 28.8 Å of Y suggest that this mixing is dominated by Ge out-diffusion.  































Fig. 7.4: Fitted (a) Ge 3d and (b) Ge 2p3/2 XPS spectra after 5.76 Å of Y on p-type Ge. The 
fitted Y-Ge contribution is ~1 eV lower than the Ge 3d substrate peak (which is fitted using 
two spin-orbits) while the Y-Ge peak is fitted using a single peak.  
 
Figure 7.4 shows an example of the detailed curve fittings for plots of (a) Ge 3d 
and (b) Ge 2p spectra at a deposited Y thickness of 5.76 Å to quantify the amount 
of intermixing. In both spectra, the interfacial YGex peak is fitted with chemical 
shifts of -0.72 eV and -0.90 eV for Ge 2p and 3d respectively, in relation to their 
substrate peaks. The broader Lorentzian line shape observed for the Ge 2p 
spectrum is largely due to the shorter intrinsic core-hole lifetime that leads to the 
broadening effect in an adiabatic approximation in XPS experiments.284 Based on 
fitted results for different Y thickness, a detailed profile of the intensity ratio 
between the Y-Ge and Ge-Ge (IYGe/IGe) versus Y deposition thickness can then be 
obtained, as shown in Fig. 7.5. 
 
From attenuation equations, the IYGe/IGe ratio can be described by Eq. (7.1), 
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thickness (i.e., thicker than probing depth) where ,YGe ,GeI I∞ ∞ is a constant.
152 Note 
that we have assumed a structure of Y/YGe/Ge that is the most reasonable 
arrangement for a layered structure. The thickness of any unreacted yttrium (tY) is 
absent in Eq. (7.1) because it cancels out from the ratio.  
 ,YGeYGe YGe
Ge ,Ge Ge




= −λ  (7.1) 
 




































Fig. 7.5: Plot of the intensity ratio between the fitted yttrium germanide (YGe) and the 
substrate (Ge-Ge) component against the thickness of the Y film deposited. The dotted line 
shows the calculated intensity ratios using the derived growth profile of the actual Y 
thickness (tYGE) versus the total deposited thickness in the inset.  
 
From Eq. (7.1), it can be seen that, IYGe/IGe will vary at different stages of growth 
as the thickness of yttrium germanide (tYGe) changes. We can then obtain the YGe 
thickness profile (inset in Fig. 7.5) based on a best match of values from the 
model in Eq. (7.1) (dotted lines) with the experimentally obtained IYGe/IGe ratios 
(square and triangle open symbols) using our derived values of 8.56 Å (λGe2p) 
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Ge 3d and Ge 2p profiles, giving confidence in the determined thickness profile 
and our initially assumed layered structure. This profile seems to suggest a 
diffusion-limited reaction process, which is commonly observed for many metal-
Si reactions.285 We can now quantify that formation of YGe occurs during stage II 
of the growth (3 to 17 Å of Y) and saturates once it reaches stage III (>17 Å of Y), 
showing the self-limiting nature of intermixing.  
 
This phenomenon of facile intermixing is interesting because the out-diffusion of 
Ge signifies the breaking of the strong covalent Ge-Ge bonds at room temperature. 
The chemical bonding model proposes possible bond weakening via charge 
transfer during the formation of chemical bonds.286 Since the electronegativity 
difference between Y and Ge (1.22 and 2.01 using Pauling’s scale) is large, charge 
transfer and hence the bond weakening can be significant. Room temperature 
mixing is also observed for Si and the concept of metallic screening of covalent 
bonds is used to explain the bond weakening.287 A combination of these two 
models can explain the observed room temperature intermixing. The driving force 
behind the intermixing is to minimize the Gibbs free energy in germanide 
formation and/or achieve concentration equalization through diffusion. In the first 
few monolayers, the bond breaking is assisted by chemical bond weakening while 
the metallic screening effect takes over at intermediate thicknesses. The latter 
effect allows for the tunneling of electrons into the Ge-Ge bonds which increases 
the bonding distance between the atoms.287 Increasing tunneling thickness 
therefore makes the electron transfer harder to occur and can explain the self-
limiting mechanism in the intermixing. The above findings now suggest the 
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7.1.3. Stage III: Formation of metallic yttrium   
In the last stage, metallic Y is formed as intermixing ceases and the Y 3d BE 
saturates at ~156.0 eV as seen in Fig. 7.2(c). This is close to the range of 155.8 to 
156.1 eV reported in literature for the metallic Y-Y bond.288,289 Moreover, this 
transition to bulk metallic film is supported by the asymmetric line shape for both 
Y 3d (Fig. 7.2(c)) and Y 4p spectra (Fig. 7.2(a)).290 Upon reaching its metallic 
state, we then investigated the band alignment of the Y/Ge interface to gain some 
insights on Fermi level pinning (FLP), which is a prevalent issue in Ge 
MOSFETs.291  The Schottky barrier height (SBH) is obtained through Kraut’s 
method (see section 2.4.2.1), in which the interface core-level separation is 
measured using this ~3 nm thick Y film, while the bulk core-to-valence separation 
is measured using a bulk (~12 nm) film The obtained p-SBH value of 0.27 ± 0.1 
eV is slightly higher than values obtained by electrical p-SBH measurements of 
Y/Ge (0.14 to 0.19 eV).292  
 
On the other hand, the work function (Φ) of yttrium is determined to be 2.82 eV 
by UPS (see section 3.2.1.6), using the bulk Y film as shown in Fig. 7.6(a), which 
is close to the reported value of 3.10 eV.293 Using this measured work function 
value, deviation of the measured p-SBH (0.27 eV) from the Schottky-Mott model 
(1.98 eV) becomes apparent.10 This implies the presence of significant potential 
drop due to the large vacuum level discontinuity. The theoretical charge neutrality 
level (CNL) of Ge (0.18 eV above the valence band) is in close proximity to the 
final position of the Fermi level, indicating the effects of FLP.294  Using our 
measured work function value and Miedema electronegativity values of 3.2 (for Y) 
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induced gap states (MIGS) and interface induced gap states (IFIGS) models 
respectively.213,97  
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Fig. 7.6: In situ UPS spectrum of a 12-nm thick (a) bulk yttrium film and (b) bulk hafnium 
film on p-type Ge. The inset shows the presence of the Fermi edge at close to zero BE. 
 
Table 7.1: Summary of the measured work function (Φ) and Schottky barrier height (Exp.) 
in comparison to the predicted values by the MIGS and IFIGS theories. Experimental error 
of ±0.1 eV. 
 
Φ (eV) EN Schottky barrier height (eV) MIGS IFIGS Exp. 
Y 2.82 3.20 0.26 0.24 0.27 
Hf 3.80 3.55 0.21 0.22 0.20 
 
Similarly, these two parameters are also obtained for the Hf/Ge interface (see Fig. 
7.6(b), and Table 7.1 shows a compilation of these measurements with the 
theoretical predictions. Firstly, it is seen that Hf which possesses a higher 
electronegativity (EN) compared to Y, and also has a higher measured work 
function. This agrees well with the empirical trend reported in the literature (see 
section 2.3.4). Secondly, it is observed that the experimental SBH is very close to 
both the predicted models, showing the domineering role of the intrinsic gap states 
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expected for metals and small band gap semiconductors because (dielectric) work 
function and electronegativity are strongly correlated for metals.293  
 
The agreement with our experimental data also shows that FLP by gap states is 
important. A large buildup of negative charges in the gap states is probable in Ge 
devices due to its CNL and this makes inversion for nMOSFETs more difficult.291 
The insensitivity of SBH changes to the metal electrode work function is also a 
consequence of the FLP and this may pose a problem for lowering source/drain 
contact resistance. This is especially a serious problem for nMOSFETs since the 
electron SBH will be lower than the hole SBH. A right choice of material that 
gives sufficiently low SBH of < 0.1 eV will be required for future scaling of the 
transistor. 295  The discussion above, however, can possibly explain the poor 
performance of Ge nMOSFETS commonly observed in the literature.  
 
7.2. IL-free growth of Y2O3 on Ge using a layer-by-layer method  
In the growth of high-k dielectrics on Ge, formation of lower dielectric constant 
IL is very hard to prevent.296 Figure 7.7 shows Ge 3d profiles of Y2O3/Ge films 
grown by (a) sputtering and (b-e) oxidation of evaporated Y film. Oxidation is 
carried out in situ using either molecular oxygen (O2), or oxygen plasma (OP) 
generated from the Oxford Applied Research atomic oxygen source at 300 W 
under a pressure of 5 x 10-5 mbar for 20 minutes (min). These plots are aligned to 
the substrate peak, Ge0+ at a binding energy (BE) of 29.5 eV, and the rising edge 
at BEs lower than ~27 eV originates from Y 4p and O 2s peaks at ~25 eV. The 
formation of ILs will be reflected in the Ge 3d spectrums as negative and positive 
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and germanate (YGeO) compounds, respectively. It is found from the earlier 
section that the Y-Ge type bonding yields a BE shift of -0.90 eV. On the other 
hand, the Y-Ge-O bonding configuration give rises to a BE shift within the range 
of +2.2 to 2.5 eV due to a second nearest-neighbour effect, which is distinctly 
different from a O-Ge-O type bonding (+4 eV shift).297,256 The presence of either 
higher or lower BE peaks (relative to Ge0+) due to IL formation is observed in Fig. 
7.7(a) to 7.7(d), showing how easy the IL forms under typical deposition 
conditions. The thickest IL formation occurs in the sputtered film (Fig. 7.7(a)). 
This is most likely due to the traces of oxygen present in the sputtering chamber 
amidst the high energy plasma environment.  
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Fig. 7.7: Ge 3d XPS spectrum showing the interfacial chemistry of the samples deposited by 
(a) sputtering of 5 nm Y2O3; evaporation of 3 nm of Y followed by (b) molecular oxygen 
oxidation (3 nm Y + O2) and (c) oxygen plasma oxidation (3 nm Y + OP); (d) evaporation of 1 
nm Y followed by oxygen plasma (1 nm Y + OP) and (e) evaporation of 0.5 nm Y followed by 
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7.2.1. Effects of different oxidation sources on IL formation 
The IL formation for growths using the oxidation of evaporated yttrium metal is 
noticeably lesser, since we have a better control of the oxidation environment. 
However, the use of molecular oxygen (O2) is not sufficient to fully oxidize a 
3 nm overlayer thin film (i.e. 3 nm Y + O2). This is observed firstly from the Y 3d 
BE that is measured at ~157.6 eV, which is different from that of Y2O3 at ~157 eV 
(data not shown). More importantly, YGe is detected in the Ge 3d plot as shown 
in Fig. 7.7(b) which clearly proves that the oxidation did not proceed to the 
interface. On the other hand, the use of oxygen plasma (OP) gives a more 
complete oxidation and the resultant Y 3d BE shifts to 157.1 eV. Unfortunately, as 
observed in both Fig. 7.7(c) and 7.7(d), YGeO formation can be seen from the 
appearance of the higher BE peak in the Ge 3d plots. The above observations have 
a few consequences. Firstly, as mentioned in section 7.1.2, significant intermixing 
in forming YGe occurs when Y deposition exceeds a critical thickness even at 
room temperature and this is also seen in Fig. 7.7(b). Secondly, comparing Fig. 
7.7(b) and 7.7(c), we can conclude that OP has a higher diffusion length than O2. 
This is because for the same oxidation duration across identical films, OP oxidizes 
YGe into YGeO while O2 did not. Furthermore, we can also conclude that the 
reactivity of OP is also much higher than that of O2. This is based on the 
observation shown in Fig. 7.7(d), whereby a thinner deposited Y yields significant 
YGeO formation, which is over and above that expected from the oxidation of 
YGe from initial intermixing. In this case, YGeO most likely formed from the 
mixing of the Y overlayer and the oxidized Ge substrate. In contrast, Fig. 7.7(e) 
shows that O2 oxidation of an even thinner 0.5 nm Y overlayer does not result in 
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Ge intermixing, and secondly gives a good indication of the reactivity and/or 
diffusivity of O2.  
7.2.2. Novel layer-by-layer method to suppress IL formation  




















Fig. 7.8: (a) XPS Ge 3d spectrum of layers grown using a layer-by-layer method at different 
intervals. The Ge 3d spectrums (black lines) show the deposition of 0.5, 1, 1.5 and 3 nm of Y 
at each indicated layers. Corresponding oxidation at each thickness using 5 min molecular 
oxygen oxidation, O2 (blue line) and 20 min oxygen plasma oxidation, OP (red line) is shown 
together with respective deposition layers as indicated in the plot. Cross-sectional HRTEM 
image of a layer-by-layer grown Y2O3 on Ge is shown in (b). 
 
The above observations also predict that the key to minimizing IL formation when 
using evaporation of pure yttrium metal is firstly to eliminate the YGe formation, 
i.e. intermixing. Section 7.1.2 shows the need for a critical metallic thickness in 
order to trigger the metal-induced weakening of Ge-Ge substrate bonds for 
intermixing to occur. As such, a layer-by-layer growth method can be employed to 
prevent intermixing and achieve IL-free growth. The principle is to lightly oxidize 
the Y metal at regular intervals before the critical thickness is achieved and this 
should adequately eliminate the metallic screening effect. The light oxidation is 
suitably accomplished using molecular oxygen since we understood from Fig. 
7.7(e) that the reactivity of O2 is insufficient to oxidize the interface at our 
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Figure 7.8 (a) shows the Ge 3d spectrums of the film at different stages using this 
layer-by-layer approach. The pairs of Ge 3d spectra, labeled as different layers, 
represent the deposition of a Y layer at the indicated thicknesses (black line) with 
a 5 min O2 oxidation (blue line). We highlight that this layer-by-layer approach 
for the initial growth showed zero intermixing and oxidation of the Ge substrate 
because of the effective passivation at the early stages of growth. The observation 
of zero interfacial layer growth is also supported by the Ge 2p spectrum (not 
shown). At this stage, the Y 3d spectrum showed multiple oxidation states 
probably due to the incomplete light oxidation steps as was expected from our 
discussion above. The final layer of Y deposition gives a cumulative deposited Y 
thickness of 3 nm before a final oxidation step using OP for 20 min (red line). 
This oxidation step shifts the Y 3d5/2 BE from ~157.6 to 157 eV, which is a value 
we would expect from that of Y2O3. The Ge 3d spectrum, in Fig. 7.8(a), similarly 
showed no formation of YGeO or YGe after this final oxidation step. This is 
consistent in terms of the diffusivity and reactivity of OP from our earlier 
observations. The peaks around the region 24 – 27 eV originates from both Y 4p 
and O 2s photoelectron signals. This is further affirmed by the fact that their 
intensities increased significantly upon the complete oxidation of yttrium (OP). 
The cross-sectional HR-TEM image of the Y2O3/Ge sample grown using the 
layer-by-layer method is shown in Fig. 7.8(b). The abrupt interface shown in the 
micrograph confirms the lack of IL formation. The TEM image measures a 
thickness of 4.3 nm for the Y2O3 film representing a ~50% expansion of the Y 
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7.2.3. Effects of different substrate surfaces on IL formation    






3 nm Y on GeO2/Ge











Binding Energy (eV)  
Fig. 7.9: Ge 3d XPS spectrum before and after a 20 min oxygen plasma (OP) for a 3nm 
evaporation of Y on (a) Ge substrate without prior degas (with native oxide and surface 
carbon contaminants) and (b) Ge substrate with thin GeO2 formed by in situ oxidation using 
oxygen plasma (OP). 
 
The key to the interlayer suppression in the layer-by-layer growth method is the 
prevention of intermixing of Y and Ge. This is achieved by preventing the 
formation of metallic Y on Ge through initial light oxidation in the method 
introduced. The importance of initial reactions can be shown by the following 
experiment. Two different substrate surfaces are investigated: (1) one with native 
Ge oxide and surface carbon contaminants (by skipping the in situ degas step) and 
(2) one with ~ 0.85 nm of GeO2 grown by direct OP (1 min) on a degassed Ge 
substrate. Figure 7.9(a) shows the Ge 3d XPS spectra of 3 nm Y deposited on Ge 
without prior degas, before and after 20 min of oxygen plasma oxidation. It is 
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is being consumed as shown by the absence of higher BE chemical shifts in Fig. 
7.9(a). This is because Y competes with Ge for oxygen due to its more negative 
formation enthalpy (-19.7 compared to -6.01 eV/formula unit), and as a result 
forming YOx instead.299 The important observation is that both spectra showed no 
IL formation, which proves that the intermixing is prevented. Surprisingly, for the 
second case where GeO2 is grown on a degassed substrate, intermixing can be 
seen before and after OP as shown in Fig. 7.9(b). Here, oxygen is only contributed 
from the initial Ge oxide, which is insufficient to fully oxidize the entire deposited 
Y. As such, the remaining deposited Y remains metallic and a metal-induced 
screening effect, which dissociates the Ge-O bonds (shown in Fig. 7.9(b)) to form 
Y-Ge and Y-O bonds, can occur. Thermodynamically, this observed reduction of 
GeOx by Y is consistent with the findings from metal-SiO2 interactions, whereby 
the reaction is increasingly favored (i.e., more negative heat of reaction) for more 
electropositive metals.300,301 However, for the case of the sample without a prior 
degas step, the lack of intermixing can be due to the presence of carbon 
contaminants that prevents the direct contact of Y and Ge and act as a barrier to 
the screening effect. Moreover, yttrium is also known to react readily with the 
hydrocarbonates (from the carbon contaminants), therefore forming Y-O-C bonds 
that acted as additional barriers to prevent intermixing.302 Subsequent oxidation of 
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7.2.4. Discussion on pathways of IL formation  
The pathways of formation for YGeOx can now be better understood as shown in 
the overall unbalanced chemical equations:  
 YGe O YGeO+ →  (7.2) 
 Y GeO YGeO+ →  (7.3) 
 YO Ge YGeO+ →  (7.4) 
 
Pathway (1) represents the most kinetically favorable reaction since YGe readily 
oxidizes at room temperature in forming YGeO (as shown in Fig. 7.7(c) and Fig. 
7.9(b)). Pathway (2) is not preferred since our experiments show the formation of 
YGe and YOx instead when Y interacts with GeO. However, we note that in 
forming YGe, YGeO can then readily form via pathway (1) in an oxidizing 
environment.  Lastly, pathway (3) does not occur, at least at room temperature, 
shown by our lightly oxidized film of YO on Ge in the layer-by-layer method. In 
preventing this low kinetic pathway to YGeO formation, it is probable that a 
higher temperature is required to disrupt the Ge-Ge substrate bonds, thus 
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8. Summary and Conclusion  
 
8.1. Summary of findings   
In this section, a summary of the key experimental findings in this work will be 
reported. In this study, chapter 4 first looks at the common pitfalls involved in 
photoemission studies of band alignment for semiconductor-oxide 
heterostructures. In the XPS measurement of valence band offset (VBO) using 
Kraut’s method, it was found that the measured interface core level separation can 
be significantly affected by differential charging of the overlayer oxide film (up to 
~0.3 eV shift). This arises due to the inability of the insulator film to compensate 
for the electrons lost during the photoemission process. This can be corrected for 
using a time-resolved XPS method that was proposed in this work. On the other 
hand, extra-atomic relaxation effects do not affect our measurements. This 
conclusion was based on an Auger parameter experiment and supported by a 
theoretical image charge model. In the UPS measurement of electron affinity, it 
was found that surface carbon contaminants can lead to drastic errors in the 
measurements. We proposed using a low power oxygen plasma in situ cleaning 
method to remove these contaminants. Using these measurements, we were then 
able to obtain a good agreement of our results with the metal-induced gap states 
(MIGS) model based on the charge neutrality level (CNL) concept. This 
agreement would not have been possible without the accurate measurements from 
this study.  
 
In chapter 5, we used our proposed methodology to investigate the role of 





180 Summary and Conclusion 
neutrality point (DNP) model to predict high-k oxide related interface dipoles. 
Firstly, we focused on the interface induced gap states (IFIGS) model, which is 
similar to the MIGS model but uses electronegativity (EN) in place of electron 
affinity. The slope parameter can be derived from these two models using our 
measured band offsets from a good range of LAO heterostructures. It was found 
that our experimental VBO data of a series of LAO heterostructures agreed well 
with the MIGS model, but did not agree well with the IFIGS model, thereby 
questioning the use of the electronegativity parameter. It was found that this 
discrepancy can be attributed to the use of an inaccurate correlation between the 
dielectric work function (for oxides) and electronegativity in the IFIGS model. 
Secondly, this relationship was further explored by measuring the electron 
affinities of a few common high-k oxides. The compilation of our experimental 
data and values from the literature showed that the correlation between (dielectric) 
work function and electronegativity should be negative for oxides, giving a 
proportionality constant of close to -2.29 eV/Miedema units, as opposed to 0.86 
eV/Miedema units for metals. Using this new correlation, we then developed a 
new model, termed as the dipole neutrality point (DNP) model. The DNP is 
defined as the effective electronegativity of the semiconductor, supposing it 
possesses a similar correlation as that of the oxides. Using this concept, we are 
able to explain the strong dependency of dipole shifts on EN, and more 
importantly account for the observation of dipoles with opposing polarities which 
was previously not possible using the IFIGS model. This simple concept allows 
one to use only electronegativity to predict dipoles at high-k oxide/semiconductor 
interfaces, which can benefit threshold voltage tuning in the development of 
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In chapter 6, the effects of annealing on the LAO/Si capacitors in terms of 
instability of the VBO, increase in interface trap density, and increase in leakage 
current were investigated. Subsequently, the beneficial effect of including an 
ultra-thin yttrium interlayer on the overall device performance was demonstrated. 
These include a smaller variation in band offset (i.e. by ~0.4 eV), reduction in the 
interface trap density (from 2 x 1012 to 1 x 1011 eV-1cm-2) and a reduction in 
leakage current after 800°C thermal annealing. The variation in VBO was 
measured by XPS and further verified by the VFB-EOT plots. Since XPS 
measurements verified that annealing did not change the bulk properties (bandgap 
and stoichiometry) of the LAO oxide, this variation in the band offset was 
attributed to interface dipole effects. The improvement in the thermal stability and 
leakage current at the LAO/Si interface by using a Y-interlayer is beneficial for 
low standby power devices.  
 
In chapter 7, an interfacial-layer-free growth of Y2O3 on Ge, through successive 
oxidation of the yttrium metal in a layer-by-layer fashion, was successfully 
achieved. In the first section, the initial formation of the yttrium/germanium 
interface was investigated in a systematic manner. Upon the first monolayer 
coverage, adatom-induced band bending occurs which is responsible for the 
eventual Fermi level pinning effect. At intermediate thickness, intermixing (i.e. 
YGe formation) commenced beyond a critical thickness of ~3 Å, driven by a 
metal-induced bond weakening mechanism. In the second section, this yttrium 
film was subsequently oxidized to form Y2O3. It was found that the interfacial 
layer (i.e. YGeO formation) was unavoidable as long as there was initial YGe 
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oxidize the deposited yttrium metal, before the critical thickness for intermixing 
was reached. This interfacial-layer-free growth method will be especially useful 
for the fabrication of high performance devices with low EOT.  
 
8.2. Conclusion and future work  
This study highlights the importance of the interface between the gate dielectric 
and semiconductor substrate on the overall device performance. It was 
demonstrated, that with the appropriate processing conditions, a high quality 
high-k oxide/semiconductor interface can be realized with the use of rare earth 
oxides such as Y2O3. This suggests that other rare earth oxides (ranging from 
CeO2 to Lu2O3) can be promising candidates as well for passivation of Ge (and Si) 
substrates; therefore these materials should be thoroughly explored, in terms of 
their effects on the interface trap density, leakage current, overall EOT, and the 
thermal stability of the interface.  
 
Our proposed layer-by-layer method demonstrates a novel method to suppress the 
interfacial layer formation by oxidation of metal films. It might be interesting to 
study the use of our layer-by-layer method for the growth of other lanthanide 
oxides, given the interest in the high-k oxide community. The electrical properties 
of this IL-free interface should be investigated to ensure that other important 
characteristics such as leakage current and interface trap density are not 
compromised for the increase in EOT. Further structural information such as the 
crystallinity can also be studied since this can also affect the overall dielectric 
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help promote crystallization of the oxide film, but the leakage current should be 
monitored closely since current can conduct through the grain boundaries.  
 
The work in this dissertation also looks into the artifacts involving the 
photoemission characterization of interfaces related to high-k oxides.  Using our 
proposed methodology for studying the band alignment at semiconductor-oxide 
interfaces, it is suggested to investigate the electron affinities and band offset data 
for various other rare earth oxides (such as CeO2, Er2O3, etc.) to further verify our 
proposed dipole neutrality point (DNP) model. Another good test of our model 
would be to investigate the effects of varying the composition of a complex 
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Appendix I: Derivation of MIGS equation 
 
In this section, the MIGS model equation is briefly derived. Firstly, one assumes a 
continuum of interface states with a constant density of states DS across the band 
gap, with pCNLΦ defined as the energy distance from the valence band maximum to 
the charge neutrality level (CNL) as shown in Fig. I-1(a). For energies above 
(below) the CNL, the interface states have acceptor (donor) characters as 
illustrated in Fig. I-1(b). Considering a p-type semiconductor, with hole Schottky 
barrier height ( pSBHΦ ), the interface charges (Qis) formed as a result of the 
occupancy of the interface states (determined by relative position of EF to CNL) is 
given by    
 p pis is SBH CNL mQ qD ( ) Q .= − Φ − Φ = −  (I-1) 
If p pSBH CNLΦ > Φ , then the overall interface charge will be negative from Eq. (I-1), 
which agrees with Fig. I-1(b), and vice versa. 
 
 
Fig. I-1: (a) Energy band diagram illustrating the concept of intrinsic gap states on interface 
dipoles; (b) Schematic illustrating how occupancy of the interface states affects the overall 
interface charges, Qis. Note that the red and blue lines represent the Fermi level (EF) and 
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Since the interface dipole, Δ, involves the separation of charges (i.e. by distance of 
δit), one can model it as a parallel plate capacitor: 
 p pis SBH CNL it itq Q / C q(qD )( )( / ),Δ = = Φ − Φ δ ε  (I-2) 
 whereby εit is the permittivity at the interface and δit is the width of the interface 
region. From the band diagram, it can be seen that to maintain energy conservation, 
 pSBH s mI q .Φ = − Φ − Δ  (I-3) 
 
By combining Eqs. (I-2) and (I-3), one is then able to derive the MIGS equation,  
 p pSBH s m CNLS(I ) (1 S) ,Φ = − Φ + − Φ  (I-4) 
whereby 2 1it s itS (1 (q D / ))
−= + δ ε . The physical implication of this equation is that 
for a large amount of Dis, S approaches zero (i.e. Bardeen limit), while for small 
values of Dis, S approaches one (i.e. Schottky-Mott limit). On the other hand, a 
higher permittivity, εit, S is increased (closer to Schottky-Mott limit), due to 
increased screening effect of the interface dipole, Δ. 
 
The pinning parameter, S is dependent on both the densities of states (Ds) and the 
width of the interfacial region (δit) which can be approximated by the charge 
decay length, given by (1/2qs). These two parameters can be calculated using 
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Fig. I-2: Theoretical values of (q2δitDs/εit) as a function of the experimental electronic 
susceptibilities. These data are obtained from ref. 213. 
 
Figure I-2 shows the product of these two parameters as a function of the 
experimentally obtained electronic susceptibilities, i.e. 1∞ε − . It is seen that one 
can obtain a semi-empirical relationship using a least-squares fit of the data, i.e. 
2 1.91 0.24
s s(q D 2q ) ( 1)
±
∞∝ ε − .213 Since 1.91 is close to 2, this forms the basis 
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Appendix II: Calibration of Omicron EFM3 
 
The Omicron EFM3 is equipped with a flux monitor which can be used to 
determine the deposition thickness. This requires, however, prior calibration 
through the measurement of the actual thickness using the quartz crystal 
modulator (QCM). The rod to sample distance is kept fixed at 22 cm in our 
depositions. Figure II-1(a) shows a plot of the deposition rate versus flux at 
different filament currents. It is seen that the deposition rate varies even for the 
same flux under different filament current. As such, we fix the filament current 
(i.e. at 1.3 A) for all our depositions. Figure II-1(b) shows that the deposition 
thickness varies linearly with time for a fixed flux of 1.3 A.  
 





















































Fig. II-1: Calibration plots of (a) deposition rate vs. flux at different filament current and (b) 
deposition time vs. thickness, given a fixed filament current of 1.3 A. 
 
In this study, we choose a deposition flux of 31.6 nA under filament current of 1.3 
Å because it is able to give a reasonably sufficiently high and stable deposition 
rate. This rate is calculated to be ~0.96 Å/min from the slope (red dotted line in 
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Appendix III: Attenuation equations 
 
Consider an overlayer film on a substrate as shown in Fig. III-1. 
 
Fig. III-1: Simple diagram to consider the attenuation of photoemission signals, where If 
represents the signals from the overlayer film, and Is represents the signals from the 
substrate film. Note that Is,∞ represents the signal from an infinitely thick substrate, i.e. 
without any overlayer film.  
 





I k FD y exp( x cos )dx.= σ − λ θ∫  (III-1) 
where 
k: spectrometer factor including transmission function of the analyzer and electron 
detection efficiency 
F: X-ray flux 
D: Atomic density of the element contributing to the photoemission peak 
σ: Photoionization efficiency of the sample  
y: Efficiency of sample to produce electrons of characteristic energy without 
energy loss due to, e.g. plasmons  
λf: Mean free path of photoelectrons from the film  
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By integrating Eq. (III-1) and replacing the constants with f , fI kFD y∞ = σ λ , one 









I k FD y exp( x cos )dx
I exp( x cos )dx
I [1 exp( d cos )].
∞
∞
= σ − λ θ
= − λ θ
= − − λ θ
∫
∫  (III-2) 
 
Similarly, the substrate signals can simply be expressed as the attenuation of the 
signal of an infinitely thick substrate, Is,∞ by the overlayer film of thickness, d,  
 s s, sI I exp( d cos ).∞= − λ θ  (III-3) 
 
Taking the ratios of Eqs. (V-2) and (V-3) and because λf = λs, one obtains 
 f ,f s
s s,




= λ θ −  (III-4) 
Arranging the terms, the thickness of the overlayer film can then be derived as 
 f , s,s
s f ,
I I
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Appendix IV: Interpretation and selection of relevant 
core level peaks 
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Fig. IV-1: High-energy resolution XPS narrow scans showing (a) La3d and (b) Al2p spectra. 
Due to many-body effects, the La3d photoelectron spectrum shows multiplet splitting; two 
final states I La4+ 3d14f0 and II La3+ 3d14f1 are created (satellite peaks). Due to electron-hole 
exchange for the satellite peaks, 1=J  term (strong signal) and 1≠J  (a cluster of weak 
signals) can be observed. The spin-orbit split peak, which is separated by ~17 eV is also 
observed. In addition, two plasmon peaks can be identified.  
 
Correct interpretation and selection of appropriate orbitals are necessary in order 
to obtain reliable information from the XPS spectrums. This is especially 
important for elements such as rare earth metals (i.e. lanthanum in LAO/Si and 
LAO/Ge heterostructures used in this study) because of the presence of various 
satellite peaks that complicate their spectrums. Figure IV-1 shows the (a) La 3d 
and (b) Al 2p photoemission spectrums of a thick (~15 nm) LAO sputtered film. 
At this thickness, these spectrums represent the bulk oxide film because the 
photoelectrons from the underlying substrate cannot escape due to their small 
mean free path. The Al 2p peaks have binding energy (BE) at ~73.6 eV with a full 
width at half maximum (FWHM) of ~1.7 eV, while La3d5/2 peaks have BE of 
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It might be useful to briefly account for the many peaks for the La 3d spectra seen 
in Fig. IV-1, which is a result of many body effects observed in lanthanide 
compounds. In the photoionization of the 3d core level of La compounds, two 
final states, I La4+ 3d14f0 and II La3+  3d14f1, are created.183 While both final states 
have a core hole in the 3d orbital, the final state II (satellite) has a transfer of an 
electron from the O2p valence band to an empty 4f orbital in La. Furthermore, the 
spin-orbit coupling creates a doublet peak (j = 3/2 and 5/2) with a core-level 
separation of ~17 eV for each final state. Finally, due to electron-hole exchange 
coupling, besides the stronger signal from the 1=J  term, there exists clusters of 
weaker signals (i.e., 1≠J  term) with different total spins, resulting in a centroid 
located at a lower binding energy as compared to the 1=J  line.184 In this 
dissertation, the La 3d5/2 peak (satellite I) is chosen to represent the LaAlO3 and 
La2O3 films since the background of the La3d3/2 peak is more affected by the two 
plasmon peaks. On the other hand, other orbitals, such as the La 4d spectrum, are 
not preferred due to their lower intensity and presence of additional multiplet 
coupling effects. 
 
Next, we consider the core level peaks used to represent the substrate in this study. 
Amongst the orbitals with sufficient photoionization cross section (Ge 2p, Ge 3p 
and Ge 3d), Ge 3d5/2 is chosen to represent the underlying substrate for the VBO 
measurement of LAO/Ge. Photoelectrons from the Ge 2p orbitals are not used 
because these have a much lower mean free path than Ge 3d, resulting in low 
intensity when the overlayer films are thicker than ~4 nm. The Ge 3p 
photoelectron spectrum suffers from smaller signal-to-noise ratio as compared to 
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spectrum line shape of Ge 3p is harder to deconvolute due to the relatively large 
FWHM of ~2.3 eV for each of its doublets, which are spaced 4 to 5 eV apart. As 
such, it is difficult in this case to distinguish chemical shifts of the interfacial layer 
that are typically 2 to 3.3 eV. Although Ge 3d peaks are located at a low BE (~30 
eV), these do not exhibit significant hybridization effects in our work. This is 
because the substrate signals have a narrow and consistent FWHM of ~0.7 eV 
without the presence of additional satellite features that will presumably result 
from hybridization. On the other hand, the Si 2p photoelectron peak is chosen to 
represent the substrate in the VBO measurement of LAO/Si since it has the 
highest intensity.  However, to obtain chemical information for LAO/Si samples, 
Si 2s spectrum is used instead since the SiO components of Si 2p overlap with the 
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Appendix V: Derivation of interface dipole using 
intrinsic gap states models 
 
Due to the explicit dependence of the dipole on the magnitude of the final 
Schottky barrier height (SBH) (see Eq. (I-2)), the gap states model (i.e. MIGS 
model) dictates that the system behaves like a negative feedback to dampen the 
changes in the metal work function. Manipulating Eq. (I-2) to make Δ the subject 
matter and replacing pSBHΦ  using Eq. (I-3) , it is seen that:  
 
p p







(D )( )( / )
(1 S)(I ) / S
(1 S)( ) / S.
S (1 S)( ) (1 S) ,
Δ = Φ − Φ δ ε
= − − Φ − Φ − Δ
= − Φ − Φ − Δ
Δ = − Φ − Φ − − Δ
 (V-1) 
whereby 2 it s itq D / (1 S) / Sδ ε = − and Vac pCNL S CNLIΦ = − Φ . Rearranging, one obtains 
 VacCNL m(1 S)( ).Δ = − Φ − Φ  (V-2) 
 
This derivation highlights the underlying concept behind this model, i.e. that the 
intrinsic dipole is governed by the charge transfer due to work function difference, 
mediated by the slope parameter. This is analogous to the contact potential 
difference between two metals. A similar derivation can be shown for the case of a 
semiconductor/oxide heterojunction, in which:  








211 List of Publications 
List of Publications 
 
Publications related to work in this thesis 
 
1. Z. Q. Liu, S. Y. Chiam, W. K. Chim, J. S. Pan, and C. M. Ng, “Effects of thermal 
annealing on the band alignment of lanthanum aluminate on silicon investigated by X-
ray photoelectron spectroscopy” J. Appl. Phys. 106, 103718 (2009). 
 
2. Z. Q. Liu, S. Y. Chiam, W. K. Chim, J. S. Pan, and C. M. Ng, “Thermal stability 
improvement of the lanthanum aluminate/silicon interface using a thin yttrium 
interlayer”, J. Electrochem. Soc. 157, G250-257 (2010). 
 
3. Z. Q. Liu, W. K. Chim, S. Y. Chiam, J. S. Pan, and C. M. Ng, “Ambiguity of the 
magnitude and direction of the derived interface dipole at lanthanum aluminate 
heterostructures using photoemission techniques”, J. Appl. Phys. 109, 093701 (2011). 
 
4. Z. Q. Liu, W. K. Chim, S. Y. Chiam, J. S. Pan, and C. M. Ng, “Evaluating the use 
of electronegativity in band alignment models through the experimental slope 
parameter of lanthanum aluminate heterostructures”, J. Appl. Phys. 110, 093701 
(2011). 
 
5. Z. Q. Liu, W. K. Chim, S. Y. Chiam, J. S. Pan, and C. M. Ng, “Formation of the  
yttrium / germanium interface: Fermi-level pinning and intermixing at room 
temperature”, Appl. Phys. Lett. 100, 092110 (2012).   
 
6. Z. Q. Liu, W. K. Chim, S. Y. Chiam, J. S. Pan, and C. M. Ng, “Interface dipole 
predictive model for high-k dielectric/semiconductor heterostructures using the 
concept of dipole neutrality point”, J. Mater. Chem. 22, 17887 (2012).   
 
7. Z. Q. Liu, W. K. Chim, S. Y. Chiam, J. S. Pan, S. R. Chun, Q. Liu, and C. M. Ng, 
“Interfacial-layer-free growth of yttrium oxide on germanium by understanding initial 
surface reactions”, Surf. Sci. 606, 1638 (2012).   
 
8. Z. Q. Liu, W. K. Chim, S. Y. Chiam, J. S. Pan, and C. M. Ng, “Band gap, band 
offsets and dielectric constant improvements by addition of yttrium into lanthanum 
aluminate”, Thin Solid Films submitted (2012).   
 
9. S. Y. Chiam, Z. Q. Liu, J. S. Pan, K. K. Manippady, L. M. Wong, and W. K. Chim,  
“Effects of electric field in band alignment measurements using photoelectron 







212 List of Publications 
Other publications 
 
10. C. Pi, Y. Ren, Z. Q. Liu, and W. K. Chim, “Unipolar Memristive Switching in 
Yttrium Oxide and RESET current reduction using a yttrium interlayer”, Electrochem. 
and Solid-State Lett., 15 (3), G5-7 (2012).  
 
11. H. L. Qin, Z. Q. Liu, C. Troadec, K. E. Johnson Goh, M. Bosman, B. S. Ong, S. Y. 
Chiam, K. L. Pey, “Barrier height determination of Au/Oxidized Ga As/n-GaAs using 
ballistic electron emission spectroscopy” J. Vac. Sci. Tech. B 30 (1), 011805 (2012). 
 
