Fractional Lévy processes generalize fractional Brownian motion in a natural way. We go a step further and extend the usual fractional Riemann-Liouville kernels to the more general class of regularly varying functions with the corresponding fractional integration parameter. The resulting stochastic processes are called generalized fractional Lévy processes (GFLP). Moreover, we define stochastic integrals with respect to such GFLPs in the L 2 sense and investigate their properties, in particular, their second order structure. We prove a functional central limit theorem for stochastic integrals driven by a GFLP. As a specific example we present our result for Ornstein-Uhlenbeck processes driven by a time scaled GFLP. This approximation applies to a wide class of stochastic volatility models.
Introduction
This paper aims at some new contributions to stochastic processes theory in the framework of fractional Lévy processes or rather their generalization. All stochastic objects are defined on a filtered probability space (Ω, F, (F t ) t∈R , P ), which satisfies the usual conditions of completeness and right continuity of the filtration. Recall from Marquardt (2006) that a fractional Lévy process has representation
where u + = max(u, 0), H ∈ (0, 1) and L is a two-sided Lévy process. For L being Brownian motion this process defines fractional Brownian motion and has been studied extensively.
We extend the class of processes (1.1) to
S(t) = {g((t − x) + ) − g((−x) + )}dL(x), t ∈ R,
for appropriate functions g. This class of functions g is determined such that S(t) exists in the L 2 (Ω) sense. This is done by an extension of the classic Riemann-Liouville fractional integral and we present some analytic results for our new integral. Starting from the observation that for g with positive derivative g , for t > 0, g((t − x) + ) − g((−x) + ) = ∞ x 1 (0,t] (u)g (u − x)du =: (I g − 1 (0,t] )(x), x ∈ R, we rewrite S(t) = (I g − 1 (0,t] )(x)dL(x), t ∈ R, (1.2) and extend this integral (keeping g fixed) from the indicator function to a large class of functions h in the L 2 (Ω) sense.
The usual isometry property between L 2 (Ω) and the subspace of L 2 (R) of possible functions h leads to nice formulas for covariance and variance functions of S. The representation (1.2) is also useful, when considering integrals with respect to S and we shall show that
h(t)dS(t) = (I g − h)(u)dL(u) .
This means that in the L 2 (Ω) sense every integral with respect to S can be rewritten as an integral with respect to L.
We are aiming at functional central limit theorems with FBM or FBM-driven limit processes. Under the assumption that L is a centered Lévy process with finite variance, we define for x > 0 the time scaled process S x (t) := S(xt) σ(x) , t ∈ R.
Under appropriate regular variation assumptions, for L compound Poisson, Klüppelberg and Mikosch (1995) and Klüppelberg and Kühn (2004) have shown that {S x (t)} t≥0 converges as x → ∞ to {B H (t)} t≥0 for H ∈ (1/2, 1) in the Skorohod space D[0, ∞) of càdlàg functions with the metric of uniform convergence on compacta. We extend this FCLT to generalized fractional Lévy processes. We concentrate on the fractional Ornstein-Uhlenbeck process
as limit model as a prominent example. It is approximated by integrals
We show that {V x (t)} t∈R converges for x → ∞ to {Y (t)} t∈R , where the convergence holds in D(R) with the metric of uniform convergence on compacta.
As an application, we finally investigate stochastic volatility models. Defining the approximating stochastic volatility v x (t) = f (V x (t)) for some appropriate positive function f , we prove joint convergence of the approximating price process z x and volatility process v x . This bivariate model approximates arbitrarily close in a functional sense pricing models of stochastic volatility types.
Our paper is organized as follows. In Section 2 we present fractional Brownian motion and define the generalized fractional Lévy process S. In Section 3 we extend the classic Riemann-Liouville fractional integral by generalizing to a more general kernel functions g . For such fixed g we determine the class H of functions h such that the integral S(t) exists in the L 2 (Ω) sense. Then we present some analytic results for our new integral.
The isometry between the two inner product spaces L 2 (Ω) and H is presented, giving the second moment structure of S. Section 4 is devoted to fractional Ornstein-Uhlenbeck type processes; those driven by fractional Brownian motion or by a generalized fractional Lévy process. In Section 5 we present our new functional central limit theory. First we show that for x > 0 the time scaled generalized fractional Lévy process S x given by
Then we consider processes driven by S x , with the Ornstein-Uhlenbeck type process as prominent example, and prove functional convergence to the fractional Gaussian OrnsteinUhlenbeck process under natural conditions. In the finial Section 6 we apply our results to stochastic volatility models, which result in joint weak convergence of the price process and the volatility process in the Skorohod space D(R).
Generalized fractional Lévy processes
In this section we present such processes, which will serve as driving processes later on. We start with FBM and move on to generalized fractional Lévy processes, which are indeed generalizations of fractional Lévy processes as introduced in Marquardt (2006) . We first recall definition and relevant properties of fractional Brownian motion.
where for two independent standard Brownian motions B 1 and B 2 , the stochastic process
is a two-sided standard Brownian motion.
We also recall that a FBM is a centered Gaussian process B H with B H (0) = 0 and covariance function
From the definition FBM has stationary increments and is self-similar with index H. While B 1/2 is a two-sided Brownian motion (BM) and has independent increments, the
, 1) has long memory. For details we refer to Embrechts and Maejima (2002) or Samorodnitsky and Taqqu (1994) .
We work in this paper with a two-sided Lévy process L = {L(t)} t∈R constructed by taking two independent copies L 1 = {L 1 (t)} t≥0 and L 2 = {L 2 (t)} t≥0 of one-sided Lévy processes and setting
Throughout we work with a two-sided centered Lévy process L without Gaussian component and Lévy measure ν satisfying |x|>1
The distribution of L is uniquely defined by the characteristic function E[exp{iθL(t)}] = exp{tψ(θ)} for t ≥ 0, where
For more details on Lévy processes we refer to the excellent monograph of Sato (1999) . The following result is known and we recall it for later reference. It can be found in Proposition 2.1 and Theorem 3.5 of Marquardt (2006) .
holds, and
4)
for θ j ∈ R, j = 1, . . . , m, where ψ is given in (2.1).
We define now a generalized fractional Lévy process.
The stochastic process S = {S(t)} t∈R defined by
is called generalized fractional Lévy process (GFLP).
It is easy to see that the GFLP S has stationary increments and is symmetric with S(0) = 0.
Stochastic integrals with respect to a GFLP
Recall that the Riemann-Liouville fractional integrals I α ± are defined for α ∈ (0, 1) by
for functions h : R → R, provided the integrals exist for almost all x ∈ R. For details see e.g. Samko et al. (1993) . Throughout we assume that g : R + → R is continuously differentiable and has nonnegative derivative g . As a motivation for what follows recall from the introduction that
Consequently, we use g as an extension of the classical Riemann-Liouville kernel function and define for appropriate functions h
Starting from the fact that
we shall define a stochastic integral in the L 2 (Ω) sense for a function h in a similar way as in Marquardt (2006) , Section 5. For a fixed function g as above define
where I g − h is as in (3.1). The proof of the following result is analogous to that of Proposition 5.1 of Marquardt (2006) . 
Proof. Starting from the fact that
This holds, if
. Applying Fubini's theorem and the Hölder inequality we obtain
Furthermore, setting t = s + u and using Fubini's theorem and the Hölder inequality,
Since g and h are both non-negative, · H defines in fact a norm. For more details on such spaces for the classical Riemann-Liouville kernel we refer to Pipiras and Taqqu (2000) . Then from the proof of Proposition 3.
In the following we assume that g satisfies the assumptions of Proposition 3.1 and call its derivative g a kernel function. Moreover, we assume w.
Next we define the stochastic integral with integrator S.
Theorem 3.2. Let S be a GFLP with kernel function g and let h ∈ H. Then the following integral is defined in the L 2 (Ω) sense and
Moreover, the following isometry holds:
Proof. To construct the integral R h(t)dS(t)
for h ∈ H we proceed as usual. For the indicator function ϕ(·) = 1 (0,t] (·) for t > 0 we calculate
and for the right-hand side of (3.3) we obtain
then the rhs of (3.3) is
Moreover, for all simple functions ϕ it follows from (2.2)
The non-negative simple functions are dense in H. Hence, there exists a sequence (ϕ k ) k∈N of non-negative simple functions such that ϕ k − h H → 0 as k → ∞. It follows from the isometry property (3.4) that the integrals converge in L 2 (Ω) and the isometry property is preserved in this procedure. Last but not least (3.
4) implies that the integral R h(t)dS(t)
is the same for all sequences of simple functions converging to h.
The second order properties of integrals, which are driven by GFLPs follow by direct calculation. It is useful to observe that L 2 (Ω) and H are inner product spaces with the inner products given for
Whereas the inner product in L 2 (Ω) is the covariance, an interpretation of the inner product in H can be found in the next Proposition.
Proposition 3.3. Let S be a GFLP with kernel function g and let h
where
In particular,
Proof. It suffices to prove this for the indicator functions h 1 = 1 (0,s] and h 2 = 1 (0,t] for 0 < s < t. For s < 0 or t < 0 we use the stationarity of the increments and the symmetry of S.
where we have used Fubini's theorem for the second last identity, which is justified by the definition of H.
Fractional Ornstein-Uhlenbeck type processes
We first recall the fractional Gaussian Ornstein-Uhlenbeck process and proceed to the Ornstein-Uhlenbeck process driven by a GFLP.
Definition 4.1. Let B H be FBM for 0 < H < 1 and let λ, σ > 0.
(i) For an initial finite random variable Y (0) a fractional Ornstein-Uhlenbeck process (FOU) is defined as
(
ii) If the initial random variable is given by
the FOU process is stationary and we denote this stationary version by
It is well known that the integral exists in the L 2 (Ω) sense; see e.g. Samorodnitsky and Taqqu (1994) or Cheridito et al. (2003) .
The approach for the OU process driven by a GFLP is analogously.
Definition 4.3. Let S be a GFLP and let λ, σ > 0. (i) For an initial finite random variable V (0) an OU process driven by a GFLP is defined as
(ii) If the initial random variable is given by
the OU process driven by a GFLP is stationary and we denote this stationary version by
We formulate some properties in the following proposition. For all t ∈ R the stochastic integral
where Γ is given in (3.5). Moreover, the characteristic function of
where θ j ∈ R, j = 1, . . . , m, and ψ is given in (2.1).
Proof. By Theorem 3.2 and Proposition 3.3 the existence of the integral and the autocovariance function is a consequence of the fact that e −λ(t−·) + ∈ H. The characteristic function follows for t ∈ R from Proposition 2.2 by observing that f t (s) is replaced by
5 Limit theory for OU processes driven by time scaled
GFLPs
For x > 0 we denote σ 2 (x) := Var[S(x)] and define the time scaled
Recall the definition of Γ from (3.5) and of Γ from (2.3). Note that the expression (3.2) carries over to the time scaled GFLP as follows. For x > 0 we have
Consequently, we can formulate the following Lemma.
Lemma 5.1. For x > 0 let S x be the time scaled GFLP. Then for s, t ∈ R we have
Proof. We prove the variance formula (5.1) for t > 0, the other formulas are proved analogously for s, t > 0 (for s < 0 or t < 0 we use the symmetry of S x )
Lemma 5.1 can be formulated as a general principle by using the same construction of the integral as in Theorem 3.2.
Theorem 5.2. Let S be a GFLP with kernel function g and let
Defining h x t as in (5.3) with h replaced by h t , the characteristic function of
Proof. To prove (5.2) it suffices to do this for a simple function ϕ(u) = n−1 j=1 a j 1 (t j−1 ,t j ] (u) as in the proof of Theorem 3.2. For the lhs we obtain
(ii) We use Proposition 2.2 and calculate
Then apply Fubini's theorem, which is justified by the definition of H. The characteristic function follows from the fact that
where h
An important step in the proof of convergence of an OU process driven by a time scaled GFLP is the convergence of the covariance function and its second derivative. This requires that g is regularly varying; i.e. for all u > 0
), and we write g ∈ RV ρ−1 . Such properties have also been used in Klüppelberg and Mikosch (1995) and Klüppelberg and Kühn (2004) to prove convergence to selfsimilar Gaussian processes, in particular, to FBM. Condition (5.4) implies in particular that Cov[S(s), S(t)] is bivariate regularly varying with index 1 + 2ρ and, hence, that σ 2 ∈ RV 1+2ρ . For more details on regular variation we refer to Bingham et al. (1987) . The following result exploits these properties. , then for each s, t ∈ R,
Proof. We use the second moment expressions as in the proof of Theorem 2.2. To prove (5.5) write
Then by Karamata's theorem (cf. Theorem 1.5.11 of Bingham et al. (1987) ),
and g ∈ RV ρ . We first show convergence of the numerator of (5.7) by deriving bounds in the spirit of Potter (cf. Bingham et al. (1987) , Theorem 1.5.6). For 0 < ε < (1/2 − ρ) ∧ ρ we have x 1−ε g (x) ∈ RV ρ−ε and ρ − ε ∈ (0, 1/2). Hence, for every δ > 0 there exists some x 0 such that for all x ≥ x 0 and |s − w| ≤ M for some M > 0,
where c M > 0 is some constant, depending on M . On the other hand, for |s − w| > M we have
for sufficiently large x. If we choose M appropriately, it follows that
Now we apply Lebesgue's dominated convergence theorem to the numerator of (5.7) and obtain convergence of the numerator of (5.7) to that of (5.5). As for the limit of the denominator of (5.5), this follows as the limit of Γ x in (5.6) by a dominated convergence argument as in the proof of Theorem 3.2 of Klüppelberg and Kühn (2004) .
Since S x is only a time change, in particular,
for all t ∈ R, the following integrals with respect to S x exist in the L 2 (Ω) sense.
Definition 5.4. (i) For λ, σ > 0 we define the OU process
ii) If the initial random variable is given by
then V x is stationary and we denote the stationary process by
Taking advantage of the convergence of S x as x → ∞, we will show convergence of V x to a FOU process Y . Note that for notational convenience we set σ = 1 in both, the FOU and the OU process driven by GFLP.
The following is a consequence of Theorem 5.2 and Proposition 2.2.
ii) For s, t ∈ R, we have E[V x (t)] = 0 and
where θ j ∈ R for j = 1, . . . , m and ψ is given in (2.1).
Our goal in this section is to show weak convergence of V x as defined in (5.8) to the FOU process Y from (4.1).
It was shown in Theorem 3.2 of Klüppelberg and Kühn (2004) (1999) ). We extend this result two-fold. Firstly, we extend the space to the càdlàg space on R denoted by D(R) and, secondly, and more important, we generalize from the compound Poisson process to a Lévy process.
All definitions of the space D(R) are analogous to D ([0, ∞) ). To show the outline of this consider the càdlàg space D ([−k, k] ) for some k > 0 and define functions f and g at the boundaries analogously to the construction on p. 168 of Billingsley (1999) , by defining
Then we write the modified function f as Billingsley (1999) . Finally, define a metric d
The following result extends the convergence of the covariance functions of S x as proved in Theorem 5.3 to pathwise convergence of the stochastic process. Throughout ). Then
where the convergence holds in D(R) with the metric of uniform convergence on compacta.
Proof. Recall first that, since the limit process has continuous sample paths, by Theorem 6.6 of Billingsley (1999) (1999)).
We want to take limit of both sides and use a dominated convergence type theorem to the integral of xφ(·) for x → ∞. For s, t ∈ R we have
Since g ∈ L 2 and the convergence (5.6) holds on the right-hand side, |f tx (xs)|/σ(x) ↓ 0 as x → ∞. Now by a Taylor expansion (Lemma 3.2 of Petrov (1995) ) to the integrand in (5.10) we obtain a dominant function a x (s, y) for x > 0 as
Here we invoke Minkowski's inequality and recall that y
shown in (5.6), we have for t ∈ R,
Furthermore, due to (5.10) the quantity
converges for x → ∞ to 0 for every y, s ∈ R. This together with (5.6) implies for s, y ∈ R,
Now we can apply the generalized Lebesgue dominated convergence theorem (e.g. Theorem 1.21 of Kallenberg (1997) ) to the measure ν(dy)ds with the dominant function a x (s, y), and obtain
This proves convergence of the finite dimensional distributions. Next we show tightness. For x > 0, by the stationary increments of S x , for −∞ < s < t < ∞,
Since σ 2 ∈ RV 1+2ρ , the function h(s) := σ 2 (s)/s 1+ρ is regularly varying with ρ > 0.
Since g(0) = 0 we simply follow the arguments of Step 3 in the proof of Theorem 3.2 of Klüppelberg and Kühn (2004) , which yields the result.
This proof extends in a natural way to integrals driven by a time scaled GFLP as for instance the OU process driven by a time scaled GFLP. Proof. Again we prove convergence of the finite dimensional distributions and tightness. We use the same proof as for Theorem 5.6, since the processes are of the same structure with respect to their distribution as we will make precise below. Due to Theorems 16.7 and 13.1 of Billingsley (1999) it suffices to show weak convergence of V x (·)1 [−M,M ] for each M > 0. Let −∞ < t 1 < t 2 < · · · < t m < ∞ and θ j ∈ R for j = 1, . . . , m. Recall from Proposition 5.5 (iii) the characteristic function of V x (t) and define
We use the same logic as in the proof of Theorem 5.6 line by line until (5.11), replacing
The key is to show
where we use (5.9). Note, however, since Γ x (u, v) in (5.9) converges to the unbounded function |u − v| 2H−2 , it is difficult to apply dominated convergence directly. Instead we apply integrations by parts and obtain
where we have set again
regardless of s, t ∈ R, which is another key. For (5.12) we obtain the decomposition
We apply the dominated convergence theorem to all three integrals on the right-hand side above. By the Cauchy-Schwartz inequality, the integrand in the third integral is dominated by
We give a uniform upper bound for σ 2 (ux)/σ 2 (x). Since σ 2 ∈ RV 1+2ρ , for sufficiently small of Bingham et al. (1987) ). Hence, we have 14) for sufficiently large x. Furthermore, by Karamata's theorem σ 2 (ux)/σ 2 (x) converges to |u| 1+2ρ uniformly in |u| ∈ (0, 1] and this together with (5.14) implies 15) for some c > 0. Thus the dominating function is integrable and
Now we can apply the generalized Lebesgue dominated convergence theorem (e.g. Theorem 1.21 of Kallenberg (1997) ) to (5.13) and obtain for the third integral of (5.13) in the limit
A similar argument can be applied to the first and second integral of (5.13). Hence with the integration by parts formula we have
The remaining proof is similar to that of Theorem 5.6, but we should replace f t j x (sx)/σ(x) by h x t j (xs) and use (5.12) and the fact that h
which implies convergence of the finite dimensional distributions. Next we prove tightness.
. By equation (13.14) of Billingsley (1999) 
Young's inequality gives show that
for some constant c M > 0. Observe that from Proposition 5.5 with integration by parts as in (5.13),
As seen from (5.15) the integrand above is bounded in u and v for sufficiently large x, hence we obtain a bound. Then we can proceed as in the final part of the proof of Theorem 5.6.
Limits of stochastic volatility models
In this section we contribute to the current discussion on appropriate models for financial time series. Practitioners and scientists agree on certain stylized facts seen in financial data like stochastic volatility exhibiting jumps as well as long range dependence. Moreover, high-frequency data and irregularly spaced data have also promoted the development of continuous-time volatility models. In recent years the literature on this subject either focuses on Lévy-driven models with mostly short memory, exemplified in Barndorff-Nielsen and Shephard (2001) or in and , or on long range dependence stochastic volatility models as solutions to SDEs driven by fractional Brownian motion; see e.g. Comte and Renault (1998) , Comte et al. (2003) , or Buchmann and Klüppelberg (2006) . We aim at reconciling both classes of models by presenting continuous time stochastic volatility models, driven by a Lévy process, which converge (in sample space) to a FBM driven long memory model.
As limit models, for standard Brownian motion B and fractional Brownian motion B H (H ∈ (1/2, 1)), we consider for λ > 0 types of models
and
In fact, for f (x) = |x| m , m = 1, 2, . . . and f (x) = e x , the exact correlation decay of v is calculated and v is shown to exhibit long memory. (see Matsui and Shieh (2009) ) Aiming at models, which allow for jumps in the volatility and heavy-tailedness, nonGaussian OU type processes as follows are considered. The Lévy driven correspondence to (6.1) is given by
where L is a subordinator (i.e. a Lévy process with increasing sample paths). The Lévy-type model corresponding to (6.2) is the following
dz(t) = v(t−)dB(t) d(log v(t)) = −λ log v(t)dt + σdL(t).
We shall now apply our limit theory to these stochastic volatility models. More precisely, we consider a price process driven by Brownian motion, i.e. the usual semimartingale context. The stochastic volatility, however, we model by some positive function of the OU process driven by a GFLP process. We show joint weak convergence of price and volatility process to a continuous time long memory stochastic volatility model. Consequently, for large x the model v x is close to a long memory model. For proving bivariate convergence we shall work with the Skorohod space of all càdlàg functions on [0, ∞) with values in R 2 , denoted by D(R 2 ). For background reading we refer to Billingsley (1999) and to Jacod and Shiryaev (2003) , Ch. VI. Recall first that v x = f (V x ), so that by the continuous mapping theorem weak convergence of v x follows from weak convergence of V x . The following result applies to many stochastic volatility models.
We use characteristic functions, independence of v x and B, and the conditional independence of the increments of z x and z, given G. and, hence, we conclude the first part of the proof. Secondly, we prove tightness. Recall that the modulus of continuity and the Skorohod metric of D(R 2 ) are respectively defined in 1.8 and 1.26, Ch. VI of Jacod and Shiryaev (2003) . These are natural extensions of univariate definitions in Billingsley (1999) . We start with univariate tightness of z x . First we prove tightness of I we use the same argument as for the proof of Corollary 3.10 of Klüppelberg and Mikosch (1995) . For 0 ≤ s < t we have E I 
