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The symmetries of superconducting gap functions remain an important question of iron-based
superconductivity. Motivated by the recent angle-resolved photoemission spectroscopic measure-
ments on iron-chalcogenide superconductors, we investigate the influence of pairing symmetries on
the topological surface state. If the surface Dirac cone becomes gapped in the superconducting
phase, it implies magnetization induced from time-reversal symmetry breaking pairing via spin-
orbit coupling. Based on the crystalline symmetry constraints on the Ginzburg-Landau free energy,
the gap function symmetries are among the possibilities of A1g(u) ± iA2g(u), B1g(u) ± iB2g(u), or,
Eg(u)± iEg(u). This time-reversal symmetry breaking effect can exist in the normal state very close
to Tc with the relative phase between two gap functions locked at ±pi2 . The coupling between mag-
netization and superconducting gap functions is calculated based on a three-orbital model for the
band structure of iron-chalcogenides. This study provides the connection between the gap function
symmetries and topological properties of the surface state.
The discovery of iron-based superconductors [1]
opened a new direction in the study on unconventional
superconductivity [2–4]. Significant progress has subse-
quently been made in searching for new superconductors
[5–19], and their pairing mechanisms have attracted con-
siderable attention [20–24]. The parent compounds are
metals with multiple Fermi surfaces around both Γ- and
M - points. The possibility of the fully gapped extended
s±-wave superconducting gap function is supported by
various experimental evidence and theoretical calcula-
tions [25–32]. On the other hand, several theoretical
studies suggest that s± and dx2−y2 pairings are nearly
degenerate in the iron-pnictide superconductors [26, 33],
leading to the possibility of a novel time-reversal (TR)
symmetry breaking pairing s±+ idx2−y2 [34]. It was pro-
posed that a resonance mode carrying the B1g-symmetry
[34, 35], which can be detected via Raman spectroscopy
[36], exists if the s± and dx2−y2 pairings are nearly de-
generate. TR symmetry breaking pairing also naturally
arises in mixed singlet and triplet pairing states [37, 38].
A chiral d+id pairing state is also found to spontaneously
generate the gaps of the Haldane model [39].
Recently, the topological band structure of iron-based
superconductors has aroused a great deal of attention.
The FeSe1−xTex family with a wide range of compo-
sition x is of particular interest [15, 16, 40–47]. Re-
cent evidence shows that FeSe0.45Te0.55 is a strong topo-
logical insulator exhibiting a single Dirac cone on the
(001) surface [48]. With lowering the temperature below
Tc = 14.5K, both bulk and the surface become supercon-
ducting [49, 50]. The surface superconductivity is pre-
dicted to be topologically non-trivial [44, 45, 51]. Excit-
ingly, in the same system, Majorana zero modes in vortex
cores have been observed [52, 53] exhibiting the signature
of spin-selective Andreev reflection [54–56]. Similar evi-
dence to vortex core Majorana modes is also observed in
(Li0.84Fe0.16)OHFeSe system [57].
However, the non-trivial topology of the surface super-
conductivity in FeSe0.5Te0.5 is mostly a property inher-
ited from the normal state band structure in a similar
way to the Fu-Kane proposal of two-dimensional topo-
logical superconductivity via the proximity effect [58]. It
does not directly reveal the symmetry properties of the
superconducting gap functions. It would be highly de-
sirable if the topological surface states could be used for
phase-sensitive detections to unconventional pairing sym-
metries [3, 4]. In contrast, in a very recent laser-based
angle-resolved photoemission spectroscopy (APERS) ex-
periment on FeSe0.3Te0.7 [59], the surface Dirac cone is
observed to develop a gap as the system enters the super-
conducting state. The surface Dirac point is well-below
the Fermi energy. Thus the splitting cannot be the su-
perconducting gap, but implies TR symmetry breaking in
the spin channel, directly correlated with the supercon-
ducting transition. In earlier literature, both TR sym-
metry breaking pairing of the types s + id [34, 60–63]
and s+ is [64–67] have been proposed. However, in both
cases magnetization only appears around impurities.
In the present work, we investigate how the topologi-
cal surface states are affected by TR breaking gap func-
tions, which in turn constrains the possible pairing sym-
metries. By employing the Ginzburg-Landau formalism,
we explore possible TR breaking gap functions which
can induce magnetization via spin-orbit coupling to split
the degeneracy at the surface Dirac point. Based on
crystalline symmetry analysis, the superconductivity gap
symmetries include the possibilities of A1g(u) ± iA2g(u),
B1g(u)± iB2g(u), and Eg(u) ± iEg(u). In the normal state
sufficiently close to Tc, the relative phase between two
gap functions can still be locked at ±pi2 even though nei-
ther of them is long-range ordered. Calculations based
on a three-orbital model are performed to derive the cou-
pling between magnetization and superconducting gap
functions. In doing so, our study bridges the topological
2properties of the surface state and the pairing symmetries
of the superconducting gap functions.
We begin with a discussion of the splitting of the
surface Dirac cone in the superconducting state. In
the FeSe1−xTex materials, the degeneracy of the sur-
face Dirac point is protected by the band topology if the
normal state maintains TR symmetry. Consequently a
surface Dirac cone appears at the Γ-point, as shown in
Fig. 1 (a), described by an effective k · p Hamiltonian
Hsf = v(kxσy − kyσx)− µ, where σ’s are Pauli matrices
defined for the Kramers doublet at the Γ-point, and µ is
the chemical potential. A superconducting gap ∆ by it-
self, i.e., HΓ = −µ+∆w−+∆∗w+ where w± = wx± iwy
are Pauli matrices in the Nambu space of the particle-
particle channel, does not lift the degeneracy. To split
the degeneracy, a mass term breaking TR symmetry is
necessary, i.e., ∆HΓ = −mzσz , and the associated Bo-
goliubov spectra become ±mz +
√
|∆|2 + µ2 around the
Γ-point. The sketch of the Bogoliubov dispersion is illus-
trated in Fig. 1(b) with both particle and hole branches.
The mass term corresponds to a splitting between two
eigenstates of σz . Since no magnetic field is applied, mz
should arise from the Weiss field of a ferromagnetic or-
dering along the z-axis induced by superconductivity.
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FIG. 1. Sketch of the surface spectra near the Γ-point. (a) In
the normal state (T > Tc), due to the non-trivial band struc-
ture topology, a surface Dirac cone develops inside the bulk
band gap. (b) The surface state spectra in the superconduct-
ing state (T < Tc). Two gaps appear: the superconducting
gap at the chemical potential µ, and the splitting of the Dirac
cone is due to the magnetic ordering breaking TR symmetry.
Now we examine how the ferromagnetic order mz can
be induced in the superconducting state. Apparently,
this requires the spontaneous breaking of TR symme-
try. Indeed, within the Ginzburg-Landau (GL) formal-
ism [2, 34, 37, 68, 69], it has been shown that the mixing
between two gap functions ∆1,2, which are TR invariant
by themselves and possess different pairing symmetries,
leads to the spontaneous TR symmetry breaking. The
corresponding physical consequences were studied in the
case of iron-based superconductors. ∆1,2 cannot form a
symmetry invariant at the quadratic level, but they do
at the quartic level via
F4 = β|∆1|2|∆2|2 + β′(∆∗,21 ∆22 + c.c). (1)
The β′-term locks the relative phase between two gap
functions, which equals β′|∆1|2|∆2|2 cos 2∆ϕ, where
∆ϕ = ϕ1 − ϕ2, and ϕ1,2 are the phases of two gap func-
tions. When β′ > 0, ∆ϕ is pinned at ±pi2 , giving rise to
complex gap functions ∆1 ± i∆2, which break TR sym-
metry spontaneously. This formalism also applies to the
case that ∆1,2 form a two-dimensional (2D) irreducible
representation. The complex gap functions ∆1 ± i∆2
distribute more evenly over the Fermi surface than the
real ones ∆1 ± ∆2, hence, they are energetically more
preferable at the mean-field level [37]. The correspond-
ing Cooper pairs carry non-zero orbital moments, which
could generate magnetic fields at boundaries as shown
earlier [68, 69]. However, these magnetic fields are typi-
cally of the order of 1 Gauss, for which the Zeeman energy
is negligible. Instead, here we consider the spin magne-
tization mz coupling to ∆1,2 through a cubic term as
FM = αm2z + iγmz (∆1∆∗2 −∆∗1∆2) , (2)
This satisfies both the U(1) and TR symmetry. α > 0
is assumed in Eq. 2, and hence there is no spontaneous
magnetic ordering by itself, rather, the magnetization is
induced, mz =
γ
α |∆1∆2| sin∆ϕ, i.e, by coupling to the
TR breaking superconducting orders. The sign of mz is
determined by the relative phase ∆ϕ between ∆1,2.
The free energy density FM of Eq. 2 is further required
to satisfy all crystalline symmetries. At elevated temper-
atures the pristine FeSe and FeTe crystals are layered
quasi-2D systems, whose Bravais lattices are primitive
tetragonal. They exhibit a tri-layer structure with each
unit cell consisting of two Fe cations and two Se(Te) an-
ions: A square lattice of Fe cations in the middle layer
sandwiched between two layers of Se(Te) anions in a√
2×√2 structure. The Se(Te) lattices above and below
the iron planes are off-set by one Fe-Fe bond length, and
their projections are at iron plaquette centers. The crys-
talline space group is the non-symmorphic one P4/nmm
[16, 42, 49, 50], which is reviewed in the Supplemental
Material (S.M.) I. It can be decomposed into 16 cosets:
8 of them are denoted as giT where T is the translation
group of the primitive tetragonal lattice and gi(i = 1 ∼ 8)
span the point group C4v centering at Se(Te) anions, and
the other 8 cosets are IgiT by further applying the in-
version I with respect to the Fe-Fe bond center. In the
actual experimental systems of FeSexTe1−x, the distribu-
tion of Se and Te breaks the P4/nmm symmetry, nev-
ertheless, this effect is weak after averaging over random
configurations and will be neglected below. As shown
in Fig. 2, the rotations with respect to Se/Te and Fe
are 4-fold and 2-fold denoted as C4(z) and C2(z), respec-
tively. The point group symmetry centering around the
Fe cations is D2d. The vertical reflection planes are along
x, y denoted as σx, σy, and are along the diagonal lines
x′ and y′ denoted as σx′ and σy′ , respectively.
We consider the order parameter properties under the
crystalline symmetries. In multi-orbital systems, the su-
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FIG. 2. Sketch of the lattice structure of a trilayer FeSeTe
unit. The z axis is perpendicular to the plane. The P4/nmm
space group contains the C4v point group symmetries cen-
tering at Se(Te) anions, the D2d symmetries centering at Fe
cations, and the inversion symmetries I with respect to the
Fe-Fe bond centers.
perconducting gap function is expressed as
∆ =
∑
k
τijf
l(k)M lab∆bj,ai(k), (3)
where repeated indices mean summation; a, b refer to the
orbital band components, and i, j are the sublattice in-
dices of two Fe-cations in one unit cell; τ is a 2×2 matrix
representing the sublattice channel; f l(k) is the angular
form factor of momentum k, and M l is the pairing ma-
trix in the orbital channel; l is the index for multiple
combinations between f l(k) and M l. The pairing ma-
trix is defined as ∆bj,ai(k) =
∑
k
iσy,αβ〈|c†k,αbjc†−k,βai|〉,
where iσy projects out the singlet pairing with Greek in-
dices representing spin components, and 〈||〉 represents
averaging over the thermal equilibrium state.
As required by Fermi statistics, for singlet pairing, the
product τijf(k)Mab in Eq. 3 needs to be even under the
combined operations of k→ −k and the transposes ofM
and τ . f(k) can be an even function taking the forms of
1, cos kx± cosky , cos kx cos ky, sin kx sinky, cos(kx±ky).
or, an odd function among sin kx, sin ky and sin(kx ±
ky). We choose the three t2g-orbital bases, dx′z, dy′z and
dxy, where dx′z(dy′z) extends along the diagonal x
′(y′)
direction as depicted in S. M. II. Hence, M is a 3 × 3
Hermitian matrix which is expanded in terms of the Gell-
mann matrices λi(i = 1 ∼ 8) under the basis in the
sequence of (dx′z , dy′z, dxy), and the 3×3 identity matrix
λ0, whose expressions are presented in S. M. II.
The representation of a gap function under the crys-
talline symmetry group is determined by the symmetry
properties of f(k), M , and τ as analyzed and presented
in the S. M. II. Their possible symmetries are denoted
as A1g(u), A2g(u), B1g(u), B2g(u), and Eg(u), respectively,
where g and u represent even and odd parities, respec-
tively. The A, B, and E symbols represent the discrete
angular momentum, loosely speaking, they are analogues
to the s, d, and p-wave symmetries, respectively. A1
and A2 exhibit even and odd parities under vertical re-
flection planes, for example, the ferromagnetic order mz
carries the A2g symmetry. B1 and B2 are analogous to
the dxy and dx2−y2 symmetries, respectively, exhibiting
opposite parities under the σx(y) and σx′(y′) operations.
Symmetries of singlet channel gap functions are classified
accordingly: The next-nearest neighbor (NNN) pairings
are summarized in Tab. III and the neighbor(NN) pair-
ings in Tab. IV in S. M. II. Different combinations of
f(k), M , and τ often lead to the equivalent symmetries,
and in general, the existence of one can induce others in
the same symmetry class.
1 1 11
(a)
+ + +
(b)
+ + +
1
-1
1
-1
(c)
+ + +
1
1
1
1
(d)
+ + +
1
1
-1 -1
FIG. 3. The real space orbital configurations for the singlet
pairing on a square plaquette of the Fe cations. The B1g (a)
and B2g (b) pairings across the NNN and NN bonds, respec-
tively, and their Fourier transforms give rise to the gap func-
tions in Eq. 4. The A1g (c) and A2g (d) pairings across the
NNN and NN bonds, and their Fourier transforms give rise
to gap functions in Eq. 5. Starting with the configuration of
the first picture of each row, the subsequential configurations
can be obtained by successively applying 4-fold rotations.
Many orbital-dependent gap functions have been pro-
posed in the literature [70–73], and their importance have
been analyzed in recent experiments [74, 75]. Due to the
multi-orbital nature, the gap functions rigorously speak-
ing cannot be intuitively represented by the partial-wave
channels alone, i.e., the symmetry of the angular form
factor f(k). For example, consider the following two gap
functions with even parity,
∆1 : cos kx cos kyτ0λ1, ∆2 : (cos kx + cos ky)τ1λ3, (4)
which carry the dxy and dx2−y2-like symmetries, or, more
precisely, B1g and B2g symmetries, respectively, although
their angular form factors are s-wave like. They in-
volve the intra- and inter-orbital pairings between the
dx′z and dy′z-orbitals as shown in Fig. 3 (a) and (b).
Since dxz → dyz and dyz → −dxz under the 90◦ rotation,
λ1,3 transform analogously in the d-wave way. By exam-
ining their reflection symmetries, they belong to the B1g
and B2g symmetries. By similar analysis, the following
gap functions, exhibit the A1g and A2g symmetries, re-
spectively, or, loosely speaking, the s-wave symmetry, in
spite of their dx2−y2 angular form factor:
∆1 : (cos kx − cos ky)τ1λ3, ∆2 : (cos kx − cos ky)τ1λ1. (5)
4Their orbital configurations are shown in Fig. 3 (c) and
(d). Furthermore, there can exist p-wave like pairing
symmetry, or, the Eg-symmetry, in the singlet pairing
channel,
∆1 : cos(kx + ky)τ0λ4, ∆2 : cos(kx − ky)τ0λ6, (6)
The former (latter) describes the pairing between the
dx′z-orbital (dy′z) with the dxy one.
The crystalline symmetries impose stringent con-
straints to the superconducting gap functions. According
to Eq. 2, the direct product of the irreducible represen-
tations of ∆1 and ∆2 should contain that ofmz , i.e., A2g.
This yields the following possibilities of pairing symme-
tries: B1g(u)±iB2g(u), A1g(u)±iA2g(u) and Eg(u)±iEg(u).
Examples of the above pairing symmetries with even par-
ity are provided in Eqs. 4, 5, and 6.
An important issue is that spin-orbit coupling is nec-
essary to break the SU(2) symmetry such that the fer-
romagnetic order mz and superconducting orders ∆1,2
can couple, since the former and latter lie in the spin
triplet and singlet channels, respectively. We em-
ploy a widely used three-band model for the topo-
logical band structure of FeTe1−xSex around the Γ-
point, which consists of the t2g-orbitals dx′z, dy′z and
dxy [44, 51]. Neglecting the small dispersion along
the z-axis, the 3-band tight-binding Hamiltonian is ex-
pressed as [76], H0 =
∑
k ψ
†(k)H0(k)ψ(k) where ψ =
[dx′z,↑, dy′z,↑, dxy,↑, dx′z,↓, dy′z,↓, dxy,↓]
T and the matrix
kernel H0(k) is given by,
H0 = HNNN +HNN +Hsoc, (7)
where HNNN and HNN represent the NNN and NN
hoppings, respectively, with detailed forms presented
in S. M. III. Hsoc = λsocτ0~L · ~σ is the atomic
spin-orbit coupling with λsoc the coupling strength
and ~L representing the onsite orbital angular mo-
mentum projected to the t2g-basis. Explicitly, ~L =(
(λ5 − λ7)/
√
2,−(λ5 + λ7)/
√
2,−λ2
)
.
Based on the band structure Eq. 7, the coupling coef-
ficient γ in Eq. 2 can be evaluated as
γ = 1β
∑
k,ωn
f l11 (k)f
l2
2 (k)Tr
[
GhM
l1
1 GeσzGeM
l2
2
]
,(8)
where β = 1/(kBT ) is the inverse of temperature; f
li
i and
M lii with i = 1, 2 are the angular form factors and orbital
pairing matrix kernels of ∆1,2, respectively; Ge(k, iωn) =
(iωn−H0(k))−1 is the Matsubara Green’s function with
ωn = (2n+ 1)π/β, and Gh(k, iωn) = G
∗
e(−k,−iωn). As
shown in S. M. III, the hole-like Fermi pockets around
the Γ-point are mainly from the bonding states between
two Fe-sublattices, i.e., they are approximately eigen-
states of τ1 with the eigenvalue of 1. Hence, only tracing
over the spin and orbital channels are needed, and only
these gap functions characterized by τ0,1 are considered.
Gap functions with τ2,3 are pairing between bonding and
anti-bonding states between two-sublattices, which will
be neglected below.
Next we present the examples of gap functions ∆1,2
leading to the spontaneous magnetization mz. We begin
with the cases of B1g(u) ± iB2g(u). For parity even, i.e.,
B1g ± iB2g, we take ∆1,2 in the form of Eq. 4. As shown
in S. M. IV, after further reducing the band Hamiltonian
Eq. 7 to a two-band model only based on dx′(y′)z, Eq. 8
yields an analytic expression as
γ ≈ −7ζ(3)
4π3
λsocN0
(kBTc)2
, (9)
with N0 the density of states at the Fermi surface.
Since mz is induced by the TR breaking pairings via
spin-orbit coupling, the coupling coefficient γ is pro-
portional to the spin-orbit coupling strength. A cal-
culation based on the 3-band Hamiltonian is also per-
formed numerically, which yields consistent results (see
S. M. V). The parity odd case, i.e., B1u ± iB2u, is also
numerically checked to yield a nonzero γ, for exam-
ple, with ∆1 : τ0(sin(kx + ky)λ7 + sin(kx − ky)λ5) and
∆2 : τ0(sin(kx + ky)λ5 − sin(kx − ky)λ7). The above
two cases also break the mirror symmetries of σx(y) and
σx′(y′) spontaneously. They are topologically non-trivial
belonging to the C-class supporting the chiral Majorana
edge modes [77–80]. We have also studied both cases of
A1g(u) ± iA2g(u), which also yield non-zero γ’s as shown
in S. M. V. The nodal pairing gap functions presented in
Eq. 5 are used for the even parity case, and the node-
less pairing with ∆1 : τ0(sin(kx+ ky)λ5+sin(kx− ky)λ7)
and ∆2 : τ0(sin(kx+ ky)λ7− sin(kx − ky)λ5) are used for
the odd parity case. For the case of Eg(u) ± iEg(u), we
take the gap functions presented in Eq. 6 as an example.
Since Eg(u)⊗Eg(u) = A1g⊕A2g⊕B1g⊕B2g, it also yields
a nonzero γ as calculated in S. M. IV, and consequently
induces magnetization.
In strongly correlated superconductors, there exist
strong superconducting phase fluctuations in the normal
state close to Tc [81]. In this case, the phases ϕ1 and ϕ2
of gap functions are disordered such that 〈∆1,2〉 = 0, but
|∆1,2| remains finite. The β′ term in Eq. 1 can still pin
the relative phase ∆ϕ = ±pi2 . This transition breaks TR
symmetry and its critical temperature T ′ > Tc. We still
expect a weaker but still finite mz in the temperature
window between Tc and T
′.
The bulk spin magnetization induced by TR break-
ing pairing qualitatively explains the gap opening of the
surface Dirac cone observed in the FeSe0.3Te0.7 super-
conductor [59]. We next briefly discuss the issue of the
possible magnetic field generated by the bulk magnetiza-
tion. Its upper bound is estimated to be 15 Gauss (See S.
M. VI), which is still smaller than the lower critical mag-
netic field of the FeSe1−xTex superconductors (Hc1 ∼ 30
Gauss)[82, 83]. The actual field due to spin magnetiza-
tion should be much smaller than this bound, hence, it
5can be offset by the orbital magnetization such that the
total magnetic field remains zero in the Meissner state
[84, 85]. This is consistent with the observation that
neutron spectroscopy does not detect a bulk magnetic
field [86]. A very weak but finite internal magnetic field
around 0.15 Gauss is detected in the FeSe superconductor
by the muon spin rotation measurement (µSR)[87, 88],
which may arise from the imperfect screening due to im-
purities and domains.
Discussion and Conclusion–. In this article, we have
studied how the TR symmetry breaking superconduct-
ing states can gap out the topological surface modes in
the iron-chalcogenide superconductors. Spin-orbit cou-
pling is necessary to break the SU(2) symmetry in the
spin channel, such that it bridges the magnetic ordering
and the TR breaking pairing states. Three classes of gap
function symmetries can lead to such an effect based on
group theory analyses: A1g(u)+ iA2g(u), B1g(u)+ iB2g(u),
Eg(u) + iEg(u). In strongly correlated superconductors,
the superconducting phase fluctuations can also lock
their relative phase at ±pi2 breaking TR symmetry in
the normal state. This work builds connections between
novel pairing symmetries in iron-based superconductors
and their topological band structures. In particular, it is
helpful for understanding the superconductivity induced
gap opening for the topological surface state recently dis-
covered in the FeTe0.7Se0.3 [59].
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7P4/nmm non-symmorphic group
Here we review the P4/nmm group for the FeSe
crystal. If the Fe site is chosen as the origin,
there exists the D2d point group symmetry cen-
tering at the Fe site, consisting of operations of{
E, S4, C
′
2(z), S
3
4 , C2(x), C2(y), σx′ , σy′
}
, where C′2(z) is
denoted to distinguish the C2(z) centering at Se/Te site
below. Each unit cell contains two Fe and Se atoms ex-
hibiting a square lattice with the lattice constant
√
2a
where a measures the nearest neighbor Fe-Fe bond in
the x-y plane. It is also convenient to choose the Se/Te
site as the origin, then the corresponding point group is
C4v =
{
E,C4(z), C2(z), C
3
4 (z), σx, σy, σx′ , σy′
}
, which is
used in this work to specify the irreducible representa-
tions of gap functions. The configurations of the reflec-
tion planes of σx, σy, σx′ and σy′ are given in Fig. 2 in
the main text.
The P4/nmm space group of the FeSe crystal can be
decomposed into the cosets denoted as gT , where g is a
symmetry operation; T is the lattice translation group
consisting of translations of
∑
i=1,2,3 li~ai with integers
l1,2,3, and the lattice vectors are defined as ~a1 = (a, a, 0),
~a2 = (a,−a, 0) and ~a3 = (0, 0, c) with c the length of
Fe-Fe bond along the z-direction. There are 8 cosets
generated by g ∈ C4v point group:
T, C14 (z)T, C2(z)T, C
3
4 (z)T, (10)
σxT, σyT, σx′T, σy′T,
where C1,34 (z) and C2(z) are rotations around the z-axis
passing the Se atom, and σx(y) and σx′(y′) are reflections
with respect to the vertical planes passing the Se atoms
as shown in Fig. 2 in the main text. The rest cosets are
constructed by applying the inversion operation I with
respect to the Fe-Fe bond centers to the previous 8 ones,
which are
IT, S34T, g(σh, τ)T, S
1
4T, (11)
C2(y)T, C2(x)T, g(C2(y
′′), ~τy)T, g(C2(x
′′), ~τx)T,
where S4 and S
3
4 are the rotary reflection centering
around the Fe cation; C2(x) and C2(y) are the 2-fold ro-
tations around the nearest Fe-Fe bonds. There are three
class of non-symmorphic operations: g(σh, ~τ ) is the glide
reflection with σh the reflection with respect to the xy-
plane and ~τ = a(1, 0, 0); g(C2(x
′′), ~τx) and g(C2(y
′′), ~τy)
are screw rotations with their axes x′′ and y′′ along the
45◦ and 135◦ degrees passing the Fe-Fe bond centers;
~τx =
1
2 (−a, a, 0) and ~τy = 12 (a, a, 0).
The character table of C4v is given in Table. I, where
there are four one-dimensional irreducible representa-
tionsA1, A2, B1, B2 and one two-dimensional representa-
tion E. Taking the inversion symmetry of P4/nmm into
account, the total representations are: A1g/1u, A2g/2u,
B1g/2u, B2g/2u and Eg/u, where g and u mean even and
odd under the inversion symmetry, respectively.
C4v E 2C4(z) C2(z) 2σx′ 2σx
A1 1 1 1 1 1
A2 1 1 1 −1 −1
B1 1 −1 1 1 −1
B2 1 −1 1 −1 1
E 2 0 −2 0 0
TABLE I. The character table for the point group C4v.
The gap function symmetry
澵
澶 澺濙
濇濙澣濈濙
′ ′
FIG. 4. The orbital configurations of dx′z, dy′,z and dxy on
the Fe cations.
According to the crystal symmetry, the dx′z, dy′z, dxy-
orbitals on the A and B sublattices of Fe are constructed
shown in Fig. 4, where the dx′z and dy′z are along the
diagonal Fe-Fe lines. For the three dimensional orbital
space, we define the 3× 3 Gell’mann matrices according
to the basis of (dx′z , dy′z, dxy)
T as
λ1 =

 0 1 01 0 0
0 0 0

 , λ2 =

 0 −i 0i 0 0
0 0 0

 , (12)
λ3 =

 1 0 00 −1 0
0 0 0

 , λ4 =

 0 0 10 0 0
1 0 0

 , (13)
λ5 =

 0 0 −i0 0 0
i 0 0

 , λ6 =

 0 0 00 0 1
0 1 0

 , (14)
λ7 =

 0 0 00 0 −i
0 i 0

 , λ8 = 1√
3

 1 0 00 1 0
0 0 −2

 . (15)
In addition, λ0 is the 3 × 3 identity matrix. We also
denote the Pauli matrices in the channel of the Fe A/B
sublattice as τ1,2,3 and τ0 the 2× 2 identity matrix. Sim-
ilarly, the Pauli matrices in the spin channel is denoted
as σx,y,z, and σ0 is also the 2× 2 identity matrix.
8The classification for matrices in the sublattice chan-
nel (τ), the orbital channel (λ), and the spin channel
(σ) according to the C4v and inversion symmetries are
summarized in the following Table. II.
Irreps. A/B Sub-lattice Orbital Spin
A1g τ0, τ1 λ0, λ8 σ0
A2g / λ2 σz
B1g / λ1 /
B2g / λ3 /
B2u τ2, τ3 / /
Eg / {λ4, λ6}, {λ5, λ7} {σx, σy}
TABLE II. Representation for matrices in different channels:
τ ’s in the channel of the iron A/B sublattice, λ’s in the or-
bital channel, and σ’s in the spin channel. For the Eg repre-
sentation, the pair of the λ-matrices inside the braces form a
two-dimensional basis.
u g
A1 sin kx sin kyτ3λ0,8 cos kx cos kyτ0λ0,8
cos kx cos kyτ3λ3 sin kx sinkyτ0λ3
iτ0(sin k+λ5 + sin k−λ7) iτ3(sin k+λ5 + sin k−λ7)
A2 cos kx cos kyτ3λ1 sin kx sinkyτ0λ1
iτ0(sin k+λ7 − sin k−λ5) iτ3(sin k+λ7 − sin k−λ5)
B1 sinkx sin kyτ3λ1 cos kx cos kyτ0λ1
iτ0(sin k+λ7 + sin k−λ5) iτ3(sin k+λ7 + sin k−λ5)
B2 cos kx cos kyτ3λ0,8 sinkx sin kyτ0λ0,8
sinkx sin kyτ3λ3 cos kx cos kyτ0λ3
iτ0(sin k+λ5 − sin k−λ7) iτ3(sin k+λ5 − sin k−λ7)
E (sin k+, sin k−)iτ0λ2 (sin k+, sin k−)iτ3λ2
τ3(cos k+λ4, cos k−λ6) τ0(cos k+λ4, cos k−λ6)
τ3(cos k+λ6, cos k−λ4) τ0(cos k+λ6, cos k−λ4)
TABLE III. Classifications of the singlet superconducting or-
der parameters for the NNN pairings according to the sym-
metries of C4v and inversion. k± = kx±ky ; u and g represent
the odd and even parities for the inversion with respect to
the Fe-Fe bond centers, respectively. Each line for the 2D
E-representation contains a pair of degenerate gap functions.
The pairing gap functions in the spin singlet chan-
nels and their symmetry properties under the C4v group
and the inversion operations are systematically analyzed.
Symmetries for pairings across the NNN Fe-Fe bonds are
summarized in Tab. III, and those for pairings along the
NN Fe-Fe bonds are summarized in Tab. IV.
Three-orbital model
The corresponding tight-binding model can be con-
structed below,
H0 =
∑
k
ψ†(k)H0(k)ψ(k), (16)
u g
A1 (cos kx − cos ky)τ2λ2 (cos kx + cos ky)τ1λ0,8
(cos kx − cos ky)τ1λ1
iτ1(sin kxλ
57
+ + sin kyλ
57
− ) iτ2(sin kxλ
46
− + sinkyλ
46
+ )
A2 (cos kx − cos ky)τ1λ3
iτ1(sin kxλ
57
− + sin kyλ
57
+ ) iτ2(sin kxλ
46
+ + sinkyλ
46
− )
B1 (cos kx + cos ky)τ2λ2 (cos kx − cos ky)τ1λ0,8
(cos kx + cos ky)τ1λ1
iτ1(sin kxλ
57
+ − sin kyλ57− ) τ2(sin kxλ46− − sin kyλ46+ )
B2 (cos kx + cos ky)τ1λ3
iτ1(sin kxλ
57
− − sin kyλ57+ ) iτ2(sin kxλ46+ − sinkyλ46− )
E (sin kx, sinky)iτ1λ2 (sin kx, sinky)iτ2λ0,8
(sin kx, sinky)iτ2λ1,3
iτ2(cos kxλ
57
− , cos kyλ
57
+ ) τ2(cos kxλ
46
− , cos kyλ
46
+ )
iτ2(cos kxλ
57
+ , cos kyλ
57
− ) iτ2(cos kxλ
46
+ , cos kyλ
46
− )
TABLE IV. Classifications of the singlet superconducting or-
der parameters for the NN pairings. λ46± = λ4 ± λ6 and
λ57± = λ5 ± λ7.
where ψ(k) = [dA,x′z,↑, dA,y′z,↑, dA,xy,↑, dB,x′z,↑, dB,y′z,↑,
dB,xy,↑, dA,x′z,↓, dA,y′z,↓, dA,xy,↓, dB,x′z,↓, dB,y′z,↓, dB,xy,↓
]T , and the matrix kernel is defined as
H0 = τ0HNNN + τ1HNN +Hsoc. (17)
The HNNN term describes the next-nearest neighbor
(NNN) hopping Hamiltonian,
HNNN = 2(tnnnσ + tnnnpi ) cos kx cos ky
(
2λ0 +
√
3λ8
)
/3
+ (4tnnnxy cos kx cos ky +∆xy)
(
λ0 −
√
3λ8
)
/3
+ 2(tnnnpi − tnnnσ ) sin kx sin kyλ3 (18)
+ 2tnnnη [sin(kx + ky)λ5 + sin(kx − ky)]λ7,
where ∆xy is the the on-site energy difference between the
dxy-orbital and the two degenerated dx′z/y′z; the hopping
integrals tnnnσ,pi,η,xy here describe the bonding along the
NNN Fe-Fe bond (see Fig. 5(a-d)). tnnnσ and t
nnn
pi are
the σ and π-bonding strengths of the dx′(y′),z orbitals;
tnnnxy is the bonding strength between two dxy-orbitals;
tnnnη is the bonding between dx′(y′)z and dxy-orbitals.
The HNN term represents the nearest neighbor (NN)
hopping Hamiltonian,
HNN = 2tnn1 (cos kx + cos ky)
(
2λ0 +
√
3λ8
)
/3
+ 2tnnxy (cos kx + cos ky)
(
λ0 −
√
3λ8
)
/3
+ 2tnn2 (cos kx − cos ky)λ1 (19)
− 2tnn3 [(sin kx + sin ky)λ5 + (sin kx − sin ky)λ7],
where tnn1,2,3,xy describe the bonding along the NN Fe-Fe
bond (see Fig. 5(e-h)). tnn1 and t
nn
2 describe the intra-
and inter-orbital bonding between dx′z and dy′z-orbitals;
9tnnxy is the bonding between dxy-orbitals; t
nn
3 is the bond-
ing between dxy and dx′(y′)z orbitals.
The last term Hsoc is the spin-orbit coupling Hamilto-
nian,
Hsoc = λsocτ0
(
~L · ~σ
)
. (20)
where ~L =
(
(λ5 − λ7)/
√
2,−(λ5 + λ7)/
√
2,−λ2
)
.
Since τ1 is conserved in Eq.(17), we can label the eigen-
states of H0 by τ1’s eigenvalues of ±1. There are mainly
three hole-like pockets around the Γ-point, and all of
them carry the eigenvalue of 1 of τ1. Projecting H0 into
this sector, we arrive at a 6× 6 Hamiltonian matrix as
H0 = HNNN +HNN . (21)
The corresponding band structure is calculated along the
high symmetry lines Γ-X-M -Γ as shown in Fig. 6 with
the parameters given in the figure caption. Each band is
doubly degenerate due to the TR symmetry and inversion
symmetry.
The reduced two-orbital model
Due to the relatively large value of ∆xy, we can project
out the dxy-orbital and arrive a reduced two-orbital
model with only dx′z and dy′z-orbitals, whose matrix ker-
nel read
H¯0 = τ0H¯NNN + τ1H¯NN , (22)
with
H¯NNN = 2t¯1 cos kx cos kyλ¯0 + 2t¯2 sinkx sin kyλ¯3,
H¯NN = 2t¯5(cos kx + cos ky)λ¯0 + 2t¯7(cos kx − cos ky)λ¯1,
where t¯nnnσ,pi are hopping elements for NNN Fe-Fe bonding;
t¯nn1,2 are those for the NN Fe-Fe bonding; the λ¯1,2,3 are
Pauli matrices defined in the orbital channel (dx′z and
dy′z), and λ¯0 is the 2 × 2 identity matrix. Then there
will be two hole-like pockets around the Γ-point and all
the states on the Fermi surface are eigenstates of τ1 with
the eigenvalues +1. Within this sector, the H¯0 can be
further simplified as
H¯0 = H¯NNN + H¯NN + H¯soc, (23)
where H¯soc = λsocλ¯2σz . Then the Green’s function can
be analytically solved as,
Ge =
P+
−iωn + ǫ+ +
P−
−iωn + ǫ− ,
σyGhσy =
P+
−iωn − ǫ+ +
P−
−iωn − ǫ− , (24)
where β = 1/T (T is temperature) and the fermion Mat-
subara frequency ωn = (2n+ 1)π/β. The projection op-
erators are defined as
P± = 1
2
{
1± (2t¯2 sin kx sin kyλ¯3
+ 2t¯7(cos kx − cos ky)λ¯1 + λsocλ¯2σz
)
/Ek
}
,
(25)
with
Ek =
√
4t¯22 sin
2 kx sin
2 ky + 4t¯27(cos kx − cos ky)2 + λ2soc,
ǫ± = ǫ0(k) ± Ek, (26)
where ǫ0 = 2t¯1 cos kx cos ky + 2t¯5(cos kx + cos ky). This
simplification helps to calculate the Feymann diagram
analytically discussed in the main text.
Numerical calculations of γ
Based on the Hamiltonian in Eq. (21), we numerically
calculate the Green’s function, and then evaluate the Fey-
mann diagram discussed in the main text. A very low
temperature is used with T = 0.004t0, which is two or-
ders smaller than the Fermi energy relative to the band
top. The results are shown in Fig. 7. In the weak spin-
orbit coupling λsoc region, γ is linearly proportional to
λsoc. The five examples for ∆1,2 are studied with the
following angular form factors and pairing matrices.
1.) Example of A1g ± iA2g case:
∆1 : cos kx cos kyτ1λ1, ∆2 : (cos kx − cos ky)τ1λ3.
2.) Example of A1u ± iA2u case:
∆1 : τ0(sin(kx + ky)λ7 + sin(kx − ky)λ5)
∆2 : τ0(sin(kx + ky)λ5 − sin(kx − ky)λ7).
3.) Example of B1g ± iB2g case:
∆1 : (cos kx − cos ky)τ1λ1, ∆2 : (cos kx − cos ky)τ1λ3.
4.) Example of B1u ± iB2u case:
∆1 : τ0(sin(kx + ky)λ5 + sin(kx − ky)λ7)
∆2 : τ0(sin(kx + ky)λ7 − sin(kx − ky)λ5).
5.) Example of Eg ± iEg case:
∆1 : cos(kx + ky)τ0λ4, ∆2 : cos(kx − ky)τ0λ6.
However, we find that for the Eu± iEu case, the trace
operation in Eq. 4 in the main text already yields zero
based on the above three-band model, yielding γ = 0,
although a non-zero γ is allowed by symmetry.
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FIG. 5. The eight independent hoping integrals. The NNN hoping integrals tNNNσ,pi,xy,η are shown in (a-d), and the NN hoping
integrals tNN1,2,3,xy are shown in (e-h).
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FIG. 6. Band structure along Γ−X−M −Γ lines in the unit
of t0. Parameters are used as: t
nnn
σ = 0.15t0, t
nnn
pi = 0.05t0,
tnnnxy = t0, t
nnn
η = t0/
√
2, tnn1 = 0.15t0, t
nn
xy = −t0, tnn2 =
−0.1t0, tnn3 = t0/
√
2, ∆xy = 1.1t0 and λsoc = 0.05t0. All
the states are two-fold degenerated because of time-reversal
symmetry and inversion symmetry.
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FIG. 7. Numerical results of γ based on the band structure
with the same set of parameters used in Fig. 6. The Fermi
energy µ = 0.9t0. γ is nearly linearly with λsoc.
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FIG. 8. a) The surface Dirac cone in the absence of the Neel
ordering along the z-axis. b) In the presence of the Neel
ordering on both of the upper and lower surfaces, the spectra
of Dirac cones are shifted but remain non-splitting.
The effect of the surface Neel order
We discuss whether the antiferromagnetic Neel order-
ing at the Fe-sites along the z-direction can gap out the
surface Dirac cone, whose symmetry belongs to the B2u
representation. It cannot be induced by mixing pair-
ing order parameters with the same parity in the bulk,
for example, for the s + id-pairing, or, more precisely,
A1g + iB2g-pairing[34]. Nevertheless, the inversion sym-
metry is broken at the surface, it could appear at the
surface for the above pairing. Even though, the surface
Dirac cone would still remain gapless due to the protec-
tion from the mirror symmetries σx and σy along two
orthogonal directions which remains in the presence of
the Neel ordering. Hence, the ferromagnetic ordering mz
is necessary to gap out the Dirac cone.
Next we present a detailed calculation. We define the
orbital band bases of {|i, σ〉, } with i = 1 ∼ 4 and σ =↑, ↓
11
as follows,
|1〉σ = 1√
2
(
φAx2−y2 + φ
B
x2−y2
)⊗ |σ〉,
|2〉σ = 1
2
[(
φAyz + φ
B
yz
)
+ i
(
φAxz + φ
B
xz
)]⊗ |σ〉,
|3〉σ = 1
2
[(
φAyz + φ
B
yz
)− i (φAxz + φBxz)]⊗ |σ〉,
|4〉σ = 1√
2
(
φAx2−y2 − φBx2−y2
)⊗ |σ〉.
(27)
where φA and φB are the three t2g d-orbitals of the Fe
atoms at A and B-sublattices, respectively.
The Neel ordering along the z-direction does not have
the diagonal matrix elements in the above bases due
to the vanishing of the overall magnetization. It does
have the off-diagonal matrix elements between |1〉σ and
|4〉σ, and its Hamiltonian matrix is given by HNeel =(
HNeel,↑ 0
0 HNeel,↓
)
, where
HNeel,↑ = Nz


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

 = −HNeel,↓. (28)
We find that the surface Dirac cone is still gapless in
the presence of Nz by carrying out a numerical calcula-
tion for the spectra for a 3D lattice system with the open
boundary condition, shown in Fig. 8. In fact, this two-
fold degeneracy is protected by two reflection symmetries
with respect to two perpendicular mirror planes, i.e., σx
and σy. When applying to half-integer spin fermions, ac-
tually σx and σy anti-commute with each other, giving
rise to the protected double degeneracy.
Estimation of the internal magnetic field
In the time-reversal breaking superconducting states,
there is a spontaneous magnetization in the spin channel.
Assuming each Fe site has a magnetization of bµB, where
µB = e~/2mec is the Bohr magneton, and b is the relative
magnetization, then the magnetization strength Ms is
given by,
Ms = b
µB
(rsa0)3
. (29)
where a0 = ~
2/mee
2 is the Bohr radius, (rsa0)
3 is av-
erage volume containing one iron cation. Therefore, the
induction magnetic field Bs is,
Bs = 4πMs = b
α2
2r3s
Φ0
a2
,
= 22.0× b
r3s
Tesla.
(30)
where Φ0 = hc/2e is the magnetic flux quantum and α
is the fine-structure constant.
In the FeSe1−xTex superconductors, the lattice con-
stant in the a-b plane is about a = 0.379 nm, and
c = 0.596 nm in the c-direction, hence r3s is estimated
as 680. The upper bound of the relative magnetization
b can be estimated as the total hole density, which is
6πk2F /(2π)
2 ≈ 3π/200 ≈ 4.7% with kF ≈ π/10 as the
average Fermi momentum of the three hole pockets (see
Fig. 6). Therefore,
Bs ≪ Bs,upper = 15 Gauss. (31)
This estimation of the upper bound of Bs is at the same
order as the saturation level of the magnetization curve of
FeSe system, which is still smaller that the lower critical
field (30 Gauss) of the superconducting FeSe.
