Abstract. We introduce a class of sparse unimodular matrices U m of order m×m, m = 2, 3, . . . . Each matrix U m has all entries 0 except for a small number of entries 1. The construction of U m is achieved by iteration, determined by the prime factorization of a positive integer m and by new dilation operators and block matrix operators. The iteration above gives rise to a multiresolution analysis of the space Vm of all m-periodic complex-valued sequences, suitable to reveal information at different scales and providing sampling formulas on the multiresolution subspaces of Vm. We prove that the matrices U m are invertible, and we present a recursion equation to compute the inverse matrices. Finally, we connect the transform induced by the matrix U m with the underlying natural tree structure and random walks on trees.
that for any sequence t = {t 1 , . . . , t N } ∈ W we have
In particular, we say that W has a sampling sequence s, if there exist M positive integers 0 ≤ n 1 < · · · < n M < N such that for any sequence t ∈ W we have
In both cases, we say that W is a sampling subspace of V .
Another tool used for extracting local information is a tree transform. Local information in a tree is stored in nodes, starting with a root node and ending with terminal nodes called leaves. For example, a binary tree transform associated to data T = {t 1 , . . . , t 2 N } is a collection of numbers:
n , n = 0, . . . , N}.
The collection α has a binary tree structure with N + 1 resolution levels. Each resolution level cuts T into 2 n equal pieces. If we denote
then the number a 0,1 (T ) corresponds to the initial node of the tree; the number a n,k (T ) corresponds to the k-node of the nth generation and encodes the information associated to the subset T (n, k). In [7] , one of the authors has developed a discrete tree transform (DTT), which has been used for a pattern recognition process (see [3] ). In order to build our sparse matrices U m of order m × m, we exploit the basic properties of a MRA construction on matrices.
In section 2, a construction is presented for U m in different scales by an iteration process, determined by the prime factorization of a positive integer m : m = p 1 p 2 . . . p N (p1 ≥ p2 . . . ≥ p N ) and by repetitive dilation and block-matrix operations (see . Our construction starts with the matrix U m (0) = {1}. U m (n + 1) is a block matrix obtained from joining two matrices: a matrix derived by a dilation process on U m (n) and a properly selected permutation matrix. In the N th scale the resulting matrix U m (N ) = U m is a (0, 1)-matrix admitting the following properties:
• It is a unimodular matrix (see Proposition 1);
• the inverse matrix (U m ) −1 is also a sparse matrix with entries 1, 0, −1 constructed by a recursion equation on matrices, which can be easily implemented via an algorithm (see Theorem 1) . In section 3, we see that the matrices U m encode local information. In fact: • in Definition 7 we see that the matrix U m gives rise to a multiresolution analysis {W 0 ⊂ . . . ⊂ W N = V m } of the space V m of all m-periodic complexvalued sequences. The subspaces W i are spanned by properly selected row vectors of U m and display information at different resolution levels. In addition, in Theorem 2 we prove that the resolution subspaces W i are sampling subspaces, and we present the sampling formula for W i .
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m t has tree structure. In fact, in (8) we established its connection with the discrete tree transform given in [7] .
Construction and properties of U
m . Notation (see also [6] ): Let M n,m be the set of all n × m matrices over the field of complex numbers. If n = m, then M n,m is abbreviated to M n . We shall use the symbolism A = [A ij ] to denote a matrix A with elements A ij . The notation
shall be used to denote the i-row of a matrix A ∈ M n,m , and often it will be referred to as the ith row vector of the matrix A. We use the notation A T to denote the transpose of a matrix A. A square matrix A ∈ M n is invertible, if there is a unique square matrix A −1 ∈ M n called the inverse matrix of A such that AA −1 = I n , where I n is the identity matrix. A matrix having a small number of nonzero elements is called sparse. P ∈ M n is a permutation matrix, if it is formed from the identity matrix I n by reordering its columns (or rows). The determinant of a permutation matrix P is given by: The ceiling of a real number x shall be denoted by x = inf {n ∈ Z : x ≤ n} (Z is the set of integers). If p, q are natural numbers, we denote by Mod(p, q) the remainder on division of p by q, and we shall use the symbolism [q] p = {q + tp : t ∈ Z} to denote the residue class of q modulo p.
We consider the unique (up to a rearrangement of factors) prime factorization of a positive integer m:
where p 1 ≥ p 2 ≥ · · · ≥ p N , and we denote:
We define the following dilation operators D p and H p on the set M n,m , where p = 2, 3, . . . .
Notice that D p can be written as a block matrix:
where
Examples: 
Examples:
be the following block-matrix operator:
where ⊕ is the direct sum of matrices and O is the zero matrix of order n × m.
Definition 5. Let p 1 , p 2 , be positive integers such that p 2 > 1. We define the following matrix R(p 1 , p 2 ) ∈ M p1(p2−1),p1p2 : (ii) Since the matrix Q p1 e p2 p2 has not been used for the construction of the matrix R(p 1 , p 2 ), we have (R (p 1 , p 2 ) ) .,lp2 = 0, for any l = 1, . . . , p 1 .
Definition 6. We consider the prime factorization (1) of a positive integer m, and we define a sequence of block matrices
), where n = 0, . . . , N, by using the following iteration:
In the case where n = N , we shall write U m (N ) = U m . Examples: 
. Now let j = 1, . . . , p n − 1, and we define the following column matrices V (5)). The block-matrix multiplication U m (n)C(n) derives the following block diagonal matrix (for a proof of (6), see Appendix A):
. . .
where the zero matrix O in the right-hand side of (6) belongs in M J(n−1) . As a result we get
The computation of Det(C(n)) is equivalent to computing Det(K(n)), where K(n) is a permutation matrix, so Det(K(n)) = sgn σ n , where σ n is the permutation of its columns, and thus
The permutation σ n = {σ n (1), . . . , σ n (J(n))} of the columns of the matrix K(n) can be written as:
In Appendix B we prove that sgn σ n = (−1) qn , where q n = pn−1 
Proof. We multiply both sides of (6) with the block diagonal matrix ⎛
whose block submatrices are in M J(n−1) , and we deduce that the inverse matrix (U m (n)) −1 results from the following block-matrix multiplication:
Example: Let
The matrices U
then B(i) ∈ M J(i),m , and the following applies.
Proof. From the recursion equation of Definition 6, we have 
where c(n) = 
where the matrix B(i) is defined in (7) . From Lemma 1 and (2) we deduce that
, and we use Definition 1 to get
be an m-periodic sequence; then we can write:
and we observe that whenever n = sA(i + 1), s = 1, . . . , J(i), then 
so the first column of (U m ) −1 has only one nonzero entry ((U m ) −1 ) m,1 = 1. All other columns result from dilation and translation of the column vector defined in (5); thus all columns of (U m ) −1 have always two nonzero entries 1 and −1. Finally, we establish a connection of the linear invertible transform:
with the DTT, which is a standard way in computer science and elsewhere for organizing information (see [7] ). Recall that for any nonnegative collection of data x = {x r : r = 1, . . . , m}, where m satisfies (1), the structure of DTT consists of N generations, with J(n)-branches in each generation, which we call walks: 
