Incommensurate antiferromagnetic fluctuations in single-crystalline
  LiFeAs studied by inelastic neutron scattering by Qureshi, N. et al.
ar
X
iv
:1
40
7.
02
47
v1
  [
co
nd
-m
at.
su
pr
-co
n]
  1
 Ju
l 2
01
4
Incommensurate antiferromagnetic fluctuations in single-crystalline LiFeAs studied by
inelastic neutron scattering
N. Qureshi,1, ∗ P. Steffens,2 D. Lamago,3, 4 Y. Sidis,3 O. Sobolev,5 R. A.
Ewings,6 L. Harnagea,7 S. Wurmehl,7, 8 B. Bu¨chner,7, 8 and M. Braden1, †
1II. Physikalisches Institut, Universita¨t zu Ko¨ln, Zu¨lpicher Strasse 77, D-50937 Ko¨ln, Germany
2Institut Laue Langevin, BP156, 38042 Grenoble Cedex, France
3Laboratoire Le´on Brillouin, CEA/CNRS, F-91191 Gif-sur-Yvette Cedex, France
4Institut fu¨r Festko¨rperphysik, Karlsruher Institut fu¨r Technologie (KIT), Postfach 3640, D-76121 Karlsruhe, Germany
5Institut fu¨r Physikalische Chemie, Georg-August-Universita¨t Go¨ttingen, Tammannstrasse 6, 37077 Go¨ttingen, Germany
6ISIS Facility, Rutherford Appleton Laboratory, STFC,
Chilton, Didcot, Oxon, OX11 0QX, United Kingdom
7Leibniz-Institute for Solid State Research, IFW-Dresden, 01171 Dresden, Germany
8Institut fu¨r Festko¨rperphysik, Technische Universita¨t Dresden, D-01171 Dresden, Germany
(Dated: October 8, 2018)
We present an inelastic neutron scattering study on single-crystalline LiFeAs devoted to the
characterization of the incommensurate antiferromagnetic fluctuations at Q = (0.5± δ, 0.5 ∓ δ, ql).
Time-of-flight measurements show the presence of these magnetic fluctuations up to an energy
transfer of 60 meV, while polarized neutrons in combination with longitudinal polarization analysis
on a triple-axis spectrometer prove the pure magnetic origin of this signal. The normalization of the
magnetic scattering to an absolute scale yields that magnetic fluctuations in LiFeAs are by a factor
eight weaker than the resonance signal in nearly optimally Co-doped BaFe2As2, although a factor two
is recovered due to the split peaks owing to the incommensurability. The longitudinal polarization
analysis indicates weak spin space anisotropy with slightly stronger out-of-plane component between
6 and 12 meV. Furthermore, our data suggest a fine structure of the magnetic signal most likely
arising from superposing nesting vectors.
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I. INTRODUCTION
The interest in the FeAs-based superconductors1 is on-
going after six years of extensive research as still no con-
sensus has been achieved concerning the superconduct-
ing character and pairing mechanism. LiFeAs is spe-
cial amongst the many FeAs-based superconductors, as
superconductivity appears in the parent compound at
elevated temperatures without doping or application of
pressure. This particularity of LiFeAs most likely arises
from its electronic structure with strongly reduced nest-
ing between electron and hole Fermi-surface sheets as
it was first deduced from angle-resolved photoemission
spectroscopy (ARPES)2. In the 1111 and 122 fami-
lies (named after their stoichiometry) the Fermi nesting
conditions are excellent stabilizing a spin density wave
(SDW), which has to be suppressed by doping1,3–5 or
the application of pressure6 in order to reach the super-
conducting state. LiFeAs does not exhibit any structural
transition nor a magnetically ordered phase.7–9 Theoret-
ical calculations10 explain this fact by its poor Fermi
nesting properties and unusually shallow hole pockets
around the Γ point, which is in agreement with ARPES
experiments.11,12 The flat top of the hole pockets im-
plies a large density of states around the Γ point and
in combination with small-momentum scattering vectors
within the inner hole pocket this would favor ferromag-
netic fluctuations and a triplet pairing mechanism.10 The
symmetry of the order parameter has been a controver-
sial subject, several reports using ARPES, quasiparti-
cle interference (QPI) or theoretical approaches favor an
s± wave,13–15 while there is also support for a p-wave
state.16–18 Although the calculations in Ref. 15 support
an s± wave state driven by collinear antiferromagnetic
fluctuations, the authors state that ferromagnetic fluc-
tuations stemming from the small hole pocket at the Γ
point may dominate at higher energies and/or at higher
temperatures. In our previous work19 we have estab-
lished the energy and temperature dependence of an an-
tiferromagnetic excitation located at an incommensurate
position Q = (0.5 ± δ, 0.5 ∓ δ, ql) resembling magnetic
correlations in electron doped BaFe2As2. Similar results
were obtained by Wang et al.20 The origin of the mag-
netic signal has been interpreted as scattering between
the electron pockets centered around the (pi, pi) point and
either the outer21 or the inner20 hole pockets around the
zone center.
In this work we present a comprehensive inelastic neutron
scattering (INS) study using different cold and thermal
triple-axis spectrometres and a time-of-flight instrument
devoted to extend the characterization of the incommen-
surate antiferromagnetic fluctuations in single-crystalline
LiFeAs. We present the inelastic scattered neutron in-
tensity in absolute units using two different techniques
leading to perfectly agreeing results. The magnetic fluc-
tuations have been investigated up to energy transfers of
280 meV and spin-space anisotropies have been studied by
polarized neutrons with longitudinal polarization analy-
sis (LPA). Furthermore, we have investigated S(Q, ω) in
a broad Q-ω range to search for any ferromagnetic fluc-
tuation at elevated temperatures and energy transfers.
II. EXPERIMENTAL
The same single crystal sample as in Ref. 19 has been
used for all the experiments presented here. The nor-
malization to an absolute intensity scale has been done
with data obtained at the thermal triple-axis spectrom-
eter 1T (Laboratoire Le´on Brillouin, Saclay), which was
used with a pyrolytic graphite (PG) monochromator and
a PG analyzer. The final neutron energy was fixed at
Ef = 14.7 meV. The IN20 spectrometer (Institut Laue-
Langevin, Grenoble) was used with the FlatCone mul-
tianalyzer in order to record (hkl)-maps with different
l values at different temperatures and energy transfers.
IN20 has also been used in the polarized mode using po-
larizing Heusler (111) crystals as a monochromator and
an analyzer. For the LPA a set of Helmholtz coils was
used to guide and orient the neutron polarization. LPA
offers the possibility of distinguishing between nuclear
and magnetic scattering and it furthermore allows the
separation of the two magnetic components perpendicu-
lar to the scattering vector. Generally, nuclear scattering
is a non-spin-flip (NSF) process regardless of the initial
neutron polarization state. Only magnetic components
perpendicular to the scattering vector (Q ‖ x by defini-
tion) are accessible in a neutron experiment. The com-
ponents perpendicular to the polarization axis (y being
in the scattering plane and z being the perpendicular
axis of the spectrometer) contribute to the spin-flip (SF)
channel, while those parallel to the axis of polarization
scatter into the NSF channel.
The PUMA spectrometer (FRM-II, Garching) was used
with a PG monochromator and a PG analyzer with a
fixed final neutron energy of Ef = 14.7 meV. High energy
transfers were measured at the time-of flight spectrom-
eter MAPS (Rutherford-Appleton Laboratory, Didcot).
The incident beam energies were Ei = 55 and 100 meV
with ki parallel to the c axis. The measured intensities
were normalized to absolute units by using a vanadium
standard (with 30% error).
III. RESULTS AND DISCUSSION
A. Generalized susceptibility of LiFeAs in an
absolute scale
In order to express the dynamic susceptibility of
LiFeAs in absolute units data taken on the time-of-flight
spectrometer MAPS and triple-axis spectrometer data
from the 1T instrument were used yielding perfect agree-
ment. The time-of-flight data can be normalized by com-
parison with incoherent scattering from a vanadium sam-
ple and with the sample mass. This procedure is well-
established at the MAPS instrument and described in
large detail in reference.22 In contrast the normalization
of triple-axis data is more complex as the resolution func-
tion and the beam profile are more structured. Here we
follow the most common way to normalize the magnetic
scattering by comparison with phonon measurements on
the same sample. This method, furthermore, excludes
mistakes arising from impurity phases.
The scattering potential of the sample is discussed in
terms of the double-differential cross section d
2σ
dΩdE′ with
E′ the final energy. In any INS experiment this entity is
folded with the resolution and transmittance function of
the instrument. We use the reslib programs23 to quanti-
tatively analyse the scattering intensities. In our experi-
ment a neutron monitor between the monochromator and
the sample is used to scale the detector counts into the
entity counts per given monitor (note that this monitor is
corrected for higher order contaminations). The calcula-
tion splits the instrumental effects in the finite Gaussian
resolution and a transmittance term. The intrinsic dou-
ble differential cross section is first folded with the Gaus-
sian resolution in the four-dimensional space consisting of
Q-space and energy, see Eq. 1. HereM(Q, ω) is the reso-
lution matrix according to the Popovici approximation24
and ∆ the four-dimensional difference vector consisting
of the Q-space coordinates and energy, see Eq. 2.
d2σ˜
dΩdE′
(Q, ω) =
∫ ∫ ∫ ∫
d3Q′dω′
d2σ
dΩdE′
(Q′, ω′)
· exp
(
−1
2
[∆ ·M(Q, ω) ·∆T ]
)
(1)
∆ :=(Q′x −Qx, Q′y −Qy, Q′z −Qz, ω′ − ω)
(2)
In order to calculate the intensity in the detector one
has to multiply the folded double cross section with a nor-
malization factor R0(Q, ω) describing amongst others the
efficiency of the secondary spectrometer and the resolu-
tion function normalization (2pi)−2
√
detM . In contrast
to the reslib manual we do not include the
kf
ki
factor to
R0 but follow the common practice keeping this factor in
the double-differential cross section.25,26
I(Q, ω) = c · R0(Q, ω) · d
2σ˜
dΩdE′
(Q, ω) = c · d
2 ˜˜σ
dΩdE′
(Q, ω)
(3)
For known resolution and transmission functions the
study of a predictable signal allows one to determine the
scale factor c describing amongst others the effective sam-
ple size. The transformed double-differential cross sec-
tion d
2 ˜˜σ
dΩdE′ (Q, ω) thus contains the intrinsic scattering
strength of the system combined with the spectrometer
properties.
We use the scattering by an acoustic phonon for nor-
malization. The single-phonon cross section is given by
3Eq. 4 (Refs. 25,26) where n(ω)+1 is the Bose population
factor for neutron energy loss. Fdyn(Q) denotes the dy-
namical structure factor of the particular phonon mode
at this scattering vector, which can be calculated with
the help of a lattice-dynamical model, see Eq. 5. The δ
function in Eq. 6 is approximated in the calculation by a
Lorentzian profile with finite half width. The symbols in
Eqs. 4-6 follow the same convention as in Refs. 25,26.
d2σ
dΩdE′
(Q, ω) = N · kf
ki
· n(ω) + 1
2ω(q)
· |Fdyn(Q)|2 · δ(ω − ω(q))
= N ·kf
ki
· n(ω) + 1
2ω(q)
· |Fdyn(Q)|2 · ~δ(E − E(q))
(4)
Fdyn(Q) =
∑
d
bd√
md
· e−iQ·rd ·Q · eˆ(q) · e−Wd(Q)
(5)
For an acoustic phonon close to the Brillouin-zone cen-
ter one may further simplify the calculation as all atoms
in the primitive cell are parallel polarized with compo-
nents
√
md√
Mtot
(here md and Mtot denote the individual
and total masses, respectively). The dynamic structure
factor then corresponds to that of the nuclear Bragg re-
flection multiplied by the length of the scattering vector,
Q, the inverse square root of the total mass and by the
cosine of the angle between scattering vector and phonon
polarization, cos(α). The latter factor is close to one in
a reasonably chosen scan.
Fdyn(Q) =
Q · cos(α)√
Mtot
∑
d
bd · e−i[Q·rd+Wd(Q)] (6)
The double differential cross section of the phonon
scattering is obtained by subtracting the (refined) back-
ground from the raw data and then by dividing by the
(refined) scale factor. The phonon dispersion is described
by a simple linear relation, ω = c · |q|. Fitting the phonon
cross-section with its intensity prefactors to the raw data
using the reslib code yields a scale factor of 13.1(8) and
a constant background of 2 counts per monitor. The raw
data can therefore be converted into an absolute scale
that still contains the resolution functions of the instru-
ment, see the right axis of ordinate in Fig. 1.
In order to evaluate the magnetic signal we start with
the autocorrelation of the spin Fourier coefficients SαQ(t),
here α, β denote the space indices, γ the neutron gyro-
magnetic factor, e the electron charge, me the electron
mass, c the speed of light, f(Q) the magnetic form factor
at the scattering vector, g the Lande´ factor and δαβ the
Kronecker symbol. Note that the second line of Eq. 7 has
the unit of an inverse energy (eV−1).
FIG. 1: (Color online) Raw data showing the transversal q-
scan across the (220) phonon at T = 3.5 K an energy transfer
of 4.5 meV measured at the 1T spectrometer. The scattered
intensity is given in counts/(monitor 25000) on the left ordi-
nate and in absolute cross section values on the right ordinate
for the folded cross section d
2 ˜˜σ
dΩdE′
(Q, ω).
d2σ
dΩdE′
(Q, ω) =
(
γe2
mec2
)2(
gf(Q)
2
)2
kf
ki
e−2W (Q)
·
∑
αβ
(δαβ − QˆαQˆβ) 1
2pi~
∫ ∞
−∞
dt · e−iωt
〈
SαQ(0), S
β
Q(t)
〉
(7)
With the fluctuation dissipation theorem one may
transform the cross section to the imaginary part of the
generalized dynamic susceptibility, which we assume here
to be isotropic in spin space.
d2σ
dΩdE′
(Q, ω) =
(
γe2
mec2
)2(
gf(Q)
2
)2
kf
ki
e−2W (Q)
· N
pi(gµB)2
[n(ω) + 1] · 2 · χ′′(Q, ω)
(8)
A susceptibility can be given in various units creating
considerable confusion but here the unit problem drops
out due to the term Bohr-magneton, µB, squared in the
denominator. The natural microscopic unit to discus
thevsusceptibility is thus µ2B/eV per formula unit, which
we will use in the following.
Deducing the absolute scale of the cross section of the
magnetic fluctuation is now obtained in the same way
as in the phonon case by subtracting the background
and by dividing by the scale factor obtained from the
phonon fit. However, in order to fit the data and de-
duce the background a model is needed to describe the
generalized susceptibility χ′′(q, ω). We assume a super-
position of single relaxor functions (Eq. 9) in energy with
4FIG. 2: (Color online) Incommensurate antiferromagnetic
fluctuations at T = 3.5 K and at an energy transfer of 5 meV
measured at the 1T spectrometer. The ordinates are given
in absolute units of cross section (left) or of the generalized
susceptibility (right). The inset shows the raw magnetic data
before subtraction of the background and the division by the
scale factor.
a Lorentzian q-dependence centered at the four positions
qc=(0.5±δ1,0.5∓δ1,0) and (0.5±δ2,0.5∓δ2,0). We take
only the in-plane components of q into account. δ1 (δ2)
is the incommensurability of 0.057(3) r.l.u. [0.17(2) r.l.u.]
(see Sec. III B for a detailed description of the two sig-
nals) and the HWHM was refined to ξ1=0.042(9) r.l.u
[ξ2=0.07(3)], which yields the best agreement with the
experimental data.
χ′′(q, ω) = χ′(qc, 0) · ξ
2
(q− qc)2 + ξ2
Γ~ω
(~ω)2 + Γ2
(9)
In a first step, the constant background (11 counts
per monitor 25000 ∼ 20 s) was determined and sub-
tracted from the raw data which was then divided by
the scale factor deduced from the phonon fit yield-
ing the transformed double-differential cross section
d2 ˜˜σ
dΩdE′ (Q, ω). From this one may obtain a susceptibil-
ity folded with the instrument resolution and transmis-
sion by dividing by all the intensity prefactors in Eq. 8;
this result is shown in Fig. 2 on the right coordinate
axis. The intrinsic strength and shape of χ′′(q, ω), how-
ever, can only be obtained by fitting the model, Eq. 9,
to the raw data (a value of 10.9 meV has been used for
Γ obtained by the single-relaxor fit to the data presented
in Sec. III.B). Thereby we obtain χ′(qc, 0)=7.4(8) and
35(1) µ2B/eV at the outer and inner incommensurate po-
sitions, respectively, see Fig. 2.
B. Evidence for additional contributions to
magnetic scattering
The incommensurate fluctuation has been reinvesti-
gated at the thermal triple-axis spectrometer PUMA
(FRM-II, Garching). Fig. 3 shows transverse q-scans
across the (0.5 0.5 0) position at different energy transfer
clearly documenting a complex Q-shape of the magnetic
response. The incommensurate magnetic correlations ex-
hibit at least an asymmetric profile with pronounced
shoulders towards larger incommensurability (compared
to the (0.5,0.5,ql) center). Therefore, the data have been
described with two pairs of symmetrical Gaussian func-
tions on a constant background. Note that parts of
the data are contaminated by phonon scattering towards
lower energy transfer for which these data points are not
shown. The resulting fit curves [(red) solid lines]) show a
very good agreement with the raw data, while the dashed
(dash-dotted) curves indicate the contribution of the sig-
nal at Qinc,1≈(0.43 0.57 0) [Qinc,2≈(0.35 0.65 0)].
Angle resolved photoemission spectroscopy (ARPES)
experiments2,11 have revealed the Fermi surface to con-
sist of two similarly sized electron-like sheets around the
X point and hole-like sheets around the Γ point. In
Ref. 21 the authors have identified the INS signal to be
connected to scattering between the outer hole pocket
and the electron pockets by using a simple tight-binding
fit to the ARPES data, while involvement of the inner
hole pocket was concluded in Ref. 20. Deeper under-
standing of the nesting signal requires the analysis of
the orbital character of the various Fermi surface sheets
which essentially arise from the t2g dxz , dyz and dxy
orbitals.27,28 There seems to be agreement that the outer
hole pocket can be identified with dxy orbital character
which also contributes to the electron pockets. The dxy
states should result in two-dimensional bands, but dxz
and dyz contributions yield considerable dispersion along
the perpendicular directions and strong qz modulation of
the Fermi surfaces.27,28 If one associates the nesting mag-
netic correlations exclusively with dxy orbitals it appears
difficult to understand a split signal but an asymmetry
or a shoulder can arise from a peculiar detail of the Fermi
surface shape that is not sufficiently well understood so
far. Sr2RuO4 is a well studied example with incommen-
surate magnetic correlations arising from Fermi-surface
nesting,29 and this material also exhibits an asymmet-
ric magnetic response with a shoulder. Quite recently
four theoretical papers aimed to quantitatively model the
variation of the superconducting gap on the Fermi surface
sheets arriving at contradictory results.30–33 The quan-
titative description of magnetic excitations by analyzing
transitions between states with the same or different or-
bital character will help to arrive at a better understand-
ing of the electronic structure of LiFeAs.
The peak intensities of Qinc,1 and Qinc,2 have been fol-
lowed as a function of energy above and below TC . As
it can be seen in Fig. 4 the main signal Qinc,1 shows
the same dependence as already reported in Ref. 19 with
a crossover between the scattered intensity below and
above TC at 4.5 meV and an increase of intensity above
7-8 meV. On the other hand the intensity at Qinc,2 sug-
gests a different behaviour in dependence on the energy
transfer. The scattered intensity at 20 K stays above the
5one at 5 K up to an energy transfer of roughly 7 meV,
above which the value I(T<TC) becomes stronger than
I(T>TC). The different energy dependences of the sig-
nals at Qinc,1 and Qinc,2 strengthen the assumption of
their independent origin and can be explained due to dif-
ferent gap values on different parts of the Fermi surface.
The derived amplitude of the excitation at Qinc,1 has
been corrected for the monitor and the Bose factor yield-
ing the imaginary part of the generalized susceptibility
which is shown in Fig. 5. The data have been fitted with
single-relaxor functions. The data does not allow to state
a clear tendency of the critical energy, however, a clear
reduction of χ′′(Qinc, E) towards higher temperatures is
observable. In addition the incommensurate magnetic
correlations become strongly broadened at the temper-
ature of only 100 K where the two peak structure has
already changed into a broad plateau.
By using the triple-axis spectrometer IN20 in combina-
tion with the Flatcone multianalyzer, planar sections of
the reciprocal space can be recorded by simple 2θ scans
which are afterwards converted into Q-space. As theory
predicts that a ferromagnetic instability may dominate
at higher temperatures and/or higher energies,15 maps
of the reciprocal space have been recorded up to 150 K
and an energy transfer of 40 meV focusing on the (100)
and (110) positions. However, our obtained data does not
give any hint for ferromagnetic fluctuations in LiFeAs.
C. Spin space anisotropy of magnetic correlations
The IN20 spectrometer has then been used with polar-
ized neutrons whose polarization axis after the scattering
process has been analyzed. The observation of the incom-
mensurate signal in the SF channels proves its magnetic
origin (Note that the SF background has been subtracted
according to the description in Ref. 34). The peak inten-
sity at the point Q=(0.43 0.57 0) has been measured as
a function of the energy transfer for the SFy and SFz
channels (Fig. 6). Although only the SFy channel has
been measured with high statistics a slight spin-space
anisotropy of the magnetic fluctuation is visible between
6 and 12 meV, where the out-of-plane fluctuation lies
above the in-plane fluctuation similar to observations in
electron doped BaFe2As2
35–37. However, the spin-space
anisotropy in LiFeAs needs further experimental corrobo-
ration by measuring the other channels with better statis-
tics.
In order to reveal eventual weak ferromagnetic fluctua-
tions a q-scan across Q=(110) at T = 150 K and E = 12
meV has been carried out. All three SF channels revealed
neutron counts similar to the SF background meaning
that no significant magnetic scattering is present.
D. High-energy magnetic response
Due to the limitation of triple-axis spectrometers con-
cerning the incident energy, high energy transfers have to
be measured using a time-of-flight spectrometer. How-
ever, higher incident energies are at the cost of a loss in
resolution. With the c axis of the sample aligned along
the incident beam one obtains a projection of S(Q, ω)
along this axis after the measurement of a curved 3-
dimensional hypersurface in the 4-dimensional manifold
of reciprocal space. In the projection the l component is
an implicit variable which changes with energy tranfer,
nevertheless being calculable, i.e. the obtained data is
three-dimensional in (h, k, E)-space. In order to visual-
ize the data the program mslice has been used which
offers the possibility of averaging the data along a cho-
sen axis to produce a slice or integrating along two axes
to produce a cut. By measuring a standard vanadium
sample with known mass the intensity can be normal-
ized to an absolute scale in mb/(sr meV f.u.) by using
the sample mass and molar mass. Fig. 7(a) shows a slice
of the (hk0) plane which has been integrated between 10
meV and 30 meV for an incident beam energy of 55 meV.
Two peaks can be observed around the (0.5 0.5 0) posi-
tion. By integrating the data perpendicular to the scan
path indicated by the dashed line, one obtains the curve
shown in Fig. 7(b) clearly revealing the incommensurabil-
ity of the antiferromagnetic fluctuations. However, also
the time-of-flight data indicates an asymmetric shape or
an additional signal at larger incommensurability. Two
pairs of symmetrical Gaussian functions on a constant
background have been fitted to the data, from which
the incommensurabilities δ1 = 0.061(3) and δ2 = 0.17(1)
could be extracted. The value of δ1 is in good agreement
with our previous results.19 Note that the absolute inten-
sity scale obtained by the renormalization to a vanadium
standard (between 10 and 30 meV) is in very good agree-
ment with our results shown in Sec. III A (Fig. 2, 5 meV)
and also with a report on polycrystalline samples.38 In
order to investigate the magnetic signal at higher energy
transfers an incident neutron energy of 100 meV has been
used. Fig. 8 shows (hk0) slices of 10 meV thickness each.
The magnetic fluctuation can be observed around the
(0.5 0.5 0) point, but the loss in resolution becomes evi-
dent. However, there is a significant signal which can be
separated from the background up to an energy transfer
of 60 meV. For the slice in Fig. 8(f) the signal is reduced
to the background. Due to the limited Q-resolution in
comparison to Ei=55 meV the incommensurability could
not be investigated at higher energy transfers.
IV. CONCLUSION
In summary we have extended our previous work con-
cerning the characterization of the incommensurate anti-
ferromagnetic fluctuations in LiFeAs. Time-of-flight ex-
periments show that the magnetic signal is observable up
6FIG. 3: (Color online) Transverse q-scans across (0.5 0.5 0) at different energy transfers measured at the PUMA spectrometer.
The data have been fitted by two pairs of symmetrical Gaussians on a constant background. A phonon contamination is visible
towards smaller energy transfer, for which those data points have been omitted. Especially at higher energy transfers the data
indicate an additional signal at larger incommensurability (dash-dotted line) besides the signal at (0.43 0.57 0) (dashed line).
FIG. 4: (Color online) Energy dependence of the INS scatter-
ing at Qinc,1=(0.425 0.575 0) and Qinc,2=(0.35 0.65 0) mea-
sured at the PUMA spectrometer. The dashed lines indicate
where the scattered intensities of the normal [(red) circles)]
and superconducting state [(blue) squares] cross.
to energy transfers of 60 meV, while the incommensura-
bility remains unchanged up to 30 meV (measurements
of higher energy transfers were at the cost of resolution
prohibiting a quantitative analysis of the incommensu-
rability). Longitudinal polarization analysis proved the
magnetic origin of the observed signal and an eventual
FIG. 5: (Color online) Imaginary part of the generalized sus-
ceptibility at 5 K, 20 K and 100 K as obtained by the am-
plitude from the fits to the data shown in Fig. 3 and cor-
rection for the monitor and the Bose factor. The solid lines
represent fits by a single relaxor functions χ′′(Qinc,1, E) =
χ′(Qinc,1, 0)
ΓE
Γ2+E2
spin-space anisotropy between 8 and 10 meV could be
deduced that resembles observation in other FeAs-based
superconductors.
The asymmetric shape of the incommensurate peak
suggests the presence of two different signals which may
7FIG. 6: (Color online) Energy scan of the SFy and SFz inten-
sities at Q=(0.43 0.57 0) measured at the IN20 spectrometer
showing a local anisotropy of the magnetic fluctuation be-
tween 6 and 12 meV.
correspond to scattering between the outer hole pocket
and the inner electron pocket as well as between the
outer hole pocket and the outer electron pocket. The
different energy dependences of the peak intensities of
Qinc,1 and Qinc,2 support the picture of two independent
signals. Furthermore, we have converted the intensity
of the scattered neutrons into an absolute scale mak-
ing it possible to compare the strength of the magnetic
fluctuations in LiFeAs with those of related compounds.
Nearly optimally Co-doped BaFe2As2 yields a maximum
value of roughly 7.5 mb/(sr meV Fe) at the resonance
feature (Ref. 39). By averaging the peak values of the
triple-axis (Fig. 2) and time-of-flight data (Fig. 7) we ob-
tain 0.95 mb/(sr meV Fe) rendering the low-temperature
fluctuations in LiFeAs by a factor 8 weaker than the
magnetic resonance in Co-doped BaFe2As2. This per-
fectly agrees with our earlier work,19 where we esti-
mated the same ratio between the incommensurate fluc-
tuations in LiFeAs and the commensurate resonance in
Ba(Fe0.92Co0.08)2As2 by normalizing the magnetic signal
to the respective phonon signal. Due to the incommen-
surability a factor of two is recovered for which the mag-
netic scattering per Fe ion in LiFeAs is by roughly a factor
four weaker than the respective scattering in nearly opti-
mally Co-doped BaFe2As2 which must be reconciled with
the fact that the superconducting transition temperature
is only little reduced in LiFeAs.
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