Euler-Leray data functions of first and second order are defined by first and second order derivatives of the nonlinear spatial part of the incompressible Euler equation operator in Leray projection form applied to Cauchy data. The Lipschitz continuity of these functions for strong Cauchy data in 
Euler Leray data functions of first order and global regular upper bounds of the Navier Stokes equation
Consider the Cauchy problem for the incompressible Navier Stokes equation for regular velocity data v 
Here, the symbol ' * ' denotes convolution with respect to space and time and the symbol ' * sp ' denotes convolution with respect to the spatial variables. Furthermore, the symbol K D refers to the the Laplacian kernel of dimension D, and the symbol G ν denotes the Gaussian fundamental solution of the heat equation
The validity of the local-time representation in (1) is due to a local time contraction result with respect to the norm max 1≤i≤D sup t∈[t0,t0+∆0] v ν i (t, .) H m ∩C m (for a small time interval size ∆ 0 > 0 and regularity order m ≥ 2). The solution has then an upper bound with respect to this norm on the time interval [t 0 , t 0 + ∆ 0 ]. We may use the incompressibility condition
in order to rewrite the Burgers term. Indeed, the incompressibility condition in (3) implies that
Hence we may rewrite (1) such that the nonlinear terms are convolutions with the first order spatial derivative of the Gaussian. We have 
where we use the convolution rule for derivatives. We shall observe that the viscosity damping of the term v ν i (t 0 , .) * sp G ν in (5) is stronger than possible growth of the nonlinear terms due to the spatial effects related to G ν,j if the data v 
Hence, we have for δ ∈ (0, 1) and all ρ, r > 0
where the constant
is independent of ν > 0. The estimate in (7) may be used locally, i.e., on compact subsets of R D . For a Lipschitz continuous function L x = L(x − y) with |L x (y)| ≤ l|y| (for a Lipschitz constant l which is independent of x) we and on a small time interval of length ∆ get the direct rough estimate (via the transformation y i = 4πρr 2 νy i )
where the finite constant G 2 is the second moment of the Gaussian (or an upper bound of the second moment). Here we avoid the factor
Even for this rough estimate we have a scaling ρr of the nonlinear terms and an upper bound proportional to ρr∆ 1−δ , while we shall observe a damping of order νρr 2 ∆ 3 on a small time scale and for data which exceed a certain threshold. This implies that upper bounds are preserved for some strong spatial scaling r > 1 which depends reciprocally on ∆ and ν. Note that a strong spatial scaling is related to a deviation from a strong semigroup contraction. However, refined estimates compensate the factor (9) in (7) times a Lipschitz factor l|y| by upper bound estimates
for strong damping parameter r with 4πρr 2 ν ≥ 1. Convolutions with Lipschitz functions then satisfy
for any δ ∈ (0, 1). Note the difference to upper bounds of first order derivatives of the Gaussian, which are intergable for δ > 0.5, due to Lipschitz continuity of the Leray projection term . This upper bound can become smaller than the damping as we shall observe next. Indeed the scaled (transformed) equation for v
such that the scaling of an upper bound is even ρr(4πρr 2 ν) δ for δ ∈ (0, 1) .
Let us be a bit more specific. We search for conditions such that the viscosity damping encoded in the first term on the right side of (5) offsets possible growth caused by the nonlinear terms. For this task it is convenient to consider the transformation
For all 1 ≤ i, j ≤ D we have
Hence, under the transformation z i = rx i , 1 ≤ i ≤ D the original Cauchy problem for the incompressible Navier Stokes equation (cf. [1] for the modeling)
where for all t ≥ 0 and z = rx ∈ R D we have
As usual the elimination of the pressure p r is by application of the divergence operator. From the first equation in (17) we obtain
which is of the same form as the usual Poisson equation of the non-parametrized velocity, i.e., we have
Hence
and the transformed equation becomes 
Note that the fundamental solution of
is explicitly given by
We get
Now the first derivative of the scaled Gaussian G ρ,r ν is given by
Hence, 
If the latter condition is not satisfied for some β, then there is a ∆ > 0 such that the respected norm is less equal 1 for some time t ∈ [t 0 , t 0 + ∆] (because the solutions are locally continuous time curves with values in H m ∩ C m according to local contraction result), and we need no damping estimate for this part of the H m ∩ C m -norm in the interval [t 0 , t 0 + ∆]. Proceeding this way we contract and upper bound which is close to the constant max 1≤i≤D v i (t 0 , .) H ∩ C m times the number of terms in the standard definition of H m -norms. We apply a Fourier transform with respect to the spatial variables, i.e., the operation
in order to analyze the viscosity damping encoded in the first term on the right side of (1) on a time interval [t 0 , t 0 + ∆], where ∆ 0 = ρ∆. For τ ∈ [t 0 , t 0 + ∆] and parameters r, ρ > 0 we have
where we use that for any τ > 0 we have
Let us set t 0 = 0 for simplicity (and without loss of generality of the argument). For ∆ > 0 small enough (such that, say, 8π 2 ρr 2 ντ ∆ 2 ≤ 1), and for τ ∈ [0, ∆] we get
(32) Here, we use the assumption that ∆ > 0 is small enough (especially 8π 2 r 2 νt∆ ≤ 1) and use the abbreviation
The latter constant is finite (since v ν i (t 0 , .) H 2 ∩C 2 is finite, and the square of the latter value is is an upper bound of c ∆ n for sure). If we take the square root we may use the asymptotics
For τ ∈ [0, ∆] and
we get (the generous) estimate
becomes large or ∆ > 0 is small enough, then the second summand on right side of (35) is small compared to the first summand. A similar observation holds for derivatives D
It is straightforward to obtain analogous estimates for spatial derivatives. If for 0 ≤ |β| ≤ m the initial data value
) L 2 exceeds a certain level, then for small ∆ the viscosity damping is stronger than possible growth caused by the additional term of order ∆ D+1 . As we are interested in the case D ≥ 3, this is evident, and we may remark in addition that the effect of the additional term becomes smaller as dimension D increases. In items a) and b) below we observe that the damping effect is strong enough in order to offset possible growth caused by the nonlinear terms. Finally note that for t 0 > 00 we get the analogous estimate
ii) Similar considerations hold in other L p -spaces.
Next we show that the viscosity damping can offset possible growth caused by the nonlinear terms. We consider again two different estimates in items a) and b) below which can be combined with the estimates in item i) and item ii) above in order to obtain time-uniform global regular upper bounds which are dependent of ν (cf. estimates in item b) below) or which are independent of ν (cf. estimates in item a) below). Next we introduce Euler Leray data functions of order l ≥ 1.
Euler-Leray data function of order l and of type 1 is defined by EL
Furthermore, we define the Euler-Leray data function of type 0 by
The Euler-Leray functions of order l ≥ 1 are Lipschitz continuous for regular
for some finite Lipschitz constant L l . These Lipschitz constants depend on the data norms g k H l+1 ∩C l+1 . Nevertheless Lipschitz continuity of the Euler-Leray functions can be computed explicitly for local representations of solutions as in 1 for strong data due to local contraction results. This Lipschitz continuity can be applied for data at any time σ 0 , i.e., (for fixed argument x ∈ R D and 0 ≤ |β| ≤ l)
a) We consider data in H m ∩ C m at time t 0 ≥ 0. Using the convolution rule from (27) we get for all τ ∈ [t 0 , t 0 + ∆] and
(42) For multivariate derivatives of order m ≥ |β| = |γ| + 1,
where in the last step we indicate that we can have the difference τ − σ in the Leray-projection term alternatively. Recall from (7) that for σ > 0 we have the Gaussian upper bound
where (due to Lipschitz continuity of the Leray projection term) δ > 0 can be chosen small if this function is convoluted with a Lipschitz continuous function (or a Hölder continuous function) and C > 0 is independent of ρ, r. There are different estimates for different δ ∈ (0, 1) as we shall see. In order to apply Lipschitz continuity of the Euler-Leray function we use local time contraction. We have Lemma 1.2. Let t 0 ≥ 0 and assume that for some m ≥ 2 we have
For v
is Lipschitz continuous with a constant L m−1 > 0 which is independent of x ∈ R D . In the following we shall consider a refined estimate, where we use a strong damping parameter r such that 4π 2 ρr 2 ν ≤ 1. The argument below will show that this choice is consistent with the choices of other parmeters. The advantage of the refined estimate is that it can be used in order to construct regular upper bounds in the viscosity limit.
The function in (48) is well-defined for all y ∈ R D . First we consider the case |β| ≥ 1. From (43) (using the convolution rule with respect to time), Lipschitz continuity of the Leray data function with Lipschitz constant L m , and (44) we have
where B D is the ball of radius 4πρr 2 ν ≥ 1 (around the origin) , and
becomes small for a small time interval length ∆.
(51)
which becomes effective for small ∆ > 0. The last upper bound term in (49) is a constant with respect to space. Define
The hardest estimate is for t 0 = 0. In this case the relation on (54) shows us that D
Note that we realize a large damping parameter (r ≥ 1, w.l.o.g.) in the refined estimate such that 4πρr
which imposes the condition 
Next we consider the conditions such that the modulus of the main damping part is larger than the last term (54) (the last term for ǫ which si comparatively small and can be neglected). Here we observe the exponents of the parameters ρ, r, ν, ∆ in (59) compared to the exponents of the parmeters ρ, r, ∆ of the last term in (54). For τ = ∆ in (59) we have the dependence
and for the last term in (54) we have the dependence
First observe that viscosity limits can be obtained only if some parameter depends on ν, because the dependence of the nonlinear terms of form ν δ is stronger than the damping of order ν as ν ↓ 0. The natural parameter for such a dependence is the time parameter ρ, as we have chosen r to be large. The viscosity limit is considered in the next two sections below. Choosing a small step size parameter ρ and a small spatial parameter, say ρ = ∆ µ , we have
and for this choice of parameters the damping term has the dependence
Hence the damping is stronger then the possible growth of the nonlinear term for v i (t 0 , .) L 2 ≥ 1, D ≥ 3, and a small time interval ∆, if
The estimates in the case |β| = 0 are analogous where the Lipschitz constant L m has to be replaced by L b) Similar estimates hold for L p spaces related to item ii) above, but there is a loss of regularity in general as we pass from L p spaces to L 2 -spaces.
Short-and Long time singularities of the Navier Stokes equations with time dependent force term
In te following we do not stick to the notational difference of an original time intervals length ∆ and a scaled interval time length ∆ 0 . It suffices to consider the scaled functions v ρ,r,ν i , 1 ≤ i ≤ D, and we just write ∆ for the time length of intervals, where these functions are considered. The preceding L 2 -argument together with the estimate in (66) shows that for ∆ > 0 small enough and data in H m ∩ C m , m ≥ 2 possible growth caused by the nonlinear terms is offset by viscosity damping in the sense that (e.g.) for δ ∈ 0, 
if the latter term is larger than a certain threshold, say, it satisfies
We have not observed explicitly that these upper bounds are independent of ν ,essentially, in the sense that for ν small, e.g., ν ∼ √ ∆ as the time interval becomes small, we can set up a scheme of step size
, 1 ≤ i ≤ D which has a global regular upper bound which is independent of the size of ∆, and, therefore, independent of ν. Let us choose ν = √ ∆ for small ∆ > 0, and
Then we have 4πρνr
where the damping estimate has a stronger scaling with respect to r than the upper bound of the nonlinear term in the sense that
The growth caused by the nonlinear terms in an interval [t 0 , t 0 + ∆] is offset by the damping for small ∆ under the condition (68) if
which means (for small ∆)
Hence we have indeed upper bound estimates which are essentially independent of nu.
Remark 2.1. (so-called degeneracy issue). It is seems that there is still a believe that (even local-) time contraction results based on convolution with first order derivatives of the Gaussian cannot be used in order to prove local time contraction in the viscosity limit. More precisely it seems to be believed that, e.g., the iterative solution of an equation
by an iterative convolution scheme of the form
causes principle problems in the limit ν ↓ 0 (even if considered on a compact domain Ω) due to a degeneracy (with respect to ν) of a typical upper bounds (for some δ ∈ (0, 1)) obtained, e.g., from intergals of the upper bound
on a ball of radius 4πρr 2 ν ≥ 1. However if the analysis of (75) leads to a functional series (v 
for a strong H 
of the incompressible Euler equation (on the interval [0, T )) with a blow-up of vorticity at time T satisfies the incompressible Navier Stokes equation
with force term F = (F 1 , F 2 , · · · , F D ) T (on the same time interval) if
The 
and data
Global solution branches of the Euler equation
We have found upper bounds which are independent of the viscosity constant ν > 0. This implies that there exists a finite constantC > 0 for the such that
As we have an unbounded domain we have to be a little careful concerning compactness arguments. However, the schemes used here preserve strong polynomial decay. If for fixed ρ, r > 0 the solution v ρ,r,ν i , 1 ≤ i ≤ D has polynomial decay of order 2m(D + 1) (we are concerned with D ≥ 3), then standard compactness arguments can be transferred. First we observe the inheritance of polynomial decay of order 2m(D + 1). We define a related function space. Definition 3.1. For l ≥ 1 and m ≥ 2 we define a space of functions which satisfy polynomial decay of order l ≥ 1 at spatial infinity for multivariate spatial derivatives up to order m. More precisely, we define
Assume at time t 0 ≥ 0 we have Cauchy data
For 0 ≤ |β| ≤ m and |γ| + 1 = |β|, γ j + 1 = β j if |β| > 0 define the local time iteration scheme
Here, recall G ν is the fundamental solution of the heat equation p ,t − ν∆p = 0, * denotes the convolution, * sp denotes the spatial convolution, and K D denotes the fundamental solution of the Laplacian equation for dimension D ≥ 3. In the following the constant c > 0 is generic.
. Hence, for k = 0, for 0 ≤ |γ| ≤ m, and for |x| ≥ 1
for some finite constant c > 0 and t 0 ≥ 0. Assuming inductively that for t ∈ [t 0 , t 0 + ∆]
we have or some finite constant c > 0, for 0 ≤ |δ| ≤ m − 1 and for |x| ≥ 1
and
where
(90) Convolutions with G ν or G ν,i weaken this polynomial decay by order D at most such that we (generously) get for some finite constant c > 0, for 0 ≤ |δ| ≤ m − 1 and for |x| ≥ 1 D
Hence using the representation (1), (91), (92) we can complete the induction step and get
and by (87) the same holds for the increments
For some ∆ > 0 we have local time contraction with respect to a H m ∩C m -norm, such that the limit D 
We choose a sequence (ν p ) p≥1 converging to zero and consider the spatial transformation v 
Short and Long time singularities of the Euler equation
A characteristic difference of the Euler equation (compared to the Navier Stokes equation) is that it can be solved backwards in time for regular data. In the previous section we have observed that compactness arguments can be applied if we have strong polynomial decay at spatial infinity of the data. This strong polynomial decay is inherited by the natural local time iteration scheme considered above. We have observed that local-time contraction results hold in the viscosity limit for regular data. In the convolution representation of the velocity component functions the contribution of the Gaussian or its first order spatial derivative is concentrated on a ball of radius √ ν around the spatial argument x for positive viscosity ν > 0. We have observed subsequences in strong spaces with uniform upper bounds (independent of ν) have natural pointwise limits. Note that spatial Fourier transforms of the convolution of regular data with (first order spatial derivatives) Gaussian have the effect of a multiplication with a linear term in the viscosity limit (at most) which is absorbed by the polynomial spatial decay of the Fourier transform of the regular data. If short time solutions e − i , 1 ≤ i ≤ D of the time-reversed Euler equation with weakly singular data gain 'enough' regularity then this implies the existence of weak short -and even long-time singularities of the original Euler equation. Here 'enough regularity' for long-time singularities means that the evaluation of a local time solution with weakly singular data at some time has sufficient regularity such that the semi-group property of the (time-reversed) Euler equation can be combined with the argument for a global solution branch of the previous section. Next we consider this in detail. We consider positive viscosity ν > 0 first, and consider the viscosity limit in a second step. We consider the time transformation t → −t =: s and the time reversed equation for for some s > s 0 . We reconsider here a variation of a local construction which we have considered elsewhere and sharpen some results. We construct local time solutions for carefully chosen data via the iteration scheme v 
where we denote δv
for k ≥ 1. We choose data which are weakly singular in the sense that the vorticity (original Euler equation)
has no finite upper bound at time t 1 > 0. This means that there are data
such that a solution of the Cauchy problem for the incompressible Euler equation in vorticity form
blows up after finite time t 1 , where t 1 > 0 can be large. Note that a vorticity blow up means that the corresponding velocity solution has a kink as it is wellknown (cf. [2] )that
We prove ii) for the solution in item i) we have
i.e., there is no finite upper bound for the left side of (105).
Note that the preceding theorem and the construction of global solution branches for data h i ∈ C Some arguments of the preceding section such as local time contraction can be transferred to the time-reversed equation straightforwardly. Additionally we have to show that for some data with weakly singular data in H 2 there is a local solution branch which gains enough regularity after short time in order to apply the arguments for global regular solution branches of the Euler equation for regular data obtained in the last section. Finally, we add for additional steps which we need for a proof of Theorem 4.1. i) First we choose appropriate weakly singular data. For some time s 0 , a positive real number β 0 ∈ (1, 1+α 0 ), and α 0 ∈ 0, 
(where for r = 0 and x 1 = 0 we have r = x 2 1 + x 2 2 + x 2 3 , θ = arccos 
such that we have v ν,− i0 (s 0 , .) ∈ H 1 obviously.
The second derivative of g is g ′′ (r) = 
We have v ν,− i0 (s 0 , .) ∈ H 2 , since
