Abstract-This paper deals with search for keywords and non-verbal vocal elements in audio recordings. An efficient detection of specific words or sounds embedded in continuous speech is based on isolated word recognition approaches. The mel-frequency cepstral coefficients and more combinations of predictive coefficients and autocorrelation coefficients were evaluated. A keyword or key sound slides along the stored speech and in each of its positions a distance (i.e., similarity) to the corresponding speech segment is computed. We found an efficient distance measure for non-verbal sound search. The average detection rates achieved 93 percent in keyword search and 74 percent in non-verbal sound search. A system developed for automatic search in audio files is presented.
I. INTRODUCTION
The problem of detecting keywords in continuous speech can be broadly solved in two major ways. The first one is the application of a large-vocabulary continuous speech recognizer, described, for instance, in [1] , [2] . This approach is very extensive and has some difficulties in dealing with words out of vocabulary and sentences out of grammar. However, searching audio documents often has to deal with many words (proper names, acronyms and so on) that do not appear in the vocabulary of the recognition systems. The second way is to build up a word detector using the keyword models only (modeled by a phonetic string). The most currently used models are based on the hidden Markov models (HMM). For examples see [3] , [4] and the references given therein. A detail description of HMM may be found, for example, in [5] . HMM-based approaches, however, raise practical concerns. They require an expensive collection of labeled training data and their training is very timeconsuming. An acoustic keyword spotter based on a hybrid model formed by the HMM and artificial neural network paradigm is discussed in [6] . A new approach to keyword search based on large margin and kernel methods is proposed in [7] . The first evaluation of a significant number (10 systems in total) of keyword detection technologies was presented in [8] .
Among all words, natural speech contains numerous nonverbal vocal elements known as paralanguage that accompany speech in order to communicate specific meanings. Paralanguage involves two groups of elements: vocal characterizers and vocal segregates. Vocal characterizers include things like laughing, crying, yawning, and moaning, which convey meanings to an audience. Vocal segregates include such sounds as "eh", "hmm", "ooh-ooh", or "mah", which convey messages about internal feelings. Different languages rely on disparate sets of non-verbal elements based on different cultures. Generally, some nonverbal elements can carry specific information useful for psychoanalysis. For instance, laughing in the form "ha-ha" is considered as a true (i.e., heartfelt) emotional expression while "hi-hi" betrays rather a feigned laughing [9] .
Some studies have been reported about keyword searching, but works on systems for reliable detecting and investigating non-verbal vocal elements are rare in the literature. In this paper, we describe search strategies for detection of both simple keywords and non-verbal vocal elements. We compare new distance measures used for detection of chosen non-verbal sounds. The reminder of the paper is organized as follows: Sections II and III introduce the applied search strategies. Section IV describes the developed search tool. Section V presents experimental results. Finally, Section VI discusses the conclusions.
II. KEYWORD SEARCH STRATEGY
Any speech or word is naturally composed of a sequence of phonemes. Each utterance in the audio documents investigated is processed in a left-to-right search performed in a once-passed run. A spoken keyword slides step by step along the whole investigated utterance and in each position a match between the keyword and the corresponding segment of the utterance is estimated. The time shift is constant and smaller than the average duration of words because most word boundaries cannot be detected exactly.
Phonetically identical words spoken by the same speaker and in the same room acoustics differ more or less in their speech signals due to the pronunciation variability. This is especially true of continuous speech. Hence, when comparing the keyword with the utterance segments, a partial-match-only criterion is required. Figure 1 shows the processing concept of a system for keyword searching which has been proposed and implemented in this research. At first, a sequence of feature vectors describing the phoneme sequence is used to represent the speech signals of both the keyword and the investigated utterance. Feature extraction in the audio document can be applied in advance, when the speech was recorded, as it is independent from the current keyword. To determine which utterance segment contains the keyword, the distance in the feature vector space between the keyword and the corresponding segment is computed as the match criterion. The length of the utterance segments is identical to the keyword duration. In addition, a non-linear time alignment within the strings of feature vectors improves the match. The final step of the search process is to compare the computed distance with an appropriately chosen threshold. The keyword is detected every time the distance falls below the threshold. Once the search is completed, overlapping keyword hits in each neighborhood are eliminated by removing any worse-score keywords that overlap partially with the best keyword. A ranked list of keyword hits is then made over the whole search space in the audio file and the information is given to the user. As an important advantage of this method, unknown words and noise that occur before or after a keyword do not disturb the detection algorithm. Moreover, no language model is used within the search.
Today's most effective speech recognition approaches use acoustic features inspired by models of the human auditory system. A widespread acoustic feature set of this category, the mel-frequency cepstral coefficients (MFCC) has been used in our system. Their computation is represented by the "Feature Extraction" block in Fig. 1 . Every 10 ms, the Hamming window is applied to preemphasized speech frames of 20 ms and the fast Fourier transform is applied along with appropriate zero padding. The spectral magnitudes obtained are integrated within 12 triangular filters arranged on the mel-frequency scale. The filter output is the logarithm of the sum of weighted spectral magnitudes. Subsequently, a discrete cosine transform is applied to decorrelate the filter bank outputs. A more detailed description of these coefficients and their computation can be found, for example, in [10] .
Dynamic time warping (DTW) was applied to perform the matching ("Time Alignment" block in Fig. 1 ) between the keyword and the utterance segments. The DTW algorithm is widely used for comparing time series with non-linear distortions in the time axis [11] , which is characteristic of speech signals. Penalties for deletion and insertion are used in the DTW alignment algorithm. The penalties can be either fixed or phoneme dependent. In each step the keyword recognizer is only run over those signal frames that lie within matched speech intervals. To optimize the DTW match, the endpoints of utterance intervals can be extended beyond one or both boundary points of the keyword, at the cost of increasing the search space. To limit this increase, a threshold can be applied to prevent enormous extension. After the time alignment using DTW, a linear match criterion based on distance measurement was applied. For a keyword in n-th slid time position, the computed distance is
where dw denotes local distance between correspondent frames of two words, c
is the m-th mel-cepstral coefficient of speech frame n+j in the utterance being tested, c R m(j) is the m-th mel-cepstral coefficient of speech frame j in the reference keyword, M stands for the total number of mel-cepstral coefficients used (i.e., M = 12), and J denotes the total number of frames in the keyword. The value of the computed distance D(n) is compared in each time step n with the constant threshold, and a keyword is marked if D(n) is smaller than the threshold value. The decision threshold was determined experimentally [12] in training by assigning two equal error rates, the false acceptance and the false rejection of keywords.
III. VOCAL ELEMENT SEARCH
Although our system was developed primarily to search for linguistic keywords, we have tried to apply it also for detection of some non-verbal vocal elements. However, the detection rate decreases when searching for vocal elements only. Thus, a modification and optimization of the search strategy was needed. In the optimization process, we applied some specific distance measures. They are based on autocorrelation sequence R(k) of speech signal {s(n)} and autocorrelation sequence Ra(k) of predictive coefficients {am} which are widely known as LPC-coefficients [13] : Four auxiliary variables were defined by means of Ra(k) and R(k) for two corresponding speech frames as follows:
where the number of coefficients was K = 12. In (4) to (7), reference speech data are marked with the superscript R while test data are marked with the superscript T. The variables α, β, γ, and δ were used in three efficient local distance measures as follows:
where
The complete search strategy will not be detailed here since it is the same as for keyword searching presented in Section II, with the difference that the local distance dwj was simply replaced by the local distances de1j, de2j or de3j.
IV. SEARCH TOOL DEVELOPED
A new system for automatic searching in audio files based on the above-described concept has been developed in our Laboratory of Signal Processing, using the C++ language. The software tool enables an easy investigation of the occurrence and position of selected words in stored speech. The main dialogue page of the tool is the starting point of working with the system. The table with search results can be saved as a text document or directly printed. The right part of the main dialogue page shows some additional information about the processed speech signals, e.g. sampling parameters and length of the audio files. The capability to edit the audio file and to replay the selected speech signal segments completes the tool. In the case illustrated in Fig. 2 , the keyword jitter was searched for in the audio file Lecture DSP (English spoken lecture on digital signal processing) and it was found several times: for the first time in 8 minutes and 38 seconds. A list of suggested keywords for most relevant topics was created in acoustic form and added to the set of recorded lectures in each course. This core keyword list helps the user choose the right keywords for searching through all the lectures of a course. Thus, the active keyword can be either selected from a keyword list or defined by the user.
V. EXPERIMENTAL RESULTS
We conducted a series of preliminary experiments of searching in both categories simple keywords and chosen non-verbal vocal elements. Speech data used for testing and evaluating were collected from two sources: the first one contains lectures held at our university (database Lectures) representing rather informal speech as spoken in a teaching room, and the second source was a public radio transmission (database News). Hence, the speech material includes utterances by non-professional speakers such as university lecturers and indistinctly speaking politicians on the News, as well as professional newsreaders using a formal speech. The total duration of the speech signal comprised 5 hours of lectures and 12 hours of news. Approximately 4 hours of the News database were available also in transcribed form on the Internet. In this database, three topics were selected: current affairs, weather forecasts, and financial markets. The speech signal was sampled at a rate of 8 kHz and digitized with 16 bits, mono-channel. Our system was evaluated using the most frequently occurring words: 50 keywords from the Lectures database (each spoken by 4 speakers) and 60 keywords from the News database (spoken by 24 speakers in three different sub-sets as can be seen in Table I ). All the keywords were selected such that they had a minimum length of two full syllables, and that none of the phonetic forms of the keywords was part of another word. The averaged test results are summarized in Table I .
It is relatively difficult to evaluate the keyword search in an application objectively because insertion errors called false alarm and omission errors become excessive as the vocabulary grows larger. The performance of our system was evaluated experimentally, using two criteria. The first one was the detection rate DRI giving the number of correct keywords identified Ncor divided by the number of keywords identified in speech Nkw (i.e., correct and incorrect) cor kw ( / ) 100.
The second criterion used was the detection rate DRC considering correct keywords only
where Ncor is the number of correct keywords identified and Ntotal denotes the total number of existing correct keywords (which were to be identified). The values of DRI and DRC can be a-priori influenced by setting an optimal decision threshold for the distance D(n) with respect to the costs of false alarm and omission error. An interesting methodology how to evaluate a search algorithm without running the search process is proposed in [14] . Detection of non-verbal elements in speech seems to be less successful that detection of keywords. The performance of search approach is affected by some objective factors. For instance, these elements are mostly unvoiced sounds with short duration. In our non-verbal experiments, we tested three typical elements: short laughing "he-he", interjection expressing tacit approval "hmm", and sound clearing the throat "eh". All mentioned vocal sounds were simulated by 4 male speakers in continuous speech. In search process, the local distance measures de1 to de3 defined by (8) to (10) together with the one given by (1) were used for detection of all three non-verbal elements. Table II shows the achieved detection rates in details using the criterion DRC. Generally, the precision of sound position identified in an audio document depends on the shift of sliding reference sounds and on the speech frame length. Time needed to perform the search process in a given audio file is proportional to the sampling frequency, signal framing, keyword (key sound) sliding, as well as the length of the current keyword or sound to be searched.
VI. CONCLUSIONS AND FUTURE WORK
A low-cost approach to open-vocabulary word and sound searching has been presented in this paper. The tool developed executes automatic keyword searching independent of language. This means that no grammar is restricting the keyword occurrence in incorrectly formed sentences. The best keyword detection rate achieved in speaker-dependent search was 97 % (average detection rate was 93 %). These results correspond to the detection rate achieved by other search strategies in English speech [8] as well as in non-English speech [15] .
The strategies for keyword search and vocal element search should be optimized separately. In the case of nonverbal vocal elements, we applied three new distance measures. Depending on searched vocal elements, the detection rate varies between 63 % and 82 % by using the most efficient measure de3. On average, this measure gives better detection rate that the measure dw which satisfies well the linguistic keyword detection. In this field, no results achieved by other authors were published.
Future work will include improvements to our system for applications in adverse conditions such as speech in noise and vocal effort variability. The main goal is to improve the system performance in search for non-verbal vocal elements including both simulated and spontaneously spoken sounds. The natural next step should be an analysis of the found nonverbal sounds and their classification with respect to the speaker's psychological characterization.
