The medial prefrontal cortex (mPFC) has been the subject of intense interest as a locus of cognitive control. Several computational models have been proposed to account for a range of effects, including error detection, conflict monitoring, error likelihood prediction, and numerous other effects observed with single-unit neurophysiology, fMRI, and lesion studies. Here, we review the state of computational models of cognitive control and offer a new theoretical synthesis of the mPFC as signaling response-outcome predictions. This new synthesis has two interacting components. The first component learns to predict the various possible outcomes of a planned action, and the second component detects discrepancies between the actual and intended responses; the detected discrepancies in turn update the outcome predictions. This single construct is consistent with a wide array of performance monitoring effects in mPFC and suggests a unifying account of the cognitive role of medial PFC in performance monitoring.
Introduction
Models of cognitive or executive control came of age with a seminal qualitative framework proposed by Norman and Shallice (1986) . In this framework, ''schemas'' mapped stimuli to corresponding responses. When two schemas were activated simultaneously and conflicted with each other or otherwise needed to be coordinated, a ''contention scheduling'' mechanism ensured that only one schema could carry out its stimulus-response mapping at a time. Sometimes, however, a schema might not only need to be coordinated with another stimulus-driven schema but also coordinated with larger behavioral goals. According to Norman and Shallice, this required a ''supervisory attentional system'' to impose topdown goals that might deactivate some schemas and activate others in service of a higherlevel goal. The organization of component behaviors into coordinated, goal-directed actions is arguably the essence of cognitive control. Computational theories of cognitive control have generally focused on two aspects of Norman and Shallice's supervisory attentional system, namely attentional biasing and performance monitoring. We treat each of these in turn with a view toward a novel synthesis of computational theories of cognitive control.
Attentional biasing and task switching
Attentional biasing (Desimone & Duncan, 1995; Norman & Shallice, 1986; Posner & DiGirolamo, 1998) refers to the top-down modulation of attention toward cues that will drive behavior consistent with higher-level goals. This concept of attentional biasing forms the basis of the biased competition model (Cohen, Dunbar, & McClelland, 1990; Miller & Cohen, 2001) , as shown in Fig. 1 , in which the usefulness of attentional biasing is exemplified with the Stroop task (Stroop, 1935 ). In the Stroop task, color words such as ''green'' or ''red'' are presented to a subject in various ink colors, and subjects must ignore the meaning of the word while naming the ink color. A top-down attentional bias signal focuses attention on the ink color, thus enabling subjects to name the ink color instead of (incorrectly) reading the word. This top-down biasing that directs performance based on a current task set or goal is an essential component of cognitive control. Several computational models have been developed from the biased competition model, and these have been used to argue that neural network models can learn rule categories and implement higher-level goals, arguably without requiring symbolic goal representations (Herd, Banich, & O'Reilly, 2006; Rey, Lew, & Zanutto, 2007; Rougier, Noelle, Braver, Cohen, & O'Reilly, 2005) .
Task switching and cognitive control
The biased competition model has been especially studied in the case of two or more tasks that must be performed in alternation, as the task rules switch. In the Stroop task (Stroop, 1935) for example, a cue preceding each trial can specify whether the color naming or word reading task must be performed. Response times are generally longer following a task switch as compared to repeated performance of the same task, an effect known as the switch cost (Jersild, 1927) . A renaissance of work on task switching beginning in the early 1990s has generally proposed two different computational accounts of the source of the switch cost: one as due to the time needed for an executive controller to reconfigure the task set (Rogers & Monsell, 1995) , and the other as due to the need to overcome priming of the task that is no longer relevant after a switch (Allport, Styles, & Hsieh, 1994) . Computational models have largely simulated task switch costs as due to priming effects (Altmann & Gray, 2008; Badre & Wagner, 2006; Brown, Reynolds, & Braver, 2007; Gilbert & Shallice, 2002) , although one model suggests that switch costs may be due to a combination of priming and executive control effects . Overall, the extent to which switch costs reflect a top-down executive controller versus a bottom-up priming effect remains in dispute (Altmann, 2003) .
Priming and cognitive control
The controversy over task-switch costs has often cast priming effects as antithetical to postulated cognitive control mechanisms, but such is not necessarily the case. Theoretically, priming effects are not simply a liability that leads to slower performance on task switch trials. Priming may improve performance by increasing the connection between task cues and the current task rule. This in turn allows task cues to strengthen the representation of the current task set. In other words, priming effects may directly activate cognitive control mechanisms rather than replace them. In terms of reaction time, this may speed up repeated task performance. Priming may also reduce errors by allowing the task rule to be reactivated Fig. 1 . The biased competition model (Miller & Cohen, 2001 ) as applied to the Stroop task, with a conflictmonitoring loop ) driving control. 660more easily if it decays from working memory in the framework of the biased competition model. In support of this possibility, the failure-to-engage hypothesis (de Jong, 2000) suggests that task representations in working memory do occasionally decay, in which case the task stimuli initiate a retrieval of the most recent task cue into working memory, so that the task can be performed correctly. A computational model of the failure-to-engage hypothesis (Reynolds, Braver, Brown, & Stigchel, 2006) has predicted that switch costs may be increased when task set activity decays prior to target appearance (i.e., a failure to engage), but priming allows the task set to be retrieved so that a correct response can be generated, albeit more slowly. Furthermore, the probability of failure to engage may be reduced with increased motivation, as manipulated by performance incentives (Nieuwenhuis & Monsell, 2002) .
Dopaminergic tone and cognitive control
Motivational effects on cognitive control, and especially the stability of task set representations, may be mediated in part by dopamine. At the neural level, dopamine plays a critical role in stabilizing working memory representations, which include task set (Muly, Szigeti, & Goldman-Rakic, 1998) , so that they are less likely to decay. Several attempts have been made to simulate this effect computationally, using rate-coded and spiking computational neural models (Braver & Cohen, 2000; Brunel & Wang, 2001; Durstewitz, Kelc, & Gunturkun, 1999; Durstewitz, Seamans, & Sejnowski, 2000) . One of these models (Brunel & Wang, 2001 ) has been extended to simulate more directly the role of dopamine in task set engagement (Deco & Rolls, 2003 . A basic property of these computational models is that there is an optimal level of dopamine in prefrontal regions associated with task set maintenance, and too little or too much dopamine concentration impairs performance (Chadderdon & Sporns, 2006; Muly et al., 1998) .
Performance monitoring
A fundamental question is how the brain knows when to implement cognitive control in the first place, versus when to simply allow control by prepotent stimulus-response (S-R) associations (''schemas'' according to Norman and Shallice [1986] ). What is needed is a mechanism to monitor ongoing performance and determine when additional control signals are required, then in turn increase the activity of cognitive control signals such as task set representations. Some models have been construed to argue that executive control mechanisms are not fundamentally different from schemas, in that both implement control whenever a set of underlying conditions is satisfied (e.g., Meyer & Kieras, 1997) . In other words, cognitive control might be viewed as arbitrarily complex S-R associations. In contrast, other computational neural models of cognitive control incorporate relatively simple S-R associations, and behavioral complexity is introduced through performance monitoring signals that modulate the expression of goal-directed behavior (Botvinick, Braver, Barch, Carter, & Cohen, 2001; Jones, Cho, Nystrom, Cohen, & Braver, 2002) . In practice, these perspectives may be reconciled in that goals must be activated in appropriate circum-stances, but their level of activity may be further increased as difficult conditions warrant. Several distinct computational mechanisms of control have been proposed as satisfying this performance monitoring requirement, and these can be broken down into reactive versus proactive monitoring (Braver, Gray, & Burgess, 2007) .
Reactive monitoring
Reactive monitoring detects a problem ex post facto, and this principally involves error detection, although rewards may be monitored as well (Ito, Stuphorn, Brown, & Schall, 2003) . Empirically, error commission is commonly followed by a lower error rate and longer reaction times in subsequent trials (Laming, 1979; Rabbitt, 1966) . Thus, error signals can provide an indication that a greater level of cognitive control is needed. Error signals have been found in single units of the medial prefrontal cortex (mPFC) of monkeys (Gemba, Sasaki, & Brooks, 1986; Niki & Watanabe, 1979) . Similar signals were later found with event-related potential methods in the mPFC of humans. These error effects were referred to as the error-related negativity (ERN; Falkenstein, Hohnsbein, Hoorman, & Blanke, 1991; Gehring, Coles, Meyer, & Donchin, 1990) .
Reactive error detection
Several models have proposed how errors are detected and lead to mPFC activation (Table 1) . First, error effects may be due to a comparison of actual versus desired outcomes Scheffers & Coles, 2000) . This computation may be carried out in midbrain dopamine cells (Brown, Bullock, & Grossberg, 1999; Schultz, Dayan, & Montague, 1997) , which pause their firing in response to an error. This has been proposed to cause subsequent activation of medial PFC (Holroyd & Coles, 2002) .
Alternatively, an error may be detected as a second response that follows an immediately preceding and presumably incorrect first response (Steinhauser, Maier, & Hubner, 2008) . In this framework, a response is generated when accumulated evidence for the response passes some threshold, and this accumulation of evidence continues even after the response has been given. In error trials, continued accumulation of evidence may lead to a second response. An error is inferred if a discrepancy exists between the first and second response.
Proactive performance monitoring
It would be very useful for an individual to learn to predict the need for increased cognitive control at the earliest possible time, so that cognitive control can be implemented proactively to meet the increased demand to prevent an error in the first place. Several studies have suggested that mPFC, and especially the anterior cingulate cortex (ACC), serves not only to detect errors but also to anticipate the need for control (Aarts, Roelofs, & van Turennout, 2008; De Pisapia & Braver, 2006; Fan et al., 2007; Sohn, Albert, Jung, Carter, & Anderson, 2007) .
Conflict monitoring
As the importance of error monitoring by mPFC was gaining new appreciation, a series of high-profile papers (Botvinick, Nystrom, Fissel, Carter, & Cohen, 1999; Carter et al., 1998; MacDonald, Cohen, Stenger, & Carter, 2000) proposed that mPFC error effects may reflect a signal of response conflict between correct versus incorrect response processes. In its simplest form, the conflict model specifies the conflict signal as the multiplicative product of two mutually incompatible response processes . When an incorrect response representation is more active alongside the correct response representation, then a state of response conflict exists by definition. To the extent that mPFC signals the presence of response conflict, mPFC activity will be greater even if no error actually occurs on that trial. The response conflict signal, as shown in Fig. 1 , was proposed to drive proactive increases in task set-related activity in the dorsolateral prefrontal cortex leading to greater cognitive control before an error might occur. This theory was then formalized in several computational models of performance monitoring and cognitive control Jones et al., 2002) .
Error likelihood prediction
Brown proposed that apparent response conflict effects due to incongruent response cues may actually reflect an increase in the perceived likelihood of an error. This proposal was supported by combined computational modeling and fMRI. In the error likelihood computational model, mPFC cells in a self-organizing map (Kohonen, 1982) are recruited and trained by error signals to respond to stimuli that preceded an error. When similar circumstances arise later, the response cues associated with higher error likelihood drive activation of a greater number of model mPFC cells, even when no response conflict exists and no error is committed. This computational model prediction was supported by fMRI findings (Brown & Braver, 2005) . The report generated some controversy, as a subsequent study did not find error likelihood effects as expected (Nieuwenhuis, Schweizer, Mars, Botvinick, & Hajcak, 2007) . One of the issues raised by Nieuwenhuis et al. was the distinction between error likelihood effects driven by the predictive information in the cue, versus the difficulty of the task at the time of response. Nonetheless, further studies have replicated the error likelihood effect and suggest an explanation for its absence in some individuals , namely that error likelihood effects drive risk avoidance (Magno, Foxe, Molholm, Robertson, & Garavan, 2006; Paulus & Frank, 2006) . Thus, error likelihood effects may be strongest in more risk-averse individuals but relatively absent in risk-seeking individuals. Further computational modeling work with the error likelihood model showed that the magnitude of the error likelihood effect can be simulated by manipulating how efficiently individuals learn from past errors (Brown & Braver, 2008) , which may account for individual differences in error and reward sensitivity and ERN magnitude (Frank, Woroch, & Curran, 2005; Hewig, Hagemann, Seifert, Naumann, & Bartussek, 2006; Klein et al., 2007) .
Incongruent response cues (Eriksen & Eriksen, 1974; Stroop, 1935) are often associated with higher error rates. Therefore, error likelihood effects and the incongruency effects often attributed to response conflict computation ) in mPFC might be expected to show a positive correlation across subjects. To the contrary, the error likelihood computational model surprisingly predicted an inverse relationship between incongruency and error likelihood effects, which was subsequently supported by fMRI findings (Brown & Braver, 2008) . On the surface, this seems to be at odds with the hypothesis that incongruency effects reflect an underlying prediction of error likelihood. In the model, incongruent response cues indicate that in addition to a correct response, an error is also likely. In the case of an incongruent stimulus, there are two competing cues that drive two mutually incompatible response processes. Initially, before error likelihood associations are learned, this leads to the broad mPFC activation that is measured as the incongruency effect. These incongruency effects resulting from diffuse excitation of the model mPFC become smaller as error likelihood learning proceeds and sharpens the error likelihood representations (Brown & Braver, 2008) . Thus, as error likelihood representations are learned, the more widespread activation associated with incongruency effects diminishes. This accounts for the observed inverse relationship between error likelihood and incongruency effects.
A striking further prediction of the error likelihood model is that incongruency effects may be found when a greater number of responses are cued, even when those responses do not conflict with each other. Incongruent stimuli cue two possible responses, but congruent stimuli cue only a single response. Typically, a simultaneous response to both the relevant and distractor components of the incongruent cue constitutes an error, but what if instead the task were manipulated so that a simultaneous response to both relevant and distractor components were required? In that case, an incongruent stimulus would elicit multiple responses but not entail response conflict. According to the error likelihood model, an incongruent response cue, but not an incongruent stimulus cue (van Veen, Cohen, Botvinick, Stenger, & Carter, 2001) , should lead to greater mPFC activation regardless of whether the response to the distractor is required. This is due to the fact that as the number of response cues increases, the number of activated response and outcome representations in mPFC increases, which leads to greater overall activation of mPFC. Thus, the error likelihood model predicts that incongruency effects do not depend on the presence of actual response conflict. This hypothesis has now been tested and is consistent with fMRI findings (Brown, 2009 ).
Reactive-proactive performance monitoring
Although we distinguish between reactive and proactive control, it is likely that both kinds of signals are used in performance monitoring. The conflict model for example provides reactive as well as proactive control signals (Yeung, Cohen, & Botvinick, 2004) . Specifically, the possibility of error is inferred from the simultaneous activation of two potential responses (proactive), whereas actual errors are detected by continued coactivation of response plans following an error (reactive). Stimuli that cue conflicting responses initiate a competition between response units, one representing the correct response and the other representing an error. According to the conflict theory, ACC reports the amount of conflict as the product of the activation of all response units. On correct trials, the unit representing the correct response is predominantly activated; mutual inhibition between response units ensures that conflict remains low. On incorrect trials, random noise in the model pushes activity in the incorrect response unit above a response threshold, resulting in an error. However, because the error was due to processing noise, attentionally biased processing of stimuli ensures that the correct unit continues to be active, resulting in a high degree of conflict. This high-conflict situation occurs after the commission of the error, consistent with the observed timing of the ERN (Yeung et al., 2004) .
Another model (Holroyd, Yeung, Coles, & Cohen, 2005) implements error detection in the framework of reinforcement learning algorithms. Errors are detected as deviations from temporal difference predictions arising from a learned conjunction of state information (reactive), whereas the predictions themselves are used to exert control on response generation (proactive).
The response selection model
An alternative account of the ERN, the response selection model of ACC (Holroyd & Coles, 2002) , casts ACC as a control filter that learns which of several motor controllers should be given authority. In contrast to conflict theory, which suggests that ACC is a fairly static calculator of conflict, ACC in the response selection model is adaptive: Prior to the beginning of an experiment, ACC has no information about the nature of the task or appropriate responses, and must learn which of several potential responses is required (although task-relevant information may be encoded in the model weights before learning-e.g., Holroyd et al., 2005) .
The mechanism of learning in the response selection model is a temporal difference error that updates weights between candidate motor responses and the control filter. Initially, the ERN results from magnitude of the negative temporal difference error driven by unexpected error-related feedback. As learning in the model proceeds, however, the model generates a prediction error following incorrect responses as well as in response to stimuli that predict errors. Physiologically, ascending projections to ACC from midbrain dopamine neurons may actively inhibit firing in ACC; transient depressions below baseline firing rates of midbrain neurons may disinhibit ACC, giving rise to the ERN. Although this hypothesis has been implemented in other models of cognitive control (Brown & Braver, 2005 , and evidence for the interaction between ACC and midbrain has been observed in imaging studies , it is possible that ACC instead inhibits dopamine neurons via descending striatal projections (Frank, D'Lauro, & Curran, 2007) . If dopamine trains the ACC to perform monitoring and control functions, then this leaves open the question of how dopamine cells might learn to signal errors.
Actor-critic models
The response selection model is one of a class of models using an actor-critic architecture, which is intimately linked to reinforcement learning and dopamine activity (Brown, Bullock, & Grossberg, 2004; Frank, Loughry, & O'Reilly R, 2001; Montague, Dayan, Person, & Sejnowski, 1995; Schultz et al., 1997; Suri & Schultz, 1999; Sutton, 1988) . In these models, one component, the critic, implements a version of temporal difference learning. The critic monitors the task state and calculates both a prediction of future reward and subsequent deviations (better or worse) from these predictions. The temporal difference signal is used to update both the critic's prediction of reward and the weights between stimulus units to response units in the actor component. The actor component learns a mapping between inputs and responses that lead to rewarding states. The basal ganglia are frequently referred to by these models as the loci of action selection in the brain, and the activity of dopamine cells of the basal ganglia is thought to correspond roughly with the prediction error generated by the critic component (Schultz et al., 1997) , whereas the direct and indirect pathways are thought to correspond roughly with the actor component (Brown et al., 2004) . Although actor-critic models typically learn a simple mapping between stimulus and response for a single task, and thus seem to involve only a limited form of cognitive control, various models have proposed mechanisms by which cognitive control might be implemented in an actor-critic model, either through maintenance of working memory (Beiser & Houk, 1998; Frank et al., 2001) , or through control of top-down attentional processes (Alexander, 2007) , or by adjustment of meta-parameters governing response selection (Doya, 2002) .
Implicit in the actor-critic architecture is a learned expectation of future events, and especially what will be the most rewarding course of action. The Posner attentional orienting task (Posner, 1980) provides an early example of learned expectation. In the Posner task, a prior cue predicts with probability .8 (for instance) which of two locations will shortly reveal a movement target. A valid cue that correctly predicts subsequent target appearance leads to improved performance. More recently, models of performance monitoring have been proposed, which examine behavior and potential brain function during shifts in the underlying contingencies of a task. Yu and Dayan (2005) , using a Bayesian statistical framework, show how signals corresponding with expected and unexpected uncertainty can be used to drive shifts in behavior in a stochastic environment. Their model suggests that the neuromodulators acetycholine and noradrenaline reflect, respectively, uncertainty about the validity of a cue, and uncertainty about the identity of a cue in an extended version of the Posner task. Similarly, Behrens, Woolrich, Walton, and Rushworth (2007) implemented a Bayesian learning algorithm that tracked volatility in a decision-making task in which the underlying probability of a positive outcome shifted over the course of an experimental session. A model-based analysis of fMRI data showed that increased activity in ACC corresponded with higher estimated volatility in the Bayesian model. Furthermore, the learning rate for human participants (estimated by fitting a delta rule model to behavioral data) also tracked environmental shifts. These computational model results suggest that the need for increased control may be signaled by violations of learned reinforcement contingencies.
A synthesis: Response-outcome prediction as a basis of performance monitoring
The monitoring and control models reviewed above collectively account for a large corpus of empirical results, but it remains unclear whether or how these disparate models may form a unified whole. Toward this end, we propose a new theoretical synthesis, the prediction of response-outcome (PRO) theory, which casts performance monitoring in an actor-critic framework. According to this theory, one component of the mPFC predicts the likelihood of the various possible (i.e., previously experienced) outcomes of an action, both good and bad. The other component of the mPFC compares the actual versus the expected outcomes, generating activity that signals when a discrepancy occurs (Fig. 2) . Discrepancy signals in turn train the actor to generate better predictions of the likely outcomes of an action. The PRO model reinterprets mPFC effects as reflecting a prediction of how likely an adverse outcome is, but more generally, anticipated outcomes may be desirable as well as undesirable. There is evidence that these functions may be carried out at least in part in mPFC, particularly in dorsal ACC and pre-supplementary motor area. There may be multiple possible outcomes of a given action, each predicted in mPFC with some probability (Quintana, Wong, Ortiz-Portillo, Marder, & Mazziotta, 2004) . One proposed function of mPFC is to weigh the potential benefits against the potential costs of an action (Kennerley, Fig. 2 . Anterior cingulate cortex response-outcome model. Planned responses activate learned responseoutcome predictions. These predicted outcome signals can feed back to amend or veto a planned action. Once an action is generated, the actual outcome (the movement itself or the feedback from the environment) is compared against the intended outcome, and any discrepancy leads to an update of the learned response-outcome predictions. Walton, Behrens, Buckley, & Rushworth, 2006) , biasing action toward the greatest payoff with the least amount of effort (Botvinick, 2007; Botvinick & Rosen, 2008; Croxson, Walton, O'Reilly, Behrens, & Rushworth, 2009; Kennerley, Dahmubed, Lara, & Wallis, 2009) or risk . Those with greater sensitivity to actual reward or punishment may be correspondingly sensitive to predictions of rewarding or aversive outcomes, respectively (Brown & Braver, 2008; Frank et al., 2005; Hewig et al., 2006; Klein et al., 2007) . Neurophysiological studies of awake, behaving monkeys suggest a variety of mPFC signals related to responses, response cues, and their predicted outcomes (Isomura, Ito, Akazawa, Nambu, & Takada, 2003; Matsumoto, Suzuki, & Tanaka, 2003; Olson & Gettner, 2002) , as well as unexpected reward and error signals .
The second component of the PRO model signals discrepancies between actual and expected outcomes, as has been suggested by findings in monkey ACC . The outcome predictions are timed using an adaptive timing mechanism similar to a tapped delay line structure, as has been proposed in models of reinforcement learning and dopamine signaling (Brown et al., 1999; Schultz et al., 1997) . The timed nature of the outcome expectancies allows discrepancies to be detected at the moment when an outcome is actually expected to occur. In this manner, if a correct outcome is most likely but an error occurs, the familiar ERN or feedback ERN is obtained at the earliest time an error can be detected based on available information (Falkenstein et al., 1991; Gehring et al., 1990; Holroyd & Coles, 2002) . But what if an error is the most likely outcome, and a correct response unexpectedly occurs? More recent ERP evidence suggests that the mPFC may not be limited to the detection of errors, but it may also signal surprisingly positive outcomes, as suggested by a recent ERP study (Oliveira, McDonald, & Goodman, 2007) . In particular, there are several distinct ERP components localized to medial frontal sources that may signal unexpected positive or negative events, including the P300 and N200, as well as a separate feedback correct-related positivity Holroyd, Pakzad-Vaezi, & Krigolson, 2008; . More recently, ACC activity has also been found with fMRI and unexpected wins in a gambling task (Jessup, Busemeyer, & Brown, in press ). This is consistent with the possibility that ACC may not only predict and detect errors, but it may also predict and detect desirable outcomes. ACC has also been observed to become active in conjunction with low-frequency responses (Braver, Barch, Gray, Molfese, & Snyder, 2001) , suggesting that ACC may signal unexpected or unusual behaviors. This casts the ACC in a more general role of detecting discrepancies between anticipated and actual outcomes , whether desirable or undesirable.
Notably, the PRO model learns associations between the outcome of responses rather than the outcome of stimuli. Other studies have demonstrated that mPFC is most activated when responses must be chosen and their outcome monitored (Walton, Devlin, & Rushworth, 2004) , consistent with an instrumental rather than classical conditioning paradigm. On the other hand, orbitofrontal regions are more active when the outcome is cued by a stimulus but cannot be controlled by instrumental responding (Schoenbaum, Setlow, Saddoris, & Gallagher, 2003; Walton et al., 2004) .
PRO theory compared with previous models
Many aspects of the PRO theory are indebted to previous modeling efforts in reinforcement learning and motor control. The nature of the interaction between the outcome prediction and discrepancy detection is akin to formulations of temporal difference learning (Sutton, 1988; Sutton & Barto, 1981) . The outcome predictions correspond to an actor (albeit at the cognitive rather than motor level) and can signal the value or risk of a planned action, whereas the discrepancy detection corresponds to a critic and provides a training signal that can update the outcome predictions as needed. Actor-critic architectures (Sutton, 1988; Sutton & Barto, 1981 ) provide a convenient framework through which predictive and discrepancy signals in the model can be used for driving approach or avoidance behavior (prediction), or by updating action plans (discrepancy). Nonetheless, the similarity ends there as actor-critic architectures learn to generate a response given a stimulus (S-R learning), but the PRO model learns to predict the outcome given a planned response (responseoutcome [R-O] learning). Furthermore, models of reinforcement learning are typically identified with the basal ganglia (Schultz et al., 1997) , but the PRO theory pertains to the mPFC. The PRO theory is consistent with the mPFC as influencing the initial preparation of cognitive and motor plan-related activity as well as their continued evolution toward response execution. In contrast, the basal ganglia may provide a selection among the already activated plan representations, that is, to determine which of the already planned actions will be allowed to execute, based on reinforcement history (Brown et al., 2004) .
This framework also diverges from typical formulations of reinforcement learning in which a scalar value signal is learned for each state or state-action pair. In such formulations, the value signal is a composite prediction of all future (positive and ⁄ or negative) outcomes, with a positive value signal indicating a prediction of reward, and a negative value signal indicating a prediction of punishment. The PRO model, in contrast, learns a prediction of distinct outcomes, regardless of valence, and indicates discrepancies between actual and predicted outcomes. This differentiates the PRO model from other models (e.g., Scheffers & Coles, 2000) , which signal discrepancies between actual and intended outcomes. However, the PRO model is consistent with reinforcement models (e.g., Daw, Kakade, & Dayan, 2002) , which suggest that aversive and appetitive events are represented independently. Furthermore, it generalizes typical reinforcement learning algorithms in that the discrepancy signal (i.e., prediction error) is not restricted to a single scalar value but may encode multiple prediction errors that follow from the corresponding predictions.
There is also a strong similarity between the PRO model in the cognitive domain and forward ⁄ inverse models of control in the motor domain (Shadmehr & Wise, 2004; Wolpert & Ghahramani, 2000) . The prediction component of the PRO model may be considered a forward model in the cognitive rather than the motor domain, functioning to map a movement command to its predicted consequences with respect to higher goals instead of low-level actions. The model is consistent with recent proposals of a hierarchy of low-and high-level learned forward models of outcome prediction at the motor and higher cognitive levels Krigolson, Holroyd, Van Gyn, & Heath, 2008) , each of which learns to predict outcomes and detects discrepancies between actual and predicted outcomes.
In many ways, the PRO theory is an extension and generalization of the error likelihood model of mPFC (Brown & Braver, 2005) . Similar to the error likelihood model, the PRO theory suggests that the preparation of multiple actions will lead to a greater mPFC activity, regardless of whether the prepared actions are in conflict with each other (Brown, 2009) . The PRO theory suggests the ability to predict multiple outcomes, including favorable ones, where the error likelihood model only predicts errors. Also, the error likelihood model assumes the existence of an error signal, presumably dopaminergic. The PRO theory includes a comparator component that computes discrepancies between actual and intended outcomes, which includes the special case of an error. Therefore, the PRO theory casts the mPFC as not necessarily dependent on dopaminergic error signals to train outcome likelihood representations, consistent with some reports that have called into question the nature of signals from the dopaminergic midbrain to the mPFC (Frank et al., 2007) . The PRO theory suggests several predictions beyond those of the error likelihood model. First, it suggests that unexpectedly correct as well as unexpectedly incorrect outcomes will lead to mPFC activation (Jessup et al., in press ). Second, it suggests that mPFC represents the timing as well as the nature of anticipated outcomes, and therefore that an unexpected delay of the expected outcome will yield a discrepancy signal.
Role of the PRO theory in cognitive functions
The signals generated according to the PRO theory may provide two valuable sources of information to the rest of the brain. The first is an advance prediction of the potential cost or risk of an already planned action, which may lead to a veto of an already-planned but not yet executed action (Brass & Haggard, 2007) , thus providing a ''final predictive check'' and possible cancellation of a planned action (Haggard, 2008) . Second, the ability to predict outcomes means that not only could the medial PFC detect surprising occurrences, but it might also detect surprising nonoccurrences, such as the absence of an expected reward. Discrepancies such as the surprising absence of an expected reward may signal the need for an update of a strategy. Consistent with this, the ACC provides signals that are necessary (Shima & Tanji, 1998) and sufficient (Bush et al., 2002; Procyk, Tanaka, & Joseph, 2000; Shima & Tanji, 1998) to signal a need to switch strategies due to reward omission. According to the PRO theory, activation that represents an expected occurrence is inhibited by a signal representing the actual occurrence of the expected outcome. If the outcome does not occur, the activation representing the anticipated outcome is unopposed, leading to activity that reflects the unexpected nonoccurrence of a predicted event (Amador, Schlag-Rey, & Schlag, 2000) . This activity signals the detection of a task switch or signals changes in the validity of a cue. Thus, the PRO theory provides an account of how task switches occur when reward contingencies change without an explicit cue, and how mPFC may signal the unexpected absence of reward that indicates a task switch is required (Bush et al., 2002; Shima & Tanji, 1998) .
How might the outcome prediction and discrepancy signals actually influence decisions in progress? There are two ways. First, the timed outcome prediction signals are exactly the kind of signals needed to suppress dopamine cells at the time of expected reward (Hollerman, Tremblay, & Schultz, 1998; Schultz, 1998) . Furthermore, there is anatomical evidence that such mPFC signals may influence nigral dopamine cells via the striatal striosomes (Eblen & Graybiel, 1995) . Therefore, the timed prediction signals may lead to error-related activation of the mPFC but error-related suppression of nigral dopamine cells. These error modulations of dopamine cells are key components of reinforcement learning signals.
Second, the mPFC predictions of aversive outcomes (as postulated by the PRO model) must be learned through the experience of actual aversive outcomes. The corresponding pauses of dopamine cell activity that correspond to errors are exactly the kind of signals needed to train not only the predictions of aversive outcomes but also the impact of those aversive outcome signals in suppressing the action plan with a predicted aversive outcome. Consistent with this possibility, recent anatomical studies suggest that mPFC provides predominantly inhibitory signals to lateral prefrontal regions involved in action planning (Medalla & Barbas, 2009 ). In sum, actions with both high expected reward and high risk may be planned initially due to the anticipated reward, but the experience of periodic aversive outcomes may train both the prediction of the aversive outcome and the impact of that prediction on preventing the action plan from being executed.
Aside from direct mPFC to lateral PFC inhibitory projections, another possible target for top-down control signals is the ventral striatum, which is a known recipient of mPFC projections (e.g., Devinsky, Morrell, & Vogt, 1995) . Ventral striatum has been shown to become active during anticipation of reward (Schultz, Apicella, Scarnati, & Ljungberg, 1992) , anticipation of aversive events (Delgado, Li, Schiller, & Phelps, 2008) , as well as to unpredicted rewarding and aversive events. Transient activation of striatal neurons by primary rewards and punishments may allow association of abstract information about the likelihood of an event with its behavioral relevance (i.e., ''value'').
Overall, the PRO theory suggests a functional role that resembles but is complementary to existing reinforcement learning mechanisms. In general, the role of a reinforcement learning algorithm is to select an action with the highest expected reward for a given task context. This amounts to a learned S-R association. Nonetheless, an action with the highest anticipated reward may not be the best option, because it may entail an unacceptably high risk. In general, action planning may proceed as follows. First, a reinforcement learning system may activate a response via a learned S-R association. Second, the outcome of that response may be predicted prior to execution via a learned R-O association (Fig. 2) . Third, if the predicted costs or risks of the planned action outweigh the potential benefits, then the action may be canceled, or another action substituted. Fourth, the final action is selected and allowed to execute. This kind of decision model is consistent with a broad class of diffusion models of decision making (Bogacz, Brown, Moehlis, Holmes, & Cohen, 2006) .
Conclusion
Since the seminal qualitative framework of Norman and Shallice (1986) was first proposed, a number of models have been proposed to flesh out the computational basis of exec-utive function. The contention scheduler has been implemented as lateral inhibition in a network of units representing schemas (Cooper & Shallice, 2000) . The supervisory attentional system has been divided into two main components. The first is a representation of goals or task rules that direct attention and action in accordance with higher-level goals, as in the biased competition model. The second is a performance monitor that detects the need to strengthen or update goal representations. There are currently many proposals regarding the exact computational nature of the performance monitor (Table 1) , and further combined empirical and computational modeling work will be required to discriminate among competing models. As a step toward this end, we have developed a new theory of performance monitoring, the PRO theory, that may account for a variety of effects in a single model. These effects include greater predicted activity for error, conflict, and error likelihood, as well as for environmental volatility (nonstationarity) and unexpected outcomes in general, including unexpectedly positive as well as negative outcomes. With regard to the monkey literature, the PRO theory is consistent with a variety of cell types representing combinations of responses and their expected outcomes, as well as the unexpectedness of an outcome. Furthermore, the theory leads to a number of testable predictions. We are actively investigating these predictions with human fMRI, and the results are encouraging. At the same time, we are currently developing a rigorous computational neural model that instantiates the PRO theory to further elucidate its predictions (Alexander & Brown, 2008) .
