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Abstract
The stochasticH∞-norm is defined as the L2-induced
norm of the input-output operator of a stochastic lin-
ear system. Like the deterministic H∞-norm it is
characterised by a version of the bounded real lemma,
but without a frequency domain description or a
Hamiltonian condition. Therefore, we base its com-
putation on a parametrised algebraic Riccati-type
matrix equation.
1 Introduction
The H∞-norm is a fundamental concept for asymp-
totically stable deterministic linear time invariant
systems. It is equal to the input/output norm of a
system both in the frequency and the time domain.
It is used in robustness analysis and serves as a per-
formance index in H∞ control. In model order re-
duction, it is an important measure for the quality
of the approximation. There are very efficient algo-
rithms for the computation of the H∞-norm, which
are based on a Hamiltonian characterization. The
most widely used among these was described in [1, 2],
but recent progress has been made e.g. in [3, 4, 5, 6].
A stochastic version of the H∞-norm was intro-
duced by Hinrichsen and Pritchard in [7]. It has
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a similar range of applications as its deterministic
H∞ counterpart, but its numerical computation has
hardly been considered in the literature. A major ob-
stacle in transferring ideas and algorithms from the
deterministic case is the lack of a suitable frequency
domain interpretation or a Hamiltonian characteriza-
tion in the stochastic setup.
In this note we present an algorithm to compute
the stochastic H∞-norm, based on a Riccati charac-
terization. According to the stochastic bounded real
lemma, [7], the norm is given as the infimum of all
γ > 0 for which a given parametrized Riccati equa-
tion has a stabilizing solution. We check the solvabil-
ity of the Riccati equation by a Newton iteration.
The paper is structured as follows. In Section 2
we introduce stochastic systems, define the stochas-
tic H∞-norm and state the stochastic bounded real
lemma. We also provide a new version of the non-
strict bounded real lemma and give some new bounds
for the stabilizing solution, which are proven in ap-
pendix A.2. In Section 3 we describe our basic al-
gorithm and discuss ways to make all the steps fast.
In Section 4 we report on numerical experiments. In
particular, we compare our algorithm with an LMI
solver. To keep the notational burden low, we confine
ourselves to the case, where only one multiplicative
noise term affects the state vector. Our results can
easily be extended to more general situations which
we hint at in appendix A.1.
2 The stochastic H∞-norm
We consider stochastic linear systems of the form
dx = (Ax +Bu) dt+Nxdw , y = Cx +Du , (1)
1
where A,N ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n, D ∈
Rp×m, and w = (w(t))t∈R+ is a zero mean real Wiener
process on a probability space (Ω,F , µ) with respect
to an increasing family (Ft)t∈R+ of σ-algebrasFt ⊂ F
(e.g. [8, 9]).
Let L2w(R+,R
q) denote the corresponding space of
non-anticipating stochastic processes v with values
in Rq and norm
‖v(·)‖2L2w := E
(∫ ∞
0
‖v(t)‖2dt
)
<∞,
where E denotes expectation. For initial data x(0) =
x0 and input u ∈ L2w(R+,R
m) we denote the solution
and the output of (1) by x(t, x0, u) and y(t, x0, u),
respectively.
Definition 2.1 System (1) is called asymptotically
mean-square-stable, if
E(‖x(t, x0, 0)‖
2)
t→∞
−→ 0 ,
for all initial conditions x0. In this case, for simplic-
ity, we also call the pair (A,N) asymptotically mean-
square stable.
If (A,N) is asymptotically mean-square stable, then
(1) defines an input-output operator L : u 7→ y from
L2w(R+,R
m) to L2w(R+,R
p) via u 7→ y(·, 0, u), see [7].
By ‖L‖ we denote the induced operator norm,
‖L‖ = sup
‖u‖
L2w
=1
‖y(·, 0, u)‖L2w , (2)
which is an analogue of the deterministic H∞-norm.
We therefore call it the stochastic H∞-norm of sys-
tem (1).
2.1 The stochastic bounded real
lemma
The norm (2) can be characterized by the stochas-
tic bounded real lemma. To this end, we define
the quadratic (Riccati-type) mapping Rγ : Rn×n →
Rn×n, which depends on the parameter γ > ‖D‖2,
by
Rγ(X) = A
TX +XA+NTXN − CTC
− (BTX −DTC)T (γ2I −DTD)−1(BTX −DTC) .
Its Fre´chet derivative at some X ∈ Rn×n is the linear
mapping (Rγ)′X : R
n×n → Rn×n given by
(Rγ)
′
X(∆) = A
T
X∆+∆AX +N
T∆N , (3)
where AX = A−B(γ
2I −DTD)−1(BTX −DTC).
Writing LA : X 7→ ATX + XA and ΠN : X 7→
NTXN , we have
(Rγ)
′
X(∆) = LAX (∆) + ΠN (∆) .
The pair (A,N) is asymptotically mean-square stable
if and only if σ(LA + ΠN ) ⊂ C− = {λ ∈ C
∣∣ Reλ <
0}, e.g. [10].
Theorem 2.2 [7] Assume that (A,N) is asymptoti-
cally mean-square stable. For γ > ‖D‖2, the follow-
ing are equivalent.
(i) ‖L‖ < γ.
(ii) There exists a negative definite solution X < 0
to the linear matrix inequality
[
(LA +ΠN )(X)− C
TC XB − CTD
BTX −DTC γ2I −DTD
]
> 0.
(4)
(iii) There exists a negative definite solution X < 0
to the strict Riccati inequality Rγ(X) > 0.
(iv) There exists a solution X ≤ 0 to the Riccati
equation Rγ(X) = 0, such that σ((Rγ)
′
X) ⊂ C−.
Remark 2.3 A solution of the Riccati equation
Rγ(X) = 0, with σ((Rγ)′X) ⊂ C− is called a sta-
bilizing solution. If it exists, then it is uniquely de-
fined, and is the largest solution of the inequality
Rγ(X) ≥ 0, see [10]. We will write X+(γ) for this
solution. By Theorem 2.2, the norm ‖L‖ is the infi-
mum of all γ such that Rγ(X) = 0 possesses a stabi-
lizing solution, i.e.
‖L‖ = inf
{
γ > ‖D‖2
∣∣ ∃X < 0 : Rγ(X) = 0 and
σ((Rγ)′X) ⊂ C−
}
.
(5)
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Under a controllability assumption we can also give
a nonstrict version of Theorem 2.2 for asymptotically
mean-square stable systems. We define the control-
lability Gramian P of system (1) as the solution of
AP + PAT +NPNT = −BBT . (6)
If the system is stable, then P is nonnegative definite,
P ≥ 0.
Corollary 2.4 Assume that (A,N) is asymptoti-
cally mean-square stable and P > 0 in (6). For
γ > ‖D‖2, the following are equivalent.
(i) ‖L‖ ≤ γ.
(ii) There exists a solution X ≤ 0 to the linear ma-
trix inequality
[
(LA +ΠN )(X)− CTC XB − CTD
BTX −DTC γ2I −DTD
]
≥ 0.
(7)
(iii) There exists a solution X ≤ 0 to the Riccati
equation Rγ(X) = 0.
Moreover, if ‖L‖ = γ, then Rγ(X) = 0 has a largest
solution X = X+(γ), for which 0 ∈ σ ((Rγ)′X) ⊂
C− ∪ iR.
This result is slightly stronger than [11, Proposi-
tion 9.6] or [10, Corollary 5.3.14], where it was shown
that (i) implies (iii) if (A,B) is controllable. In the
appendix we give a new simplified proof, which can
also be modified to obtain lower bounds for solutions
of (7) as follows.
2.2 Inequalities for solutions of the
Riccati equation
Lemma 2.5 Assume that (A,N) is asymptotically
mean-square stable, and γ > ‖D‖2. Let P † ≥ 0 be the
Moore-Penrose inverse of P given by (6). If X ≤ 0
satisfies (7), then
0 ≤ trace(−BTXB) ≤ m2γ2‖BTP †B‖2 . (8)
Note that trace(−BTXB) is monotonically decreas-
ing. Hence, if (8) is violated for some X ≤ 0 and
X˜ ≤ X , then X˜ cannot be a solution of (7). This
bound is particularly easy to check.
Alternatively, we may compare with solutions of Ric-
cati equations from deterministic control. Let Rdetγ
denote the counterpart of Rγ with N = 0, i.e.
Rdetγ (X) = Rγ(X)−N
TXN .
Lemma 2.6 Assume that (A,N) is asymptotically
mean-square stable, and γ1 ≥ γ > ‖L‖.
Then the Riccati equation from the deterministic case
Rdetγ1 (X) = 0 (9)
possesses a smallest solution X− ≤ 0, and X− ≤ X
for all solutions X of (7).
3 Computation of the stochas-
tic H∞-norm
To exploit the characterization (5), we need a method
to check, whether the Riccati equation Rγ(X) = 0
possesses a stabilizing solution. Given the Fre´chet
derivative of Rγ(X) displayed in (3), it is natural to
apply Newton’s method to solve the stochastic alge-
braic Riccati equation from part (iv) of Theorem 2.2.
The following result was proven in [11].
Theorem 3.1 Let (A,N) be mean-square stable and
assume that γ > ‖L‖. Consider the Newton iteration
Xk+1 = Xk − (Rγ)
′
Xk
−1
(R(Xk)) , (10)
where we assume σ((Rγ)′X0 ) ⊂ C−. Then the se-
quence Xk converges to X+, and for all k ≥ 1 it
holds that
σ((Rγ)
′
Xk) ⊂ C−, Rγ(Xk) ≤ 0, and Xk ≥ Xk+1 .
(11)
Moreover, under the given assumptions X0 = 0 is
a suitable initial guess (see appendix for a proof).
Lemma 3.2 Let (A,N) be mean-square stable and
assume that γ > ‖L‖. Then σ((Rγ)′0) ⊂ C−.
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For a given γ > ‖D‖2, we can check whether γ >
‖L‖ by running the Newton iteration (10) starting
from X0 = 0. If all iterates are stabilizing, and the
sequence converges with a given level of tolerance,
then we conclude that γ ≥ ‖L‖.
Conversely, if γ < ‖L‖, then either σ((Rγ)′Xk) 6⊂
C− for some k, or the sequence Xk is monotonically
decreasing and unbounded.
If for some k the condition σ((Rγ)′Xk ) ⊂ C− is vio-
lated or the iteration takes more than a fixed number
of steps, then we conclude that γ ≤ ‖L‖. Addition-
ally we might test the conditions of Lemma 2.5 or
Lemma 2.6 in each step and conclude that γ ≤ ‖L‖
if one of them is not fulfilled. However, in all our
examples only the stability condition was relevant.
Using bisection, we can thus compute ‖L‖ up to a
given precision.
3.1 The basic algorithm
We summarize this approach as our basic algorithm.
Algorithm 1 Computation of the stochastic H∞-
norm
1: Choose γ0 < ‖L‖ < γ1, kmax, tol
2: repeat
3: Set γ = γ0+γ12 , X0 = 0
4: repeat
5: if σ((Rγ)′Xk) ⊂ C− then
6: Xk+1 = Xk − (Rγ)′Xk
−1
(R(Xk))
7: end if
8: until convergence or k = kmax or
σ((Rγ)′Xk) 6⊂ C−
9: if convergence then
10: γ1 = γ,
11: else
12: γ0 = γ
13: end if
14: until γ1 − γ0 < tol
The stability test in line 5 and the solution of the
linear system in line 6 are central issues. Both con-
cern the generalized Lyapunov mapping R′Xk . A
naive implementation with general purpose eigen-
value and linear system solvers, respectively, would
result in an overall complexity of about O(n6).
About the same complexity is required for LMI-
solvers. It is, however, well known that standard
Lyapunov equations of the form LAXk (X) = Y can
be solved in O(n3) operations, using e.g. the Bartels-
Stewart algorithm, [12]. Exploiting this in iterative
approaches, we can bring down the complexity of Al-
gorithm 1 at least to O(n3). This will be explained
briefly in the following two subsections. Moreover,
we suggest a way to choose γ0 and γ1 in line 1.
In the numerical experiments, we will show that
our algorithm outperforms general purpose LMI
methods.
3.2 The stability test
The condition σ((Rγ)′Xk) ⊂ C− in line 5 holds if and
only if σ(AXk ) ⊂ C− and ρ(L
−1
AXk
ΠN ) < 1, where
ρ denotes the spectral radius, [10, Theorem 3.6.1].
Hence, we can first check, whether σ(AXk ) ⊂ C−
and then apply the power method to compute the
spectral radius ρ of L−1AXk
ΠN . Note that the mapping
−L−1AXk
ΠN is nonnegative, in the sense that it maps
the cone of nonnegative definite matrices to itself, see
[10]. Hence, the iterative scheme
P0 = I, Pk+1 = −L
−1
AXk
ΠN (Pk), ρk =
trace(PkPk+1)
trace(PkPk)
produces a sequence of nonnegative definite matri-
ces Pk which generically converge to the dominant
eigenvector. In the limit we have Pk+1 ≈ ρPk, i.e.
ρk
k→∞
→ ρ.
3.3 The generalized Lyapunov equa-
tion
In the Newton step in line 6, the generalized Lya-
punov equation
ATXk∆+∆AXk +N
T∆N = −Rγ(Xk) (12)
has to be solved for ∆ to obtain Xk+1 = Xk + ∆.
Equations of this type have been studied e.g. in [13].
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Note that ∆ = ∆T ∈ Rn×n satisfies the fixed point
equation
∆ = −L−1AXk
(ΠN (∆) +Rγ(Xk)) .
The condition σ((Rγ)′Xk) ⊂ C− implies
ρ(L−1AXk
ΠN ) < 1, where ρ denotes the spectral
radius. Hence the fixed point iteration
∆j+1 = −L
−1
AXk
(ΠN (∆j) +Rγ(Xk))
is convergent. In each step this iteration only requires
the solution of a standard Lyapunov equation. at a
cost at most in O(n3). The speed of convergence can
be improved by using a Krylov subspace approach
like gmres or bicgstab. For details see [13]. More
recently, also low-rank techniques have been consid-
ered in [14, 15, 16].
3.4 Choosing γ0 and γ1
For the bisection it is useful to find suitable upper and
lower bounds for ‖L‖. Let G(s) = C(sI−A)−1B+D
be the transfer function of the deterministic system
obtained from (1) by replacing N with zero. The
H∞-norm ‖G‖H∞ equals the input-output norm of
this deterministic system. Then from Theorem 2.2
we conclude ‖G‖H∞ ≤ ‖L‖, because the inequality
(4) for a given matrix X < 0 implies that the corre-
sponding linear matrix inequality with N = 0 holds
for the same X . Hence, if γ > ‖L‖, then γ > ‖G‖H∞ .
Therefore, we choose γ0 = ‖G‖H∞ and try γ1 = 2γ0.
If the Newton iteration does not converge for γ1, then
we replace γ0 by 2γ0 and repeat the previous step,
until we have γ1 > ‖L‖.
4 Numerical experiments
The following experiments were carried out on a 2011
MacBook Air with a 1.4 GHz Intel Core 2 Duo pro-
cessor and 4 GB Memory running OS X 10.11.6 using
MATLAB® version R2016b.
4.1 Random systems
We first consider random data (A,N,B,C) produced
by randn. The matrix A is made stable by mirroring
the unstable eigenvalues at iR. Then the spectral ra-
dius ρ of L−1A ΠN is estimated as described in subsec-
tion 3.2 and an update of N is obtained by multipli-
cation with (2ρ+ 1)−1/2. Thus (A,N) is guaranteed
to be mean-square stable. We compute the stochastic
H∞-norm by our algorithm and compare it with the
result obtained by the MATLAB®-function mincx,
see appendix A.3. In all our tests, the relative dif-
ference of the computed norms lies within the cho-
sen tolerance level. The computing times, however,
differ significantly, see Table 4.1. While for small
dimensions n the implementation of the LMI-solver
seems to be superior to our implementation, for larger
n the algorithmic complexity becomes relevant. For
n > 100 the LMI-solver is impractical.
Table 1: Averaged computing times (in sec) for ran-
dom systems.
n 10 20 40 80 160
LMI 0.11s 0.99s 35.72s 2030s -
Alg1 4.43s 7.98s 24.43s 156.6s 1156s
4.2 A heat transfer problem
This stochastic modification of a heat transfer prob-
lem described in [17] was also discussed in [18]. On
the unit square Ω = [0, 1]2, the heat equation Tt =
∆T for T = T (t, x) is given with Dirichlet condition
T = uj , j = 1, 2, 3, on three of the boundary edges
and a stochastic Robin condition n·∇T = (1/2+w˙)T
on the fourth edge (where w˙ stands for white noise).
We measure the average value y(t) =
∫
Ω
T (t, x) dx
A standard 5-point finite difference discretization
on a k×k grid leads to a modified Poisson matrix A ∈
Rn×n with n = k2 and corresponding matrices N ∈
R
n×n, B ∈ Rn×3 C = 1n [1, . . . , 1] ∈ R
n×n. The H∞-
norm of this discretization ‖Ln‖ approximates the
induced input/output norm of the partial differential
equation. Table 4.2 shows the computing times (in
seconds) and the computed norms (which coincide)
for the two methods. For k > 9 the LMI-solver took
to long to be considered.
Again, we observe that Algorithm 1 allows to
treat larger dimensions than the LMI-solver. How-
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Table 2: Computing times (in sec) and results for heat equation
n 25 36 49 64 81 100
LMI 3.83s 36.92s 306.3s 1810s 8631s -
Alg1 9.56s 13.25s 26.29s 73.38s 129.1s 177.3s
‖Ln‖ 0.4724 0.4694 0.4669 0.4647 0.4628 0.4611
n 121 144 169 196 225 256
Alg1 366.9s 491.9s 808.5s 1538s 2068s 3888s
‖Ln‖ 0.4596 0.4583 0.4570 0.4559 0.4549 0.4540
ever, the computing times for our algorithm also
grow fairly fast. As an alternative to bisection
one might consider extrapolating the spectral radii
ρ(γ) = ρ
(
(Rγ)′X+(γ)
)
which are computed in the
course of the process for γ > ‖L‖, or perhaps the
spectral abscissae α(γ) = maxReσ
(
(Rγ)′X+(γ)
)
.
Then the norm ‖L‖ is given as the value of γ, where
ρ(γ) = 1, or α(γ) = 0. Unfortunately, the slopes of
ρ and α are very steep as γ approaches ‖L‖. Thus
an extrapolation does not seem promising. The be-
haviour is visualized for the heat equation system
with n = 25 in Figure 1.
5 Conclusions
We have suggested an algorithm to compute the
stochastic H∞-norm. It builds upon several ideas de-
veloped in the literature, and is the first algorithm,
whose complexity is considerably smaller than that of
a general purpose LMI-solver. We chose to present
the algorithm for the simplest case of just one mul-
tiplicative noise term, which however can easily be
generalized to the class described in appendix A.1.
Already in the simple case, the stochastic H∞-norm
is much harder to compute than the H∞-norm of a
deterministic system, and the computing times are
still very high. We see it as a challenge to come up
with a faster method.
The note also contains some extensions of known
results with new proofs, like the nonstrict stochastic
bounded real lemma and lower bounds for Riccati
solutions.
0 0.47 1 2 3
0
0.5
1
ρ
(γ
)
0 ‖L‖ 1 2 3
−30
−20
−10
0
γ
α
(γ
)
Figure 1: Spectral radius and spectral abscissa of
X+(γ) close to the critical value γ = ‖L25‖ =
0.47241.
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A Appendix
A.1 Generalization
System (1) can be generalized in a straight-forward
manner to the case of multiple noise terms at the
state and the input (see e.g. [10]). Then our system
takes the form
dx = (Ax+ Bu) dt+
ν∑
j=1
(Nx,jx+Nu,ju) dwj (13)
y = Cx+Du , (14)
where Nx,j ∈ Rn×n, Nu,j ∈ Rn×m and the wj are
independent Wiener processes. The Riccati operator
Rγ then takes the form
Rγ(X) = P (X)− S(X)
TQγ(X)
−1S(X) , where
P (X) = ATX +XA+
ν∑
j=1
NTx,jXNx,j − C
TC ,
S(X) = BTX +
ν∑
j=1
NTu,jXNx,j − C
TD ,
Qγ(X) =
ν∑
j=1
NTu,jXNu,j + γ
2I −DTD .
Our basic algorithm and all our considerations carry
over to this case literally. Only the expressions for
Rγ and (Rγ)′X become more technical.
A.2 Proofs
As above, we write
LA : X 7→ A
TX +XA and ΠN : X 7→ N
TXN .
On the space of symmetric matrices we consider the
scalar product 〈X,Y 〉 = traceXY , and note that the
corresponding adjoint operators are
L∗A : X 7→ AX +XA
T and Π∗N : X 7→ NXN
T .
Further facts on Riccati- and Lyapunov-type opera-
tors are cited from [10].
Proof of Corollary 2.4: (iii)⇒(ii) follows from
the definiteness criterion via the Schur-complement.
(ii)⇒(iii): If (ii) holds, then Rγ(X) ≥ 0, and by
[11] there exists a solution X+ ≤ 0 to the equation
Rγ(X) = 0.
(ii)⇒(i): If (4) holds and we replace C and D by
Cε = [ CεI ] and Dε = [
D
0 ], then we get[
ATX +XA+NTXN − CTε Cε XB − C
T
ε Dε
BTX −DTε Cε γ
2I −DTε Dε
]
> 0 .
This implies ‖Lε‖ < γ for the corresponding modified
input-output operator. By ‖Lε‖ → ‖L‖ as ε→ 0, we
obtain ‖L‖ ≤ γ.
(i)⇒(ii): If (i) holds, then ‖L‖ < γ + 1k for all k ∈ N,
k > 0. Hence there exist stabilizing solutions Xk ≤ 0
of Rγ+ 1
k
(X) = 0. Moreover, Xk is the largest so-
lution of (7) with γ replaced by γ + 1k . Hence it
follows that Xk+1 ≤ Xk for all k. If the Xk are
bounded below, then the sequence (Xk) converges
and the limit satisfies the nonstrict linear matrix in-
equality in (iii). Thus it suffices to show bounded-
ness. We assume that the sequence is not bounded,
i.e. ‖Xk‖ → ∞ for k →∞. Consider the normalized
sequence X˜k =
Xk
‖Xk‖
, which – by Bolzano-Weierstrass
– has a convergent subsequence X˜kj with limit X˜ 6= 0.
Then
0 ≤
1
‖Xkj‖
[
(LA +ΠN )(Xkj )− C
TC XkjB − C
TD
BTXkj −D
TC γ2I −DTD
]
j→∞
→
[
AT X˜ + X˜A+NT X˜N X˜B
BT X˜ 0
]
≥ 0 ,
implying BT X˜ = 0 and 0 6= AT X˜ + X˜A+NT X˜N ≥
0. Since, by assumption P > 0, we obtain
0 > trace
(
P (AT X˜ + X˜A+NT X˜N)
)
= trace
(
(AP + PAT +NPNT )X˜
)
= − traceBBT X˜ = 0
which is a contradiction.
Thus, Rγ(X) = 0 has a solution X∞, which is the
limit of the largest and stabilizing solutions Xk of
Rγ+ 1
k
(X) ≥ 0. Thus X∞ is the largest solution of
Rγ(X) = 0 and σ(Rγ)′X∞ ⊂ C− ∪ iR. If γ = ‖L‖
7
then σ(Rγ)′X∞∩iR 6= ∅ and [10, Theorem 3.2.3] yields
that 0 ∈ σ(Rγ)′X∞ . 
Proof of Lemma 2.5:
The controllability Gramian is given by
P = −(LA +ΠN )
−∗(BBT ) .
In the following consider an arbitrary matrix X ≤ 0,
X 6= 0, satisfying (LA +ΠN )(X) = Y ≥ 0. Then
m‖BTXB‖2 ≥ | trace(B
TXB)|
= 〈(LA +ΠN )
−1(Y ),−BBT 〉 = 〈Y, P 〉 .
There exists a vector u ∈ Rm with ‖u‖2 = 1 and
u∗BTXBu = −‖BTXB‖2 . Moreover
uTBTY Bu = 〈Y,BuuTBT 〉 ≤ 〈Y,BBT 〉 ≤ α∗〈Y, P 〉
(15)
for α∗ = ‖BTP †B‖2. To see this, note that the image
of B is contained in the image of P . Hence there
exists a unitary U , such that
αP −BBT = U
[
αP1 −B1B
T
1 0
0 0
]
UT , detP1 6= 0.
The largest zero of χ(α) = det(αP1 −B1BT1 ) is
α∗ = ‖P
−1/2B1‖
2
2 = ‖B
TP †B‖22 .
For α ≥ α∗, we have αP − BBT ≥ 0 which proves
(15).
We set µ(X) = 〈Y, P 〉 = | trace(BTXB)|. Let now
X satisfy (7). With the given data and η > 0 this
implies
0 ≤
[
Bu
ηu
]∗ [
Y XB
BTX γ2I
] [
Bu
ηu
]
= u∗BTY Bu+ 2ηu∗BTXBu+ γ2η2
≤ α∗µ(X)−
2
m
µ(X)η + γ2η2
= γ2
(
η −
µ(X)
mγ2
)2
−
µ(X)2
m2γ2
+ µ(X)α∗
If we assume µ(X) > m2γ2α∗, then the right hand is
negative for η = µ(X)mγ2 , which is a contradiction.
Hence, we have | trace(BTXB)| ≤ m2γ2‖BTP †B‖2.

Proof of Lemma 2.6: Note that Rdetγ1 (X) ≥
Rγ(X) if X ≤ 0 and γ ≤ γ1 and thus every solution
of Rγ1(X) > 0 also satisfies R
det
γ1 (X) > 0. Hence
Rdetγ1 (X) = 0 possesses a stabilizing solution, and,
consequently, also an anti-stabilizing solution X−,
which is the smallest solution of Rdetγ1 (X) ≥ 0. Thus
also X− ≤ X for every solution X of Rγ1(X) ≥ 0.

Proof of Lemma 3.2: We exploit the concavity
of Rγ and the resolvent positivity of (Rγ)′0, see [10].
If ‖L‖ ≤ γ, then there exists X ≤ 0 such that, by
concavity,
0 = Rγ(X) ≤ Rγ(0) + (Rγ)
′
0(X) . (16)
Assume that σ ((Rγ)′0) 6⊂ C−. Then by [10, The-
orem 3.2.3] there exists H ≥ 0, λ ≥ 0, such that
(Rγ)′0(H) = λH . Taking the scalar product of in-
equality (16) with H , we get
0 ≤ 〈Rγ(0), H〉+ λ〈X,H〉 ≤ 0 .
It follows that Rγ(0)H = 0, which implies DTCH =
0 and thus A0H = AH . But then (LA +ΠN )∗(H) =
λH in contradiction to the stability of (A,N). 
A.3 Usage of LMI-solver
The LMI-solver was used as in the following
MATLAB® listing.
1 setlmis([])
2 X = lmivar(1,[n,1]);g = lmivar(1,[1,1]);
3 lmiterm([1 1 1 X],N',N);
4 lmiterm([1 1 1 X],A',1,'s');
5 lmiterm([1 1 1 0],C'*C);
6 lmiterm([1 1 2 X],1,B,'s');
7 lmiterm([1 2 2 g],-1,1);
8 lmisys = getlmis;
9 c = mat2dec(lmisys,zeros(n),1);
10 options = [tol,0,0,0,1];
11 copt = mincx(lmisys,c,options);
12 gamma = sqrt(copt)
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