We consider force-gradient, also called modified potential, operator splitting methods for problems with unbounded operators. We prove that force-gradient operator splitting schemes retain their classical orders of accuracy for time-dependent partial differential equations of parabolic or Schrödinger type, provided that the solution is sufficiently regular.
Introduction
We consider the numerical time-integration of differential equations on the form u t = Au + Bu, u(0) = u 0 ,
evolving on a Banach space X, with the operators A : D(A) ⊂ X → X, B : D(B) ⊂ X → X. Splitting methods are advantageous if the subproblems with only one of the operators can be solved easily. An example of such a problem, where splitting methods often are used, is the time-dependent Schrödinger equation,
If one of the terms is neglected we get the subproblems iv t = −∆v, v(x, 0) = v 0 , ⇒ v(x, t) = e it∆ v 0 , and iw t = V (x)w, w(x, 0) = w 0 , ⇒ w(x, t) = e −itV (x) w 0 .
The operator exponentials are readily computed since the potential V (x) and the Laplacian ∆ are diagonal in coordinate and frequency space, respectively. The combined operator (−∆ + V (x)), however, is not as easily exponentiated. Splitting methods consist in taking small time steps, alternatingly applying the action of the two operators. An s-stage standard splitting method for (1) can be written as u n+1 = Su n , S = s j=1 e bj hB e aj hA ,
where h is the time step and the coefficients a j , b j define the splitting scheme. Throughout this paper products are defined in falling order, i.e., We let C denote a generic constant which may take different values at different occurrences.
We say that a splitting method is of classical order p if the local error estimate (S − e h(A+B) )u ≤ Ch p+1 holds for bounded operators A and B, and sufficiently small time steps h. Such estimates are obtained using Taylor expansion or the Baker-CampbellHausdorff formula [11, Ch. III.5] . They are adequate, for instance, for ordinary differential equations, with u ∈ R N , and A, B ∈ R N ×N . In infinite-dimensional settings, classical error analysis is no longer rigorous since the possibly unbounded operators A and B appear in the remainder. Still, splitting methods often retain their classical order also for such problems. Error estimates which hold independently of the norms of the operators are called stiff estimates. In an early work, Jahnke and Lubich proved that the Strang splitting scheme keeps its second order accuracy for Schrödinger equations [15] . Thalhammer [22] , and Hansen and Ostermann [13] , proved that splitting methods keep their classical order for certain classes of problems with unbounded operators, given that the solution is sufficiently regular. See also [5, 14] , which enables splitting methods of order higher than two for parabolic problems using the theory of analytic semigroups. Using the calculus of Lie derivatives, the theory was extended to non-linear problems in [16, 23] .
If the problem has a particular structure, this can often be used to construct more efficient methods. One example is Runge-Kutta-Nyström methods [3, 11] , which apply when commutators of the operators satisfy [B, [B, [A, B] ]] = 0. This reduces the number of order conditions, and gives more freedom to the choice of method coefficients. In this paper we will study force-gradient methods, which were proposed by Suzuki [20, 21] . They rely on the same commutator assumption as Runge-Kutta-Nyström methods, and in addition that [B, [A, B] ] can be conveniently evaluated. A general force-gradient method for the problem (1) reads
The perhaps most used force-gradient scheme is the fourth order method of Chin [6, 8, 9] , with s = 3. An attractive property of the Chin scheme is that all its coefficients are real and non-negative. The method can therefore be used both for parabolic and Schrödinger-type problems. Force-gradient methods of order higher than four have been derived, e.g., by Omelyan et al. [18] . These methods do however have some negative coefficients. This makes them unsuitable for parabolic problems, which cannot be solved backwards in time. Chin has proven that a 6th order force-gradient method necessarily has negative coefficients, unless higher order commutators are included in the scheme [7] . As for standard splitting methods, this order barrier can be circumvented if the coefficients are allowed to be complex-valued. In [1] , Bader et al. derive several high order forcegradient schemes with complex coefficients with positive real parts, suitable for parabolic problems.
In this paper we derive stiff order conditions for force-gradient methods. That is, conditions under which the methods are of a certain order of accuracy also for unbounded operators. We then prove that the stiff order conditions are equivalent to the classical ones, as long as the exact solution is sufficiently regular. The result holds for parabolic and Schrödinger-type partial differential equations. Problems where force-gradient methods are applicable can be found in those classes, since [V, [∆, V ]] = −2|∇V | 2 . The remainder of this paper is organised as follows. In Section 2 we specify the assumptions on the operators and the regularity requirements, and state local and global error estimates. The global estimate follows directly from the local estimate and the assumptions. The local error estimate, which is the main result of this paper, is proven in Section 3. In Section 4 we use the calculus of Lie derivatives to show how force-gradient methods can be used for nonautonomous problems. We conclude the paper with numerical experiments in Section 5, which corroborate the theoretical results.
Statement of the error estimate
In this section we list the assumptions we rely on and prove the global error estimate, Theorem 2. The global estimate relies on a local error estimate, Theorem 1, which we will prove in Section 3. The first assumption specifies the classes of problems under consideration. In particular, linear autonomous problems of parabolic and Schrödinger type are included. Assumption 2. For a force-gradient splitting method of classical order p, assume that 
and that the exact solution to (1) resides in the space Y p .
For a problem with smooth, bounded potential we get the standard Sobolev spaces Y p = H p . Under these assumptions we can prove the following local and global error estimates. Theorem 1. Assume that Assumptions 1 and 2 hold, and that the coefficients a j , b j , c j define a force-gradient operator splitting scheme of classical order p. Assume further that the coefficients reside in R if (1) is of Schrödinger type, or in Σ θ if parabolic. Then, the scheme satisfies the local error estimate
also for unbounded operators A and B.
Proof. We will prove this result in Section 3.
Theorem 2. Assume the conditions of Theorem 1. Then, the force-gradient operator splitting scheme (3) satisfies the global error estimate
Proof. By Assumption 1, S X←X ≤ e ch for some c. Using this in connection with the local error estimate, the result follows through a standard Lady Windermere's fan argument [12, Ch. II.3] . See, e.g., [13, Thm. 2.3] for a proof of a much similar result.
Proof of the local error estimate
This section is devoted to the proof of Theorem 1. The line of attack is as follows. First, we summarise the proof of a similar result [22] , a local error estimate for standard splitting methods on the form (2). This introduces notation and techniques which we will use when we extend the proof to force-gradient methods. Second, we take the commutators [B, [A, B] ] into account, and manipulate the expressions so that they fit in the framework of the stiff order conditions for standard methods. Finally, we observe that the stiff order conditions hold if and only if the classical order conditions do.
Since regularity is assumed uniformly in time, we can without restriction consider the error in the first time step, e 0 = (S − e h(A+B) )u 0 . As a first step, we express the exact and approximate solutions in forms that facilitate comparison. Repeating calculations from [22] , we express the exact solution after one time step as
with τ = (τ 1 , . . . , τ k ), τ 0 = h, and
The integrals are evaluated over the domains
and the remainder term reads
Throughout this section, we let R p+1 and R p+1 denote arbitrary linear combinations of terms on the form
with the linear operator χ bounded Y p → Y p . By Assumption 2, this means that R p+1 X ≤ Ch p+1 . Note that R p+1 = R p+1 . Now, if we define
the approximate solution can be expressed similarly,
Here,
with λ = (λ 1 , . . . , λ k ) ∈ N k and λ 0 = s. The remainder term reads
The function ϕ j (z), which appear in the remainder, is defined recursively as
and κ λ and κ j,λ are well-behaved expansion coefficients. The expression
Aj is a bounded operator Y p → Y p due to (6) , and therefore r p+1 = R p+1 . The values of κ λ are of lesser importance, but κ λ appears in the order conditions. If
and
The local error can now be expressed as
In [22] it was shown how each of the terms in (9) could be bounded separately, yielding the desired result for a standard operator splitting scheme. For forcegradient methods this is not possible since some of the order conditions for standard splitting schemes are violated. Error cancellation between the terms will instead recover the desired order of accuracy. We start off ignoring this, and re-derive the order conditions for a standard method. After that, we investigate how corrections from the [B,
In what is coming, we need some notation for multi-indices.
is zero as long as the consistency condition s j=1 a j = 1 is fulfilled. Taylor expansion of the integrands in (7) gives
with the remainder
and k,n+1 = R n+1 . The expansion coefficients in (10) can be evaluated as
and the partial derivatives of g k are
Next, we let Q
and Taylor expand that. Defining
the kth order error term reads
We thereby achieve pth order of accuracy if α s = 1 and
These are the stiff order conditions for standard operator splitting methods derived in [22] . For force-gradient methods these conditions are typically violated, since the contributions from C j are not yet taken into account. We will next extend the proof to address that. The key observation is that changing a B 
cf. (11). We introduce the operators D
with µ ∈ N k , τ ∈ R k , and
With this notation we can write
(13) We expand the products in (13) , and order the terms with respect to the number of D-operators in them. We let
k as before and
The point with this notation is that the error now can be expressed as
The disregarded terms
are of the form R q , with q ≥ p + 1, and can thereby be controlled. With this formulation, we require no cross-cancellation between the terms
In order to match terms with the same derivative of g k we Taylor expand Q
We rewrite this as
Terms with µ − e ν / ∈ N k are excluded from the summation. Similarly in the general case,
, with all the elements λ lj , j = 1, . . . , m, doubled. In order to turn this expression inside out we need to introduce some notation. Let B = {0, 1}, and define the function ν :
Then the product of binomials above can be expanded as
We can now rewrite the expression for Q
.
As before, terms with µ − ν(l, v) / ∈ N k are omitted from the summation. Assuming the consistency condition α s = 1, we can write the local error as
Noting that
we can write the stiff order conditions for force-gradient methods as
for all k = 1, . . . , p, σ = 1, . . . , p − k. Note the similarity with the order conditions (12) for standard splitting methods. Note also that terms in (15) can be matched using the properties of commutators, in particular the Jacobi identity and the assumed relation Finally, by repeating the arguments from [22] , one can show that the conditions (15) are equivalent to the classical order conditions. We assume that A and B are bounded operators, e.g., square matrices of fixed size, and claim that (15) are sufficient and necessary conditions for pth order convergence. They are sufficient conditions for bounded operators, since they are for unbounded. By Taylor expanding e hA in the partial derivatives of g k (0) in (14) and collecting terms of similar order in h, we see that the conditions are necessary also for non-stiff problems.
Generalisation to non-autonomous problems
Using the calculus of Lie derivatives [11, Ch. III.5] , the results presented in this paper can be generalised to non-linear problems. That is, the proofs of the theorems are readily repeated, but computing the flows of the subproblems might not always be practical. The requirement that the commutator [B, [A, B] ] should be easy to handle is also restrictive. The practical use of force-gradient methods for non-linear problems is therefore limited. The non-linear framework does, however, provide a convenient way of generalising the results to nonautonomous linear problems. That is the goal of this section.
Given two non-linear operators A, B : D ⊂ X → X, the Lie derivative D A of A and its exponential are defined by
is here the exact flow of the differential equation u t = A(u) from t = t 1 to t = t 2 , and B (u) denotes the Fréchet derivative of B(u). Taking B as the identity mapping yields
The Lie commutator [D A , D B ] will be an essential tool in the following. It is defined through
1 A Matlab script for evaluating the expressions Eµ is available upon request.
To generalise Theorems 1 and 2 to non-linear problems on the form
we only need to assert that the problem satisfies a modified Assumption 2. In the modified assumption, (4)- (5) are replaced by
for k = 1, . . . , p + 1. Provided that this holds, the proofs can be carried out as previously, only with the order of the exponentials reversed.
We will now show that this assumption holds for non-autonomous linear problems 
The Fréchet derivatives of F and G are then
and the iterated Lie commutators can be determined as
We can conclude that in order to fulfil the modified Assumption 2 we, in addition to the conditions from the autonomous case, must require the operators A and B to be temporally smooth. This is a reasonable requirement. The force-gradient correction similarly evaluates to
Since B(s) commutes with itself evaluated at any other time, it also commutes with its time derivative. The commutator in (17) is the same commutator as in the autonomous problem, evaluated at a single point in time. Furthermore, since the operator A evaluated at different times commutes, its exponentiation is given by the first term of its Magnus series,
In a computational context, it is sufficient to approximate the integral in the exponent with a pth order quadrature rule. Using the recurrence relation (8) 
Note that it is possible to introduce time as an auxiliary variable in several ways [2] . One may even prefer to use more than one auxiliary variable. In connection with force-gradient methods, however, the arrangement (16) seems the most practical. The reason for this is that we want time to "stand still" while G(U ) is integrated, otherwise the commutator (17) will become complicated.
When using schemes with complex coefficients for non-autonomous problems, one may have to evaluate the operators at complex times. This can lead to poor conditioning. In order to circumvent this difficulty, Blanes and Seydaoglu suggest methods with a j ∈ R + , b j ∈ Σ θ [4] . No force-gradient method with this property (and c j ∈ Σ θ ) of order higher than four has to our knowledge been proposed, but could in principle be derived.
Numerical experiments
Preservation of the classical order for force-gradient schemes applied to partial differential equations have been observed previously. The Chin scheme, with s = 3 and 
was studied for the Schrödinger equation in [8, 9] . In [19] , fourth order accuracy was observed for a non-autonomous Schrödinger-like problem in four dimensions. For completeness, we present convergence studies for the Chin scheme applied to the two-dimensional Schrödinger-type and parabolic problems iu t = − 1 2 ∇ · A(t)∇u + V (x, t)u, u t = ∇ · A(t)∇u + V (x, t)u, on x ∈ [−π, π] 2 . We use periodic boundary conditions and the Gaussian initial condition u(x, 0) = e −5 x T x .
The matrix A and the potential V are given by A(t) = e t 0 0 e −t , V (x, t) = 2 − cos(x 1 ) − sin(t) cos(x 2 ).
We discretise in space with the Fourier pseudospectral method [10, 17] using 256 grid points per dimension. We compare to a reference solution, which is computed with ∆t = 2 −10 . The results, which confirm the 4th order convergence, are displayed in Table 1 . 
