Image matching has been one of the most fundamental and active research areas in computer vision community. In this field, existing evaluation protocols overemphasize feature design and ignore the performance of image level matching. However, the latter is critical for many high-level vision and robotics tasks. To address this, we present the first application-oriented image matching benchmark to facilitate the analysis of matching algorithms in application level. In addition, we construct a large-scale dataset of real-world images that covers a wide range of scene types, on which stateof-the-art matchers (local features with correspondence selection methods) are exhaustively evaluated and analyzed. Moreover, we demonstrate the effectiveness of a simple technique which is readily pluggable into any matching system to improve performance. The results and analysis will provide researchers with a practical guide to utilizing and improving image matching. Finally, we will release our evaluation code on the GitHub.
Introduction
Image matching aims at discovering correspondences between different views of an object or scene. These correspondences have important implications for vision and robotics applications. For example, they allow for image registration in Structure-from-Motion (Schonberger and Frahm 2016) ; initialization, tracking, and mapping in SLAM (Mur-Artal, Montiel, and Tardos 2015) ; as well as Image Retrieval (Datta et al. 2008 ). However, most matching benchmarks focus on local features (Mikolajczyk and Schmid 2005) , with few benchmarks evaluating overall matching performance. Therefore, in this work, we present a novel benchmark for image matching. Since image matching is widely used in vision tasks, we hope that feature matchers can be evaluated in application level. For this purpose, we analyze application requirements and propose proper metrics to evaluate how matching performance impacts these tasks. Based on this, we say that our benchmark is application-oriented.
This paper seeks to provide researchers with practical knowledge of feature matching performance. To achieve this, we create a large and extensible dataset of real-world images. The dataset covers a wide range of scene types, as showed in Fig 2, Figure 1 : Image matching pipeline. Existing evaluation protocols carefully investigate local features but ignore the performance of image level matching. However, the latter is critical for many high-level vision and robotics tasks. Thus, we present the first application-oriented benchmark for evaluating image matching in application level.
non-planar objects, urban buildings, street views, and so on, in which image sizes are also different. The dataset consists of many image sequences, on which we construct image pairs according to different tasks, involving video frame matching and unordered image matching. In addition, we provide easy-to-use tools for converting popular large-scale SLAM and SfM datasets to image sequences in our format, so more data-specific evaluation can be performed by researchers. On our benchmark, state-of-the-art image matching algorithms are evaluated. By carefully comparing algorithms in different metrics, we provide an application-level analysis of feature matchers. Moreover, we verify a simple approach that was used in the GMS matcher (Bian et al. 2017 ) to improve matching performance. Experimental results demonstrate that it is general for different features and can be readily pluggable into matching systems for improving performance. We hope that our work will be a useful guide for researchers and engineers to utilize and design matching algorithms. Finally, for research purpose, we provide our evaluation protocols on the GitHub as open sources.
The contributions of this work are multi-fold: • Application-oriented Benchmark: We set up the first application-oriented benchmark for evaluating and analyzing image matching algorithms in application level.
• Public Available Dataset: We create a large-scale and extensible dataset which consists of real-world images and covers many scene types, providing a basis for exhaustively evaluating feature matchers.
• Performance Evaluation: Comprehensive evaluation of different state-of-the-art matchers are carried out in the same framework and deep analyses are provided. Conclusions herein can be used as general guidelines to design practical image matching systems and also advocate potential future research directions in this field.
• Matching Performance Boosting: We show a simple method and demonstrate that it can be readily pluggable into matching systems for boosting performance.
Image Matching
The wealth of research in this area is such that we cannot give an exhaustive review. Instead, we will focus on describing the most important threads of research on feature detection, extraction, matching, correspondence selection and geometry verification in a typical image matching pipeline as illustrated in 
Feature detection and extraction
Detectors (Harris and Stephens 1988; Rosten, Porter, and Drummond 2010) are proposed to discover where interest points lie in images and descriptors (Alahi, Ortiz, and Vandergheynst 2012; Yi et al. 2016) 
Correspondence Selection
Nearest-neighbor matching may result in highly noisy matches, which may degenerate the whole performance of high-level computer vision tasks. In order to select good correspondences, we investigate two methods including RATIO and Gird-based Motion Statistics (GMS in short) (Bian et al. 2017) . RATIO compares the distance of two nearest features and select correspondences whose ratios are lower than certain threshold (usually from 0.6 to 0.8). The rationale behind this is to recognize distinctive features as it is more likely for them to have an accurate matching. RATIO sees heavy use in Structure-from-Motion and other systems due to its effectiveness and high efficiency. GMS is proposed recently to select correspondences by encapsulating motion smoothness constrain as the statistical likelihood of a certain number of matches in a region, and it provides an ultra-robust correspondence system with comparable speed compared with RATIO. Although our benchmark evaluation is independent of the correspondence selection backbone, we exclude several complicated techniques such as (Lin et al. 2016; in our setting because they are far away from enabling real-time image matching.
Geometry Verification
Geometry relation between different images viewing the same scene can be represented by Epipolar Geometry and Homography. The former is general in all types of 3D scenes while the latter is only applicable to planar scenes. Given selected correspondences, the geometry can be estimated by off-the-shelf pose estimation algorithms (Hartley 1997; Nistér 2004) . Robust RANSAC (Chum and Matas 2005) techniques draw samples from progressively larger sets of top-ranked correspondences and achieve large computational savings. It works in an iterative way where correspondences that disobey the estimated geometry relation are regarded as outliers and removed. In our experiments, the fivepoints estimator (Nistér 2004) with robust RANSAC framework, both from OpenCV library, are used to perform geometry verification.
Benchmark
Our application-oriented benchmark, as aforementioned, covers a wide range of geometry and similarity related tasks, where the former includes image based localization, tracking, reconstruction as well as image stitching, and the latter covers image retrieval, visual place recognition and so on. We further introduce several metrics to investigate the merit of a matching system in the sense of robustness, accuracy, sufficiency and efficiency which are elaborated in the following section.
Requirements
Although different tasks have different requirements for image matching, we propose following four general points to describe them as well as possible. Image matching should be robust. This point means that images of the same scene should be matched successfully. In the sense that there are a few correct correspondences between two views of a scene, which is a fundamental requirement for image matching. Image matching should be accurate. Accuracy of proposed correspondences are important, for instance, which directly impacts on the precision of 3D models in image based reconstruction. Therefore, image matching should be as accurate as possible.
Verified correspondences should be sufficient. The number of verified correspondences are vital for both geometry and similarity related applications. For example, in Structure-from-Motion problem, separated models would not be fused if insufficient correspondences are proposed. In addition, the number of correspondences implies the similarity of two images, providing a basis for similarity related tasks. To this end, we argue that verified correspondences should be adequate.
Image matching should be fast. Image matching are often used in real-time systems such as SLAM or in large-scale databases where speed is of vital importance. Currently, there exist significant performance gap between slow but robust feature matchers and the much faster real-time ones. Through advocation of high-speed matching techniques in this benchmark, development of fast variants from highquality but slow matching methods are highly appreciated.
Metrics
Success ratio / Pose error thresholds (SP). Success ratio is the ratio of correctly matched pairs in all image pairs, and it implies the robustness of feature matchers. In order to determine whether a pair of images are matched successfully or not, we recover the relative camera pose according to estimated geometry and compare it with ground truth. Hence, image pairs whose pose error are less than the threshold are recognized as correct pairs. Here, pose error includes rotational error and translational error. Due to the fact that the relative scale of two images are unknown, translational error is measured by the error angle in degrees as well, as done in rotational error. By gradually increasing the error threshold in degrees, the trend of success ratio implies the accuracy of matchers. In the case of that we don't know the number of total pairs that should be matched, like in unordered image matching tasks, we use the absolute correct number of image pairs as the metric.
Averaged verified match numbers / Pose error thresholds (AP). Same with SP, we use pose error to verify the correctness of an image matching. Given an error threshold, we collect all correct image pairs and calculate the mean verified match numbers of them. This metric implies how many correspondences can be retrieved when image pairs are matched successfully. Of course, the higher, the better.
Consumption time. Consumption time of matchers includes feature extraction time, and the next whole matching time. As in different applications, feature detection is different. For example, we need extract features twice for matching a pair of images, but only detect features once when matching video frames. In addition, feature detection is performed separately in Structure-from-Motion systems. (06) 02-teddy (07) Construct image pairs. In video matching, image pairs are often short-baseline, so we crop the video sequence into m fragments and each fragment contains k frames. The first image of each fragment is matched to next k − 1 frames. We set k as 15 in TUM sequences and 5 in KITTI sequences because the images in TUM dataset are captured at a high frame rate (30 fps).
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Unordered Images
Data collection. Unordered image matching is usually performed in Structure-from-Motion like problems. However, most SfM datasets such as (Agarwal et al. 2011) , do not provide accurate camera poses as ground truth for evaluation. Therefore, other than exploiting Strecha (Strecha et al. 2008) SfM dataset, which fortunately provides ground truth, we also construct unordered images by sampling TUM video sequences. Sequence 05 is the biggest sequence in Strecha dataset and that captures a castle with high resolution (3072×2048). Sequences 06-08 are downsampled from sequence 01-03, where the first image of per 15 frames are collected.
Construct image pairs. In this experiment, each image is matched to next images in the sequence. Thus, total n * (n − 1)/2 pairs are constructed, where n is the number of images in the sequence. Noted that not all image pairs could be matched correctly, since they may view different scenes.
Experiments Introduction
We evaluate 6 local features with 2 fast correspondences selection strategies, so total 12 feature matchers. Here, features include SIFT (Lowe 2004 Correspondences selection methods include RATIO as well as GMS (Bian et al. 2017) The ratio threshold is 0.8 and threshold of GMS is 6 (default value). To find nearestneighbor features, FLANN (Muja and Lowe 2009 ) is used for non-binary SIFT, SURF, and KAZE features, and Brute-Force matching with hamming distance is performed for binary ORB, AKAZE, and BRISK features.
Five-points method (Nistér 2004) with the robust RANSAC framework (Chum and Matas 2005) is employed to estimate geometry and remove outliers. All implementations, including local features, matching, and pose estimation, are from OpenCV library. The code runs on the same CPU (i7-4930K) with 16GB memory, where we use (OpenCV) default parameter setting for all algorithms. Note that there is a parameter in ORB feature, numbers, that limits the maximum numbers of detected interest points. For fair comparison, we set a large value (100,000) to remove such limitations.
Results
Experimental results are showed in Fig 3, where X axis means the pose error threshold in degrees. SP curves illustrate matchers' accuracy and robustness, and AP curves display the mean number of verified correspondences. Features are labeled by different colors, and correspondence selection approaches are labeled by different types of lines.
The video matching results on sequences 01-03 are showed in subfigure (a). In this experiment, SURF, KAZE, and SIFT features with RATIO show higher performance than other matchers in SP curves, and ORB feature with GMS outperforms others by a large margin in AP curves. Results on sequence 04 are showed in subfigure (b), where the similar trend occurs. Here, all matchers get obviously better performance than that in subfigure (a). The reason is that images in KITTI dataset are more easily to be matched than that in TUM dataset, due to the shape, size, and scene types of images.
Subfigure (c) shows results of unordered images matching on sequence 05. In the figure, SURF feature with GMS outperforms other matchers in SP curves, and meanwhile achieves competitive performance with ORB-GMS matcher in AP curves. Experimental results on sequence 06-08 are showed in subfigure (d). Here, KAZE feature with RATIO shows obviously higher performance than other matchers in SP curves, and ORB-GMS matcher consistently shows the best performance in AP curves.
The time consumption of algorithms are illustrated in Tab 2, in which all methods are tested on the same CPU (i7-4930K) with 16GB memory. Features are compared in terms of detected interest-points and extraction time, and the best three features in each type of images are labeled by red, green, and blue colors, respectively. Correspondence selection methods (RATIO and GMS) are compared in terms of time consumption, and the better one is labeled by bold. From the table, one can find that ORB feature is fast and can consistently discover higher number of interest points than other features. In addition, we discover that GMS has comparable speed with RATIO, and is even faster than the latter when the number of features is large. The reason is that GMS only needs to find 1 nearest feature for each point while RATIO has to find 2 neighbors. Noted that we perform brute-force matching for binary features, including AKAZE, ORB and BRISK, ant it can be accelerated significantly by using GPU in real-time applications.
Method Comparison
According to the experimental results showed in Fig 3 and Tab 2, we compare matching approaches in different views. Feature comparison in accuracy, robustness, and efficiency. Non-binary SIFT, SURF, and KAZE features usually outperform binary ORB, AKAZE, and BRISK features in terms of accuracy and robustness. However, the computational cost of detecting non-binary features are much higher than that of detecting binary features. Due to the fact that KAZE finds features in a nonlinear scale space, it even sometimes outperforms SIFT and SURF in accuracy and robustness. Of course, this causes that the former has higher computational cost than the latter.
Feature comparison in verified correspondences. ORB feature consistently outperforms other features by a large margin in terms of the number of verified correspondences. The reason is that ORB feature can discover more interest points, even from small (VGA resolution) images. In addition, SURF feature can also detect a large number of interest points in high-resolution images with strong textures (Strecha dataset). Therefore, in subfigure(c), SURF feature gets competitive performance with ORB feature in AP curves.
Correspondence selection methods comparison. RATIO recognizes distinctive features and propose their correspondences, which is independent and steady. GMS queries correspondences who are smooth with their neighbors in motion space, so the method depends on the number of features. In terms of accuracy and robustness, RATIO outperforms GMS when features are sparse, and GMS outperforms RA-TIO when features are dense. Regarding the number of verified correspondences, GMS consistently outperforms RA-TIO with most features. GMS has competitive speed with RATIO, and it is even faster than RATIO when feature numbers are large.
Application-level analysis
In this section, we we make analysis of algorithms in different applications, according to the method comparison results we get.
Image Stitching like problems. In Image Stitching like problems, only several image pairs need to be matched, so efficiency is not so critical. It is a good idea to choose accurate non-binary features such as KAZE, SIFT, and SURF, which can allow for robust and high-precision matching and stitching. Due to the fact that these features usually detect sparse interest points, we suggest researchers to use RATIO for correspondence selection.
Similarity related problems. Similarity related matching problems include Image Retrieval, Loop Closing, and Vi-sual Place Recognition. In this type of problem, efficiency and verified correspondences are of vital importance. Regarding the efficiency requirement, we think that it would be fine if binary features are employed. In binary features, we recommend researchers to use ORB feature in similarity related problems because it can detect much more interest points than other features consistently. Usually, in this area, Bag-of-Words (Csurka et al. 2004 ) techniques are used to query similar images. This technique is fast but not accurate. Thus, we suggest that GMS method can be used to match images and perform a fine re-ranking after a few images are retrieved by BoW.
Visual SLAM problems. Geometry and similarity related problems both occur in Visual SLAM systems, where efficiency are also critical. Under these restrictions, we suggest that using ORB feature is a good solution, since which gets the best trade-off between performance and efficiency. From the experimental results, we can find that ORB feature has comparable accuracy with expensive features in video matching and outperforms them by a large margin in both verified correspondences and speed of feature extraction. They are rich correspondences that significantly improve tracking, loop closing, and re-localization in SLAM. In fact, ORB-SLAM (Mur-Artal, Montiel, and Tardos 2015) is the best demonstration of the effectiveness of ORB feature in SLAM problems. Moreover, we suggest that GMS can be used to perform initialization in Monocular SLAM mode, since large number of verified correspondences can allow for creating a dense initial 3D map.
Structure-from-Motion problems. Structure-from-Motion has similar requirements with Visual SLAM. The difference is that the former usually needs more accurate matching, and its efficiency requirement is not as restrict as that of the latter. Therefore, Accurate features such as SIFT, SURF, and KAZE features, are widely used to reconstruct high- precision 3D models. However, this often leads to incomplete reconstruction because these features are too sparse. We denote that feature numbers and thus the number of verified correspondences are important to the SfM system. CODE ) enables high-quality reconstruction by using ASIFT feature (Morel and Yu 2009 ), and we suggest that it can be used to match images when database is not too large. For efficiency, we suggest that GMS can also be employed as an alternative to CODE. However, for largescale reconstruction, dense features would bring about huge computational cost. Thus, the sparse feature with RATIO is still a dominate solution.
Additional Experiments
In GMS (Bian et al. 2017 ) matcher, authors use ORB feature with an extremely low threshold (set "fastThreshold" as 0 in ORB feature) to detect more interest points, and results in amazing matching performance in both accuracy and robustness. We suspect whether it is a general idea to improve matching quality by just lowing features' threshold and increasing feature numbers. Therefore, we set up an additional experiment to verify it. Introduction. In order to detect more interest points, we decrease the threshold of local features as in GMS. The parameter change is listed at the following table. Then, we evaluate all matchers again on TUM sequences (01-03) and (06-08), since these images are at low resolution and we hope that more interest points are detected in this scenario. Results. The additional experimental results are showcased in Fig 4. Compared with subfigure (a, d) in Fig 3, one can find that almost all matchers get an obvious improvement in both SP and AP curves. In the case of video matching, as showed in subfigure (a), most matchers acquire high-quality matching performance in SP curves. The results imply that accuracy and robustness gap between features can narrowed by decreasing the threshold of features when matching video frames. At the same time, more feature points can boost the robustness of high-level tasks, as we described. This has important implications for developing Visual SLAM like problems.
We discover that SIFT feature with RATIO nearly does not get improvement in accuracy and robustness when matching unordered images, as showed in subfigure (b). This may be caused by the internal mechanism of Gaussian scale space. An interesting result is that SIFT-RATIO outperforms most matchers in original experiment, as showed in Fig 3, while being defeated by most features with RATIO in the new experiment. This demonstrates that most features' matching ability can be improved by just decreasing their threshold and accepting more weak features. In this scenario, ORB feature with GMS gets obvious improvement in SP curves and outperforms most matchers, as showed in subfigure (b), because GMS can translate high match numbers to high match quality.
Conclusion
In this paper, we propose an application-oriented benchmark as well as a large-scale and extensible dataset for image matching. State-of-the-art feature matching algorithms are exhaustively evaluated on our benchmark. Throughout the evaluation, we carefully compare local features and correspondence selection methods on different metrics, and analyze matching techniques in application level. In addition, by setting up an additional experiment, we demonstrate the effectiveness of a simple technique that can be used to improve the performance of image matching and be readily pluggable into any matching system. The results and analysis provide researchers and engineers with practical knowledge of image matching and guide them develop more excellent high-level applications. Finally, we will release our source code on the Github.
