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In systems of programmable matter, we are given a collection of simple computation elements (or particles)
with limited (constant-size) memory. We are interested in when they can self-organize to solve system-wide
problems of movement, configuration and coordination. Here, we initiate a stochastic approach to developing
robust distributed algorithms for programmable matter systems using Markov chains. We are able to leverage
the wealth of prior work in Markov chains and related areas to design and rigorously analyze our distributed
algorithms and show that they have several desirable properties.
We study the compression problem, in which a particle system must gather as tightly together as possible,
as in a sphere or its equivalent in the presence of some underlying geometry. More specifically, we seek fully
distributed, local, and asynchronous algorithms that lead the system to converge to a configuration with
small boundary. We present a Markov chain-based algorithm that solves the compression problem under the
geometric amoebot model, for particle systems that begin in a connected configuration. The algorithm takes as
input a bias parameter λ, where λ > 1 corresponds to particles favoring having more neighbors. We show that
for all λ > 2 +
√
2, there is a constant α > 1 such that eventually with all but exponentially small probability
the particles are α-compressed, meaning the perimeter of the system configuration is at most α · pmin , where
pmin is the minimum possible perimeter of the particle system. Surprisingly, the same algorithm can also be
used for expansion when 0 < λ < 2.17, and we prove similar results about expansion for values of λ in this
range. This is counterintuitive as it shows that particles preferring to be next to each other (λ > 1) is not
sufficient to guarantee compression. Since its first appearance in the conference version of this paper, we
have further validated this new stochastic approach in subsequent works by using it to provably accomplish a
variety of other objectives in programmable matter.
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and Markov chains.
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1 INTRODUCTION
Many programmable matter systems have recently been proposed and realized — modular and
swarm robotics, synthetic biology, DNA and molecular programming, and smart materials form an
incomplete list — and each is often tailored toward a particular task domain or physical setting.
We abstract away from specific settings and instead describe programmable matter as a collection
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of simple computational elements (called particles) with limited computational power. These par-
ticles individually execute fully distributed, local, asynchronous algorithms to collectively solve
system-wide problems of movement, configuration, and coordination. We assume a formal model
of programmable matter known as the geometric amoebot model (discussed in Section 1.3 and
formalized in Section 2.1), where particles occupy vertices of the triangular lattice G∆ (Fig. 1a) and
move along its edges.
We desire for a particle system to compress, gathering tightly together, approaching a sphere
or its equivalent in the presence of some underlying geometry. Formally, the compression problem
seeks a reorganization of a particle system (via asynchronous local particle movements) such that
the system converges to a configuration with small boundary, where we refer to the total length of
this boundary as the perimeter of the configuration. This compression phenomenon is often found
in natural systems: fire ants form floating rafts by gathering in such a manner, and honey bees
communicate foraging patterns by swarming within their hives. While each individual ant or bee
cannot view the group as a whole when soliciting information, it can take cues from its immediate
neighbors to achieve cooperation.
It is with this motivation that we present a distributed algorithm for compression under the
geometric amoebot model that is derived from a Markov chain process. Because our distributed
algorithm comes from aMarkov chain, we are able to leverage established techniques from stochastic
processes to analyze it and provide guarantees about its behavior. The stochasticity of Markov
chains also implies that our distributed algorithm is inherently robust and oblivious, two desirable
properties of distributed algorithms.
1.1 Our Approach
We solve the compression problem via the stochastic approach to self-organizing particle systems. We
introduced this approach in the conference version of this paper [10], and have since successfully
applied it to other problems (e.g., [2, 9]). At a high level, we first define an energy function that
captures our objectives for the particle system. We then design a Markov chain that, in the long
run, favors particle system configurations with desirable energy values. Care is taken to ensure
this Markov chain can be translated to a fully distributed, local, asynchronous algorithm run by
each particle individually.
The motivation underlying the design of this Markov chain is from statistical physics, where
ensembles of particles similar to those we consider represent physical systems and demonstrate that
local micro-behavior can induce global, macro-scale changes to the system [5, 6, 47]. Like a spring
relaxing, physical systems favor configurations that minimize energy. Each system configuration σ
has energy determined by a Hamiltonian H (σ ) and a corresponding weightw(σ ) = e−B ·H (σ ), where
B = 1/T is inverse temperature. Markov chains have been well-studied as a tool for sampling
system configurations with probabilities proportional to their weightw(σ ), where configurations
with the least energy H (σ ) have the highest weight and are thus most likely to be sampled.
In our stochastic approach to self-organizing particle systems, we introduce a Hamiltonian H (σ )
over particle system configurations σ that assigns the lowest values to desirable configurations;
we then design a Markov chain algorithm to favor these configurations with small Hamiltonians.
To solve the compression problem, we let H (σ ) = −e(σ ), where e(σ ) is the number of edges
induced by σ , i.e., the number of lattice edges in G∆ with both endpoints occupied by particles.
Setting λ = eB , we get w(σ ) = λe(σ ). In Section 2.3, we will show that favoring induced edges
is equivalent to favoring shorter perimeter. Thus, as λ gets larger (by increasing B, effectively
lowering temperature), we increasingly favor configurations with a large number of induced edges,
which are those that are compressed.
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Using a Metropolis Filter (Section 2.4), we can design a Markov chainM that uses only local
moves and eventually reaches a distribution that favors configurations proportional to their weight
w(σ ). That is, we design M such that the eventual probability of the particle system being in
configuration σ isw(σ )/Z , where Z = ∑σ ′w(σ ′) is a normalizing constant known as the partition
function. In this stationary distribution ofM, a configuration with more edges — and smaller H (σ )
— occurs with higher probability. We then use tools from Markov chain analysis to prove the
even stronger statement that non-compressed configurations occupy only an exponentially small
fraction of this stationary distribution. Because we carefully designM to use only local moves,
it can be implemented in a distributed, asynchronous setting by a (decentralized) self-organizing
particle system.
This stochastic approach to developing distributed algorithms for programmable matter is
applicable beyond the compression problem; it has the potential to solve any problem where the
objective can be described as minimizing some energy function, provided changes in that energy
function can be calculated with only local information. In Section 6, we give a more detailed
discussion of what properties this energy function needs to be amenable to our approach.
1.2 Our Results and Techniques
Formally, we present a Markov chainM for compression under the geometric amoebot model. We
show thatM can be directly translated into a fully distributed, local, asynchronous algorithm A:
when each particle independently executes the steps of A, the overall behavior of the system is
equivalent to that of the processM. BothM and A start in an arbitrary system configuration
σ0 of n particles that is connected. A bias parameter λ is given as input, where λ > 1 corresponds
to particles favoring having more neighbors. Markov chainM is carefully designed so that the
particle system always remains connected and no new holes form. Furthermore, to allow us to
apply many of the standard tools of Markov chain analysis, we prove M is eventually ergodic.
While the proofs of these two facts mostly use only first principles, we emphasize they are far from
trivial; working in a distributed setting necessitates carefully defined protocols for local moves that
make these proofs challenging.
As the particles individually execute distributed algorithmA, the unique stationary distribution π
ofM is eventually reached. In this stationary distribution, the probability that the system is in any
particular configuration σ is given by π (σ ). We prove that for all λ > 2 + √2, there is a constant
α = α(λ) > 1 such that at stationarity, with all but a probability that is exponentially small (in n,
the number of particles), the particle system is α-compressed, meaning the perimeter is at most α
times the minimum perimeter for n particles pmin = Θ(√n). In fact, for any α > 1, our algorithms
can accomplish α-compression by setting λ to be large enough.
We additionally show the counterintuitive result that λ > 1 is not sufficient to guarantee
compression, even when there are a large number of particles. In fact, for all 0 < λ < 2.17, there is a
constant β < 1 such that at stationarity, with all but exponentially small probability, the perimeter
is at least a β fraction of the maximum perimeter pmax = Θ(n). We call such a configuration
β-expanded. This implies that for any 0 < λ < 2.17, the probability that the particle system is
α-compressed is exponentially small for any constant α > 1.
The key tool used to establish compression and expansion is a careful Peierls argument, used
in statistical physics to study non-uniqueness of limiting Gibbs measures and to determine the
presence of phase transitions (see, e.g., [25]), and in computer science to establish slow mixing
of Markov chains (see, e.g., [7]). We carefully design M and A to ensure the particle system
stays connected and eventually all holes are eliminated and do not reform. This means our Peierls
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arguments are significantly simpler than many standard Peierls arguments on configurations that
are not required to be connected and can have holes.
1.3 Related Work
We now discuss related work, which spans three general areas: programmable matter, distributed
compression/clustering behavior, and random particle processes on graphs and lattices.
Programmable Matter Systems and Models. To develop a system of programmable matter, one
endeavors to create a material or substance that utilizes user input or stimuli from its environment
to change its physical properties in a programmable fashion. Many such systems have been realized;
a non-exhaustive list includes:
• DNA computing, where strands of DNA programmed with specific base sequences combine
in solution to form specific arrangements [1];
• Smart materials, such as 3D-printed wood that bends in a preprogrammed way when wet [15];
• Modular robots that can self-reconfigure to accomplish different tasks, such as the ReBiS robot
which can switch between bipedal and snake-like movement [52];
• Swarm robotics, where large groups of robots collectively perform tasks, like the kilobots
of [49].
Models and realizations of programmable matter can be divided into active and passive systems.
In passive programmable matter systems, which include most instances of DNA computing and
smart materials, the individual elements composing the matter have little to no control over their
movements and how they respond to their environment. In contrast, in active programmable
matter systems, individual computational units are capable of making decisions and acting on those
decisions. For example, in self-reconfigurable modular robots, each robotic module can adjust its
connections to other modules in order to form different structures [44], and in distributed swarms
each robot makes independent decisions about what to do [49].
We will focus on active programmable matter. Because instances of such systems are incredibly
varied, we will examine an abstraction that captures features common to many different active
programmable matter systems. In a self-organizing particle system, individual units called particles
with limited computational and communication abilities occupy the vertices and move along the
edges of some graph (representing real space) in a distributed, asynchronous way. More specifically,
in the geometric amoebot model, these particles have constant-size memory, communicate only with
their immediate neighbors, and exist on the triangular lattice (see Section 2.1 for details). Since
it was first introduced in 2014 [18], the geometric amoebot model has been used to understand
phenomena observed in physical robot systems [50] and to study fundamental problems such as
shape formation [20], leader election [16], and fault tolerance [23].
The amoebot model is not the only abstraction of active programmable matter currently in
use. For example, metamorphic robot systems [14] model dynamically reconfiguring robots on the
hexagonal lattice, and have yielded some rigorous algorithmic work (e.g., [53]). The nubotmodel [54]
for molecular-scale self-assembly represents active programmable matter as monomers on the
2D triangular grid, and work has largely focused on efficient shape formation (e.g., [13]). While
the nubot model allows rigid attachments between monomers that result in non-local movement
and interactions, our amoebot model only allows local interactions between particles and yet still
manages to accomplish global objectives.
Compression, Clustering, and Gathering. Nature offers a variety of examples in which gather-
ing and cooperative behavior is apparent. For example, social insects often exhibit compression-like
characteristics in their collective behavior: fire ants form floating rafts [43], cockroach larvae
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perform self-organizing aggregation [36, 48], and honey bees choose hive locations based on a
decentralized process of swarming and recruitment [8]. Compression is also seen in other species,
for example in the slime mold Dictyoselium, whose natural life cycle includes a phase where about
100,000 single-celled organisms gather together into a cluster known as a “slug” [22].
Our work on compression was originally inspired by the Ising model of statistical physics [35], a
fundamental model of ferromagnetism that has been widely studied. In this model, all vertices of
some graph are assigned a positive or negative spin, and a temperature parameter governs how
likely it is for neighboring vertices to have the same spin. For certain temperatures, we see clustering,
where large regions of the graph have the same spin. In an analogy to the Ising model, we consider
the locations of our triangular latticeG∆ as having positive spin if they are occupied by particles and
negative spin otherwise. Our bias parameter λ corresponds to inverse temperature in the Isingmodel,
and thus governs the likelihood of having adjacent particles. Solving the compression problem
corresponds to forming a cluster of positive spins in the Ising model with fixed magnetization,
where the total number of vertices with each spin does not change. Our work diverges from the
fixed magnetization Ising model by requiring that particles only move to adjacent locations and
the particle system configuration remains connected, constraints not typically considered for Ising
models but necessary for distributed implementations in self-organizing particle systems.
Works in a variety of areas of computer science have considered compression-type problems.
In distributed computing, the rendezvous (or gathering) problem seeks to gather mobile agents
together on some node of a graph (see, e.g., [3] and the references within). In comparison, our
particles follow the exclusion principle, and hence are unable to gather at a single node. Our particles
are also computationally simpler than the mobile agents considered. In swarm robotics, different
variations of shape formation and aggregation problems have been studied (e.g. [29, 32, 49]), but
always with robots that have more computational power or global knowledge/vision of the system
than our particles do. Similarly, pattern formation and creation of convex structures has been
studied in the cellular automata domain (e.g. [12, 21]), but differs from our model by assuming more
powerful computational capabilities.
Lastly, in [19, 20], algorithms for hexagon shape formation in the amoebot model were presented.
Although a hexagon satisfies our definition of a compressed configuration, these algorithms critically
rely on a leader particle that coordinates the rest of the particle system. In comparison, the Markov
chain-based algorithm we present takes a fully decentralized and local approach, forgoing the need
for a leader, and is naturally self-stabilizing.
RandomParticle Exclusion Processes.As opposed to earlier work in the amoebot model, we use
randomization to determine particle movements. The resulting random dynamics are an example
of a particle exclusion process, where a fixed number of particles move among the vertices of some
graph by traversing its edges such that two particles never occupy the same vertex at the same time.
There is a significant body of work analyzing Markov chains that are particle exclusion processes.
In fact, the widely-used Comparison Theorem for bounding the mixing time of Markov chains
was first presented in a paper analyzing the mixing time of an unbiased exclusion process [24].
However, our (distributed) setting and goals require us to diverge from many common assumptions
made about exclusion processes. For example, in our work, particle movement probabilities are not
fixed ahead of time but are calculated anew in each iteration, and our random particle dynamics
are constrained to ensure the particle system remains connected. The first of these is necessary to
control the probability distribution our process converges to, and the second is necessary because
the amoebot model restricts communication to immediate neighbors.
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(a) (b)
Fig. 1. (a) A section of the triangular lattice G∆. (b) Expanded and contracted particles; G∆ is shown in gray
and particles are depicted as black circles. Particles with a black line between their nodes are expanded.
2 BACKGROUND ANDMODEL
We begin with the geometric amoebot model for programmable matter. We then define some
properties of particle systems and discuss what it means for a particle system to be compressed.
2.1 The Amoebot Model
In the amoebot model, first introduced in [18] and described in full in [17], programmable matter
consists of individual, homogeneous computational elements called particles. The structure of a
particle system is represented as a subgraph of an infinite, undirected graph G = (V ,E) where V
represents all positions a particle can occupy relative to its structure and E represents all atomic
movements a particle can make. Each node in V can be occupied by at most one particle at a time.
For compression (and many other problems), we further assume the geometric amoebot model, in
which G = G∆, the triangular lattice1 (Fig. 1a).
Each particle occupies either a single node in V (i.e., it is contracted) or a pair of adjacent nodes
in V (i.e., it is expanded), as in Fig. 1b. Particles move via a series of expansions and contractions:
a contracted particle can expand into an unoccupied adjacent node to become expanded, and
completes its movement by contracting to once again occupy a single node. An expanded particle’s
head is the node it last expanded into and the other node it occupies is its tail; a contracted particle’s
head and tail are both the single node it occupies.
Two particles occupying adjacent nodes are said to be neighbors. Each particle is anonymous,
lacking a unique identifier, but can locally identify each of its neighboring locations and can
determine which of these are occupied by particles. Each particle has a constant-size local memory
that it can write to and its neighbors can read from for communication. In particular, a particle
stores whether it is contracted or expanded in its memory. Particles do not have any access to global
information such as a shared compass, coordinate system, or estimate of the size of the system.
The system progresses through atomic actions according to the standard asynchronous model
of computation from distributed computing (see, e.g., [41]). A classical result under this model
states that for any concurrent asynchronous execution of atomic actions, there is a sequential
ordering of actions producing the same end result, provided conflicts that arise in the concurrent
execution are resolved. In the amoebot model, an atomic action is an activation of a single particle.
Once activated, a particle can (i) perform an arbitrary, bounded amount of computation involving
information it reads from its local memory and its neighbors’ memories, (ii) write to its local
memory, and (iii) perform at most one expansion or contraction. Conflicts involving simultaneous
particle expansions into the same unoccupied node are assumed to be resolved arbitrarily such that
at most one particle moves to some unoccupied node at any given time. No conflicts of concurrent
1Previous works, such as the conference version of this paper [10], refer to G∆ as the triangular lattice Γ or the infinite
triangular grid graph Geqt.
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writes to the same memory location are possible because a particle only writes into its own memory.
Thus, while in reality many particles may be active concurrently, it suffices when analyzing our
algorithm to consider a sequence of activations where only one particle is active at a time. The
resulting activation sequence is assumed to be fair : for any inactive particle P at time t , P will be
activated again at some time t ′ > t . An asynchronous round is complete once every particle has
been activated at least once.
2.2 Terminology for Particle Systems
In addition to the formal model, we introduce some terminology specific to the compression
problem. A particle system arrangement is the collection of locations in G∆ that are occupied by
tails of particles;2 note that an arrangement does not distinguish which particle occupies which
location within the arrangement. Two arrangements are equivalent if one is a translation of the
other, and an equivalence class of arrangements is called a particle system configuration. Note that
two configurations differing by rotation are distinct from a global perspective, even though each
individual particle has no sense of global orientation.
An edge of a configuration is an edge ofG∆ where both endpoints are occupied by tails of particles.
Similarly, a triangle of a configuration is a triangular face of G∆ with all three vertices occupied by
tails of particles. The number of edges (resp., triangles) of a configuration σ is denoted e(σ ) (resp.,
t(σ )). When referring to a path, we mean a path of configuration edges. Two particles are connected
if there is a path between them, and a configuration is connected if all pairs of particles are.
A boundary of a configuration σ is a minimal closed walkW on edges of σ that separates all
particles of σ from a connected, unoccupied subgraph of G∆ that has at least one vertex; for each
boundaryW, let SW be the maximal such subgraph. If SW is finite, we say it is a hole. If SW is
infinite, thenW is the unique external boundary of σ . The perimeter p(σ ) of a configuration σ is
the sum of the lengths of all boundaries of σ . Note an edge may appear twice in the same boundary
(if it is a cut-edge of σ ) or in two different boundaries (e.g., if it separates two holes). In these cases,
the edge is counted twice in p(σ ).
We specifically consider connected particle system configurations. Starting from a connected
configuration (possibly with holes), our algorithm will keep the system connected, eliminate all
holes, and prohibit any new holes from forming, a fact we prove in Section 3.4. Allowing a particle
system to disconnect is generally undesirable. Because particles can only communicate with their
immediate neighbors and do not have any global orientation, disconnected components have no
way of knowing their relative positions and thus cannot intentionally move toward one another to
reconnect. Furthermore, our current proof techniques require hole-free configurations.
2.3 Compression of Particle Systems
Our objective is to solve the compression problem. There are many ways to formalize what it
means for a particle system to be compressed. For example, one could try to minimize the diameter
of the system, maximize the number of edges, or maximize the number of triangles. We choose
to define compression in terms of minimizing the perimeter. Here, we prove that for connected
configurations with no holes (the states we eventually reach), minimizing perimeter, maximizing
the number of edges, and maximizing the number of triangles are all equivalent and are stronger
notions of compression than minimizing the diameter.
The perimeter of a connected, hole-free configuration of n particles ranges from a maximum
value pmax (n) = 2n − 2 when the system is in its least compressed state (a tree with no induced
2Lattice locations occupied by heads of expanded particles are not considered part of a configuration, since the states of our
Markov chain consider only contracted particles. This is for technical reasons that will be explained in Section 3.2.
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triangles) to some minimum value pmin(n) = Θ(√n) when the system is in its most compressed
state. It is easy to see pmin(n) ≤ 4√n, and we now prove any configuration σ of n particles has
p(σ ) ≥ √n; this bound is not tight but suffices for our proofs.
Lemma 2.1. A connected configuration with n ≥ 2 particles has perimeter at least √n.
Proof. We argue by induction on n. A connected particle system with two particles necessarily
has perimeter 2 ≥ √2. So let σ be any connected particle system configuration with n > 2 particles,
and suppose the lemma holds for all connected configurations with less than n particles.
First, suppose there is a particle Q ∈ σ not incident to any triangles of σ . This implies Q has one,
two, or three neighbors, none of which are adjacent. If Q has one neighbor, removing Q from σ
yields a configuration σ ′ with n − 1 particles and, by induction, perimeter at least √n − 1. Thus,
p(σ ) = p(σ ′) + 2 ≥ √n − 1 + 2 ≥ √n.
If Q has two neighbors, removing Q from σ produces two connected particle configurations σ1 and
σ2, where σ1 has n1 particles, σ2 has n2 particles, and n1 + n2 = n − 1. Thus,
p(σ ) ≥ √n1 + √n2 + 4 >
√
n − 1 + 4 > √n.
Similarly, if Q has three neighbors, its removal produces three particle configurations with n1, n2,
and n3 particles, respectively, where n1 + n2 + n3 = n − 1. We conclude:
p(σ ) ≥ √n1 + √n2 + √n3 + 6 >
√
n − 1 + 6 > √n.
Now, suppose every particle in σ is incident to some triangle of σ , implying there are at least
⌈n/3⌉ triangles in σ . An equilateral triangle with side length 1 has area √3/4, so the external
boundary of σ encloses an area of at least A = ⌈n/3⌉(√3/4) ≥ √3n/12. By the isoperimetric
inequality, the minimum perimeter shape enclosing this area (without regard to lattice constraints)
is a circle of radius r and perimeter p, where
r =
√
A
π
=
√
n
√
3
12π , p = 2πr =
√
πn√
3
>
√
n.
As the external boundary of σ also encloses an area of at least
√
3n/12, we have p(σ ) > √n. □
When n is clear from context, we omit it and refer to pmin := pmin(n) and pmax := pmax (n). We
now formalize what it means for a particle system to be compressed.
Definition 2.2. For any α > 1, a connected configuration σ is α-compressed if p(σ ) ≤ α · pmin .
We prove in Section 4 that our algorithm, when executed for a sufficiently long time, achieves
α-compression with all but exponentially small probability for any constant α > 1, provided n is
sufficiently large. We note that α-compression implies the diameter of the particle system is also
O(√n), so our notion of α-compression is stronger than defining compression in terms of diameter.
In order to minimize perimeter using only simple local moves, we exploit the following relation-
ship. Because our algorithm eventually reaches and remains in the set of connected configurations
with no holes (Section 3.4), we only consider this case.
Lemma 2.3. For a connected particle system configuration σ with no holes, e(σ ) = 3n − p(σ ) − 3.
Proof. We count particle-edge incidences, of which there are 2e(σ ). Counting another way,
every particle has six incident edges, except for those on the (unique) external boundaryW. At
each particle onW, the exterior angle is 120, 180, 240, 300, or 360 degrees. These correspond to
the particle “missing” 1, 2, 3, 4, or 5 of its six possible incident edges, respectively, or deдree/60 − 1
, Vol. 1, No. 1, Article . Publication date: February 2019.
A Markov Chain Algorithm for Compression in Self-Organizing Particle Systems 9
missing edges. IfW visits the same particle multiple times, we count the appropriate exterior angle
and corresponding missing edges each time. From a well-known result about simple polygons with
p(σ ) sides, the sum of exterior angles alongW is 180p(σ ) + 360 degrees. Summing the number of
“missing” edges over all particles onW, we find the total number of missing edges to be:
(180p(σ ) + 360)/60 − p(σ ) = 2p(σ ) + 6.
This implies there are 6n − (2p(σ )+ 6) total particle-edge incidences, so 2e(σ ) = 6n − 2p(σ ) − 6. □
We briefly note that minimizing perimeter is also equivalent to maximizing triangles.
Lemma 2.4. For a connected particle system configuration σ with no holes, t(σ ) = 2n − p(σ ) − 2.
Proof. The proof is nearly identical to that of Lemma 2.3 but counts particle-triangle incidences,
of which there are 3t(σ ). Counting another way, every particle has six incident triangles, except
for those on the external boundaryW. Consider any traversal ofW; at each particle, the exterior
angle is 120, 180, 240, 300, or 360 degrees. These correspond to the particle “missing” 2, 3, 4, 5, or 6 of
its six possible incident triangles, respectively, or deдree/60 missing triangles. IfW visits the same
particle multiple times, we count the appropriate exterior angle at each visit. The sum of exterior
angles alongW is 180p(σ )+360, so in total particles on the perimeter are missing 3p(σ )+6 triangles.
This implies there are 6n − 3p(σ ) − 6 particle-triangle incidences, so 3t(σ ) = 6n − 3p(σ ) − 6. □
The above lemmas imply the following corollary.
Corollary 2.5. A connected particle system configuration with no holes and minimum perimeter
is also a configuration with the maximum number of edges and the maximum number of triangles.
Because these three notions of compression are equivalent, we will state our algorithm in terms
of maximizing the number of edges but prove our compression results in terms of minimizing
perimeter, for ease of presentation. In the conference version of this paper [10], we stated our
algorithm in terms of maximizing the number of triangles, but do not do so here.
2.4 Markov Chains
Our distributed algorithm for compression in self-organizing particle systems is based on a Markov
chain. A thorough treatment of Markov chains can be found in the standard textbook [39]; here,
we present the necessary terminology relevant to our results.
A Markov chain is a memoryless random process on a state space Ω; in this paper, Ω will always
be finite and discrete. In particular, a Markov chain randomly transitions between the states of
Ω in a time-independent, or stochastic, fashion. The probability with which the chain transitions
to its next state depends only on its current state. The chain’s past states, how long it has been
running, and other such factors have no effect on these probabilities. We focus on discrete time
Markov chains, where one transition occurs per iteration (or step) of the Markov chain. Because of
its stochasticity, we can completely describe a Markov chain by its transition matrixM , which is
an |Ω | × |Ω | matrix indexed by the states of Ω, defined such that for any pair x ,y ∈ Ω,M(x ,y) is
the probability, if in state x , of transitioning to state y in one step of the Markov chain. The t-step
transition probabilityMt (x ,y) is the probability of transitioning from x to y in exactly t steps.
A Markov chain is irreducible if there is a sequence of valid transitions from any state to any
other state, that is, if for all x ,y ∈ Ω there is a t such thatMt (x ,y) > 0. A Markov chain is aperiodic
if for all x ∈ Ω, gcd{t : Mt (x ,x) > 0} = 1. A Markov chain is ergodic if it is both irreducible and
aperiodic, or equivalently, if there exists t such that for all x ,y ∈ Ω,Mt (x ,y) > 0.
A stationary distribution of a Markov chain is a probability distribution π over Ω such that
πM = π . Any finite, ergodic Markov chain converges to a unique stationary distribution given by
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π (y) = limt→∞Mt (x ,y) for any x ,y ∈ Ω; importantly, for such chains this stationary distribution
is completely independent of the starting state x . To verify a distribution π ′ is the unique stationary
distribution of a finite ergodic Markov chain, it suffices to check that π ′(x)M(x ,y) = π ′(y)M(y,x)
for all x ,y ∈ Ω (the detailed balance condition; see, e.g., [27]). Detailed balance will be the key
to connecting our global objective, captured in the stationary distribution π , to the local moves
executed by our particles, which occur with probabilities described by the transition matrixM .
Given a state space Ω, a set of allowable transitions between states, and a desired stationary
distribution π on Ω, the Metropolis-Hastings algorithm [33] gives a Markov chain on Ω that uses
only allowable transitions and has stationary distribution π . This is accomplished by carefully
setting the probabilities of the state transitions as follows. For a state x ∈ Ω, its neighbors N (x)
are the states it can transition to and its degree is its number of neighbors. Starting at x ∈ Ω, the
Metropolis-Hastings algorithm picks y ∈ N (x) uniformly with probability 1/(2∆), where ∆ is the
maximum degree of any state, and moves to y with probability min{1,π (y)/π (x)}; with all the
remaining probability, it stays at x and repeats. Using this probability calculation to decide whether
or not to make a transition is known as aMetropolis filter. If the allowable transitions connect Ω (i.e.,
if the chain is irreducible), then π must be the stationary distribution by detailed balance. While
calculating π (y)/π (x) seems to require global knowledge, this ratio can often be calculated easily
using only local information when many terms cancel out, as will be the case for us. The states of
the Markov chainM we consider are particle system configurations, and its transitions correspond
to moves of one particle. Each particle will calculate the Metropolis probabilities forM using only
the difference in the number of neighbors (incident edges) it has before and after it moves, which
can be observed locally without global information. The resulting stationary distribution ofM will
favor configurations with more edges and thus, by Corollary 2.5, smaller perimeter.
3 ALGORITHMS FOR COMPRESSION
Our objective is to give a stochastic algorithm enabling a self-organizing particle system on the
triangular latticeG∆ to provably solve the compression problem. Remarkably, our algorithm achieves
this goal despite only using one bit of information per particle for communication, even though
the amoebot model allows for significantly more sophisticated communication. Moreover, our
algorithm relies only on local information: each particle only needs to know which of its adjacent
locations are occupied by neighboring particles and which neighbors, if any, are expanded.
In order to leverage powerful tools from Markov chain analysis to prove our algorithm’s cor-
rectness, our algorithm is designed to maintain several necessary properties. First, assuming the
particle system is initially connected, our algorithm will ensure it stays connected, eventually
eliminates any holes it may contain, and prohibits any new holes from forming — all using only
local information. Second, any moves allowed by our algorithm after all holes have been eliminated
are ensured to be reversible: if a particle moves from its current location to a new location in one
step, then in the next step there is a nonzero probability that it moves back to its original location.
Finally, the moves allowed by our algorithm suffice to transform any connected, hole-free particle
system configuration into any other connected, hole-free configuration.
Our algorithm achieves compression by biasing particles towards moves that gain them more
neighbors; i.e., where more edges with neighboring particles are formed. Specifically, a bias pa-
rameter λ controls how strongly the particles favor having more neighbors: λ > 1 corresponds
to favoring neighbors, while λ < 1 corresponds to disfavoring neighbors. As Lemma 2.3 shows,
locally favoring more neighbors is equivalent to globally favoring a shorter perimeter; this is the
relationship we exploit to obtain particle compression.
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3.1 The Markov ChainM
We begin by presenting two key properties that enable a particle to move from location ℓ to adjacent
location ℓ′ without disconnecting the particle system or forming a hole. We will let capital letters
refer to particles and lower case letters refer to locations on the triangular lattice G∆, e.g., “particle
P at location ℓ.” For a particle P (resp., location ℓ), we use N (P) (resp., N (ℓ)) to denote the set of
particles adjacent to P (resp., to ℓ), where by adjacent we mean connected by a lattice edge. For
adjacent locations ℓ and ℓ′, by N (ℓ ∪ ℓ′) we mean (N (ℓ) ∪ N (ℓ′)) \ {ℓ, ℓ′}. Let S = N (ℓ) ∩ N (ℓ′) be
the set of particles adjacent to both ℓ and ℓ′; note |S| ∈ {0, 1, 2}.
Property 1. |S| ∈ {1, 2} and every particle in N (ℓ ∪ ℓ′) is connected to a particle in S by a path
through N (ℓ ∪ ℓ′).
Property 2. |S| = 0, ℓ and ℓ′ each have at least one neighbor, all particles in N (ℓ) \ {ℓ′} are
connected by paths within this set, and all particles in N (ℓ′) \ {ℓ} are connected by paths within this
set.
These properties capture precisely the structure required to maintain particle connectivity and
prevent certain new holes from forming. Additionally, both are symmetric for ℓ and ℓ′, necessary
for particle moves to be reversible. However, they are not so restrictive as to limit the movement
of particles and prevent compression from occurring. We will see that after a burn-in phase to
eliminate any holes, moves satisfying these properties suffice to transform any configuration into
any other.
We now define our Markov chain M for compression. The state space Ω of M is the set of
all connected configurations of n contracted particles, and the rules and probabilities given in
AlgorithmM define the transitions between states. Later, in Section 3.2, we will show how to view
this Markov chain as a local, distributed, asynchronous algorithm A. BothM and A take as input
a bias parameter λ > 1 and begin at an arbitrary connected starting configuration σ0 ∈ Ω.
AlgorithmM: Markov Chain for Compression
Beginning at any connected configuration σ0 of n contracted particles, repeat:
1: Select particle P uniformly at random from among all particles; let ℓ be its location.
2: Choose neighboring location ℓ′ and q ∈ (0, 1) uniformly at random.
3: if ℓ′ is unoccupied then
4: P expands to simultaneously occupy ℓ and ℓ′.
5: Let e = |N (ℓ)| be the number of neighbors P had when it was contracted at ℓ, and let
e ′ = |N (ℓ′)| be the number of neighbors P would have if it contracts to ℓ′.
6: if (1) e , 5, (2) ℓ and ℓ′ satisfy Property 1 or Property 2, and (3) q < λe ′−e then
7: P contracts to ℓ′.
8: else P contracts back to ℓ.
In Markov chainM, note that a constant number of random bits suffice to generate q in Step 2,
as only a constant precision is required (given that e ′ − e is an integer in [−3, 3] and λ is a constant).
In Step 6, Condition (1) ensures no holes form, Condition (2) ensures the particle system stays
connected andM is eventually ergodic, and Condition (3) ensures the particle moves happen with
probabilities such thatM converges to the desired distribution.
In practice, Markov chainM yields good compression. We simulatedM for λ = 4 on 100 particles
that began in a line; the configurations after 1, 2, 3, 4, and 5 million iterations ofM are shown in
Fig. 2. In Section 4, we will rigorously prove that Markov chainM achieves compression with all
but exponentially small probability whenever λ > 2 +
√
2 (Theorem 4.5).
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(a) (b)
(c) (d) (e)
Fig. 2. 100 particles in a line with edges drawn, after (a) 1 million, (b) 2 million, (c) 3 million, (d) 4 million, and
(e) 5 million iterations ofM with bias λ = 4.
3.2 The Local Algorithm A
In order for each particle to individually runM, a Markov chain with centralized control, we show
howM can be translated into a fully distributed, local, asynchronous algorithmA that satisfies the
constraints of the amoebot model (Section 2.1). There are two parts of this translation: (i) selecting
particles uniformly at random as in Step 1 ofM must be translated to asynchronous activations
of individual particles, and (ii) moving particles in a combined expansion and contraction as in
Steps 4–8 ofM must be decoupled into two separate activations, since the amoebot model allows
at most one movement per activation. All other steps ofM can be directly implemented by an
individual particle with constant-size memory using only information from its local neighborhood.
Choosing a particle at random in Step 1 ofM enables us to explicitly calculate the stationary
distribution ofM so that we can provide rigorous guarantees about its structure. However, under
the usual models of asynchronous systems from distributed computing, one cannot assume that the
next particle to be activated is equally likely to be any particle. To mimic this uniformly random
activation sequence in a local way, we assume each particle has its own Poisson clock with mean 1
and activates after a delay t drawn with probability e−t . After completing its activation (executing
Algorithm A), a new delay is drawn to its next activation, and so on. The exponential distribution
guarantees that, regardless of which particle has just activated, all particles are equally likely to be
the next to activate (see, e.g., [27]). Moreover, particles proceed without requiring knowledge of
any other particles’ clocks. Similar Poisson clocks are commonly used to describe physical systems
that perform concurrent updates in continuous time.
We could even better approximate asynchronous activation sequences by allowing each particle
to have its own constant mean for its Poisson clock, allowing for some particles to activate more
often than others in expectation. In this setting, the probability that a given particle P is the next of
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the n particles to activate is not 1/n, but rather some probability aP that depends on all particles’
Poisson means.3 This does not change the stationary distribution of M (i.e., Lemma 3.13 still
holds with a nearly identical proof that replaces 1/n with aP ), and our main results (Theorem 4.5
and Corollary 4.6) still follow. Because the same results hold regardless of the rates of particles’
Poisson clocks, we assume clocks with mean 1 for simplicity. Moreover, though Poisson activation
sequences are necessary for our rigorous results, we do not expect the system’s behavior would be
substantially different for non-Poisson activation sequences.
Algorithm A: Local, Distributed, Asynchronous Algorithm for Compression run by Particle P
If P is contracted:
1: Let ℓ denote P ’s current location.
2: Choose a neighboring location ℓ′ uniformly at random from the six possible choices.
3: if ℓ′ is unoccupied and P has no expanded neighbors then
4: P expands to simultaneously occupy ℓ and ℓ′.
5: if there are no expanded particles adjacent to ℓ or ℓ′ then
6: P sets f laд = True in its local memory.
7: else P sets f laд = False.
If P is expanded:
8: Choose q ∈ (0, 1) uniformly at random.
9: Let N ∗(·) ⊆ N (·) be the set of neighboring particles excluding any heads of expanded particles.
10: Let e = |N ∗(ℓ)| be the number of neighbors P had when it was contracted at ℓ, and let
e ′ = |N ∗(ℓ′)| be the number of neighbors P would have if it contracts to ℓ′.
11: if (1) e , 5, (2) locations ℓ and ℓ′ satisfy Property 1 or Property 2 with respect to N ∗(·), (3)
q < λe
′−e , and (4) f laд = True then
12: P contracts to ℓ′.
13: else P contracts back to ℓ.
We now turn to decoupling the combined expansion and contraction movement in a single
state transition ofM into two (not necessarily consecutive) activations of a given particle running
algorithm A. We must carefully handle the way in which a particle’s neighborhood may change
between its two activations, ensuring that at most one particle per neighborhood moves at a
time, mimicking the sequential nature of M. Each particle P continuously runs Algorithm A,
executing Steps 1–7 if contracted, and Steps 8–13 if expanded. Conditions (1)–(3) in Step 11 of A
are analogous to those in Step 6 ofM, but treat expanded particles as if they are still contracted at
their tail location, rather than considering all occupied neighboring locations. We use the additional
Condition (4) to ensure P is the only particle in its neighborhood moving to a new position since
it last expanded, as we now explain in more detail. For the purposes of this analysis, recall from
Section 2.1 that although Algorithm A is executed concurrently by all particles, we can view the
system’s progress as an equivalent sequence of particles’ atomic actions.
Suppose a particle P eventually moves from location ℓ to location ℓ′ by expanding to occupy
both positions at some time t and contracting to ℓ′ at some time t ′ > t according to an execution of
A. Since P eventually completes its movement to ℓ′, there must have been no expanded particles
adjacent to ℓ or ℓ′ at time t (by Step 6 and Condition (4) of Step 11 inA). Any other particle Q that
expands into the neighborhood of P in the time interval (t , t ′) will see that P is expanded and set
3Probability aP would only play a role in the analysis of M and A, not in their execution. Particle P does not need to
know or calculate aP .
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its flag to False in Step 7 of A. Recall from Section 2.1 that a particle can differentiate between a
neighbor’s head and tail. Since any such neighbor Q with a False flag must contract back to its
original position during its next activation (by Condition (4) of Step 11 and Step 13 of A), particle
P can safely ignore any expanded heads in its neighborhood, making decisions in Steps 8–11 of
A as if Q had never moved. Thus, the neighborhood of P remains effectively undisturbed in the
interval (t , t ′), allowing A to faithfully emulateM.
Any objective that can be accomplished by M can be accomplished by A and vice versa.
Consider an activation sequence of particles executing A that transforms the initial configuration
σ0 to a configuration σ ′ that potentially contains both expanded and contracted particles. Obtain
configuration σ from σ ′ by preserving the locations of all contracted particles and considering every
expanded particle to be contracted at its tail. Then there exists a sequence of transitions inM that
reaches σ . The perimeter p(σ ′) ignores heads of expanded particles (Section 2.2), so p(σ ) = p(σ ′).
Conversely, every sequence of transitions inM that reaches a configuration σ directly corresponds
to a sequence of atomic actions (expansions followed immediately by contractions) of particles
executing A also leading to σ ′ = σ , where again p(σ ) = p(σ ′). Thus, proving α-compression for σ
also implies α-compression for σ ′, and vice-versa. Hence, we can useM and respective Markov
chain tools and techniques in order to analyze the correctness of algorithm A. Because we show
α-compression forM for all α > 1 (Theorem 4.5), this also then implies α-compression for A for
all α > 1. In subsequent sections, we focus on analyzingM.
We have shown our Markov chainM can be translated into a fully distributed, local, asynchro-
nous algorithm A with the same behavior, but such implementations are not always possible in
general. Any Markov chain for particle systems that relies on non-local particle moves or has
transition probabilities that depend on non-local information cannot be executed by a distributed,
local algorithm. Moreover, many algorithms under the amoebot model are not stochastic and thus
cannot be meaningfully described as Markov chains (see Sections 3–4 of [17]).
3.3 Obliviousness and Robustness ofM and A
Our algorithm for compression has two key advantages over previous algorithms for self-organizing
particle systems: inherent obliviousness and robustness. An algorithm is oblivious if it is stateless;
i.e., a particle remembers no information from past activations and decides what to do based only
on its observations of its current environment. In practical settings, such algorithms are desirable
because they do not require persistent memory and are often self-stabilizing and fault-tolerant
(see, e.g., obliviousness in mobile robots [28]); theoretically, they are of great interest because they
are computationally weak at an individual level but can still collectively accomplish sophisticated
goals. Algorithm A for compression is the first nearly oblivious algorithm for self-organizing
particle systems, as each particle only needs to store its f laд variable as a single bit of information
between its expansion and contraction activations. Previous works under the amoebot model (see,
e.g., Sections 3–4 of [17]), however, rely heavily on persistent particle memory for decision making
and communication.
Our algorithm is also the first for self-organizing particle systems to meaningfully consider
fault-tolerance.4 A distributed algorithm’s fault-tolerance has to do with its ability to achieve its
goals despite possible crash failures or Byzantine failures. In a crash failure, an agent abruptly ceases
functioning and may never be resuscitated. These failures are particularly problematic for systems
with a single point of failure, as there is no guarantee the critical agent will remain non-faulty nor
that its memory and role could be assumed by another agent if it crashes. In a Byzantine failure,
4After our compression algorithm was first introduced as [10], fault-tolerance for self-organizing particle systems was also
considered for shape formation problems in [23].
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some fraction of the agents are malicious and execute arbitrary behavior in an effort to stop the
non-faulty portion of the system from achieving its task.
Before we introduced our compression algorithm, work on self-organizing particle systems had
not addressed either type of possible fault, and many of the proposed algorithms were susceptible
to complete failure if even a single particle crashed. If one or more particles were to crash in
our algorithm for compression, they would cease moving and act as fixed points around which
the remaining particles would simply continue to compress. For the more adversarial setting
of Byzantine failures, since our algorithm is (nearly) oblivious and communication is limited to
particles checking the flags of their neighbors, the malicious particles are unable to “lie” or otherwise
corrupt healthy particles’ behaviors. We speculate that the malicious particles could affect the
overall compression of the system by expanding away from where the system is aggregating and
refusing to contract, essentially acting as fixed points. However, if the fraction of malicious particles
is small, the non-faulty particles will still be able to compress around the malicious particles, as in
crash failures.
3.4 Invariants for Markov ChainM
Now that we have described and discussed algorithm A and shown that it is a distributed imple-
mentation of Markov chainM, we will perform the rest of our analysis directly onM. We begin
by showing thatM maintains certain invariants.
Lemma 3.1. If the particle system is initially connected, during the execution of Markov chainM it
remains connected.
Proof. Consider one iteration ofM where a particle P moves from location ℓ to location ℓ′. Let σ
be the configuration before this move, and σ ′ the configuration after. We show if σ is connected,
then so is σ ′.
A move of particle P from ℓ to ℓ′ occurs only if ℓ and ℓ′ are adjacent and satisfy Property 1 or
Property 2. First, suppose they satisfy Property 1. If σ is connected, then for every particle Q there
exists some path P = (P = P1, P2, . . . , Pk = Q) from P to Q in σ . By Property 1, since P2 ∈ N (ℓ),
there exists a path from P2 to a particle S ∈ S that is entirely contained in N (ℓ). After P moves to
location ℓ′, it remains connected to particle Q by a (not necessarily simple) walk that first travels
to S , then travels through N (ℓ) to P2, and finally follows P to Q . This implies P is connected to all
particles from location ℓ′, so σ ′ is connected via paths through P .
Next, assume locations ℓ and ℓ′ satisfy Property 2. Let Q and Q , P be particles; we show that
if σ is connected, then Q and Q must be connected by a path not containing P . If σ is connected,
then Q and Q are connected by some path P = (Q = Q1,Q2, . . . ,Qk = Q). If P is not in this path
we are done, so suppose this path contains P , that is, Qi = P for some i ∈ {2, . . . ,k − 1}. Both Qi−1
and Qi+1 are neighbors of ℓ, and by Property 2 all neighbors of ℓ are connected by a path in N (ℓ).
Thus P can be augmented to form a (not necessarily simple) walkW by replacing P with a path
from Qi−1 to Qi+1 in N (ℓ). As P <W, this walk connects Q and Q in σ ′ without going through
P , as desired. Because any two particles Q,Q , P are connected by a path not containing P , they
remain connected after P moves from ℓ to ℓ′. Additionally, because ℓ′ has at least one neighbor by
Property 2, P at location ℓ′ is connected to at least one particle, and via that particle to all other
particles in σ ′. Thus σ ′ is connected. □
We prove in the next subsection thatM will eventually reach a configuration with no holes
(Lemma 3.8). After that point, the following lemma will apply. While it is true more broadly that
M will never create new holes, we prove only what we will need, that new holes are never created
in a hole-free configuration.
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Lemma 3.2. If Markov chainM reaches a connected configuration with no holes, then all subsequent
configurations reached during the execution ofM will not have holes.
Proof. Consider one iteration ofM where a particle P moves from location ℓ to location ℓ′.
Let σ be the configuration before this move, and σ ′ the configuration after. We show if σ is hole-free,
then so is σ ′.
By a cycle in a configuration σ we will mean a cycle inG∆ that surrounds at least one unoccupied
location and whose vertices are occupied by particles of σ . Note a configuration has a hole if and
only if it has a cycle. Throughout this proof, we will argue about the existence of cycles rather than
the existence of holes.
We first show that if σ ′ has a cycle then that cycle must contain P . Suppose, for the sake of
contradiction, this is not the case and σ ′ has a cycle C with P < C. If P is removed from location ℓ′,
then cycle C still exists in σ ′ − P . If P is then placed at ℓ, yielding σ , then C still exists unless it had
enclosed exactly one unoccupied location, ℓ. However, this is not possible as any cycle in σ ′ − P
encircling ℓ would also necessarily encircle neighboring unoccupied location ℓ′. This implies cycle
C exists in cycle-free configuration σ , a contradiction. We conclude any cycle in σ ′ must contain P .
Because particle P moved from location ℓ to location ℓ′ in a valid step of Markov chainM, it
must be true (by the conditions checked in Step 6 ofM) that ℓ has fewer than five neighbors and
locations ℓ and ℓ′ satisfy Property 1 or Property 2.
First, suppose they satisfy Property 2. While P might momentarily create a cycle when it expands
to occupy both locations ℓ and ℓ′, it will then contract to location ℓ′. Suppose P is part of some
cycle C = (P = P1, P2, . . . , Pk−1, Pk = P) in σ ′. By Property 2, P2 and Pk−1 are connected by a path
in N (ℓ′) that doesn’t contain P . Replacing path (Pk−1, P , P2) in cycle C by this path in N (ℓ′) yields
a (not necessarily simple) cycle C′ in σ ′ not containing P , a contradiction.
Next, suppose ℓ and ℓ′ satisfy Property 1. Because particle P moved from ℓ to ℓ′ in a valid step
of M, location ℓ must have at most four neighbors in σ . This means that in σ ′, location ℓ has
at most five neighbors — its original neighbors plus P at location ℓ′ — and thus is adjacent to at
least one unoccupied location. Suppose there exists some cycle C = (P = P1, P2, . . . , Pk−1, Pk = P)
in σ ′. This cycle encircles at least one unoccupied location ℓ′′ , ℓ: since ℓ is adjacent to another
unoccupied location in σ ′, it cannot be the case that ℓ is the only unoccupied location inside C.
If there exists a path between P2 and Pk−1 in N (ℓ′), the argument from the previous case applies
and we are done. Otherwise, without loss of generality, it must be that |S| = 2 and there exist
paths in N (ℓ ∪ ℓ′) from Pk−1 to S1 ∈ S and from P2 to S2 ∈ S, with S1 , S2. There then exists a (not
necessarily simple) cycle C∗ in σ obtained from C by replacing path (Pk−1, P , P2), where P is in
location ℓ′, with path (Pk−1, . . . , S1, P , S2, . . . , P2), where P is in location ℓ. C∗ is a valid cycle in σ
because it encircles unoccupied location ℓ′′ , ℓ. This is a contradiction because σ has no cycles.
We conclude by contradiction that, in all cases, σ ′ must have no cycles, and thus must have no
holes. □
3.5 Eventual Ergodicity of Markov chainM
The state space Ω of our Markov chainM is the set of all connected configurations of n contracted
particles, and Lemma 3.1 ensures that we always stay within this state space. The initial configura-
tion σ0 ofM may or may not have holes. By Lemma 3.2, once a hole-free configuration is reached,
M remains in the part of the state space consisting of all hole-free connected configurations, which
we call Ω∗. In this section, we prove that from any starting stateM always reaches Ω∗. Furthermore,
we prove thatM is irreducible on Ω∗, that is, for any two configurations in Ω∗ there exists some
sequence of moves between them that has positive probability. Stated another way, what we show
is that all states in Ω∗ are recurrent, meaning onceM reaches a state σ ∈ Ω∗ it returns to σ with
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Fig. 3. A particle configuration for which all valid moves of Markov chainM satisfy Property 2; no particle
has a valid move satisfying Property 1. This demonstrates the subtlety of the Markov chain rules we have
defined.
probability 1, while all states in Ω \ Ω∗ are transient, meaning they are not recurrent. AsM is also
aperiodic, we can conclude it is eventually ergodic on Ω∗, a necessary precondition for all of the
Markov chain analysis to follow.
We note the details of these proofs have been substantially simplified and clarified from the
originally published conference version of these results [10], where the proof of ergodicity required
over 10 pages of detailed analysis. Fig. 3 illustrates one difficulty. It depicts a hole-free particle
configuration for which there exist no valid moves satisfying Property 1; the only valid moves satisfy
Property 2. Thus if moves satisfying Property 2 are not included, neither Ω nor Ω∗ is connected.
At a high level, we prove that for any configuration σ there exists a sequence of valid particle
moves transforming σ into a straight line. Since a straight line is hole-free, this shows that from
any initial configuration in Ω, there exists a sequence of moves with non-zero probability reaching
Ω∗, as desired. We then prove any moves ofM among states of Ω∗ are reversible, which implies
that for any τ ∈ Ω∗ there exists a sequence of valid particle moves transforming a straight line
into τ . Altogether, this shows for any σ ,τ ∈ Ω∗ there exists a sequence of valid moves (within Ω∗)
transforming any σ into any τ , as required for ergodicity.
We will letm1 be the vertical lattice line containing the leftmost particle(s) in σ . We label the
subsequent vertical lattice lines asm2,m3,m4, and so on. The process for moving the particles into
one straight line is a sweep line algorithm, an approach often used in computational geometry [30,
51]. We first consider the particles in leftmost vertical linem1, then the particles inm2, and so on;
when considering linemi , we maintain the following invariants:
Invariants:
(1) All particles left ofmi form lines stretching down and left.
(2) Each such line stretches down and left from a particle inmi has an empty location directly
below it.
Fig. 4a gives an example of a particle configuration and a linemi satisfying these invariants. We
describe how to, starting in a configuration in which the invariants are satisfied for mi , find a
sequence of valid particle moves after whichmi+1 satisfies the invariants. For the configuration in
Fig. 4a, the configuration obtained after first ensuringmi+1 satisfies Invariant 1 is shown in Fig. 4b,
and the configuration after ensuringmi+1 also satisfies Invariant 2 is shown in Fig. 4c.
Throughout this subsection, a component of linemi will refer to a maximal collection of particles
inmi that are connected via paths inmi . For example, in Fig. 4a,mi has four components (from
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mi
(a)
mi mi+1
(b)
mi+1
(c)
Fig. 4. (a) An example of a particle configuration and a line mi that satisfies both invariants. (b) After a
sequence of moves described in Lemma 3.4,mi+1 satisfies Invariant 1. (c) After a sequence of moves described
in Lemma 3.5,mi+1 also satisfies Invariant 2.
top to bottom: of one, two, three, and one particles, respectively). We begin with a lemma about
particle movements that will play a key role.
Lemma 3.3. Suppose particle P has exactly two neighbors, Q1 below it and Q2 above-right of it, and
let ℓ be the unoccupied location below-right of P . There exists a sequence of valid moves, occurring
strictly below and right of P , after which either it is valid for P to move to ℓ or some other particle has
already moved to ℓ.
Proof. We induct on the number of particles strictly below and right of P . If there are no such
particles, then it is valid (satisfying Property 1) for P to move from its current location ℓ0 to ℓ.
This is because N (ℓ0) ∩ N (ℓ) = {Q1,Q2}, and either these are the only two particles in N (ℓ0 ∪ ℓ)
(Fig. 5a) or there is exactly one other particle in N (ℓ0 ∪ ℓ) and it is adjacent to Q2 (Fig. 5b). Thus
the conclusions of the lemma are already satisfied with an empty set of moves.
Suppose there are k > 0 particles strictly below and right of P , and for all 0 ≤ k ′ < k the lemma
holds. If it is already valid for P to move to ℓ, we are done; an example is given in Fig. 5c. Otherwise,
since P has fewer than five neighbors, it must be that neither Property 1 nor Property 2 is satisfied.
Note S = N (P)∩N (ℓ) contains two particles,Q1 andQ2. Because Property 1 doesn’t hold, and N (P)
doesn’t contain any particles other than those of S, it must be that there is a particle P ′ in N (ℓ)
that is not connected to a particle in S by a path within N (ℓ). Then P ′ must occupy the location
below-right of ℓ, and the locations adjacent to both ℓ and P ′ must be unoccupied; see Fig. 5d. We
now consider N (P ′), which is of size at least one and at most three.
First, we suppose N (Q ′) is not connected; see Fig. 5e. In this case, P ′ must have exactly two
neighbors, one below P ′ and the other above-right of P ′, while location ℓ′ below-right of P ′ is
unoccupied. There are fewer than k particles below and right of P ′ because this is a proper subset of
the k particles below and right of P . By the induction hypothesis, we conclude there is a sequence
of moves occurring entirely below and right of P ′ after which either it is valid for P ′ to move to
ℓ′ or another particle has moved to ℓ′. In the first case, we let P ′ move to ℓ′ and afterwards it is
valid (satisfying Property 1) for P to move to ℓ, because N (ℓ) now contains only Q1 and Q2. In the
second case, a particle has moved to ℓ′ but N (P ′) otherwise remains unchanged, causing N (P ′) to
now be connected, the case we consider next.
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Fig. 5. Particle positions from the base case (top row) and inductive step (bottom row) of the proof of Lemma
3.3. Particles are represented by black circles, and unoccupied locations are represented by dashed circles.
Neighboring particles have a black line drawn between them.
Suppose N (P ′), which is of size at least one and at most three, is connected; see Fig. 5f. Note the
current location of P ′ and location ℓ satisfy Property 2, so particle P ′ can move to ℓ. As P ′ and ℓ
are below and right of P , this move satisfies the conclusions of the lemma. □
Ifmi satisfies the invariants, we want to give a sequence of moves after whichmi+1 also satisfies
the invariants. The following lemma will be used towards that goal.
Lemma 3.4. Ifmi satisfies both invariants and has a component of size at least two, there exists a
sequence of valid moves that decreases the number of particles inmi , after whichmi still satisfies the
invariants.
Proof. Consider any component ofmi of size at least two, and let P be the topmost particle in
this component. P has a particle below it, no particle above it, and by Invariants 1 and 2 has no
particle above-left or below-left of it. The two locations right of P may or may not be occupied. We
consider two cases: when N (P) is connected, and when it is not.
When N (P) is disconnected, we invoke Lemma 3.3. It must be that P has two neighbors that
satisfy the conditions of the lemma, and so there exists a sequence of valid moves after which
either location ℓ below-right of P is occupied by another particle or it is valid for P to move to ℓ.
All moves in this sequence occur right of P , and thus don’t affect the invariants formi . If it is now
valid for P to move to ℓ, we make this move and the number of particles inmi has decreased, as
desired. If another particle has moved to ℓ, then N (P) is now connected, the next case we consider.
When N (P) is connected, it must look as in Fig. 6a, 6b, or 6c. In all cases, particle P moving
down-left is a valid move that decreases the number of particles inmi . However, Invariant 1 no
longer holds formi after this move, so we continue to move particle P down until it is adjacent to
the bottom particle Q in this component of particles inmi . If there is not already a line stretching
down and left from Q , then P moves down once more to start such a line (Fig. 6d), which is valid
because of the invariants formi . If this line stretching down and left from Q already exists, we
note the locations at distances one and two above this line must all be unoccupied. This follows
from Invariants 1 and 2 formi : all particles left ofmi must extend down and left from the bottom
particle of some component inmi , and the first such particle above Q is at least two units above
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Fig. 6. If P is the topmost particle in a component ofmi of size at least 2 and its neighborhood is connected,
then (a)–(c) are the three possibilities for N (P). In all three of these cases, moving P down-left satisfies
Property 1. (d) and (e) show the two cases for subsequently moving P to a new position such that the
invariants still hold formi .
P ’s original location and thus at least three units above Q . Thus, it is valid (satisfying Property 1)
to move P along this line and add it to the end (Fig. 6e). In all cases, the number of particles inmi
decreases while the invariants formi remain satisfied, as desired. □
Lemma 3.4 can be applied iteratively until all components ofmi are of size one, and all particles
left ofmi form lines stretching down-left from these components of size one. Thus, all particles left
ofmi+1 form lines stretching down-left, satisfying Invariant 1 formi+1. We now consider how to
also satisfy Invariant 2 formi+1.
Lemma 3.5. Ifmi satisfies both invariants andmi+1 satisfies Invariant 1, then there exists a sequence
of valid moves after whichmi+1 satisfies both invariants.
Proof. Because our particle configuration is connected, each line left ofmi+1 is connected to
some particle inmi+1. However, the line may not stretch down and left from this particle or this
particle may not have an empty location below it, as is required by Invariant 2. Consider any
component ofmi+1 which is adjacent to at least one line left ofmi+1 stretching down-left. To satisfy
Invariant 2, we merge all such lines into one, stretching down-left from the bottom particle Q in
this component. First, we move the lowest line so that it is stretching down-left from Q . An entire
line can be moved down one unit by first moving the rightmost particle in this line (the particle
in linemi ) down once, which is necessarily a valid move, and then by subsequently moving the
remaining particles down once from right to left (for an example of this downward movement of a
line, see Fig. 7a). This can be repeated until this lowest line is in the desired position, stretching
down and left from Q .
Iteratively consider the next lowest line. As before, we move this line down one unit at a time by
moving the particles each down once from right to left until the line is flush with the bottommost
line (Fig. 7a–7c). The particles in this line can then easily be added to the bottommost line one at
a time, from left to right, as in Fig. 7c–7e. We repeat this line merging process until all particles
stretching down-left from this component ofmi have been reorganized into one line stretching
down-left from Q . After repeating this process for all components inmi+1, Invariant 2 is satisfied
formi+1. Invariant 1 still holds formi+1 as all particles are still in lines, somi+1 now satisfies both
invariants, as claimed. □
We now combine the previous two lemmas to get the main inductive step for our sweep-line
procedure.
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Fig. 7. The process of merging two lines stretching down-left from the same component ofmi+1 in order to
satisfy Invariant 2. In (a) and (b), the moves must occur in the order listed.
Lemma 3.6. Ifmi satisfies both invariants, then there exists a sequence of valid particle moves after
whichmi+1 also satisfies both invariants.
Proof. Supposemi satisfies both invariants. If there are connected components of two or more
particles contained inmi , we can iteratively apply Lemma 3.4 to reduce the number of particles in
mi without affecting the invariants. After this, all components ofmi consist of one particle. Now
all particles left ofmi+1 are in lines (possible consisting of just one particle) stretching down-left,
satisfying Invariant 1. Next, we can apply Lemma 3.5 to ensure thatmi+1 also satisfies Invariant 2,
merging any lines stretching down-left from the same component ofmi+1. Thus, there exists a
sequence of valid moves after whichmi+1 satisfies both invariants, as claimed. □
Lemma 3.7. There exists a valid sequence of moves transforming any configuration into a line.
Proof. Initially,m1 for σ trivially satisfies the invariants because there are no particles left of
m1. Repeatedly using Lemma 3.6, we obtain a sequence of moves after which the invariants hold
for some linemk which has no particles to its right.
All particles inmk must be in a single component. If this was not the case, then the configuration
would not be connected: particles left ofmk only form lines that are insufficient to connect multiple
components ofmk , and there are no particles right ofmk . We know that the particle configuration
must be connected because initial configuration σ0 was connected and we have only made valid
particle moves (Lemma 3.1), so this is a contradiction, andmk must have a single component.
We repeatedly apply Lemma 3.4 until there is only one particle left in mk and line mk still
satisfies the invariants. At this point the particles form a single line stretching down-left from
the single particle inmk , and we have given a sequence of valid moves transforming an arbitrary
configuration into a line. □
In particular, this shows that for any connected configuration there exists a valid sequence of
moves transforming it into a configuration with no holes.
Lemma 3.8. Eventually M reaches a configuration with no holes, after which no holes are ever
introduced again.
Proof. Let σ0 ∈ Ω be the initial (connected) particle configuration given as input to Markov
chainM. By Lemma 3.7 for σ0, there is positive probability thatM will reach Ω∗ ⊂ Ω, the set of
hole-free connected particle configurations. Lemma 3.7 holds for any configuration, so this is also
true of each subsequent state σi . Since Ω is finite,M must eventually reach Ω∗, as desired. Finally,
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by Lemma 3.2, once Ω∗ is reached, the particle system will remain hole-free for the rest ofM’s
execution. □
Note that the previous lemma is equivalent to saying that any configuration with a hole is a
transient state of Markov chainM. We present one more lemma before provingM is irreducible
on Ω∗ once it reaches Ω∗. LetM be the transition matrix ofM, that is,M(σ ,τ ) is the probability of
moving from state σ to state τ in one step ofM.
Lemma 3.9. For any two configurations σ ,τ ∈ Ω∗, if M(σ ,τ ) > 0 then M(τ ,σ ) > 0; that is, once
M reaches Ω∗, all of its transitions are reversible on Ω∗.
Proof. Let σ ,τ ∈ Ω∗ be any two configurations such thatM(σ ,τ ) > 0. Then σ and τ differ by
one particle P that is at location ℓ in σ and at adjacent location ℓ′ in τ .
In τ , particle P at location ℓ′ has at most four neighbors. It cannot have six neighbors because
location ℓ, which was previously occupied by P in σ , is now unoccupied. It cannot have five
neighbors because otherwise ℓ′ would have been a hole in σ when P was at ℓ, a contradiction to
our assumption that σ ∈ Ω∗. BecauseM(σ ,τ ) > 0, Property 1 or Property 2 must hold for ℓ and ℓ′.
Both properties are symmetric with regard to the role played by ℓ and ℓ′. Thus, if Markov chainM,
in state τ , selects particle P , neighboring location ℓ, and sufficiently small probability q in Step 2,
then because Conditions (1)–(3) of Step 6 are satisfied, particle P moves to location ℓ. This proves
M(τ ,σ ) > 0. □
Lemma 3.10. Once Markov chain M reaches Ω∗, it is irreducible on Ω∗, the state space of all
connected configurations without holes.
Proof. Let σ and τ be any two connected configurations of n particles with no holes. By
Lemma 3.7, there exists a sequence of valid moves transforming σ into a line. By Lemmas 3.7
and 3.9, there exists a sequence of valid moves transforming this line into τ . □
Corollary 3.11. OnceM reaches Ω∗, it is ergodic on Ω∗.
Proof. By Lemma 3.10,M is irreducible on Ω∗. As long as n > 1 then every particle has at least
one neighbor, soM is aperiodic because at each iteration there is a probability of at least 1/6 that
a particle proposes moving into an occupied neighboring location so no move is made. Thus, once
M reaches Ω∗, it is ergodic on Ω∗. □
We note thatM is not irreducible on Ω, and thus not ergodic on Ω, because it is not possible to
get from a hole-free configuration to a configuration with a hole. Ergodicity is necessary to apply
tools from Markov chain analysis, as we do in the next subsection, which is why we focus on the
behavior ofM after it reaches Ω∗.
3.6 The stationary distribution π ofM
In this section we determine the stationary distribution ofM.
Lemma 3.12. If π is a stationary distribution ofM, then for any σ ∈ Ω \ Ω∗, π (σ ) = 0.
Proof. For any configuration σ ∈ Ω \ Ω∗, there is a positive probability of moving into Ω∗
in some later time step (Lemma 3.8). For any configuration τ ∈ Ω∗, there is zero probability of
reaching a configuration with holes (Lemma 3.2). If a stationary distribution π were to put any
positive probability mass on states in Ω \ Ω∗, over time the total probability mass within Ω \ Ω∗
would decrease as it leaks into Ω∗ with no possibility of returning. Thus such a distribution could
not be stationary, a contradiction. We conclude that any stationary distribution π has π (σ ) = 0 for
all σ ∈ Ω \ Ω∗, as claimed. □
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Lemma 3.13. M has a unique stationary distribution π given by
π (σ ) =
{
λe (σ )
Z σ ∈ Ω∗
0 σ ∈ Ω \ Ω∗
where Z =
∑
σ ∈Ω∗ λe(σ ) is the normalizing constant, also called the partition function.
Proof. Lemma 3.12 guarantees that any stationary distribution ofM has π (σ ) = 0 for configu-
rations σ < Ω∗. OnceM reaches Ω∗ (which it is guaranteed to by Lemma 3.8), it is ergodic on Ω∗
(Lemma 3.11). We conclude, because Ω∗ is finite, thatM on Ω∗ has a unique stationary distribution,
and thusM on Ω also has a unique stationary distribution.
We confirm that π as stated above is this unique stationary distribution by detailed balance. Let
σ and τ be configurations in Ω∗ with σ , τ such thatM(σ ,τ ) > 0. By Lemma 3.9, alsoM(τ ,σ ) > 0.
Suppose particle P moves from location ℓ in σ to neighboring location ℓ′ in τ . Let e be the number
of edges formed by P has when it is in location ℓ, and let e ′ be that number when P is in location
ℓ′. This implies e(σ ) − e(τ ) = e − e ′. If λe ′ ≤ λe , then we see that
M(σ ,τ ) = 1
n
· 16 · λ
e ′−e and M(τ ,σ ) = 1
n
· 16 · 1.
In this case we can verify that σ and τ satisfy the detailed balance condition:
π (σ )M(σ ,τ ) = λ
e(σ )
Z
· λ
e ′−e
6n =
λe(τ )
Z · 6n = π (τ )M(τ ,σ ).
If λe ′ > λe , we can similarly calculate these probabilities to verify detailed balance:
M(σ ,τ ) = 1
n
· 16 · 1 and M(τ ,σ ) =
1
n
· 16 · λ
e−e ′,
π (σ )M(σ ,τ ) = λ
e(σ )
Z · 6n =
λe(τ )
Z
λe−e ′
6n = π (τ )M(τ ,σ ).
Since the detailed balance condition is satisfied for all σ ,τ ∈ Ω∗, it only remains to verify that π is
in fact a probability distribution:∑
σ ∈Ω
π (σ ) =
∑
σ ∈Ω∗
λe(σ )
Z
+
∑
σ ∈Ω\Ω∗
0 =
∑
σ ∈Ω∗ λe(σ )∑
σ ∈Ω∗ λe(σ )
= 1.
We conclude π is the unique stationary distribution ofM. □
While it is natural to assume maximizing the number of edges in a particle configuration results
in more compression, here we formalize this. We prove π can also be expressed in terms of
perimeter. This impliesM converges to a distribution weighted by the perimeter of configurations,
a global characteristic, even though the probability of any particle move is determined only by
local information.
Corollary 3.14. The stationary distribution π ofM is also given by
π (σ ) =
{
λ−p(σ )
Z σ ∈ Ω∗
0 σ ∈ Ω \ Ω∗
where Z =
∑
σ ∈Ω∗ λ−p(σ ) is the normalizing constant, also called the partition function.
Proof. This expression is equal toM’s unique stationary distribution when σ < Ω∗, so it only
remains to verify the case σ ∈ Ω∗. We use Lemma 2.3 and Lemma 3.13:
π (σ ) = λ
e(σ )∑
σ ∈Ω∗ λe(σ )
=
λ3n−p(σ )−3∑
σ ∈Ω∗ λ3n−p(σ )−3
=
λ3n−3
λ3n−3
· λ
−p(σ )∑
σ ∈Ω∗ λ−p(σ )
=
λ−p(σ )∑
σ ∈Ω∗ λ−p(σ )
.
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□
The conference version of this paper [10] also expressed the stationary distribution in terms of
the number of triangles in a configuration. Recall a triangle is a face of G∆ that has all three of its
vertices occupied by particles and t(σ ) is the number of triangles in configuration σ . We include
the following corollary for completeness, but will not use it in subsequent sections.
Corollary 3.15. The stationary distribution π ofM is also given by
π (σ ) =
{
λt (σ )
Z σ ∈ Ω∗
0 σ ∈ Ω \ Ω∗
where Z =
∑
σ ∈Ω∗ λt (σ ) is the normalizing constant, also called the partition function.
Proof. This follows from Lemma 2.4 and Corollary 3.14:
π (σ ) = λ
−p(σ )∑
σ ∈Ω∗ λ−p(σ )
=
λ−(2n−t (σ )−2)∑
σ ∈Ω∗ λ−(2n−t (σ )−2)
=
λ−2n+2
λ−2n+2
· λ
t (σ )∑
σ ∈Ω∗ λt (σ )
=
λt (σ )∑
σ ∈Ω∗ λt (σ )
.
□
3.7 Convergence Time of Markov ChainM
We prove in Section 4 that when λ > 2 +
√
2, if Markov chainM has converged to its stationary
distribution, then with all but exponentially small probability the particle systemwill be compressed.
However, we do not give explicit bounds on the time required for this to occur, and we believe
proving rigorous bounds will be challenging.
A common measure of convergence time of a Markov chain is its mixing time, the number of
iterations until the distribution is within total variation distance ε of the stationary distribution,
starting from the worst initial configuration. Getting a polynomial bound on the mixing time of our
Markov chainM is likely to be challenging because of its similarity to physical systems such as the
Ising and Potts models, common models of ferromagnetism from statistical physics. For example,
local-update dynamics for the two-dimensional Ising model with constant boundary conditions
are believed to have polynomial mixing time, though proving so remains a difficult open problem
despite breakthrough works showing subexponential [42] and subsequently quasipolynomial [40]
mixing time upper bounds. OurM also uses local update steps and, like the constant boundary
Ising model, has two possible states for each vertex of a lattice (occupied vs. unoccupied) and
outside a region of interest all states are the same (unoccupied). The shrinkage over time of the
boundary of the particle configuration underM is similar to the shrinkage over time in the Ising
model of ‘droplets’ of one state surrounded by the other state (see, e.g., [11] for work investigating
such ‘droplets’ in two and three dimensions). This shrinking of droplets is believed — but not
proved — to be the salient feature determining the mixing time for the Ising model with constant
boundary conditions. We see similar difficulties in analyzing the mixing time of our Markov chain
M, and thus believe obtaining rigorous upper bounds on its mixing time will be challenging.
However, mixing time may not be the correct measure of our algorithm’s convergence. While
we prove in later sections that compression occurs afterM has reached its stationary distribution,
compression could occur much earlier. Thus, even if it takes exponential time forM to converge
to its stationary distribution, which is certainly plausible, it may be true that the particles achieve
compression after only a polynomial number of steps. When starting from a line of n particles, our
simulations indicate that doubling the number of particles consistently results in about a ten-fold
increase in iterations until compression is achieved. Based on this, we conjecture the number of
iterations ofM until compression occurs is Ω(n3) and O(n4), the equivalent of Ω(n2) and O(n3)
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asynchronous rounds of A. Furthermore, we do not expect the presence of holes in the initial
configuration to significantly delay compression, even though this may increase the mixing time.
4 ACHIEVING COMPRESSION
We proved in Section 3.6 that Markov chainM converges to a unique stationary distribution, and
we know that distribution exactly (Corollary 3.14). In this section, we show that when parameter
λ is large enough, this stationary distribution exhibits compression with high probability. While
compression could actually occur even earlier, beforeM is close to stationarity, our proofs rely on
analyzing the stationary distribution ofM.
Recall for any α > 1 we say a configuration σ with n particles is α-compressed if its perimeter
p(σ ) < α · pmin , where pmin is the minimum possible perimeter of a configuration with n particles.
We prove that, for any α > 1 and provided λ and n are large enough, a configuration chosen at
random according to the stationary distribution ofM is α-compressed with all but a probability
that is exponentially small (in n). Values of α closer to 1 simply require larger λ values. Conversely,
we then prove (as a corollary) that for any λ > 2 +
√
2, there is a constant α such that with high
probability α-compression occurs at stationarity.
4.1 Preliminaries: Perimeter and Self-Avoiding Walks
We begin with some necessary results bounding the number of connected, hole-free particle system
configurations with a certain perimeter. Let Sα be the set of all connected, hole-free configurations
with perimeter at least α ·pmin , for some constant α > 1. We only consider hole-free configurations
because we are concerned with behavior ofM at stationarity and the stationary distribution π
ofM only gives positive probability to hole-free configurations in Ω∗ (Corollary 3.14). We want
an upper bound on π (Sα ) = ∑σ ∈Sα π (σ ), the probability of being in a configuration with large
perimeter at stationarity, in order to argue that this probability is exponentially small.
Let ck denote the number of connected, hole-free configurations with perimeter k . Recall that
pmax = 2n − 2 is the maximum possible perimeter for a configuration of n particles; using the
expression for π given in Corollary 3.14, we can write π (Sα ) as:
π (Sα ) =
∑
σ ∈Sα
π (σ ) =
∑
σ ∈Sα
λ−p(σ )
Z
=
∑pmax
k= ⌈α ·pmin ⌉ ckλ
−k
Z
.
Recall that Corollary 3.14 defined the partition function as Z =
∑
σ ∈Ω∗ λ−p(σ ), the summed weight
of all connected, hole-free configurations. In order to give an upper bound on π (Sα ), we establish a
lower bound on Z and an upper bound on ck . It suffices to use the trivial bound Z ≥ λ−pmin for the
former; to bound the latter, we turn to lattice duality and self-avoiding walks (for a more thorough
treatment of self-avoiding walks, see, e.g., [4]).
Definition 4.1. A self-avoiding walk in a graph is a walk that never visits the same vertex twice.
Self-avoiding walks are most commonly studied for graphs that are planar lattices, and we will
focus on self-avoiding walks in the hexagonal lattice, also called the honeycomb lattice (Fig. 8a).
Examples of self-avoiding walks and non-self-avoiding walks in this lattice are shown in Fig. 8b
and 8c, respectively. The hexagonal lattice is of interest because it is dual to the triangular latticeG∆
that particles occupy in our model. That is, by creating a new vertex in every face of the triangular
lattice and connecting two of these new vertices if their corresponding triangular faces have a
common edge, we obtain the hexagonal lattice; see Fig. 9a.
The number of self-avoiding walks of a certain length starting from a fixed vertex has been
extensively studied for many planar lattices. This number is believed to grow exponentially with
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(a) (b) (c)
Fig. 8. (a) The hexagonal lattice. (b) A self-avoiding walk in the hexagonal lattice. (c) A walk that is not
self-avoiding.
the length of the walk, and the base of this exponent is known as the connective constant of the
lattice. More concretely, if Nl is the number of self-avoiding walks of length l in some planar lattice
L, then the connective constant of lattice L is defined as µL = liml→∞(Nl )1/l . For example, the
connective constant of the square lattice is 2.625622 ≤ µsq ≤ 2.679193, but an exact value has
not been rigorously proved [37, 45]. The only lattice for which the connective constant is exactly
known is our lattice of interest, the hexagonal lattice.
Theorem 4.2 ([26]). The connective constant of the hexagonal lattice is µhex =
√
2 +
√
2.
This theorem implies that the number of self-avoiding walks of length l in the hexagonal lattice is
f (l) · µlhex , for some subexponential function f .
To bound the number of connected, hole-free particle system configurations with some fixed
perimeter, we turn from self-avoiding walks to the closely related notion of self-avoiding polygons,
where a self-avoiding polygon is a self-avoiding walk that starts and ends at the same vertex (Fig. 9b).
The number of self-avoiding walks of length l is an upper bound on the number of self-avoiding
polygons of perimeter l .
Lemma 4.3. The number of connected, hole-free particle system configurations with n particles and
perimeter k is at most f (k) · (2 + √2)k for some subexponential function f .
(a) (b)
Fig. 9. (a) The duality between the triangular lattice and the hexagonal lattice. (b) An example of a particle
configuration σ , its corresponding polygon in the hexagonal lattice (shaded), and the boundary of this region
which is a self-avoiding polygon in the hexagonal lattice (bold).
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Proof. Consider the dual to the triangular latticeG∆, the hexagonal latticeGhex (Fig. 9a). For
any connected, hole-free particle system configuration σ with n particles, consider the union Aσ of
all the faces ofGhex corresponding to vertices ofG∆ that are occupied in σ . Whenever two particles
are adjacent in G∆, their corresponding faces in Ghex share an edge. This union Aσ is a simply
connected polygon because σ is connected and has no holes; moreover, the boundary of Aσ forms
a self-avoiding polygon in Ghex (bold in Fig. 9b).
We first show that the number of connected, hole-free particle system configurations in G∆
with perimeter k is at most the number of self-avoiding polygons inGhex with perimeter 2k + 6.
Let σ be a connected, hole-free configuration with perimeter k . A particle P is on the (unique
external) boundary of σ if and only if its corresponding hexagon HP in Ghex shares an edge with
the perimeter of Aσ . That is, if a particle P appears once on the boundary of σ with exterior angle
θP ∈ {120◦, 180◦, 240◦, 300◦, 360◦}, then HP has (θP/60◦) − 1 of its edges contained in the perimeter
of Aσ . More generally, if a particle P appearsmP ≥ 1 times on the boundary of σ with exterior
angles summing to θP , then HP has (θP/60◦) −mP of its edges contained in the perimeter of Aσ .
Thus, we conclude the number of edges on the perimeter of Aσ is:
p(Aσ ) =
∑
P ∈p(σ )
(
θP
60◦ −mP
)
=
1
60◦
©­«
∑
P ∈p(σ )
θP
ª®¬ − k = 160◦ (180◦k + 360◦) − k = 2k + 6.
As noted before, the number of self-avoiding polygons in a lattice with perimeter l is at most the
number of self-avoiding walks in that lattice with length l . So the number of self-avoiding polygons
inGhex with perimeter 2k + 6 is at most the number of self-avoiding walks inGhex of length 2k + 6.
By Theorem 4.2, the number of self-avoiding walks inGhex of length 2k + 6 is f1(2k + 6) · µ2k+6hex , for
some subexponential function f1. Let f (k) = f1(2k + 6) · µ6hex ; note that f is also subexponential.
Then, all together, the number of connected, hole-free particle system configurations with perimeter
k is at most f (k) · µ2khex = f (k) · (2 +
√
2)k , as desired. □
We can restate Lemma 4.3 in a slightly different way to make it easier to use in our later proofs.
Lemma 4.4. For any ν > 2 +
√
2, there is an integer n1(ν ) such that for all n ≥ n1(ν ), the number of
connected, hole-free particle system configurations with n particles and perimeter k is at most νk .
Proof. From Lemma 4.3 we know that the number of connected, hole-free configurations with
n particles and perimeter k is at most at most f (k) · (2 + √2)k , for some subexponential function f .
Because ν > 2 +
√
2 and f is subexponential, it follows that
lim
k→∞
f (k) · (2 + √2)k
νk
= 0.
Let k1(ν ) be such that for all k > k1(ν ), f (k) · (2 +
√
2)k ≤ νk ; k1(ν ) must exist because the above
limit is less than one. Let n1(ν ) = k1(ν )2. For any n ≥ n1(ν ), all connected configurations with
n particles have perimeter at least k1(ν ) by Lemma 2.1. We conclude that for any n ≥ n1(ν ) and
for any k between pmin(n) and pmax (n), f (k) · (2 +
√
2)k ≤ νk and thus the number of connected,
hole-free configurations with perimeter k is at most νk , as claimed. If k is not within these bounds,
there are 0 configurations with n particles and perimeter k , so the lemma is trivially true. □
We note that, in general, the closer ν is to 2 +
√
2 the larger n1(ν ) has to be.
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4.2 Proof of Compression
To simplify notation, we define the weight of a configuration σ to bew(σ ) = π (σ ) · Z = λ−p(σ ). For
a set S ⊆ Ω, we definew(S) = ∑σ ∈S w(σ ) as the sum of the weights of all configurations in S . We
now prove our main result.
Theorem 4.5. For any α > 1, let λ∗ = (2 + √2) αα−1 . There exists n∗ ≥ 0 and ζ < 1 such that for
all λ > λ∗ and n > n∗, the probability that a random sample σ drawn according to the stationary
distribution π ofM is not α-compressed is exponentially small:
Pσ∼π (p(σ ) ≥ α · pmin) < ζ
√
n .
Proof. Recall that Sα is the set of connected, hole-free configurations with perimeter at least
α · pmin . We wish to show that π (Sα ) is smaller than some function that is exponentially small in n.
We first consider the partition function Z of π ; recall Z =
∑
σ ∈Ω∗ λ−p(σ ). If σmin is a configuration
of n particles achieving the minimum possible perimeter pmin , thenw(σmin) = λ−pmin is a lower
bound on Z . It follows that
π (Sα ) = w(Sα )
Z
<
w(Sα )
w(σmin) .
The remainder of this proof will be spent finding an upper bound on w(Sα )/w(σmin) that is
exponentially small in n. To begin, we stratify Sα into sets of configurations that have the same
perimeter; recall every configuration has an integer perimeter because of lattice constraints. Let
Ak be the set of all configurations with perimeter k ; then Sα =
⋃pmax
k= ⌈α ·pmin ⌉ Ak . Noting that
pmax = 2n − 2, we can then write
w(Sα )
w(σmin) =
∑2n−2
k= ⌈α ·pmin ⌉ w(Ak )
λ−pmin
.
Since all configurations in Ak have the same perimeter k , they also have the same weight λ−k ;
thus, w(Ak ) = |Ak |λ−k . Choose ν such that λ∗ < ν αα−1 < λ, implying 2 +
√
2 < ν < λ α−1α ; since
λ > λ∗, such a ν must exist. By Lemma 4.4, provided n is large enough (i.e., larger than the value
n1(ν )), we have |Ak | ≤ νk . So, we have
w(Sα )
w(σmin) =
∑2n−2
k= ⌈α ·pmin ⌉ |Ak |λ−k
λ−pmin
≤
∑2n−2
k= ⌈α ·pmin ⌉ ν
kλ−k
λ−pmin
=
2n−2∑
k= ⌈α ·pmin ⌉
νkλ−kλpmin .
Because k ≥ α · pmin , it follows that k/α ≥ pmin . As λ > λ∗ > 2 +
√
2 > 1, we see that
w(Sα )
w(σmin) ≤
2n−2∑
k= ⌈α ·pmin ⌉
νkλ−kλk/α =
2n−2∑
k= ⌈α ·pmin ⌉
(
ν
λ
α−1
α
)k
.
We chose ν such that ν < λ α−1α , so (ν/λ α−1α ) < 1. Because k ≥ α · pmin > α√n (by Lemma 2.1),
we see that
w(Sα )
w(σmin) ≤
2n−2∑
k= ⌈α ·pmin ⌉
(
ν
λ
α−1
α
)α√n
≤ (2n − 2)
(
ν
λ
α−1
α
)α√n
.
Since (ν/λ α−1α ) < 1, we can find a constant ζ < 1 such for all sufficiently large n, say n ≥ n2, it
holds that
w(Sα )
w(σmin) ≤ (2n − 2)
(
ν
λ
α−1
α
)α√n
< ζ
√
n .
Setting n∗ = max(n1(ν ),n2) completes the proof of the theorem. □
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Though Theorem 4.5 is proved only in the case where the number of particles is sufficiently large,
we expect and observe it to hold for much smaller n. We note that the closer the value ν αα−1 used in
the above proof is to λ∗ the larger n1(ν ) is, and the closer ν is to λ, the larger n2 is. In particular,
when λ is close to λ∗ then n∗ must be large, while for λ ≫ λ∗, smaller values of n∗ suffice for the
proof. Computing an exact value for n∗ is difficult because the value n1(ν ) from Lemma 4.4 is not
known explicitly; see Section 4 of [26] and references therein.
While the above result shows thatM (and, by extension, the local algorithm A) accomplishes
α-compression for any α > 1, smaller values of α require larger values of λ. In practice, when λ
is largeM takes a very long time to reach any compressed configuration. Because of this, what
happens when λ is small is also of interest. We now show that provided λ > 2 +
√
2, there is some
constant α such that α-compression occurs. Of course, there is again a tradeoff: the smaller λ is,
the larger α is.
Corollary 4.6. For any λ > 2 +
√
2, for any constant α > log2+√2 λ/(log2+√2 λ − 1) there exists
n∗ ≥ 0 and ζ < 1 such that for all n ≥ n∗, a random sample σ drawn according to the stationary
distribution π ofM satisfies
Pσ∼π (p(σ ) ≥ α · pmin) < ζ
√
n .
Proof. If α > log2+
√
2 λ
log2+√2 λ−1 , then solving for λ gives λ > ν
α
α−1 . Theorem 4.5 then gives the desired
result. □
5 USINGM FOR EXPANSION
Now that we have proved Markov chainM (and local algorithm A) yields compression whenever
λ > 2 +
√
2, it is natural to ask about the behavior ofM when λ ≤ 2 +√2. As λ > 1 corresponds to
particles favoring having more neighbors, one might conjecture that compression occurs whenever
λ > 1. We show, counterintuitively, that this is not the case: for all λ < 2.17, compression does not
occur. For example, consider the simulation depicted in Fig. 10; even after 20 million iterations of
M with bias λ = 2, the system has not compressed. This stands in stark contrast to the simulations
depicted in Fig. 2, which achieved good compression after only 5 million iterations ofM using
λ = 4.
Analogous to our definition of α-compression, we say a configuration σ is β-expanded for some
0 < β < 1 if p(σ ) > β · pmax . For a configuration of n particles, pmax = 2n − 2 = Θ(n) and
pmin = Θ(√n), so β-expansion and α-compression for any constants β and α are mutually exclusive
for sufficiently large n. We prove in this section that, for all 0 < λ < 2.17 and provided n is large
enough, there is a constant β such that a configuration chosen at random according to the stationary
distribution ofM is β-expanded with all but exponentially small probability. As mentioned above,
this is notable because it implies that λ > 1 (i.e., favoring more neighbors) is not sufficient to
guarantee compression as one might first guess.
We begin with some preliminaries about counting the number of particle system configurations
with a certain perimeter, which will give us a lower bound on the partition function Z . We then use
this bound to show that for all λ <
√
2, expansion occurs. By revisiting and improving this lower
bound on Z , we can improve this result and show expansion occurs for all λ < 2.17.
5.1 A Non-trivial Lower Bound on the Partition Function
Let Sβ be the set of all connected, hole-free particle system configurations with perimeter at most
β · pmax for some constant 0 < β < 1. Analogous to the approach for proving compression, we
want to show π (Sβ ) = ∑σ ∈S β λ−p(σ )/Z , the stationary probability of being in a configuration with
small perimeter, is exponentially small. Recall that Corollary 3.14 defined the partition function
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(a) (b)
Fig. 10. 100 particles in a line with occupied edges drawn, after (a) 10 million and (b) 20 million iterations of
M with bias λ = 2.
as Z =
∑
σ ∈Ω∗ λ−p(σ ), the summed weight of all connected, hole-free configurations. The critical
component of this result is an improved lower bound on Z ; the trivial bound of Z ≥ λ−pmin used
for compression does not suffice for expansion. We give our first non-trivial lower bound on Z in
Lemma 5.1, and this result is valid for all λ > 0. Later, we will obtain an improved lower bound on
Z that is valid for all λ ≥ 1.
Obtaining these lower bounds on Z for expansion requires a lower bound on the number of
configurations with n particles and a given perimeter; this is the opposite of what we did for
compression, where we upper bounded this quantity. To begin, we recall pmax = 2n − 2 and note:
Z =
∑
σ ∈Ω∗
λ−p(σ ) ≥
∑
σ ∈ Ω∗ :
p(σ ) = pmax
λ−p(σ ) = c2n−2λ−(2n−2),
where c2n−2 is the number of configurations with n particles and perimeter exactly 2n − 2. Note if a
configuration σ with n particles has perimeter 2n − 2, then by Lemmas 2.3 and 2.4 it must be that σ
has exactly n − 1 edges and no triangles; that is, σ is an induced tree in G∆. We present a method
for enumerating a subset of these trees, giving a lower bound on c2n−2.
Lemma 5.1. For any λ > 0, Z ≥ (√2/λ)pmax .
Proof. We enumerate n-vertex paths in G∆ where every step is either down-right or up-right;
this is a subset of the trees contributing to c2n−2. Starting from the first particle, there are 2n−1 ways
to place rest of the particles to form such a path, where each one is either up-right or down-right
from the previous one. This means there are at least 2n−1 such paths, giving
c2n−2 ≥ 2n−1 =
√
2
2n−2
=
√
2
pmax
.
From this, it follows that
Z =
∑
σ ∈Ω∗
λ−p(σ ) ≥
∑
σ ∈ Ω∗ :
p(σ ) = pmax
λ−pmax ≥ √2pmax λ−pmax =
(√
2
λ
)pmax
.
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□
As the next result will show, Lemma 5.1 directly implies the particle system does not compress,
even in the limit, for any λ <
√
2. This bound could be improved significantly with a better lower
bound for c2n−2, but this will be eclipsed by the lower bound for Z when λ ≥ 1 given in Section 5.3.
5.2 Proof of Expansion
We now show, using Lemma 5.1, that for any value of β ∈ (0, 1) it is possible to achieve β-expansion
by simply runningM with input parameter λ sufficiently small. The closer β is to 1, the closer λ
must be to 0 in order to achieve β-expansion.
Theorem 5.2. For any 0 < β < 1, let λ∗ = min
(√
2,
√
2
1
1−β (2 + √2)
−β
1−β
)
. There exists n∗ ≥ 0 and
ζ < 1 such that for all λ < λ∗ and n ≥ n∗, the probability that a random sample σ drawn according to
the stationary distribution π ofM is not β-expanded is exponentially small:
Pσ∼π (p(σ ) ≤ β · pmax ) < ζ
√
n .
Proof. Because λ < λ∗, we know λ <
√
2
1
1−β (2 + √2)
−β
1−β . Rearranging terms in this expression,
we obtain λ(β−1)/β21/2β > 2 +
√
2. Let ν be any value satisfying λ(β−1)/β21/2β > ν > 2 +
√
2. We will
later use the fact that for any such choice of ν ,
νλ
1−β
β 2−
1
2β < 1.
Let Sβ be the set of configurations of perimeter at most β · pmax . We wish to show that π (Sβ ) is
smaller than some function that is exponentially small in n. Using Lemma 5.1 to upper bound the
partition function Z of the stationary distribution π , we have
π
(
Sβ
)
=
w
(
Sβ
)
Z
≤ w
(
Sβ
)(√
2/λ)pmax = w (Sβ )
(
λ√
2
)pmax
.
The remainder of this proof will be spent finding an upper bound on the right hand side of the
above equation that is exponentially small in n. To begin, we stratify Sβ into sets of configurations
that have the same perimeter. Let Bk be the set of all configurations with perimeter k ; then
Sβ =
⋃ ⌊β ·pmax ⌋
k=pmin
Bk . We can then write
w
(
Sβ
) ( λ√
2
)pmax
=
⌊β ·pmax ⌋∑
k=pmin
w(Bk )
(
λ√
2
)pmax
.
The weight of each element in the set Bk is the same, λ−k . By Lemma 4.4 and our careful choice
of ν , above, the number of configurations in set Bk is at most νk provided k is sufficiently large. So,
w
(
Sβ
) ( λ√
2
)pmax
≤
⌊β ·pmax ⌋∑
k=pmin
νkλ−k
(
λ√
2
)pmax
.
Because k ≤ β · pmax , we have pmax ≥ k/β . As λ < λ∗ ≤
√
2, we have
w
(
Sβ
) ( λ√
2
)pmax
≤
⌊β ·pmax ⌋∑
k=pmin
νkλ−k
(
λ√
2
) k
β
=
⌊β ·pmax ⌋∑
k=pmin
©­«νλ
1−β
β
√
2
1
β
ª®¬
k
.
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Because of our choice of ν , the rightmost term in parentheses is less than one. By applying the
inequalities pmax = 2n − 2 ≥ k ≥ pmin > √n (by Lemma 2.1), we see that
w
(
Sβ
) ( λ√
2
)pmax
≤
⌊β ·pmax ⌋∑
k=pmin
©­«νλ
1−β
β
√
2
1
β
ª®¬
√
n
≤ (2n − 2) ©­«νλ
1−β
β
√
2
1
β
ª®¬
√
n
.
Again using the fact that the rightmost term in parentheses is less than one, we can find a
constant ζ < 1 and an n∗ such that for all n ≥ n∗,
Pσ∼π (p(σ ) ≤ β · pmax ) = π
(
Sβ
) ≤ w (Sβ ) ( λ√
2
)pmax
≤ (2n − 2) ©­«νλ
1−β
β
√
2
1
β
ª®¬
√
n
< ζ
√
n .
□
While the above result shows thatM accomplishes β-expansion for any β < 1, larger values
of β require smaller values of λ. However, larger values of λ are still of interest as we wish to
characterize how the behavior ofM and A depends on λ. We now show that provided λ < √2,
there is some constant β such that β-expansion occurs. Of course, there is again a tradeoff: the
larger λ is, the smaller β is.
Corollary 5.3. For all 0 < λ <
√
2, for any constant β < log
√
2−log λ
log(2+√2)−log λ , there exists n
∗ ≥ 0 and
ζ < 1 such that for all n ≥ n∗, a random sample σ drawn according to the stationary distribution π of
M satisfies
Pσ∼π (p(σ ) ≤ β · pmax ) < ζ
√
n .
Proof. Theorem 5.2 applies whenever λ <
√
2
1
1−β (2 + √2)
−β
1−β . Solving for β , we see the theorem
applies whenever β < log
√
2−log λ
log(2+√2)−log λ , as desired. □
This proves the counterintuitive result that λ > 1 is not sufficient to guarantee compression.While
λ > 1 guarantees that configurations with smaller perimeter have higher weight at stationarity,
our work in this section shows that there are so many configurations with large perimeter that, for
λ <
√
2, these large perimeter configurations dominate the stationary distribution. Raising λ above
2 +
√
2, we observe an energy/entropy tradeoff. In this regime, the high energy (small perimeter)
configurations dominate the state space as opposed to those with high entropy (large perimeter),
yielding compression.
5.3 An Improved Lower Bound on the Partition Function
We can improve the bound of λ <
√
2 appearing in Corollary 5.3 by finding a better lower bound on
the partition function Z . When we know λ ≥ 1, the improved bounds in Lemma 5.6 can be used to
show β-expansion occurs for an even greater range of values for λ, λ < 2.17. Again, larger values
of λ necessitate smaller, but still constant, values of β .
To get an improved bound on Z , the key observation is that when λ ≥ 1, any value k < 2n − 2
satisfies λ−k ≥ λ−(2n−2). Thus, as pmax = 2n − 2, it follows that
Z =
∑
σ ∈Ω∗
λ−p(σ ) ≥
∑
σ ∈Ω∗
λ−(2n−2) = |Ω∗ | · λ−(2n−2),
where the sums are over all connected, hole-free particle system configurations with n particles.
Thus, it suffices to find a lower bound on the total number of connected, hole-free configurations
with n particles and any perimeter, instead of only counting the number of configurations with
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Fig. 11. All 11 connected hole-free configurations with three particles. In each, the highest leftmost particle is
labeled H , and the lowest leftmost particle is labeled L; when there is only one leftmost particle H = L.
maximum perimeter as we did in Section 5.1. Leveraging this observation will yield a better lower
bound on Z than in the previous case where λ was unrestricted.
Lemma 5.4. For λ ≥ 1, Z ≥ 0.12 · (1.67/λ)pmax .
Proof. We first give a lower bound on the number of connected, hole-free configurations with
n particles by iteratively enumerating a subset of them. Note there are 11 connected, hole-free
configurations with exactly 3 particles; all 11 are shown in Fig. 11.
Given some hole-free configuration σ with 1 + 3j particles, j ≥ 0, we show how to enumerate 22
distinct hole-free configurations of 4 + 3j particles, each consisting of three particles added to the
right of σ . Let P be the highest rightmost particle of σ and let Q be the lowest rightmost particle of
σ ; possibly P = Q . Choose any of the 11 hole-free configurations with 3 particles, and let L be its
lowest leftmost particle and H be its highest leftmost particle as in Fig. 11; possibly H = L. Attach
this configuration to σ either by placing H below and right of Q or by placing L above and right
of P ; see Fig. 12 for two such examples. Note even if Q = P and H = L, this still results in two
distinct attachments. In the first case, all locations directly below Q and all locations directly above
H are unoccupied; this ensures the only adjacency between σ and the newly added three particles
is betweenQ and H , meaning no holes have been created. Similarly in the second case, all locations
above P or below L are unoccupied, again ensuring no holes form.
Using this process and beginning with a single particle (as in Fig. 12a), we can enumerate 22j
distinct configurations with 1+ 3j particles for all j ≥ 0. This does not enumerate all configurations
on 1 + 3j particles: for example, there are 42 configurations on 4 particles and this process only
enumerates 22 of them. However, this process iterates nicely and produces reasonable lower bounds
as the number of particles gets large.
To get a lower bound on the number of configurations of n particles when n . 1 (mod 3), we
can simply enumerate all configurations on 1 + 3j ≤ n particles for j = ⌊ n−13 ⌋ , and add one or two
particles to each in some deterministic way. We conclude that for any n, the number of connected,
hole-free configurations of n particles is at least
22⌊ n−13 ⌋ ≥ 22 n−13 · 22−2/3 = 22−2/3(221/6)2n−2 > 0.12 · 1.672n−2.
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Fig. 12. The iterative process of Lemma 5.4. (a) One of the 11 connected hole-free configurations on 3 vertices,
and the two ways it can attach to the single particle with which the iterative process begins. (b) Another of
the 11 connected hole-free configurations on 3 vertices, and the two ways it can attach to a configuration
with four particles.
Using this bound, it follows that
Z =
∑
σ ∈Ω∗
λ−p(σ ) ≥
∑
σ ∈Ω∗
λ−(2n−2) = |Ω∗ | · λ−(2n−2) > 0.12 · 1.672n−2 · λ−(2n−2) = 0.12 ·
(
1.67
λ
)pmax
.
□
This bound can be improved even further by considering configurations of 50 particles instead of
configurations of three particles. A result by Jensen [38] will be essential. In that paper, the author
presents a parallel algorithm efficient enough to count the number of benzenoid hydrocarbons
containing h hexagonal cells up to h = 50. A benzenoid hydrocarbon containing h hexagonal cells is
exactly equivalent to a connected, hole-free particle system configuration with h particles, implying
the following.
Lemma 5.5 ([38]). The number of connected, hole-free particle system configurations with 50 particles
is
N50 = 2,430,068,453,031,180,290,203,185,942,420,933.
Lemma 5.6. For λ ≥ 1, Z ≥ 0.13 · (2.17/λ)pmax .
Proof. We use the same approach as in Lemma 5.4, noting that 2.17 ∼ (2N50)1/100. To get a
lower bound on the number of configurations with n particles, first write n as n = 1+ 50i + j , where
i, j ∈ Z≥0 and j < 50; subject to these requirements, i and j are unique. Iteratively construct one
particle configuration σ withn particles by beginning with a single particle and repeatedly attaching
one of the N50 configurations with 50 particles to the right as in the proof of Lemma 5.4: place its
highest leftmost particle H below and right of the existing configuration’s lowest rightmost particle
Q , or place its lowest leftmost particle L above and right of the existing configuration’s highest
rightmost particle P . This process, applied i times, yields a connected, hole-free configuration
of 1 + 50i = n − j particles. There are then 2Nj ways, following the same procedure, to attach
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the remaining j particles to form a configuration of n particles. In this way, we can enumerate
(2N50)i · 2Nj unique connected, hole-free configurations of n particles. It follows that the number
of connected, hole-free configurations of n particles is at least
(2N50)i · 2Nj = (2N50)
n−1−j
50 · 2Nj = (2N50) n−150 · (2N50)−
j
50 · 2Nj .
Calculations show that for all 0 ≤ j < 50, (2N50)−j/50 · 2Nj ≥ 0.13. It follows that the number of
connected, hole-free configurations of n particles is at least
0.13 ·
(
(2N50)1/100
)2n−2
= 0.13 ·
(
(2N50)1/100
)pmax
.
Noting that (2N50)1/100 > 2.17, it follows that
Z ≥
∑
σ ∈Ω∗
λ−(2n−2) = |Ω∗ | · λ−(2n−2) ≥ 0.13 · (2.17)pmax λ−pmax = 0.13 · (2.17/λ)pmax .
□
As we will see next, this will directly imply that the particle system will not exhibit compression
for any λ < 2.17. We expect this bound will improve given accurate counts of the number of
connected, hole-free configurations for even larger numbers of particles. Computationally this
seems infeasible, and a careful analysis of the work done in [38] suggests the best bound achievable
by this method would be expansion for all λ < 2.27, only a mild improvement and still far from the
known lower bound for compression, λ > 2 +
√
2.
5.4 Proofs of Expansion for a larger range of λ
We now show, using Lemma 5.6, that it is possible to achieve β-expansion (i.e., compression does
not occur) using any value of λ up to 2.17.
Theorem 5.7. For all 1 ≤ λ < x := (2N50)1/100 ∼ 2.17, for any β < log x−log λlog(2+√2)−log λ there exists
n∗ ≥ 0 and ζ < 1 such that for all n ≥ n∗, a random sample σ drawn according to the stationary
distribution π ofM satisfies
Pσ∼π (p(σ ) ≤ β · pmax ) < ζ
√
n .
Proof. First, note that the condition
β <
logx − log λ
log
(
2 +
√
2
) − log λ = log(x/λ)log ( (2 + √2)/λ)
can be equivalently expressed as 2 +
√
2 < λ(β−1)/βx1/β . Pick ν to be between these two values, so
that 2 +
√
2 < ν < λ(β−1)/βx1/β .
Let Sβ be the set of configurations of perimeter at most β · pmax . We wish to show that π (Sβ ) is
smaller than some function that is exponentially small in n. Applying Lemma 5.6, which gives a
lower bound on the partition function Z of stationary distribution π , we see that
π
(
Sβ
)
=
w
(
Sβ
)
Z
≤ w
(
Sβ
)
0.13
( x
λ
)pmax ≤ 8w (Sβ ) (λx )pmax .
The remainder of this proof will be spent finding an upper bound on the right hand side of the
above equation that is exponentially small in n. To begin, we stratify Sβ into sets of configurations
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that have the same perimeter. Let Bk be the set of all configurations with perimeter k ; then
Sβ =
⋃ ⌊β ·pmax ⌋
k=pmin
Bk . We can then write
w
(
Sβ
) (λ
x
)pmax
=
⌊β ·pmax ⌋∑
k=pmin
w(Bk )
(
λ
x
)pmax
.
The weight of each element in the set Bk is the same, λ−k . By Lemma 4.4, the number of elements
in set Bk is at most νk for k sufficiently large because ν > 2 +
√
2. We see that
w
(
Sβ
) (λ
x
)pmax
≤
⌊β ·pmax ⌋∑
k=pmin
νkλ−k
(
λ
x
)pmax
.
Because k ≤ β · pmax , we have pmax ≥ k/β . As λ < x , we have
w
(
Sβ
) (λ
x
)pmax
≤
⌊β ·pmax ⌋∑
k=pmin
νkλ−k
(
λ
x
) k
β
=
⌊β ·pmax ⌋∑
k=pmin
(
νλ
1
β
λx
1
β
)k
=
⌊β ·pmax ⌋∑
k=pmin
(
ν
λ
β−1
β x
1
β
)k
.
Because we picked ν so that ν < λ(β−1)/βx1/β , the rightmost term in parentheses is less than one.
By applying the inequalities pmax = 2n − 2 ≥ k ≥ pmin > √n (by Lemma 2.1), we see that
w
(
Sβ
) (λ
x
)pmax
≤
⌊β ·pmax ⌋∑
k=pmin
(
ν
λ
β−1
β x
1
β
)√n
≤ (2n − 2)
(
ν
λ
β−1
β x
1
β
)√n
.
Again using the fact that the rightmost term in parentheses above is less than one, we can find a
constant ζ < 1 and an n∗ such that for all n ≥ n∗,
Pσ∼π (p(σ ) ≤ β · pmax ) = π
(
Sβ
) ≤ 8w (Sβ ) (λ
x
)pmax
≤ 8(2n − 2)
(
ν
λ
β−1
β x
1
β
)√n
< ζ
√
n .
□
Combining Theorem 5.7 with Corollary 5.3 gives the following result.
Corollary 5.8. For all 0 < λ < (2N50)1/100 ∼ 2.17, there exists a constant 0 < β < 1 such that for
sufficiently large n with all but exponentially small probability a sample drawn according to stationary
distribution π ofM is β-expanded.
Proof. If 0 < λ < 1, then by Corollary 5.3, for any constant β < log
√
2−log λ
log(2+√2)−log λ , for sufficiently
large n with all but exponentially small probability β-expansion occurs at stationarity . Note that
for λ < 1, 1 > log
√
2−log λ
log(2+√2)−log λ > 0, so there always exists such a positive constant β less than this
bound for which β-expansion occurs.
If 1 ≤ λ < x := (2N50)1/100 ∼ 2.17, then by Theorem 5.7, for any β < log x−log λlog(2+√2)−log λ , for sufficiently
large n with all but exponentially small probability β-expansion occurs at stationarity. Because
1 > log x−log λ
log(2+√2)−log λ > 0, there always exists such a positive constant β less than this bound for which
β-expansion occurs.
We conclude that for any 0 < λ < (2N50)1/100, there exists a constant 0 < β < 1 such that
for sufficiently large n with all but exponentially small probability a sample drawn according to
stationary distribution π ofM is β-expanded. □
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6 CONCLUSION
We have given comprehensive results that show that our Markov chainM and distributed algorithm
A provably achieve compression whenever λ > 2 + √2 ∼ 3.41 and provably achieve expansion
(and thus do not achieve compression) whenever λ < 2.17, but some open problems remain. As
discussed at length in Section 3.7, we have been unable to provide bounds on the mixing time ofM,
that is, on the amount of time our algorithm needs to run for before it reaches stationarity. However,
reaching stationarity may not be a necessary condition for compression to occur, and empirical
analysis suggests that compression occurs in polynomial time, after roughly O(n4) iterations of
M. Furthermore, our current proofs do not provide any information about the behavior of our
algorithm for intermediate values of λ. We conjecture there is a phase transition in λ, i.e., a critical
value λc such that for all λ > λc the particle system achieves compression and for all λ < λc it
achieves expansion. Phase transitions exist for similar statistical physics models such as the Ising
model (see, e.g., Section 3.7 of [31]) and Potts model (see, e.g., [34]). The proofs of Theorems 4.5
and 5.7 indicate that if λc exists, then 2.17 ≤ λc ≤ 2 +
√
2.
Beyond compression and expansion, the stochastic approach that we originate here has already
been useful for addressing, via local algorithms, a plethora of other fundamental problems within
programmable matter, including versions of optimization, clustering, and directed motion problems.
For example, [2] uses the stochastic approach to give a local, distributed algorithm for solving a
global optimization problem known as the shortcut bridging problem. Certain ant colonies have been
observed to solve this problem during their foraging process [46], but the mechanisms by which
they do so are not well understood. The algorithm of [2] gives one way simple entities with limited
computational power can collectively solve a global optimization problem via local interactions.
In more recent applied work in swarm robotics, a Markov chain algorithm for a self-organizing
particle system was used provide a theoretical explanation of a behavior known as phototaxing
observed in a particular robot swarm. In both the robot swarm and our abstract particle system,
individuals had no sense of directionality, but when they were able to vary how quickly they moved
in response to light, this produced directed motion of the swarm as a whole [50]. Other recent
work applies the stochastic approach to the separation problem, where the goal is for particles of
different colors to either intermingle or segregate (cluster) [9].
We believe we have so far only scratched the surface of the stochastic approach to programmable
matter. More broadly, the stochastic approach could be applied to accomplish any objective that
can be described by a global energy function (where the desirable configurations have low energy
values), provided changes in energy due to particle movements can be calculated with only local
information. For compression, we used the energy function H (σ ) = −e(σ ), and because changes
to the number of edges due to a particle move can be calculated just by looking at that particle’s
neighborhood, we could turn our Markov chain that favors more edges into a distributed algorithm
that favors more edges. For any such energy function, we can give a Markov chain whose stationary
distribution favors low energy configurations, but this is not always enough to provably accomplish
our objectives. For example, when λ = 2, our Markov chain favors configurations with more edges,
but compression does not occur. If there are many more configurations with high energy than
with low energy, a situation known as high entropy, then the probability a configuration drawn
from the stationary distribution accomplishes the desired objective may not be very high. For
this reason, biases must be large enough to guarantee low energy configurations — those that
accomplish the objectives — dominate the state space, even if there are many undesirable high
energy configurations; for compression, we prove λ > 2+
√
2 is sufficient.We used Peierls arguments
to analyze this energy/entropy trade-off for compression and expansion, and more sophisticated
Peierls-type arguments were used in the proofs of shortcut bridging [2] and separation [9]. We
, Vol. 1, No. 1, Article . Publication date: February 2019.
38 Sarah Cannon, Joshua J. Daymude, Dana Randall, and Andréa W. Richa
expect similar proof approaches to work for these types of analyses in the future, though technical
details could vary widely and will depend on the specifics of each problem.
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