We present a framework for black-box and flexible simulation of soft tissue deformation for medical imaging and surgical planning applications. Our main motivation in the present work is to develop robust algorithms that allow batch processing for registration of brains with tumors to statistical atlases of normal brains and construction of brain tumor atlases. We describe a fully Eulerian formulation able to handle large deformations effortlessly, with a level-set-based approach for evolving fronts. We use a regular grid-fictitious domain method approach, in which we approximate coefficient discontinuities, distributed forces and boundary conditions. This approach circumvents the need for unstructured mesh generation, which is often a bottleneck in the modeling and simulation pipeline. Our framework employs penalty approaches to impose boundary conditions and uses a matrix-free implementation coupled with a multigrid-accelerated Krylov solver. The overall scheme results in a scalable method with minimal storage requirements and optimal algorithmic complexity. We illustrate the potential of our framework to simulate realistic brain tumor mass effects at reduced computational cost, for aiding the registration process towards the construction of brain tumor atlases.
Introduction
The biomechanical modeling of soft tissue deformation has been receiving increasing attention in the biomedical imaging community. Such deformations are commonly caused by breathing, tumor growth, injuries, or surgical procedures. Their modeling and estimation are important for registration motion tracking, construction of statistical atlases and surgical planning. There is an extensive amount of algorithms for soft tissue deformation modeling. Here we are interested in simulation frameworks for medical imaging, particularly in the context of reducing the computational time and cost. Examples are Dawant et al (1999) , Ferrant et al (2001) , Miga et al (1998) , Warfield et al (2002 Warfield et al ( , 2003 and Cotin et al (1999) . Biomechanical simulations of tissue deformations usually start with obtaining a segmentation of the target geometry from a medical image which is then used to reconstruct a representation of the target geometry's boundary surface. The surface is interfaced to an unstructured grid generation code (e.g., tetrahedral meshing, Mohamed and Davatzikos (2005) ). There exist, however, multiple challenges in boundary resolving mesh generation techniques. First, there are no robust unstructured mesh generation algorithms with guaranteed approximation properties (Shewchuk 2000) . Unstructured meshes create a bottleneck in the presence of large deformation (or more generally problems with dynamic interfaces, e.g., evolving tumorbrain interfaces); under large strain fields, the mesh quality deteriorates and requires frequent offline remeshing (Mohamed and Davatzikos 2004) . Second, once a discretization has been obtained the construction of efficient solvers for the resulting algebraic system of equations is difficult. The work for sparse direct (e.g. LU factorization) or iterative (e.g. Krylov) does not scale with the number of unknowns. Most importantly, soft tissue simulations are often plagued by imprecise geometry information, unknown constitutive laws, boundary conditions and distributed forces. Under such circumstances, making an effort to accurately represent geometry seems rather unnecessary. For these reasons, many researchers in the medical imaging community use regular grids-a rather natural choice since the input data are given on such a grid. Material properties can be assigned based on the images or their segmentation and a fictitious domain method (Shah et al 1995) avoids the geometric constrains. Regular grids however, pose significant drawbacks: (1) it is difficult to apply boundary conditions inside the domain without effecting the condition number of the resulting operator, (2) strong material contrasts cause severe ill-conditioning and slow down the solvers and (3) the large problem size due to lack of adaptivity.
In this paper we propose a general regular grid methodology for arbitrary geometries that circumvents these difficulties: it allows for fast solutions, high material contrasts, a variety of different boundary conditions and distributed forces in arbitrary regions inside of the domain. The target domain, consisting of a possibly inhomogeneous, anisotropic, and nonlinear material is embedded on a larger computational cubic domain (box). The material properties and distributed forces are chosen so that the imposed boundary conditions on the true boundary are approximated adequately. An Eulerian formulation is employed to capture large deformations, with a level-set-based approach for evolving fronts.
Our main motivation in the present work is to develop algorithms that can be used in a robust, black-box fashion for registration of brains with tumors to statistical atlases of normal brains. Clinical applications include morphometry, surgical planning and post-operative analysis. The proposed framework results in a converging (but low-order) method that circumvents the need for mesh generation and has the ability to simulate large deformations. We use a matrix-free implementation where only the material properties and work vectors are stored; we combine it with a geometric full V-cycle multigrid approach. In instances where computational speed/efficiency prevails the need for high numerical accuracy, this seems an optimal and promising alternative. We presently employ it successfully for simulating realistic large brain tumor mass effects, with the ultimate purpose of aiding the registration process toward the construction of brain tumor atlases.
Methods
In this section, we present a fully Eulerian framework for simulating soft tissue deformation in conjunction with medical imaging, with emphasis on brain tissue deformation following tumor growth (mass effect). Our main general goals are (1) to be able to simulate large deformations robustly, without meshing/remeshing issues; (2) to handle general irregular geometries and boundary conditions fast and inexpensive-even if at the cost of reduced approximation accuracy (justified from inherent uncertainties in the model.)
Eulerian formulation for large deformations
For the sake of generality, let us start with an abstract general formulation for biomechanical simulations of soft tissue deformation. Consider a deforming elastic body occupying a bounded region in space ω (see figure 1 ; in general, ω can be arbitrarily shaped and can include any number of inhomogeneities and/or internal interfaces). In contrast with standard Lagrangian or arbitrary Lagrangian-Eulerian techniques, we resort to a formulation which is rather unusual for solids since it is written exclusively in an Eulerian frame of reference. The motion of a deformable solid is described by
Here v is the velocity field and˙is the material time derivative operator: for a scalar, vector or tensor field z, the material time derivative (given an underlying motion described by the velocity v) isż := ∂z ∂t + (∇z)v. The spatial differential operators are with respect to x = χ(p, t), regarded as the place occupied by the particle p at instant t, where χ represents the particle motion. u is the displacement field, T is the Cauchy stress tensor andT denotes the constitutive law depending on the deformation tensor F = I + ∇u and its time derivativeḞ; n is the outward normal defined on the boundary of ω, C is a given linear algebraic operator that encapsulates mixed, Neumann and Dirichlet boundary conditions; q is given boundary data; b represents distributed forces (like gravity) or forces from internal interfaces: for example, in the schematical representation in figure 1 , there may be a surface force on the boundary γ 2 of the internal domain ω 2 . Finally m represents material properties and interfaces that are advected with the motion of the material. In general, the distributed forces and the constitutive law will depend on m, which makes the above system of equations strongly coupled. Our general numerical solution scheme is based on a semi-implicit approach, in which we advect the material properties explicitly, and then we solve for the momentum implicitly. The system of equations (1) is augmented with initial conditions for u, v, F, m.
This formulation is general and can be used with any constitutive law. For simplicity, here we will be focusing on the case of a Maxwell-like viscoelastic solid for which the external loads are applied in a time-piecewise fashion so that there is an instantaneous linear elastic response followed by a stress and elastic strain relaxation. In this case, equations (1) become The reduced expression of the velocity field v holds in the linearized theory. Here, λ and µ are the inhomogeneous (location varying) Lamé parameters (related to Young's modulus E and Poisson's ratio ν), while ϕ is the level-set function associated with an interface that we would like to track. More specific details for our particular application to simulation of mass effect induced by growing brain tumors follow in section 2.4.
Regular grid solver
To solve the static linear elasticity problem, we use trilinear finite elements to approximate the displacements in the momentum equation, and piecewise constant functions for λ, ν. One important issue is the accurate integration of the elements that overlap in the inhomogeneity transition, since jumps in the material properties can cause large numerical errors. Here, for simplicity, and in accordance with medical imaging practice, we use voxelized material properties. The Poisson ratio ν(x) varies between zero for a perfectly compressible material and 0.5 for a fully incompressible material. Most soft tissues can be considered as nearly incompressible. (As ν approaches 0.5, commonly used displacement-based finite element implementations suffer from the so-called locking effect. We use underintegration for the ∇ · u term in the stress; see Hughes (1987) for details.)
2.2.1. Imposing boundary conditions. Case (c) in figure 1 illustrates zero Dirichlet boundary conditions, which can be approximated by either Lagrange multipliers or a simpler penalty formulation (Babuška 1973) . The latter corresponds to having a very stiff material surrounding the target domain. The nonzero case can be treated by linearity: we construct a smooth function U such that U = g on γ , where g are the specified boundary conditions. We represent the solution of Lu = f as u = U + w, and we solve for Lw = f − LU with homogeneous Dirichlet conditions (L is the linear elasticity operator); U is constructed using a triangulation, or a level-set representation of the boundary. For the general Neumann or mixed boundary conditions, we consider a different approach, based on the fictitious domain method (Glowinski et al 1996 , Angot et al 2005 . For simplicity and concision, we illustrate it here on a model Poisson problem, but the exact same approach extends to the elasticity problem; all the results presented here in section 3 are for the linear elasticity case.
Consider the following model problem:
Its weak form can be written as
We can extend the weak form to a larger domain by introducing an approximation of the characteristic function for the domain ω (its value is one inside ω and zero outside):
Neumann conditions can be imposed by using a soft material (case (d) in figure 1 ), used to approximate χ ω . Dirichlet conditions can be imposed by selecting a very large parameter c. For linear elasticity, mixed conditions (say Neumann in the tangential direction, and Dirichlet in the normal) can be imposed by choosing an appropriate function c.
The convergence rates are suboptimal (compared to the convergence rate expected by the interpolation power of the underlying FEM basis) for the jumps in the material properties, whereas the boundary conditions are satisfied only approximately-for the Neumann and Dirichlet cases (Glowinski et al 1996) .
Choice of penalty parameter.
Related theory can be found in Babuška (1973), Glowinski et al (1996) , Angot et al (2005) , DelPino and Pironneau (2003) . The general guidelines are to use O(1/h) for stiff materials (Dirichlet conditions) and O(h) for soft materials (Neumann conditions), where h is the mesh size used for spatial discretization. The results are not sensitive to the constant in the O notation.
Imposing interface forces.
Consider the case where in the schematical representation in figure 1 , there may be a surface force on the boundary γ 2 of the domain ω 2 (in general applications, the boundary γ 2 may be moving). Then we use a level set ϕ for the boundary γ 2 and we rewrite the surface integral as a volume integral via the identity
z being any integrand quantity defined on the interface γ 2 and δ(ϕ) the one-dimensional delta function. Geometric properties of the interface (e.g. normal) are also readily available in terms of the level-set function Sethian (1999) , Osher and Fedkiw (2003) . The outward normal n on γ is given by n = ∇ϕ |∇ϕ| .
Multigrid
Multigrid methodologies have revolutionized scientific computation, especially for elliptic partial differential equations. Multigrid solvers consist of three main components: the smoother that reduces the algebraic residual at each level, and the restriction and prolongation operators for intergrid transfers Brandt (1977) , Moulton et al (1998) . Typical smoothers are stationary iterative solvers, e.g. Gauss-Seidel. The multigrid method works very well for constant coefficient partial differential equations (PDEs), but slows down for strongly variable coefficient problems. In Alcouffe et al (1981) a multigrid method for high-contrast materials is presented but is quite restrictive: material property jumps have to align with the grid. Algebraic multigrid is another alternative, but it requires an assembled matrix; this is costly and incompatible with our goals. Here we use a different approach. We are not using the multigrid algorithm to solve, but rather to precondition a Krylov method. Furthermore, the smoothers within the multigrid iteration consist of a number of preconditioned Krylov iterations. The method is inspired by work on ILU-based smoothers (see Wesseling (1982) and Trottenberg et al (2001) ). We are using a conjugate gradient solver both to drive the overall residual, and as a smoother at each level. For high-contrast materials, it is important to precondition the smoothers, as well; we have found that a simple damped Jacobi method suffices to obtain good algorithmic scalability. We use classical full-weighting and linear interpolation intergrid transfer operators. Extensive numerical tests have demonstrated robustness on high-contrast inhomogeneities. Our code is developed on top of PETSc, a scientific computing library from Argonne National Laboratory Balay et al (2001) .
Evolving domains: growing tumors
One of our particular applications of interest is the specific instance of a growing tumor that exerts mass effect onto the surrounding tissue, causing significant mechanical deformations (the proposed framework may be adapted to other instances of large deformations on complexly shaped bounded domains with moving boundaries, such as heart motion). Let ω 2 = ω 2 (t) (see figure 1) denote the domain occupied by the evolving tumor. Let \ω 2 (t) denote the region outside the tumor. We assume that the tumor mechanical action on the surrounding tissue is modeled through a prescribed force q restricted on the tumor boundary γ 2 (t). The initial tumor location ω 2 at t = 0 is assumed given. The growth of ω 2 is determined by q.
Our tumor growth/mass-effect problem can be algorithmically outlined as follows:
(i) Given the tumor boundary location γ 2 and the corresponding force q at a time t, we solve the momentum conservation equation:
with T corresponding to an inhomogeneous linear elastic material (see the constitutive equation in the set of equations (2)), subject to the Neumann boundary condition:
The elasticity equation (3) can be solved everywhere in using the approach described above in section 2.2, with soft fictitious material inside ω 2 . (ii) Advance the tumor boundary with the prescribed velocity v (see the kinematics equation in the set of equations (2)) to find the new location of the boundary γ 2 at the next step t + t. Update the elastic material properties λ and µ to properly reflect the underlying tissue motion (deformation) (see the transport equation in the set of equations (2)). (iii) Set the current step to t = t + t and repeat the iteration for a new value q(t). We assume that q is known (given or computed).
Level sets and boundary forces.
We use a level-set function ϕ = ϕ(x, t), ∀ x ∈ to track the tumor spatial expansion at each step. We initialize ϕ(x, t = 0) with the signed Euclidean distance function to the tumor seed (taken negative inside the tumor and positive outside). At any subsequent instant t, the location of the tumor boundary is given by the zero level set of the level-set function:
The kinematics governing the motion of the boundary yields the level-set equation (initial value formulation):
The level-set equation (5) is an Eulerian formulation of the interface evolution, with the interface implicitly captured by the higher dimensional level-set function ϕ = ϕ(x, t). Note that equation (5) must be solved in the embedding fixed domain .
Our finite element formulation is based on the following weak form of equations (3) and (4):
The surface integral on the right-hand side in (6) can be rewritten as an equivalent volume integral
Thus, from a computational view point, we can treat the force boundary conditions as distributed body forces in the momentum equation (3). If the tumor force term is a pressure-like one, acting on the outward normal direction to the tumor boundary, then q = pn = p ∇ϕ |∇ϕ|
. By substituting this in the above volume integral, we end up with an equivalent distributed body force q = pδ(ϕ)∇ϕ (the equivalent body force is zero everywhere except on the zero level set ϕ = 0, which corresponds to the tumor boundary; in numerical calculations, a smeared-out approximation of the one-dimensional delta function δ(ϕ) is employed Osher and Fedkiw (2003) , Sethian (1999) ).
Transport of material properties.
In an Eulerian frame, the material properties of a particle p are preserved, so thatλ = 0 andμ = 0:
Note: In general, if a more complex tumor growth model is incorporated, which includes a prescribed velocity for the tumor boundary (e.g., Hogea et al (2005) , (2006)), the velocity v in the level-set equation (5) can be different from the transport velocity in equations (8). Here, in the simple biomechanical model of tumor growth/mass effect we currently employ, described in section 3 ahead, we shall use v = ∂u ∂t to advance both level sets and material properties. We use standard first order explicit upwind numerical schemes Sethian (1999) , Osher and Fedkiw (2003) to discretize the linear hyperbolic equations (5) and (8). Higher order methods can be employed (e.g. ENO/ WENO Osher and Fedkiw (2003) ), particularly for maintaining sharper material interfaces. However, first order methods are fast, inexpensive and consistent with our overall order of accuracy (first order). The level-set calculations are performed using an efficient narrow-band approach. The initial tumor seed can be arbitrarily shaped and reinitialization is used jointly with the narrow-band reconstruction whenever necessary Sethian (1999) .
Application to simulation of brain tumor mass effect in 3D MR images
In this section we address a target application that has been driving much of the present work, namely modeling the mass effect from growing brain tumors, for the purpose of aiding deformable registration. Accurate deformable registration of 3D tumor images into a common stereotactic space is needed for the construction of brain tumor atlases, which can be further used in surgical planning and therapy Mohamed and Davatzikos (2005) . Current image registration techniques used to register a normal brain atlas and a tumor-bearing image fail due to the presence of substantial brain tissue deformation, which is caused by the tumor mass effect. In order to improve the registration process, it is desirable to first construct a brain atlas that has tumor and mass effect similar to the one of a patient at study. The subsequent deformable registration problem then involves two brains that are relatively more similar and it is less difficult compared to matching a normal atlas with a highly deformed brain Zacharaki et al (2007) . In Mohamed and Davatzikos (2005) a mechanical 3D model tumor growth model targeted on realistic simulations of tumor mass effect was presented. The brain tissue was modeled as a nonlinear elastic material and the expansive force exerted by the growing tumor was approximated by a constant outward pressure p acting on the tumor boundary; p is a model parameter that controls the strength of the bulk tumor mass effect and determines the final tumor size. This model was solved to obtain brain tissue displacements using a nonlinear FE formulation on unstructured meshes in the ABAQUS commercial package, with the inherent associated drawbacks we already mentioned in the introductory part of our paper. The resulting framework is computationally slow (an average of 30 min or more in cases where the simulations finish) and fails in many cases with very large tumors/mass effect (lack of robustness). Thus, it is difficult to employ it for batch processing large amounts of brain data for constructing brain tumor atlases.
Here, we reconsider a pressure-based tumor growth/mass-effect model based on the Eulerian formulation presented in section 2.4, with a solution procedure on regular grids as described in sections 2.2, whose main advantages are robustness and computational efficiency. The main disadvantage is the method's theoretically low order of accuracy.
While very simplistic from a biological point of view, this purely mechanical, pressurebased tumor growth model has only a reduced number of parameters, which makes it easy to handle real-life applications. More complex tumor growth models Hogea (2005) can be naturally incorporated in our proposed framework, if there are sufficient experimental data that can be used to determine various parameters.
Incremental pressure-linear elasticity biomechanical model
We model the brain tissue as a linear inhomogeneous elastic material, with different material properties in the white matter, gray matter and ventricles. The starting point is a 3D MRI segmented image from a normal brain atlas. Given the segmented image labels, we assign piecewise constant material properties accordingly. For simplicity we impose zero displacements at the skull (mixed conditions are needed to model brain rotation). Thus, in a regular grid approach described in sections 2.2 and 2.4, we use a stiff fictitious elastic material for the complement of the brain volume. We seed an initial tumor at some location in the brain image. The tumor action on the surrounding brain tissue is modeled through an uniform outward pressure at the tumor boundary. As argued in section 2.2 above, in our computational framework this requires the use of a very soft fictitious elastic material inside the tumor region. We stress on the fact that the elasticity of the fictitious material inside the tumor is in no way related to the real tumor elasticity and it is solely an artificial penalty factor in the regular grid solver. The tumor seed can be arbitrarily shaped and we assume no deformation is present initially in the brain tissue.
The 3D computational domain (Cartesian regular grid) in this case is the 3D image, which we denote by . It consists of the actual brain plus the surrounding fictitious material. We use ω to denote the tumor domain (see figure 2) .
The general algorithm has been described and discussed in detail in section 2.4. Here, we refer to it as piecewise-linear Eulerian (PLE), consisting of the following steps:
Step 1. Given the values of the elastic material properties λ(x) and µ(x) for every x ∈ , and the level-set function ϕ = ϕ(x), x ∈ describing the tumor location, solve the linear elasticity equation everywhere in , with b = pδ(ϕ)∇ϕ where p represents a uniform pressure, such that the linear elasticity limits are obeyed. At the end of Step 1, we have the displacement field u = u(x) in .
Step 2. With the displacement field u now known in , we check the corresponding Jacobian of the deformation det(F(x)) = det(I + ∇u(x)). If negative values are detected, then we return to Step 1 and decrease the pressure p. Otherwise, we proceed to solve the advection equations (5) and (8), which in our case take the following particular forms:
The approximation for the velocity here is based on the fact that the elastic stresses are relaxed at the end of every loading cycle. At the end of Step 2, set ϕ = ϕ deformed , λ = λ deformed and µ = µ deformed and return to Step 1. In general, Steps 1 and 2 can be iterated as many times as desired, as long as the monitored Jacobians of the deformations remain positive. There are two major advantages of this incremental pressure-linear elasticity approach.
(a) Depending on the actual properties of the elastic material (stiffness and compressibility, respectively), one can retrieve substantially large deformations at the end of a relatively small number of pressure steps (e.g. order of 10), at the cost of solving (inexactly) one linear algebraic system per pressure step. (b) One has great flexibility in simulating and storing intermediate deformation fields, corresponding to various tumor sizes, without restarting the calculations.
For the ultimate purpose of creating brain tumor atlases, (a) and (b) translate into a fast, efficient and flexible simulation tool.
Model problem for validation: pressurized sphere
Currently, there is no gold standard to rigorously validate simulators of soft tissue deformation (in particular tumor-induced mass effect) on actual brain data. Therefore, in order to validate the proposed solution procedure and the underlying code, we first test it on a simple model problem for which analytic solutions are readily available for comparison. Consider the case of a sphere of radius R o , with a concentric spherical cavity of radius R i . The material is linear elastic and homogeneous, characterized by the Lamé parameters λ and µ. The outer surface r = R o is fixed and the inner surface r = R i is subject to an uniform pressure p in the outward normal direction. (In the context of the pressure-elasticity biomechanical model described in section 3.1 above, this simplified model problem corresponds to an abstract case where the brain would be regarded as an elastic sphere, with a central spherical tumor exerting uniform pressure onto the surroundings.) Due to the spherical symmetry, an analytic solution for the displacement in this case can be easily found:
where r denotes the radial coordinate and u(r) the radial displacement. We performed a series of numerical tests for this problem, by varying the size of the inner and outer radii, the location of the sphere center with respect to the embedding 3D Cartesian computational box, the size of the embedding computational box itself and the elastic material properties. All the units of measure here are assumed properly scaled.
Two convergence studies are presented in tables 1 and 2, for a case with R i = 0.2, R o = 0.4, λ = 3.1034 and µ = 0.3448 (corresponding to a E = 1 and ν = 0.45). In the first case, we apply a single larger pressure step p = 1 on the inner boundary. In the second case, we apply four equal subsequent smaller pressure increments p = 0.25, as described above in the PLE (piecewise-linear-Eulerian) algorithm (steps 1-2). In both cases, the center of the spheres is (0.5,0.5,0.5) and the 3D embedding computational box is [0, 1] 3 . We use a stiff material in the computational box outside the large sphere and a soft material inside the small concentric spherical cavity. The contrast here is
between the outside fictitious stiff material and the actual material, and
= kh between the inside fictitious soft material and the actual material, where h is the mesh size and we chose k = 0.1(k < 1).
From our convergence studies, the overall accuracy is about first order, as expected. This was also confirmed in numerical tests with lower and higher compressibility ν, respectively. Table 2 . Convergence study for the numerical solution of the pressurized sphere problem:
Four equal subsequent small pressure increments p = 0.25 applied on the inner boundary, as described in the PLE (piecewise-linear-Eulerian) algorithm (steps 1-2). The errors shown computed with respect to the corresponding analytic solution at the end of the 4th step. We chose to show results corresponding to ν = 0.45, which is the Poisson ratio we further use in all our actual brain simulations Clatz et al (2005) . One of the underlying assumptions here is that if there is uncertainty on the input geometry and material properties, numerical approximations on a regular grid are sufficient. The following is an illustration of how uncertainties in the material properties/geometry lead to errors in the solution that are comparable to the errors introduced by the penalty approach. In table 3 , we compute the absolute errors in the ∞ between the exact solution u and the perturbed exact solutions u a and u b , respectively. By comparing the results in tables 1 and 3, we see that in this case, the errors in the numerical solution for h = 1/128, for instance, are comparable to those generated by an uncertainty of 5%-10% in the material properties/geometry.
Synthetic brain tumor images
There is still great uncertainty with respect to both material properties and constitutive laws for the brain. (Various values for the elastic material properties of the brain have been used so far in literature Hagemann et al (1999) .) In the context of building tumor-bearing brain atlases, our interest is primarily in simulating a broad range of deformation fields which can generate realistic deformed images. Thus, the material properties can be regarded as parameters that, in conjunction with the pressure parameter P, allow us to simulate the tumor-induced deformation of a brain region. For the simulations in figure 3 we have used E white = 2000 Pa, E gray = 2500 Pa, E ventricles = 500 Pa, ν white = 0.45, ν gray = 0.45, ν ventricles = 0.1. Here, we purposely chose different stiffness values for the white and gray matters, for instance, to test the capabilities of our solver (note that within our Eulerian-regular grids framework, material inhomogeneities/interfaces can be easily handled, however complex). In practice, the same value can be used for the two, particularly if smoother displacement fields are desirable.
Regarding the ventricles, there is no established approach in the literature; in various contexts, they have been modeled as void Mohamed and Davatzikos (2005) , elastic Hagemann et al (1999) and fluid Hagemann et al (2002) . In the simulations shown here, we modeled the ventricles as a soft elastic material, about 4-5 times softer than the rest of the brain Davatzikos (1997) , in order to allow them to move more freely. Ultimately, in our framework, they can be treated as very soft fictitious material, allowing for negligible intra-ventricular pressure as in Mohamed and Davatzikos (2005) . We have used a contrast factor of 100 between the stiff background material and the actual brain material, and similarly between the actual brain material and the soft material inside the tumor. In theory, to maintain accuracy, the contrast factor should be related to the mesh size (for an uniform mesh, O(1/h), where h is the mesh size to yield at least O( √ h) accuracy DelPino and Pironneau (2003)). In practice, to speed-up convergence, this value can be relaxed, by trial-and-error, and an acceptable trade-off between speed and accuracy can be achieved. The elasticity solver at each step was matrix-free, 4-level multigrid Trottenberg et al (2000) on a regular Cartesian computational grid with 129 3 nodes. The level-set/force calculations were performed in a tube of width six grid cells on each side of the tumor boundary. Consistent with our regular grid finite element implementation, the level set is advected node-wise while the material properties are advected element-wise.
Simulation of mass effect in actual brain tumor images
We investigated the ability of the model to realistically capture mass effects caused by actual brain tumors in three cases for which serial scans were available. Two cases are dogs (DC1, DC2) with surgically transplanted glioma cells. A baseline scan was acquired before tumor growth, followed by scans on the 6th and 10th day post-implantation. Gadoliniumenhanced T1 MR images were acquired. By the 10th day, the tumors grow rapidly to a diameter of 1-2 cm, when the animals were sacrificed prior to any neurological complications. The third case (HC) is a human with a low-grade glioma progressing into malignancy, for which two serial scans were available, with approximately 2.5 years in-between. In the two dog cases, 20 pairs of corresponding landmark points were manually identified by human raters in the starting and target images. Landmarks in the target images were found by two independent raters. For the human case, there was only one rater. We applied our proposed methodology to estimate the deformations that occur in each case between the starting and the target 3D image. For a choice of the following material properties, E white = E gray = 2100 Pa, E ventricles = 500 Pa, ν white = ν gray = 0.45, ν ventricles = 0.1, we monitored errors with respect to the manually placed landmarks, for incrementally increasing the applied pressure. In both cases, reasonable agreements were observed for an overall pressure P = 4000 Pa, corresponding to four or five equal subsequent pressure increments (p = 1000 Pa or p = 800 Pa). On average, we succeeded to capture 66.13% of the landmark deformations in the dog case 1 (DC1, illustrated in figure 4 ) and 71.5% in the dog case 2 (DC2). In both cases, the inter-rater variability was factored in. We note here that the errors should be improved by the use of a fully automated optimization/parameter estimation procedure, yielding optimal values for the material properties on a case-by-case basis. This is part of our on-going research. The main focus of the present work was not so much on accuracy as on overall efficiency and robustness (particularly for batch processing); this is currently an intermediate step in a simulation pipeline where a subsequent deformable registration process shall remedy and enhance anatomical correspondences. The framework presented here simply makes simulations possible for the registration step in general cases with large tumors and strong mass effect, where an unstructured grids/ABAQUS (Dassault Systèmes, France) approach fails to complete the simulation.
In order to analyze the trade-off between computational speed and actual efficiency/accuracy in predicting realistic deformations, we conducted studies in which we subsequently relaxed computational parameters (e.g. the residual norm in the algebraic solver convergence, number of elements in the FE discretization). Relaxation of computational parameters showed no significant impact on the estimated average relative errors with respect to the manually placed landmarks, while the computational speed-up was significantly increased. The average run times on a 2.2 GHz AMD Opteron were as low as 3 min on a regular grid with 65 3 nodes. . From left to right: starting scan, T1 MR gadolinium enhanced; target scan, T1 MR gadolinium enhanced; our simulated mass effect, with tumor mask highlighted in white, corresponding to a total pressure P = 4000 Pa, applied in four equal subsequent pressure increments p = 1000 Pa. Overall deformations are reasonably captured.
In figure 5 we show the results of our simulations for the human case. While we appear to have qualitatively captured many of the target scan features (e.g., large displacements of the ventricles and corpus callosum), the estimated average relative errors with respect to 20 landmarks manually placed by a rater were very large in this case (over 50%). Such a case might be difficult to capture within our simplified framework for the time being. The enhancing tumor part remains quite small between the two scans, while there is a large mass effect observable at large distances from the enhancing core, which appears to be caused by a large shadowed area around it, very likely infiltration and edema. In the simulations shown in figure 5 , we modeled the edema as a spherical region with a soft material around the tumor, in order to allow for larger deformations. Nevertheless, this introduces additional parameters and accentuates the need for a robust and fully automated optimization procedure in order to improve agreement with manually placed landmarks.
Conclusions and further research
We have presented a general computational framework for soft tissue simulations, targeted on applications to biomedical imaging and surgical planning. We presently employ it successfully for simulating large brain tumor mass effects, with the ultimate purpose of aiding the registration process for constructing brain tumor atlases. The key components are the use of a regular grid, the choice of appropriate fictitious materials, the fast approximation of forces and boundary conditions within a fully Eulerian frame, and the use of multigrid preconditioners. The main advantages of the method are (1) the ability to deal with complex geometries fast and inexpensive; (2) robustness; (3) algorithmic scalability; (4) minimal memory requirements. The main disadvantage is the theoretically low order of accuracy. For the goal of building tumor-bearing brain atlases, the major advantages of the proposed incremental pressure-linear elasticity approach are the following: one can retrieve substantially large deformations fast (order of a couple of minutes) at the end of a relatively small number of pressure steps (e.g. order of ten) at the cost of solving (approximately) one linear algebraic system per step; one has flexibility in simulating and storing intermediate deformation fields, corresponding to various tumor sizes, without restarting the calculations. This translates into a fast, robust and flexible simulation tool. We are currently working on enriching our computational framework to support nonlinear materials and multi-resolution approximations. While the proposed framework can be extended to the nonlinear case (material/geometric nonlinearities), additional inherent complications associated with the actual computational cost must be factored in. Adaptivity is important to further reduce the computational cost, and allow more accurate approximations in the regions of interest (e.g. close to a tumor boundary). Within our regular grid framework, this can be achieved through the use of tree-based data structures. We are also working on parallelizing the code to achieve further speedups. Besides specific issues related to improving the biomechanical model (e.g. more complex tumor growth models, nonlinear material constitutive laws) and speeding up the computational times, another direction we are working on is inverse algorithms for images with brain tumors, where the biomechanical models, such as the one presented here, are employed as constraints for an objective function that attempts to maximize the similarities between the actual image and the simulated one.
