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MONOTONICITY AND CONCAVITY PROPERTIES OF THE
SPECTRAL SHIFT FUNCTION
FRITZ GESZTESY, KONSTANTIN A. MAKAROV, AND ALEXANDER K. MOTOVILOV
Dedicated with great pleasure to Sergio Albeverio on the occasion of his 60th birthday
Abstract. Let H0 and V (s) be self-adjoint, V, V ′ continuously differentiable
in trace norm with V ′′(s) ≥ 0 for s ∈ (s1, s2), and denote by {EH(s)(λ)}λ∈R
the family of spectral projections ofH(s) = H0+V (s). Then we prove for given
µ ∈ R, that s 7−→ tr
(
V ′(s)EH(s)((−∞, µ))
)
is a nonincreasing function with
respect to s, extending a result of Birman and Solomyak. Moreover, denoting
by ζ(µ, s) =
∫ µ
−∞
dλ ξ(λ,H0,H(s)) the integrated spectral shift function for
the pair (H0,H(s)), we prove concavity of ζ(µ, s) with respect to s, extend-
ing previous results by Geisler, Kostrykin, and Schrader. Our proofs employ
operator-valued Herglotz functions and establish the latter as an effective tool
in this context.
1. Introduction and principal results
In the following H denotes a complex separable Hilbert space with scalar prod-
uct ( ·, ·)H (linear in the second factor) and norm ‖ · ‖H, B(H) represents the Ba-
nach space of bounded linear operators defined on H, Bp(H), p ≥ 1 the standard
Schatten-von Neumann ideals of B(H) (cf., e.g., [18], [32]) and C+ (resp., C−) the
open complex upper (resp., lower) half-plane. Moreover, real and imaginary parts
of a bounded operator T ∈ B(H) are defined as usual by Re (T ) = (T + T ∗)/2,
Im (T ) = (T − T ∗)/(2i).
The spectral shift function ξ(λ,H0, H) associated with a pair of self-adjoint op-
erators (H0, H), H = H0 + V , dom(H0) = dom(H), where
V = V ∗ ∈ B1(H), (1.1)
is one of the fundamental spectral characteristics in the perturbation theory of self-
adjoint operators. It is well-known (see [23], [24], [25], [26], [27]) that for a wide
function class K(H0, H), the Lifshits-Krein trace formula holds, that is,
tr(ϕ(H)− ϕ(H0)) =
∫
R
dλϕ′(λ) ξ(λ,H0, H) , ϕ ∈ K(H0, H). (1.2)
In the case of trace class perturbations (1.1), the spectral shift function is integrable,
that is,
ξ(·, H0, H) ∈ L1(R), (1.3)
and the following relations hold
‖ξ(·, H0, H)‖L1(R) ≤ ‖V ‖B1(H), (1.4)
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R
dλ ξ(λ,H0, H) = tr(V ) . (1.5)
The precise characterization of the class
K =
⋂
H0,H
K(H0, H) (1.6)
of all those ϕ for which (1.2) holds for any pair of self-adjoint operators H0 and
H = H0+V with a trace class difference (1.1), is still unknown. In particular, there
are functions ϕ ∈ C10 (R) for which (1.2) fails (cf. [11], [30]). Necessary conditions
very close to sufficient ones for ϕ belonging to the class K have been found by Peller
[28], [29]. Here we only note that (1.3) and (ϕ(H) − ϕ(H0)) ∈ B1(H) hold, and
(1.2) is valid, if ϕ′ is the Fourier transform of a finite Borel measure,
ϕ′(λ) =
∫
R
dν(t) e−itλ, ϕ ∈ C1(R),
∫
R
d|ν(t)| <∞. (1.7)
We denote the function class (1.7) by W1(R).
Different representations for the spectral shift function and their interrelation-
ships can be found in [4], for further information we refer to [2, Ch. 19], [9], [10],
[16], [34, Ch. 8] and the references therein).
In the present short note we will focus on two particular results: one, a monoto-
nicity result obtained by Birman and Solomyak [8], the other, a concavity result
obtained by Geisler, Kostrykin, and Schrader [12], [21]. We also present some
extensions and new proofs that we hope might give additional insights into the
subject.
We start by recalling pertinent results discovered by Birman and Solomyak [8]
in connection with the spectral averaging formula (providing a representation for
the spectral shift function via an integral over the coupling constant) and a mono-
tonicity result of a certain trace with respect to the coupling constant parameter.
Theorem 1.1 ([8]). Let H0 and V be self-adjoint in H, V ∈ B1(H), and define
Hs = H0 + sV, dom(Hs) = dom(H0), s ∈ R, (1.8)
with {EHs(λ)}λ∈R the family of orthogonal spectral projections of Hs. Moreover,
denote by ξ(·, H0, H1) the spectral shift function for the pair (H0, H1). Then for
any Borel set ∆ ⊂ R,∫
∆
dλ ξ(λ,H0, H1) =
∫ 1
0
ds tr(V EHs(∆)). (1.9)
In the same paper [8], Birman and Solomyak proved another remarkable state-
ment concerning the monotonicity of the integrand in the right-hand side of (1.9)
with respect to s for semi-infinite intervals ∆ = (−∞, λ), λ ∈ R.
Theorem 1.2 ([8]). Assume the hypotheses in Theorem 1.1. Given µ ∈ R, the
function
s 7−→ tr (V EHs((−∞, µ))), s ∈ R, (1.10)
is a nonincreasing function with respect to s ∈ R.
The spectral averaging formula (1.9) combined with the monotonicity result
(1.10) is a convenient tool for producing estimates for the spectral shift function
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[8]. For instance,
tr
(
V EH1((−∞, µ))
) ≤ ∫ µ
−∞
dλ ξ(λ,H0, H1) ≤ tr
(
V EH0((−∞, µ))
)
. (1.11)
In particular, passing to the limit µ → ∞ in (1.11) one obtains (1.5) (see [8] for
more details).
Another application of the pair of results (1.9) and (1.10) leads to the proof of
concavity properties of the integrated spectral shift function with respect to the
coupling constant, originally discovered in the case of Schro¨dinger operators by
Geisler, Kostrykin, and Schrader [12] and extended by Kostrykin [21], [22] to the
general case presented next.
Theorem 1.3 ([21], [22]). Let ξ(·, H0, Hs) be the spectral shift function in Theo-
rem 1.1. Given µ ∈ R, the integrated spectral shift function
ζs(µ) =
∫ µ
−∞
dλ ξ(λ,H0, Hs), s ∈ R (1.12)
is a concave function with respect to the coupling constant s ∈ R. More precisely,
for any s, t ∈ R, and for all α ∈ [0, 1], the following inequality
ζαs+(1−α)t(µ) ≥ α ζs(µ) + (1 − α) ζt(µ) (1.13)
holds. Moreover, ζs(µ) is subadditive with respect to s ∈ (0,∞) in the sense that
for any s, t ≥ 0,
ζs+t(µ) ≤ ζs(µ) + ζt(µ). (1.14)
While Theorem 1.3 focuses on a linear coupling constant dependence in Hs =
H0 + sV , Kostrykin [21] also discusses the case of a nonlinear dependence on s for
operators of the form H(s) = H0 + V (s):
Theorem 1.4 ([21], [22]). Suppose f : R → R is an nonincreasing function of
bounded variation and {V (s)}s∈R ∈ B1(H) is operator concave (i.e., V (αs + (1 −
α)t) ≥ αV (s) + (1− α)V (t) for all α ∈ [0, 1], s, t ∈ R). Then
s 7−→ g(V (s)) =
∫
R
dλ f(λ)ξ(λ,H0, H0 + V (s)), (1.15)
is concave in s ∈ R. More precisely, for all 0 ≤ α ≤ 1 and all s, t ∈ R, the following
inequality
g(V (αs+ (1− α)t)) ≥ αg(V (s)) + (1 − α)g(V (t)) (1.16)
holds.
Actually, Kostrykin considered the general case of relative trace class perturba-
tions in [21] but we omit further details in this note.
Remark 1.5. The results of Theorems 1.1 and 1.2 in [8] have been obtained using
the approach of Stieltjes’ double operator integrals [5]–[7]. Birman and Solomyak
treated the case V (s) = sV , V ∈ B1(H), that is, they discussed the case of a
linear dependence of the perturbation V (s) with respect to the coupling constant
parameter s. The general case of a nonlinear dependence V (s) of s, assuming
V ′(s) ≥ 0, in the context of the spectral averaging result (1.9) has recently been
treated by Simon [33]. In Theorem 1.7 below we cite the most recent result of this
type obtained in [16].
4 MONOTONICITY AND CONCAVITY
It is convenient to introduce the following hypothesis.
Hypothesis 1.6. Let H0 be a self-adjoint operator in H with domain dom(H0),
and assume {V (s)}s∈Ω ⊂ B1(H) to be a family of self-adjoint trace class operators
in H, where Ω ⊆ R denotes an open interval with 0 ∈ Ω. Moreover, suppose
that V (s) is continuously differentiable in B1(H)-norm with respect to s ∈ Ω. For
convenience (and without loss of generality) we may assume that V (0) = 0 in the
following.
In the rest of the paper we will frequently use the notation (s1, s2) ⊂⊂ Ω to
denote an open interval that is strictly contained in the interval Ω = (a, b) (i.e.,
a < s1 < s2 < b).
Theorem 1.7 ([16]). Assume Hypothesis 1.6 and 0 ∈ (s1, s2) ⊂⊂ Ω. Let
H(s) = H0 + V (s), dom(H(s)) = dom(H0), s ∈ (s1, s2), (1.17)
with {EH(s)(λ)}λ∈R the family of orthogonal spectral projections of H(s) and denote
by ξ(·, H0, H(s)) the spectral shift function for the pair (H0, H(s)). Then for any
Borel set ∆ ⊂ R the following spectral averaging formula holds∫
∆
dλ
(
ξ(λ,H0, H(s2))− ξ(λ,H0, H(s1))
)
=
∫ s2
s1
ds tr(V ′(s)EH(s)(∆)). (1.18)
The principal new result of the present note is an extension of the monotonicity
result, Theorem 1.2, to the case of a nonlinear dependence of V (s) on s. In par-
ticular, we provide a new strategy of proof for such results, which appears to be
interesting in itself.
Theorem 1.8. Assume Hypothesis 1.6 and 0 ∈ (s1, s2) ⊂⊂ Ω. Suppose in addi-
tion, that the derivative V ′(s) is continuously differentiable in B1(H)-norm with
respect to s ∈ (s1, s2) and that V (s) is concave in the sense that
0 ≥ V ′′(s) ∈ B1(H), s ∈ (s1, s2). (1.19)
Then, given µ ∈ R, the function
s 7−→ tr (V ′(s)EH(s)((−∞, µ))), s ∈ (s1, s2), (1.20)
is a nonincreasing function with respect to s ∈ (s1, s2).
Combining Theorems 1.7 and 1.8 one obtains the following result.
Corollary 1.9. Suppose the hypotheses of Theorem 1.8. Then, for given µ ∈ R,
the integrated spectral shift function
ζ(µ, s) =
∫ µ
−∞
dλ ξ(λ,H0, H(s)) (1.21)
is concave in s ∈ (s1, s2). More precisely, for all 0 ≤ α ≤ 1 and all s, t ∈ (s1, s2),
the following inequality
ζ(µ, αs + (1− α)t) ≥ α ζ(µ, s) + (1− α) ζ(µ, t) (1.22)
holds. Moreover, ζ(µ, s) is subadditive with respect to s ∈ [0, s2) in the sense that
for any s, t ≥ 0, s+ t ∈ [0, s2),
ζ(µ, s+ t) ≤ ζ(µ, s) + ζ(µ, t). (1.23)
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We emphasize that Corollary 1.9 is a special case of Kostrykin’s Theorem 1.4.
As explained in [3], [8], and [9], the original proofs of Theorems 1.1 and 1.2 in [8]
were motivated by a real analysis approach to the spectral shift function in contrast
to M. Krein’s complex analytic treatment. In this note we return to complex
analytic proofs in the spirit of M. Krein and provide a proof of the monotonicity
result, Theorem 1.8, based on operator-valued Herglotz function techniques. For
various recent applications of this formalism we refer to [13], [14], [15], [16], and
[17].
2. A property of operator-valued Herglotz functions
We recall that f : C+ → C is called a Herglotz function if it is analytic and
f(C+) ⊆ C+. In this case we extend f to C− in the usual manner, that is, by
f(z) = f(z), z ∈ C+.
The principal purpose of this section is to obtain some generalizations of the
following elementary result.
Lemma 2.1. Let P and Q be two rational Herglotz functions vanishing at infinity
and let Γ be a closed clockwise oriented Jordan contour encircling some of the poles
of P and Q starting from the left (and without any poles of P and Q on Γ). Then
1
2πi
∮
Γ
dz P (z)Q(z) ≥ 0. (2.1)
Proof. By the hypotheses on P and Q we may write
P (z) =
∑
j∈J1
Aj(pj − z)−1, Aj ≥ 0, pj ∈ R, j ∈ J1, (2.2)
Q(z) =
∑
ℓ∈J2
Bℓ(qℓ − z)−1, Bℓ ≥ 0, qℓ ∈ R, ℓ ∈ J2, (2.3)
(2.4)
with J1, J2 finite index sets. Next one decomposes P and Q with respect to their
poles located in the interior and exterior of the bounded domain encircled by Γ,
P (z) = Pint(z) + Pext(z)
=
∑
j∈J1,int
Aj(pj − z)−1 +
∑
j∈J1,ext
Aj(pj − z)−1, (2.5)
Q(z) = Qint(z) +Qext(z)
=
∑
ℓ∈J2,int
Bℓ(qℓ − z)−1 +
∑
ℓ∈J2,ext
Bℓ(qℓ − z)−1, (2.6)
Jk = Jk,int ∪ Jk,ext, k = 1, 2. (2.7)
Then straightforward residue computations yield
1
2πi
∮
Γ
dz P (z)Q(z)
=
1
2πi
∮
Γ
dz Pint(z)Qint(z) +
1
2πi
∮
Γ
dz Pint(z)Qext(z)
+
1
2πi
∮
Γ
dz Pext(z)Qint(z) +
1
2πi
∮
Γ
dz Pext(z)Qext(z) (2.8)
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=
1
2πi
∮
Γ
dz
∑
j∈J1,int
∑
ℓ∈J2,int
AjBℓ(pj − z)−1(qℓ − z)−1
+
∑
j∈J1,int
AjQext(pj) +
∑
ℓ∈J2,int
BℓPext(qℓ)
=
1
2πi
∮
Γ
dz
∑′
j∈J1,int,ℓ∈J2,int
AjBℓ(qℓ − pj)−1
(
(qℓ − z)−1 − (pj − z)−1
)
+
∑
j∈J1,int
AjQext(pj) +
∑
ℓ∈J2,int
BℓPext(qℓ) (2.9)
=
∑
j∈J1,int
AjQext(pj) +
∑
ℓ∈J2,int
BℓPext(qℓ)
=
∑
j∈J1,int
∑
ℓ∈J2,ext
AjBℓ(qℓ − pj)−1 +
∑
j∈J1,ext
∑
ℓ∈J2,int
AjBℓ(pj − qℓ)−1 ≥ 0. (2.10)
Here the last integral in (2.8) vanishes since the integrand is analytic inside Γ and
the first integral in (2.9) vanishes by symmetry. Moreover, we used the symbol
∑′
to indicate summation only over those j and ℓ with pj 6= qℓ, since only first-order
poles contribute in this calculation.
Next we turn to operator-valued extensions of the concept of Herglotz functions.
Definition 2.2. M : C+ → B(H) is called an operator-valued Herglotz function if
M is analytic on C+ and Im (M(z)) ≥ 0 for all z ∈ C+.
Any operator-valued Herglotz function admits a canonical representation, which
can be considered a generalization of the dilation theory of maximal dissipative op-
erators to the case of operator-valued Herglotz functions. In the following, however,
we will focus on Herglotz functions of the resolvent-type
M(z) = K∗(L− z)−1K, z ∈ C+, (2.11)
where K is a bounded operator between the Hilbert spaces K and H, K ∈ B(H,K),
K ⊇ H, while L is assumed to be a self-adjoint operator in K, bounded from below,
and with a gap in its spectrum as described in Theorem 2.3 below.
Theorem 2.3. Let Mj : C+ → B2(H), j = 1, 2, be operator-valued Herglotz func-
tions (taking values in the space of the Hilbert-Schmidt operators) admitting the
representations
Mj(z) = Kj(Lj − z)−1K∗j , (2.12)
where Kj and H, Kj ⊇ H, are Hilbert spaces, Lj are self-adjoint operators in Kj
bounded from below, and Kj ∈ B4(Kj ,H), j = 1, 2. Suppose D is a domain in the
complex plane and (a, b) an open interval such that
a < min
j=1,2
inf
(
spec(Lj)
)
(2.13)
and {
spec(L1) ∪ spec(L2)
} ∩ D ⊂ (a, b) ⊂ D. (2.14)
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In addition, assume that Γ is a closed oriented Jordan contour in D encircling the
interval [a, b] in the clockwise direction, and ϕ an analytic function on D, nonneg-
ative and nonincreasing on (a, b), that is,
ϕ
∣∣
(a,b)
≥ 0, (2.15)
and
ϕ′
∣∣
(a,b)
≤ 0. (2.16)
Then
1
2πi
∮
Γ
dz ϕ(z) tr
(
M1(z)M2(z)
) ≥ 0. (2.17)
Proof. Given n ∈ N, introduce the partition a = t0 < t1 < t2 < . . . < tn−1 < tn = b
of the closed interval [a, b],
tk = a+ k
b− a
n
, k = 1, 2, . . . , n, (2.18)
and denote by χ(n)(λ) the piecewise continuous function
χ(n)(λ) =
n∑
k=1
tk χ[tk−1,tk)(λ), λ ∈ R, (2.19)
where χ∆(·) is the characteristic function of the set ∆ ⊂ R.
In the Hilbert space Kj introduce the (possibly unbounded) operators
L
(n)
j =
∫
(a,b)
χ(n)(λ) dELj (λ) +
∫
(b,∞)
λ dELj (λ), (2.20)
dom(L
(n)
j ) = dom(Lj), n ∈ N, j = 1, 2.
We note, that by definition (2.20), the spectrum of Lj , j = 1, 2, in the interval
(a, b) consists of finitely many eigenvalues (possibly of infinite multiplicity).
By (2.14) one infers that the sequence of operators {L(n)j }∞n=1 converges in norm
resolvent sense to Lj in the Hilbert space Kj , j = 1, 2. This convergence, in turn,
combined with the hypothesis Kj ∈ B4(Kj ,H), j = 1, 2, implies the convergence
lim
n→∞
1
2πi
∮
Γ
dz ϕ(z) tr
(
M
(n)
1 (z)M
(n)
2 (z)
)
=
1
2πi
∮
Γ
dz ϕ(z) tr
(
M1(z)M2(z)
)
,
(2.21)
where in obvious notation
M
(n)
j (z) = Kj(L
(n)
j − z)−1K∗j , j = 1, 2. (2.22)
Thus, in order to prove (2.17) it suffices to check that every term on the left-hand
side of (2.21) is nonnegative.
In the following it is useful to decompose the Herglotz functions M
(n)
j (z) in the
form
M
(n)
j (z) = N
(n)
j (z) + N˜
(n)
j (z), j = 1, 2, (2.23)
where
N
(n)
j (z) = KjELj
(
(a, b)
)
(L
(n)
j − z)−1ELj
(
(a, b)
)
K∗j , (2.24)
N˜
(n)
j (z) = Kj ELj
(
[b,∞)) (L(n)j − z)−1ELj([b,∞))K∗j , j = 1, 2 (2.25)
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are Herglotz functions associated with the spectral subspaces ELj
(
(a, b)
)Kj and
ELj
(
[b,∞))Kj of Lj, j = 1, 2.
According to the decomposition (2.20), the Herglotz functions N
(n)
j (z) are ra-
tional operator-valued functions of the form
N
(n)
j (z) =
n∑
k=1
Q
(n),k
j
tk − z , j = 1, 2, (2.26)
where
Q
(n),k
j = KjELj
(
[tk−1, tk)
)
K∗j ≥ 0, k = 1, . . . , n, j = 1, 2. (2.27)
Given n ∈ N, one decomposes the integrals on the left-hand side of (2.21) as a sum
of four terms
1
2πi
∮
Γ
dz ϕ(z) tr
(
M
(n)
1 (z)M
(n)
2 (z)
)
=
1
2πi
∮
Γ
dz ϕ(z) tr
(
N
(n)
1 (z)N
(n)
2 (z)
)
+
1
2πi
∮
Γ
dz ϕ(z) tr
(
N˜
(n)
1 (z)N˜
(n)
2 (z)
)
+
1
2πi
∮
Γ
dz ϕ(z) tr
(
N˜
(n)
1 (z)N
(n)
2 (z)
)
+
1
2πi
∮
Γ
dz ϕ(z) tr
(
N
(n)
1 (z)N˜
(n)
2 (z)
)
= J1 + J2 + J3 + J4. (2.28)
According to (2.26), the first integral J1 in (2.28) can be represented as follows
J1 =
1
2πi
n∑
k,m
∮
Γ
dz
ϕ(z)
(tk − z)(tm − z) tr(Q
(n),k
1 Q
(n),m
2 )
=
1
2πi
n∑
k,m
k 6= m
∮
Γ
dz
ϕ(z)
(tk − z)(tm − z) tr(Q
(n),k
1 Q
(n),m
2 )
+
1
2πi
n∑
k=1
∮
Γ
dz
ϕ(z)
(tk − z)2 tr(Q
(n),k
1 Q
(n),k
2 ). (2.29)
Applying the residue theorem to the integrals on the right-hand side of (2.29) one
infers
J1 =
n∑
k,m
k 6= m
(
− ϕ(tk)− ϕ(tm)
tk − tm
)
tr(Q
(n),k
1 Q
(n),m
2 )
−
n∑
k=1
ϕ′(tk) tr(Q
(n),k
1 Q
(n),k
2 ) ≥ 0, (2.30)
since ϕ is a nonincreasing differentiable function and since the inequalities
tr(Q
(n),k
1 Q
(n),m
2 ) ≥ 0, k,m = 1, . . . , n (2.31)
hold (due to the fact that the operators Q
(n),k
j , k = 1, 2, . . . , n, j = 1, 2, are
nonnegative by (2.27)).
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The integral J2 vanishes,
J2 = 0, (2.32)
since tr
(
N˜
(n)
1 (z)N˜
(n)
2 (z)
)
is holomorphic in D.
The remaining integrals J3 and J4 can also be evaluated by the residue theorem
and one obtains
J3 =
n∑
k=1
ϕ(tk) tr(N˜
(n)
1 (tk)Q
(n),k
2 ), (2.33)
J4 =
n∑
k=1
ϕ(tk) tr(Q
(n),k
1 N˜
(n)
2 (tk)). (2.34)
We recall that ϕ(tk) ≥ 0, k = 1, . . . , n, by (2.15). At the same time
N˜
(n)
j (tk) ≥ 0, k = 1, 2, . . . , n, n ∈ N, j = 1, 2, (2.35)
by (2.20) and (2.25), while
Q
(n),k
j ≥ 0, k = 1, 2, . . . , n, n ∈ N, j = 1, 2, (2.36)
by (2.27). Hence,
tr(N˜
(n)
1 (tk)Q
(n),k
2 ) ≥ 0 and tr(Q(n),k1 N˜ (n)2 (tk)) ≥ 0, k = 1, . . . , n, (2.37)
and thus, J3 ≥ 0 and J4 ≥ 0. Together with (2.30) and (2.32) (combined with
(2.21)) this proves (2.17).
Remark 2.4. (i) Conditions Kj ∈ B4(Kj ,H), j = 1, 2, in Theorem 2.3 can be
relaxed. In fact, it suffices to require that
M1(z)M2(z) ∈ B1(H), z ∈ C+. (2.38)
(ii) Hypotheses (2.13) and (2.14) concerning the semiboundedness of Lj , j = 1, 2,
and the existence of a gap in their spectra in Theorem 2.3, are also unnecessarily
stringent. In fact, it suffices to assume that the holomorphy domains of the Herglotz
functions Mj(z) j = 1, 2 given by (2.12) include the set (−∞, α) ∪ (β, γ) for some
a < α and b < β < γ.
(iii) If the operators Lj are bounded and
spec(Lj) ⊂ (a, b), j = 1, 2, (2.39)
then the terms (2.25) in the decomposition (2.23) vanish and hence the integrals
(2.33) and (2.34) vanish too. This means that under assumption (2.39), condition
(2.15) is redundant.
3. Monotonicity, Concavity, and Subadditivity
Throughout this section we assume Hypothesis 1.6 and recall that
H(s) = H0 + V (s), dom(H(s)) = dom(H0), s ∈ Ω. (3.1)
First, we treat the case of bounded H0, H0 ∈ B(H), and study differential and
monotonicity properties of the function
s 7−→ tr(V ′(s)ϕ(H(s))), s ∈ Ω, (3.2)
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where ϕ is analytic on a domain D containing the spectra of the family (3.1)⋃
s∈Ω
(
spec(H(s))
) ⊂ D . (3.3)
Next we introduce the following additional hypothesis, which is motivated in
part by Remark 2.4 (iii).
Hypothesis 3.1. Let H be a bounded self-adjoint operator, D a domain of the
complex plane, (a, b) ⊂ R an open interval, and Γ a closed clockwise oriented Jordan
contour in D encircling the interval [a, b] such that
spec(H) ⊂ (a, b) ⊂ D. (3.4)
The following remark shows that Hypothesis 3.1 is stable under small (compact)
perturbations of H .
Remark 3.2. Suppose that the collection {H(s0),D, (a, b),Γ} satisfies Hypothe-
sis 3.1 for some s0 ∈ (s1, s2). By perturbation arguments, one infers the existence
of a neighborhood S of s0 such that {H(s),D, (a, b),Γ} also satisfy Hypothesis 3.1
for s ∈ S. Moreover, if ϕ is analytic on D, then the (bounded) operators ϕ(H(s)),
s ∈ S, are well-defined by the Riesz integral
ϕ(H(s)) =
1
2πi
∮
Γ
dz ϕ(z)(H(s)− z)−1, s ∈ S. (3.5)
Lemma 3.3. Assume Hypothesis 1.6 and let S be the neighborhood of s0 in Re-
mark 3.2. Suppose in addition that V ′(s) is continuously differentiable in B1(H)-
norm for s ∈ S and that the collection {H(s0),D, (a, b),Γ} satisfies Hypothesis 3.1
for some s0 ∈ (s1, s2). If ϕ is an analytic function on D, then
s 7−→ tr(V ′(s)ϕ(H(s))), s ∈ S, (3.6)
is differentiable on S and
d
ds
tr
(
V ′(s)ϕ(H(s))
)
= tr
(
V ′′(s)ϕ(H(s))
)
− 1
2πi
∮
Γ
dz ϕ(z) tr
[
V ′(s)(H(s)− z)−1]2. (3.7)
Proof. By Remark 3.2, the operators ϕ(H(s)), s ∈ S, are well-defined (cf. (3.5)).
In particular,
ϕ(H(s)) − ϕ(H(s0))
s− s0 =
1
2πi
∮
Γ
dz ϕ(z)
(H(s)− z)−1 − (H(s0)− z)−1
s− s0
= − 1
2πi
∮
Γ
dz ϕ(z)(H(s)− z)−1V (s)− V (s0)
s− s0 (H(s0)− z)
−1 . (3.8)
Since n-lim
s→s0
H(s) = H(s0), one infers
n-lim
s→s0
(H(s)− z)−1 = (H(s0)− z)−1, (3.9)
uniformly with respect to z ∈ Γ. Thus, combining (3.9) and (3.8), one concludes
that s 7→ ϕ(H(s)) is differentiable with respect to s ∈ S in B(H)-topology. Along
with the existence of a continuous V ′′(s) on S, this yields the differentiability of
the function in (3.6). Equation (3.7) then follows by a straightforward computation
using (3.5).
MONOTONICITY AND CONCAVITY 11
Lemma 3.4. Under the assumptions of Lemma 3.3 suppose in addition that V (s)
is concave with respect to s ∈ S in the sense that
0 ≥ V ′′(s) ∈ B1(H), s ∈ S, (3.10)
and that the function ϕ is nonnegative and nonincreasing on (a, b). Then the func-
tion
s 7−→ tr(V ′(s)ϕ(H(s))), s ∈ S, (3.11)
is differentiable and nonincreasing on S.
Proof. Since ϕ is nonnegative, 0 ≤ ϕ(H(s)) ∈ B(H), s ∈ S and hence
tr
(
V ′′(s)ϕ(H(s))
) ≤ 0, s ∈ S, (3.12)
by (3.10). Applying Theorem 2.3 and Remark 2.4 (i) to the operator-valued Her-
glotz functions M1(z) = V
′(s)(H(s) − z)−1V ′(s) and M2(z) = (H(s) − z)−1, one
obtains the inequality
1
2πi
∮
Γ
dz ϕ(z) tr
[
V ′(s)(H(s) − z)−1]2 ≥ 0, s ∈ S. (3.13)
Combining (3.12) and (3.13) one infers
d
ds
tr
(
V ′(s)ϕ(H(s))
) ≤ 0 (3.14)
by Lemma 3.3, proving the assertion.
In the general case of unbounded operatorsH0 one can prove the following result.
Theorem 3.5. Assume Hypothesis 1.6. Suppose in addition that V ′(s) is contin-
uously differentiable in B1(H)-norm with respect to s ∈ (s1, s2) and that V (s) is
concave in the sense that
0 ≥ V ′′(s) ∈ B1(H), s ∈ (s1, s2). (3.15)
Let ϕ be a bounded nonnegative and nonincreasing real-analytic function on R ad-
mitting the analytic continuation to a domain D of the complex plane C containing
the real axis R. Then the function
s 7−→ tr(V ′(s)ϕ(H(s))), s ∈ (s1, s2), (3.16)
is nonincreasing with respect to s ∈ (s1, s2).
Proof. Introducing the sequence {Pn}n∈N of spectral projections of H0,
Pn = EH0 ((−n, n)), n ∈ N, (3.17)
one concludes that for fixed s ∈ R the bounded operators given by
H(n)(s) = PnH0Pn + V (s), dom(H
(n)(s)) = H, (3.18)
converge to H(s) in the strong resolvent sense and therefore,
s-lim
n→∞
ϕ(H(n)(s)) = ϕ(H(s)), s ∈ (s1, s2), (3.19)
by Theorem VIII.20 in [31].
Since by hypothesis ϕ is a bounded function, the family of operators ϕ(H(n)(s))
is uniformly bounded with respect to n and hence by Theorem 1 in [19],
lim
n→∞
tr
(
V ′(s)ϕ(H(n)(s)
)
= tr
(
V ′(s)ϕ(H(s))
)
, s ∈ (s1, s2). (3.20)
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Given n ∈ N and s0 ∈ (s1, s2), one can always find a closed oriented Jor-
dan contour Γ in D, and a bounded interval (a, b) ⊂ R such that the collection
{H(n)(s0),D, (a, b),Γ} satisfies Hypothesis 3.1. Since by hypothesis ϕ is a nonneg-
ative nonincreasing function on (a, b) and (3.15) holds, one concludes by Lemma 3.4
that the function
s 7−→ tr(V ′(s)ϕ(H(n)(s))) (3.21)
is nonincreasing in some neighborhood of s0 and hence on the whole interval (s1, s2)
since s0 ∈ (s1, s2) was arbitrary. Therefore, the function
s 7−→ tr(V ′(s)ϕ(H(s))), s ∈ (s1, s2), (3.22)
is also nonincreasing on (s1, s2) as a pointwise limit (3.20) of the nonincreasing
functions in (3.21).
Now we are able to prove Theorem 1.8, which is an extension of the monotonicity
result, Theorem 1.2, of Birman and Solomyak [8].
Proof of Theorem 1.8. Given µ ∈ R, introducing the real-analytic function
ϕµ,ε(λ) =
1
2
− 1
π
arctan
(
λ− µ
ε
+
1√
ε
)
, ε > 0, (3.23)
one concludes that
lim
ε↓0
ϕµ,ε(λ) = χ(−∞,µ)(λ), (3.24)
where χ∆(·) denotes the characteristic function of the set ∆.
Since
sup
ε>0
‖ϕµ,ε‖L∞(R) <∞, (3.25)
(3.24) implies the strong convergence
s-lim
ε↓0
ϕµ,ε(H(s)) = EH(s)((−∞, µ)) (3.26)
by Theorem VIII.5 in [31]. Combining (3.24)–(3.26) with Theorem 1 in [19], one
infers
lim
ε↓0
tr
(
V ′(s)ϕµ,ε(H(s))
)
= tr
(
V ′(s)EH(s)((−∞, µ))
)
. (3.27)
By Theorem 1.8, the function
s 7−→ tr(V ′(s)ϕµ,ε(H(s))), s ∈ (s1, s2), (3.28)
is nonincreasing, proving the assertion, since the pointwise limit of nonincreasing
functions is nonincreasing. 
Next we prove Corollary 1.9.
Proof of Corollary 1.9. By Theorem 1.7∫ µ
−∞
dλ ξ(λ,H0, H(s)) =
∫ s
0
dt tr
(
V ′(t)EH(t)((−∞, µ))
)
, s ∈ (s1, s2), µ ∈ R.
(3.29)
By Theorem 1.8 the integrand on the right-hand side of (3.29) is a nonincreasing
function of t and hence the left-hand side of (3.29) is a concave function of s. Thus
(1.22) holds.
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In order to prove (1.23) one notes that ζ(µ, 0+) = 0 and that a necessary and
sufficient condition for a measurable concave function f(t) to be subadditive on
(0,∞) is that f(0+) ≥ 0 (see, e.g., [20, Theorem 7.2.5]). 
In the case of semibounded operators the following statement might be useful.
We recall thatW1(R) denotes the function class of ϕ with ϕ′ the Fourier transform
of a finite (complex) Borel measure (cf. (1.7)).
Theorem 3.6. Let H0 be a self-adjoint operator in H, bounded from below, and
assume the hypotheses of Theorem 1.8. Denote by Λ the smallest semi-infinite
interval containing the spectra of the family H(s), s ∈ (s1, s2),
Λ =
[
inf
s∈(s1,s2)
spec(H(s)),∞
)
. (3.30)
Let ϕ ∈ W1(R) ∩ C2(R) be concave on Λ in the sense that
ϕ′′
∣∣
Λ
≤ 0, (3.31)
and
ϕ′(λ) = o(1) as λ→ +∞ . (3.32)
Then the function
s 7−→ tr[ϕ(H(s))− ϕ(H0)], s ∈ (s1, s2), (3.33)
is concave in the sense that for any s, t ∈ (s1, s2) and for any 0 ≤ α ≤ 1,
tr
[
ϕ(H(αs+ (1− α)t)) − ϕ(H0)
]
≥ α tr[ϕ(H(s))− ϕ(H0)]+ (1 − α) tr[ϕ(H(t)) − ϕ(H0)] . (3.34)
In particular,[
ϕ(H(αs + (1− α)t)) − αϕ(H(s)) − (1− α)ϕ(Ht)
] ∈ B1(H) (3.35)
and
tr
[
ϕ(H(αs+ (1− α)t))− αϕ(H(s))− (1 − α)ϕ(H(s))] ≥ 0. (3.36)
Proof. First, one observes that by (1.4) the integrated spectral shift function ζ(λ, s)
given by (1.21) is uniformly bounded, that is,
|ζ(λ, s)| ≤ ‖V (s)‖B1(H), λ ∈ R, s ∈ (s1, s2). (3.37)
Moreover, since H0 is semibounded, one concludes that R\Λ 6= ∅ by definition
(3.30) of the set Λ and hence for all s ∈ (s1, s2),
ζ(λ, s) = 0, λ ∈ R\Λ. (3.38)
Thus, using (3.32) and (3.38), one infers
lim
λ→±∞
ϕ′(λ) ζ(λ, s) = 0, s ∈ (s1, s2) . (3.39)
Next, combining (3.38) and (3.39), an integration by parts in the trace formula
(1.2) yields
tr
[
ϕ(H(s)) − ϕ(H0)
]
= −
∫
Λ
dλϕ′′(λ) ζ(λ, s). (3.40)
Given λ ∈ R, the integrated spectral shift function ζ(λ, s) is concave with respect to
s ∈ (s1, s2) by Corollary 1.9 and hence the left-hand side of (3.40) is also a concave
function of s by (3.31) (as a weighted mean of concave functions with a positive
weight).
14 MONOTONICITY AND CONCAVITY
Remark 3.7. (i) If the measure ν in representation (1.7) is absolutely continuous,
then condition (3.32) holds automatically by the Riemann–Lebesgue Lemma.
(ii) If ϕ is convex on Λ, that is,
ϕ′′
∣∣
Λ
≥ 0, (3.41)
then the function given by (3.33) is convex.
Example 3.8. Under assumptions of Theorem 3.6, choosing ϕ ∈ W1(R) as
ϕ(λ) = exp
(−λt), λ ∈ Λ, t ≥ 0, (3.42)
one concludes that for any t > 0,
s −→ tr[exp(−tH(s))− exp(−tH0)] (3.43)
is a convex function of s ∈ (s1, s2).
Acknowledgments. We are indebted to Vadim Kostrykin for kindly making avail-
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