Stochastic Dual Coordinate Ascent is a popular method for solving regularized loss minimization for the case of convex losses. We describe variants of SDCA that do not require explicit regularization and do not rely on duality. We prove linear convergence rates even if individual loss functions are non-convex, as long as the expected loss is strongly convex.
Introduction
We consider the following loss minimization problem:
An important sub-class of problems is when each f i can be written as f i (w) = φ i (w) + λ 2 w 2 , where φ i is L ismooth and convex. A popular method for solving this sub-class of problems is Stochastic Dual Coordinate Ascent (SDCA), and (Shalev-Shwartz & Zhang, 2013) established the convergence rate ofÕ((L max /λ + n) log(1/ǫ)), where L max = max i L i .
As its name indicates, SDCA is derived by considering a dual problem. In this paper, we consider the possibility of applying SDCA for problems in which individual f i do not necessarily have the form φ i (w) + λ 2 w 2 , and can even be non-convex (e.g., deep learning optimization problems, or problems arising in fast calculation of the top singular vectors (Jin et al., 2015) ). In many such cases, the dual problem is meaningless. Instead of directly using the dual problem, we describe and analyze a variant of SDCA in which only gradients of f i are being used. Following (Johnson & Zhang, 2013) , we show that SDCA is a member of the Stochastic Gradient Descent (SGD) family of algorithms, that is, its update is based on an unbiased estimate of the gradient, but unlike the vanilla SGD, for SDCA the variance of the estimation of the gradient tends to zero as we converge to a minimum.
Our analysis assumes that F is λ-strongly convex and each f i is L i -smooth. When each f i is also convex we establish the convergence rate ofÕ(L/λ + n), whereL is the average of L i and theÕ notation hides logarithmic terms, including the factor log(1/ǫ). This matches the best known bound for SVRG given in (Xiao & Zhang, 2014) . Lower bounds have been derived in (Arjevani et al., 2015; Agarwal & Bottou, 2014) . Applying an acceleration technique ((Shalev-Shwartz & Zhang, 2015; Lin et al., 2015) ) we obtain the convergence rateÕ(n 1/2 L /λ + n). If f i are non-convex we first prove that SDCA enjoys the ratẽ O(L 2 /λ 2 +n). Finally, we show how the acceleration technique yields the boundÕ n 3/4 L /λ + n . That is, we have the same dependency on the square root of the condition number, L /λ, but this term is multiplied by n 3/4 rather than by n 1/2 . Understanding if this factor can be eliminated is left to future work.
Related work:
In recent years, many randomized methods for optimizing average of functions have been proposed.
For example, SAG (Le Roux et al., 2012) , SVRG (Johnson & Zhang, 2013) , Finito (Defazio et al., 2014b) , SAGA (Defazio et al., 2014a) , S2GD (Konečnỳ & Richtárik, 2013) , and UniVr (Allen-Zhu & Yuan, 2015) . All of these methods have similar convergence rates for strongly convex and smooth problems. Here we show that SDCA achieves the best known convergence rate for the case in which individual loss functions are convex, and a slightly worse rate for the case in which individual loss functions are non-convex. A systematic study of the convergence rate of the different methods under non-convex losses is left to future work. This version of the paper improves upon a previous unpublished version of the paper (Shalev-Shwartz, 2015) in three aspects. First, the convergence rate here depends onL as opposed to L max in (Shalev-Shwartz, 2015) . Second, the version in (Shalev-Shwartz, 2015) only deals with the regularized case, while here we show that the same rate can be obtained for unregularized objectives. Last, for the non-convex case, here we derive the boundÕ n 3/4 L /λ + n while in (Shalev-Shwartz, 2015) only the bound ofÕ(L 2 max /λ 2 + n) has been given. (Csiba & Richtárik, 2015) extended the work of (Shalev-Shwartz, 2015) to support arbitrary mini-batching schemes, and (He & Takáč, 2015) extended the work of (Shalev-Shwartz, 2015) to support adaptive sampling probabilities. A primal form of SDCA has been also given in (Defazio, 2014) . Using SVRG for non-convex individual functions has been recently studied in (Shamir, 2015; Jin et al., 2015) , in the context of fast computation of the top singular vectors of a matrix.
SDCA without Duality
We start the section by describing a variant of SDCA that do not rely on duality. To simplify the presentation, we start in Section 2.1 with regularized loss minimization problems. In Section 2.2 we tackle the non-regularized case and in Section 2.3 we tackle the non-convex case.
We recall the following basic definitions: A (differentiable) function f is λ-strongly convex if for every u, w we have
It is well known that smoothness and convexity also implies that
Regularized problems
In regularized problems, each f i can be written as f i (w) = φ i (w)+ λ 2 w 2 . Similarly to the original SDCA algorithm, we maintain vectors α 1 , . . . , α n , where each α i ∈ R d . We call these vectors pseudo-dual vectors. The algorithm is described below.
Algorithm 1: Dual-Free SDCA for Regularized Objectives
Observe that SDCA keeps the primal-dual relation
Observe also that the update of α can be rewritten as
where β i = η i λn. Namely, the new value of α i is a convex combination of its old value and the negative gradient. Finally, observe that, conditioned on the value of w (t−1) and α (t−1) , we have that
That is, SDCA is in fact an instance of Stochastic Gradient Descent (SGD). As we will see shortly, the advantage of SDCA over a vanilla SGD algorithm is because the variance of the update goes to zero as we converge to an optimum.
Our convergence analysis relies on bounding the following potential function, defined for every t ≥ 0,
where
Intuitively, C t measures the distance to the optimum both in primal and pseudo-dual variables. Observe that if F is L F -smooth and convex then
and therefore a bound on C t immediately implies a bound on the sub-optimality of w (t) .
The following theorem establishes the convergence rate of SDCA for the case in which each φ i is convex.
Theorem 1 Assume that each φ i is L i -smooth and convex, and Algorithm 1 is run with
where C t is as defined in (1). In particular, to achieve
Variance Reduction: The lemma below tells us that the variance of the SDCA update decreases as we get closer to the optimum.
Lemma 1 Under the same conditions of Theorem 1, the expected value of w
satisfies:
SDCA without regularization
We now turn to the case in which the objective is not explicitly regularized. The algorithm below tackles this problem by a reduction to the regularized case. In particular, we artificially add regularization to the objective and compensate for it by adding one more loss function that cancels out the regularization term. While the added function is not convex (in fact, it is concave), we prove that the same convergence rate holds due to the special structure of the added loss function.
Algorithm 2: Dual-Free SDCA for Non-Regularized Objectives
Call Algorithm 1 with F above and with
smooth and convex, and that Algorithm 2 is run
The non-convex case
We now consider the non-convex case. For simplicity, we focus on the regularized setting. In the non-regularized setting we can simply replace every f i with φ i (w) = f i (w)− λ 2 w 2 and apply the regularized setting. Note that this does not change significantly the smoothness (because λ is typically much smaller than the average smoothness of the f i ).
We can apply Algorithm 1 for the non-convex case, and the only change is the choice of η, as reflected in the theorem below.
Theorem 3 Consider running algorithm 1 on F which is λ-strongly convex, assume that each φ i is L i -smooth, and η ≤ min λ 4L 2 , 1 4 λn . Then, for every t ≥ 1,
As can be seen, the dependence of T on the condition number,L λ , is quadratic for the non-convex case, as opposed to a linear dependency for the convex case. We next show how to improve the bound using acceleration.
Acceleration
Accelerated SDCA (Shalev-Shwartz & Zhang, 2015) is obtained by solving (using SDCA) a sequence of problems, where at each iteration, we add an artificial regularization of the form κ 2 w − y (t−1) 2 , where y (t−1) is a function of w (t−1) and w (t−2) . The algorithm has been generalized in (Lin et al., 2015) to allow the inner solver to be any algorithm. For completeness, we provide the pseudo-code of the "Catalyst" algorithm of (Lin et al., 2015) and its analysis.
Algorithm 3: Acceleration
Goal: Minimize a λ-strongly convex function F (w) Parameters: κ, T Initialize:
Initial solution w
Lemma 2 Fix ǫ > 0 and suppose we run the Acceleration algorithm (Algorithm 3) for
Proof The lemma follows directly from Theorem 3.1 of (Lin et al., 2015) by observing that Algorithm 3 is a specification of Algorithm 1 in (Lin et al., 2015) with α 0 = √ q (which implies that α t = α 0 for every t), with ǫ t = ǫ 0 (1 − ρ) t , and with ρ = 0.9 √ q.
Theorem 4 Let
F = 1 n n i=1 φ i (w) + λ 2 w 2 , assume that each φ i is L i smooth and that F is λ-strongly con- vex. Assume also that (L/λ) 2 ≥ 3n (
otherwise we can simply applyÕ(n) iterations of Algorithm 1). Then, running Algorithm 3 with parameters
κ =L/ √ n, T = Ω 1 + n −1/4 L /λ ,
and while at each iteration of Algorithm 3 usingΩ (n) iterations of Algorithm 1 to minimize
G t , guarantees that F (w (T ) ) − F (w * ) ≤ ǫ (
with high probability). The total required number of iterations of Algorithm 1 is therefore bounded byÕ
Observe that for the case of convex individual functions, accelerating Algorithm 1 yields the upper bound O n + n 1/2 L /λ . Therefore, the convex and nonconvex cases have the same dependency on the condition number, but the non-convex case has a worse dependence on n.
Proofs

Proof of Theorem 1
Observe that 0 = ∇F (w
.
. We also denote two potentials:
We will first analyze the evolution of A t and B t . If on round t we update using element i then α
Taking expectation w.r.t. i ∼ q we obtain
As to the second potential, we have
Taking expectation w.r.t. i ∼ q and noting that
We now take a potential of the form C t = c a A t + c b B t .
Combining (6) and (8) we obtain
We will choose the parameters η, c a , c b such that
This implies that β i = η i λn = ηλ qi ≤ 1/2, and therefore the term in (9) is non-negative. Next, due to strong convexity of F we have that
Therefore,
Note
In Lemma 3 we show that when φ i is L i smooth and convex then
Therefore, denoting τ = 2 max i Li qi
we obtain that
The definition of q i implies that for every i,
Combining this with (13) and (11) we obtain
Plugging the value of c b = caλn 2 2η yields that the coefficient in the last term is 2 c a λn
where we used the choice of η ≤ 1 4L
. In summary, we have shown that E[C t−1 − C t ] ≥ η λ C t−1 , which implies that
Taking expectation over C t−1 and continue recursively, we obtain that
Finally, since q i ≥ 1/(2n) for every i, we can choose
The proof is concluded by choosing c b = λ/2 and c a = η/n 2 .
Proof of Lemma 1
We have:
(smoothness and (15))
) .
Proof of Theorem 2
The beginning of the proof is identical to the proof of Theorem 1. The change starts in (13), where we cannot apply (12) to φ n+1 because it is not convex. To overcome this, we first apply (12) to φ 1 , . . . , φ n , and obtain that
where the last equality follows from the fact that n i=1 φ i (w) = (n + 1)F (w), which also implies that i ∇φ i (w * ) = 0. In addition, since φ n+1 (w) = − λ(n+1) 2 w 2 , we have
where the last inequality is because of the λ-strong convexity of F . Combining the two inequalities, we obtain an analogue of (13),
The rest of the proof is almost identical, except that we have n replaced by n + 1 andL replaced byL := 1 n+1 n i=1L i . We now need to choose
so we can rewrite
This yields 1 ηλ ≤ 4 n + 3 + 2L λ .
Proof of Theorem 3
The beginning of the proof is identical to the proof of Theorem 1 up to (9).
Next, we use the smoothness of the φ i to get
so by combining with (17) we obtain
The last term will be non-negative if
2η we obtain the requirement
In summary, we have shown that
The rest of the proof is identical, but the requirement on η is η ≤ min λ 4L 2 , 1 4 λn , and therefore 1 ηλ ≤ 4 n +L 2 λ 2 .
Proof of Theorem 4
Proof Each iteration of Algorithm 3 requires to minimize G t to accuracy ǫ t ≤ O(1) (1 − ρ) t , where ρ = 0.9 √ q. If t ≤ T where T is as defined in Lemma 2, then we have that,
Using Lemma 4, − log(1−ρ) ρ ≤ 2 for every ρ ∈ (0, 1/2). In our case, ρ is indeed in (0, 1/2) because of the definition of κ and our assumption that (L/λ) 2 ≥ 3n. Hence,
Combining this with Theorem 3, and using the definition of G t , we obtain that the number of iterations required 1 by each application of Algorithm 3 is
where in the equality we used the definition of κ. Finally, multiplying this by the value of T as given in Lemma 2 we obtain (ignoring log-terms):
Technical Lemmas
Lemma 3 Assume that φ is L-smooth and convex. Then, for every w and u, ∇φ(w)−∇φ(u) 2 ≤ 2L φ(w) − φ(u) − ∇φ(u) ⊤ (w − u) .
Proof For every i, define g(w) = φ(w) − φ(u) − ∇φ(u) ⊤ (w − u) .
Clearly, since φ is L-smooth so is g. In addition, by convexity of φ we have g(w) ≥ 0 for all w. It follows that g is nonnegative and smooth, and therefore, it is self-bounded (see 1 While Theorem 3 bounds the expected sub-optimality, by techniques similar to (Shalev-Shwartz & Zhang, 2015) it can be converted to a bound that holds with high probability. Proof Denote g(a) = − log(1 − a)/a. It is easy to verify that the derivative of g in (0, 1/2) is positive and that g(0.5) ≤ 1.4. The proof follows.
Summary
We have described and analyzed a dual free version of SDCA that supports non-regularized objectives and nonconvex individual loss functions. Our analysis shows a linear rate of convergence for all of these cases. Two immediate open questions are whether the worse dependence on the condition number for the non-accelerated result for the non-convex case is necessary, and whether the factor n 3/4
in Theorem 4 can be reduced to n 1/2 .
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