INTRODUCTION
This paper is directly motivated by the following result, which has recently been obtained by Kaplan Then if either 01 < r/2 < /3 or /I < n/2 < OL, the differential-delay equation x'(t) = -f(x(t -1)) has a nontrivial periodic solution x(t) of period four. Furthermore, if y(t) is defined to be x(t -l), this periodic solution can be taken to satisfy x'(t) = -f( y(t)), y'(t) = f (x(t)).
In the case that 01 < n/2 < j3 above, the techniques of Jones [lo, 1 l] or Grafton [5, 6, 71 concerning periodic solutions of autonomous differentialdelay equations do not apply, so the Kaplan-Yorke theorem provides a new class of examples of periodic behavior. On the other hand, the Kaplan-Yorke result is quite specialized, and the method of proof does not generalize.
Our approach here will be to obtain new fixed point theorems and apply them to generalize the Kaplan-Yorke theorem and to obtain some other periodicity results. In the first section we establish a fixed point theorem which generalizes Krasnoselskii's results [14, 151 on expansions and contractions of a cone in a Banach space. In the second section we generalize the Kaplan-Yorke theorem by proving that x'(t) = -f (x(t -1)) has a nontrivial periodic solution without the assumption that f is odd (see Theorems 2.1 and 2.4). Numerical studies suggest that in general this periodic solution will have period depending on f and not equal to four. We also give some closely related periodic&y theorems for the case that f is not defined on all of R! (see Theorem 2.2 and Corollary 2.1). In the third section we prove a periodicity result for a LiCnard equation with a single time lag (see Theorem 3.1).
All of the examples we give here are of retarded functional differential equations. In a future paper we hope to show how these ideas can also be applied to neutral functional differential equations.
1. We begin by recalling a few definitions and results. If A is a bounded subset of a Banach space X, define y(A), the measure of noncompactness of A, to be inf{d > 0: A has a finite covering by sets of diameter less than d}. This idea was introduced by Kuratowski [17] . Later, Darbo [3] proved that if z(A) denotes the convex closure of a bounded set A in X and if A + B = {u + b: a E A, b E B} for bounded sets A and B, then (1) If D E 9, G is an open subset of D and f: G --+ D is a local condensing map (or a local condensing map with respect to p) such that S = {x E G: f (x) = x> is compact (possibly empty), then there is defined an integer, ;o(f, G), called the generalized fixed index off. We refer to [ 191 for details. Roughly speaking iD(f, G) is an algebraic count of the number of fixed points off in G.
y@(A)) = y(A) and (2) y(A + B) < y(A) + y(B). It is trivial to check that (3) y(A u B) = max(y(A), y(B)). More generally, if p is a real-valued function which assigns to each bounded set A a number p(A), if p satisfies conditions (l)
For our purposes we need only a few properties of the generalized fixed point index (see [19] for further details). If iD(f, G) # 0, then f has a fixed point in G. If D is closed and convex, f is continuous and condensing on G, andx # tf(x) + (1 -t) ,, f x orsomex,EG,O < t < IandxEG-G,then we have iD(f, G) = 1. If D is closed and convex and x E D implies tx E D for all positive t, then if f: G -+ D is a local condensing map such that for some fixed h E D, {x E G: x = f (x) + th, 0 ,< t < l} is compact, iD(ft , G) is constant for 0 < t < 1, where ft(x) = f(x) + th. Both of these latter properties are special cases of the so-called homotopy property.
In general the definition of the fixed point index is complicated. However, if D is a closed, convex subset of a Banach space X and f: G+ D is a continuous, condensing map such that f(x) # x for x E G -G (which is the case we will be interested in here), then the fixed point index can be described in terms of Leray-Schauder degree. First, it is not hard to show that there exists 6 > 0 such that (1 x -f (x)1] > S f or x E G -G. Select any fixed x,, E D and define ft(x) = tf(x) + (I -t) x,, for 0 < t < 1, and take t so close to 1 that /If(x) -ft(x)iI < S f or x E G -G. Define K1 = Eiif,(G), K, = Co f,(G n K,-,) for n > 1 and K, = r),+i K, ; one can prove that K, is compact (possibly empty) and convex and that f,(G n Km) C K, . If K, is empty, define iD(f, G) = 0. If Km is not empty, let K be any compact convex set such that K 3 K, and f,(G n K) C K; K, is itself such a set, so the collection of such K is nonempty. Let p be any retraction of X onto K (a result of Dugundji [4] guarantees the existence of such a retraction) and let H be any bounded open neighborhood of the (compact) fixed point set of ft in G such that R C p-l(G n K). Then one can prove that iD(f, G) = deg(l -ft 0 p, H, 0); in particular the integer on the right hand side is independent of the particular K chosen, the retraction p, H, t, and x0 .
We shall need one more result before proving our main fixed theorem. The following theorem has been proved by Steinlein [26] for Leray-Schauder degree. Krasnoselskii and Zabreiko [16] h ave apparently also obtained the result in the Leray-Schauder degree case; however, they only give an outline of the proof without details. The extension to the generalized fixed point index is not hard and has been carried out by Steinlein in [27]. THEOREM 1.1 (see [16, 26 and 271) . Suppose that D is a closed subset of a Banach space X and D E F. Let U be a subset of D and g: U + D a locally condensing map. If m = pt with p a prime, G is an open. subset of U which is contained in the domains of g and gm, and S, the fixed point set of gm I G, is compact and g(S) C G, it follows that iD(g, G) = iD(gm, G) modp.
Following Schaefer [24] we shall call a closed, convex subset D of a locally convex topological vector space X a "wedge" if x E D implies tx E D for t > 0. We call D a "cone" (with vertex at 0) if D is a wedge and x E D, x # 0 implies that -x q! D. Our first lemma is well known in the case of compact maps defined on open subsets of a Banach space. Proof.
Consider the homotopy f$(x) = f (x) + th for t 2 0. By previous remarks io(ft , G) is constant for t > 0. By assumption, there exists a constant M such that /If (x)1] < M f or XEG, so 11x-f(x)\\ <M+ R for XEG. Therefore, if t > (M + R)(Il h 11)-l = to , the set S, must be empty. It follows that for t > to , iD(ft , G) = 0, since otherwise S, would be nonempty.
To complete the proof of the lemma, it suffices to show that if f is condensing and defined on G, S, is compact. It is clear that S, is closed, since the assumption implies that S, = {x E G: x = f (x) + sh, 0 < s < t}, so it suffices to show that y(S) = 0. If we define Kt = {sh: 0 < s < t>, a compact set, then it is clear that y(S) < r(f(S,) + Kt) = r(f (S,)). Since f is condensing, this implies that y(S,) = 0.
Q.E.D.
If the wedge of Lemma 1.1 satisfies further conditions, then one can weaken the hypotheses on f. LEMMA 1.2. Let D be a cone in a Banach space X, G = {x E D: 11 x II < R} andf: G + D a condensing map. Assume that the norm on X is monotonic with respect to the order induced by D, i.e., if x, y and x -y E D, then (1 x II > II y (I. Assume that there exists h ED with 11 h II >, R such that x -f(x) # th for x E D, 11 x (1 = R and 0 < t < 1. Then we haoe iD(f, G) = 0.
Proof.
By Lemma 1.1 it suffices to show that x -f(x) # th for t > 0 and I/ x )I = R. By assumption this is true if 0 < t < 1. If t > 1 and x = f(x) + th for x E D, II x 11 = R, then by the monotonicity of the norm, 11 x II = R > t II h II, a contradiction.
Q.E.D. Assume that there exists h E D, h # 0, such that for each t > 0, S,={x:~~x~~<Randx-f(x)=shforsonteswithO~s~t}iscompuct and suppose that (x: [I x II < r, x -tf(x) = 0 for some t, 0 < t < I> is compact. Then zf r < R, one obtains iD(f, U) = -1, and zf r > R, iD(f, U) = +1.1 n either case f has aJixed point in U.
If one defines G, = {x E D: /I x 11 < p,,}, G, = {x E D: j/ x Ij < r> and GR = {x E D: 11 x II < R}, then Lemma 1.1 implies that iD(f, GR) = 0 and previous remarks about the fixed point index imply iD(f, G,) = I. According to the so-called additivity property of the fixed point index (see [19] ), iD(f, G,,) + iD(f, U) = iD(f, GJ. If r < R, this equation implies that 0 = 1 + iD(f, U), so iD(f, U) = -1; if r > R, one finds 1 = 0 + iD(f, U).
If one assumes that f is a condensing map on Gr , then the statement of Lemma 1.3 is greatly simplified. LEMMA 1.4. Assume that D is a wedge in a Banach space X, r and R are unequalpositive numbers, GI = (x E D: I] x II < pI = max(r, R)} andf: GI + D is a condensing map. Assume that there exists h # 0 such that x -f(x) # th for all x E D with II x 11 = R and all t > 0 and suppose that x -tf (x) # 0 forx~D,IjxII=r,andO<t<1.Thenzfr<R,onehasiD(f,U)=-1 andrfr > R, iD(f, U) = $1.
Proof. By Lemma 1.2 one has S, is compact for t > 0, so it suffices to show {x E D: II x II < r and x -tf (x) = 0 for some t, 0 < t < l} is compact. This follows by the kind of reasoning used in Lemma 1 and is also a special case of Corollary 2, p. 256, in [19] .
Krasnosel'skii mentions the idea of using degree theory to prove fixed point theorems about compressions and expansions of cones with nonempty interiors in [14] . He proves the existence of fixed points of compressions and expansions of general cones without the use of degree theory in [15] . In his dissertation [9] Hamilton uses degree theory arguments to extend Krasnosel'skii's results to the class of so-called A-proper maps between cones with possibly empty interiors. The proof of Lemma 1.4 is a modification of Hamilton's approach to the context of local condensing maps and the generalized fixed point index. With the apparatus of the fixed point index, the proof is almost trivial.
For the applications we have in mind Lemma 1.4 is inadequate, and we need the following theorem. THEOREM 1.2. Assume that D is a wedge in a Banach space X and fi D -+ D is a local condensing map which takes bounded sets to bounded sets. Let r and R be unequal positive numbers and dejne p,, = min(r, R), p1 = max(r, R), GI = {x E D: II x II < pl} pnd U = {x ED: p,, < 11 x II < pl}. 
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Assume that for some integer m = pt, p a prime, F = {x E u f"(x) = X> is compact and f(F) C U. Finally suppose that there exists h E D, h # 0, such that for each t > 0, S, = {x E D: 11 x 11 < R and x -f"(x) = sh for some s with 0 < s < t} is compact and suppose that {x E D: 11 x 11 < r and x -tf"(x) = 0 for some t, 0 < t < l} is compact. Then if T < R one obtains i&f, U) = -1 (mod p), and if r > R, iD(f, U) = +I (mod p). In either case iD( f, U) # 0 and f has a fixed point in U.
By Lemma 1.3 we have that iD(f m, U) = -1 if T < R and iD(f", U) = + 1 if r > R. In either case, the hypotheses of Theorem 1.1 are met, so i,,(f, U) 3 iD(f", U) (modp).
The following theorem will actually be more convenient for applications in Section 2 and 3. 
Proof.
Since f (and hence f n for n > 1) is condensing and because f n(x) # x for II x II = randn > Nandx #f"(x)+ thfor]IxII = R,n > N and t >, 0, it is not hard to see that {x E D: 11 x 11 < R, x -f n(x) = sh for some s, 0 < s < t}, and {x E D: Ij x 11 < r, x -tfn(x) = 0 for some t, 0 < t < 1) are compact for any n > N. It follows from Theorem 1.1 that if p > N is a prime then iD(f, U) = iD(f p, U) (mod p), where iD( f p, U) = f 1. If p > ] iD(f, U)] + 1, then the only way this can happen is if idf, U) = idf 8, U).
Q.E.D. Remark 1 .l. In some applications, e.g., for some LiCnard equations (see [5 or 22] ), f cannot be defined continuously at 0 and appropriate modifications of the fixed point theorems are necessary. For the sake of simplicity we avoid these cases here. Remark 1.2. If D is a cone, D introduces a partial ordering on X by x < y if y -x E D. Iff: D + D is a condensing map and if there exists an integer N such that f n(x) $ x for x E D, \I x 11 = R and n 3 N, then it is easy to check that for any h ED, x # f n(x) + th for I\ x 11 = R and t > 0. Similarly, if x $ f n(x) for 1) x 1) = I and n > N, then it is clear that x # tf "(x) for II x /I = Y, n > N, and 0 < t < 1. It follows by reasoning like that already used that if one also knows that f n(x) = x for x E U implies f (x) E U, then one has iD(f, U) = -1 for r < R and i& U) = + I for Y > R. If r < R the above assumptions on f suggest geometrically that f n expands or stretches the cone, hence the terminology we have used.
2. In this section we wish to consider the following equations:
Our goal in this section is to place further conditions on f which will guarantee that (2.1) has nontrivial periodic solutions. Our first lemma is trivial. This gives uniqueness, and it is easy to check that if y is inductively defined this way, y satisfies Eq. (2.1). Q.E.D.
Our next lemma is a preliminary result on growth properties of solutions of (2.1) under the assumption that f is asymptotically linear. We consider two cases:
In the first case, if we take the absolute value of both sides of (2. In the second case, if we multiply both sides of (2.4) by Xe-" = --/3-l 1 X I2 and then take the imaginary part of each side, we obtain 1 A 1 2 J-1 y(t) evuct+l) sin v(t + 1) dt = Im(Xe-"N).
P-6)
Taking the absolute value of both sides of (2.6) and estimating yields 1 Im(Ae-AN)] < I X I e-u I N 1 (2.7) and
If we combine the inequalities (2.7) and (2.8) we find that Since we have assumed R > R, , the inequality (2.11) contradicts the selection of RI .
Remark 2.1. If in addition to the hypotheses of Lemma 2.2 one assumes that yf(y) > 0 for y # 0, then Lemma 2.2 implies that any solution y(t) of (2.1) corresponding to q as in Lemma 2.2 has infinitely many isolated zeros Xl , 22 ,***, x, )... . To begin with, y must have a first z, . Otherwise y is positive and monotonic decreasing for all t, and this implies that I y(t)1 < y(0) for all t, which contradicts Lemma 2.2. If z, 3 1, then it is obvious that y'(z,) < 0. However, if x1 < 1 and y'(z,) = 0, we must have ~(zr -1) = 0, so y'(t) = 0 for 0 < t < z1 -1 and ~(3,) = y(O), a contradiction. It follows that in either case y'(z,) < 0.
If I y(zi + 1)j > y(O), then sincey is monotonic decreasing on [zl , z, + 11, the same argument used in Lemma 2.2 shows that sup I r(t)1 > IYh + 111. The argument used above then shows y has a second zero z, . If I y(x, + I)1 < y(O), we again see that y must have a second zero; otherwise supt)z,+l I y(t)1 <y(O), and we have contradicted Lemma 2.2. Continuing in this way we get isolated zeros zi < x2 < ... < zj < .*., with .zj+i > x, + 1 and y either monotone increasing or monotone decreasing on [zj+ 1, z~+~+ I].
Ifyf(y) > 0 fory # 0 and limr,l,, (f(y)/y) = /3 > m/2, then Lemma 2.2 and Remark 2.1 imply that lim,,, supIy(zn+l)l =+co,forifl <c<k there must exist a sequence of zeros znj, n, -+ co, such that I y(znj + 1)l > cjy(0). In our next lemma we examine more closely the behavior of Iy(sI1 + l)l. Then if CJI, y, R, and k are as in Lemma 2.2, if {xi: j > l} is the set of zeros of y (whose existence is assured by Remark 2.1) and if c is a fixed constant with 1 < c < k, there exists an integer n, independent of q,, and a positive constant a, independent of 9, such that 1 y(z,. + l)l >, cy(0) for some r, 1 < r < n and I r(zi + 111 > q(O) for 1 < j < r.
Let notations and assumptions be as in the first paragraph of the proof of Lemma 2.2. Clearly we can also assume E < /3. If z is a zero of y such that ( y(t)] < CR for 0 < t < z and if we integrate si'" y'(t) e-"t dt two different ways and write N = ST" (-f (y(t -1)) + /ly(t -1)) e-At dt as in Lemma 2.2, we obtain
e-At dt -y(x + 1) e-A(z+l). In case (2), if we multiply each side of (2.12) by Xe-* and take imaginary parts, we find (just as before) that ( ) 7 (sin vl) y(0) < I N 1 + (e-+@+l) + j X 1 e-'"") I y(z + 1)l. (2.14)
It follows that inequality (2.14) is valid in either case (1) or case (2) . The same estimates as in Lemma 2.2 show that I N 1 < (ekR + 3bR,)(+), so we derive from (2.14) that ( 1 7 (sin or) R < (EkR + 3pR,)(~-~) + (e-"(Z+l) + I A I e+) I y(z + 1)l. Proof.
Define n, to be the first integer such that 1 y(xnl + l)/ > cy(0) (c as in Lemma 2.3) and generally define nj to be the first integer greater than nj-l such that I Y(G, + 111 3 c I Y(G,-~ + l)/. Lemma 2.3 implies that there exists an integer n and a constant a such that nj -nj-i < n and 1 y(x,Jl > a 1 y(zn,J for njel < m < nj . If we select I such that cz > k and acz 2 k, it follows that / y(.z+ + l)i > ky(0) for j 2 n, . By the remarks above we must have nl < In, so if we define N = In, we are done.
Q.E.D. We have ignored so far the case in which limlyl++m (f (y)/y) = + 00. In our next few lemmas we shall remedy this omission. First, we need a calculus lemma. 
In the cuse 2k-l < (1 -/l), this implies that
It follows that if 2-l > (1 -p), g'(s) > 0 for j3 < s < 1 and max,,,og(s) = g(l) < A -(l/2) kB. If 2K-l < (1 -/3), g(s) must achieve its maximum at s, = /? + ((2P)(l -/?)1/2). If we estimate g(s,,) we find that g(s,,) < A -(k/2)09 + ((2k-I)(1 -@)l12)B -k/3B. If (l/2) Q /3 < 1, this implies that g(s,,) < A -kB, and if 0 < /3 < l/2, g(ss for 1 -to < t < ro.
The proof now splits into two cases. Case 1. Assume that so < 1. Obvious estimates (using the monotonicity off on [A, co)) show that
Since y( 1 -to) > R -M, it follows that ((1 -SOMSO -1 + to))@ -M -4 G hlf (y(s)) ds.
Using this estimate and the fact that y(t) > #(t) for 1 -to < t < so, where W) = ((so -wo -(1 -to)))@ -N) + (0 -(1 -toMso -(1 -toNA for 1 -to < t < s,, , we find rho + 1) = Y(SO) -jsovlf(r(9) ds -jo1-tof(~(4) ds -jlIt f(y(sN ds II 0
,<A-(
If we define B = (1/2)R, /3 = 1 -to and think of s = so as a variable such that /3 < s < 1, then we are in the situation of Lemma 2.4, and it follows that y(so + 1) < A -(1/4)(kR) < -CR. It follows from this that y must have a first zero z1 , so < zr < s, + 1, and by the usual arguments y'(z,) < 0. Since y is monotonic decreasing on [zr , z, + 13, 1 y(zl + 1)1 > Ir(so + 111 3 CR.
Case 2. Assume that so > 1. Then since y is monotonic decreasing on [0, I], y'(t) d -f(y(I)) < -ky(l) for I < t < 2, and it follows thaty must have a zero x, such that 1 < x1 < 1 + k-l, so certainly so < 1 + k-l. Integrating Eq. (2.1) one obtains r(so + 1) = A -j8:;lf(~(4) ds < A -j1 f(y(s)) ds.
Since y is concave downward on [l -to, 11, we see that for any u with 1 -to < u < 1, Jzj(y(s)) ds > (l/2)(1 -U) KY(u). There are two subcases to consider. First, if 1 -to < k-l, then taking u = k-l we find y(so + 1)
In this case trivial estimates show that 1 y(so + 1)1 > CR, so certainly / y(zr + I)1 > CR. If k-l < 1 -to, using (2.19) and the same sort of arguments as in case 1, we find
Once again trivial estimates show that ) y(so + l)j 3 CR.
Under the hypotheses of Lemma 2.5, since y 1 [xi , z1 + l] is monotonic decreasing, the same arguments apply and showy has a second zero zs , and I Y(Z2 + l)l 3 c I Yc? + 111 a C2Y@).
We still have to consider the asymptotic behavior of solutions of (2.1) corresponding to small initial CJI. In this case, however, asymptotic behavior is well understood. Proof. It is easy to see directly that if p E K, 'p # 0, is a fixed map, and ifT>OandE>O,thereexists6>Osuchthatif~EKandl~~--~~ <6, then 1 y(t; #) -y(t; y,)I < E for 0 < t < T, where y(t; 4) denotes the solution of (2.1) corresponding to 4. Also, one easily proves that if y(z; v) = 0, then (d/&z) y(z; q~) # 0. Using these two facts it is easy to show that if y(t; F) has a second zero as , y(t; #) will also have a second zero for 4 close enough to q~ and F will be continuous at 97.
Therefore suppose q~ = 0 or v # 0 and y(t; a) does not have a second zero. If v = 0, select E > 0 and define 7 > 0 to be such that if v1 = suplvlGn 1 f( y)i and r], = supples,,, If(y then max(r], vi , 7s) = 6' < E. We claim that if II 4 II < 7, then lIW)ll < 6. If r(t; 4) d oes not have a second zero, this is obvious, so assume y(t; 4) has zeros z, and a, . Since y(t; $) is decreasing on [O, zl + 11, I Y(C #)I < 7 for -1 < t < z, and Since y(t; #) is increasing on [zl + 1, z, + I], 1 y(t; #)I < v1 for a, < t < as and I y(x2 + I)1 = & lf(~Wl ds G 71~ < E.
It remains to consider the case q~ # 0 and y(t; q~) does not have a second zero. First, assume that y(t; q) has a first zero z. Since y(t; p') is monotonic increasing and bounded above by zero on [z + 1, co), it is easy to see that lim z+a y(t; 'p) = 0. Select T > z, + 2 such that ] y( T; q~)l < q/2 where 7 is as above and take 6 > 0 such that I/ E K and 114 -9, II < 8 imply that 1 y(t; 4) -y(t; q~)l < min{l y(t; q~)l: 0 < t < T + 1, I t -z I 3 l/2}. It follows that y(t; z,L) h as a first zero x1 E (.a -l/2, z + l/2) and that if y(t; 9) has a second zero x2 , a2 > T + 1. By our selection of constants ) y(t; $)I < 7~ for t 3 T, and it follows that I y(z2 + 1; #)I = 1 J&f( y(s)) a!s 1 < or < 6. This argument shows that if y(t; y) has a first zero, then 11 F# II < E if 11 II, -q~ II < 8. The case in which y(t; 9) does not have a first zero is similar, and we leave it to the reader.
It remains to show F is compact, i.e., F takes bounded sets to precompact sets. If A C K is a bounded set, let M = sup{/1 p II: q~ E A}, Ml = ~UPI,KM If(~)i and M2 = ~~PM<M, If(r Ifyk d h= zeros ~1 and x2, then it is clear that I y'(t; p)l < Ml for z, < t < a, + 1 and I y'(t; p)l < n/r, for za < t 6 z2 + 1. It follows by the Ascoli theorem that F(A) is precompact.
Q.E.D. There are some equations which, though similar to the ones considered in Theorem 2.1, fall outside the theorem's scope. Consider, for example, the equation x'(t) = -(Yx(~ -l)(l + x"(t)), 0 < OL < 42. By making the substitution x(t) = tan(u(t)), th' IS equation reduces to the form u'(t) = --01 tan(zr(t -1)) = -f (u(t -1)). Everything is as before, except that now f is defined on an interval (-42, 42) and has singularities at the end points of the interval. Other nonsymmetric equations like x'(t) = -m(t -l)(l + x(t) + X2@)) can also be transformed into the form u'(t) = -f(u(t -l)), with domain f = (a, b), a < 0 and b > 0. With the aid of Theorem 2.1 we shall now show that one can prove periodic behavior for such equations also. and fC(y) = f(a + e) + (e-i)(y -a -l ) for y < a + E. For e-l > a/2 Theorem 2.1 implies that the equation y'(t) = -jJy(t -1)) has a periodic solution y,(t) of the type guarantee in Theorem 2.1. If we can show that for E small enough a + E < ye(t) < b -E for all t, then y.(t) will actually be a nontrivial periodic solution of Eq. (2.1). The rest of the proof will be devoted to establishing this point. and (y-l)~~fC(s) ds + y > k 1 y / for y < a + E. We shall always assume E is at least this small from now on. We also select r] > 0 and E < ~(7) so small that (1 -7)(7-l) 3 R.
Henceforth we assume that E is so small that all conditions of the previous paragraph are met. If ye is a periodic solution of ye'(t) = -jC( y.(t -1)) such that ~~(-1) = 0 and ye 1 [-1,0] is monotonic increasing (as guaranteed by Theorem 2.1) and if z, and as are the first and second positive zeros of yE , it suffices to prove that y,(O) < 6 -E and y6(z1 + 1) 3 a + E to prove our theorem. We suppose not and try to obtain a contradiction. For definiteness we assume y,(O) > b -E, the Casey&r + 1) < a + E being analogous. For notational convenience we write z = z, . As in Lemma 2.5 the proof now reduces to two cases. Q.E.D. Remark 2.3. As in Theorem 2.1, it would actually suffice to know thatf is monotonic increasing on (a, a + 6) and (b -E, b) for some E > 0 rather than that f is monotonic increasing on (a, b). We have made the stronger assumption for the sake of simplicity.
As a simple consequence of Theorem 2.2 we present the following corollary, which includes the examples x'(t) = -cwc(t -I)(1 + x2(t)) and x'(t) = -cx.x(~ -l)(l + x(t) + x2(t)) previously mentioned: As a first step we recall a theorem which has recently been proved in [22] . The reader should also compare Theorem 2.1 in [13], which has a weaker existence theorem and no statement about a fixed point index, but establishes interesting stability results. Q.E.D.
As Corollary 2.3 suggests, the only case in which we shall be obtaining new results is when limlvl+m (f(y)/y) = /3, 1 < p < 42.
In order to proceed further we need to recall a few well-known facts from the general theory of retarded FDE's (functional differential equations). If / . I is some fixed norm on It is known (see, e.g., [8, Chap. 161) that solutions of (2.28) are defined for all time, and if for t 3 0 we define T(t)p = xt , where x is the solution of (2.28), then T(t) is a strongly continuous semigroup of linear operators. If X denotes the complexification of X and z: X -+ Cn denotes the linear extension of L to X, then we shall say that h E C satisfies the characteristic equation of (2.28) if there exists a nonzero vector 6 E Cm such that ti -E(entb) = 0, where eatb E X denotes the function t -+ eAtb, -1 < t < 0. If c = sup(Re(X): X satisfies the characteristic equation of (2.28)}, then for any cr > c, there exists a constant K = K(c,) such that /I T(t)11 < KeGit for t > 0 (see [8, Chaps. 20-221).
We also need to recall the analogue of the variation of constants formula for equation (2.28 With these preliminaries we can establish our next lemma. Lemma 2.8 is a variant of standard results. We shall prove it using the results above; it can also be proved somewhat more directly (though at greater length) using Laplace transform arguments (in the spirit of Wright's work in [28]). Proof. Since the assumptions imply I f(v)1 f A /VII + B for some constants A and B, standard techniques show that solutions of x'(t) = f (x,), x I [-1, 0] = CJJ are defined for all t > 0. A Lipschitz condition on f will guarantee uniqueness, but this is not necessary.
Step 1. For any p E X, if x(t) is the corresponding solution of the equations x'(t) = f (x,), x I [-1, 0] = CJJ, then x(t) is bounded. To see this, let T(t) denote the linear semigroup for the equations u'(t) = L(u,), u I [ -1 , 0] = 'p. Our assumptions and previous remarks imply that there exist positive constants K and E such that II T(t)11 < Ke-et. If we define h(t) = f (Xt) -L(x,) for t >, 0 and h(t) = h(0) for t < 0, then the variation of constants formula implies 44 = Wh%O) + j-' (W -WJW) ds.
(2.31)
Assume that x(t) is not bounded and select a number to so large that Ke-Cto < l/2. Define 7 > 0 to be so small that &(e-l) < l/2 and select R If we now select T so large that Ke-cT < h -qKK,(e-l), we are done.
Q.E.D. equation y'(t) = -fiy(t -1) is X + Be-" = 0, and we have already remarked that since p < ~12, all solutions X of this equation satisfy Re h < --E for some fixed E > 0. It follows from Lemma 2.8, if K < 1, there exists a constant R > T and an integer N such that if rp E K and /I (p (1 > R then \IPp, 11 < K I/ v Ij for 12 3 N. It follows that if W = {v E K: (I q II < R}, then the set of all fixed points of Fn in K for n > iV is a compact subset of W. It follows that for 71 3 N, iK(Fn, W) = 1, so Steinlein's Theorem 1.1 implies that ix(F, W) = 1. If U = {'p E K: T < II v 11 < R}, the additivity property of the fixed point index implies iK(F, U) = 1. Therefore F has a fixed point in U, and such a fixed point corresponds to a nonzero periodic solution of the type desired.
Q.E.D. 3. In this section we wish to show that the results of Section 1 can be applied to Litnard equations different from those studied by Grafton in [6] , and periodicity results can be obtained. We shall be considering the following equations :
x'(t) = r(t) + f (x(t)) for t > 0 r'(t) = -gw -r)) for t >, 0 (3-l) x I [--I, 0] = (p, a continuous function, and y(0) = y,, E R.
We shall always make the following assumptions about f and g. We define Y to be the Banach space of continuous maps p: E--r, 0] -+ [w in the sup norm, and we define X to be Y x R, with II(v, s)ll = max(]j v 11, ] s I) for (cp, s) E X. We define a cone KC X by K = {(v, S) E X: p)(-r) = 0, CJI is monotonic increasing and s > 0).
Our object from here on will be to define a map F: K -+ K (analogous to that constructed in Section 2) which has nonzero fixed points corresponding to periodic solutions of (3.1).
If one linearizes Eq. (3.1) near 0 or + co, one obtains a linear FDE of the following form:
x'(t) = r(t) + =+) y'(t) = --LYX(t -r).
(3.2)
Our first lemma is a simple exercise which we leave to the reader. 3.2. Suppose that E < 0, r > 0, and that ifx is the unique solution of cot x = -x2/e such that r < x < 27r, then -r sin x/e < 1. Then we hawe sup(Re(h): X2 -oh + e-+" = 0} < O.Ife > 0,r > Oandor > 0, theequation X2 -rX + ae+ = 0 has precisely two roots h (counting algebraically) such that Re(h) > 0 and / Im(X)/ < r/r.
Proof. By virtue of the comments above, the only case to consider is when E > 0. However, dividing h2 -EX + 01e-?A = 0 by 01, gives the equation p2 -C'P + e+"' = 0, where p = h(~~-l/~), E' = ~(a-~/~) and r' = Y(cW); and this gives the result.
Lemma 3.2 and the standard result which we have already used in Section 2 now immediately imply the following lemma. sup(Re(h): X2 -clh + e--Th = 0} < 0. Then there exists 8, > 0 such that if (q, y,,) E X, 1/(~, y,J/ < 8, and (x(t), y(t)) is the solution of (3.1) corresponding to (93 yJ, then lb+, (x(t), y(t)) = (0,O). Fu&ermore, given 77 > 0, there exists T > 0 such that if II(v,yJll < 6, then I x(t)1 < r] and 1 y(t)1 < r] for t > T. In the above equations we assume that S: W + R is a Cm function such that S(x) = 0 for 1 x 1 < R, , 6(x) = S > 0 for 1 x 1 Z R, , R, > RI, and 0 < 6(x) < 6 for all x. This use of the notation 6, R, , and R, will be constant from here on. If we assume that Hypothesis 3.1 on f and g is valid, then let zs denote the second zero of the corresponding solution of (3.3) and define F(% Yo) = ($4 x)9 where #(s) = x(x2 + r + s) for -r < s < 0 and y1 = y(zs + r). Grafton observes that F is a compact and continuous map. From our viewpoint F depends on the function 6, but we shall not explicitly mention this dependence.
Since the rest of this section is highly technical, it may be helpful to outline the plan of attack from here on. We want to show that there exist a positive number R, a number R, > R (R, as in Eq. (3.3) ) and an integer N* such that if (cp, y,,) E K and ~I(IJJ, ys)ll 3 R then 11 Fj((p, yo)l\ > R for j > N*. We shall also have to arrange that if Il(y, yO)ll < A and (x(t), y(t)) is the corresponding salution of (3.3) then if F(y, y,J = (9, rJ7 \ r(t)\ < R, for all t and (x(t), y(t)) is actuahy a periodic solution of (3.1). Once these points have been established, the results of Section 1 will be applicable. and select c, so large that (l/2) clc2 > 1, ~&s~)(32ru)-~ > 1, c, > 4&)-l + 8 and c1 > 8(e,?r-l+ 8. We shall assume that / x(t)\ > R, for some t with 0 < t < zs + r and try to obtain a contradiction. For definiteness we may as well assume x(t) > R, for some t with 0 < t < z, ; the case 1 x(t)/ > R, for t with a, < t < as is simpler. There are now two possibilities:
either I x(zi + r)l < E2(16ra)-l R, and [ x(t)1 < R, for zi < t < z2 or not. If / x(t)1 > R, for some t with .a1 < t < za or I x(zl + T)I > ~,(16ra)-1 R, , the same proof we have used above shows either y(z2 + r) > (l/2) eZRl > R or y(z2 + I) 2 UP) e2 I 43 + r>I 2 e2"(32ra)-l R, > R. In any event we have a contradiction.
In the first case we observe that y'(t) < g((l6ra)-1 c2Rl) < (8r)-l l ZRl for z1 + r < t < z1 + 2r.
It follows that y(t) < -(l/4) e2Rl f or z1 + r < t < al + 2r, and we must have x'(t) < -(l/4) E,R, + 2c,R for z, + r < t < z, + 2~ and / x(zi + 2r)[ < (c,rR)(-( l/4) c, + 2). The same argument already used now shows that y(zz + I) > (l/2) E~(QYR)(( l/4) c, -2) > R, which is again a contradiction, Q.E.D.
Actually, the proof of Lemma 3.4 establishes the following result, which will prove useful later. LEMMA 3.5. Assume that Hypothesis 3.1 holds, that 7 and cl are as defined in the proof of Lemma 3.4, and that R >, R(q) and Rl > c,R. If (cp, yO) E K and \\(v, y& < Rand if(x(t), y(t)) is the corresponding solution of Eq. (3.3), then if I x(t)1 > R, for some t with 0 < t < z2 = the second of zero of x, max(x(z2 + r>,y(z2 + r)) > R.
Before stating our next lemma we need another definition. is the corresponding solution of Eq. (3.3) n(k, q, y,, , R,) is the largest integer n (possibly $00) such that max(l x(t)l, 1 y(t)l) < min(k Ij 'p, ys 11, RJ for 0 < t < z'n + r, where z, denotes the n-th zero of x(t). If max(l x(t)/, ( y(t)l) > min(k Ilhh ro)lL 4) f or some t with 0 < t < a1 + I, define n(lt, v, y,, , R,) = 0. For notational convenience defme an expression G as follows: At this point we need some further notation and assumptions. Define R = R(q), where 7 will be selected later, and assume that RI > R. Define p = II(v, y,,)ll and p* = min(kp, R,) and assume that R < p < RI . If in addition we assume that in the above expressions x = ,a;-, where i < n(/z, p, y,, , R,), we can estimate the right hand side of Eq. (3.7). If X = TV, + iv, with p > 0, then by the definition of R(q) we find that I G I < (v*)(l X I + 1) (s," e+ dt)-= hP*Kl x I + lb-l). (3.9) It now follows that under our assumptions and for a constant A = e-UT + ) X 1 e-u7 + ~(1 h2 -cd I) the absolute value of the right-hand side of Eq. (3.7) is dominated by (w*)U X I i-l)(~-') + A m=(l x(x + r)l, I y(z + r)l) e-+*. (3.10) According to Lemma 3.2, the equation ha -E& + ae-2h = 0 has precisely two roots h such that Re(h) > 0 and I Im@)/ < +. The remainder of the proof splits into three cases depending on whether the roots are complex conjugates, real, but distinct, or a double real root. (3.14)
If we select r] so small that q(kB)(J h j + l)(p-r-1) < l/2, (3.14) implies that we must have -(I x(x5 + y)l, I r(q + r)l) >, p(2ABY for 1 <j < n@, V, yo, RI> = 12.
Furthermore, since z, 2 nr, (3.14) implies that (AB)(e-unP)(kp) >, (1/2)p, and this implies that there exists an integer N such that n < N. Thus in Case 1 the theorem is proved. Case 3. Assume that h is a real double root of the equation Xs -c.J + ae+ = 0 and that max(x(O), y(0)) = p, where R(q) < p < RI and 71 is to be selected later. The assumption that h is a double root implies that we also have 2X -c2 -aye-rA = 0. We may as well assume that (2h + 2ar2 + 1)--l p < x(0) ,< p, since otherwise the proof follows familiar lines. If we take a real number h, > h and substitute in (3.7), substitute h in (3.8), subtract (3.8) from (3.7), divide by A1 -h, and write Gt and G for the different "G's" in (3.7) and (3.8) respectively, we obtain Using (3.21) the remainder of the proof in Case 3 now follows more or less as before, and we leave it to the reader. Q.E.D.
Notice that n(k, IJJ, yO , R,) < N also holds if -(v, ya) e K and I](cp, ys)]] 2 R. Before proving our main theorem we need one more lemma.
LEMMA
Since we are supposing x(t) < c,R on [u, w + r], we find that for u+r,<t<u+2r y'(t) 2 -2ac,R. (3.22) This implies that y(t) 2 (c,R)(c, * -Zar) for ?I + Y < t <u + 2r, and using this estimate we see that x'(t) 3 (c,R)(c,* -2ar -24 for u + r < t < u + 2~. It follows from our assumptions on cr* that x'(t) > (c,R)( 1 + r-l) for u + T < t < u + 2r, and consequently we have x(u + 2r) 3 c,R, contradicting our previous assumption. Q.E.D.
It now only remains to collect the pieces from our various lemmas. Proof. Select a constant K > cs(c;l), where c2 and cs are as in Lemmas 3.6 and 3.7, respectively. According to Lemma 3.6 there exist a positive constant R, an integer N (independent of q, y0 and RI) and a positive constant c2 (also independent of v, y0 and RI) such that if (v, y,,) E K and II(v, yo)ll b R, then n(k v, yo, RJ < N and for 1 d j < n@, P, y. , Q, max(l x(zj + Y)/, Iy(zj + r)l) > c2 11(~, yo)ll. In this statement R, is any number greater than R. Clearly, increasing the size of R only improves matters, so we can assume R > R(q), where 7 is as in Lemma 3.7. It follows that if R, > c,(c;;')R, then if (x(t), y(t)) is a solution of (3.3) with (v, yo) E K and if u and w are successive zeros of x such that rnax,ctGu 1 x(t)1 > RI or m=,(t<z, I y(t)1 2 RI , then m4l 4~ + r)l, I Y(V + y)l) > (ci?>R-Finally, note that since cs(c;') > c, we can also assume that the conclusion of Lemma 3.4 holds with this R and RI .
With R and R, as above, let F be defined as before and suppose (v, yo) E K and ll(~, yo)]i > R. For notational convenience, define p = l](q, yo)]l and let n, be the first positive integer such that max(] x(t)l, I y(t)1 > min(kp, RI), for some t with 0 < t < z,~ + r, where Zj denotes the jth zero of x. By Lemma 3.6 we know that nr < N + 1 and by Lemma 3.7 we must have that pr = max(] x(z,~ + r)l, I y(znl + r)l) > (c;')R. We claim that ma4 x(zj + r)l, I Y(Z~ + r)l> > R for j > n,.
To see this, define ns to be the first integer greater than n, such that max(l x(t), I y(t)/) > min(K, pI , R,) for some t with +I+1 < t Q z,* + r. By Lemma 3.6 again, we must have ns -n, < N + 1, -4 ~(2~ + r)l, I Y& + TN 2 c2pl > R for n,<j<n,
