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THE RIEMANN HYPOTHESIS FOR PERIOD POLYNOMIALS OF
HILBERT MODULAR FORMS
ANGELICA BABEI, LARRY ROLEN, AND IAN WAGNER
Abstract. There have been a number of recent works on the theory of period polynomials
and their zeros. In particular, zeros of period polynomials have been shown to satisfy a
“Riemann Hypothesis” in both classical settings and for cohomological versions extending
the classical setting to the case of higher derivatives of L-functions. There thus appears
to be a general phenomenon behind these phenomena. In this paper, we explore further
generalizations by defining a natural analogue for Hilbert modular forms. We then prove
that similar Riemann Hypotheses hold in this situation as well.
1. Introduction and statement of results
One of the most useful ideas for the study of spaces of modular forms is to relate these
finite dimensional spaces to spaces spanned by polynomials. In particular, the theory of
modular symbols and the Eichler-Shimura isomorphism provide a canonical cohomological
theory for modular forms based on special polynomials (see [17] for an excellent summary of
this theory). To be more precise, given any cuspform f ∈ Sk of weight k and modular on
SL2(Z) the period polynomial is the modular integral
(1.1) rf (X) :=
∫ i∞
0
f(τ)(τ −X)k−2dτ.
These polynomials encode deep arithmetic information. Specifically, their coefficients are
essentially the critical L-values of f :
(1.2)
rf (X) = − (k − 2)!
(2pii)k−1
k−2∑
m=0
(2piiX)m
m!
L(f, k −m− 1) =
k−2∑
m=0
im+k−1
(
k − 2
m
)
XmΛ(f, k −m− 1),
where the completed L-function is given by
Λ(f, s) := (2pi)−sΓ(s)L(f, s).
The completed L-function has an analytic continuation to C and satisfies the functional
equation Λ(f, s) = (f)Λ(f, k−s) with (f) = ±1. From this functional equation one can see
that the critical values are the integer values inside the critical strip, namely s = 1, 2, . . . , k−1.
Deep conjectures such as the Birch and Swinnerton-Dyer conjecture and the Bloch-Kato
conjecture in the case of central L-values and Beilinson conjecture for non-central L-values
imply that these values contain important arithmetic information (see, e.g., [4, 13]). Manin
also showed that the L-values satisfy certain rationality conditions.
Theorem (Manin [15]). Let f be a normalized Hecke eigenform in Sk with rational Fourier
coefficients. Then there exist ω±(f) ∈ R such that
Λ(f, s)/ω+(f), Λ(f, w)/ω−(f) ∈ Q
for all s, w with 1 ≤ s, w ≤ k − 1 and s even, w odd.
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For more details about the general philosophy of the arithmetic of the periods ω±(f) see [13].
The functional equation endows the period polynomial with the relation
rf (X) = −ik(f)X k−22 rf
(
− 1
X
)
.
This “self-inversive” property shows that if ρ is a zero of rf (X) then so is −1ρ and so the
unit circle is a natural line of symmetry for the period polynomials just as the critical line
is a natural line of symmetry for the completed L-function. For this reason the stipulation
that all roots of the period polynomials lie on the unit circle has been termed the Riemann
hypothesis for period polynomials (RHPP). The first work on this subject is due to Conrey,
Farmer, and Imamog˘lu [7], who showed that the odd part of the period polynomial for any
level 1 Hecke eigenform, apart from five so-called “trivial zeros”, all lie on the unit circle.
Shortly thereafter, El-Guindy and Raji [11] showed that the full period polynomial for any
level 1 eigenform satisfies RHPP. Recently, Jin, Ma, Ono, and Soundararajan [12] used a
brilliant synthesis of analytic techniques to show that the RHPP is an even more general
phenomenon. Namely, they showed that the RHPP holds for any Hecke eigenform for any
congruence subgroup Γ0(N). Given the broad nature of these results, it is natural to ask if
these are initial cases of a more general phenomenon. In two recent papers, Diamantis and
the second author [9,10] have explored a generalization of the RHPP which takes into account
a cohomological period polynomial attached to higher L-derivatives. There they conjecture
that a similar phenomenon always holds and prove some test cases of this conjecture. Here
we generalize the period polynomials in another aspect and find that the RHPP still holds
true.
Specifically, we consider the generalization to any Hilbert modular eigenform of parallel
weight on the full Hilbert modular group. Some previous results have been given on the
cohomology theory of Hilbert modular forms and their periods [2, 20], but to the best of
the authors’ knowledge no direct analogue of the period polynomials in this case has been
written down in an explicit form in the literature (see also the second remark preceeding
Theorem 1.1). In analogy with (1.1) we propose
(1.3) rf (X) :=
∫ i∞
0
· · ·
∫ i∞
0
f(τ)(N(τ)−X)k−2dτ,
where f(τ) = f(τ1, . . . , τn) is a parallel weight k Hilbert modular eigenform for a number
field K of degree n on the full Hilbert modular group and N(τ) = τ1 · · · τn, dτ = dτ1 · · · dτn.
In further analogy with (1.2) we have
(1.4)
rf (X) = (−1)n(k−2)!
(
DK
(2pii)
)k−1 k−2∑
m=0
(−1)m(n+1)Γ(k −m− 1)n−1
m!
(
(2pii)nX
DK
)m
L(f, k−m−1)
or equivalently
rf (X) =
k−2∑
m=0
(−1)min(k−m−1)
(
k − 2
m
)
XmΛ(f, k −m− 1),
where DK is the discriminant of K and L(f, s) and Λ(f, s) are defined for Hilbert modular
forms in equations (2.2) and (2.3) respectively.
Remark. The definition of period polynomial for a Hilbert modular form given in equation
(1.3) naturally extends the elliptic modular form definition by encoding the critical L-values
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of f as coefficients. These polynomials however do not satisfy all of the period relations that
the polynomials in equation (1.1) satisfy. There is another natural definition of an n-variable
function that satisfies the corresponding period relations in the Hilbert case, but it is less
clear what arithmetic information the coefficients contain in this case.
Remark. After writing this paper, the authors have learned that YoungJu Choie has also
considered period polynomials for Hilbert modular forms in forthcoming work.
Our main result is as follows.
Theorem 1.1 (The Riemann hypothesis for period polynomials of Hilbert modular forms).
Let f be a parallel weight k Hilbert modular eigenform of degree n on the full Hilbert modular
group. Then all of the roots of rf (X) lie on the unit circle.
Moreover, as k →∞, the zeros of rf (X) become equidistributed on the unit circle.
Remark. The above result seems provable as well for congruence subgroups. In particular, we
included the case when the Atkin-Lehner eigenvalue (f) = −1 and we would follow the same
argument up until Equation (3.1). From there, the factor in the conductor corresponding
to the level would in fact lower the bounds on the weights of forms of larger level that we
need to examine. However, at the time of this project, the existing infrastructure for Hilbert
modular forms over cubic fields did not cover forms of larger level.
The paper is organized as follows. In Section 2 we discuss the basic definitions and results
on polynomial roots, computer calculations, and analytic number theory required for the
proofs. The proofs of the main results are then given in Section 3. Finally, we conclude with
a discussion of examples and ideas for future directions in Section 4.
Acknowledgements
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2. preliminaries
2.1. Basic definitions. In this subsection we will review the definitions of parallel integer
weight Hilbert modular forms and their L-functions. For more details on the general theory,
we refer the reader to the survey of Bruinier in [6]. Let K be a number field of degree n above
Q. Basic Galois theory implies that there exists n different embeddings K ↪→ C, which we
will denote by a 7→ a(j) for 1 ≤ j ≤ n. We will assume from here forward that K is totally
real. Define the norm of an element by N(x) :=
∏n
j=1 x
(j) and the trace of an element by
Tr(x) :=
∑n
j=1 x
(j). Let dK be the different of K so that N(dK) =: DK is the discriminant
of K. The general linear group GL2(K) embeds into GL2(R)n via the real embeddings of K.
Let GL+2 (K) := {γ ∈ GL2(K) : det γ  0} be the subgroup of matrices with totally positive
determinant. It acts on Hn via fractional linear transformations,(
a b
c d
)
τ :=
(
aτ1 + b
cτ1 + d
,
a(2)τ2 + b
(2)
c(2)τ2 + d(2)
, . . . ,
a(n)τn + b
(n)
c(n)τn + d(n)
)
,
where τ = (τ1, . . . , τn) ∈ Hn. If a is a fractional ideal of K, we define the Hilbert modular
group corresponding to a as
Γ(OK ⊕ a) :=
{(
a b
c d
)
∈ GL+2 (K) : a, d ∈ OK , b ∈ a−1, c ∈ a
}
.
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Furthermore, define ΓK := Γ(OK ⊕ OK) = GL+2 (OK), which we just call the full Hilbert
modular group. For γ =
(
a b
c d
)
∈ GL+2 (K) ↪→ GL2(R)n and z ∈ Hn define the automorphic
factor
J(γ, τ) := det(γ)−1/2N(cτ + d) =
n∏
j=1
det(γj)
−1/2 (c(j)τj + d(j)) ,
where γj =
(
a(j) b(j)
c(j) d(j)
)
.
Definition 2.1. A holomorphic function f :Hn → C is called a holomorphic Hilbert modular
form of parallel integer weight k = (k, k, . . . , k) ∈ Zn for ΓK if for all γ =
(
a b
c d
)
∈ ΓK ,
f(γτ) = J(γ, τ)kf(τ) = det(γ)−k/2N(cτ + d)kf(τ).
We denote the space of holomorphic Hilbert modular forms of weight k on ΓK by Mk(ΓK).
If OK has a unit of negative norm then Mk(ΓK) = {0} for k odd, so we will suppose that k
is even. If f ∈Mk(ΓK) vanishes at the cusps we call it a cusp form and denote this space by
Sk(ΓK). Each f ∈Mk(ΓK) has a Fourier expansion of the form
(2.1) f(τ) = a(0) +
∑
ν∈d−1K
ν0
a(ν)e2piiTr(ντ),
where Tr(ντ) =
∑n
j=1 ν
(j)τj and ν  0 means that ν is totally positive. Since ν ∈ d−1K , each
ideal n = νdK is integral. When the forms have parallel even weight, a(ν) = a(νη) for any
totally positive unit η ∈ O×K and we may rewrite (2.1) as
f(τ) = a(0) +
∑
n⊂OK
n 6=0
a(n)
∑
η∈O×K
η0
e2piiTr(νητ),
and we may identify each modular form by the coefficients a(n).
Therefore, f ∈ Sk(ΓK) has an associated L-function given as a Dirichlet series by
(2.2) L(f, s) :=
∑
ν∈d−1k /O×K
ν0
a(v)N(v)−s =
∑
n∈OK
n 6=0
a(n)N(n)−s.
The completed L-function is defined by
(2.3) Λ(f, s) := DsK(2pi)
−nsΓ(s)nL(f, s)
and also has the n-fold integral representation
Λ(f, s) =
∫ ∞
0
· · ·
∫ ∞
0
f(iy)N(y)s−1dy.
This completed L-function satisfies the functional equation
(2.4) Λ(f, s) = (f)Λ(f, k − s),
where (f) ∈ {±1}.
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2.2. Computing period polynomials. The proofs of our main results consist of two parts.
Firstly, analytic techniques are used to guarantee that the theorem eventually holds true in
different aspects. Then, detailed computer calculations are used to verify the small cases.
As these calculations are intensive and use newly developed code, we provide a detailed
description of this procedure. We carry out our computations in Magma [5]. The main
ingredient for our computations consist of obtaining eigenbases for subspaces of cusp forms
and creating L-functions for these forms. The reader can find details about constructions of
L-functions in Magma in the handbook available online. We summarize the construction for
convenience. Every L-function in Magma is created using the command LSeries, which relies
on the functional equation (2.4) and the factors in the definition of the completed L-function
such as the conductor (in our case given by the discriminant), the weight, the Γ-factor, as
well as finitely many coefficients. The coefficients can either be given at each integer, or at
each prime, and then generate the Euler product. The number of coefficients required to find
L-values up to a given precision grows with the weight and the degree of the field.
To create L-series of Hilbert modular forms over quadratic fields, we use the environment
for Hilbert modular forms in Magma, and a slight modification of the command LSeries. In
particular, the coefficients of the L-function usually come embedded in an extension of Q,
and LSeries only computes their first complex embedding. We modify the function to allow
for the other complex embeddings as well.
In the case of Hilbert modular forms over cubic fields, one cannot get all the necessary
cusp forms in the pre-existing environment in Magma. Instead, we use the package [1] which
implements Fourier expansions of Hilbert modular forms. In our construction of L-series, we
input the Fourier coefficients at each prime, which generate the Euler product. We describe
the algorithm for finding bases of Hilbert modular forms over cubic fields in Section 4.1.
2.3. Some basic results on L-functions and in the theory of self-inversive polyno-
mials. Our proof requires some preliminary results on Hilbert modular L-functions and is a
generalization of the method in [12]. The completed L function Λ(f, s) extends to an entire
function of order one. Its zeros are predicted to lie on the line Re(s) = k
2
, but are known to
lie in the strip
∣∣Re(s)− k
2
∣∣ < 1
2
. We then require the famous Hadamard factorization:
Λ(f, s) = eA+Bs
∏
ρ
(
1− s
ρ
)
e
s
ρ ,
where the product is over all the zeros of Λ(f, s). Note that if ρ is a zero, then so are ρ¯ and
k − ρ. Using the fact that Λ(f, s) is real-valued on the real line and the functional equation,
we obtain
B = −
∑
ρ
Re
(
1
ρ
)
= −
∑
ρ
Re(ρ)
|ρ|2 .
Using this we have that
(2.5) Λ(f, s) = eA
∏
ρ∈R
(
1− s
ρ
) ∏
Im(ρ)>0
∣∣∣∣1− sρ
∣∣∣∣2
for real s. This is the main ingredient for the following key result.
Lemma 2.2. The function Λ(f, s) is monotonically increasing for s ≥ k
2
+ 1
2
. Furthermore,
0 ≤ Λ
(
f,
k
2
)
≤ Λ
(
f,
k
2
+ 1
)
≤ Λ
(
f,
k
2
+ 2
)
≤ . . . .
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If (f) = −1, then Λ (f, k
2
)
= 0 and
0 ≤ Λ
(
f,
k
2
+ 1
)
≤ 1
2
Λ
(
f,
k
2
+ 2
)
≤ 1
3
Λ
(
f,
k
2
+ 3
)
≤ . . . .
Proof. The proof follows exactly mutatis mutandis from Lemma 2.1 in [12]. 
We also require the following estimate.
Lemma 2.3. If 0 < a < b and f is a parallel weight k newform of degree n, then we have
L
(
f, k+1
2
+ a
)
L
(
f, k+1
2
+ b
) ≤ ζ(1 + a)2n
ζ(1 + b)2n
.
Proof. We have
−L
′
L
(f, s) =:
∑ Λf (a)
N(a)s
=
∑ cf (m)
ms
.
Since f is a parallel weight k newform, by the Ramanujan bound [3] we have Λf (a) ≤
2N(a)
k−1
2 ΛK(a), where Λk(a) is the Von Mangoldt function for the field K. We also know
that if
∑ ΛK(a)
N(a)s
=
∑ cK(m)
ms
, then cK(m) ≤ nΛ(m), where Λ(m) is the usual Von Mangoldt
function. Thus we have
−L
′
L
(f, s) ≤ 2
∑ N(a) k−12 ΛK(a)
N(a)s
=
∑ cK(m)
ms−
k−1
2
≤ 2n
∑ Λ(m)
ms−
k−1
2
= −2nζ
′
ζ
(
s− k − 1
2
)
.
We then have
L
(
f, k+1
2
+ a
)
L
(
f, k+1
2
+ b
) = exp(∫ b
a
−L
′
L
(
f,
k + 1
2
+ t
)
dt
)
≤ exp
(
2n
∫ b
a
−ζ
′
ζ
(1 + t)dt
)
=
ζ(1 + a)2n
ζ(1 + b)2n
.

We will also use the following theorem for determining whether a polynomial has all of its
roots on the unit circle [14].
Theorem 2.4. A necessary and sufficient condition for all the zeros of a polynomial P (z) =∑d
n=0 anz
n with complex coefficients to lie on the unit circle is that there exists a polynomial
Q(z), with all of its zeros inside or on the unit circle, such that
P (z) = zmQ(z) + eiθQ∗(z),
where for a polynomial g(z) of degree d, g∗(z) = zdg(1/z).
In order to use this theorem let m := k−2
2
and define the two important polynomials Pf (X)
and Qf (X) by
(2.6) Pf (X) :=
1
2
(
2m
m
)
Λ
(
f,
k
2
)
+
m∑
j=1
(
2m
m+ j
)
Λ
(
f,
k
2
+ j
)
Xj
THE RIEMANN HYPOTHESIS FOR PERIOD POLYNOMIALS OF HILBERT MODULAR FORMS 7
and
(2.7) Qf (X) :=
1
Λ(f, 2m+ 1)
Pf (X).
We will be able to apply Theorem 2.4 in our situation as a short calculation shows that
rf (i
n+2X) = in(2m+1)(f)Λ(f, 2m+ 1)Xm
[
Qf (X) + (f)Qf
(
1
X
)]
.
3. Proof of the main results
3.1. The cases m = 1 and m = 2. The arguments here for small weights exactly mirror
those in [12]. For this reason we will just sketch out the proofs and refer the reader to [12] for
more details. For weight k = 4 we have m = 1 and Pf (X) = Λ(f, 2)+Λ(f, 3)X. If (f) = −1,
then Λ(f, 2) = 0 so we have
Pf (X)− Pf
(
1
X
)
= Λ(f, 3)
(
X − 1
X
)
,
which clearly has roots at X = ±1. If (f) = 1, then
Pf (X) + Pf
(
1
X
)
= 2Λ(f, 2) + Λ(f, 3)
(
X +
1
X
)
= 2Λ(f, 2) + 2Λ(f, 3) cos(θ),
where X = eiθ. By Lemma 2.2 we know Λ(f, 2) < Λ(f, 3) so the equation
cos(θ) = −Λ(f, 2)
Λ(f, 3)
has two solutions with θ ∈ [0, 2pi).
For k = 6, we have m = 2 so
Pf (X) = 3Λ(f, 3) + 4Λ(f, 4)X + Λ(f, 5)X
2.
If (f) = −1, then Λ(f, 3) = 0 and we have
Pf (X)− Pf
(
1
X
)
= 4Λ(f, 4)
(
X − 1
X
)
+ Λ(f, 5)
(
X2 − 1
X2
)
=
(
X − 1
X
)[
4Λ(f, 4) + Λ(f, 5)
(
X +
1
X
)]
.
We clearly have X = ±1 as two solutions. By Lemma 2.2 again we have 2Λ(f, 4) < Λ(f, 5) so
the two solutions to cos(θ) = −2Λ(f,4)
Λ(f,5)
for θ ∈ [0, 2pi) give two other roots on the unit circle.
If (f) = 1, letting X = eiθ we have
Pf (X) + Pf
(
1
X
)
= 6Λ(f, 3) + 8Λ(f, 4) cos(θ) + 2Λ(f, 5) cos(2θ).
We aim to show this has two zeros with θ ∈ [0, pi) and thus four zeros with θ ∈ [0, 2pi). Noting
d
dθ
[
Pf (e
iθ) + Pf (e
−iθ)
]
= −8 sin(θ) (Λ(f, 4) + Λ(f, 5) cos(θ)) ,
we have critical points at 0, pi, and the solution θ0 ∈ [0, pi) to cos(θ) = −Λ(f,4)Λ(f,5) . To ensure
there are two roots in [0, pi) we need Pf (e
iθ) + Pf (e
−iθ) to be positive at θ = 0 and pi and
negative at θ = θ0. We clearly have positivity at θ = 0. Positivity at θ = pi is equivalent to
3Λ(f, 3) + Λ(f, 5) > 4Λ(f, 4)
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while negativity at θ = θ0 is equivalent to
2Λ(f, 4)2 + Λ(f, 5)2 ≥ 3Λ(f, 3)Λ(f, 5).
By Lemma 2.2 and a result of Waldspurger [19] we know that Λ(f, 3),Λ(f, 4), and Λ(f, 5)
are all non-negative. We can therefore use Lemma 4.1 in [12] as it is used there to prove the
necessary inequalities.
3.2. The case of large weight. We will now prove Theorem 1.1 for all but finitely many
cases. We will compare Qf (X) to X
m and use Rouche´’s Theorem to show Qf (X) has all its
zeros inside the unit circle. Once this is established we apply Theorem 2.4 to complete the
proof. On |X|= 1 we have
Qf (z)−Xm = 1
2
Γ(m+ 1)n−2
Γ(2m+ 1)n−1
(
(2pi)n
DK
)m
L(f,m+ 1)
L(f, 2m+ 1)
+
m−1∑
j=1
1
j!
(
(2pi)n
DK
)j (
Γ(2m+ 1− j)
Γ(2m+ 1)
)n−1
L(f, 2m+ 1− j)
L(f, 2m+ 1)
.
(3.1)
We now use Lemma 2.3, the fact that ζ(1/2)2 ≤ 11
5
, and Minkowski’s bound
DK ≥
(
nn
n!
)2
to obtain
|Qf (z)−Xm| ≤ 1
2
Γ(m+ 1)n−2
Γ(2m+ 1)n−1
(
(2pi)n
DK
)m(
ζ(1/2)
ζ(1/2 +m)
)2n
+
m−1∑
j=1
1
j!
(
(2pi)n
DK
)j (
Γ(2m+ 1− j)
Γ(2m+ 1)
)n−1(
ζ(1/2 +m− j)
ζ(1/2 +m)
)2n
≤ 1
2
Γ(m+ 1)n−2
Γ(2m+ 1)n−1
(
(2pi)n(n! )2
n2n
)m(
11
5
)n
+
m−1∑
j=1
1
j!
(
(2pi)n(n! )2
n2n
)j (
Γ(2m+ 1− j)
Γ(2m+ 1)
)n−1(
ζ(1/2 +m− j)
ζ(1/2 +m)
)2n
=: Tn(m)
Therefore we need to show that Tn(m) < 1 for n ≥ 2 and m big enough. The numbers Tn(m)
are decreasing as n increases because each individual term is decreasing. We will now show
that Tn(m) is also decreasing in m. Therefore once we have T2(m0) < 1 for some m0, then we
automatically have that Tn(m0) < 1 for any n ≥ 2 and m ≥ m0. We will do this by showing
Tn(m+ 1)− Tn(m) ≤ 0. The term outside the sum in Tn(m+ 1)− Tn(m) is
1
2
Γ(m+ 1)n−2
Γ(2m+ 1)n−1
(
(2pi)n(n! )2
n2n
)m(
11
5
)n [
(2pi)n(n! )2
2n−1(m+ 1)(2m+ 1)n−2n2n
− 1
]
,
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which is less than or equal to zero as soon as m ≥ 4 for n = 2 and is true for m ≥ 1 for any
n ≥ 3. Each term in the sum looks like
1
j!
(
(2pi)n(n! )2
n2n
)j (
Γ(2m+ 1− j)
Γ(2m+ 1)
)n−1(
ζ(1/2 +m− j)
ζ(1/2 +m)
)2n
×
[(
(2m+ 2− j)(2m+ 1− j)
(2m+ 2)(2m+ 1)
)n−1(
ζ(1/2 +m)ζ(3/2 +m− j)
ζ(3/2 +m)ζ(1/2 +m− j)
)2n
− 1
]
.
(3.2)
We can use the facts that
1
ζ(3/2 +m)
,
ζ(1/2 +m)
ζ(1/2 +m− j) ≤ 1, ζ(3/2 +m− j)
2 ≤ 8
5
2j−m + 1
to show that each term is less than or equal to zero once(
(2m+ 2− j)(2m+ 1− j)
(2m+ 2)(2m+ 1)
)n−1(
8
5
2j−m + 1
)n
≤ 1.
The last term to satisfy this inequality is the j = 1 term. This case is equivalent to(
m
m+1
)n−1 (16
5
2−m + 1
)n ≤ 1 which one can check is true once m ≥ 6 for any n ≥ 2. Once we
know the inequality is satisfied for m ≥ 6, we can go back to (3.2) and check the remaining
values of m directly. We find that equation (3.2) is negative for any m ≥ 1 for n ≥ 2. The
last thing to deal with is the fact that Tn(m+1) has one extra factor in the sum compared to
Tn(m). We will pair this term with the j = m− 1 terms. Using similar inequalities as above
we must show that
(2pi)n(n! )2
mn2n
(
m+ 2
(2m+ 2)(2m+ 1)
)n−1(
ζ(1/2 +m)
ζ(3/2 +m)
)2n
+
(
(m+ 3)(m+ 2)
(2m+ 2)(2m+ 1)
)n−1(
ζ(1/2 +m)ζ(5/2)
ζ(3/2 +m)ζ(3/2)
)2n
≤ 1,
which occurs once m ≥ 3 for n = 2 and m ≥ 2 for n ≥ 3. We have shown that Tn(m) is
decreasing in both n and m so we just need find an m0 such that T2(m0) < 1. A computer
calculation shows this first occurs for m = 8. For higher degrees we can run this calculation
again to reduce the number of cases that need to be checked explicitly. For example T3(m) < 1
once m ≥ 5 and Tn(m) < 1 for m ≥ 3 once n ≥ 5. We reduce the number of remaining cases
by allowing the discriminant to vary. For n = 2, we have the following table that shows the
inequality is satisfied once m is big enough depending on the discriminant.
DK 5 8 12 13 17 21 24 29 33 ≥ 35
m ≥ 7 6 5 5 4 4 4 4 4 3
Similarly, for n = 3 the inequality is satisfied for m ≥ 3 once we have DK ≥ 84. The only
other case we need to check is n = 4. The inequality is true for m ≥ 3 once we have DK ≥ 209
and the totally real quartic field with smallest discriminant has discriminant equal to 725.
The fact that there are not many cases to check explicitly is not too surprising after some
reflection; increasing any aspect such as degree of the number field, discriminant, or weight
of the form helps the polynomial satisfy the analytic conditions needed to have all its roots
on the unit circle.
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3.3. Remaining cases. We check manually the finitely many cases not covered by the pre-
vious subsection. Once we obtained the spaces of modular forms, we check that the roots
are on the unit circle by testing the inequality |Qf (X) −Xm|< 1 as in Equation (3.1). The
inequality holds for all but 11 polynomials associated to forms over quadratic fields. In such
cases, we check that the trigonometric polynomials Pf (X) + (f)Pf
(
1
X
)
with X = eiθ have
the necessary number of roots on the interval [0, pi) as in [12].
All the spaces for the quadratic fields are available in Magma. For small enough discrimi-
nant of the field and weight of the space, such computations can be done relatively fast on a
personal computer. In the quadratic case, checking all the forms with precision of 15 decimal
places took 4 hours on a 4 core Intel(R) Core(TM) i7–4720HQ CPU @ 2.60GHz personal
computer with 8GB of memory.
Example. Let K = Q(
√
5). For weight k = 8, we have a unique cusp form f whose period
polynomial is
rf (X) ≈ −0.273825X6 − 0.371966X5 − 0.329503X4 − 0.297572X3
− 0.329503X2 − 0.371966X − 0.273825,
which we can write as rf (X) ≈ −0.273825(X6+ 361300X4+ 361300X2+1)−0.371966(X5+ 45X3+X).
We obtain that Λ(f, 6) = 25
6
Λ(f, 4), as computed by Yoshida in [20].
Example. Let K = Q(
√
33). The cusp subspace S8(ΓK) has three irreducible Hecke submod-
ules, one of which is one-dimensional. Let g ∈ S8(ΓK) be the eigenform corresponding to this
submodule. Then the period polynomial is approximately
rg(X) ≈− 140158.98X6 − 24794.709X5 − 2025.1361X4
− 130.74X3 − 2025.1361X2 − 24794.709X − 140158.98.
The reason for the small precision in the quadratic case is due to slow computations of
Hecke eigenvalues. In the cases of fields with small discriminants DK ≤ 17 and narrow class
number h+ = 1, we were able to increase the precision by using the same technique described
for creating spaces of Hilbert modular forms over cubic fields. However, this involved many
tedious tests for finding generators of spaces, since the number of generators rises quickly
with the discriminant. We illustrate an example of weight 22, which was not reachable using
the existing infrastructure.
Example. Let K = Q(
√
5). Consider the eigenform h ∈ S22(ΓK) with Fourier expansion in
Table 1. The first row of the table gives totally positive generators of the first few ideals with
ω a root of the polynomial x2 − x − 1, the second row the norm of the ideal, and the third
row the coefficient corresponding to the given ideal.
Table 1. Fourier expansion of an eigenform h ∈ S22(ΓK) over the field K = Q(
√
5)
n (0) (1) (2) (ω + 2) (3) (ω + 3) (4)
N(n) 0 1 4 5 9 11 16
a(n) 0 1 -4111360 21640950 -4319930070 -94724929188 12505234538496
The roots of the period polynomial rh(X), seen in Figure 1, are distributed nearly uniformly
on the unit circle.
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Figure 1.
In the cubic case, we only need to consider the two totally real fields with discriminants 49
and 81, and the only special case is m = 3. The algorithm we use to reconstruct the spaces of
weight 8 for cubic fields is outlined in Section 4.1, along with further examples. In the cubic
field case, the inequality |Qf (X)−Xm|< 1 as in Equation (3.1) held for all the polynomials.
4. Examples and remarks
4.1. The case of cubic fields. We create the spaces of Hilbert modular forms using the
package [1], which implements Fourier expansions of Hilbert modular forms, and where we can
perform operations such as multiplication and applying Hecke operators. The main source
of forms in the package are Eisenstein series. In general, one cannot generate full spaces of
Hilbert modular forms just using Eisenstein series, but we were able to use Hecke operators
on products of Eisenstein series to generate spaces of low weights 2 ≤ k ≤ 8 for the two cubic
fields we needed to investigate. In particular, we obtain Fourier expansions of forms that
generate spaces of weight k using Algorithm 1 recursively for parallel even weights starting
with k = 2.
Algorithm 1 Algorithm for reconstructing full spaces of weight k for a cubic field K
1: procedure FullSpaceAndGenerators(K)
2: Let dk := dimC(Mk(Γ)) (see [18, Addendum (3.14)]); . Actual dimension
3: Let Ek be the Eisenstein series of parallel weight k;
4: Compute the set R of forms of weight k obtained from multiplying forms of lower
weights in Geni for i < k;
5: Genk = {Ek} ∪R;
6: Let M be the vector space generated by Genk;
7: repeat . Keep adding new generators
8: Let g := Tp(f) for primes p of increasing norm;
9: Let V be the vector space generated by Genk ∪{g};
10: If dimC(V ) > dimC(M) then Genk = Genk ∪{g};
11: M = the vector space generated by Genk
12: until dimk(M) = dk . until we have filled the space
13: return M,Genk;
14: end procedure
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In step (2) of Algorithm 1, the dimensions are given by the following Hilbert series from [18,
Addendum (3.14)], where the space of weight k corresponds to the coefficient for tk/2. For
the cubic field with DK = 49, we have the series
(1 + t4 + 3t5 + 5t6 + 4t7 + 3t8 + 3t9 + 3t10 + 2t11 − 2t13 + t14)
(1− t)(1− t2)(1− t3)(1− t7) .
For this field, the spaces of weights k = 2, 4, 6, 8 are generated by Eisenstein series and their
products, and we did not need to do the repeat loop in the algorithm.
For the cubic field with DK = 81, the Hilbert series is
(1− t+ t2 + t3 + t4 + 6t5 + 4t6 − 2t7 + 4t8 + 6t9 − t10 + 3t11 + 3t12 − 3t13 + t14)
(1− t)2(1− t2)(1− t9) .
Besides Eisenstein series and their products, we need additional generators for weights
k = 4, 6 and 8. For weight 4 we take T2(E
2
2), for weight 6 we take T2(E
3
2), and for weight 8
we take Tp(E
4
2) and Tq(E
4
2), where p and q lie above 17.
Once we have the full space, we can find the subspace of cusp forms, from which we need to
extract a basis of eigenforms by finding matrices of Hecke operators. We use the ideal lying
above 7 for DK = 49, and an ideal above 17 for DK = 81. Once we have a basis of eigenforms
for each weight, we construct the L-series using the required information described earlier.
Example. Let K = Q(ζ7 + ζ−17 ). Take the eigenform h ∈ S8(Γ) with Fourier expansion in
Table 2, where α is a root of the polynomial x2 + 3
392
x− 1
21952
. Then the period polynomial
attached to h, where we take the first complex embedding of Q(α), is
rh(X) ≈ −4.12785iX4 + 1.29074X3 + 0.547495iX2 − 1.29074X − 4.12785i.
Table 2. Fourier expansion of an eigenform h ∈ S8(Γ) over the field Q(ζ7 + ζ−17 )
N(n) 0 1 7 8 13 13 13
a(n) 0 1 21952α −43904α− 152 21952α− 378 21952α− 378 21952α− 378
4.2. Numerical stability of the roots of the polynomials. In this subsection, we per-
form experiments, first proposed by Zagier [21], to examine how much leeway such polynomials
have to have all the roots on the unit circle. In particular, we decompose rf = r
+
f + r
−
f into
the odd and even part, and check thresholds t > 0 for which r+f + t · r−f still has roots on the
unit circle.
Zagier noticed that in the classical case for f = ∆, the interval around 1 containing t
was rather small, roughly t ∈ [0.999964, 1.000023]. We investigate some classical cases for
forms with larger weights and levels, as well as the Hilbert case for various weights and fields
with varied discriminants. For the classical case, our experiments are summarized in Table
3, where we take newforms with the specified level and weight. We only consider values for t
in the interval [0, 2], although values for t outside this interval might work as well.
We note a few observations. First, the intervals don’t change too much as we vary the
weight, but they do get much larger as we increase the level. They also get less centered
around 1 as we increase the level.
In Table 4, we investigate some cases for Hilbert modular forms, as we vary the weight k
and the field K. We note that in the Hilbert case, increases in weight do increase the interval
significantly, as does the increase in the discriminant of the field.
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Table 3. Values for t where rf (X)
+ + t · r−f (X) has roots on the unit circle:
classical forms
Weight Level Interval for t
12 1 [0.999964, 1.000023]
12 5 [0.97877, 1.02507]
12 7 [0.9298, 1.0558]
12 11 [0.501, 1.118]
18 1 [0.999978, 1.000054]
18 5 [0.9594, 1.015]
18 7 [0.9313, 1.032]
18 11 [0.618, 1.077]
24 1 [0.9999871, 1.0000063]
24 5 [0.9809, 1.0123]
24 7 [0.9135, 1.0273]
24 11 [0.657, 1.066]
42 1 [0.999985, 1.000013]
100 1 [0.999989, 1.000006]
Table 4. Values for t where rf (X)
+ + t · r−f (X) has roots on the unit circle,
for some Hilbert modular forms
Weight K Interval for t
8 Q(
√
5) [0, 1.1158]
10 Q(
√
5) [0, 1.302]
12 Q(
√
5) [0, 1.519]
14 Q(
√
5) [0, 1.7283]
8 Q(
√
13) [0, 2]
8 Q(
√
33) [0, 2]
8 Q(ζ7 + ζ−17 ) [0, 2]
4.3. Questions for further research. We conclude with a few remaining topics for future
investigations.
(1) Can a full cohomology theory be developed to explain the full context of the period
polynomials defined here, for example, in relation to the above cited work of [8, 20]?
(2) Is there a more general RHPP behind polynomials attached to a suitable cohomology
theory?
(3) Is there a Manin-type theory of these zeta-polynomials, similar to that developed
in [16]?
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