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INTRODUCTION
Order selection is a fundamental and challenging problem in the application of finite mixture models. A mixture model with a large number of components provides a good fit but may have poor interpretive value. Complex models are not favored in applications for the sake of parsimony and the prevention of over-fitting.
Many statistical methods have been proposed in the past few decades. One off-theshelf method is to use information theoretic approaches such as the Akaike information criterion (AIC, Akaike 1973 ) and the Bayesian information criterion (BIC, Schwarz 1978) . Leroux (1992) discussed the use of AIC and BIC for order selection in finite mixture models.
Another class of methods is based on distance measures between the fitted model and the non-parametric estimate of the population distribution; see Chen and Kalbfleisch (1996) , James, Priebe and Marchette (2001) , and Woo and Sriram (2006, 2007) . One may also consider hypothesis testing on the order of finite mixture models. The most influential methods in this class include the C(α) test by Neyman and Scott (1966) and methods based on likelihood ratio techniques, such as Ghosh and Sen (1985) , McLachlan (1987) , DacunhaCastelle and Gassiat (1999) , , and Chen, Chen, and Kalbfleisch (2001, 2004 ). Charnigo and Sun (2004) proposed an L 2 -distance method for testing homogeneity in continuous finite mixture models. Chambaz (2006) studied the asymptotic efficiency of two generalized likelihood ratio tests. Ishwaran, James, and Sun (2001) proposed a Bayesian approach. Ray and Lindsay (2008) investigated model selection in multivariate mixtures.
In this paper, we develop a new order selection method combining the strength of two existing statistical methods. The first is the Modified likelihood proposed by Chen and Kalbfleisch (1996) . The second is the variable selection method called the smoothly clipped absolute deviation or SCAD, by Fan and Li (2001) . We formulate the problem of order selection as a problem of arranging subpopulations (i.e., mixture components) in a parameter The rest of the paper is organized as follows. We introduce MSCAD in Section 2. Asymptotic properties of MSCAD are presented in Section 3. In Section 4, we present the computational method. The simulation results and two real-data examples are given in Section 5. Some conclusions are given in Section 6. Some brief proofs are in the Appendix and the detailed proofs are in a supplementary document at www.amstat.org/publications/jasa/supplemental materials.
MIXTURE MODEL AND NEW ORDER SELECTION METHOD
Let F = {f (y; θ, σ); θ ∈ Θ, σ ∈ Ω} be a family of parametric (probability) density functions with respect to a σ-finite measure ν, Θ be a compact subset of the real line R, and σ ∈ Ω be a structure parameter where Ω ⊂ (0, ∞). For parametric families without a structure parameter, the value of σ is regarded as known. We assume that Ω is also compact.
The compact assumption on Ω can often be relaxed. For example, Chen and Chen (2003) showed that the structure parameter under a normal mixture model is consistently estimated by the maximum likelihood estimator even when the order of the mixture is unknown. Under the model where σ is also a mixing parameter, placing a small positive lower bound on the ratio of two component parameters σ k 1 /σ k 2 restores the consistency of the maximum likelihood estimator without any compactness condition (Hathaway, 1985) . To avoid being overwhelmed by technicality, we choose to retain the compactness assumption.
The density function of a finite mixture model based on the family F is given by
where G(·) is called the mixing distribution and is given by
The I(·) is an indicator function, and θ k ∈ Θ are atoms of G(·), 0 ≤ π k ≤ 1 for k = 1, 2, . . . , K.
Let K 0 be the smallest number of atoms θ k of G(·) such that all the component densities f (y; θ k , σ) are different and the mixing proportions π k are non-zero. We denote the true mixing distribution G 0 as
where θ 01 , θ 02 , . . . , θ 0K 0 are K 0 distinct interior points of Θ, and 0 < π 0k ≤ 1, for k = Let y 1 , y 2 , . . . , y n be a random sample from (1). The log-likelihood function of the mixing distribution with order K, and σ is given by
By maximizing l n (G, σ), the resulting fitted model may over-fit the data with some small values of the mixing proportions (over-fitting of type I), and/or with some component densities close to each other (over-fitting of type II). These are the main causes of difficulty in the order selection problem. Our new approach works by applying two penalty functions to prevent these two types of overfitting.
Assume that θ 1 ≤ θ 2 ≤ · · · ≤ θ K , and denote η k = θ k+1 − θ k , for k = 1, 2, . . . , K − 1, and
for some C K > 0 and a non-negative function p n (·). The first penalty function is from the modified likelihood of Chen and Kalbfleisch (1996) which forces the estimated values of π k away from 0 to prevent type I over-fitting. Consequently, the atoms of any fitted G of order K will form K 0 clusters tightly around the true atoms θ 0k .
We choose the additional penalty function p n (η) such that it has a spike at η = 0. It is well known that such a penalty shrinks near-zero η values to exactly zero with positive probability. We focus on the SCAD penalty proposed by Fan and Li (2001) which is most conveniently characterized through its derivative:
for some a > 2, where (·) + is the positive part of a quantity. The method is not sensitive with respect to a wide range of the choice of a or the C K . The choice of γ n is important.
More discussion is in Section 4.
Let (Ĝ n ,σ) be the maximizer ofl n (G, σ) (or σ assumes a known value). When somê η k = 0, the actual number of atoms ofĜ n can be smaller than K and this is taken as the new order estimator. This is how the procedure achieves order selection without explicit maneuvers. We callĜ n the maximum penalized likelihood estimator (MPLE), and we now
show that it has desirable asymptotic properties.
ASYMPTOTIC PROPERTIES
withα k = j∈I kπ j . In other words,Ĥ k is a part ofĜ n containing atoms near θ 0k . The main idea of the MSCAD method is to use the modified likelihood to squeeze the atoms of H k into a small neighborhood of θ 0k and to use the SCAD penalty to further shrink them into a single atom.
Theorem 1 Assume that f (y; θ, σ) satisfies regularity conditions A 1 -A 4 in the Appendix, the true distribution of Y is a finite mixture with density function f (y; G 0 , σ 0 ), and we apply the SCAD penalty with γ n = n 1/4 log n. Then (a) For any continuous point θ of G 0 ,Ĝ n (θ) → G 0 (θ) in probability, as n → ∞, and
(b) All atoms ofĤ k converge in probability to θ 0k for each k = 1, 2, . . . , K 0 .
If anyĤ k in Theorem 1 has more than one atom, the order K 0 is still over-estimated. We
show thatĤ k has a single atom with probability tending to one for each k = 1, 2, . . . , K 0 , and thereforeĜ n is consistent in estimating K 0 .
Theorem 2 (Consistency of estimating K 0 ). Assume the same conditions as in Theorem 1.
Under the true finite mixture density f (y; G 0 , σ 0 ), if (Ĝ n ,σ) falls into an n −1/4 -neighborhood of (G 0 , σ 0 ), thenĜ n has K 0 atoms with probability tending to one.
Under some conditions, Chen (1995) shows that when the order of the finite mixture model is unknown, the optimal rate of estimating the finite mixing distribution G 0 is n −1/4 .
Hence, our result is applicable to the class of finite mixture models that includes Poisson mixtures, normal mixtures in location or scale parameter, and Binomial mixtures.
NUMERICAL SOLUTION
, and let Ψ 0 be the vector of true parameters corresponding to G 0 and σ 0 . For convenience, in the following we usel n (Ψ) instead ofl n (G, σ) to denote the penalized log-likelihood function. We first present a revised EMalgorithm (Dempster, Laird, and Rubin, 1977) for maximizingl n (Ψ) with given K.
Algorithm: Let the complete log-likelihood function be
where the z ik are unobserved indicator variables showing the component-membership of the ith observation in the mixture. Then the penalized complete log-likelihood function is
The EM algorithm maximizes l c n (Ψ) iteratively in two steps as follows:
Step: Let Ψ (m) be the estimate of the parameters after the mth iteration. The E-step computes the conditional expectation ofl c n (Ψ) with respect to z ik , given the observed data and assuming that the current estimate Ψ (m) is the true parameter of the model. The conditional expectation is given by
are the conditional expectations of z ik given the data and the current estimate Ψ (m) .
M-
Step: The M-step on the (m + 1)th iteration maximizes Q(Ψ; Ψ (m) ) with respect to Ψ.
The updated estimate π
of the mixing proportion π k is given by
Due to non-smoothness of p n (·), the usual Newton-Raphson method cannot be directly used for maximization with respect to θ k . However, Fan and Li (2001) suggested approximating
With this approximation, the component parameters θ k and the structure parameter σ are updated by solving
Starting from an initial value Ψ (0) , the iteration between the E and M steps continues until some convergence criterion is satisfied. For example, for a pre-specified value ǫ > 0, the
When the algorithm converges, the equations
are satisfied (approximately) for non-zero valuedη k , but not for zero valuedη k . This enables us to identify zero estimates of η k .
To see this, recall that when a local maximum is attained, allθ j are stationary points of l n (Ψ). Thus, ifθ j is at a smooth point ofl n (Ψ), we get a zero derivative. However, because of the non-smoothness of SCAD at η = 0, the derivative ofl n (Ψ) does not exist in theory at η k = 0, or the above equation fails to hold in numerical computation.
The initial values of G are chosen to be a discrete uniform distribution on the 100(k − 1/2)/K% sample quantiles. We used σ 0 as the initial σ value in our simulations. In applications, one may use the sample variance or its 0.8, 1.2, etc. multiples as initial values.
Next, we discuss the choice of the tuning parameters γ n and a in SCAD and C K . We let a = 3.7 as suggested in Fan and Li (2001) . reported that the choice of C K is not crucial, and this is re-affirmed by our simulations. They suggested that if the
In our simulations, we choose C K = log 20 for both the normal and
Poisson mixture models.
The theory provides merely some guidance on the order of γ n to achieve consistency. In applications, cross validation or CV (Stone, 1974) and generalized cross validation or GCV (Craven and Wahba, 1979) are often used. Denote D = {y 1 , y 2 , . . . , y n } as the full data set. be the MPLE of Ψ based on the training set, for a given γ n . Further, let l n,i (Ψ n,−i ) be the log-likelihood function evaluated on the test set D i , usingΨ n,−i , for i = 1, 2, . . . , N. Then the cross-validation criterion is defined by
The value of γ n which minimizes CV (γ n ) is chosen as a data-driven choice of γ n . In particular, the five-fold CV (Zhang, 1993) can be used.
In our implementation, we delete one observation at a time and the CV is calculated on a sequence of γ n values over a specified range. For the normal mixture model, the range of γ n / √ n was chosen as [.2, 1.5], and for the Poisson mixture model the range was [.4, 1.6] . These choices meet the conditions specified in the theorems for the sample sizes under consideration. In applications, some trial runs can be used to identify a proper range before a formal analysis.
On a typical Unix machine, it took about 45 seconds to complete the analysis of one simulated data set for the most difficult normal mixture model with 7 components and sample size n = 400.
The generalized cross validation (GCV) is computationally cheaper than the CV criterion.
Yet its derivation often requires regularity conditions that may not be satisfied by mixture models. We find that the GCV does not work well in our simulations. Thus we do not recommend its use.
SIMULATIONS AND EXAMPLES
We Karlis and Xekalaki (1999) , and the Hellinger distance (HD) method of Woo and Sriram (2007) . We report the percentage of times the estimated order equals a number of values out of 500 replications with sample sizes n = 100, 400 for the normal mixtures, and n = 100, 500 for the Poisson mixtures.
For normal mixtures, we have
with φ(·) being the density of the standard normal N(0, 1). We regard σ as an unknown parameter and generate data from the ten normal mixtures discussed in Ishwaran et al. (2001) with the parameter values given in Table We next simulate data from Poisson mixture models with density function
We generate data from seven selected models from Woo and Sriram (2007) . The parameters are given in Table 2 . We exclude the models with very close components because all methods are expected to be poor in such situations. We let the upper bound K = 15 for all models, simulated with two sample sizes n = 100, 500, and with 500 replicates. The simulation results are reported in Tables 6, 7 , and 8.
Under models 1-2 and both sample sizes, all the methods did very well. Under model 3 with n = 100, the two HD methods did poorly. Woo and Sriram (2007) also noted that HD methods are not effective when a component has a large mean but a small mixing proportion.
Under models 4 and 5, the BIC and HD methods trailed behind when n = 100. Under models 6 and 7, MSCAD again outperformed by a good margin all the other methods. We applied the other methods employed in the simulations to re-analyze the z-values.
They all resulted in 4-component normal mixture models with slightly different parameter estimates. The results are reported in Table 9 .
Example 2. (Count Data)
In this example we re-analyze the count data in Table 1 of Karlis and Xekalaki (2001) . The data concern the number of defaulted installments in a financial institution in Spain. There is a high degree of over-dispersion and a large number of zero counts (3002 out of 4691). Due to over-dispersion, Karlis and Xekalaki (2001) Table   10 , and some expected frequencies obtained are given in Table 11 .
It is seen that MSCAD fits the data reasonably well under both model assumptions. 
CONCLUSIONS
We have developed a new penalized likelihood approach, MSCAD, for order selection in univariate finite mixture models. Under some conditions, MSCAD is consistent and has much better performances than six existing methods. In addition, it avoids fitting mixture models of various orders repeatedly. As pointed out by a referee, the influence of the largest observation on the largest |θ k | with smallπ k can be large for MSCAD. Our additional analysis of two real data sets confirmed this insightful observation, but showed that the influence is not drastic. It is still advisable to be cautious when interpreting the meaning of the largestθ. Since MSCAD reduces the excessive number of components in the initial model by merging near subpopulations, it tends to under-estimate the order when the true model contains near subpopulations. However, this is more a problem of poor identifiability than the ineffectiveness of the method. We are not aware of any methods immune from this problem.
APPENDIX: Regularity Conditions and Proofs
The proofs will be brief and heuristic. For detailed proofs, see the supplementary paper at the JASA website. The expectations below are under (G 0 , σ 0 ).
Regularity Conditions
(ii) There exists ρ > 0 such that for each θ, σ, f (y; θ, σ, ρ) is measurable and
A 2 . The component density f (y; θ, σ) is differentiable with respect to θ, σ to order 3. Furthermore, the derivatives f (j) (y; θ, σ) are jointly continuous in y, θ, and σ.
A 3 . For i = 1, 2, . . . , n; j = 1, 2, 3, define
For each atom of G 0 , θ 0k , there exists a small neighborhood of (θ 0k , σ 0 ) and a function
, and σ, σ ′ in this neighborhood, we have
A 4 . The matrix with the (k 1 , k 2 )th element
is finite and positive definite.
Conditions A 1 -A 4 also imply that the finite mixture model with known order K 0 satisfies the standard regularity conditions. Hence, the ordinary maximum likelihood estimator of G (with K 0 known) is √ n-consistent and asymptotically normal.
Lemma 1 Suppose the component density f (y; θ, σ) satisfies A 1 -A 4 . Then the MPLEĜ n has the property
Proof. We provide a very intuitive proof. If (G, σ) is the MPLE, the penalized likelihood function must be larger at (G, σ) than at (G 0 , σ 0 ). It can be verified that this is possible only if (G, σ) is in a small neighborhood of (G 0 , σ 0 ). When this is the case, the SCAD penalty at G can be shown to be more severe than the SCAD penalty at G 0 . Thus,
. This is why
Proof of Theorem 1. Part (a). Note that the consistency of (Ĝ n ,σ) is loosely justified in Lemma 1. The other conclusion is a consequence.
Part (b). By Lemma 1, the mixing proportion on each atom of theĜ n is positive in probability. Thus the atom ofĤ k must converge to θ 0k in probability. ♠ Proof of Theorem 2. Suppose (G, σ) is a candidate MPLE with more than K 0 atoms within an n −1/4 neighborhood of (G 0 , σ 0 ). It can then be decomposed as
each H k has its atoms in the n −1/4 neighborhood of θ 0k . Since G has more than K 0 atoms the variance of H k , m 2k > 0 for at least one k.
be a mixing distribution that maximizesl n (G, σ) with respect to θ k , k = 1, 2, . . . , K 0 , with the same σ. It turns out that l n (G, σ) is smaller than l n (G, σ) by at most a quantity of order n 3/4 K 0 k=1 m 2k . At the same time, the SCAD penalty at (G, σ)
is larger than the SCAD penalty at (G, σ) by a quantity larger than n (1/7, 0) (1/7, 3) (1/7, 6) (1/7, 9) (1/7, 12) (1/7, 15) (1/7, 18) 8 (1/7, 0) (1/7, 1.5) (1/7, 3) (1/7, 4.5) (1/7, 6) (1/7, 7.5) (1/7, 9) 9 (1/7, 0) (1/7, 1.5) (1/7, 3) (1/7, 4.5) (1/7, 6) (1/7, 9.5) (1/7, 12.5)
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(1/7, 0) (1/7, 1.5) (1/7, 3) (1/7, 4.5) (1/7, 9) (1/7, 10.5) (1/7, 12) Table 4 : Simulation results for normal mixture models (4-6; n = 100). Table 5 : Simulation results for normal mixture models (7-10; n = 400). 
