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Abstract
We unify various constructions and contribute to the theory of singular symmetric functionals
on Marcinkiewicz function/operator spaces. This affords a new approach to the non-normal
Dixmier and Connes–Dixmier traces (introduced by Dixmier and adapted to non-commutative
geometry by Connes) living on a general Marcinkiewicz space associated with an arbitrary
semiﬁnite von Neumann algebra. The corollaries to our approach, stated in terms of the oper-
ator ideal L(1,∞) (which is a special example of an operator Marcinkiewicz space), are: (i) a
new characterization of the set of all positive measurable operators from L(1,∞), i.e. those on
which an arbitrary Connes–Dixmier trace yields the same value. In the special case, when the
operator ideal L(1,∞) is considered on a type I inﬁnite factor, a bounded operator x belongs
to L(1,∞) if and only if the sequence of singular numbers {sn(x)}n1 (in the descending
order and counting the multiplicities) satisﬁes ‖x‖(1,∞) := supN 1 1Log(1+N)
∑N
n=1 sn(x)<∞.
In this case, our characterization amounts to saying that a positive element x ∈L(1,∞) is mea-
surable if and only if limN→∞ 1LogN
∑N
n=1 sn(x) exists; (ii) the set of Dixmier traces and the
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set of Connes–Dixmier traces are norming sets (up to equivalence) for the spaceL(1,∞)/L(1∞)0 ,
where the space L(1,∞)0 is the closure of all ﬁnite rank operators in L
(1,∞) in the norm
‖.‖(1,∞).
© 2005 Elsevier Inc. All rights reserved.
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0. Introduction
In [3] Dixmier proved the existence of non-normal traces on the von Neumann alge-
bra B(H). Dixmier’s original construction involves singular dilation invariant positive
linear functionals  on ∞(N). This construction was altered by Connes [2] (see also
Deﬁnition 5.2 below) who deﬁned non-normal traces via the composition of the Ce-
saro mean and a state on Cb([0,∞))/C0([0,∞)). In [4–6] the traces of Dixmier [3]
were broadly generalized as singular symmetric functionals on Marcinkiewicz func-
tion (respectively, operator) spaces M() on [0,∞) (respectively, on a semiﬁnite von
Neumann algebra). The symmetric functionals in [5,6] involve Banach limits, that is,
singular translation invariant positive linear functionals L′ on ∞(N). We extend the
construction of Dixmier in Deﬁnition 1.7 and Connes in Deﬁnition 5.2 (veriﬁed in
Theorem 6.3) by extending the notion of Banach limits to Cb([0,∞)).
The identiﬁcation of the commutative specialization of (Connes-)Dixmier traces as
singular symmetric functionals has some pivotal consequences. The established theory
of Banach limits [10] and singular symmetric functionals on Marcinkiewicz spaces
[4–6] can be applied to questions concerning the (Connes-) Dixmier trace, a central
notion in Connes’ non-commutative geometry [2]. Conversely, ideas in Connes’ non-
commutative geometry, such as measurability of operators [2, IV.2., Deﬁnition 7],
lend themselves to generalization to abstract Marcinkiewicz spaces (Deﬁnitions 3.2 and
3.5). As a result, we have been able to present a new characterization of measurable
operators (see Theorem 5.12, Remark 5.13 and Theorem 6.6).
The paper is structured as follows:
Section 1 introduces Banach limits, almost convergence (extending the notions of
Lorentz [10]) and the theory of singular symmetric functionals on the Marcinkiewicz
space M() deﬁned by a concave function  [4,5]. The construction of singular sym-
metric functionals on M() [5] (Deﬁnition 1.6 below) is extended by Deﬁnition 1.7.
Section 2 introduces sufﬁcient conditions to identify the singular symmetric function-
als of [5] with those of Deﬁnition 1.7, see Theorems 2.3 and 2.7. A result in [5], on
the Riesz semi-norm of a function x in a Marcinkiewicz space M() as the supremum
of the values {f (x)} where {f } is a set of singular symmetric functionals on M(),
is extended in Theorem 2.8.
Section 3 contains an analysis of various notions of a measurable element of a
Marcinkiewicz space M(), introduced in Deﬁnitions 3.2 and 3.5, and their coincidence
(Theorem 3.7 and Corollary 3.9, see also Theorem 3.14).
The results of Sections 2 and 3 concern singular symmetric functionals on M()
parameterized by the set of strictly increasing, invertible, differentiable and unbounded
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functions  : [0,∞) → [0,∞). Section 4 summarizes the conditions on the function
 used in Sections 2 and 3. Theorem 4.4, which extends the existence results of [4],
demonstrates an equivalence between the growth of the concave function  and the
existence of functions  which satisfy the hypotheses of results in Sections 2 and 3.
A subset of the collection of extended Banach limits, called Cesaro–Banach limits
(Deﬁnition 5.4) is studied further in Section 5. It is demonstrated that this subset is
coincident with the generalized limits employed by Connes to construct the Connes–
Dixmier traces used in non-commutative geometry. Theorem 5.6 identiﬁes (the commu-
tative specialization of) Connes–Dixmier traces as a sub-class of the singular symmetric
functionals studied in [5,6]. Results on Connes–Dixmier traces then follow from the
general theory of singular symmetric functionals on Marcinkiewicz spaces developed
in the preceding sections (Theorem 5.12).
Section 6 considers the special example of the Marcinkiewicz space M() where
(t) = log(1 + t) (recognized from non-commutative geometry as the space L(1,∞)).
Here, we summarize and present our results (Theorems 6.1–6.4 and 6.6) for Dixmier and
Connes–Dixmier traces on the operator Marcinkiewicz spaces associated with semiﬁnite
von Neumann algebras of type I and II. In particular, Theorems 6.1–6.4 and 6.6 apply
to the operator ideals and traces of non-commutative geometry [2].
1. Preliminaries
1.1. Banach limits, almost convergence and almost piecewise linearity
Let H be one of the semigroups N := {1, 2, . . .} or R+ := [0,∞) equipped with
the topology and order induced by the locally compact additive group R. Let Cb(H)
be the space of bounded continuous functions on H . Deﬁne the translation operator
Ts(f )(t) = f (t + s) ∀s, t ∈ H, f ∈ Cb(H).
An element L ∈ Cb(H)∗ is called translation invariant if
L(Ts(f )) = L(f )∀s ∈ H, f ∈ Cb(H).
A Banach limit L on Cb(H) is a translation invariant positive linear functional on
Cb(H) such that L(1) = 1. This extends the notion of a Banach limit investigated in
[10] in the context of the semigroup N of all natural numbers. Let BL(H) denote the
set of all Banach limits on Cb(H). It is easy to see that every L ∈ BL(H) vanishes
on compactly supported elements from Cb(H) and that
lim inf
t→∞ f (t)L(f ) lim supt→∞
f (t)
for any positive f ∈ Cb(H).
We extend the notion of almost convergent sequences [10].
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Deﬁnition 1.1. A function f ∈ Cb(H) is said to be almost convergent at inﬁnity if
L1(f ) = L2(f ) ∀L1, L2 ∈ BL(H).
Let f ∈ Cb(H) be almost convergent at inﬁnity. We denote the value A := L(f )∀L ∈
BL(H) by
F- lim f = A
following Lorentz [10]. In particular, we write F- limn→∞ an for  = {an}∞n=1 ∈ ∞(N)
and F- limt→∞ g(t) for g ∈ Cb([0,∞)).
Let  = {an}∞n=1 ∈ ∞(N). Let E be the characteristic function for E ⊂ [0,∞).
Deﬁne the piecewise linear extension map
p : ∞(N)→ Cb([0,∞))
by
p()(t) =
∞∑
n=0
(an + (an+1 − an)(t − n))[n,n+1)(t),
where a0 = 0 by deﬁnition. The following lemma is an elementary application of the
deﬁnition, hence the proof is omitted.
Lemma 1.2. The map p : ∞(N)→ Cb([0,∞)) is a positive linear isometry with the
following properties:
(i) p(1∞) = 1,
(ii) ‖p()‖ = ‖‖ for all  ∈ ∞(N),
(iii) Tk(p()) = p(Tk()) for all  ∈ ∞(N) and k ∈ N.
Let g ∈ Cb([0,∞)). Deﬁne the restriction map rN and averaging map EN, acting
from Cb([0,∞)) onto ∞(N) by
rN(g) := {g(n)}∞n=1, EN(g) :=
{∫ n
n−1
g(s) ds
}∞
n=1
.
The following lemma is an elementary application of the deﬁnitions:
Lemma 1.3. The maps rN, EN : Cb([0,∞)) → ∞(N) are positive linear surjections
with the following properties
(i) rN(1) = EN(1) = 1∞ ,
(ii) ‖rN(g)‖‖g‖ and ‖EN(g)‖‖g‖ for all g ∈ Cb([0,∞)),
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(iii) rN(Ta+k(g)) = TkrN(Ta(g)) and EN(Ta+k(g)) = TkEN(Ta(g)) for all a ∈ [0,∞),
g ∈ Cb([0,∞)) and k ∈ N.
The following notion shall become an important concept in Section 2.
Deﬁnition 1.4. Let g ∈ Cb([0,∞)). We say g is almost piecewise linear at inﬁnity if
L(g − prN(g)) = 0 ∀L ∈ BL(R+).
1.2. Singular symmetric functionals on Marcinkiewicz spaces
We introduce the notation of [5]. Let m be the Lebesgue measure on [0,∞). Let x
be a measurable function on [0,∞). Deﬁne the decreasing rearrangement of x by
x∗(t) = inf{s0 |m({|x| > s}) t}, t > 0.
Let ∞ denote the set of concave functions  : [0,∞) → [0,∞) such that
limt→0+ (t) = 0 and limt→∞ (t) = ∞. Important functions belonging to ∞ in-
clude t , log(1 + t), t and (log(1 + t)) for 0 <  < 1, and log(1 + log(1 + t)). Let
 ∈ ∞. Deﬁne the weighted mean function
(x)(t) := 1
(t)
∫ t
0
x∗(s) ds, t > 0
and denote by M() the Marcinkiewicz space of measurable functions x on [0,∞)
such that
‖x‖M() := sup
t>0
(x)(t) = ‖(x)‖∞ <∞.
The norm closure of M() ∩ L1([0,∞)) in M() is denoted by M1(). For every
 ∈ ∞, we have M1() = M(). We deﬁne the Riesz semi-norm on M() by
1(x) := inf{‖x − y‖M() | y ∈ M1()} = lim sup
t→∞
(x)(t)
(see [5, Proposition 2.1]). The Banach space (M(), ‖.‖M()) is an example of a
rearrangement invariant space [11], also termed a symmetric space [9]. Let M+()
denote the set of positive functions of M().
Deﬁnition 1.5. A positive homogeneous functional f : M+()→ [0,∞) is (i) symmet-
ric if f (x)f (y) for all x, y ∈ M+() such that
∫ t
0 x
∗(s) ds
∫ t
0 y
∗(s) ds∀t ∈ [0,∞),
and (ii) supported at inﬁnity, or singular on M(), if f (|x|) = 0 for all x ∈ M1().
If such a functional is additive, then it can be extended by linearity to a bounded lin-
ear positive functional on M(). Let M+()∗sym,∞ denote the cone of additive symmetric
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functionals on M+() supported at inﬁnity [5, Section 2]. Not every Marcinkiewicz
space M(),  ∈ ∞, admits non-trivial additive singular symmetric functionals. Nec-
essary and sufﬁcient conditions for the existence of such functionals on a Marcinkiewicz
space M() may be found in [4, Theorem 3.4] and will be considered in Theorems
2.7 and 4.4 below.
Let  : [0,∞) → [0,∞) be an increasing, continuous and unbounded function.
Deﬁne the -weighted mean function on M()
(x)(t) := (x)((t)) =
1
((t))
∫ (t)
0
x∗(s) ds, t > 0.
Then, as (x) ∈ Cb([0,∞)) for each x ∈ M(), we have (x) ∈ Cb([0,∞)) for
each x ∈ M() and the sequences
rN((x)) =
{
(x)(n)}∞n=1 and rN((x)) = {(x)(n))
}∞
n=1
are bounded.
Deﬁnition 1.6. Let  ∈ ∞ and  : [0,∞) → [0,∞) be increasing, continuous and
unbounded. Let x ∈ M+() and L′ ∈ BL(N). Deﬁne
fL′,(x) := L′(rN((x))) = L′({(x)((n))}∞n=1).
In [5] necessary and sufﬁcient conditions were found on the sequence {(n)}∞n=1 and
the function  ∈ ∞ such that fL′, ∈ M+()∗sym,∞ for all L′ ∈ BL(N). It is natural
to introduce the following extension:
Deﬁnition 1.7. Let  ∈ ∞ and  : [0,∞) → [0,∞) be increasing, continuous and
unbounded. Let x ∈ M+() and L ∈ BL(R+). Deﬁne
fL,(x) := L((x)).
The analysis of the functionals fL, on M+() begins in Section 2.2. We ﬁnish the
preliminaries with the following proposition and remark:
Proposition 1.8. Let  ∈ ∞, L ∈ BL(R+) and L′ ∈ BL(N). Let 1,2 : [0,∞) →
[0,∞) be increasing continuous and unbounded functions such that 1−2 is bounded.
Then fL,1(x) = fL,2(x) and fL′,1(x) = fL′,2(x) for all x ∈ M+().
Proof. Since ‖x‖M()(t)−1
∫ t
0 x
∗(s) dsx∗(t)t(t)−1 for all t > 0, we have
−‖x‖M() 
′(t)
(t)
 −
∫ t
0 x
∗(s) ds′(t)
2(t)
(x)′(t) x
∗(t)
(t)

‖x‖M()
t
.
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Hence for any t > 0,
−‖x‖M() log((t ′))|2(t)1(t)(x)(t ′)|
2(t)
1(t)
‖x‖M() log(t ′)|2(t)1(t)
or
−‖x‖M() log
(2(t))
(1(t))
2(x)(t)− 1(x)(t)‖x‖M() log
2(t)
1(t)
. (1.1)
Let f be an unbounded concave function. Then |f (2(t))
f (1(t))
− 1| = |f (2(t))−f (1(t))|
f (1(t))

A
|2(t)−1(t)|
f (1(t))
 AB
f (1(t))
for A,B > 0 and t sufﬁciently large by the hypothesis f is
concave and 2−1 is bounded. Hence limt→∞ f (2(t))f (1(t)) = 1. Then limt→∞ log |
2(t)
1(t)
| =
limt→∞ log |(2(t))(1(t)) | = 0 and 2(x)(t)−1(x)(t) ∈ C0([0,∞)) by (1.1). Since L ∈
BL(R+) (respectively, L′ ∈ BL(N)) vanishes on functions (respectively, sequences)
tending to 0 at inﬁnity, we conclude that fL,2(x)−fL,1(x) = L(2(x)−1(x)) = 0(respectively, fL′,2(x)− fL′,1(x) = L′({2(n)− 1(n)}) = 0). 
Remark 1.9. Proposition 1.8 introduces the notion of equivalence classes of continuous
increasing unbounded functions that result in the same functional on M+().
Let  ∈ ∞ and 1,2 : [0,∞)→ [0,∞) be continuous increasing and unbounded
functions. We deﬁne an equivalence relation ∼ by
1 ∼ 2 if fL,1(x) = fL,2(x) ∀L ∈ BL(R+) ∀x ∈ M+().
Let [] denote the equivalence class, with respect to the relation ∼, of a continu-
ous increasing and unbounded function  : [0,∞) → [0,∞). It easily follows from
Proposition 1.8 that the class [] contains a strictly increasing, invertible, unbounded
function ˆ such that ˆ(0) = 0. The function ˆ can be chosen to be differentiable or
even piecewise linear if required. Hence, to analyze all functionals fL, on M+()
where  : [0,∞)→ [0,∞) is a continuous increasing unbounded function, it is sufﬁ-
cient to consider the set K of strictly increasing, invertible, differentiable, unbounded
functions ˆ : [0,∞)→ [0,∞) such that ˆ(0) = 0.
2. Symmetric functionals involving Banach limits
This section demonstrates that: (i) the sets of functionals {fL′, |L′ ∈ BL(N)} (Deﬁ-
nition 1.6) and {fL, |L ∈ BL(R+)} (Deﬁnition 1.7) provide the same set of functionals
on M+() supported at inﬁnity for any given  ∈ K of sufﬁcient regularity with re-
spect to  (Theorem 2.3); (ii) necessary and sufﬁcient conditions exist on the function
 ∈ K such that fL′,, fL, ∈ M+()∗sym,∞ for all L′ ∈ BL(N) and L ∈ BL(R+)
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(Theorem 2.7); and (iii) the Riesz semi-norm 1(x) of x ∈ M() is the supre-
mum of the values {fL,(|x|) |L ∈ BL(R+)} given certain conditions on  and 
(Theorem 2.8).
2.1. Deﬁnitions and results
Deﬁnition 2.1. Let  ∈ ∞ and  ∈ K. Then  is said to have restricted growth with
respect to  if
F- lim
n→∞
((n))
((n+ 1)) = 1.
Deﬁnition 2.2. Let  ∈ ∞. Denote by R() the set of all  ∈ K that have restricted
growth with respect to .
It is immediate the set R() is non-empty. The concave function  is an invertible
function such that −1 belongs to R() ⊂ K. The rationale for introducing the set
R() is provided by the following result:
Theorem 2.3. Let  ∈ ∞ and  ∈ R().
(i) Let L ∈ BL(R+). Then there exists L′ ∈ BL(N) such that
fL,(x) = fL′,(x) ∀x ∈ M+().
(ii) Let L′ ∈ BL(N). Then there exists L ∈ BL(R+) such that
fL,(x) = fL′,(x) ∀x ∈ M+().
The proof of Theorem 2.3 appears in Section 2.2. Theorem 2.3 says the sets
fL, |L ∈ BL(R+) and {fL′, |L′ ∈ BL(N)} are identical as sets of functionals on
M+() when  ∈ R(). This has an important corollary.
Corollary 2.4. Let  ∈ ∞,  ∈ R() and x ∈ M+(). Then
F- lim
t→∞ (x)(t) = A
if and only if
F- lim
n→∞ (x)(n) = A
for some A0.
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Proof. Immediate from Theorem 2.3. 
The condition that  has restricted growth with respect to  identiﬁes the two sets
of functionals as above. However, the condition is not sufﬁcient to ensure additivity of
the functionals.
Deﬁnition 2.5. We say that  ∈ K is of exponential increase if ∃C > 0 such that
∀t > 0
(t + C) > 2(t).
Deﬁnition 2.6. Let  ∈ ∞. We denote the set of elements of R() that are of
exponential increase by Rexp().
The rationale for introducing the functions of exponential increase is provided by
the following result.
Theorem 2.7. Let  ∈ ∞ and  ∈ R(). Then the following statements are equiva-
lent:
(i) fL′, ∈ M+()∗sym,∞ ∀L′ ∈ BL(N),
(ii) fL, ∈ M+()∗sym,∞ ∀L ∈ BL(R+),
(iii)  ∈ Rexp().
Proof. (i) ⇔ (iii) Let pn := (n) deﬁne the sequence {pn}∞n=1. Then (i) is equivalent
to: (a) the existence of m ∈ N such that 2pnpn+m, and (b) F- limn→∞ (pn)(pn+1) = 1
by Dodds et al. [5, Theorem 3.8]. Since  is increasing, it is evident that the condition
(a) is equivalent to the assertion that  is of exponential increase. Condition (b) is
exactly the condition  has restricted growth with respect to .
(i) ⇔ (ii) is immediate from Theorem 2.3. 
Theorems 2.3 and 2.7 will allow us, in following sections, to apply the results on
singular symmetric functionals in [4,5] to the construction of Connes [2]. One of the
results that we shall apply, the following and ﬁnal result for this section, is a more
precise version of [5, Theorem 4.1].
Theorem 2.8. Let  ∈ ∞. Let  ∈ K be such that
lim
n→∞
((n))
((n+ 1)) = 1.
Then
1(x) = sup{fL,(|x|) |L ∈ BL(R+)} ∀x ∈ M().
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Proof. Let  : [0,∞)→ [0,∞) be continuous, unbounded, and increasing such that
lim
n→∞
((n))
((n+ 1)) = 1. (2.1)
Let x ∈ M(). Without loss of generality, we assume 1(x) = 1. Clearly
q(x) := sup{L((|x|)) |L ∈ BL(Cb)} lim sup
t→∞
(|x|)(t) = 1(x) = 1. (2.2)
Let
an := (x)(n) =
1
((n))
∫ (n)
0
x∗(s) ds.
By (2.2) there exists increasing sequence tk →∞ such that
lim
k→∞ (|x|)(tk) = 1. (2.3)
Let nk ∈ N such that (nk − 1) tk(nk). Then,
(|x|)(tk)
((nk))
((nk − 1))
1
((nk))
∫ (nk)
0
x∗(s) ds = ank
((nk))
((nk − 1)) .
Hence
ank(|x|)(tk)
((nk − 1))
((nk))
.
Let 	 > 0, then by (2.1) and (2.3) there exists K such that ∀k > K ,
ank > 1−
	
3
.
Now, for i = 1, 2, . . . let ki be the smallest integer greater than ki−1 and K such that
((nki + i))
((nki ))
< 1+ 	
3
.
The integer ki exists for each i by Eq. (2.1). Hence for all j = 1, . . . , i
anki+j
((nki ))
((nki + i))
1
((nki ))
∫ (nki )
0
x∗(s) ds > 1
1+ 	/3anki >
1− 	/3
1+ 	/3 > 1− 	.
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Then, applying Sucheston’s Theorem [12] and using Theorem 2.3 above, we obtain the
existence of L ∈ BL(R+) such that L((x))1− 	. Hence q(x)1− 	 for arbitrary
	 > 0 and q(x) = 1(x) = 1. 
2.2. Technical results
This section culminates in the proof of Theorem 2.3.
Lemma 2.9. Let L ∈ BL(R+). Then
L′() := L(p()) ∀ ∈ ∞(N)
deﬁnes an element of BL(N).
Proof. Let L ∈ BL(R+). Then L′ is linear as L and p are linear, ‖L′()‖‖L‖‖p()‖
= ‖‖ and L′(1) = 1 by Lemma 1.2. Let k ∈ N. Then L′(Tk()) = L(p(Tk())) =
L(Tk(p())) = L(p()) = L′() by Lemma 1.2(iii) and translation invariance of L. 
Lemma 2.10. Let L′ ∈ BL(N). Then
L(g) := L′(EN(g)) ∀g ∈ Cb([0,∞))
deﬁnes an element of BL(R+).
Proof. Let L′ ∈ BL(N). Then L is linear as L′ and EN is linear, ‖L(g)‖‖L′‖
‖EN(g)‖‖g‖ and L(1) = L′(EN(1)) = L′(1) = 1 by Lemma 1.3. It remains to be
shown L is translation invariant. Let a ∈ (0, 1). Then
L(Ta(g))=L′(EN(Ta(g))) = L′
({∫ n
n−1
g(s + a) ds
}∞
n=1
)
=L′
({∫ n+a
n−1+a
g(s) ds
}∞
n=1
)
=L′
({∫ n
n−1+a
g(s) ds
}∞
n=1
)
+ L′
({∫ n+a
n
g(s) ds
}∞
n=1
)
=L′
({∫ n+1
n+a
g(s) ds
}∞
n=1
)
+ L′
({∫ n+a
n
g(s) ds
}∞
n=1
)
=L′
({∫ n+1
n
g(s) ds
}∞
n=1
)
= L′(T1(EN(g))) = L(g).
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Let [b] be the greatest integer less than b > 0. Then Tb = T[b] + Ta where 0a =
b − [b] < 1. The translation invariance of L in the general case follows from Lemma
1.3(iii). 
Lemma 2.11. Let  ∈ ∞ and  ∈ R(). Let x ∈ M+() and deﬁne
jn(x) = 1((n))
∫ (n+1)
(n)
x∗(s) ds
and
Kn(x) = sup
t∈[n,n+1]
|(x)(t)− (x)(n)|.
Then
L′({jn(x)}∞n=1) = 0 = L′({Kn(x)}∞n=1) ∀L′ ∈ BL(N).
Proof. Let x ∈ M+(). We abbreviate notation by setting g(t) := (x)(t) and n =
((n))
((n+1)) . Let hn(x) = g(n + 1) − ng(n). Note 0n1 ∀n as  ◦  is increasing.
Then F- limn n = 1 and F- limn |1− n| = 0 by hypothesis on . Hence L′(hn(x)) =
L′(T1rN(g))− (F- limn n)L′(rN(g)) = L′(rN(g))−L′(rN(g)) = 0 by Dodds et al. [5,
Lemma 3.4] and translation invariance of L′. Moreover
L′(jn(x)) = 1 · L′(jn(x)) =
(
F- lim
n
n
)
L′(jn(x)) = L′(njn(x)) = L′(hn(x)) = 0
again by Dodds et al. [5, Lemma 3.4]. Now
Kn(x)= sup
t∈[n,n+1]
∣∣∣∣∣ 1((t))
∫ (n)
0
x∗ds + 1
((t))
∫ (t)
(n)
x∗ ds − 1
((n))
∫ (n)
0
x∗ ds
∣∣∣∣∣
 sup
t∈[n,n+1]
∣∣∣∣(x)(n)
(
((n))
((t))
− 1
)∣∣∣∣+ sup
t∈[n,n+1]
∣∣∣∣∣ 1((t))
∫ (t)
(n)
x∗ ds
∣∣∣∣∣

∣∣∣∣(x)(n)
(
((n))
((n+ 1)) − 1
)∣∣∣∣+
∣∣∣∣∣ 1((n))
∫ (n+1)
(n)
x∗ ds
∣∣∣∣∣
‖x‖M()|1− n| + jn(x).
Hence L′({Kn(x)})L′({jn(x)}) = 0 by results above. 
Proposition 2.12. Let  ∈ ∞ and  ∈ R(). Then (x) is almost piecewise linear
at inﬁnity for all x ∈ M+().
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Proof. We abbreviate the notation by setting g := (x), Cn = supt∈[n,n+1] |g(t) −
prN(g)(t)| and Kn = supt∈[n,n+1] |g(t)−g(n)|, n = 0, 1, 2, . . . Let f = p({Cn−1}∞n=1).
Then |g−prN(g)|2f (t+1/2). Hence L(|g−prN(g)|)2L(T1/2f ) = 2L(f ). We now
evaluate L(f ). By Lemma 2.9 L(f ) = L′({Cn}∞n=1) for some L′ ∈ BL(N). Consider
Cn= sup
t∈[n,n+1)
|g(t)− (g(n)+ (g(n+ 1)− g(n))(t − n)) |
 sup
t∈[n,n+1)
|g(t)− g(n)| + |g(n+ 1)− g(n)| 2Kn.
Hence L(f ) = L′({Cn}∞n=1)2L′({Kn}∞n=1) = 0 by Lemma 2.11. 
We are now in a position to prove Theorem 2.3.
Proof of Theorem 2.3. (i) Let L ∈ BL(R+) and L′ ∈ BL(N) as in Lemma 2.9. By
Proposition 2.12 L((x) − prN((x))) = 0, hence L((x)) = L(prN((x))) =
L′(rN((x))).
(ii) Let L′ ∈ BL(N). Let L ∈ BL(R+) as in Lemma 2.10, L((x)) =
L′(EN((x))). Since EN((x))(n) = (x)(
n) for some 
n ∈ [n − 1, n] for each
n ∈ N then
|(x)(n)− EN((x))(n)| sup
t∈[n−1,n]
|(x)(t)− (x)(n)| = Kn(x)
for each n ∈ N. Consequently, by Lemma 2.11,
|L′(rN((x)))− L′(EN((x)))|L′({|(x)(n)− EN((x))(n)|}∞n=1)
L′(Kn(x)) = 0
or L((x)) = L′(rN((x))) as required. 
3. Measurability in Marcinkiewicz spaces
Let  ∈ ∞ and  ∈ K. Having constructed the family {fL, |L ∈ BL(R+)} of
functionals on M+(), it is natural to consider elements x in M+() such that
fL1,(x) = fL2,(x) ∀L1, L2 ∈ BL(R+).
It is obvious that the equation above holds if and only if (x)(t) is almost convergent
(see Deﬁnition 1.1) and consequently, in this case
fL,(x) = F- lim
t→∞ (x)(t) = A
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for some A0 and all L ∈ BL(R+). Necessary and sufﬁcient conditions for almost
convergence, even for sequences [10], are somewhat complicated. In studying the func-
tion (x) it is more preferable to consider the notions of Cesaro convergence (deﬁ-
nition below) and ordinary convergence and ‘squeeze’ almost convergence inbetween.
In this section we: (i) establish Cesaro convergence is weaker than almost convergence
which in turn is weaker than ordinary convergence (Remark 3.1, Corollary 3.4), and
then (ii) consider Tauberian conditions (see [8, Section 6.1]) on the function (x) such
that Cesaro convergence implies ordinary convergence and hence the notions of Ce-
saro, almost and ordinary convergence are identical for (x) (Theorem 3.7, Corollary
3.10).
3.1. Deﬁnitions and results
Let {an}∞n=1 ∈ ∞(N). Deﬁne
bn(p) = 1
n
n−1∑
i=0
ap+i
for p ∈ N. We recall from [10] that {an}∞n=1 is almost convergent (see Deﬁnition 1.1)
if and only if
L′({an}) = F- lim
n
an = lim
n
bn(p) = A
for all L′ ∈ BL(N) where limn bn(p) = A uniformly with respect to p ∈ N.
A sequence {an}∞n=1 is called
(i) Cesaro convergent if limn bn(1) = A
(ii) almost convergent if limn bn(p) = A uniformly with respect to p ∈ N
(iii) convergent if limn an = A
for some A0. We denote by C, F and S the sets of all Cesaro convergent sequences,
almost convergent sequences and convergent sequences, respectively.
Remark 3.1. Since
lim
n
an = A ⇒ F- lim
n
an = lim
n
bn(p) = A ⇒ lim
n
bn(1) = A
we have the inclusion of sets S ⊂ F ⊂ C.
Deﬁnition 3.2. Let  ∈ ∞ and  ∈ K. Let x ∈ M+(). We say x is
(i) C-measurable if rN((x)) ∈ C,
(ii) F -measurable if rN((x)) ∈ F,
(iii) S-measurable if rN((x)) ∈ S.
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Deﬁne for  > 0,
C(g)() = 1

∫ 
0
g(t) dt.
A function g ∈ Cb([0,∞)) is called
(i) Cesaro convergent if limt→∞ C(g)(t) = A
(ii) almost convergent at inﬁnity if F-limt→∞ g(t) = A
(iii) convergent at inﬁnity if limt→∞ g(t) = A
for some A0. We denote by C, F and S the sets of all Cesaro convergent functions,
almost convergent functions and functions convergent at inﬁnity, respectively.
Theorem 3.3. Let g ∈ Cb([0,∞)). Then
[a, b] ⊂ {L(g) |L ∈ BL(R+)},
where
a = lim inf
t→∞ C(g)(t), b = lim supt→∞ C(g)(t).
Proof. Suppose the result is false. Then there exists c ∈ [a, b] such that c = L(g)
for any L ∈ BL(R+). By continuity of C(g) there exists a sequence tn → ∞ as
n → ∞ such that C(g)(tn) → c. Let us consider Cb([0,∞))∗ equipped with the
weak∗-topology. Then the unit ball B of Cb([0,∞))∗ is weak∗-compact. Hence, the
sequence of functionals tn (f ) = f (tn), n = 1, 2, . . . , has a limit point V ∈ B. In
fact, this limit point belongs to the weak∗ compact subset B1 of positive elements 
of the unit ball B ⊂ Cb([0,∞))∗ such that (1) = 1. From weak∗ convergence the
state V has the following properties: (i) V (p) = limn p(tn) = 0 for every function
p ∈ C0([0,∞)), and (ii) V (C(g)) = limn C(g)(tn) = c.
Deﬁne the functional L(f ) := V (C(f )) for f ∈ Cb([0,∞)). It is immediate that
L(g) = c by property (ii). Hence, if L belongs to BL(R+), the supposition on c is
false and the result is proven.
We show the functional L is translation invariant. Indeed, for any f ∈ Cb([0,∞))
C(Taf )()− C(f )()= 1
∫ 
0
[f (t + a)− f (t)] dt
= 1

[∫ a
0
f (t) dt +
∫ +a

f (t) dt
]
→ 0
for →∞. Hence translation invariance of L follows by property (i). Trivially L(1) =
V (C(1)) = V (1) = 1. Hence L ∈ BL(R+). 
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Corollary 3.4. Let C, F and S be the sets deﬁned as above. Then
S ⊂ F ⊂ C.
Proof. The inclusion S ⊂ F is immediate. The inclusion F ⊂ C is immediate from
Theorem 3.3. 
Deﬁnition 3.5. Let  ∈ ∞ and  ∈ K. Let x ∈ M+(). We say x is
(i) C-measurable if (x) ∈ C,
(ii) F-measurable if (x) ∈ F ,
(iii) S-measurable if (x) ∈ S,
(iv) S-measurable if (x) ∈ S.
Remark 3.6. We draw the reader’s attention to the fact that since  is continuous, x is
S-measurable if and only if x is S-measurable. The same (simple) analysis does not
work with the notion of S-measurability introduced in Deﬁnition 3.2. Nevertheless, it
is established in the following theorem that the equivalence of S-measurability of an
element x with S-measurability of x holds under natural restriction on x.
Theorem 3.7. Let  ∈ ∞ and  ∈ R(). Let x ∈ M+() be such that
t (x)
′(t) > −H
for some H > 0 and all t > 0. Then the following statements are equivalent:
(i) x is C-measurable,
(ii) x is C-measurable,
(iii) x is F-measurable,
(iv) x is F-measurable,
(v) x is S-measurable,
(vi) x is S-measurable.
The proof of Theorem 3.7 appears in Section 3.2. The hypothesis on the derivative
(x)
′
, which depends on x ∈ M+(), can be made independent of x by a stronger
hypothesis on the function . We recall that  ∈ K is an invertible differentiable
function such that (0) = 0.
Deﬁnition 3.8. Let  ∈ ∞ and  ∈ K. We say  has dominated growth with respect
to  if ∃C > 0 such that ∀t > 0
( ◦ )′(t)
 ◦ (t) <
C
t
.
Denote by D() the set of  ∈ K that have dominated growth with respect to .
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It is immediate that the set D() is non-empty since it contains −1. The rationale
for introducing the set D() is provided by the following result.
Corollary 3.9. Let  ∈ ∞,  ∈ D() and x ∈ M+(). Then the following statements
are equivalent:
(i) x is C-measurable,
(ii) x is C-measurable,
(iii) x is F-measurable,
(iv) x is F-measurable,
(v) x is S-measurable,
(vi) x is S-measurable.
The proof of Corollary 3.9 also appears in Section 3.2. In terms of the functionals
fL, of Deﬁnition 1.7 the preceding result may be reformulated as follows:
Corollary 3.10. Let  ∈ ∞,  ∈ D() and x ∈ M+(). Then the following statements
are equivalent
(i) x is C-measurable,
(ii) fL,(x) is independent of L ∈ BL(R+),
(iii) fL,(x) = limt→∞ (x)(t) ∀L ∈ BL(R+).
The equivalence of statements (ii) and (iii) in the above Corollary is a new and
surprising result. The implication of the result may be seen in the context of the work
of Connes. For this end we introduce notions relevant to [2].
Deﬁnition 3.11. Let  ∈ ∞ and  ∈ K. Then we say x ∈ M+() is
(i) -measurable if fL,(x) is independent of L ∈ BL(R+), and
(ii) Tauberian if
lim
t→∞ (x)(t) = limt→∞
1
(t)
∫ t
0
x∗(s) ds = A
for some A0.
Deﬁnition 3.12. Let  ∈ ∞. Denote by M+ () (respectively, T+()) the set of
-measurable (respectively, Tauberian) elements of M+(). We also deﬁne the set
M+() := ⋂∈Rexp() M+ () called the set of measurable positive elements of the
Marcinkiewicz space M().
Theorem 3.13. Let M+ () and M+() be deﬁned as above. Then
(i) M+ () is a closed, symmetric subcone of M+() when  ∈ Rexp(),
(ii) M+() is a closed, symmetric subcone of M+().
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Proof. (i) Closedness, symmetricity and additivity follow from the fact fL, is an
additive singular symmetric functional on M+() by Theorem 2.7. (ii) Follows from
(i) as M+() = ∩∈RexpM+ (). 
The implication of Theorem 3.7 is the following result which connects Proposition
IV.2..4 and Proposition IV.2..6 of [2]. We shall elaborate on this result in Section
5 and the implications of the result for non-commutative geometry in the concluding
section.
Theorem 3.14. Let  ∈ ∞. Then
T+() =M+ ()
for all  ∈ D() and, if there exists  ∈ D() of exponential increase,
T+() =M+() =M+ ()
for all  ∈ D().
Proof. The ﬁrst result is immediate from Corollary 3.9. Suppose 1 ∈ D() is of
exponential increase. Then 1 ∈ Rexp() by Proposition 3.20(i) of next section. Hence
T+() ⊂ M+() ⊂ M+1() = T+() = M+ () for any  ∈ D(), where the last
equality is given by the ﬁrst result. 
Remark 3.15. It was shown in [5] that if
lim inf
t→∞
(2t)
(t)
= 1 but lim sup
t→∞
(2t)
(t)
= 2
then there exists x0 > 0 in M() \M1() such that all additive symmetric functionals
deﬁned on M() vanish on x0. However, if (x)(t) → 0 as t → ∞ then 1(x0) =
0 and x0 ∈ M1(), which is a contradiction. This example shows the set M+()
of measurable elements and the set T+() of Tauberian elements are not the same
in general and the set D() can fail to admit an element of exponential increase.
Necessary and sufﬁcient conditions on the concave function  such that D() admits
an element of exponential increase are given in Proposition 3.20 of next section.
3.2. Technical results
Let {an}n∈N ⊂ R be a sequence and sn = ∑nm=1 am denote the nth-partial sum.
Hardy’s section on Tauberian theorems for Cesaro summability [8, Section 6.1] contains
the following result:
THEOREM 64. If limn→∞ 1n
∑n
m=1 sm = A and nan > −H for some A ∈ R and
H > 0, then limn→∞ sn = A.
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We recall that any sequence {bn}n∈N is the sequence of partial sums of the sequence
{an := bn−bn−1}n∈N with the convention b0 = 0. Hence a trivial corollary of Theorem
64 is the following:
Theorem 3.16. Let {bn}n∈N be a sequence such that bn0 and n(bn − bn−1) > −H
for some H > 0. Then limn→∞ 1n
∑n
m=1 bm = A for some A0 if and only if
limn→∞ bn = A.
A continuous analogy of Theorem 64 exists in [8, Section 6.8]. It has the following
corollary:
Theorem 3.17. Let b(t) be a positive piecewise differentiable function such that tb′(t)
> −H for some H > 0 and almost all t > 0. Then limt→∞ 1t
∫ t
0 b(s) ds = A for
some A0 if and only if limt→∞ b(t) = A.
These theorems are sufﬁcient to prove Theorem 3.7 with the following lemma:
Lemma 3.18. Let b(t) be a piecewise differentiable function such that tb′(t) > −H
for some H > 0 and almost all t > 0. Then n(b(n)− b(n− 1)) > −2H for all n ∈ N.
Proof. Let n ∈ N. Then b(n)− b(n− 1) inf t∈[n−1,n] b′(t) > inf t∈[n−1,n] −Ht−1 −
H(n− 1)−1 − 2Hn−1. 
Proof of Theorem 3.7. The scheme of implications shall be
(i) ⇔ (iii) ⇔ (v)

(ii) ⇔ (iv) ⇔ (vi).
(i) ⇐ (iii) ⇐ (v) is Remark 3.1 and (v) ⇐ (i) is provided by Lemma 3.18 and Theorem
3.16 using b(t) = (t).
(iii) ⇔ (iv) is Corollary 2.4.
(ii) ⇐ (iv) ⇐ (vi) is Corollary 3.4 and (vi) ⇐ (ii) is provided by Theorem 3.17
using b(t) = (t) and Remark 3.6. 
The following propositions are sufﬁcient to prove Corollary 3.9:
Proposition 3.19. Let  ∈ ∞ and  ∈ D(). Then t(x)′(t) > −C‖x‖M() for all
t > 0.
Proof. From the proof of Proposition 1.8
(x)′(t) − 
′(t)
(t)
‖x‖M().
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The substitution t → (t), multiplication of both sides by the positive number t′(t)
for t > 0 and the elementary property (f ◦ )′(t) = f ′((t))′(t) yields
t(x)
′(t) − t ( ◦ )
′(t)
 ◦ (t) ‖x‖M().
The result now follows from the hypothesis  ∈ D(). 
Proposition 3.20. Let  ∈ ∞. Then
(i) D() ⊂ R()
and the following statements are equivalent:
(ii) the set D() contains an element  of exponential increase;
(iii) ∃C > 0 such that
(2t)
(t)
= 1+O
(
1
(t)1/C
)
;
(iv) −1(tC) is of exponential increase for some C1.
Proof. (i) Let  ∈ D(). Then by Deﬁnition 3.8
log
(
( ◦ )(t + T )
( ◦ )(t)
)
=
∫ t+T
t
( ◦ )′(s)
( ◦ )(s) ds < C
∫ t+T
t
s−1 ds = C log (t + T )
t
.
Consequently
( ◦ )(t + T )
( ◦ )(t) <
(
t + T
t
)C
= 1+O(t−1) for large t. (3.1)
Taking t = n and T = 1 we get (i).
(ii) ⇒ (iii) Substituting t = 1 and T = u− 1 into (3.1) we get
( ◦ )(u) < ( ◦ )(1)uC = O(uC). (3.2)
Then, taking T = D where D is such that (t +D) > 2(t) for all t > 0,
1 <
(2(t))
((t))
<
( ◦ )(t + T )
( ◦ )(t) < 1+O(t
−1) < 1+O
(
1
( ◦ )(t)1/C
)
,
where the last inequality follows from (3.2). We obtain the result by the substitution
(t)→ t .
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(iii) ⇒ (iv) Let t = −1(u). Then for sufﬁciently large H we have
(2−1(u))
u
< 1+ H
(u)1/C
,
or
(2−1(u)) < u+HuC−1C .
Applying −1(·) to both sides of the last inequality we get
2−1(u) < −1(u+HuC−1C ).
If C < 1 then −1(u+HuC−1C ) < −1(u+H) for u > 1 and in this case −1(u) is
of exponential increase.
If C > 1 then replacing u by uC we get
2−1(uC) < −1(uC +HuC−1)−1((u+H/C)C).
Consequently, −1(uC) is of exponential increase.
(iv) ⇒ (ii) is immediate. 
We can now prove Corollary 3.9.
Proof of Corollary 3.9. Let  ∈ D(). Then  ∈ R() by Proposition 3.20(i) and
for each x ∈ M+() there exists H = C‖x‖M() > 0 such that t(x) > −H by
Proposition 3.19. Hence the conditions of Theorem 3.7 are satisﬁed. 
4. Summary and examples
Let  ∈ ∞. For the convenience of the reader, we summarize the hypotheses on 
that have appeared in the previous sections.
Deﬁnition 4.1. Let  ∈ ∞ and  ∈ K. Then we say 
(i) has restricted growth with respect to  if
F- lim
n→∞
((n))
((n+ 1)) = 1
and the set of  with restricted growth with respect to  is denoted R().
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(ii) has strong restricted growth with respect to  if
lim
n→∞
((n))
((n+ 1)) = 1
and the set of  with strong restricted growth with respect to  is denoted SR().
(iii) has dominated growth with respect to  if ∃C > 0 such that ∀t > 0
( ◦ )′(t)
 ◦ (t) <
C
t
and the set of  with dominated growth with respect to  is denoted D().
(iv) is of exponential increase if ∃C > 0 such that ∀t > 0
(t + C) > 2(t)
and the set of  of exponential increase is denoted Kexp.
We denote Xexp() = X()∩Kexp(), where X is D, SR, or R. The conditions (i)–
(iii) are increasingly stronger conditions by Proposition 3.20, hence D() ⊂ SR() ⊂
R(). We recall that  ∈ R() was sufﬁcient for Theorem 2.3,  ∈ Rexp() was
necessary and sufﬁcient for Theorem 2.7,  ∈ SR() was sufﬁcient for Theorem 2.8,
and  ∈ D() was sufﬁcient for Corollary 3.9. Hence  ∈ Dexp() is the strongest
hypothesis on  and implies Theorems 2.3, 2.7, 2.8, 3.14 and Corollary 3.9.
We now point out some explicit examples of functions  and  for which  ∈
Dexp(). Indeed, the functions given in Example 4.3 below appear in [2]. Conse-
quently, Theorems 2.3, 2.7, 2.8, 3.14 and Corollary 3.9 apply to the functionals on
Marcinkiewicz operator spaces used in [2]. We shall elaborate on this in our conclud-
ing section.
Example 4.2. Let  : [0,∞)→ [0,∞) be a continuous, concave and invertible func-
tion such that the inverse −1 : [0,∞) → [0,∞) is of exponential increase. Then
−1 ∈ Dexp().
Example 4.3. Deﬁne the function  : [0,∞)→ [0,∞) by
(t) := log(1+ t).
Then  is continuous, concave and invertible. The function
−1(t) = et − 1
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is of exponential increase. Hence Example 4.2 applies and −1 ∈ Dexp(). The function
 given by
(t) := et
is an element of the equivalence class [−1] by Remark 1.9 and hence provides the
same set of functionals as −1.
Let  ∈ ∞. We conclude the summary with a result on the existence of the sets
Xexp() where X is D, SR, or R.
Theorem 4.4. Let  ∈ ∞. The following set A of statements are equivalent:
A(i) lim inf t→∞ (2t)(t) = 1;
A(ii) Rexp() is non-empty.
The following set B of statements are equivalent:
B(i) limt→∞ (2t)(t) = 1;
B(ii) SRexp() is non-empty.
The following set C of statements are equivalent:
C(i) (2t)(t) − 1 = O((t)−1/C) for some C > 0;
C(ii) Dexp() is non-empty.
Proof. Set A. Follows from [4, Theorem 3.4(i)] and [5, Lemma 3.9] with Theorem
2.7.
Set B. (i) ⇒ (ii) Let (t) := 2t . It is immediate  ∈ Rexp() and limt→∞ (2t+1)/
(2t ) = 1 by hypothesis on .
(ii) ⇒ (i) The hypothesis implies for any m ∈ N
lim
n→∞
((n))
((n+m)) = limn→∞
((n+m− 1))
(((n+m− 1)+ 1)) · · ·
((n))
((n+ 1)) = 1.
Let m′ be any integer greater than the C > 0 such that (t + C) > 2(t) for t > 0.
Then
((n))
((n+ 1+m′))
((n))
(2(n+ 1))
(t)
(2t)
1
for all (n) t(n + 1). Since  is of exponential increase then (n) → ∞ as
n→∞. Hence
1 = lim
n→∞
((n))
((n+ 1+m′)) limt→∞
(t)
(2t)
1.
Set C. Follows from Proposition 3.20. 
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Remark 4.5. The example (t) = (log(1 + t))C, C > 1 for large t and linear for
small t shows that the constant 1/C in Theorem 4.4 C(ii) cannot be replaced with 1.
5. Generalization of the Connes–Dixmier construction
5.1. Connes–Dixmier functionals on Marcinkiewicz spaces
The Connes–Dixmier construction of [2, IV.2], which we shall continue to clothe
in the language of singular symmetric functionals on Marcinkiewicz spaces until the
concluding section, generates singular symmetric functionals on M+() supported at
inﬁnity for the speciﬁc function (t) = log(1 + t). We recall the idea of A. Connes’
method.
Deﬁnition 5.1. Let SC∗b ([0,∞)) denote the set of all positive linear functionals  on
Cb([0,∞)) such that (1) = 1 and (f ) = 0 for all f in C0([0,∞)).
Connes deﬁnes a symmetric functional supported at inﬁnity on the cone of positive
elements of the Marcinkiewicz space M(log(1+ t)) by the formula
(x) := 
(
1
log(1+ )
∫ 
0
(x)(u)d log(1+ u)
)
for all x ∈ M+(log(1+ t)), where  ∈ SC∗b ([0,∞)) and
(x)(u) = 1
log(1+ u)
∫ u
0
x∗(s) ds.
We generalize the construction to any Marcinkiewicz space M() of Lebesgue mea-
surable functions,  ∈ ∞, and demonstrate the functionals so constructed are a sub-
class of functionals of the form fL, already studied in this paper.
Let k ∈ K. Deﬁne
Mk(g)() := 1
k()
∫ 
0
g(s) dk(s),
where g ∈ Cb([0,∞)) and  > 0.
Deﬁnition 5.2. Let  ∈ ∞ and k ∈ K. Let  ∈ SC∗b ([0,∞)). Then
,k(x) =  ◦Mk((x)) ∀x ∈ M+()
is called a Connes–Dixmier functional on M+().
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Deﬁnition 5.3. Let  ∈ SC∗b ([0,∞)) and C be the Cesaro operator of Section 3.1. We
call a positive linear functional on Cb([0,∞)) of the form
L :=  ◦ C
a Cesaro–Banach limit on Cb([0,∞)). Let CBL(R+) denote the set of Cesaro–Banach
limits on Cb([0,∞)).
Remark 5.4. The proof of Theorem 3.3 demonstrates that a Cesaro–Banach limit L
has the property of translation invariance and L(1) = 1. Hence L ∈ BL(R+) for all
 ∈ SC∗b ([0,∞)) and the set of Cesaro–Banach limits is a proper subset of the set
BL(R+),
CBL(R+) ⊂ BL(R+).
Let k ∈ K. Deﬁne the continuous bounded function
gk(t) := g(k(t))
for any t > 0 and g ∈ Cb([0,∞)). Clearly, g → gk is a ∗-automorphism of Cb([0,∞)).
Let  ∈ SC∗b ([0,∞)). Then the functional k on Cb([0,∞)) deﬁned by
k(g) := (gk) ∀g ∈ Cb([0,∞))
has the properties k(1) = 1 and k(f ) = 0 for all f ∈ C0([0,∞)). Hence k is an
element of the set SC∗b ([0,∞)).
Proposition 5.5. Let k ∈ K. Then
 ◦Mk(g) = k ◦ C(gk−1)
for all g ∈ Cb([0,∞)).
Proof. Using the substitution s = k−1(t),
Mk(g)() = 1
k()
∫ 
0
g(s) dk(s) = 1
k()
∫ k()
0
g(k−1(t)) dt = C(gk−1)(k()).
Hence (Mk(g)) = k(C(gk−1)). 
Theorem 5.6. Let  ∈ ∞ and k ∈ K.
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(i) Let  ∈ SC∗b ([0,∞)). Then there exists a Cesaro–Banach limit L := Lk ∈
CBL(R+) such that
,k(x) = fL,k−1(x), ∀x ∈ M+().
(ii) Let L ∈ CBL(R+). Then there exists an element  ∈ SC∗b ([0,∞)) such that
fL,k−1(x) = ,k(x), ∀x ∈ M+().
Proof. Immediate from Proposition 5.5. 
The result implies the following important identiﬁcation. The set of Connes–Dixmier
functionals arising from the function k ∈ K is the set
{,k |  ∈ SC∗b ([0,∞))} = {fL,k−1 |L ∈ CBL(R+)}. (∗)
5.2. Subsets of Banach limits and the Cesaro limit property
Let  ∈ K. Identiﬁcation (∗) above introduces to our analysis the set of functionals
{fL, |L ∈ },
where  is a subset of BL(R+). We consider, in this section, a sufﬁcient condition on
a subset  ⊂ BL(R+) such that the statements of Theorem 2.8 and Corollary 3.9 can
be extended to the set of functionals {fL, |L ∈ }.
Deﬁnition 5.7. Let  ⊂ BL(R+). We say  has the Cesaro limit property if, for each
g ∈ Cb([0,∞)),
{a, b} ⊂ {L(g) |L ∈ },
where a = lim inf t→∞ C(g)(t) and b = lim supt→∞ C(g)(t).
Let  ∈ K and  ⊂ BL(R+). Deﬁne a seminorm on M() by setting for x ∈ M()
‖x‖, := sup{fL,(|x|) |L ∈ }.
Theorem 5.8. Let  ∈ ∞ and  ∈ D(). Let  ⊂ BL(R+) have the Cesaro limit
property. Then there exists 0 < c < 1 such that
c1(x)‖x‖,1(x), ∀x ∈ M().
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Proof. As
1(x) = lim sup
t→∞
(x)(t) = lim sup
t→∞
(x)(t).
there exists a sequence of positive numbers {tk}∞k=1 with tk →∞ as k →∞ such that
lim
k→∞
(tk)
tk
= 1(x), (5.1)
where (t) = t(x)(t) , t > 0. We write (t) = tf (t)
∫ (t)
0 x
∗(s) ds where f (t) =
 ◦ (t). Then ′(t) = (1 − t f ′(t)
f (t)
)(x)(t) + tf (t)′(t)x∗((t)). The hypothesis on 
implies t f
′(t)
f (t)
< H for some H1 and all t > 1. Hence
′(t) > (1−H)(x)(t).
Let s ∈ [tk, etk]. Then
(s)− (tk) =
∫ s
tk
′(t) dt > (1−H)
∫ s
tk
(x)(t) dt(1−H)
∫ etk
tk
(x)(t) dt
since 1−H0, and
1
etk
∫ etk
tk
(s)
s
ds>
1
etk
(
(tk)+ (1−H)
∫ etk
tk
(x)(t) dt
) ∫ etk
tk
ds
s
= (tk)
etk
+ (1−H) 1
etk
∫ etk
tk
(x)(t) dt
 1
e
(tk)
tk
+ (1−H)C((x))(etk)
as
∫ etk
tk
ds
s
= log etk
tk
= log e = 1.
Combining the previous inequality with
C((x))(etk) =
1
etk
∫ etk
0
(s)
s
ds 1
etk
∫ etk
tk
(s)
s
ds
yields
C((x))(etk) >
1
e
(tk)
tk
+ (1−H)C((x))(etk).
S. Lord et al. / Journal of Functional Analysis 224 (2005) 72–106 99
Hence, after rearrangement,
HC((x))(etk) >
1
e
(tk)
tk
and
lim sup
t→∞
C((x))(t) lim sup
k→∞
C((x))(etk) >
1
He
lim sup
k→∞
(tk)
tk
(5.1)= c1(x),
where c = (eH)−1. By the Cesaro limit property, ∃L ∈  such that L((x)) =
lim supt→∞ C((x))(t). Hence fL,(x) > c1(x) for some L ∈ . The reverse in-
equality fL,(x)1(x) for all L ∈  is obvious. 
We now extend the notion of measurability and Deﬁnition 3.5. Let  ⊂ BL(R+).
Deﬁne the set
F = {g ∈ Cb([0,∞)) |L1(g) = L2(g)∀L1, L2 ∈ }.
Let g ∈ F. We denote the value A = L(g) ∀L ∈  by
F- lim
t→∞ g(t) = A.
Deﬁnition 5.9. Let  ∈ ∞ and  ∈ K. Let x ∈ M+(). We say x is F,-measurable
if (x) ∈ F.
Theorem 5.10. Let  ∈ ∞ and  ∈ D(). Let  ⊂ BL(R+) have the Cesaro limit
property. Then the following statements are equivalent
(i) x is C-measurable,
(ii) x is F-measurable,
(iii) x is F,-measurable,
(iv) x is S-measurable.
Proof. (iv) ⇒ (ii) ⇒ (iii) is immediate. (iii) ⇒ (i) is immediate from the Cesaro limit
property. (i) ⇒ (ii) ⇒ (iv) by Corollary 3.9. 
5.3. Results on Connes–Dixmier functionals
We now concentrate on the subset CBL(R+) ⊂ BL(R+).
Proposition 5.11. The set of Cesaro–Banach limits CBL(R+) has the Cesaro limit
property.
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Proof. The proof of Theorem 3.3. 
With identiﬁcation (∗) of Section 5.1, the results of Section 5.2 can be applied to
the set of Connes–Dixmier functionals as follows:
Theorem 5.12. Let  ∈ ∞ and k−1 ∈ D(). Then
A. for each x ∈ M(),
1(x)  sup{,k(|x|) |  ∈ SC∗b ([0,∞))};
B. the following statements are equivalent:
(i) x is Ck−1 -measurable,
(ii) ,k(x) is independent of  ∈ SC∗b ([0,∞)),
(iii) ,k(x) = lim
t→∞
1
(t)
∫ t
0
x∗(s) ds ∀ ∈ SC∗b ([0,∞)).
Proof. Proposition 5.11, Theorem 5.8 and Theorem 5.10. 
Remark 5.13. We recall for the reader the particular case of Connes’ construction in
[2]. The pair of functions used in [2] is ((t), k(t)) = (log(1 + t), log(1 + t)). It is
trivial to check k−1 ∈ Dexp() and hence satisﬁes the hypothesis of Theorem 5.12.
We note that the claim contained in Theorem 5.12 B. (i) ⇔ (ii) generalizes to
arbitrary Marcinkiewicz spaces the assertion proved by A. Connes for the choices
((t), k(t)) = (log(1+ t), log(1+ t)) [2, Proposition IV.2..6]. The claim in Theorem
5.12 B. (ii) ⇔ (iii) is new even for (t) = log(1+ t).
6. Application to non-commutative geometry
We conclude the paper by reducing the results to the setting of singular traces on
semiﬁnite von Neumann algebras [4], which includes, as the type I case, the setting
for non-commutative geometry [2, VI.2].
We introduce the notation of [4] Section 4. Let (N , ) be the pair of a semiﬁnite
von Neumann algebra N with a faithful normal semiﬁnite trace . Let E denote the
characteristic function of a measurable set E ⊂ [0,∞). Deﬁne the generalised singular
values of the operator r ∈ N with respect to  [7],
t (r) = inf{s0 | ((s,∞)(|r|)) t}.
The function t (r) : [0,∞)→ [0,∞) is a non-increasing and right continuous function.
Deﬁne the Marcinkiewicz space M(log(1 + t)) as the set of Lebesgue measurable
S. Lord et al. / Journal of Functional Analysis 224 (2005) 72–106 101
functions x : [0,∞)→ [0,∞) such that
‖x‖M(log(1+t)) := sup
t>0
1
log(1+ t)
∫ t
0
x∗(s) ds <∞,
where x∗ is the decreasing rearrangement of x, see Section 1.2. Deﬁne M1(log(1+ t))
as the closure of L1([0,∞)) ∩ M(log(1 + t)) in the norm ‖.‖M(log(1+t)). Deﬁne the
Marcinkiewicz (normed) operator ideal associated to the Marcinkiewicz space
M(log(1+ t)) by
L(1,∞)(N , ) := {r ∈ N |t (r) ∈ M(log(1+ t))},
L(1,∞)0 (N , ) := {r ∈ N |t (r) ∈ M1(log(1+ t))},
with norm
‖r‖(1,∞) := ‖t (r)‖M(log(1+t)) for r ∈ L(1,∞)(N , ).
We note the separable ideal L(1,∞)0 (N , ) is the closure in the norm ‖.‖(1,∞) of the
ideal L1(N , ) of all -integrable elements from N .
We recall that K is the set of strictly increasing, invertible, differentiable and un-
bounded functions mapping [0,∞) → [0,∞) and BL(R+) is the set of translation
invariant positive linear functionals on Cb([0,∞)), see Section 1.1 and Remark 1.9.
Let k ∈ K and L ∈ BL(R+). Deﬁne a functional on L(1,∞)(N , ) by
FL,k(r) := L
(
1
log(1+ k−1(t))
∫ k−1(t)
0
s(r) ds
)
for all positive elements r ∈ L(1,∞)(N , ). We extend FL,k to the positive part of
N by setting FL,k(r) = ∞ for all positive elements r ∈ N \L(1,∞)(N , ). A linear
functional F on the von Neumann algebra N is called singular (with respect to the
faithful normal semi-ﬁnite trace ) if F vanishes on L1(N , ) ∩ N . We recall the
notation F-limn→∞ an = A, introduced by Lorentz in [10], denotes almost convergence
of a sequence {an}n∈N to the value A ∈ R, see Deﬁnition 1.1.
Theorem 6.1 (Trace Theorem). Let (N , ) be a semiﬁnite von Neumann factor N with
faithful normal semiﬁnite trace . Then FL,k is a singular trace on N if and only if
k−1 satisﬁes
(i) F- lim
n→∞
log(k−1(n))
log(k−1(n+1)) = 1,
(ii) ∃C > 0 such that k−1(t + C) > 2k−1(t) for all t > 0.
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Proof. Let  := log(1 + t). By construction FL,k(r) := fL,k−1(t (r)), where fL,k−1
is given in Deﬁnition 1.7, and conditions (i) and (ii) are equivalent to k−1 ∈ Rexp(),
see Deﬁnitions 2.1, 2.5. The functional fL,k−1 is a positive homogeneous functional on
M+() satisfying (i) and (ii) of Deﬁnition 1.5. We claim FL,k is a singular trace on
N if and only if fL,k−1 ∈ M+()∗sym,∞.
(⇒) The functional FL,k is a singular trace on N . Hence it is additive by hypothesis.
Let N be a type II (respectively, I) factor. Then by Theorem 4.4 (respectively, Theorem
4.5) from [4] the functional fL,k−1 on M() is additive. Hence fL,k−1 ∈ M+()∗sym,∞.
(⇐) The functional fL,k−1 on M() is symmetric by hypothesis. Then by Theo-
rem 4.2 [4] the functional FL,k as a functional on L(1,∞)(N , ) is additive. Let r ∈
L(1,∞)(N , ) be positive and u ∈ N be unitary. Then
FL,k(uru
∗) = fL,k−1(t (uru∗)) = fL,k−1(t (r)) = FL,k(r).
Hence FL,k deﬁnes a trace. The fact that FL,k is a singular trace is immediate.
The result follows as fL,k−1 ∈ M+()∗sym,∞ if and only if k−1 ∈ Rexp() by Theorem
2.8. 
Deﬁne the dilation operator
Da(g)(b) = g(ab) ∀a, b ∈ (0,∞), g ∈ Cb([0,∞)).
An element  ∈ Cb([0,∞))∗ is called dilation invariant if
(Da(g)) = (g)∀a ∈ (0,∞), g ∈ Cb([0,∞)).
We recall SC∗b ([0,∞)) denotes the set of all positive linear functionals  on Cb([0,∞))
such that (1) = 1 and (f ) = 0 for all f in C0([0,∞)), see Deﬁnition 5.1. Deﬁne
D(R+) := { ∈ SC∗b ([0,∞)) |  is dilation invariant}.
Let  ∈ D(R+). Deﬁne the functional Tr on L(1,∞)(N , ) by setting
Tr(r) := 
( 1
log(1+ t)
∫ t
0
s(r) ds
)
for all positive r ∈ L(1,∞)(N , ). We shall refer to the functional Tr as a Dixmier
trace.
Let (t) = log(1+ t). Deﬁne
M(g)() := 1log(1+ )
∫ 
0
g(s)d log(1+ t),  > 0
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for g ∈ Cb([0,∞)) as in Section 5.1. Let  ∈ SC∗b ([0,∞)). Deﬁne the functional tr
on L(1,∞)(N , ) by setting
tr(r) :=  ◦M
( 1
log(1+ t)
∫ t
0
s(r) ds
)
for all positive r ∈ L(1,∞)(N , ). We shall refer to the functional tr as a Connes–
Dixmier trace, after its introduction and use by Connes [2].
After Cesaro and Hardy [8, Section 1.3], deﬁne the Cesaro mean by
C() = 1

∫ 
0
g(s) ds,  > 0
for g ∈ Cb([0,∞)). Let  ∈ SC∗b ([0,∞)). The composition  ◦ C is called a Cesaro–
Banach limit, see Deﬁnition 5.3, and the set of Cesaro–Banach limits, denoted
CBL(R+), is a proper subset of BL(R+).
The identiﬁcation of Dixmier and Connes–Dixmier traces corresponding to the pair
(N , ) of a semiﬁnite von Neumann algebra N and faithful normal semiﬁnite trace is
as follows:
Theorem 6.2. Let (N , ) be a semiﬁnite von Neumann algebra N with faithful normal
semiﬁnite trace . Then
{Tr | ∈ D(R+)}={FL, |L ∈ BL(R+)},
{ tr |  ∈ SC∗b ([0,∞))}={FL, |L ∈ CBL(R+)},
where (t) = log(1+ t).
Proof. By construction FL,k(r) := fL,k−1(t (r)), where fL,k−1 is given in Deﬁnition
1.7. By Remark 1.9, fL,log(1+t)−1 = fL,et−1 ≡ fL,exp. Therefore, to prove the ﬁrst
equality, it is sufﬁcient to show that
(i) for a given  ∈ D(R+), there exists an L ∈ BL(R+) such that
L((x)(et )) = ((x)(t)), 0x ∈ L(1,∞)(N , );
where (x)(t) := (log(1+ t))−1 ∫ t0 x(s) ds.
(ii) for a given L ∈ BL(R+), there exists an  ∈ D(R+) such that the equality above
holds.
To establish (i), ﬁx an  ∈ D(R+) and deﬁne L(g) := (g1(log(t))), g ∈ Cb([0,∞)),
t0, where we set g1(s) := 0 if s < −1, g1(s) = g(s) if s0, g1(s) = (1 +
s)g(0), −1s < 0. Clearly, g1 is continuous on R. We show that L ∈ BL(R+). It
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is evident that L is a positive linear functional on Cb([0,∞)) which takes value 1 on
g(t) ≡ 1 and vanishes on C0([0,∞)). Thus, it remains to show that L is translation
invariant. Fix an a > 0 and consider L(Ta(g)) = ((Ta(g))1(log(t)). For all sufﬁciently
large t > 0, the value (Ta(g))1(log(t)) coincides with g(log(t)+a). On the other hand,
since  ∈ D(R+), we have
(g1(log(t)) = (Deag1(log(t)) = (g1(log(t · ea))) = (g1(log(t)+ a)).
As the value g1(log(t)+ a) also coincides with g(log(t)+ a) for all sufﬁciently large
t > 0, we conclude that L(Ta(g)) = L(g).
To show (ii), ﬁx an L ∈ BL(R+) and deﬁne (g) := L(g(et )), g ∈ Cb([0,∞)).
Again, it is clear that  is a positive linear functional on Cb([0,∞)) which takes
value 1 on g(t) ≡ 1 and vanishes on C0([0,∞)). To show that  is dilation invariant,
ﬁx an arbitrary 0. The translation invariance of L immediately yields that for every
r ∈ [0,∞)
L(g(et )) = L(Tr(g(et )) = L(g(et+r ))
and so, setting r := −min{0, log()}, we obtain
(Dg) = L((Dg)(et+r )) = L(g(et+r )) = L(g(et+(r+log())), g ∈ Cb([0,∞)).
By construction r + log() > 0 and again appealing to the translation invariance of
L, we conclude (Dg) = L(g(et )) = (g). This completes the proof of the ﬁrst
equality.
The second equality follows from Theorem 5.6 as tr(r) = ,log(1+t)(s(r)) where
,log(1+t) is a Connes–Dixmier functional, see Deﬁnition 5.2. 
Theorem 6.2 completes the identiﬁcation suggested by the results of [1]. It follows
from Theorem 6.2:
Theorem 6.3. Let (N , ) be a semiﬁnite von Neumann algebra N with faithful normal
semiﬁnite trace . Then
(i) the functionals Tr and tr on L(1,∞)(N , ) deﬁne singular traces on N for all
 ∈ D(R+) and  ∈ SC∗b ([0,∞)),
(ii) the set of Connes–Dixmier traces is a subset of the set of Dixmier traces.
Proof. The implication (⇐) in the statement of Theorem 6.1 does not require that N
be a factor. Hence (i) and (ii) follow from Theorem 6.2 and Example 4.3. 
Let (N , ) be a semiﬁnite von Neumann algebra N with faithful normal semiﬁnite
trace . The identiﬁcation in Theorem 6.2 allows the results of previous sections to be
applied to the Marcinkiewicz operator ideal L(1,∞)(N , ) as follows:
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Theorem 6.4. Let r ∈ L(1,∞)(N , ). Then
‖r‖0 := inf
r ′∈L(1,∞)0 (N ,)
‖r − r ′‖(1,∞) = sup
∈D(R+)
Tr(|r|)
and
‖r‖0 := inf
r ′∈L(1,∞)0 (N ,)
‖r − r ′‖(1,∞)  sup
∈SC∗b ([0,∞))
tr(|r|).
Proof. Remark 5.13, Theorems 5.12 A., 6.2 and 2.8 since ‖r‖0 ≡ 1(t (r)). 
In the following deﬁnition (iii) follows A. Connes (see [2, IV.2., Proposition 6,
Deﬁnition 7]).
Deﬁnition 6.5. Let r ∈ L(1,∞)(N , ) be positive. Then we say r is
(i) M-measurable if
lim
→∞
M
( 1
log(1+ t)
∫ t
0
s(r) ds
)
() = A
for some A0,
(ii) F-measurable if Tr(r) is independent of  ∈ D(R+),
(iii) measurable if tr(r) is independent of  ∈ SC∗b ([0,∞)),
(iv) Tauberian if
lim
t→∞
1
log(1+ t)
∫ t
0
s(r) ds = A
for some A0.
Theorem 6.6. Let r ∈ L(1,∞)(N , ) be positive. Then the following statements are
equivalent
(i) r is M-measurable,
(ii) r is F-measurable,
(iii) r is measurable,
(iv) r is Tauberian.
Proof. From the proof of Proposition 5.5 t (r) is M-measurable if and only if t (r)
is C−1 -measurable (see Deﬁnition 3.5). Hence the result follows directly from Remark
5.13 and Theorem 5.10. 
Remark 6.7. As mentioned in Remark 5.13, the equivalence of the statements (i) and
(iii) in Theorem 6.6 is a result stated and proved by Connes [2, IV.2., Proposition 6]
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for the special case (N , ) = (B(H),Tr) where H is a separable Hilbert space and Tr
is the canonical trace. That a positive element r ∈ L(1,∞)(N , ) is measurable if and
only if r is Tauberian is a new result.
Theorem 6.6 has the following corollary, which shall conclude the paper, linking
measurable operators and results of [1].
Corollary 6.8. Let r ∈ L(1,∞)(N , ) be positive. Deﬁne
r (s) = (rs)
for any s ∈ C with Re(s) > 1. Then the following statements are equivalent:
(i) r is measurable,
(ii) Tr(r) = lim
s→1+
(s − 1)r (s) = 2( 12 )−1 lim	→0+ 	(e
−(	r)−2)
for all  ∈ D(R+).
Proof. Theorem 6.6, Corollary 3.7 [1] and Proposition 4.2 [1]. 
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