Abstract. In the present paper, we consider a class of quadratic stochastic operators (q.s.o.) called b−bistochastic q.s.o. We include several properties of b−bistochastic q.s.o. and their dynamical behavior. One of the main findings in this paper is the description on the uniqueness of the fixed points. Besides, we list the conditions on strict contractive b−bistochastic q.s.o. on low dimensional simplices and it turns out that, the uniqueness of the fixed point does not imply strict contraction. Finally, we associated Markov measures with b-bistochastic q.s.o. On a class of b-bistochastic q.s.o. on finite dimensional simplex, the defined measures were proven to satisfy the mixing property. Moreover, we show that Markov measures associated with a class of b−bistochastic q.s.o on one dimensional simplex meets the absolute continuity property.
Introduction
The history of quadratic stochastic operators (q.s.o.) can be traced back to Bernstein's work [2] where such kind of operators appeared from the problems of population genetics (see also [11] ). Such kind of operators describe time evolution of variety species in biology are represented by so-called Lotka-Volterra(LV) systems [23] . Nowadays, scientists are interested in these operators, since they have a lot of applications especially in modelings in many different fields such as biology [9, 17] , physics [18, 22] , economics and mathematics [10, 11, 17, 22] .
Let us recall how q.s.o. appears in biology [11] . The time evolution of species in biology can be comprehended by the following situation. Let I = {1, 2, . . . , n} be the n type of species (or traits) in a population and we denote x (0) = (x (0) 1 , . . . , x (0) n ) to be the probability distribution of the species in an early state of that population. By P ij,k we mean the probability of an individual in the i th species and j th species to cross-fertilize and produce an individual from k th species (trait). Given x (0) = (x (0) 1 , . . . , x (0) n ), we can find the probability distribution of the first generation, x (1) = (x (1) 1 , . . . , x (1) n ) by using a total probability, i.e. This relation defines an operator which is denoted by V and it is called quadratic stochastic operator (q.s.o.). In other words, each q.s.o. describes the sequence of generations in terms of probabilities distribution if the values of P ij,k and the distribution of the current generation are given. In [7, 16] , it has given along self-contained exposition of the recent achievements and open problems in the theory of the q.s.o. The main problem in the nonlinear operator theory is to study the behavior of nonlinear operators. Presently, there are only a small number of studies on dynamical phenomena on higher dimensional systems, even though they are very important. In case of q.s.o., the difficulty of the problem depends on the given cubic matrix (P ijk ) m i,j,k=1 . In [24] a new majorization was introduced, and it opened a path for the study to generalize the theory of majorization by Hardy, Littlewood and Polya [8] . The new majorization has an advantage as compared to the classical one, since it can be defined as a partial order on sequences. While the classical one is not an antisymmetric order (because any sequence is majorized by any of its permutations), it is only defined as a preorder on sequence [24] . Most of the works in the mentioned paper were devoted to the investigation of majorized linear operators (see [8, 24] ). Therefore, it is natural to study nonlinear majorized operators.
In what follows, to differentiate between the terms majorization and classical majorization that was popularized by Hardy et al. [8] , we call majorization as b−order (which is denoted as ≤ b ) while classical majorization as majorization (which is denoted as ≺) only. In [6] it was introduced and studied q.s.o. with a property V (x) ≺ x for all x ∈ S n−1 . Such an operator is called bistochastic. In [15] , it was proposed to a definition of bistochastic q.s.o. in terms of b-order. Namely, a q.s.o. is called b−bistochastic if V (x) ≤ b x for all xS n−1 .
In this paper we continue our previous investigations on b-bistochastic operators. Namely, in Section 2 we recall several properties of b-bistochastic operators which will be used in the next sections. In Section 3, we describe sufficient conditions for the uniqueness of fixed points of b-bistochastic operators. Then in Section 4, we establish that b-bistochastic q.s.o. with unique fixed point may not be a strict contraction. In Section 5, we construct non-homogeneous Markov measures µ V,x associated with bbistochastic q.s.o. V and initial state x ∈ S n−1 . We prove that the Markov measure µ V,x , associated with b-bistochastic q.s.o. having unique fixed point, satisfied the mixing property. Note that this kind of construction of a Markov measures associated with q.s.o. was first considered in [4, 20] . Certain properties of the associated Markov chains have been investigated in several paper such as [13, 14, 19] According to the construction, the Markov measures depend on the initial state of x. Given q.s.o. it is interesting to know how the measures µ V,x relate to each other for different initial states. In final Section 6, we examine the absolute continuity of these measures for b-bistochastic q.s.o. We notice that similar kind of study was done in [5] for Mendelian q.s.o. We stress that, in that situation, the non-homogeneous Markov chain reduced to the Bernoulli measures. But in our situation, the measure µ x,V are purely non-homogeneous Markov. Therefore, the absolute continuity in this situation is not evident.
b-bistochastic operators
In this section we recall necessary definitions and facts about b-bistochastic operators. Throughout this paper we consider the simplex
Moreover, by ri S n−1 , we mean the relative interior of S n−1 , i.e.
Define functionals U k : R n → R by:
Let x, y ∈ S n−1 . We say that x is b-ordered or b-majorized by y (x ≤ b y) if and only if U k (x) ≤ U k (y), for all k ∈ {1, . . . , n − 1}.
The introduced relation is partial order i.e. it satisfies the following conditions:
Using the defined order, one can define the classical majorization [12] . First, recall that for any
. Take x, y ∈ S n−1 , then it is said that an element x is majorized by y and denoted x ≺ y if x [↓] ≤ b y [↓] . We refer the reader to [12] for more information regarding to this topic.
Any operators V with V (S n−1 ) ⊂ S n−1 is called stochastic.
Note that, the simplest nonlinear operators are quadratic ones. Therefore, we restrict ourselves to such kind of operators. Namely, a stochastic operator V : S n−1 → S n−1 is called quadratic stochastic operator (q.s.o.) if V has the following form:
where {P ij,k } are the heredity coefficients with the following properties:
for all x ∈ S n−1 , then it is called bistochastic [6] . In our definition, we are taking b−order instead of the majorization.
Let F : R n → R n be a given mapping by
If F is differentiable, then the Jacobian of F at a point x is defined by
A point x 0 is called fixed point of F if one has F (x 0 ) = x 0 . Definition 2.3. A fixed point x 0 is called hyperbolic if the absolute value of every eigenvalue λ of the Jacobian at x 0 satisfies |λ| = 1. Let x 0 be a hyperbolic fixed point, then 1. x 0 is called attractive if every eigenvalue of J(F (x 0 )) satisfies |λ| < 1.
2. x 0 is called repelling if every eigenvalue of J(F (x 0 )) satisfies |λ| > 1
In [15] we have proved the following.
Theorem 2.4.
[15] Let V be a b−bistochastic q.s.o. defined on S n−1 , then the following statements hold:
(ii) P ij,k = 0 for all i, j ∈ {k + 1, . . . , n} where k ∈ {1, . . . , n − 1} (iii) P nn,n = 1 (iv) for every x ∈ S n−1 one has
Theorem 2.5.
[15] Let V be a b−bistochastic q.s.o. defined on S n−1 , then for every x ∈ S n−1 the limit lim m→∞ V (m) (x) = x exists. Moreover, x is a fixed point of V .
Denote P = (P 1 , . . . , P n ) := (0, . . . , 0, 1).
Proposition 2.6. Let V : S n−1 → S n−1 be a b−bistochastic q.s.o., then P is its fixed point.
From the last proposition, it is tempted for us to investigate the behavior of the fixed point P. Using the substitution
We restrict ourselves to the consideration of the first n − 1 coordinates of V . In this case, the found fixed point above is reduced to x = (0, 0, . . . , 0). Moreover, using property (iv) in Theorem 2.4 and replacing x n = 1 − (x 1 + · · · + x n−1 ) one can find the Jacobian at the fixed point P namely,
Thus, the eigenvalues of
From the discovered eigenvalues and Theorem 2.4, we conclude the next corollary.
The conditions of the last corollary does not imply the uniqueness of fixed point P as shown in the following example.
Example 2.9. Let us denote
Take the heredity coefficients as follows:
3] a q.s.o generated by the given heredity coefficients is b-bistochastic. It is clear that, to obtain all fixed points, one must solve the following system
From (2.6), to find solutions other than x 1 = 0, we have to solve (1 − 2C 1 ) (x 1 − 1) = 0. Thus, a possible solution is x 1 = 1. Hence, we have another fixed point (1, 0, 0). Now assume x 1 = 0, then from the second equation of (2.6) one finds x 2 ((1 − 2 E 2 ) x 2 + 2 E 2 − 1) = 0 which has the solutions x 2 = 0 or x 2 = 1. Therefore, we have other fixed points (0, 0, 1) and (0, 1, 0). Consequently, we infer that (0, 0, 1) is not unique, while conditions of Corollary 2.8 are satisfied.
Uniqueness of the Fixed Point
From the previous section, it is natural to ask: What are conditions for the uniqueness of the fixed point P?. In this section, we are going to provide an answer to the raised question.
In the sequel, we need an auxiliary fact.
Lemma 3.1. The inequality
. , n} if and only if
(i) C ≤ (resp, <)0 and
The proof is obvious. Here is the main result of this section.
for any k ∈ {1, . . . , n − 1} and j = {k + 1, . . . , n}. Then, the fixed point P is unique.
, then all fixed points can be obtained by solving the system
which due to Theorem 2.4, the last system is equivalent to
In the case of k = n − 1, one has
+x n−1 ((P n−1n−1,n−1 − 2P n−1n,n−1 ) x n−1 + 2P n−1n,n−1 − 1) .
Let P kk,k < 1 and P kj,k < 1 2 for any k ∈ {1, . . . , n − 1}, j = {k + 1, . . . , n}. Therefore, one finds that P 11,1 − 1 < 0 and 2P 1j,1 − 1 < 0, for any j ∈ {2, . . . , n}. Hence, by means of Lemma 3.1 one gets
This implies that, the solution x 1 = 0 is unique for V (x) 1 = x 1 . Using induction, let us assume
, respectively. Now, we want to prove x k = 0 is also a unique solution for V (x) k = x k . Using the assumption, it is clear that (3.3) reduces to
By the same argument as before, we know that
which gives the uniqueness of x k = 0. One may proceed the same procedure to show x n−1 = 0 is unique. This completes the proof.
By V u we denote the set of all b-bistochastic q.s.o. whose heredity coefficients satisfy (3.2). From Theorem 3.2 we immediately find the following fact. This means that for any two operators V 1 , V 2 taken from V u , their convex combination λV 1 +(1−λ)V 2 also has a unique fixed point P, and moreover, all its trajectory converges to P. Note that, in general, this fact is not true, for arbitrary q.s.o.
Remark 3.4. The uniqueness conditions of fixed point P in Theorem 3.2 is only sufficient. Indeed, let us consider the following example in which we will keep the notations from Example 2.9.
Let V be a q.s.o. generated by the following heredity coefficients
and C 2 = 0. Due to [15, Theorem 5.3] , V is b-bistochastic. It is clear that, to obtain all fixed points, we should solve the following system
From the last system, it is evident that we need to solve (A 1 − 1) x 1 + (2B 1 − 1) x 2 = 0 in order to find solutions other than x 1 = 0. So, assuming x 1 > 0, we get
which it turns out that x 1 does not belong to the simplex S 2 (i.e x 1 < 0 since A 1 < 1). Whence, the only possible solution is x 1 = 0. Using this fact, one gets x 2 ((D 2 − 2 E 2 ) x 2 + 2 E 2 − 1) = 0, which yields
Uniqueness vs Contraction
It is a well-known that a strict contractive operator V has a unique fixed point, and all trajectories of V converge to that point with exponential rate. Hence, it is interesting to know whether b−bistochastic q.s.o. with unique fixed point is a strict contraction. In this section, we show it is not so. For the sake of simplicity, in this section, we restrict ourselves to one and two dimensional cases, respectively.
Let us recall that a stochastic operator V is said to be strict contraction if there exist α ∈ [0, 1) such that
Here, x = n i=1 |x i |. It is known [10] the following fact. 
From this theorem we immediately find the following results. Theorem 4.3. Let V : S 2 → S 2 be a b−bistochastic q.s.o. Then V is a strict contraction if and only if the maximum value of the following quantities is strictly less than 1.
where the notations of heredity coefficients used here are the same as given by (2.5).
In both cases (i.e one and two dimensional simplices), the uniqueness of the fixed point of b−bistochastic q.s.o. does not imply their strict contractivity. Indeed, we consider the following examples. 
According to [15, Theorem 5.3 ] the defined operator is b−bistochastic q.s.o. Moreover, one finds that
which implies V is not a strict contraction. On the other hand, from Theorem 3.2 one concludes that V has a unique fixed point (0, 0, 1).
Mixing property of nonhomogenous Markov chains associated with b−Bistochastic q.s.o
In this section, we first construct non-homogeneous Markov measures associated with b-bistochastic q.s.o. Then we study its mixing property. Now, let us recall some terminologies. Denote Ω = ∞ i=0 E i , E i = {1, . . . , n}. A subset of Ω given by
is called thin cylindrical set, where i k ∈ {1, . . . , n}. By F we denote the σ−algebra generated by thin cylindrical sets. Since the finite disjoint unions of thin cylinders form an algebra which generates F, therefore a measure µ on F is uniquely deteremined by the values
Therefore, to define a measure on measurable space (Ω, F), it is enough to define on the thin cylindrical sets. Recall that, a measure µ on (Ω, F) is called non-homogeneous Markov measure if for any sequence of states i, j, k m−1 , k m−2 , . . . , k 0 and for any m ≥ 0, m ∈ N one has
In a convenient way, the collection of transition probabilities at instance m can be represented in a square stochastic matrix known as transition probability matrix
. The sequence of such matrices P := {P [m,m+1] } m≥0 is called a non-homogeneous Markov chain. Note that every matrix P [m,m+1] acts on x = (x 1 , x 2 , . . . , x n ) ∈ S n−1 by
Moreover, for any natural number k, m (k > m ≥ 0), the transition probabilities in k − m steps P [m,k] can be calculated as a composition of linear operators, i.e.
Now, we are going to give a construction of a Markov measure associated with q.s.o. Note that, this kind of construction was first considered in [4, 20] . Certain properties of the associated Markov chains have been investigated in several paper such as [13, 14, 19] Let V : S n−1 → S n−1 be a q.s.o. defined by heredity coefficients {P ij,k } n i,j,k=1 and we denote x (m) j = (V (m) (x)) j , x ∈ S n−1 . Denote E = {1, 2, . . . , n} and consider (Ω, F). Define a matrix H
is a stochastic matrix. Now, we define a measure associated with a q.s.o. V by
The defined measures µ
V,x are non-homogeneous Markov measures (see [4, 16] ). We denote σ as the shift transformation of Ω, i.e. σ(ω) n = ω n+1 , ω ∈ Ω. Definition 5.2. A measure µ defined on Ω is said to satisfy mixing property if for any A, B ∈ F one has lim
Remark 5.3. If the measure µ is shift invariant, (µ σ −1 (A) = µ(A) for any A ∈ F, then the mixing reduces to the well-known notion of mixing [3] .
and the rule of H [k,m] ij,x can be calculated as follows
or it can be computed as a usual matrix multiplication (let H
By support of x we mean a set Supp(x) = {i ∈ E|x i = 0} . In what follow we need an auxiliary result from [1] .
Theorem 5.5.
[1] Let V be a q.s.o. The following statements are equivalent: (i) V is asymptotically stable;
(ii) there exists p * ∈ S n−1 such that for all x ∈ S n−1 and z ∈ S n−1 with Supp(z) ⊆ Supp(x) we have lim
(iii) there exists p * ∈ S n−1 such that for all k ≥ 0, and all x ∈ S n−1 , z ∈ S n−1 with Supp(z) ⊆ Supp(x) we have
Now, let us consider any b−bistochastic q.s.o. V with a unique fixed point P . Due to Theorem 2.5 we conclude that for any x ∈ S n−1 lim m→∞ V (m) (x) = P, (i.e V is regular). Furthermore, we consider the corresponding Markov measure µ V,x . A main result of this section is the following theorem.
Theorem 5.6. Let V be a b−bistochastic q.s.o. with a unique fixed point P. Then, for every x ∈ ri S n−1 , the measure µ V,x satisfies the mixing property.
Proof. Since the algebra F is generated by thin cylindrical set, due to density argument, it is enough to proof the theorem for the thin cylindrical set.
. . , j t ) and
It is clear that
From (5.7) and (5.8) we find
Due to stochasticity, one infers that 
Absolute Continuity of Corresponding Markov Measures
In the previous section, we have defined non-homogeneous Markov measures associated with q.s.o. It is clear that that these measures depend on the initial state of x. Given q.s.o. it is interesting to know how the measures µ V,x relate to each other for different initial states. In this section, we are going to examine the absolute continuity of these measures for b-bistochastic q.s.o.
Let us recall some necessary notions and notations. Let (Ω, F) be a measurable space as introduced before. Assume that the space is equipped with two different probability measures µ andμ. In addition, suppose on the space given there is defined a family (F m ) m−1 of σ−algebras such that
Moreover, for each µ m andμ m , we restrict the measure on the defined space (Ω, F m ). Let B ∈ F m and µ m (B) = µ(B),μ m (B) =μ(B).
Definition 6.1. Let µ andμ be two probabilistic measures. It is called thatμ is absolutely continuous with respect to µ (write it asμ ≪ µ) ifμ(A) = 0 whenever µ(A) = 0, A ∈ F. In addition, if µ ≪μ andμ ≪ µ, then µ andμ are equivalent (in shortμ ∼ µ)
Besides, µ andμ are singular (or orthogonal (μ ⊥ µ)) if there is a set A ∈ F such thatμ(A) = 1 and µ(A c ) = 1 Then ifμ ≪ loc µ we haveμ
where
.
It worth to note the following remark.
Remark 6.4. Let us assume (1 − α m ) 2 can be decomposed in the following form:
3)
Consequently, the expectation can be written explicitly as follows
In what follows, it is assumed that every σ-algebra F m−1 is finite, i.e. generated by finitely many random variablesÂ 1 ,Â 2 , . . . ,Â l . Then the expectation with respect to σ−algebra F m−1 is calculated byμ
Therefore, one needs to compute the conditional measures with respect to all components A i andÂ j in order to find the expectation.
In this section, for the sake of simplicity, we consider a class q.s.o. V a : S 1 → S 1 defined by P 11,1 = a, P 21,1 = P 12,1 = 0, P 22,1 = 0. (6.4) Thus, P 11,2 = 1 − a, P 21,2 = P 12,2 = 1 and P 22,2 = 1. One easily can check V a is indeed a class of b−bistochastic q.s.o. and if 0 ≤ a < 1 then V a has unique fixed point (0, 1). For this q.s.o. we have E = {1, 2}, x = (x 1 , x 2 ) ∈ S 1 . One can calculate that
Proposition 6.5. Let V a be a b−bistochastic q.s.o. given by (6.4) . Assume that x = (x 1 , x 2 ) ∈ S 1 and let µ x,Va be a measure defined by (5.3), then the following statements hold:
The proof immediately follows from (6.5).
The following theorem is a main result of this section.
Theorem 6.6. Let V a be a b−bistochastic q.s.o. given by (6.4) and a measure µ x,Va be defined by (5.3), then the following statements hold:
where x = (x 1 , x 2 ), y = (y 1 , y 2 ) ∈ S 1 and 0 ≤ a, a 1 , a 2 ≤ 1. 
One can see that z m and z m−1 , respectively, can be rewritten as follows
Here, we have used a hint χ
Now, we are ready to compute α m .
We stress that, α m is bounded almost everywhere, except for the case ω = (ω 0 = 1, ω 1 = 1, . . . , ) and x 1 > y 1 . Indeed, the measure µ y,Va at this point is zero. Therefore, one finds that α m satisfies the condition (6.2) (see Theorem 6.3). we find
The crucial point in this proof is to make proper partitions on ω with regard to the convergence of the following series:
From (6.6), one concludes that it is enough to compute the expectation on the events
By virtue of Remark 6.4, we have To study the series (6.8), we examine two subcases. First, we consider elements ω in the following form: Taking ω in the form of (6.9), we find which is finite. Otherwise, if ω = (1, 1, . . . , 1, . . . ), then the series given by (6.10) is diverged. In other cases, the series will be zero. We can conclude that, the series is converged almost everywhere except when ω = (1, 1, . . . , 1, . . . ). From the considered two cases above, we conclude that the series (6.7) is converged almost everywhere. Hence, Consequently, from (6.11) and (6.12), we infer that µ x,Va ∼ µ y,Va . This completes the proof.
From this theorem, we are in a position to formulate the following conjecture.
Conjecture 6.7. Let V be a regular q.s.o. Then for any x, y ∈ S n−1 the corresponding Markov measures µ x,V , µ y,V are equivalent, i.e. µ x,V ∼ µ y,V .
