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SUPERSYMMETRIC SEMISIMPLE
CARDY-FROBENIUS ALGEBRAS
A. IONOV
Abstract. Cardy-Frobenius algebra is the algebraic structure
on the space of states in open-closed topological field theory. We
prove that every semisimple super Cardy-Frobenius algebras is the
direct sum of the super Cardy-Frobenius algebras of three simple
types. We also apply our results to singularity theory via Landau-
Ginzburg models and matrix factorizations.
1. Introduction
Topological field theories reflect the topological aspects of string the-
ory. It was first introduced by Atiyah ([2]). The corresponding alge-
braical object for 2D-topologiacl field theories is Frobenius algebras
for closed field theories (i.e. those where the worldsheet is the closed
Riemann surface) and Cardy-Frobenius algebras for open-closed field
theories (i.e. those where the worldsheet is the Riemann surface with
boundary). The latter ones were developed and defined in [5] and [6].
The proof of equivalence of the corresponding categories could be found
in [1]. The notion of super Cardy-Frobenius algebra were introduced
in [5] in the case of super field theories.
One of the important examples of the open-closed topological su-
per field theories is provided by the so-called Landau-Ginzburg mod-
els. The mathematical way to formulate this theory is via matrix fac-
torization. This theory is of the great interest because it is strongly
connected with some questions in algebraic geometry and singularities
theory. (See, for example, [8] for these connections.)
In this work, we provide the classification of the semisimple su-
per Cardy-Frobenius algebras. More precisely, the semisimple super
Cardy-Frobenius algebra could be decomposed in the sum of the Cardy-
Frobenius algebras of three types which we call elementary. This is the
super analog of the classification of [1].
We also use our results in singularity theory via Landau-Ginzburg
models. We are interested in the conjecture of Hailong Dao ([4], Con-
jecture 3.15). It was first proved in [7]. Another proof with the use
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of Landau-Ginzburg models was given in [9]. Using our results, we
provide a simple proof for this conjecture in semisimple case.
In Section 2 we give the definitions and examples.
In Section 3 we prove our main classificational result (Theorem 3.1).
In Section 4 we introduce Landau-Ginzburg theory and apply the
results of Section 3 to singularity theory.
We will use the following conventions and notations:
1.1. Conventions and notations. Let K be our basic field. We will
assume it to be algebraically closed.
We will denote by E the identity matrix and by Ei,j the matrix with
the entry 1 in the cell (i, j) and zeroes in other cells.
1.2. Acknowledgements. The author would like to thank
S.Natanzon for useful discussions. The author was supported by the
grants NSh-5138.2014.1 and RFBR 15-01-09242.
2. Super Cardy-Frobenius algebra
Let us start with the definition:
Definition 2.1. ([5]) The super Cardy-Frobenius algebra consists of
the following data and conditions:
1) a commutative (in the super sense) finite-dimensional unital Z/2Z-
graded algebra A (which we will call a bulk algebra) and a finite-
dimensional unital Z/2Z-graded algebra B (which we will call a bound-
ary algebra); we denote by | · | ∈ {0, 1} the degree function for elements
of A and B of pure degree;
2) a pair of linear forms on them: θA : A→ K and θB : B → K such
that billinear forms 〈·, ·〉A, and 〈·, ·〉B obtained by relation
〈X, Y 〉 : = θ(XY ).
are nondegenerate and symmetric:
(2.1) θ(XY ) = (−1)|X||Y |θ(Y X),
for elements X, Y of pure degree;
3) a homomorphism of unital algebras τ∗ : A→ B, which maps A to
the center of B and preserves grading (bulk-boundary map);
4) a map of vector spaces τ ∗ : B → A, conjugated to τ∗ with respect
to bilinear forms, which either preserves or reverses grading (boundary-
bulk map);
5) (Cardy condition.) 〈τ ∗(X), τ ∗(Y )〉A = strK(mX,Y ), where
mX,Y ∈ EndK(B) is the multiplication map:
(2.2) mX,Y : B → B : f 7→ (−1)
|X||Y |+|X||f |Y · f ·X,
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for any X, Y ∈ B.
Example 2.2. Algebras A = K,B = 0 with θA(1) = λ 6= 0 form a
(super) Cardy-Frobenius algebra
Example 2.3. Let A = K,B = Mat(n|m), i.e. the algebra of endo-
morphisms of the graded vector space Kn|m. Consider the forms and
the maps:
θA(x) = λx, θB(X) = µ str(X), where λ, µ ∈ K
×;
τ∗(x) = xE, τ
∗(X) =
µ
λ
str(X)
such that the following relation holds:
(2.3) λ = µ2.
Then it is a Cardy-Frobenius algebra.
Proof. Let us check the Cardy condition.
We will abstractly identify Mat(n|m) with Mat(n + m) as algebra
by forgeting grading and consider the elements Ei,j as the elements of
Mat(n|m).
By linearity it suffices to check the Cardy condition for elements Ei,j
and compute the traces in basis Ei,j . Note that:
Ei1,j1Ek,lEi2,j2 = δj1,kδl,i2Ei1,j2.
Thus,
str(mEi1,j1 ,Ei2,j2 ) =


0, if i1 6= j1 or i2 6= j2;
1, if i1 = j1, i2 = j2 and |Ei1,i2| = 0;
−1, if i1 = j1, i2 = j2 and |Ei1,i2 | = 1.
Let us also note that:
τ ∗(Ei,j) =


µ
λ
, if i = j ≤ n;
−µ
λ
, if i = j > n;
0, if i 6= j.
Then,
〈τ ∗(Ei1,j1), τ
∗(Ei2,j2)〉 =


0, if i1 6= j1 or i2 6= j2;
µ2
λ
, if i1 = j1, i2 = j2 and either i1, i2 ≤ n, or i1, i2 > n;
−µ
2
λ
, otherwise.
Therefore, (2.3) is equivalent to the Cardy condition.

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Example 2.4. Let A = K,B = Q(n) := Mat(n)[ξ], where |ξ| = 1 and
ξ2 = 1. Consider the forms and the maps:
θA(x) = λx, θB(X + Y ξ) = µ tr(Y ), where λ, µ ∈ K
×;
τ∗(x) = xE, τ
∗(X + Y ξ) =
µ
λ
tr(Y )
such that the following relation holds:
(2.4) λ =
1
2
µ2.
Then it is a Cardy-Frobenius algebra.
Proof. Let us check the Cardy condition. By linearity it suffices to
consider only elements Ei,j and Ei,jξ and compute traces in the same
basis.
In this basis operatormEi1,j1 ,Ei2,j2 has nonzero diagonal entries if and
only if i1 = j1 and i2 = j2. In this case, it is 1 for Ei1,i2 and 1 for Ei1,i2ξ.
Since one of them is even and the other is odd, they are taken with
different signs and the right hand side of the Cardy condition vanishes.
If X and Y have the different parity, then in the chosen basis, oper-
ator mX,Y has no nonzero entries on the diagonal.
Note that τ ∗ vanishes on even elements. Thus, the Cardy condition
is valid if at least one of the elements is even. Therefore, it remains to
check it for X = Ei1,j1ξ, Y = Ei2,j2ξ.
Operator mEi1,j1ξ,Ei2,j2ξ has non zero diagonal entries in the chosen
basis only if and only if i1 = j1 and i2 = j2. In this case, it is 1 for Ei1,i2
and 1 for Ei1,i2ξ. Due to the choice of signs in (2.2), both of them are
taken with the sign + and the right-hand side of the Cardy condition
is equal to 2.
Let us note that τ ∗(Ei1,i1ξ) = τ
∗(Ei2,i2ξ) =
µ
λ
and the left-hand side
of the Cardy condition equals µ
2
λ
. Therefore, (2.4) is equivalent to the
Cardy condition.

Definition 2.5. We will call the Cardy-Frobenius algebras of Exam-
ple 2.2, Example 2.3, Example 2.4 elementary Cardy-Frobenius alge-
bras.
Further, we will work with semisimple super Cardy-Frobenius alge-
bras:
Definition 2.6. The Cardy-Frobenius algebra is called semisimple if
A and B are semisimple in the category of Z/2Z-graded algebras.
Example 2.7. The elementary Cardy-Frobenius algebras are semisim-
ple.
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Definition 2.8. The direct sum of the Cardy-Frobenius algebras
(A1, B1, θA1 , θB1 , τ
∗
1 , τ1∗) and (A2, B2, θA2 , θB2 , τ
∗
2 , τ2∗) is defined by tak-
ing A1 ⊕A2 as a bulk algebra, B1 ⊕ B2 as a boundary algebra and
θA1⊕A2(a1⊕a2) = θA1(a1)+θA2(a2), θB1⊕B2(b1⊕b2) = θB1(b1)+θB2(b2),
τ ∗(b1 ⊕ b2) = τ
∗
1 (b1) + τ
∗
2 (b2), τ∗(a1 ⊕ a2) = τ1∗(a1) + τ2∗(a2).
3. Classification of semisimple Cardy-Frobenius algebras
In this section we provide a full classification of semisimple Cardy-
Frobenius algebras. It is the super analog of the classification of [1].
Theorem 3.1. Semisimple Cardy-Frobenius algebra is the direct sum
of the elementary Cardy-Frobenius algebras.
Let (A,B, θA, θB, τ
∗, τ∗) be a semisimple Cardy-Frobenius algebra.
3.2. Algebras. First of all we need the classification of semisimple
Z/2Z-graded algebras. We will use the following analog of the Artin-
Wedderburn theorem:
Theorem 3.3. ([10])
1) Semisimple Z/2Z-graded algebras are the direct sums of simple.
2) Simple Z/2Z-graded algebras are either Mat(n|m) or Q(n).
Note that K = Mat(1|0) is the only commutative algebra among the
list of simple algebras. Thus we obtain the following:
Corollary 3.4. We have the isomorphism of the algebras
A = K ⊕ . . .⊕K. In particular, A is purely even.
We will denote by e1, . . . , ek ∈ A the idempotents corresponding to
the decomposition A = K ⊕ . . .⊕K.
3.5. Linear forms. Secondly, we need to find linear forms on semisim-
ple algebras satisfying (2.1) and providing nondegenerate bilinear
forms.
According to Theorem 3.3, it is sufficient to study linear forms satis-
fying (2.1) for Mat(n|m) and Q(n) as we can restrict θ on direct sum-
mands. The answer in this cases is given by Lemma 3.6 and Lemma 3.7.
Lemma 3.6. Linear form on Mat(n|m) satisfying (2.1) is proportional
to str(·).
Proof. Consider the even part of the algebra. It is isomorphic to
Mat(n) ⊕Mat(m). It is well-known that the form on matrix algebra
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satisfying θ(XY ) = θ(Y X) is proportional to trace. Then the restric-
tion of θ on each of summands is proportional to trace. We will asume
that n,m > 0.
Let us prove that these coefficients of proportionality are opposite.
Note that
E1,1 = E1,n+1En+1,1 and En+1,n+1 = En+1,1E1,n+1.
Then the condition (2.1) implies
θ(E1,1) = −θ(En+1,n+1).
Therefore, the restriction of θ(·) on the even part is proportional to
str(·).
Thus, it remains to check that the restriction to the odd part van-
ishes. Let X ∈ Mat(n), Y ∈ Mat(m) be invertible elements, then(
X 0
0 Y −1
)(
0 Z
0 0
)(
X−1 0
0 Y
)
=
(
0 XZY
0 0
)
.
Then it follows that
θ(
(
0 Z
0 0
)
) = θ(
(
0 XZY
0 0
)
).
But there are no nonzero forms on Matn×m satisfying this property for
every invertible X, Y . 
Lemma 3.7. Linear form on Q(n) satisfying (2.1) is proportional to
the form of Example 2.4.
Proof. Note that for X ∈ Mat(n):
θ(X) = θ(Eξ ·Xξ) = θ(Xξ ·Eξ).
The last two expressions are opposite by (2.1) and, thus, it is zero.
Therefore, the restriction of θ to the even part is identically zero.
The odd part of Q(n) consists of the elements Xξ, where
X ∈ Mat(n). Thus, we need the linear map θ from elements of the
form Xξ such that
θ(Y · Zξ) = θ(Zξ · Y ),
for Y, Z ∈ Mat(n). But this is exactly the same as the linear form on
Mat(n) such that θ(Y Z) = θ(ZY ). All such linear forms are propor-
tional to tr(·), as was discussed earlier.

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3.8. The maps τ∗ and τ
∗ and the Cardy condition. Let
B = B1 ⊕ . . . ⊕ Bm be the decomposition of B in the sum of sim-
ple Z/2Z-graded algebras. Denote by 1i the unit of Bi as an element
of B.
Proposition 3.9. There is the reordering of ei and Bj such that
1) τ∗(ei) = 1i for i = 1, . . . , m;
2) τ∗(ei) = 0 for i = m+ 1, . . . , k.
In particular, k ≥ m.
Proof. By Definition 2.1 4), the images of the elements ei under τ∗ lie in
the center of B. The centers of simple algebrasMat(n|m) and Q(n) are
generated by the unit element. Thus, the center ofB isK11⊕. . .⊕K1m.
Moreover, by Definition 2.1 4), τ∗ is the homomorphism of uni-
tal algebras. It follows that τ∗(ei) = 1i1 + . . . + 1il for some
{i1, . . . , il} ⊂ {1, . . . , m}. These subsets do not intersect for different
i, since eiej = 0 for i 6= j.
It remains to check that these subsets for each i have no more than
one element. Assume that τ∗(ei) = 1i1 +1i2 + . . .. Then, for any pair of
elements X ∈ Bi1 , Y ∈ Bi2 the right-hand side of the Cardy condition
(Definition 2.1 5) ) vanishes, since Y BX ⊂ Bi1 ∩ Bi2 = {0}.
On the other hand, by conjugacy τ ∗(X) =
〈1i1 ,X〉B
〈ei,ei〉A
ei and
τ ∗(Y ) =
〈1i2 ,Y 〉B
〈ei,ei〉A
ei. Thus, the left hand side of the Cardy condition
equals
〈1i1, X〉B〈1i2, Y 〉B
〈ei, ei〉A
.
But this is nonzero for some X, Y , because the form 〈·, ·〉B is nonde-
generate. 
Proof of Theorem 3.1. By Proposition 3.9 we have a decomposition of
the semisimple Cardy-Frobenius algebra into the direct sum of Cardy-
Frobenius algebras with A = K and B equal to 0,Mat(n|m) or Q(n)
and with τ∗ mapping the unit of A to the unit of B.
Lemma 3.6 and Lemma 3.7 imply that the linear forms coincide with
the forms of Example 2.3, Example 2.4.
Also note that τ ∗ is uniquely defined from τ∗ by conjugacy.
The checking of the Cardy condition for Example 2.3 and Exam-
ple 2.4 implies that it is equivalent to (2.3) and (2.4). 
4. Matrix factorizations
We are substantially interested in the open-closed topological field
theories coming from matrix factorization. We refer to [3],[8],[9] for
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defintions of the category of matrix factorizations and its basic prop-
erties.
Let R be a matrix factorization of the polynomialW ∈ K[x1, . . . , xn].
Then put A = K[x1, . . . , xn]/(∂x1W, . . . , ∂xnW ), i.e. the Milnor ring of
W and B = End(R), i.e. the cohomologies of endomorphisms dg-ring of
R in the dg-category of matrix factorizations of W . Let us also define
the maps:
τ∗ : X 7→ X · 1R; τ
∗ : Y 7→ (−1)(
n+1
2 )str(Y ∂x1dR . . . ∂xndR)
and linear forms:
θA(X) = ResK[x]/K
[ Xdx
∂x1W, . . . , ∂xnW
]
.
and
θB(Y ) = ResK[x]/K
[str(Y ∂x1dR · · ·∂xndR)dx
∂x1W, . . . , ∂xnW
]
.
This forms naturally come from the structure of Calabi-Yau dg-
category of dimension n on the category of matrix factorizations of
W .
Proposition 4.1. The above A,B, θA, θB, τ
∗, τ∗ are well-defined and
form a Cardy-Frobenius algebra.
The proofs of Proposition 4.1 can be found in [3] and [9]. Here we
give a proof of Cardy in the special but remarkable case.
For Z/2Z-graded vector space V = V0⊕V1 let us denote by χ(V ) its
Euler characteristic:
χ(V ) = dim V0 − dimV1.
Note that m1,1 is the identity operator and so str(m1,1) is equal to
the Euler characteristic χ(End(R)). Let us also note that if n is odd,
then τ ∗(1) = str(∂x1dR . . . ∂xndR) = 0, since this is the product of the
odd number of odd elements. Thus, the following result is equivalent
to the Cardy condition for X = Y = 1:
Theorem 4.2. Let R be a matrix factorization of W ∈ K[x1, . . . , xn]
and let n be odd. Then
χ(End(R)) = 0.
This result is notable because it is equivalent to the conjecture of
Hailong Dao ([4], Conjecture 3.15). Indeed, in [8] the relation between
the category of singularities and the category of matrix factorizations
is established and the conjecture of [4] could be seen as the vanish-
ing of the Euler characteristics of Hom-complexes in the category of
singularities.
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We provide a simple proof of this result under an assumption of
semisimplicity. By this we means that we will suppose thatB = End(R)
is semisimple as the Z/2Z-graded algebra.
Proof. Consider the decomposition of B into the sum of simple alge-
bras: B = B1 ⊕ . . . ⊕ Bn. Note that, θB(Y ) vanishes for every even
Y ∈ B if n is odd. Then, it follows from Lemma 3.6 and Lemma 3.7
that Bi = Q(ni) for all i.
Then we have:
χ(B) =
∑
χ(Q(ni)) = 0.

References
[1] Alexeevski, A. & Natanzon, S. (2006). Non-commutative extensions of two-
dimensional topological field theories and Hurwitz numbers for real algebraic
curves. Selecta Math. (N.S.), 12:307-377.
[2] Atiyah, M. (1988). Topological Quantum Field Theories. Inst. Hautes Etudes
Sci. Publ. Math., 68:175-186.
[3] Carqueville, N. & Murfet, D. (2012). Adjunctions and defects in Landau-
Ginzburg models, arXiv:math/1208.1481.
[4] Dao, H. (2012). Decent intersection and Tor-rigidity for modules over local
hypersurfaces. Trans. Amer. Math. Soc., 365:2803-2821.
[5] Lazaroiu, C.I. (2001). On the structure of open-closed topological field theory
in two dimensions. Nucl Phys B, 603:497-530.
[6] Moore G.W. (2001). Some comments on branes, G-flux and K-theory. Int. J.
Mod. Phys. A, 16: 936-944.
[7] Moore, W.F., Piepmeyer, G., Spiroff, S. & Walker, M.E. (2011). Hochster’s
theta invariant and Hodge-Riemann bilinear relations. Adv. Math., 226:1692-1714.
[8] Orlov, D. (2009). Derived Categories of Coherent Sheaves and Triangulated
Categories of Singularities. Progr. Math., 270:503-531.
[9] Polishchuk, A. & Vaintrob, A. (2012). Chern characters and Hirzebruch-
Riemann-Roch formula for matrix factorizations. Duke Math. J., 161:1863-1926
[10] Wall, C.T.C. (1964). Graded Brauer Groups. J.Reine Angew. Math., 213:187-
199.
A.I.: National Research University Higher School of Economics
Department of Mathematics, 20 Myasnitskaya st, Moscow 101000 Russia;
8916456@rambler.ru
9
