Abstract-This paper proposes a Self-organized Spectrum Assignment strategy in the context of next generation multicell Orthogonal Frequency Division Multiple Access networks. The proposed strategy is able to dynamically find spectrum assignments per cell depending on the spatial distribution of the users over the scenario, opening new spectrum access opportunities for secondary spectrum usage. Reinforcement Learning methodology has been employed to implement the strategy, which compared with other fixed and dynamic spectrum assignment strategies shows the best tradeoff between spectral efficiency and Qualityof-Service while releases spectrum in large geographical areas.
I. INTRODUCTION
The detected spectrum scarcity and its underutilization in current networks [1] claim for a new paradigm of spectrum access that overcomes current regulatory and technological barriers and promotes the usage of the spectrum dynamically and opportunistically by accounting for the different temporal and spatial spectrum demands. To this end, different spectrum access management models have been identified being currently under consideration by the spectrum regulatory bodies. The Private Commons initiative [2] has arisen as a spectrum access model where primary spectrum owners (usually the operators) agree to open their spectrum and to generate spectrum opportunities for secondary usage at the same time that they may charge a fee for each commercial secondary spectrum access. Thus, within this initiative, primary operators aim at performing a Dynamic Spectrum Assignment (DSA) strategy to maximize spectral efficiency and maintain the Quality of Service (QoS) of their users while pieces of spectrum are released in large geographical areas to create spectrum access opportunities.
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In this context and to cope with the DSA problem, primary operators face the challenge of deploying a flexible radio access interface that eases the spectrum assignment. In this sense, OFDMA (Orthogonal Frequency Division Multiple Access) is a multiple access technique that is in the main stream of current proposed systems (3G LTE, WiMax) and at the same time is suitable for cognitive radio usage [3] .
Furthermore, primary operators should give to their network the proper self-organization mechanisms to automatically observe, analyze, learn and react to the diverse temporal and spatial spectrum demands in a typical cognition cycle [4] . Thus, operational costs can be reduced while adaptability and robustness is given to the network [5] . Therefore, selforganized spectrum management techniques that adapt the network to the environment in which it is immersed become crucial. In this way, Reinforcement Learning (RL) techniques show appealing cognitive capabilities since they try to solve a problem from the continuous interaction with an environment that returns a numerical representation of a goal achievement (reward) for each RL action [6] .
In our previous work, we showed that RL is suitable for spectrum management tasks under static [7] and dynamic [8] variations of the network traffic demands. In this paper we present a self-organized spectrum management framework enabling secondary cognitive radio usage in a multicell OFDMA system within the Private Commons spectrum access model. The framework embraces the DSA problem at a network level by sharing the whole spectrum among different cells. Thus, cognitive network functionalities, like network observation, analysis decision and learning are introduced in order to provide the network with the ability to automatically decide the adequate spectrum assignment to the different base station transmitters. Moreover, the ability of RL to learn from interaction with the network to discover proper dynamic spectrum assignments of groups of contiguous OFDMA subcarriers or chunks to cells is exploited to propose a self-organized RLbased algorithm for the DSA problem.
The proposed RL-based algorithm is compared with the fixed frequency reuse schemes so far proposed for cellular OFDMA planning, showing that the proposed scheme (i) improves spectral efficiency, (ii) maintains users' QoS satisfaction and, (iii) enables opportunistic spectrum access (by releasing some frequency bands in large geographical areas) in a way that secondary spectrum usage might be introduced without penalizing the primary licensed users.
Following introduction, section II describes the proposed RL-based model for DSA. Section III is devoted to present the RL-based algorithm where the RL REINFORCE [9] methodology adopted here is explained. Finally, section IV discusses results and section V concludes this work.
II. DYNAMIC SPECTRUM ASSIGNMENT SYSTEM MODEL Fig. 1 depicts the proposed DSA framework for a multicell OFDMA network. It is composed of a centralized DSA controller providing the proper cell-by-cell chunk assignment based on a RL-DSA (Dynamic Spectrum Assignment) algorithm. It is located in an entity of the network able to control a set of cells (e.g., the aGW in the case of 3G LTE). Each cell has a Short-Term Scheduler (STS) in charge of scheduling in the short-term the users' transmissions into the available resources (i.e., chunks assigned by the DSA controller) in temporal frame-by-frame basis.
The network variable status is observed and analyzed by a RL Trigger entity to detect the instants when the current spectrum assignment is no longer valid and thus trigger the RL-DSA algorithm. Metrics such as the load per cell, the intercell interference patterns and the QoS indicators are combined to decide the execution of the RL algorithm.
The RL-DSA algorithm is executed and its intermediate actions (candidate spectrum assignments) are applied to a Network Characterization Entity (NCE) based on real measurements that mimics the behavior of the real network. Inputs to NCE are the deployment of base stations, the load per cell and the average pathloss of the users from serving and neighboring cells. These measurements can actually be obtained from real networks. As it is discussed in next section, RL-DSA converges to a solution based on the interaction with the NCE that returns the reward for a given action. Finally, a Decision Maker analyses the status of the algorithm to decide when the RL-DSA algorithm converges and the final chunk-to-cell assignment. Also it implements the procedures to redeploy the new assignment in the real system.
III. RL-DSA ALGORITHM
Reinforcement Learning is learning the suitable set of actions to choose in order to maximize a numerical reward given that there is a continuous interaction with the outside world [6] . Then, we propose an algorithm that based on a set of RL agents (whose actions reflect possible spectrum assignments) learns the most suitable spectrum assignment that maximizes a given reward from the cellular network.
Consider N available chunks in a downlink OFDMA cellular system to distribute over K cells. Once it has been triggered, the purpose of the RL-DSA algorithm is to decide which chunks should be assigned to a cell and which not. To this end, the RL-DSA algorithm seeks chunk-to-cell assignments that maximize spectral efficiency per cell provided that the QoS per cell is assured while pieces of spectrum could be released for secondary radio usage. To cope with this problem, an RL system composed of KN RL agents based on the REINFORCE methods is proposed ( Fig. 2(a) ). This way, the network autonomously learns the best way of self-organize its spectrum in order to fulfill the operator's requirements.
A. Single RL Agent
Each RL agent is based on RL REINFORCE methods. Consider a single RL agent i represented in Fig. 2(b) that interacts with an environment in a succession of time steps. The total interaction with the environment of the agent is composed of a reward signal r and an input signal x i biased by a weighting value w i , that is z i =w i x i can be considered the effective input to the agent.
Then, the RL agent propagates the input z i to the output y i that is a binary number representing two possible actions. In fact, the RL agent is also called Bernoulli-logistic unit (BLU) because y i is a Bernoulli random variable with parameter
That is, p i represents the probability that the output y i is 1, and contains the knowledge of the agent since it determines how often one of the two possible actions are chosen. Moreover, internal probabilities in the RL agents are always maintained within the interval [p explore , 1−p explore ] to assure a minimum exploratory probability p explore . In this way, some actions that are not considered suitable a priori are selected even if internal probabilities tend to 0 or 1.
Notice that p i depends on the input x i and the weighting value w i . Hence, the learning of the agent is condensed in the weighting value. Each time step t the agent learns from interaction with the environment by updating the weight as where r(t) is the reward returned by the environment.r(t) is the reinforcement baseline or average reward calculated using a exponential moving average with parameter β. Parameter α(t)>0 is called the learning rate and is decreased with the RL steps improves the convergence speed of the algorithm [6] . Thus, the learning rate is linearly decreased as α(t)=α(t−1)−Δ where Δ is a decreasing factor that should be small enough to assure a smooth transition between steps. Moreover, the maximum number of steps (MAX STEPS) must be set so that negative values of α are avoided.
B. Proposed RL system
We propose a feed-forward network composed of KN REINFORCE agents to implement the RL-DSA algorithm ( Fig. 2(a) ) that interacts with the NCE. Notice that N RL agents are devoted to the k-th cell where each kn-th RL agent is dedicated to learn whether the n-th chunk should be assigned to that cell.
The RL-DSA algorithm works as follows. It is considered that in each interaction with the NCE the n-th chunk is assigned to the k-th cell if the output y kn (t) for the RL step t is 1. Thus, the action chosen by the RL system to interact with the NCE in each RL step is a binary assignment vector A(t)=[y 11 (t), y 12 (t), ..., y KN (t)] that contains the chunk-tocell assignment given by the algorithm. Initially, full assignment is set, i.e., y kn (0)=1 ∀n, k.
For each assignment, the NCE returns a reward r(t) that is used by the respective RL agents to update their weights and the average reward following 1. Initially average reward value is set to the first received reward. Then the agents capture the inputs for the next step x kn (t+1) that reflect the load status of a cell (i.e., the percentage of users in the k-th cell) so that the algorithm is able to adapt to homogeneous and heterogeneous spatial distributions of the load. Then, the next outputs y kn (t+1) are obtained with the procedure shown in Fig. 2(b) .
Finally, the Decision Maker continuously checks whether the algorithm has converged and if so, decides the final chunkto-cell assignment. As a convergence criterion the RL algorithm is executed until the variation of all internal probabilities between two consecutive steps is below a given threshold ε during S steps. After that, to take the final assignment to the real network, it is decided that a specific chunk is assigned to a cell if p kn is greater than 0.5. Otherwise the chunk is not assigned.
C. Reward Signal Formulation
Theorem 1 in [9] assures that by updating the weights of each RL REINFORCE agent following 1 the average update vector E {ΔW|W} is proportional to ∇ W E {r|W}, the gradient of the average reward r, where W= [w 11 , w 12 , . . . , w KN ]. Then, this property states that, the weighting vector W found when the algorithm converges (i.e.,E {ΔW|W} =0) maximizes the average reward E {r|W}. Thus, a reward signal that captures the final maximization objective and hence the performance of the cellular system in terms of spectral efficiency and QoS has to be defined to assure the success of the proposed strategy.
In this work, P T th k denotes the average user dissatisfaction per cell k and it reflects the percentage of time that the received throughput per user during a certain period is below a target throughput T th . On the other hand, the spectral efficiency per cell is defined as
where r k (t) and th k (t) are the reward and the average user throughput for cell k at step t respectively. n k (t) is the number of used chunks and N is the maximum number of chunks per cell. Finally, λ and μ are positive weight constants. In general λ should be greater than μ to mainly orient RL to choose solutions that enhance the spectral efficiency while the number of chunks is reduced. Notice that the maximum reward per cell is obtained when the users' average throughput is above target, the spectral efficiency is maximized and the minimum number of chunks is consumed in order to create spectrum usage opportunities for secondary spectrum markets.
IV. RESULTS
Results presented in this paper focus for the sake of brevity on the validation of the proposed algorithm by averaging the outcome of several trials with static users' distributions. Even with these static network conditions, where no load variations are considered within a trial, the RL-DSA algorithm remains dynamic since it adapts, if needed, the initial spectrum assignment (full assignment) to another one that improves the received reward. A system simulator has been developed to simulate the behavior of an OFDMA-based multicell network in downlink whose parameters are summarized in Table I . For RL-DSA simulations the same simulator has been employed for the NCE in Fig. 2(a) in order to predict the behavior of the real network.
The power devoted to every chunk is constant and does not change during simulation. The Signal to Interference plus Noise (SINR) ratio per each chunk is calculated as
where γ m,n represents the SINR in the n-th chunk for the m-th user, index i represents the serving cell and j any interfering cell. Φ n is the set of cells using the n-th chunk.
and F i,m,n denote respectively the transmitted chunk power, the distance dependant channel gain, the shadowing, and the fast frequency selective fading component that depends on the chunk n. Finally, Υ N denotes the total thermal noise power including receiver noise figure. Therefore, the achievable rate R m,n that the m-th user can obtain in the n-th chunk in a frame is [11] 
where W/N the chunk bandwidth and BER stands for the target Bit Error Rate. The maximum theoretical spectral efficiency η max is limited to 4 bits/s/Hz. Users are distributed homogeneously within a cell and remain static during simulations. Their buffers are always full so that they demand as much capacity as possible. They are satisfied if the received throughput is above 128 kbps.
The scenario is composed of 19 cells and a maximum of 12 available chunks. Four spatial distributions of the users were simulated (Fig. 3) . These patterns try to reflect a temporal evolution of the load in the scenario that progressively concentrates on a single cell. Thus, Fig. 3(a) depicts a homogeneous distribution and Fig. 3(d) a highly heterogeneous distribution. For each scenario, the load percentage per cell and the cell number is included in the figure. Fig. 4 compares the results for the proposed RL-DSA algorithm with fixed frequency reuse factors FRF1 (full assignment) and FRF3 (1/3 of the bandwidth is assigned per cell), and a dynamic heuristic strategy named here DSA-heur [12] . Performance results are presented in terms of user's average dissatisfaction probability, spectral efficiency and the capacity of releasing spectrum. In order to quantify the capacity of each strategy for releasing spectrum for secondary usage the metric called Useful Released Surface (URS) presented in [13] is retained. The URS defines the surface where a given bandwidth can be used by secondary cognitive radio users respecting primary users' maximum interference level constrains. The same definition of the URS's parameters as in [13] is considered in this work. Fig. 4 (a) depicts the average spectral efficiency where RL-DSA obtains the best performance without compromising the satisfaction of the primary users (Fig. 4(b) ) that is maintained or even improved respect the fixed spectrum assignment strategies. Then, RL-DSA obtains the best tradeoff between spectral efficiency and QoS of the primary users. For instance, in the case of the most heterogeneous load distribution scenario, RL- DSA obtains the best spectral efficiency jointly with FRF3 but absolutely reduces the dissatisfaction of primary users in a 17%. Furthermore, RL-DSA demonstrates great capacity for releasing spectrum for secondary access (Fig. 4(c) ). At least 10 MHz * Km 2 of improvement in URS can be obtained respect the rest of studied strategies.
Therefore, the RL-DSA algorithm propitiates that the primary spectrum properly self-organizes by adapting to variable spatial needs of the spectrum. Fig. 4(d) shows the average number of chunks per cell. Notice that RL-DSA minimizes the number of chunks per cell but improves spectral efficiency and maintains dissatisfaction probability. Also, Fig. 4(e) and Fig. 4(f) show the average number of chunks for the most and least loaded cells respectively. It can be observed that RL-DSA wisely assigns the chunks per cell. For example, DSA-heur and RL-DSA increase(decrease) the number of assigned chunks to the most(least) loaded cell. However, RL-DSA organizes the chunks among cells in a way that the satisfaction of the primary users is maintained (Figure 4 ) while the number of chunks is reduced leading to improvements in the spectral efficiency and generation of spectrum gaps is geographical areas, as the Fig. 4(b)(c) reflect. V. CONCLUSION This paper has presented a self-organized Dynamic Spectrum Assignment (DSA) strategy in the context of next generation OFDMA-based networks by introducing a novel Reinforcement Learning-based algorithm (RL-DSA) whose foundations reside on an optimal RL methodology called REINFORCE. The primary operator's network, by using the RL-DSA strategy properly self-organizes its spectrum, demonstrating the best tradeoff between spectral efficiency, QoS fulfillment and generation of secondary spectrum access opportunities when compared with other fixed and dynamic spectrum assignment strategies under homogeneous and heterogeneous spatial. Concretely, improvements of 17% in satisfaction of the users can be obtained whereas at least 10 MHz * Km 2 could be released for a primary operator for a secondary spectrum market, thus supposing new income streams for the operator.
