Frequentist and Bayesian methods differ in many aspects, but share some basic optimal properties. In real-life classification and regression problems, situations exist in which a model based on one of the methods is preferable based on some subjective criterion. Nonparametric classification and regression techniques, such as decision trees and neural networks, have frequentist (classification and regression trees (CART) and artificial neural networks) as well as Bayesian (Bayesian CART and Bayesian neural networks) approaches to learning from data.
Introduction
Methodologies in nonparametric regression employ either a frequentist or a Bayesian approach to learning from data. The choice between the two paradigms is often philosophical, and based on subjective judgements. Two models, namely decision trees and neural networks, have primarily been used in the frequentist setting, but have robust Bayesian counterparts. Classification and regression trees (CART) were introduced by Breiman et al. [1] for flexibly modeling the conditional distribution of an outcome variable given the predictors. For a data set, a tree is grown by sequentially splitting its internal nodes, and then pruning the grown tree back to avoid overfitting [2] .
The splitting rule for each node is based on the minimization of the mean squared error (MSE) in regression, and Gini index in classification. The Bayesian approach to finding a 'good' tree model entails specification of a prior distribution and stochastic search [3, 4] . The fundamental idea behind Bayesian CART (BCART) is to have the prior induce a posterior distribution that can guide a (posterior) stochastic search towards a promising tree model [4] .
On the other hand, an artificial neural network (ANN) is an interconnected gathering of artificial neurons organized in layers [5] . A standard ANN model has three layers of nodes, namely input, hidden, and output layers, where nodes are neurons that use a nonlinear activation function (except for the input nodes). A backpropagation gradient descent algorithm is used to compare the network outputs with the actual outputs [6] . If an error exists, it is backpropagated through the network and the weights in the network architecture are adjusted accordingly [7] . An ANN, however, is often prone to overfitting when the data comprise a limited number of observations.
A Bayesian treatment to an ANN offers a practical solution to this problem by naturally allowing for regularization [8, 9] . A Bayesian neural network (BNN) can also deal with the issue of model complexity, for e.g., by selecting the number of hidden neurons in the model. In particular, a BNN treats the network weights to be random and obtains a posterior distribution over them [10, 11] .
Although CART, BCART, ANN, and BNN individually perform well, they exhibit certain drawbacks. Tree-based models may overfit the training data, or stick to a local minima in the decision boundaries. Additionally, the training of neural networks suffers considerably in a limiteddata set up. Thus, a hybrid (or ensemble) formulation of trees and neural networks can be used to leverage their individual strengths and overcome their individual limitations. Several such hybrid models blending CART and ANNs have been discussed in the literature [12] [13] [14] [15] [16] [17] [18] [19] [20] , and have been useful for improving the prediction accuracy of the individual models. These hybrid models, however, only consider frequentist implementations of their components. Some other works have explored hybrid frequentist-Bayesian models in the context of parametric inference, hypothesis testing, and other inferential problems [21] [22] [23] . However, we are not aware of any hybrid algorithms blending frequentist and Bayesian methods for nonparametric regression.
Motivated by this, we propose two novel models, called the Bayesian neural tree (BNT) models, for feature-selection-cum-prediction purposes. The first model, which we call the BNT-1 model, implements a tree model in the frequentist setting and a neural network model in the Bayesian setting. The second model, which we call the BNT-2 model, implements a tree model in the Bayesian setting and a neural network model in the frequentist setting. Both models utilize the built-in feature selection mechanisms of CART and BCART, along with the accuracy and flexibility of ANNs and BNNs, particularly in limited-data-size settings. They harness the architecture of their component models, have lesser number of tuning parameters, and are easily interpretable.
We restrict our attention to regression tasks, although the proposed models can also be used for classification. Further, we prove the statistical consistency of the models, which gives a theoretical guarantee of their robustness. Finally, we explore the performance of the BNT models using several standard data sets.
The remainder of this article is organized as follows. Section 2 discusses the proposed BNT models. Section 3 explores the statistical properties of the BNT models. The empirical performance of the models using real-life data sets is addressed in Section 4. Section 5 concludes the paper with a discussion on the future scope of this work.
Formulation of the BNT models
We begin by establishing notation. We assume that models are trained on n observations, and that there are d predictor variables. For data point i, where 1 ≤ i ≤ n, let Y i denote the response variable, Y i denote its mean value, andŶ i denote the final prediction obtained from a model. Let
′ denote the input vector for the i th data point, where
. In what follows, we omit the subscript i for simplicity of notation.
Overview of constituent models

CART and BCART
A CART model consecutively divides the predictor space into multiple regions. The partitioning begins at the root node, followed by splits at each internal node. A splitting rule (i.e., a chosen predictor and a split threshold) for a node is determined based on the minimization of the mean squared error (MSE) in regression settings. For each node, a stopping criterion called 'minsplit' is defined in terms of the minimum number of observations required in the node for further splitting.
A node with less than 'minsplit' samples is labeled as a terminal node. At a terminal node, the predictor space is not split any further. Every data point falls into a region defined at one of the terminal nodes, and predictions are made using the parameter local to that region. A fully grown tree is often pruned back via cross-validation or cost-complexity pruning to avoid overfitting.
To illustrate the Bayesian version of CART, we assume that a tree T has b terminal nodes. Let the set of terminal node parameters be Λ = {λ 1 , . . . , λ b }. A prior is then placed on (Λ, T ) as
where P (T ) is specified as a tree generating stochastic process comprising two functions, namely P split (m, T ), the probability that a terminal node m in a tree T is split, and P rule (γ|m, T ), the probability that a splitting rule γ is assigned if m is split [3] . A general form of
where D m denotes the number of splits before the m th node, and 0 < α < 1 and β ≥ 0. Larger values of β make the splitting of deeper nodes less probable, since the RHS in (2) is a decreasing function of the depth D m of a node. The prior P rule (γ|m, T ) is specified so that at an internal node, each available predictor is equally likely to be chosen for a split, and for a chosen predictor, each of its observed values is equally likely to be chosen as a splitting threshold. P (Λ|T ) is generally specified so that the marginalization
is feasible [3] . and a high value of the marginal probability P (Y |T, X).
ANN and BNN
An ANN is a nonparametric model consisting of an input layer, a certain number of hidden layers, and an output layer. All inputs to the network pass through the hidden layers, after which they are mapped to the final output. Each interconnection of neurons in an ANN is associated with a weight. In frequentist settings, such weights are obtained by minimizing an error function and its gradient.
We consider an ANN with parameter vector θ, which contains the network weights and a general offset (or bias) parameter. In the Bayesian setting, a zero-mean multivariate Gaussian prior is placed on θ [24] as
where l is the length of θ. The likelihood is modeled as a Gaussian given by
Predictions are obtained from the posterior predictive distribution
The integral in (6) is approximated by P (Y |X,θ), whereθ is obtained by locally minimizing
The first term in the RHS of (7) corresponds to the error function that is minimized in frequentist settings. The second term corresponds to a regularization term that penalizes larger values in θ, and hence restrains overfitting. A BNN can also have a variable architecture, i.e., the number of hidden nodes can be subject to a Geometric distribution, which enables one to place a lower probability on larger networks (see [25] ).
Proposed models
We now describe the working principles of the proposed BNT models. Informally, each BNT model consists of a Bayesian (frequentist) implementation of a tree-based component for feature selection purposes, and a frequentist (Bayesian) implementation of a neural network component for prediction purposes (see Figure 1 ). Such hybridizations blending trees and neural networks in fully frequentist settings were first proposed and theoretically justified in [18] [19] [20] . In this work, we extend those approaches, but consider frequentist as well as Bayesian versions of the component models. In theory, both BNT models are asymptotically consistent, as we prove in Section 3.
BNT-1 model
The BNT-1 model comprises two stages. In the first stage, a classical CART model is fit to the data, taking all d predictors. The CART model implicitly selects a feature at each internal split (based on maximum reduction in the MSE). Thus, the features used to construct the CART model can be considered as 'important' features in the data. We record these features, as well as the predictions obtained from the CART model. In the second stage, we construct a BNN with one hidden layer, where the input variables are the selected features from CART plus the prediction results from stage one. We use a Gaussian prior for the network weights and also model the data likelihood to be Gaussian. The prior for the number of hidden neurons (k) is taken to be a Geometric distribution with probability of success p. As illustrated in Section 2.1.2, the BNN is naturally regularized through its implementation, hence making overfitting less likely. The final set of predictions is obtained after fitting the BNN model to the data.
Thus, the proposed BNT-1 model utilizes the intrinsic feature selection ability of CART in the first stage, and trains a BNN model in the second stage using the selected features and predicted values from CART. This improves the accuracy of the individual models, as using the CART output as a feature in the BNN adds non-redundant information. We present a formal workflow of the BNT-1 model below.
Fit a CART model to L n with a specified 'minsplit' value.
• Record S ⊆ {X 1 , . . . , X d }, the set of selected features from CART.
• RecordŶ cart , the predictions from CART.
• Construct S ′ = {S,Ŷ cart }, the complete set of features for the BNN model.
2 Fit a BNN model with k hidden neurons, where k ∼ Geometric (p), and with input feature set S ′ .
• RecordŶ , the final set of predictions from the BNN.
BNT-2 model
The BNT-2 model also follows a two-step pipeline. A BCART model is fit to the data in the first stage, with the best fitting tree found via posterior stochastic search. For feature selection in the context of BCART, Bleich et al. [26] illustrate three different schemes based on variable inclusion proportions, or the proportion of times a predictor variable is used for for a split within each posterior sample. The three schemes differ in thresholding the inclusion proportions, and are called 'local', 'global max' and 'global SE' procedures. Any of the procedures can be utilized for feature selection based on the data and prediction problem at hand. In this work, we use the local thresholding procedure.
We thus record the important features and predictions from BCART, and use these as inputs to a one-hidden-layer ANN in stage two. One hidden layer in the ANN suffices, due to the incorpora- tion of the selected features and predicted outputs from BCART. Using a single hidden layer also reduces the overall complexity of the model and the risk of overfitting in small and medium-sized data sets [27] . The optimal choice for the number of hidden neurons (k) for the ANN is derived under Proposition 1 in Section 3.2, and is given as
, where d m is the dimension of the input feature space of the ANN, and n is the training sample size. The final set of predictions is obtained after fitting the ANN model to the data. The formal algorithm is as follows.
Algorithm 2: BNT-2
Input: L n = {Y ; X 1 , . . . , X d } Output:Ŷ 1 Fit a BCART model to the data via a posterior stochastic search over the possible tree models.
• Record S ⊆ {X 1 , . . . , X d }, the set of selected features obtained using a thresholding procedure.
• RecordŶ bcart , the prediction from BCART.
• Construct S ′ = {S,Ŷ bcart }, the complete set of features for the ANN model. Denote the dimension of S ′ as d m .
2 Fit a one-hidden-layer ANN model with input feature set S ′ , and with number of hidden
• RecordŶ , the final set of predictions from the ANN.
Statistical Properties of the BNT models
From the results on the consistency of multivariate histogram-based regression estimates on datadependent partitions [28, 29] , and that of regression estimates realized by an ANN [27, 30] , we know that under certain conditions, both nonparametric models converge to the true density functions. In Bayesian settings, posterior concentration of the BCART model [31] , and posterior consistency of the BNN model [32, 33] have been previously explored. We use these results to prove the theoretical consistency of the BNT models under certain conditions. We also find the optimal value of the number of hidden nodes in the BNT-2 model in Subsection 3.2. f : R d → R is defined by assigning a number to each cell of a tree-structured partition. We seek to estimate a regression function r(
Consistency of the BNT-1 Model
The regression function r(x) minimizes the predictive
we can likely find an estimatef of f that minimizes the empirical risk
over a suitable class of regression estimates, since the distribution of (X, Y) is not known a priori.
We let Ω = {ω 1 , ω 2 , ..., ω k } be a partition of the feature space X and denote Ω as one such partition
by ω i and let (L n ) Ω denote the partition of L n induced by Ω. Now define L n to be the space of all learning samples and D be the space of all partitioning regression functions. Then a binary
, where φ maps L n to some induced partition (L n ) Ω and ψ is an assigning rule which maps (L n ) Ω to a partitioning regression function f on the partition Ω. Consistent estimates of r(·) can be achieved using an empirically optimal regression tree if the size of the tree grows with n at a controlled rate.
and L n is the training set of n outcomes. Finally if for every n and w i ∈Ω n , the induced subset (L n ) w i contains at least k n of the vectors of X 1 , X 2 , ..., X n . Letf minimizes the empirical risk
, then P f − r 2 → 0 with probability 1.
Proof. For proof, one may refer to [20, Theorem 1] .
The BNT-1 model essentially uses the feature selection mechanism of RT and RT output also plays an important role in designing the ensemble model. We further build a one hidden layered BNN model using RT given features as well as RT output as an another feature in the input space of BNN. We denote the dimension of the input feature space of BNN model in the ensemble as 
of n iid copies of (Z, Y), the parameters of the neural network regression function estimators are chosen such that it minimizes the empirical
We have used logistic squasher as sigmoid function in BNN and treat the number of hidden nodes (k) as a parameter in the proposed Bayesian ensemble formulation. In usual bayesian nonparametrics, number of hidden nodes grows with the sample size and thus we can use an arbitrarily large number of hidden nodes asymptotically. But we use the formulation by [25] and treat number of hidden nodes in the ensemble model as a parameter and show that the joint posterior becomes consistent under certain regularity conditions. Following [25] we consider geometric prior for k. This will give better uncertainty quantification by allowing unconstrained size of the hidden nodes. The major advantage of using bayesian setting over frequentist approach is that it allows one to use background knowledge to select a prior probability distribution for the model parameters. Also the predictions of the future observations are made by integrating the model's prediction with respect to the posterior parameter distributions obtained by updating the prior by taking into account the data. We address this by properly defining the class of prior distribution for neural network parameters that reach sensible limits on the size of the networks goes to infinity and further implementing markov chain monte carlo algorithm in the network structure [24] . We define
where k is the number of hidden nodes, β j 's are the weights of these hidden nodes, a j 's are vectors of location and scale parameters, and ǫ i iid ∼ N (0, σ 2 ). Expanding (8) in vector notation yields the following equation:
where d m is the number of input features. We consider the asymptotic properties of neural network in the bayesian setting. We show consistency of the posterior for neural networks in bayesian setting which along with Theorem 1 ensures the consistency of the proposed BNT-1 model.
Let λ i = P (k = i) be the prior probability that the number of hidden nodes is i, and of course i λ i = 1. Also, Π i be the prior for the parameters of the regression equation, given that k = i. We can then write the joint prior for all the parameters as λ i Π i . Here we consider
and the prior for k be geometric distribution. In the sequel, we also assume that
Let f 0 (z, y) be the true density. We can define a family of Hellinger neighborhoods as
with D H (f, f 0 ) as defined below:
Let F n be the set of all neural networks with parameters |a jh | ≤ C n and |β j | ≤ C n , where j = 1, . . . , k and h = 1, . . . , d m , and C n grows with n such that C n ≤ exp (n (b−a) ) for any constant b such that 0 < a < b < 1 when k ≤ n a . The Kullback-Leibler divergence (not a distance metric) is defined as
For any γ > 0, we define Kullback-Leibler neighborhood by
We denote the prior for f by Π n (·) and the posterior by P · | (Z 1 , Y 1 ) , ..., (Z n , Y n ) . Now we are going to present results on the asymptotic properties of the posterior distribution for the neural network model present in the ensemble BNT-1 model over Hellinger neighborhoods.
and the following conditions hold:
(A1) For all i, we have λ i > 0;
(A2) B n ↑ n, for all r > 0, there exists q > 1 and N such that
(A4) For all γ, v > 0, there exists I and M i such that for any i ≥ I,
Then for all ǫ > 0, posterior is asymptotically consistent for f 0 over Hellinger neighborhoods, i.e.,
Proof. (A1) Since we take geometric prior for k, then it is obvious that λ i > 0.
≤ exp − n q .r for r > 0 and sufficiently large n (10) (A3) We consider a geometric prior with parameter p. Also let, B n = O(n q ) for any q > 1. For any i, we write i < n a for a > 0 and sufficiently large n, where θ be the vector of all parameters (other than k): 
We can write
where F i be the set of all neural networks with i nodes and with all the parameters are less than C n in absolute value, C n ≤ exp(n b ), 0 < b < 1.
To handle I 1 and I 2 , we use (11) and (10):
By letting r * = min{r 0 , r 1 , ..., r Bn } ≤ exp(−nr * ).
And, I 2 ≤ exp(−n q r * ) for sufficiently large n. For large n, q > 1, and r = r * /2, we have
Usingd n ≤ (p + 3)n a and for large n and for any v .
For any δ > 0, and l be the number of hidden nodes required by the theorem for making g 0 continuous and square differentiable. Using (12) we write
For sufficiently large n and for any v * , l is a constant, thus λ l does not depend on n and is positive for geometric prior. Thus, Π(M δ ) ≥ exp(−nv) for any sufficiently large n.
We can now use conditions (A1)-(A4) to show that P H
Using [34] and (A1-A4), we can find the supremum of the likelihood ratios R n (f ). Thus, we have
Also upon using [32, Lemma 5] along with (A1-A4) we have D 2 > e −nδ for large n, except on a set with probability approaches to 0. 
Consistency and optimal value of a parameter for the BNT-2 model
We consider the nonparametric regression model
We further assume that these covariates are fixed and have been rescaled such that every
The true unknown response surface f 0 (X i ) is assumed to be smooth. In a recent work [31] , it was shown that the BCART model achieves a near-minimax-rate optimal performance when approximating a single smooth function. Thus, optimal behavior of a BCART model is guaranteed, and even under a suitably complex prior on the number of terminal nodes, a BCART model is reluctant to overfit. In the BNT-2 model, we build a BCART model in the first stage, and perform variable (feature) selection as in [26] , which ensures that we can obtain a consistent BCART model under 
and obtain m n ∈ F n,k satisfying
where, m n is a function that minimizes the empirical L 2 risk in F n,k . The theorem below, due to [30, Theorem 3] , states the sufficient conditions for the consistency of the neural network.
Theorem 3. Consider an ANN with a logistic sigmoidal activation function having one hidden layer with k (> 1) hidden nodes. If k and β n are chosen to satisfy
as n → ∞, then the model is said to be consistent for all distributions of (Z, Y) with E|Y| 2 < ∞.
Proof. For the proof, one may refer to [35, Chapter 16] . Now, we obtain an upper bound on k using the rate of convergence of a neural network with bounded output weights. In what follows, we have assumed that m is Lipschitz (δ, C)-smooth according to the following definition: 
, and C ∈ R + . Proposition 1. Assume that Z is uniformly distributed in C dm and Y is bounded a.s. and m is Lipschitz (δ, c)-smooth. Under the assumptions of Theorem (3) with fixed d m , and m, f ∈ F n,k ,
Proof. To prove Proposition 1, we use results from statistical learning theory of neural networks [35, Chapter 12] . We use the complexity regularization principle to choose the parameter k in a data-dependent manner [36] [37] [38] . Consistency results presented in (3) state that
We can write, using (35, Lemma 10.1), that
where µ denotes the distribution of Z. For the consistency of the neural network model, the estimation error (first term in the RHS of 13) and the approximation error (second term in the RHS of 13)
should tend to 0. To find the bound for k, we apply non-asymptotic uniform deviation inequalities and covering numbers corresponding to F n,k . Assuming Y is bounded as in Theorem 3, we write
We have assumed that for each f ∈ F n , Y is bounded. Let w n 1 = (w 1 , w 2 , . . . , w n ) be a vector of n fixed points in R dm and let H be a set of functions from
is defined as the smallest integer N such that there exist functions h 1 , . . . , h N :
with the property that for every h ∈ H, there is a j ∈ {1, . . . , N} such that
is also a random variable. Now, let W = (Z, Y ),
, and
The functions in H n will satisfy the following: 0 ≤ h(z, y) ≤ 2β
n . Using Pollard's inequality [35] , we have, for arbitrary ε > 0,
Next, we try to bound the covering number
2 of H n for some f i ∈ F n and i = 1, 2. We get
packing of
The covering number N( ε 32βn , F n , Z n 1 ) can be upper bounded independently of Z n 1 by extending the arguments of Theorem 16.1 of [35] . We now define the following classes of functions:
For any ε > 0,
Also, we get
.
We obtain the bound on the covering number of F n ,
According to (17) , and for any Z n 1 ∈ R dm , we have
Using the complexity regularization principle we have
to be the upper bound on the covering number of F k,n , and define for w k ≥ 0,
, F k,n + w k n as a penalty term penalizing the complexity of F k,n [36] . Thus (18) implies that pen n (k) is of the following form with w k = 1 and β n < constant < ∞, 
Using (14), we have
for sufficiently large n.
Now we can balance the approximation error with the bound on the covering number to obtain the optimal choice of k from which the assertion follows.
Remark 1. For practical purposes, we choose the number of hidden neurons in the BNT-2 model to be k = n dmlog(n) .
Experimental evaluation
We now present applications of the two BNT models to real-life data sets, and evaluate them against their component regression models, namely a simple CART model, a simple BCART model, a onehidden-layer ANN, and a one-hidden-layer BNN.
Data
We use regression data sets available on the UCI machine learning repository. These data sets have a limited number of observations and high-dimensional feature spaces. As a part of the data cleaning process, we systematically eliminate all nonnumerical features and observations with missing values. Table 1 summarizes the characteristics of the data sets.
Performance metrics
For evaluating the BNT models, we use two absolute performance measures, viz. the mean absolute error (MAE) and the root mean squared error (RMSE), one relative measure, viz. the mean absolute percentage error (MAPE), and two goodness of fit measures, i.e., the coefficient of determination (R 2 ) and adjusted R 2 . The metrics are defined as follows: 
We note that lower values of MAE, MAPE, and RMSE, and higher values of R 2 and adjusted R 2 indicate better model performance.
Implementation and results
We shuffle the observations in each data set, and split into training and test sets in the ratio 70:30.
We carry out 10 random train-test splits and report average results across all 10 iterations. All models are fit on the training data, and evaluated on the test data. Experiments are carried out using R (version 3.6.1). We fit a CART model using the rpart package, with the stopping parameter 'minsplit' set to 10% of the training sample size. To fit a simple BNN, we use the brnn package with the number of hidden layers set to one and the number of hidden neurons set to the default value (i.e., 2). The brnn package implements a BNN with a Gaussian prior and likelihood, as discussed in Section 2.1.2. To fit a simple, one-hidden-layer ANN, we make use of the neuralnet package, and set the number of hidden neurons to the default value (2) . A Bayesian CART model is fit using the bartMachine package [40] , with the number of trees set to one. For feature selection under BCART, we use local thresholding of the variable inclusion proportions, although empirical explorations show that results are not very sensitive to other thresholding methods. As seen in Tables 2 and 3 , the component models of the BNTs exhibit consistent results and neural networks perform better than the tree based models for a majority of the data sets.
We now turn to the implementation of the two BNT models. To implement BNT-1, we first , which is the optimal number derived in Section 3.2.
Additionally, all data sets are min-max scaled to be in the [0, 1] range before training the neural network models. From Tables 2 and 3 , we observe that across all data sets, the proposed BNT models greatly improve the performance of their component models. We note that the BNT-2 model outperforms all others on most data sets. As a consequence, we can expect the BNT predictions to be at least better than the individual model predictions, since cases where further optimization is likely to have lead to overfitting are directly filtered out.
Concluding remarks
In this work, we present two hybrid models that combine frequentist and Bayesian implementations of decision trees and neural networks. The BNT models are novel, first-of-their-kind proposals for nonparametric regression purposes. We find that the models perform competitively on small to priors that control the depth of the resultant trees, and furthermore, BNNs with Gaussian priors are inherently regularized. This obviates the need to manually tune multiple parameters via crossvalidation. Thus, the proposed BNT models not only overcome the deficiencies of their component models, but also the drawbacks of using fully frequentist or fully Bayesian models. We also show that the BNT models are consistent, which ensures their theoretical validity. An immediate extension of this work will be to construct BNT models for classification problems. Another area of future work will be to extend the proposed approaches to survival regression frameworks.
Data and code
For the sake of reproducibility of this work, code for implementing the BNT models is made available at https://github.com/gaurikamat/Bayesian_Neural_Tree. The data for the experiments is obtained from https://archive.ics.uci.edu/ml/datasets.html.
