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1. INTRODUCTION 
In this paper we consider the differential equation 
L_\I + p(x)y = 0, (1) 
where p(x) is a continuous function which does not change its sign and does 
not vanish identically on any interval and L is a disconjugate linear operator 
of order n on [0, a). We assume that T, is already written as a product 
of differential operators of first order 
and 
L,Y = PI?‘, 
LiY = Pi+lQLi-lY), i = l,..., n, 
Ly =L,y, 
where pi > 0 and pi E Cnpi+i in [0, co). Lo?,..., L,-,y will be called the 
quasi-deYizvztizM?s of y(x). 
Many equations which have been discussed in the literature are of form (1). 
Among them we mention 
(YY”)” + py = 0, (Leighton and Nehari [4]), 
(yy’)” + py = 0, (yy") + py = 0, Wanan PI), 
ym + py’ + qy - 0, P GO, q - p’ 3 0 (GO), (Lazer [31), 
y(4) + py” + qy = 0, P G-0, (Pudei [6]), 
y(il) + ply(~~-~l + p2y(=-?) + p,z, I 0, pz < 0 (Zettl [7]). 
In a previous paper [l] we investigated the hth conjugate point function, 
qk(a), for Eq. (1). 7Ju) is defined as th c m . fi mum of the values b such that there 
exists a solution of Eq. (1) which vanishes at u and has at least n + k .- 1 
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zeros in [a, b]. In this definition the zeros of&y (which are identical to those 
of y(.y)) play a main role. The aim of this paper is to develop a similar theory 
in which the zeros of all n quasi-derivatives&y,..., L,-,y play the same role. 
By considering the zeros of all the quasi-derivatives we obtain sharper 
restrictions about possible zero distributions of solutions of Eq. (1). 
Throughout, we shall always take the n quasi-derivatives in cyclic order, 
such that L,y follows L,-,y. We shall also arrange all the zeros of all quasi- 
derivatives from the left to the right such that common xeros of consecutive 
quasi-derizlatiz,es mill be considered as multiple zeros but distinct subscripts will 
be used for zeros of nonconsecutive derivatives at the same point. Here 
L,-,y and L,,J are of course considered to be consecutive quasi-derivatives. 
Let the zeros of the quasi-derivatives be s1 < sp -g ... < x,. . The number 
of consecutive quasi-derivatives of J(X) which vanish at xi will be called the 
multiplicity of the zero xi and it will be denoted by n(.~, , y). The total 
number of (not necessarily consecutive) quasi-derivatives of J(X) which 
vanish at the point x = c will be denoted by v(c, y). (So V(C, J) =- 
xX(+ rz(si , 1’)). I f  it is clear which solution is considered, we replace n(~, , y) 
by +J. 
For example, let J(X) be a solution of the equation L,y + py = 0 and 
let its zeros be 
GLY) (4 = (by) (4 = 0, 
(L,y) (6) = (Lay) (6) = (L,y) (6) = 0, 
(L2y) (c) = (L,y) (f) = 0, a<b<c. 
Here s1 = .wl = a, sa = 6, .‘c4 =: c and the multiplicities of these zeros are 
n(.rJ = 1, ~(JJ -= 1,11(+) = 3(!), n(s4) = 2, and V(U) = 2, v(b) = 3, v(c) == 2. 
Generally, the multiplicity of the zero at x = c of a sufficiently smooth 
function f(x) is the index i such that 
f(c) =f’(c) = ‘.’ =f’i-~“(c) =O, f’“‘(c) #O. 
This definition is not applicable for counting the multiplicities of the zeros 
of L,y, since generally L,y has only n - t continuous derivatives. Therefore 
we define the multiplicity of the xero of L,y at x = c as the number of con- 
secutive quasi-derivatives, counted from L,y, which vanish at c, i.e., the 
index i such that 
(L,y) (c) = ... = (Lt+i-ly) (c) = 0, G+d (4 + 0. 
To simplify the notation, we agree that whenever s > tl (s < 0), L,y is to 
be replaced by L,-,y(L,+,y). 
When 0 .z; t < t + i - I < n - 1, this definition of multiplicity coin- 
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tides with the usual one, since (L,y) (c) = .** = (L,+i-,y) (c) = 0, if and only 
if (L,y) (c) = (d/dx) (L,y) (c) = ... = (di-l/dxi-l) (L,y) (c) = 0. If p(x) # 0 
and p(x), p,(x) e Cn, the two definitions are equivalent for every L,y. On the 
other hand assume p(c) = p’(c) = 0 (and say p”(c) # 0), and also assume that 
(Lndzy) (c) = (L,-ly) (c) = 0 but (L,y) (c) # 0. As L,y = -py, we now 
obtain (L,y)(c) = (d/dx)(L,y)(c) = 0 and thus have (di/dxi)(L,-2y)(c) = 0, 
i = 0, 1,2, 3, i.e., L,-,y has by the usual definition a zero of multiplicity 4. 
But as we assume (L,y) (c) f 0, we have by our definition for the zero xi of 
L,-,y only the multiplicity 2 at xi = c. 
It seems that for Eq. (1) our definition of multiplicity of the zeros of L,y 
is the natural one. It is easy to show that this definition has the expected 
properties. For example, if L,y has at xi a zero of multiplicity E, then Lffly 
has there a zero of multiplicity I - 1. Our definition of multiplicity differs 
from the usual one by an even integer. Therefore, if L,y has a zero of odd 
multiplicity, its sign changes there. If L,y,(x) +L,y,(x) (t = O,..., n - 1) 
and x1 + x,, as I -+ CO, and if n(xI , yr) > 4, then n(x,, , y,J >, 4. 
Nehari [5] defined the (first) focal point of the point a for Eq. (1) as the 
infimum of values b, for which there exists a solution y(x) such that every 
quasi-derivative L,y,..., L,-, y vanishes in [a, b]. We define the kthfocalpoint, 
[,(a), us the infmum of values b for which there exists a solution y(x) such that 
every quasi-derivative L, y, . . . , L n-ly has at least k zeros is [a, b]. If no such 
solution exists, we say that lk(u) does not exist. 
By a compactness argument it is easy to see that if {Ju) exists then &.(a) > a 
and there exists a solution Y(N) of Eq. (I) such that each quasi-derivative 
L,Y,...,L, y has at least k zeros in [a, ck(u)]. Such a solution will be called an 
extremul solution for &(a). By the definition it follows that every extremal 
solution has a quasi-derivative which vanishes at c,(u). 
At first sight it seems that in the definition of &(u) we impose n . k condi- 
tions on y(x) and its derivatives, while in the definition of the kth conjugate 
point, ~~(a), only n + k - 1 conditions were required. But these n . k 
conditions are not independent, since L,y vanishes between any two zeros 
of L,&, y. Indeed, assume that y(x) satisfies the n + k - 1 equations 
(LOY) (Xi) = 0, i = 1, 2 ,..., n + k - 1, 
where a = xi < xg < ... < x,+~-~ = b. It is easy to see that every quasi- 
derivative of y(x) has at least k different zeros in [a, b), hence &.(a) < b. 
The same argument proves that if am exists, then c,(u) < ~~(a). Indeed, 
an extremal solution y(x) for ~~(a) has exactly n + k - 1 zeros in [a, ~~(a)], 
and L,y (t = O,..., n - 1) has at least (n + k - 1) - t zeros. At least k of 
these k + (n - 1 - t) zeros are in [a, ~(a)), and the inequality follows. 
In the rest of the paper we investigate the properties of &(a) as a function 
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of a and the properties of the extremal solutions. It will be seen that there is a 
full parallelism between the behavior of tk(a) and ~(a). Moreover, the tools 
which were used for ~.(a) are applicable to &(a) after suitable modifications. 
2. THE MAIN LEMMA 
Let J(X) be a solution of Eq. (1) and let x1 < xa < .b. < xr be the zeros 
of the quasi-derivatives of y(s). Let a = xi and b = .rr be the leftmost and 
rightmost of these zeros, respectively. For the solution J(X) we define 
I = {i 1 xi = U or xi = b or n(~,) is even), 
J = {j / (1 < .yi < b and n(xj) is odd), 
N(y) = c n(x,) + 2 [ti(Xj) - I]. 
iEI iEJ 
LEMMA 1. Every solution y(x) of Eq. (1) satisjes N(v) < n. Ifr(.v) satisjies 
the equality N(y) = n then v(b, y) and n - ~(a, y) are both even (odd) zuhetl 
P(x) < 0 (PW 3 0). 
Proof. We decompose I and J into disjoint subsets 
I, = {; E I 1 (L,-,y) (xi) + 0 and (L,y) (xi) = 0}, 
Jt = {i E / 1 (L,-~JJ) (xj) # 0 and (L,y) (Xj) = 0}, 
t = o,..., n - 1. Of course, every one of the indices I,..., Y belongs to one 
and only one of the sets It or Jt (t = O,..., n - 1). Moreover, between two 
consecutive zeros of L,-,>v there is at least one zero -vj , j E Jt . 
Let L,-,y have at the q points a .< zt < za < ... < Z, <b zeros of 
multiplicities mr ,..., mg , respectively, i.e., m, consecutive quasi-derivatives, 
beginning with L,-,? vanish at ai , etc. L,y has at the same points zeros of 
multiplicities m, - I,..., m, - I and additional zlellUJt n(~r) zeros. Hence 
the total number of zeros of L,Jt in [a, b] is 
In each one of the q - 1 intervals (zr , z,) ,..., (an-i , a,), L,y has at least one 
zero of odd multiplicity xj , j E Jt , It follows that 
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By adding n - 1 such inequalities we have 
n-1 
Yn-1 b 'Yo + ts ]F 4%) + F [n(.rj) - 111 - (n - I). 
t 
Passing from L,-,y to L,y we get 
YO 2 Yn-1 + C n(Xi> + 2 LnCxj) - II - I 
&I JIJ 
and bp adding 
i.e., 
This proves the first proposition of the lemma. 
Now, let us assume that N(y) = n. Denote the rightmost zero of L,y in 
[a,b] by&, t =O ,..., n - 1. As before, we assume that L,-,y has Q different 
zeros in [a, b]. If N(y) = n, then L,y has in (a, b) exactly Q - 1 zeros 
xj , j E Jt , one between every two consecutive zeros of L,-iy. Otherwise, 
inequality (2) would be strict and N(y) < n. Especially, if /3-i < b, L,y has 
no zero of odd multiplicity in (& , b) and L,y does not change its sign 
in this interval. 
Suppose (L,-,y) (b) f 0. Then ,8-r < b and L,y does not change its sign 
in &-i , b). From 
it follows that sgn(L,-,y) = sgn(L,y) in a left neighborhood of b. If 
(L,-,y) (b) = 0 then 
(L,-,y) (b - c) = - Jb;, 5% dx, (c > 0), 
and sgn(L,-,y) = -sgn(L,y) in a left neighborhood of b. It follows that 
sgn(L,y) = (-l)v@) sgn(L,y) to the left of b. But L,y = -(p(x)/p&)) L,y, 
hence (-1) V(b) is positive (negative) if p(X) < 0 (p(x) 3 0). Similarly we 
obtain, when N(y) = n, that sgn(L,y) = (-l)n-v(a) sgn(L,y) to the right of 
a. This completes the proof. 
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COROLLARY. Ewry sohtion y(x) of Eq. (1) satisfies v(a) + u(b) < n. 
When equality v(a) + v(b) = n occurs, then v(b) and n - v(a) are both even 
(odd) ifp(x) < 0 (p(x) 2 0). 
This corollary follows from Lemma 1 since v(a) + v(b) is included in the 
sum x, n(~!). The corollary was proved by Nehari [5, Theorems 5.3, 5.41. 
3. EXTREMAL SOLUTIONS 
Now we turn to the extremal solutions of Eq. (I) for &.(a). 
LEhfhlA 2. Ever>1 extremal solution y(x) for <,(a) satis$es N(y) = II. 
Proof. It will be proved that if N(y) < II, then there exists another solu- 
tion of Eq. (I) such that each of its quasi-derivatives has at least k zeros in 
[a, &.(a)), contradicting the definition of &.(a). 
First, let us assume that P(X) ~1 0. The leftmost zero of the quasi-derivatives 
of Y(X) in [a, cr(a)] will be denoted by a’. We shall see later that a’ = a. l’e 
look for a solution of Eq. (1) which satisfies certain boundary conditions at 
the points where the quasi-derivatives of y(x) vanish. At xi , i E I, x”i # &.(a), 
the n(.~, , y) conditions are 
(W ($) = 0, s < t < s + 72(x,) - 1, iEI,) &Vi f  t&4, (3) 
and at xj , j E J, we have the n(xj , y) - 1 conditions 
(Lfu) (xj) = 07 s < t 3:: s + fz(Xj) - 3, ills, (4) 
where s = 0, l,..., n - I. At [,(a) the boundary conditions are given separ- 
ately. Let 1 be one of the indices such that (L,y) (&.(a)) = 0 but 
(L,+,y) (&.(a)) f  0. For every t f  1 such that (L,y) (Jk(a)) == 0 we require 
and for I, 
(Jw (S&N = 0 [t + I, (L,y) (5,(a)) = O] (5) 
(W (5&N = 1, (6) 
i.e., ~(&(a), y) conditions at &(a). 
Equations (3)-(h) give N(y) boundary conditions. We add n - N(y) (2 1) 
more conditions. If  ~(&(a), y) is odd, we add n - N(y) conditions at a’. 
There exist n - N(y) indices ti such that &y) (a’) # 0, because 
n - N(y) < IZ - ~(a’). For these n - N(y) indices, we let 
(JG,u) (a’) = 0, 1 < i -< Iz - ;V(y) Wf,Y) (a’) + 01. (7) 
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If &(a), y) is even, one condition will be added at &(a) and n - N(y) - 1 
conditions at a’: 
Wtp) (I&4) = 0 WtoY) M4 + 01, (7’) 
WtpK4 = 0, 1 <i<n-N(y)-1 [(hi y)(a’) f 01. (7”) 
For the differential equation (Eq. (1)) we now consider the boundary value 
problem given by (3) to (7) or by (3) to (6), (7’), (7”), respectively. There are n 
conditions in this system of equations. Now the corresponding homogeneous 
system, for which condition (6) is thus replaced by 
Gw (5&N = 0, (6’) 
has only the trivial solution. For if V(X) $0 solves the homogeneous system, 
then N(o) 3 n and hence, by Lemma 1, N(v) = n while ~(&(a), V) is odd. 
But this contradicts, again by Lemma I, the assumption p(x) < 0. Therefore 
the given nonhomogeneous system has a unique solution, which is denoted by 
Y(x). 
We now count the zeros of the solution yi(x) = y(m) + UT(X). At a point 
xi , i E I, xi f &(a), y(x) has ewactl?, n(x,) vanishing consecutive quasi-deriva- 
tives and y(x) has at Zeust n(x,) vanishing consecutive quasi-derivatives. There- 
fore xi is a zero of multiplicity n(x,) of yi(x) for every a. 
At a point xi , j E /, p(x) has a zero of multiplicity n(xj) - 1 or n(xj) but not 
of greater multiplicity. Otherwise, y(x) would satisfy N(J) > n, again 
contradicting Lemma 1. If sj , jF J, is a zero of multiplicity n(xj) for J(x), 
then it is a zero of multiplicity n(xj) for yr(x) too. Next assume that p(x) has at 
xj , j E J, exactly n(xj) - 1 consecutive vanishing quasi-derivatives 
(L* 7) (xj) z 09 tj < t < tj + n(Xj) - 2, (8) 
while y(x) has n(xj) such quasi-derivatives 
CLtY) Cxj) = O, tj<t<tj+n(xj)-1. (9) 
At xj , Lt,yl has a zero of multiplicity n(xj) - 1 for every 01. Recall that if 
(L,-,u) (c) = 0 then L,-,u = ss (L~/P~+~) dx (t = l,..., n - 1) and 
L,-lu = Jz (p(x) u/pntl) dx. If (L,-,u) (c) =(L,-,v) (c) = 0 then by L’Hopital’s 
rule 
L t-1U lim--- = lim ~ (Ltuip t+l) dx = 
s+c L t-10 x+e J; (Ltv/pt+I) dx !!? :$ ’ (10) 
Wesetu=y,v ==yandapply(lO) successively for t, tj < t < tj + n(xj) - 1. 
It follows then by (8) and (9) that limr+zj, (L,,y/Ltjy) = 0. Since the deno- 
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minator has a zero of even order, the numerator of odd order, it follows that 
L,,y/L,, 3’ changes its sign at xj , Therefore, for sufficiently small 1 OL 1 , the 
quasi-derivative 
changes its sign in a deleted neighborhood of .~j . Now, as Lfj> vanishes at 
xj and in a given neighborhood of xj , Ltj+lyl , too, has a zero m the deleted 
neighborhood of .rj . By a repeated use of Rolle’s theorem, we obtain that 
every L,y, , tj ,< t < tj + n(xj) -- I, changes its sign in a deleted neigh- 
borhood of xj . Evidently, all of them change their sign on the same side 
of xj . All of these zeros are simple for small 01. Otherwise, as (Y - 0 we 
would find that Ltjy = lim,,,L,,yi has at Xj a zero of multiplicity greater 
than n(Xj). This describes the behavior of the zeros of yi near xj , j E /. 
By Eqs. (5) and (6) the same reasoning holds in the neighborhood of &(a). 
By a suitable choice of the sign of 01, we obtain that the appropriate quasi- 
derivatives of yi(x) change their signs on the left side of &Ja), in [a, <,(a)). 
The quasi-derivatives of yr(m) h ave no zeros other than those at .vi(i E I), 
xj(j E /) and simple zeros in the given neighborhoods of xi and &.(a), if 01 is 
sufficiently small. By a simple count, L,y, (t = O,..., n - 1) has in [a, [Ju)] 
the same number of zeros as L,y. But this process splits a zero of one of the 
quasi-derivatives of y(s) at the endpoint Sk(u) and shifts one zero into 
[a, ck(u)), such that yi(x) has ~(&‘~(a), y) - 1 quasi-derivatives vanishing at 
&.(a) and one L,y, has a simple zero in a left neighborhood of &Ju). Therefore 
N(yi) < N(y) < n. By a finite number of such steps, we shift all the zeros of 
y(x) and its quasi-derivatives at ck(u) into the interior of [a, <,(a)]. So we 
obtain a solution such that its quasi-derivatives have in [a, [,(a)) the same 
number of zeros as the quasi-derivatives of y(x) in [a, &(a)]. This solution 
contradicts the definition of &.(a), and completes the proof. 
For P(X) >, 0, the proof is similar. 
LEMMA 3. Let y(x) be an extremul solution for {Ju). In the interval 
(a’, 5&+,&Y (t = o,..., n - 1) has one and only one zero between every two 
consecutive zeros of LtpIy (which is thus of odd multiplicity) and has all its other 
zeros at the multiple zeros of L,-,y. 
Proof. I f  L,_,y has 4 different zeros in [u, ck(u)], then in Jt there are 
exactly 4 - 1 indices, else inequality (2) would be strict and N(y) < n. We 
thus have exactly one zero of odd multiplicity of L,y between every two 
consecutive zeros of L,-Iy and further zeros of odd multiplicity of L,y can 
only occur at the multiple zeros of Lfmly. 
Next we prove that if a’ < x1 < &(a) then n(xJ is odd. This means that 
L,y has no zero of even multiplicity between consecutive zeros of L,-,y 
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and in (/3-r , b), but only at those points where L,-,y has a multiple zero of 
odd multiplicity. Suppose that there exist is , t, such that &, E It, and 
xi, # a’, ck(a). Then n(x,,) is even and n(x,,) > 2. For Eq. (1) we consider 
the following boundary conditions at the points where the quasi-derivatives 
of Y(X) vanish: 
Wtu) @i) = 0, sft<s+n(x,)-l, iE1,, i+&, 
(W (Xi,) = 0, t, < t d t, + ?z(X<,) - 3, 
(Ltu) (xj) = 0, S f t < S + n(Xj) - 2, j E Js , 
where s = O,..., n - 1. This system consists of ?z - 2 equations, therefore it 
has a solution j(.v) which is linearly independent of y(x). 
Three different assumptions about J(X) will be checked separately. 
(a) Suppose Y(X) has exactly rz(.vi,) - 2 consecutive quasi-derivatives 
vanishing at xi, . Then the solution yr(x) = J)(X) + CX~(X) also has exactly 
n(xi,) - 2 zeros at .vi, . But as y(x) has exactly X(.X,,) consecutive vanishing 
quasi-derivatives at .z( , we have lim,,, (L,,yjLt,~) = 0, and Lto~/Ll,~ 
does not change its s&n at si . Therefok for (Y sufficiently small and of 
suitable sign the quasi-derivativGl,oy, = Lt,y + OILQ = L,o~(L,oy/L,o~ +a) 
has simple zeros on the two sides of siO . Since fz(.Q - 2 consecutive quasi- 
derivatives vanish at xi0 , by Rolle’s theorem the following quasi-derivatives 
also have zeros in a given neighborhood of xi0 , one the two sides of xi . 
For small (Y, all these zeros are simple. At a zero m, , j E jtj , L,,? has, by’s 
similar reasoning, a zero of multiplicity n(xj) - 1 and an additional simple 
zero in a given neighborhood of .yj. For small 01, L,?; (t = O,..., n - 1) 
have no other zeros except those prescribed by the boundary conditions and 
the simple zeros in their neighborhoods. By a simple count it is seen that the 
quasi-derivatives of yi(x) have in [a, &.(a)] the same number of zeros as the 
corresponding quasi-derivatives of y(x). But as the zero at xi0 splits into a zero 
of multiplicity n(~,,) - 2 and two simple zeros, we have iv(n) < N(y) = n. 
This contradicts Lemma 2. 
(b) If  exactly n(.~;,) - 1 consecutive quasi-derivatives of y(x) vanish 
at xto , we split the zero of Lt,y at xi, as in Lemma 2. We obtain that for 
suitable 01, yr(~) = y(x) + am and its quasi-derivatives have, in [a, lk(a)], 
the same number of zeros as y(x) and its corresponding quasi-derivatives and 
-WY,) < 12. 
(c) If  Y(N) has at least n(xi,) zeros at xiO, then there exists a linear 
combination of F(X) and Y(X) such that N(c,! + c,~) > 12, again a contra- 
diction. 
262 URI ELIAS 
LEMMA 4. Let y(x) be an extremal solution for &(a). Then at least one of 
its queasi-derivatives has exactly k zeros in [a, [Ja)]. 
COROLLARY. &(a) < &+,(a). 
Proof of Lemma 4. Suppose that every quasi-derivative of y(x) has at 
least k + 1 zeros in [a, &(a)]. At least one quasi-derivative has a multiple 
zero at [,(a). Else, if all the quasi-derivatives vanishing at ck(a) had simple 
zeros there, each quasi-derivative would have at least k zeros in [a, [,(a)). 
Let X, be one of the multiple zeros at the right endpoint of the interval, 
&(a). For Eq. (1) we consider the n - 2 boundary conditions 
(LfU)(Sj) = 0, S < t < S + ?Z(Xj) - 2, j E Js , 
(W(Xi) = 0, s<t<s+n(xf)-1, iEI,, ifr, 
where s = O,..., n - 1 and 
(-wx,) = 0, t, < t ,( t, + n(x,) - 3. 
This system has a solution J(X) linearly independent of y(x). 
Assume that exactly n(x, , y) - 2 consecutive quasi-derivatives of y(x) 
vanish at x, , explicitly L, y, t,. < t < t, + n(~,.) - 3. Then the same 
quasi-derivatives of yi(~) = Y(X) +- my(~) vanish at x, . As in the proof of 
Lemma 3, we obtain that for suitable 01, L,y, (tP < t < t, + n(xr) - 2) has 
two simple zeros, one to the right and the other to the left of &(a). One of 
them is clearly in [a, &(a)]. Recall that each quasi-derivative of y(x) has at 
least k + 1 zeros in [a, {,(a)]. A simple count shows that every quasi-derivative 
of yr(~) has at least k zeros in [a, &(a)] and N(y,) < N(y) = n because of 
the splitting of the multiple zero at X, . This contradicts Lemma 2. 
If n(x,, 7) > n(x, , y) - 2, we obtain a contradiction as in the proof of 
Lemma 3. 
4. PROPERTIES OF Sk(a) 
The following lemma is required for the proof of Theorem 1. 
LEMMA 5. For every E > 0 there exists a solution ye(x) such that each of 
its quasi-derivatives has at least k simple zeros in [a, [,(a) + l ) and N(y,) < n. 
The same proposition holds for the interval (a - E, [,(a)]. 
Proof. Let Y(X) be an extremal solution for &(a), and if L,y, t = O,..., 
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n - 1, have multiple zeros in [a, &(a)], let x1 be the rightmost of them. If 
x1 = &(a), we consider the system 
(L,U)(Xi) = 0, s < t < s + n(q) - 1, iEI,, i + 1, 
(Ltu)(xj) = 09 s < t < s + n(Nj) - 2, j E Jd ) 
where s = O,..., n - 1, and 
(L,u)(.r,) = 0, t, < t sg t, + n(q) - 3. 
In this system there are n - 2 equations, and it has a solution y(x) linearly 
independent of y(x). n(xr , y) 3 n(xl , y) is impossible, since otherwise there 
would be constants cr , cs such that N(c,y + cay) > n. If n(xl , y) = 
n(xl , y) - 1, then, recalling that xr = ck(a), we obtain as in the proof of 
Lemma 2 that for suitable 01, the quasi-derivatives of yr = y + my have in 
[a, &.(a)] as many zeros as the quasi-derivatives of y(x) and N( yr) < N(y) = KZ. 
This contradicts Lemma 2, therefore y(x) has at xr a zero exactly of order 
n(xJ - 2. As in the proof of Lemma 3, we obtain a solution y1 with a zero 
of multiplicity n(xJ - 2 at xl and two simple zeros near x1 . The quasi- 
derivatives of yr(.x) have in [a, I;,(u) + l ) the same number of zeros as the 
quasi-derivatives of y(x) have in [a, &.(a)]. But by splitting the multiple zero 
at .xI the number of simple zeros increases in this process and N(y,) < n 
in [a, S,(a) + ~1. 
If the rightmost multiple zero .xI is inside [a, &.(a)], then the construction 
of y(x) is more complicated. If a’ < xI < &(a), then by Lemma 3, I E J and 
n(x!) is odd, hence n(x!) > 3. We define y(x) as a solution of the system 
(L,u)(xJ = 0, s.<t<s+n(xi)-1, iEI,, ifr, 
W)(%J = 0, t, d t < t, + n(x,> - 2, 
where x, is one of the zeros at &(a), and so n(x,) = 1, 
and s = O,..., n - 1. In this system there are 
zr n(‘yi> + [n(xr) - l] + zl [n(.Tj) - l] + [fl(Xr) - 21 = N(y) - 2 = 71 -2 
equations and it therefore has a solution y(x) linearly independent of y(x). 
Now, the proof goes on as before. If xI = a’, we define y(x) similarly. 
By a finite number of such steps we obtain a solution ye(x) such that each 
of the quasi-derivatives L,y, ,..., Ln-ryF has at least K simple zeros in 
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[a, &.(f) + l ) and N(y,) < n. If  L,y (t = O,..., n - 1) have only simple 
zeros, i.e., sI does not exist, but ,V(y) = ~(a’) -+ ~((~(a)) = IE, we obtain by 
the same method a solution with only simple zeros and N(y,) < n. 
For the interval (CZ - E, &(a)] the proof is similar. 
THEOREM I. &.(a) is a strictly increasing continuous function of a zuhich is 
de$ned on an interval of the form [0, b), 0 < b Z$ co. 
Proof. \Ve recall that in the definition of &(a), we considered all the 
solutions y(x) such that each of its quasi-derivatives has R zeros, and not 
only those solutions J!(X) with a quasi-derivative vanishing at a. Therefore, 
if [,(a) exists, cr, is defined also on [0, a]. 
To prove the continuity of 5,: , we use Lemma 5. Let y(x) be a solution such 
that each one of its quasi-derivatives has at least k simple zeros in [a, &.(a) + l ). 
Let t!(x) be the solution of Eq. (I) which has the initial values (&a)(c) = 
(LY)(4 t = o,..., n - 1. The solutions of Eq. (1) are continuously dependent 
on the initial conditions. Therefore, if 1 a - c 1 is sufficiently small, L,y and 
L,a are close and L,v has simple zeros near the simple zeros of Lty. RIoreover, 
all these zeros are in [c, ck(u) + l ). Thus &(c) exists for 1 a - c ! < 6, 
and l,(c) < <,(a) + E. Here the same 6, = &(E) is good for every a in a 
given compact interval. By interchanging the roles of a and c, we get 
(,(a) < i,(c) 7 E when 1 c - a ( < Sx . These inequalities proce that ck. is 
defined in some neighborhood of a and it is continuous there. 
Now, we also use the second half of Lemma 5. For every c > 0 there exists 
a solution Ye such that each of its quasi-derivatives has at least k simple 
zeros in (u - E, &.(u)] and AQ<) < n. Thus [,(n - 6) exists and &(u - l ) < 
[,(a). By the inequality IV(y,) < it and by Lemma 2, [,(a - l ) < [,(a). 
Now & is a continuous function which is strictly increasing in some left 
neighborhood of each point. Therefore it is strictly increasing in the whole 
interval. 
This completes the proof of the theorem. 
I$Tl:e remark that the monotonity of [k implies that for every estremal 
solution for &(a), one of the quasi-derivatives vanishes at a. Otherwise if the 
first zero of the quasi-derivatives is a’, a’ > a, then by definition we would 
obtain &(a’) :g &(a), contradicting the strict monotonity. 
Using this remark and the lemmas, we can summarize the properties of 
extremal solutions in the following theorem. 
THEOREM 2. Every estremal solution y(x) of Eq. (I) for &(a) has the 
following properties. 
(1) One qf the quasi-derivatives of y(x) has exactly k zeros in [a, <,(a)]. 
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(2) One of the quasi-deriwatives vanishes of y  vanishes at a and one of 
the quasi-derivatives vanishes at &(a). 
(3) G(a)) and n - ( ) v  a are both even (odd) when p(x) < 0 (p(x) >/ 0). 
(4) Between two consecutive zeros of L,-,y there is exactly one zero of 
odd multiplicity ofL,y. For each x1 , a < x2 < &,.(a), n(xl , y) is odd. 
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