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The conductivity of the material is a key transport parameter in spacecraft charging that determines how deposited charge will 
redistribute throughout the system, how rapidly charge imbalances will dissipate, and what equilibrium potential will be 
established under given environmental conditions. As the requirements for space missions extend to new regions of space and 
more stringent requirements are placed on spacecraft performance, it becomes necessary to better understand the underlying 
conduction mechanisms that determine the dynamic response of insulators to temperature, electric field dose rate, and sample 
conditioning and history.  This study performed detailed measurements of the transient conductivity of representative highly 
disordered insulating materials using the constant voltage method and analyzed the data with dynamic models for the time, 
temperature, and electric field dependant conductivity.   
We describe substantial upgrades to an existing Constant Voltage Chamber (CVC), which improved the precision of conductivity 
measurements by more than an order of magnitude.  A battery operated voltage source supplied a highly stable applied voltage. 
Data acquisition and analysis algorithms and the interfaces between electronics and the data acquisition system were optimized 
for higher precision and accuracy. Painstaking attention to ground loops, shielding, filtering and other associated issues greatly 
reduced electrical noise in the extremely low (<0.2 fA) current measurements.  . Mechanical systems, including vacuum and 
cryogenic equipment, were also modified to eliminate excessive noise. To insure sufficient, uniform and repeatable contact 
between the electrodes and the sample surface, an adjustable spring clamping mechanism adhering to ASTM D 257-99 standards 
was added that maintains electrical isolation between the electrode plate assembly and the cooling reservoir; this system also 
significantly reduced uncertainties associated with contact area reproducibility.  Stable measurements can now be made over 
temperatures ranging from 100 K to 400 K.  At room temperature and above and at higher applied voltages (approaching typical 
breakdown potentials of thin film samples of ~2-6 keV at fields of >50 MV/m), the ultimate instrument conductivity resolution can 
increase to ≈4•10-22 (Ω-cm)-1 corresponding to decay times of more than a decade; this is comparable to both the thermal 
Johnson noise of the sample resistance and the radiation induced conductivity from the natural terrestrial background radiation 
dose from the cosmic ray background.  
A theoretical model is presented to predict CVC conductivity measurements of charge injected at two metal-insulator interfaces at 
the electrodes.  The dynamic bulk charge transport equations developed for electron charge carriers predict the time, 
temperature, and electric field dependence of the current measured at the rear electrode of the CVC.  The model includes space 
charge limited effects for electron drift, diffusion, displacement, and polarization.  The model makes direct ties to fundamental 
properties of the interactions of the injected electrons with the trap states in highly disordered insulating material, including the 
magnitude and energy dependence of the density of trap states within the gap, the carrier mobility, and the carrier trapping and 
de-trapping rates.  Measured values of the conductivity of LDPE and polyimide (Kapton HN™) are compared with this theoretical 
model.  The fits are excellent over more than ten orders of magnitude in current and more than five orders of magnitude in time.  
Residuals are typically in the range of zeptoamps per cm2 (10-18 A/cm2), and appear to be instrumentation resolution limited.  The 
good agreement between the fitting parameters of the model and the corresponding physical parameters determined from the 
literature and measurements by related techniques is discussed. 
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Sample thicknesses were measured with a standard digital micrometer 
(Mitutoya) with a resolution of ±3 µm.  The anvil of the micrometer was ~0.5 cm 
in diameter, so that each measured thickness was an average over a surface 
area of ~0.8 cm2 and was insensitive to smaller area variations.  The average 
sample thickness for a 1 mil LDPE sample is (27.4±0.1) μm (0.4%).  Repeated 
measurements had a range of values comparable to the instrumental 
resolution.  
  Sample Thickness Error ∆d 
  Conclusions 
The fundamental limit to measurement of current or conductivity is the Johnson noise of the source resistance.  For 
any resistance, thermal energy produces motion of the constituent charged particles, which results in what is 
termed Johnson or thermal noise.  Based on a standard formula for peak to peak Johnson current noise : 
 
 
 
 
where WBand is the signal band width approximated as (0.35/Trise).  Trise is the time for the electrometer to respond to 
a change in current signal form 10% to 90% of the meter range; for the lowest 10-11 A range of the Keithley 616 
electrometer this is ~3 s and Trise is 0.12 Hz.  For a typical LDPE sample at ~100 K, ∆ Ipp≈3·10-19 A with a 
corresponding σpp≈5·10-24 (Ω-cm)-1 at 100 V.  This is ~1% of the ultimate instrument conductivity resolution 
calculated above.  
Due to extreme sensitivity of the CVC, it has the potential of measuring conductivities comparable to noise 
produced by Radiation Induced Conductivity (RIC) resulting from cosmic ray background radiation. 
R
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The precision for a single current measurements, ΔI, using an electrometer 
(Keithley 616) and data acquisition (DAQ) card (National Instruments, Model 
6221) over a current range of 10-6 A to 10-15 A is given by: 
 
 
 
•             is the relative DAQ and electrometer error proportional to the measured 
   current  
•             is the absolute part of the electrometer error  
•             is the error due to the digital to analog conversion by the DAQ card  
 
The precision of a set of NI measurements of the current using the electrometer 
and DAQ card is given by: 
 
 
 
 
•        = Current measured by the electrometer, 
•        = Electrometer current range setting, 
•        = Electrometer display sensitivity setting, 
•        = Electrometer range resolution factor at a given range, R, 
•        = Rise time (response time of the meter for a current change from 10% to 
 90% of full scale) at a given range, R , 
•        = DAQ resolution factor, 
•        = Number of samples taken for a given current data set,  
•        = Sampling rate of DAQ card. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Total current error for the Keithley 616 electrometer.  Curves show the error over 
the range of measurable currents for each of 8 range, R, and 3 sensitivity, S, 
settings.  Measurable currents range from ~3 pA at the high end to ~400 aA 
(0.0000000000000004 A) for the most resistive materials. 
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For the programmable medium voltage supply used (Bertan, Model 230-01R; 1 
kV @ 15 mA), the instrumental precision is approximately: 
 
 
 
The uncertainties in this equation are a combination of uncertainties from the 
DAQ card and programmable voltage supply.  The voltage dependent term, 
0.1%, is a sum in quadrature of voltage supply uncertainties. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Voltage Error ∆V 
Voltage versus time plot for an experimental data set for LDPE at 100 V for 96 
hr at variable temperature.  Measured voltage sets at 20 s intervals are shown 
as grey dots.  The blue curve is the smoothed data derived from a binned 
averaging algorithm designed for unpredictable data sets.  The green lines 
show the statistical variations for the binned/averaged data at ±1 standard 
deviation of the data sets in each bin.  The approximately consistent narrow 
band in the spread of the grey data points bounded by the red curves of 
about ±25 mV corresponds to the estimated instrumental precision from the 
medium voltage supply and DAQ card, which is estimated for this data set to 
be ±20 mV or ±0.03% based on ∆V.  The larger, periodic discrete jumps in the 
voltage of ~150 mV with a period of 24 hr are due to daily changes in the 
room temperature of ~1.5 ºC.  The daily heating and cooling cycle for the 
laboratory has been superimposed on the voltage versus elapsed time plot 
and juxtaposed to the room temperature versus elapsed time plot as 
confirmation of the temperature effect.  
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Use of a battery source greatly 
reduces the voltage error.  The 
low voltage battery source 
constructed of twelve nine-volt 
Duracell Professional Alkaline 
batteries in series, produces an 
applied voltage of approximately 
102.5 V (minimal linear drift 
results from slow drain of the 
batteries).  For the low voltage 
battery source, the instrumental 
precision is approximately: 
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  Electrode Area Error ∆A 
 
 
 
 
 
 
 
 
 
 
 
 
a) The area of the Cu electrode is determined to be (1.98±0.08) cm2.  Errors in 
diameter were set at a lower bound by subtraction of half the 50 μm radius of 
curvature machined on the edges of the electrodes to reduce high electric fields 
from sharp edges and at an upper bound by addition of half of a typical sample 
thickness of approximately 50 μm.   
b) The area of the electrode is invariant, with the exception of contact area.  
Contact area has been made more uniform by the addition of the sample 
clamping capabilities.  Precision in the surface area from run to run due to 
variations in the clamping is crudely estimated as ~1%.  
b) a) 
We are concerned with the estimation of the error in the conductivity, which is calculated as: 
 
 
 
 
where I is the measured current, d is the sample thickness, A is the cross sectional area, and V is the applied 
voltage. The relative error in conductivity (or resistivity) is the sum of relative errors of these four measured 
components added in quadrature:  
 
 
 
 
 
Based on standard error analysis methods, the magnitudes of the components of random and systematic errors 
and their relative contribution to the total error in conductivity are described individually in the side panels.  
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