The effect of guide-field and boundary conditions on collisionless
  magnetic reconnection in a stressed X-point collapse by von der Pahlen, J. Graf & Tsiklauri, D.
ar
X
iv
:1
31
2.
53
66
v1
  [
as
tro
-p
h.S
R]
  1
8 D
ec
 20
13
The effect of guide-field and boundary conditions on collisionless magnetic
reconnection in a stressed X-point collapse
J. Graf von der Pahlen and D. Tsiklauri
School of Physics and Astronomy, Queen Mary University of London, London, E1 4NS, United Kingdom
(Dated: October 1, 2018)
Works of D. Tsiklauri, T. Haruki, Phys. of Plasmas, 15, 102902 (2008) and D. Tsiklauri and
T. Haruki, Phys. of Plasmas, 14, 112905, (2007) are extended by inclusion of the out-of-plane
magnetic (guide) field. In particular, magnetic reconnection during collisionless, stressed X-point
collapse for varying out-of-plane guide-fields is studied using a kinetic, 2.5D, fully electromagnetic,
relativistic particle-in-cell numerical code. For zero guide-field, cases for both open and closed
boundary conditions are investigated, where magnetic flux and particles are lost and conserved
respectively. It is found that reconnection rates, out-of-plane currents and density in the X-point
increase more rapidly and peak sooner in the closed boundary case, but higher values are reached in
the open boundary case. The normalized reconnection rate is fast: 0.10-0.25. In the open boundary
case it is shown that an increase of guide-field yields later onsets in the reconnection peak rates, while
in the closed boundary case initial peak rates occur sooner but are suppressed. The reconnection
current changes similarly with increasing guide-field, however for low guide-fields the reconnection
current increases, giving an optimal value for the guide-field between 0.1 and 0.2 times the in-plane
field in both cases. Also, in the open boundary case, it is found that for guide-fields of the order of
the in-plane magnetic field, the generation of electron vortices occurs. Possible causes of the vortex
generation, based on the flow of decoupled particles in the diffusion region and localized plasma
heating, are discussed. Before peak reconnection onset, oscillations in the out-of-plane electric field
at the X-point are found, ranging in frequency from approximately 1 to 2 ωpe and coinciding with
oscillatory reconnection. These oscillations are found to be part of a larger wave pattern in the
simulation domain. Mapping the out-of-plane electric field along the central lines of the domain
over time and applying a 2D Fourier transform reveals that the waves predominantly correspond to
the ordinary and the extraordinary mode and hence may correspond to observable radio waves such
as solar radio burst fine structure spikes.
PACS numbers: 52.65.Rr;52.30.Cv;52.27.Ny;52.35.Vd;52.35.Py
I. INTRODUCTION
Dungey’s original work on X-type collapse [1] is the
earliest analysis of magnetic reconnection, predating
tearing-mode and Sweet-Parker theories, and X-type sce-
narios are still frequently considered in models of solar
flares (see Ref. [2], chapter 10.5.1). Most space and
solar plasma simulations of magnetic reconnection pre-
dominantly focus on reconnection induced by the tearing-
mode instability. Yet, after a Harris type current sheet
is disrupted by a tearing instability and magnetic islands
and X-points start to form, there are indeed few distin-
guishable differences between X-point collapse and the
well-studied tearing instability. In both cases a stage is
reached whereX-point symmetry is broken, which means
that there is no restoring force and the X-point col-
lapses, resulting in fast reconnection (see Ref. [3], chapter
7.1). Moreover, even the respective causes of the recon-
nection electric field, as calculated using the generalized
Ohm’s law, are the same, namely the off-diagonal terms
of the divergence of the electron pressure tensor. This
was shown in Ref. [4] for the case of X-point collapse
and in Ref. [5] for the tearing-mode instability. Equally
similar is the quadrupolar structure of the out-of-plane
magnetic field at the X-point, caused by the Hall effect
(first proposed in Ref. [6] and shown to be critical in fast
reconnection in Ref. [7]). This was shown to emerge in
the case of X-point collapse in Ref. [8] and in the case
of tearing-mode instability in Ref. [5], as well as in the
Magnetic Reconnection Experiment (MRX) [9].
X-point collapse is distinguishable as a reconnection
scenario by its geometry, as illustrated in Ref. [3], chap-
ter 2.1. In a X-point collapse set-up, field lines are of
the shape of contracted rectangular hyperbolas, with the
field strength decreasing towards the origin i.e. the X-
point. This set-up, for a two-dimensional grid centred on
the origin, can be defined most simply as
Bx = y,By = α
2x, (1)
with a corresponding out-of-plane current, based on Am-
pere’s law, of
jz =
α2 − 1
µ
. (2)
Here, α being greater or smaller than 1 corresponds to a
contraction along the x or y axis respectively, and results
in an inwards j ×B force on the plasma along the same
axis. Field lines are dragged along by the plasma, further
increasing the contraction. With the resulting build-up
of magnetic pressure near the X-point, magnetic recon-
nection commences and the field collapses.
This study extends the works of D. Tsiklauri and T.
Haruki ([4] and [8]), whereX-point collapse was modelled
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using a fully relativistic 2.5D Particle in Cell (PIC) code,
by introducing an uniform out-of-plane magnetic guide-
field of varying magnitudes and by comparing the effects
of different boundary conditions (details of the code and
set-up used are given in II).
The relevance of reconnection with a guide-field in nat-
ural reconnection processes is apparent in solar flare mod-
els such as that of Hirayama [10], as shown in Fig. 1. In
this model a rising solar prominence stretches out a cur-
rent sheet, prone to trigger magnetic reconnection (see
Ref. [2], chapter 10.5.1). Here it is clear that the fila-
ments making up the prominence are mostly perpendicu-
lar to the plane of the reconnection site (or rather paral-
lel to the current sheet) and thus constitute a guide-field.
Similarly guide-fields play a role in reconnection in the
magnetotail of the Earth, as demonstrated in Ref. [11].
FIG. 1: Adopted from [2], p. 437, based on [10], showing
a snap shot of Hirayama’s model of solar flares, indicating
reconnection site (front view) and guide-field (side view).
The need to account for kinetic effects in a simulation
of X-point collapse is explained in Ref. [3], chapter 7.1.1.
As shown here, it was demonstrated in Ref. [12] that the
condition
β0 .
(
η
vA0y0
)0.565
, (3)
where usual notation is used, must apply for a sufficiently
thin current sheet to form, allowing for fast-reconnection
to be possible in a X-point collapse scenario. If this
condition is not satisfied, the collapse of the X-point will
be counteracted by the plasma pressure and choked off.
In the case of solar plasmas the right hand side of this
condition is of the order of 10−8, implying that β . 10−8,
which is much smaller than values based on observation.
Hence, kinetic effects play a decisive role if reconnection
is to be fast [4, 8]. Further, the importance of using a
kinetic simulation is apparent from the shortcomings of
purely MHD based simulations, as described in Ref. [13]
chapter 3.1.1. In particular, MHD models tend to have
dissipation regions of small width to length ratios (e.g.
Sweet-Parker), which do not allow for fast reconnection.
On the other hand, when they have suitable diffusion
region width to length ratios (Petcheck), they rely on
non-uniform resistivity.
There have been several other studies into the matter
of magnetic reconnection in the case of a guide-field, with
different set-ups, including computational studies by Ho-
riuchi et al. [14], Pritchett et al. [15, 16] and Fermo
et al. [17], as well as experimental studies using the
MRX [9, 18] and the Versatile Toroidal Facility (VTF)
[19, 20]. While the field configurations in these studies
were distinctly different from those presented here, some
of their findings are similar, including the delays in on-
set times of peak reconnection [14, 18] and the increase
in out-of-plane current along one pair of separatrix arms
[14, 15] (see section III B 1). Further, electron vortices
were shown to emerge at the X-point for guide fields ap-
proximately equal to the in-plane field, similar to vortex
formation simulated in Ref. [17] (see Ref. III B 2). These
vortices appear singularly at the X-point, as opposed to
in multiples along the X-line, and thus appear distinctly
different from vortices observed in Ref. [16]. While (as
shown in Ref. [17] and [16]) vortices were found previ-
ously in similar numerical set-ups, we find for the first
time that imposing a guide-field can also lead to electron
vortex formation in X-point Collapse. Albeit, this also
underscores the similarities betweenX-point collapse and
tearing-mode set-ups and that more attention needs to
be paid to the former.
As discussed in Ref. [13] page 91-94, the generation
of electromagnetic waves plays a significant role in Hall
reconnection scenarios. The generation of whistler and
Alfve´n waves during reconnection was simulated in Ref.
[21] and demonstrated experimentally at the VTF [19].
Further, electro-static waves were detected at the X-
point in a VTF experiment during reconnection in Ref.
[20]. As shown in section III C, both electrostatic and
electromagnetic waves are produced directly preceding
reconnection onset, with the electromagnetic waves be-
ing in the radio frequency regime. These could be similar
to radiation from events such as Type II precursors (first
discovered in Ref. [22]), which are known to release radio
waves prior to solar flares and thus prior to reconnection
in the Hirayama model.
II. SIMULATION MODEL
A. Stressed X-point Collapse Reconnection Model
The left panel of Fig. 2 shows the initial set-up of the
in-plane magnetic field used in this study. This is math-
ematically described by the following expressions
Bx =
B0
L
y, By =
B0
L
α2x, (4)
where B0 is magnetic field intensity at the distance L
from the X-point for α = 1.0, L is the global external
length-scale of reconnection, and α is the stress parame-
ter (see e.g. chapter 2.1 in Ref. [13]). In addition a uni-
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FIG. 2: Magnetic field line configuration at the start of the
simulation (left) and at the peak of the reconnection (right).
Directions of field lines are indicated. Arrows indicate the
velocity of the field lines due to the J × B force. The grey
vertical strip indicates the current sheet.
form current is imposed at time t = 0 in the z-direction,
corresponding to the curl of the magnetic field, such that
Ampere’s law is satisfied
jz =
B0
µ0L
(α2 − 1). (5)
The configuration above was simulated and analysed in
Ref. [8]. In this scenario the initial stress in the field leads
to a J × B force that pushes the field lines horizontally
inwards. This serves to increase the initial imbalance,
which in turn increases the inwards force and the field
collapses. Due to the frozen-in condition, this leads to a
build up of plasma near the X-point and eventually to
the formation of a diffusion region, accompanied by a cur-
rent sheet as shown in the right panel of Fig. 2. The term
in the generalized Ohm’s law which corresponds to the
breaking mechanism of the frozen in condition was shown
to be the off-diagonal terms of the electron pressure ten-
sor divergence, due to electron meandering motion (see
Ref. [4]).
The new effect introduced in this study is an out-of-
plane magnetic guide-field of different intensities. The
strengths of the guide-field were chosen to be fractions of
the maximum field amplitude within the plane, BP , i.e.
BZ0 = (n/10)B0
√
1 + α2 = (n/10)BP , (6)
where n is an integer ranging from 1 to 10.
B. PIC Simulation Code
The simulation code used here is a 2.5D relativistic and
fully electromagnetic Particle In Cell (PIC) code, as de-
veloped by the EPOCH collaboration, based on the origi-
nal PSC code by Hartmut Ruhl [23] (minor modifications
were made in this study to allow for closed boundary con-
ditions). Following the general workings of a PIC code,
the particles making up the plasma are simulated as a
smaller number of ’quasi-particles’, representing the dis-
tribution function of position and momentum of a given
particle species. The electric and magnetic fields are de-
fined on a grid with a size according to the simulation
domain and a resolution determined by the size of the
grid cells. The quasi-particles are moved according to
the self-consistent electric and magnetic fields, defined
using a finite difference time domain technique. From the
particle momenta, currents are calculated using the Vil-
lasenor and Buneman scheme [24], which are then used
to update the electric and magnetic fields at the end of
the time step.
The number density of both electrons and ions in the
simulation domain, ne and np, was set to 10
16m−2, while
the temperature for both electrons and protons, Te and
Tp, was set to 6.0× 107K, matching conditions of flaring
in the solar corona. The proton mass was set to 100 times
the electron mass, i.e. mp = 100me, to speed up the code.
The value of B0 was set as 0.03207 T such that ωpe = ωce,
where ωce is the electron cyclotron frequency, which fixes
the Alfve´n speed at the y-boundary as va = 0.1c. The
size of the grid cells in both x and y where set to the
Debye length, λD, such that
dx = dy = λD = vte/ωpe =
√
kBTeǫ0/nee2 (7)
where usual notation is used. The timestep in this sim-
ulation was determined by the simulation code and set
as
dt =
λD
c
√
2
, (8)
where c is the speed of light in vacuum.
The simulation used a grid of 400 × 400 cells, which
thus gave the simulation domain a length of 400 × λD,
according to (7), i.e. 2L = 2.1382 m, corresponding to
4.0208c/ωpi. The code used 500 particles per species per
cell and thus a total 1.6 × 108 particles in total. While
the simulation in Ref. [8] used only 100 particles per cell,
which is sufficient to accurately resolve electromagnetic
field dynamics, it was found that a greater number was
needed to accurately resolve particle dynamics, particu-
larly with regards to the discovery of the electron vortex
(see section III B 2). Convergence tests showed that re-
sults converged with those at 1000 particles per cell.
C. Boundary Conditions
The original simulation of Tsiklauri and Haruki (see
Ref. [8]) used boundary conditions such that flux at the
boundary is conserved. Hence, zero-gradient boundary
conditions are imposed both on the electric and magnetic
fields in x- and y-directions and the tangential compo-
nent of electric field was forced to zero, while the nor-
mal component of the magnetic field was kept constant.
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This allows for magnetic field lines to slide freely on the
boundaries, whilst inhibiting loss (or gain) of magnetic
flux from the simulation domain. Further, the boundary
condition for (quasi) particles in the simulation was set so
that particles are reflected when reaching the boundary.
Thus, the the simulation represents an isolated physical
system, neither losing nor gaining magnetic or particle
flux (we will refer to this as closed boundary conditions).
We also consider boundary conditions that allow out-
flow of flux and particles i.e. where waves or particles
travelling past the simulation boundary are simply re-
moved and no longer affect the simulation (we will refer
to this as open boundary conditions). Both this and the
previous case were investigated, with and without guide-
field, such that differences could be established.
Based on simple physical considerations it can be ar-
gued that open boundary conditions are more relevant
in many astrophysical reconnection scenarios, as for ex-
ample in the solar flare reconnection model described in
Ref. [10], or more generally the space around tearing-
unstable X-points, where there is no physical restriction
on the motion of field lines and hence particles.
On the other hand, closed boundary condition are more
relevant to reconnection in confined reconnection experi-
ments, particularly ’closed-type’ experiments (tokamaks,
spheromaks etc.) where motion of field lines and par-
ticles is restricted. Many of these experimental set-ups
and the effects of their specific boundary conditions are
discussed in Ref. [25].
III. SIMULATION RESULTS
A. Effect of Boundary Conditions
An initial test was carried out for the zero guide-field
case, i.e. BZ0 = 0, showing how the simulation results of
the original study [8] vary when applying open instead of
closed boundary conditions, as shown in Fig. 3. Recon-
nection electric field, reconnection current and density
at the X-point appear to increase more rapidly and peak
sooner in the closed boundary case. However, higher val-
ues appear to be reached in the open boundary for all
three variables, particularly in the reconnection current.
Also in the open boundary case, there is a much lesser
decline within the simulation time and the characteristic
double peak profile in the reconnection electric field in
the closed boundary case is not apparent, at least not
before 500ω−1pe . All of the above observed differences in-
dicate that the change in boundary condition has a sig-
nificant effect on the reconnection dynamics. By plotting
the magnetic flux function (calculated using the spatial
gradients of the magnetic field components and compo-
nents of EZ) as contours of equal magnitude, at different
times in the simulation, these differences in reconnection
were shown dynamically (see movie 1 and 2 in [26]).
In both cases, rapid high-amplitude oscillations in the
out-of-plane electric field occur immediately before re-
FIG. 3: (top) and (middle) respectively show the reconnec-
tion electric field and current at the X-point as a function of
time. In black the case for open boundaries is shown, whereas
the grey line shows the case for closed boundaries. (Bottom)
The particle number density at the X-point, also for both
boundary cases. Again, black represents the open boundary
case whereas grey represents the closed boundary case.
connection onset. Plotting contours of the out-of-plane
flux-function at the X-point, it was shown that this oscil-
lation corresponds to oscillatory reconnection (see movie
3 in supplementary material [26]), as first demonstrated
in Ref. [27]. Further oscillations, with a smaller ampli-
tude, emerge later in the simulation in both cases, but
predominantly in the closed case, as shown in the mid-
dle panel of Fig. 3. As opposed to reconnection in a
uni-directionally sheared magnetic field, field lines in X-
point collapse reaching the X-point are likely to carry
different particle distributions due to their differences in
initial geometry, which is a likely factor in the transient
nature of the reconnection observed. In the open case,
field lines are free to shift on the boundary (see movie 1
in [26]), which may reduce the impact of the geometry,
thus reducing the oscillations in the reconnection electric
field as shown (these oscillations and the generation of
electromagnetic waves preceding reconnection onset will
be discussed further in section III C).
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B. Effect of Guide-Field
1. Effects on Reconnection Rate and shape of Current sheet
The obtained values for reconnection electric field and
current for the different strengths of guide-fields as a
function of time are shown in Fig. 4 for the open bound-
ary case and in Fig. 5 for the closed boundary case. In the
open boundary case we see a trend of delayed on-set times
in the reconnection field. The same is true for the recon-
nection current, except for n = 2 (i.e. BZ0 = 0.2BP ). In
the closed boundary case initial peaks are reached sooner
for greater values of guide-field, but their amplitudes are
significantly reduced. Onset times of the secondary peak
however are also delayed.
These results are consistent with other reconnection
simulations using different set ups, including the 1997
study by Horiuchi and Sato [14]. Here it is argued that
the increase in guide-field reduces the orbit associated
with the meandering motion of electrons, making them
more magnetized and less likely to break the frozen-in
condition and thus delaying on-set times. Further, the re-
duction in reconnection electric field in the closed bound-
ary case is in-line with the findings in Ref. [9], where it is
shown that, in the MRX set-up, the reconnection electric
field corresponds to that of a Hall MHD simulation and
is reduced for greater guide-fields due to a reduction in
the Hall-current.
FIG. 4: The reconnection current and electric field over time,
for different levels of guide-field as indicated, for open bound-
ary conditions.
At later stages in the open boundary case, the re-
connection field for guide-fields of BZ0 = 0.2 up to
BZ0 = 0.6BP tends to significantly exceed that of the
zero-guide-field case. Further, we see somewhat chaotic
peaks occurring, leading to an exceptionally high peak
FIG. 5: As in Fig. 4 but for the closed boundary case.
value at BZ0 = 0.6BP . We discuss in section III B 2
how this particular peak, as well as the peak values for
BZ0 = 0.8 and BZ0 = 1.0BP , are linked to the emer-
gence of an electron vortex at the X-point along with a
magnetic island. This is of relevance since it has been
shown in Ref. [28] that magnetic islands, formed at the
X-point, can have an effect on electron acceleration and
lead to an increased out-of-plane current (see specifically
the central island in Ref. [28], fig 6(c)).
The increase in reconnection current at n = 2 was in-
vestigated further by running the simulation with guide-
fields ranging from 0 to 0.5BP in steps of 0.05BP . It was
shown that, for the open boundary case, the initial rate
of increase of the reconnection current reached a peak
value, giving an ”optimal” guide-field strength between
0.1BP and 0.2BP . An increase of the reconnection cur-
rent caused by the introduction of a guide-field, as well
as an increase in the current along one pair of separa-
trix arms, is also observed and discussed in detail in Ref.
[15]. It is discussed here how the diversion of particle
flows due to the guide-field can result in the confinement
of electrons to one of the separatrices, leading to a greater
density and thus a greater out-of-plane current.
Fig. 6 shows the out-of-plane current in the simulation
domain for the open boundary case for three different
strengths of guide-field at three different snapshots in
time. The plots show that for greater guide-fields onset
times are delayed and distinct current sheets take longer
to develop (this is shown dynamically in movie 4 in the
supplementary material [26]). Also, as discussed in Ref.
[15], the introduction of a guide-field appears to lead to
the out-of-plane current being intensified along one pair
of separatrix arms. At 500.0ω−1pe for BZ0 = 0.8BP a
circular area of high out-of-plane current emerges at the
X-point. We show in section III B 2 that this is correlated
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FIG. 6: Out-of-plane current in the open boundary case for
different guide-field strengths at different simulation times.
The three columns correspond from left to right to simula-
tion times of 212.5ω−1pe , 375.0ω
−1
pe and 500.0ω
−1
pe respectively.
The three rows correspond from top to bottom to guide field
strengths of 0.0, 0.4BP and 0.8BP respectively.
with the emergence of a magnetic island, which, as shown
in Ref. [28], can cause electron acceleration such that
out-of-plane currents are locally increased.
Fig. 7 shows the out-of-plane current in the simulation
domain for the closed boundary case for the same guide-
field strengths, for snapshot times as indicated. While
we observe similar results in terms of the strengthening
of the current along one pair of separatrix arms and de-
layed onset-times, there is no indication of spiralling or
clustering at the centre of the domain (this is shown dy-
namically in movie 5 in the supplementary material [26]).
Other tests also confirmed that there was no evidence
for the formation of vortices within the simulation time.
However, for greater strengths of guide-field, the current
sheets appeared to be thinning, which is in line with sev-
eral other reconnection experiments (see Ref. [13] page
96-97).
Further, the introduction of guide-field had a notable
effect on the oscillations in the out of-plane-electric field
preceding reconnection onset. Fig. 8 shows the recon-
nection electric field for the open boundary case for in-
creasing guide-field strengths, showing a smoothed line
FIG. 7: As in Fig. 6 but for closed boundary conditions and
with simulation times as stated.
to indicate the mean increase of the field. As shown, for
greater guide-field, the formation of a wave burst in the
initial oscillation is increasingly delayed and the ampli-
tudes reached are increasingly reduced. However, in each
case, reconnection onset coincides with the decline of the
amplitude of the initial burst. A connection appears to
exist between the two events, indicative of the transient
nature of reconnection in X-point collapse.
2. Vortex generation for high guide-field cases
As pointed out, the anomalous peak in the recon-
nection electric field and current for a guide-field of
BZ0 = 0.6BP , as shown in Fig. 4, is due to the emer-
gence of vortical motion in the plane of the simulation
domain. However, while in this case, the emerging vor-
tex moved along the positive y direction of the domain
and dissipated, for the case of BZ0 = 0.8BP , the vortex
remained more stable and more defined. Fig. 9 shows a
series of plots relating to the electron vortex that emerges
for a guide-field of BZ0 = 0.8BP and that of a case where
the guide-field is reversed, i.e. BZ0 = −0.8BP , which
provides a clue regarding the nature of the vortex. Fur-
ther, movie 6 in the supplementary material [26] shows
the change in the electron velocity grid for BZ0 = 0.8BP ,
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FIG. 8: Out-of-plane electric field at the X-point for guide-
fields of 0.0, 0.2 and 0.4BP at the beginning of the simulation
in the open boundary case. The dashed line represents the
same values, smoothed with a filter width of 30ω−1pe , indicating
the increase in reconnection electric field following reconnec-
tion onset.
showing the formation of the vortex (note that the film
extends further than the end of simulation time used in
the previous plots).
Following [13], page 89-92, the quadrupolar structure
of the out-of-plane magnetic field that emerges during
reconnection of opposing field lines is caused by the de-
coupled motion of electrons and ions in the dissipation
region. This is illustrated in the top panel of Fig. 10.
Ions (here protons) decouple and cease to move with the
field lines sooner than the electrons, leading to current
loops which in turn lead to magnetic structures. In a sim-
ilar fashion, it is argued here that imposing a sufficiently
strong guide-field in the diffusion region would impose
current loops, which in turn lead to vortical motion of
particles.
As discussed in Ref. [13], page 96-101, and shown in
Ref. [14] and Ref. [15], the presence of a guide-field in re-
connection can lead to a shear flow of electrons along the
FIG. 9: From top to bottom: in-plane electron velocity, in-
plane magnetic field lines (magnetic flux function), the value
of the ∇n × ∇p term and out-of-plane magnetic field in the
vicinity of the vortex for guide-fields of BZ0 = 0.8BP and
BZ0 = −0.8BP , at 500ω
−1
pe .
in-plane magnetic field at the separatrices. This in turn
leads to an ion polarization drift across the dissipation
region to compensate for the resulting charge imbalance.
This was also observed in the results of this study, as
demonstrated in the bottom panel of Fig. 10. Revers-
ing the guide-field was shown to reverse the motion of
electron flow and thus the polarization drift of the pro-
tons. Comparing this to the flows in Fig. 9 it is clear that
the electron flows already undergo the vertical part of the
vortex motion. Adding to this the influence of a substan-
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FIG. 10: (Top) Adopted from [13], chapter 3.1.1, showing
a schematic of dissipation region for anti-parallel reconnec-
tion, indicating the decoupled motion of electrons and pro-
tons and how they lead to the quadrupolar out-of-plane mag-
netic field structure. Lengths of the ion and electron dissipa-
tion regions are indicated. (Bottom) Proposed version of the
above schematic when modified by a positive or negative out-
of-plane magnetic guide-field. As shown in each case, shear
electron flows are induced along the field lines (see Ref. [13],
page 96-101), leading to a polarisation electric field. This
in turn leads to polarisation drift of the protons across the
diffusion region.
tial guide-field, and thus a j×B force, it is plausible that
the guide-field, which is also present at the X-point, be-
comes a dominant factor in the decoupled motion of the
electrons and initiates vortical flows as observed.
An additional consideration is that, as is known for
shear flow of plasmas, the Kelvin-Helmholtz instability
could play a role in the emergence of the vortex. In Ref.
[17] a case is made that current sheets, elongated by the
influence of a guide-field, that undergo secondary recon-
nection are in fact triggered by the Kelvin-Helmholtz in-
stability, and that the emergence of the magnetic islands
is due to the emergence of electron vortices. Again, there
are significant differences in the simulation set-up used
in this study, but it is consistent in the aspect that the
vortex observed in this simulation was accompanied by
the formation of a magnetic island (see Fig. 9). Further,
movie 6 in the supplementary materials [26] shows what
could be interpreted as secondary vortices, forming after
the initial vortex emerged, as would be consistent with
Kelvin-Helmholtz vortices.
It is further noted that the temperature, and thus the
pressure at the X-point also greatly increases for greater
guide-fields. It could thus be argued that electromotive
force could play a role in the generation of these vortices,
similarly to the simulation in Ref. [29]. Since the elec-
tromotive force is generated by a ∇n × ∇p term, where
n and p are number density and scalar pressure respec-
tively, this term was plotted for the simulation domain
(see Fig. 9). As can be seen, there is a correlation be-
tween areas of high vorticity and the magnitude of the
∇n×∇p term.
C. Initial Oscillation in Reconnection Field
Both in the open and the closed boundary case, as well
as for increasing guide-fields (see Fig. 8), the simulation
exhibited a burst of rapid oscillations in the reconnection
field, directly preceding reconnection onset. This oscilla-
tion was shown to be part of a more general wave struc-
ture in Ez , spreading over the simulation domain. While
this oscillation is present in all cases of guide-field, it ap-
pears most dominant in the guide-field-free case and was
thus investigated for this case. By decomposing the oscil-
lation at theX-point using a wavelet function, the change
in frequency was shown to rise from approximately 1ωpe
to 2ωpe, as shown in Fig. 11.
FIG. 11: (Top) The oscillation in Ez at the X-point at
the beginning of the simulation. (Bottom) The very same
segment of the Ez oscillation, decomposed using a wavelet
function, showing the change in frequency over the same time
period. The colour intensity in the plot relates to the ampli-
tude of the oscillation.
By taking a horizontal slice through the simulation do-
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main at y = 0 and mapping Ez at these locations over
time, contours of wave patterns were composed showing
the variation of Ez with time and position. These were
transformed using a 2D Fourier transform to give a plot
representing the dispersion relationships of the waves. To
test the consistency of this method, similar tests were car-
ried out for simulation runs with in-plane fields of greater
values of B0, as in (4). Resonances seemed to appear,
scaling linearly with the field strength (see Fig. 12).
FIG. 12: (left) Dispersion plot generated by sampling Ez
over horizontal slice at y = 0 over the period in which the
initial oscillations occurred, i.e. 100ω−1pe , and applying a 2D
Fourier transform. (right) Same plot for a three-fold increased
in-plane field. Both plots show the logarithm of the respec-
tive amplitude and have been superimposed with a simulated
dispersion plot for an ideal Maxwellian plasma with identical
parameters to the simulation and magnetic field strengths as
indicated.
The dispersion relationships in Fig. 12 were superim-
posed with the standard dispersion curves for waves in a
cold Maxwellian plasma, propagating perpendicularly to
a magnetic field, given in Ref. [30], page 45, as
c2k2 = ω2 − ω2pe, (9)
i.e. the normal mode, and
c2k2 =
(ω2 − ω2
1
)(ω2 − ω2
2
)
ω2 − ω2uh
, (10)
i.e. the extraordinary mode. ωuh represents the upper
hybrid frequency and ω1 and ω2 are given respectively as
ω1 = (ω
2
uh − 3ω2ce/4)1/2 − ωce/2 (11)
and
ω2 =
ωuh
2
{
(1 + 3ω2pe/ω
2
uh)
1/2 + (1− ω2pe/ω2uh)1/2
}
.
(12)
The value for ωpe here was set equal to that used in
the simulation, while it was found that the value of ωce
that best matches the results is that corresponding to a
magnetic field of α2B0, which corresponds to the strength
of By at the x-boundaries of the domain, as given by (4).
This was shown to hold true for greater values of B0 as
shown in right panel of Fig. 12.
From the superimposed dispersion plots in fig. 12 it can
be seen that the greatest wave amplitudes occur in the or-
dinary mode. Since these correspond to electromagnetic
waves, this occurrence could have observational conse-
quences in the radio wave regime, potentially solar radio
burst fine structure spikes (see Ref. [31]). The frequen-
cies of the waves range approximately from the plasma
frequency up to the upper-hybrid frequency, where they
reach a maximum. This relates well to [32], where a
model of Zebra patterns in superfine solar radio emis-
sion is proposed in which plasma oscillations generate
wave emissions at the upper-hybrid frequency, propagat-
ing perpendicularly to the magnetic field and polarised in
the ordinary or extraordinary mode. Observations and
further models for the generation of Zebra patterns in
superfine solar radio emission, based on plasma mecha-
nisms and also at the upper-hybrid frequency (or multi-
ples thereof), are discussed in Ref. [33]. The same test
was carried out by sampling over a vertical slice through
the simulation domain at x = 0 and plots similar to
Fig. 12 were generated. However, in this scenario the
greatest amplitude seemed to be located in the extraor-
dinary mode, above ω2.
Furthermore, it was found that the oscillations in the
out-of-plane electric field at the X-point correspond to a
reversal in the flow of reconnecting magnetic field lines
i.e. oscillatory reconnection occurred (see movie 3 in sup-
plementary material [26]). Oscillatory reconnection in
X-point configurations is discussed in detail in Ref. [27]
and Ref. [34].
To answer from where the energy of these waves origi-
nated, the total energy of the magnetic and electric fields
as well as the kinetic energies of electrons and protons
was investigated in the closed boundary case (as these
boundary conditions do not allow any inflows or outflows
and thus conserve total energy) for the initial oscillation
period, as shown in Fig. 13. It is shown that the only de-
creasing energy component is that of the magnetic field.
As the particle kinetic energies also increase it is to be
concluded that the wave energy in the electric field also
results from the conversion of magnetic energy. It can
also be seen that kinetic energy of electrons appears to
vary significantly in phase with the electric field energy.
This could be linked to the role the electrons play in
oscillatory reconnection. The energy conservation error,
[E(t)−E(0)]/E(0), was tested for these first 100ω−1pe and
was found to be 0.0001. For the whole simulation time,
i.e. 500ω−1pe , this was found to be 0.01.
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FIG. 13: showing (from top to bottom) the total magnetic
field energy and total electric field energy, integrated over the
simulation domain, and the total kinetic energies of protons
and electrons, summed over all particles, all for the closed
boundary case over the initial period of oscillation. Since
energy is conserved in this case (see additional line in total
magnetic energy plot) the increase in electric field energy (as
well as kinetic energies) must be supplied by the decrease in
magnetic field energy.
IV. SUMMARY AND CONCLUSION
Simulations of magnetic reconnection during collision-
less, stressed X-point collapse by D. Tsiklauri and T.
Haruki [4, 8] were extended by the inclusion of the out-of-
plane magnetic guide field and the use of different bound-
ary conditions. A kinetic, 2.5D, fully electromagnetic,
relativistic particle-in-cell numerical code was used.
Two cases of boundary conditions for this simulation
were defined and investigated i.e. closed boundary con-
ditions, where particles are reflected from the bound-
ary and magnetic flux is confined, and open boundary
conditions, where particles and magnetic flux can es-
cape through boundary. In the zero guide-field case (see
Fig. 3) it was found that for closed boundary conditions
the reconnection electric field at the X-point reached an
initial peak at approximately 170ω−1pe and a second peak
at approximately 340ω−1pe , thus resulting in a very distinct
two peak profile. In the open boundary case reconnection
onset was slower and a distinct peak in the reconnection
field was not reached before 200ω−1pe . However, the re-
connection rate was also slower to saturate, declining by
less than half before the end of the simulation i.e. at
500ω−1pe . Further, the peak value of reconnection current
at the X-point for open boundary conditions was ap-
proximately twice the value in the closed boundary case.
In both cases a peak in the particle number density is
observed in the proximity of initial peak values.
Guide field values were chosen ranging from 0.2 to
1.0 of the in-plane magnetic field, as defined in (6). In
the closed boundary case (see Fig. 5) peak reconnec-
tion rates were reached sooner for greater guide-fields,
however peak values were greatly reduced. In the open
boundary case (see Fig. 4) the onset of reconnection was
increasingly delayed for greater guide-field, however, re-
connection peak rates were shown to be higher for guide-
fields up to 0.8 the in-plane field. Reductions in ampli-
tude are also observed in the MRX, as shown in Ref. [9],
where this was shown to be due to a reduction in the
Hall-current. Delays in on-set times observed are con-
sistent with results in Ref. [14] and may be indicative
of more limited meandering motion of electrons. Initial
increases in the reconnection current, similar to results
in Ref. [15], where studied at low values of guide-field.
It was possible to establish an optimal guide-field value
for which the initial rate of increase of the current in the
open boundary case was maximised, found to be between
0.1 and 0.2 the in-plane field.
An unusually high peak in the out-of-plane current at
the X-point was observed in the open-case for a guide-
field of 0.6 the value of the in-plane field. Further it
is shown in Fig. 6 that, towards the end of the simula-
tion for a guide-field of 0.8 the in-plane field, a strong
localised current forms at the X-point. Both of these
observations are linked to the emergence of an electron
vortex alongside a magnetic island at the X-point. It
is shown in Ref. [28] that magnetic islands forming at
the X-point lead to electron acceleration such that a lo-
calised out-of-plane current is produced, consistent with
these observations.
The electron vortex that emerged, for guide-fields
equal or greater than 0.6 the in-plane field, was shown
to reverse vorticity if a an oppositely pointing guide-field
was applied (see Fig. 9). It was concluded that this could
be explained by consideration of the decoupled motion
of electrons and protons in the diffusion region (see Ref.
[13], chapter 3.1.1). While in the zero guide-field case
quadrupolar magnetic fields emerge at the reconnection
site due to current loops in the particle flows, imposing a
sufficiently strong guide-field not only causes an electron
shear flow along the current sheet, but the guide-field ap-
pears to impose current loops and thus vortical motion is
10
induced. Also, it was shown that magnetic islands in the
in-plane magnetic field emerge at the same location as
the vortex. This coincides with the results found by [17],
which suggest that magnetic islands in reconnection with
a guide-field generally emerge as a result of vortical mo-
tion of electrons, triggered by a Kelvin-Helmholtz insta-
bility. It was also investigated whether the electro-motive
force, as described in Ref. [29], was likely to play a part
in the vortex generation. It was shown that the terms
responsible for the generation of electro-motive force, i.e.
∇n × ∇p, were of greater magnitudes in the simulation
domain at greater values of vorticity. This will be further
investigated elsewhere.
The initial oscillations in the out-of-plane electric field
were investigated and were shown to be part of a larger
wave pattern. By making cuts over the x and y axes of
the simulation domain and sampling over time, contours
of the wave patterns were obtained and analysed using
a 2D Fourier transform (see Fig. 12). From this it was
possible to conclude that the emerging waves are predom-
inantly in the ordinary mode, in the horizontal direction,
and the in the extraordinary mode, in the vertical direc-
tion, and thus could be of observational relevance to solar
radio burst fine structure spikes. Waves in the ordinary
mode were shown to reach frequencies of up to the upper-
hybrid frequency, which corresponds well with the model
for the generation of Zebra patterns in superfine solar
radio emission described in Ref. [32]. The oscillations
were also shown to be linked with oscillatory reconnec-
tion through the X-point. Further, by plotting the total
energy contained in the magnetic and electric field as well
as the total kinetic energy of the protons and electrons
over the initial period of the oscillation in the closed (i.e.
energy conserving) boundary case, it was shown that the
energy of the waves must be supplied by the conversion
of magnetic field energy (see Fig. 13).
We would like to stress that these electric field oscilla-
tions are not an artefact of idealised boundary conditions.
In the solar atmosphere, the reconnecting magnetic field
is anchored to the photosphere, while being able to recon-
nect and change its configuration in the corona and the
chromosphere. In our model, in the closed boundary case,
a similar configuration is presented since constant mag-
netic flux at the boundary mimics partial anchoring of
field lines in the photosphere, while X-point collapse oc-
curs as in the corona or the chromosphere. Moreover, the
oscillation also occur in the open boundary case, which
is relevant to the coronal heights.
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