Introduction
Data structure is important to systematically organize large data in a computer system. A correct selection of data structures drives towards efficient implementation, making it suitable for various applications [1] . In addition, data structure is considered as a key and essential factor when designing effective and efficient algorithms [2, 3] . In the realm of software design, there are several studies that have attested the importance of data structures. Data structures are generally based on the ability of a computer to fetch and store data at any place in its memory, specified by a pointer with a bit stringer presenting a memory address. Thus, data structures concern on computation of the data item addresses via arithmetic operations. To date, there are various studies that demonstrate the importance of data structures in software design [4, 5] .
Given a specific data structure, data management needs to involve a certain sorting process [6] . Sorting refers to ordering data in an increasing or decreasing fashion according to some linear relationship among the data items in a particular data structure. Sorting techniques have attracted a great deal of research for efficiency, practicality, performance, complexity and types of data structures [7, 8] . Rigorous efforts have been taken to improve sorting techniques like merge sort, bubble sort, insertion sort, quick sort, selection sort, and each of them has a different mechanism to reorder elements which increase the performance and efficiency of the practical applications as well as reducing the time complexity for each one.
Nonetheless, while many research focused on improving the sorting algorithms, very little effort focuses on the types of data structure used on the sorting algorithms. Finding the most efficient sorting technique involves examining and testing these techniques to finish the main task as soon as possible and identifying the most suitable structure for sorting in shortest time. It is worth noting that when various sorting algorithms are being compared, there are a few parameters that must be taken into consideration, such as complexity, and execution time [9, 10] . The complexity is determined by the time taken for executing the algorithm [11] . In general, the time complexity of an algorithm is written in the form of Big O(n) notation, where O represents the complexity of the algorithm and the value n represents the number of elementary operations performed by the algorithm. Thus, the aim is to evaluate the efficiency of different sorting algorithms and study the factors that affect the practical performance of each algorithm in terms of its overall run time.
This paper investigates the efficiency of five sorting techniques; selection, insertion, bubble, quick and merge sort, as well as their behaviours on small and large data set. To accomplish these tasks, this research proposed a methodology that comprises of three phases, which are (1) implementation of sorting technique, (2) calculation of their complexity, and finally (3) comparative analysis. Each phase contains different steps and delivers useful results to be used in the next phase. Finally, performance of all five sorting techniques were evaluated by three performance measures which are time complexity, execution or run time and size of dataset used.
The remainder of this paper proceeds as follows. Section 2 presents the related work pertaining to sorting algorithms. Section 3 presents the research methodology, Section 4 discusses the comparative analysis and finally Section 5 concludes with some indication for future work.
Related Work
A considerable amount of literature has been published on sorting techniques. While looking into large and growing body of literature, it is appeared that sorting techniques have been proven to be successful for data structures. Thus, the data structures have an impact on the efficiency of these sorting techniques. [5] discussed and reviewed the performance of sorting techniques where comparisons of the algorithms were based on the time of implementation. It was found that for small data, the six techniques perform well, but for large input data, only quick sort and grouping comparison sort (GCS) are considered fast. [10] examined several sorting algorithms and discussed the performance analysis of these sorting algorithms based on their complexity while testing them with list data structure. It was found that the merge sort and quick sort have high complexity but faster in large lists.
In the work of [1] , four techniques which are insertion sort, quick sort, heap sort and bubble sort were compared. Although all these techniques are of O(n 2 ) complexity, it was found that they produced different results in execution time with quick sorting technique being the most efficient in terms of execution time. [14] proposed a new sorting algorithm named "index sort" and evaluate its performance by making comparison with other four sorting techniques; insertion sort, bubble sort, selection sort and merge sort, based on their running time. The research found that the proposed index sort is faster than the other sorting algorithms.
In general, bubble sort is a simple and the slowest sorting algorithm which works by comparing each element in the list with progress elements and swapping them if they are in undesirable order. The algorithm continues this operation until it makes a pass right through the list without swapping any elements, which shows that the list is sorted. This process takes a lot of time and especially slow when the algorithm works with a large data size. Therefore, it is considered to be the most inefficient sorting algorithm with large dataset [5] . Insertion sort is a simple and efficient sorting algorithm, beneficial for small size of data. It works by inserting each element into its suitable position in the final sorted list. For each insertion, it takes one element and finds the suitable position in the sorted list by comparing with contiguous elements and inserts it in that position [6] .
Quick sort uses divide and conquer method for solving problems. It works by partitioning an array into two parts, then sorting the parts independently. It finds the elements called pivot which divides the array into halves in such a way that elements in the left half are smaller than the pivot, and elements in the right half are greater than pivot [5] . Selection sort works by selecting the highest element needed to compare all n elements in the list at first iteration and swapping them if required. Likewise, to select the next highest element it needs to compare n elements in the list and so on. Hence it requires O(n 2 ) comparisons and n-1 swaps to sort the list of n elements. Since it has the worst case running time of O(n 2 ) [11] . Finally, merge sort works by dividing and conquering the Merge sort, dividing the array in two halves at each stage, which gives it lg(n) component and the other N component derived from its comparisons that are made at each stage. Therefore combining it becomes nearly O(n log n) which in the worst case, merge sort requires O(n log n) time to sort an array with n elements [5] .
Methodology
The objective of this paper is to analyse the performance of five sorting algorithms in a static data structure, which is array. An array is the arrangement of data in the form of rows and columns that is used to represent different elements through a single name but different indicators, thus, it can be accessed by any element through the index [4] . Arrays are useful in supplying an orderly structure which allows users to store large amounts of data efficiently. For example, the content of an array may be changed during runtime whereas the internal structure and the number of the elements are fixed and stable. An array could be called fixed array because they are not changed structurally after they are created. This means that the user cannot add or delete to its memory locations (making the array having less or more cells), but can modify the data it contains because it is not change structurally. The research framework in three phases is shown in Fig. 1 .
Fig. 1 Research framework
The first phase is implementation of the sorting algorithms, which are bubble sort, insertion sort, selection sort with O(n 2 ) complexity, as well as merge sort and quick sort with O(log n) complexity. The second phase is calculating the complexity of these five sorting algorithms. According to [12] , the time complexity of an algorithm quantifies the amount of time taken by an algorithm to run as a function with the length of a string representing the input. Execution time is the time taken to hold processes during the running of a program. The speed of the implementation of any program depends on the complexity of a technique or algorithm. If the complexity is low, then the implementation is faster, whereas when the complexity is high then the implementation is slow [13] . The time complexity of an algorithm is commonly expressed using Big(O) notation, which excludes coefficients and lower order terms. The time complexity is commonly estimated by counting the number of elementary operations performed by the algorithm, where an elementary operation takes a fixed amount of time to perform.
The third phase is comparing and analysing these sorting algorithms with performance measurement execution time per second, and size of the dataset, based on simple linear regression. Regression analysis is a statistical function used to find the estimated value between variable groups, which includes many of the techniques that are used in special preparation analysed to determine the relationship between the dependent and independent variable.
In this experiment, a least square estimator of a linear regression model with a single explanatory variable was used. In this model, there exists a simple straight line which passes through a series of dots that make total residuum any distance between the real point and the estimated point. Regression analysis used to predict or find a relationship between the independent variable and dependent variable moreover, its impact on the dependent variable. Thus regression analysis finds a causal relationship between the variables [8] . The linear regression equation is shown in Equation 1.
where Y is the dependent variable, X is the independent variable, a is the constant (or intercept), and b is the slope of the regression line. The equation of squares regression is shown in Equation 2.
where N is the number of observations used to fit the model, X i is the x value of observation i, Y i is the yvalue of observation i, Y is the mean y value, is the standard deviation of x, and is the standard deviation of y. Following [9] , a ratio is a relationship between two numbers indicating how many times the first number contains the second number. 
Experiments and Results
During the implementation phase, all the sorting algorithms were implemented to sort four groups of datasets between 100 to 30,000 lines. The hardware requirements included C++ programming language, an Intel (R) Core (TM) 2 Duo CPU E8400 operating system at 3.00 GHz (2 CPUs), along with installed memory (RAM) of 2,038 MB. In this study, static data structure was used. The instance of the array structure is fixed and remain static throughout the program run time. The content of the array used may be changed during the execution, but the internal structure and the number of elements in the structure remain unchanged. Table 1 to Table 4 show the experimental result of execution time for four groups. 
Comparative Analysis
Five sorting techniques were compared in a series of four-group experiments using dataset of different sizes. The dataset was implemented as array. To appraise the obtained results, linear regression was used. The linear regression method is used to generate estimators and other statistics in regression analysis. Besides, the method of linear regression is a standard approach in regression analysis to approximate solution. The estimated value and ratio value for each measurement is considered as comparison criteria in this study.
A minimum estimated value (constant factors) indicates a fitting linear and the best fit in the linear regression. A minimum percentage of the ratio indicates that the execution time is not affected when size of data is increased [9] . The comparative analysis is based on theestimated value of execution time per second for each sorting technique according to each group as shown in Table 5 . Based on the experimental results, the analysis include (1) comparison of estimated value for each sorting algorithm in each group based on Equation [1] , (2) comparison of average estimation value for each sorting algorithm, (3) comparison of average ratio between sorting algorithms within the same group as based on Equation [2] , and finally (4) comparison of average ratio speed for every sorting algorithms between the group based on Equation [2] .
A. Estimated Value for Each Sorting Algorithm
Comparison of the compared estimated value of Group 1 to Group 4 datasets (100-30000) for five sorting algorithms are shown in Fig. 2 to Fig. 5 . 
B. Average Estimation Value for All Sorting Algorithms
The comparisons on the average estimated value for all groups data set of five sorting techniques are shown in Fig. 6 . It is evident that there is a difference in efficiency between sorting techniques in terms of measurement of the data size and sorting time per second using array. The merge and quick sort have a minimum average for estimation value across all groups data set. Thus, it can be concluded that merge and quick sort are more efficient compared to bubble, insertion and selection sort. However, the selection sort is more efficient than bubble and insertion sort. 
C. Average Ration between Two Sorting Algorithms
To determine the ratio of the variation between the speeds of the five sorting techniques, comparisons have been made by calculating the average of ratio of a sorting technique and compare it with other sorting technique in the same group. based on Equation 2. The results are shown in Table 6 . 7 implies that there is a variation between the ratios of the five techniques in terms of measurement ratio. The merge sort and quick sort have a minimum average of ratio for variation in speed among five sorting techniques. This indicates that merge sort and quick sort are most e fficient in ter using array. On the other hands, the bubble sort, insertion sort and selection sort have the maximum average ratio. This indicates that bubble sort, insertion sort and selection sort are less e fficient in ter sorting data using array.
D. Average Speed Ratio for Each Algorithm
Finally, comparison has been made among five sorting techniques based on the calculated average sorting speed ratio as stated in Equation 2. Table 7 shows the speed ratio between the techniques for di fferent data sizes. Based on Table 7 , the comparison of average sorting speed ratio between groups has been made for five techniques as shown in Fig. 8 . It demonstrates that there is a difference in percentage between sorting techniques in terms of measuring the average ratio sorting speed between the groups. 
Conclusions
Based on the comparative analysis, quick sort has the smallest average ratio sorting speed that indicates that it is highly efficient when working with different data sizes implemented as arrays. Whereas, bubble sort, insertion sort and selection sort have maximum average ratio sorting speed between the groups which indicates that they are less efficient in terms of execution time.
On the whole, the comparative analysis signify that the variation was clear between groups of data and sorting techniques at different sizes of data set as well as sorting time per second. Merge sort and quick sort are more efficient in terms of minimum average estimation value and minimum average ratio sorting speed as compared to the remainder of the sorting techniques. On the contrary, bubble sort, insertion sort and selection sort have maximum average estimation value and maximum average ratio speed which means that they have poor efficiency when working with large datasets. It can be concluded that sorting techniques that have complexity of O(n log n) is more efficient than sorting techniques of complexity O(n 2 ).
