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Abstract
The aim of this paper is to obtain quantitative bounds for solutions to the optimal
matching problem in dimension two. These bounds show that up to a logarithmically
divergent shift, the optimal transport maps are close to be the identity at every scale.
These bounds allow us to pass to the limit as the system size goes to infinity and
construct a locally optimal coupling between the Lebesgue measure and the Poisson
point process which retains the stationarity properties of the Poisson point process
only at the level of second-order differences. Our quantitative bounds are obtained
through a Campanato iteration scheme based on a deterministic and a stochastic
ingredient. The deterministic part, which can be seen as our main contribution, is
a regularity result for Monge-Ampe`re equations with rough right-hand side. Since
we believe that it could be useful in other contexts, we prove it for general space
dimensions. The stochastic part is a concentration result for the optimal matching
problem which builds on previous work by Ambrosio, Stra and Trevisan.
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1 Introduction
We are interested in the optimal matching problem between the Lebesgue measure
and the Poisson point process µ on the torus QL :=
[−L2 , L2 )d (i.e. QL with the
periodized induced metric | · |per from Rd):
W 22,per
(
µ(QL)
|QL| χQL , µ
)
, (1.1)
where W 22,per denotes the squared L
2−Wasserstein distance on QL with respect to
| · |per.
This problem and some of its variants such as generalizations to Lp−costs or more
general reference measures, have been the subject of intensive work in the past thirty
years (see for instance [30, 10, 6, 26, 27]). As far as we know, essentially all the
previous papers investigating (1.1) were focusing on estimating the mean of (1.1),
e.g. [1, 19, 10, 29, 6], or deviation from the mean, e.g. [18, 21], by constructing on the
one hand sophisticated couplings whose costs are asymptotically optimal and proving
on the other hand ansatz free lower bounds. The only exception is [25] where for
d ≥ 3, stationary couplings between the Lebesgue measure and a Poison point process
on Rd minimizing the cost per unit volume are constructed. From these works, in fact
since [1], it is understood that d = 2 is the critical dimension for (1.1). Indeed, while
for d ≥ 3, EL
[
1
Ld
W 22,per
(
µ(QL)
|QL| χQL , µ
)]
is of order 1, it is logarithmically diverging
for d = 2 (see Section 1.1.1).
We focus here on the critical dimension d = 2 and aim at a better description of the
optimal transport maps, that is, of minimizers of (1.1). Building on a large-scale
regularity theory for convex maps solving the Monge-Ampe`re equation
∇ψ#dx = µ, (1.2)
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which we develop along the way, we prove that from the macroscopic scale L down
to the microscopic scale the solution of (1.1) is close to the identity plus a shift. Here
closeness is measured with respect to a scale-invariant L2 norm. Our main result is
the following:
Theorem 1.1. Assume that d = 2. There exists c > 0 such that for each dyadic
L ≥ 1 there exists a random variable r∗,L = r∗,L(µ) ≥ 1 satisfying the exponential
bound supL EL
[
exp
(
cr2∗,L
log 2r∗,L
)]
< ∞ and such that ifi r∗,L  L there exists xL =
xL(µ) ∈ QL withii
|xL|2 . r2∗,L log3
(
L
r∗,L
)
(1.3)
such that if T = Tµ,L is the minimizer of (1.1), then for every 2r∗,L ≤ ` ≤ L, there
holds
1
`4
∫
B`(xL)
|T − (x− xL)|2 .
log3
(
`
r∗,L
)
(
`
r∗,L
)2 . (1.4)
Note that the bounds in (1.3) and (1.4) are probably not optimal. Indeed, in both
estimates one would rather expect a linear dependence on the logarithms. Similarly,
using a similar proof in dimension d ≥ 3 we would get bounds of the order of log2(L)
for the shift xL even though it is expected to be of order one. In order to improve our
bounds, one would need to better capture some cancellation effects. Notice however
that the proof of (1.4) lead to the optimal estimate (cf. Remark 4.1)
inf
ξ∈R2
1
`4
∫
B`(xL)
|T − (x− ξ)|2 .
log
(
`
r∗,L
)
(
`
r∗,L
)2 ∀ 2r∗,L ≤ ` ≤ L.
Let us point out that Theorem 1.1 would also hold for the Euclidean transport prob-
lem on QL. The motivation for considering instead the transport problem on the
torus comes from the good stationarity properties of the optimal transport maps in
this setting. Indeed, since the bound (1.4) is uniform in L one can try to construct a
covariant and locally optimal coupling between the Lebesgue measure and the Pois-
son point process on R2 by taking the limit L → ∞ in Tµ,L. A similar strategy has
been implemented in [25] for d ≥ 3 using ergodic-type argumentsiii. One of the key
ingredients used in that paper, namely the fact that the minimal cost per unit volume
is finite, is missing for d = 2. The presence of the logarithmically divergent shift xL
in (1.4) can be seen as a manifestation of the logarithmic divergence of the minimal
iWe use the short-hand notation A  1 to indicate that there exists ε > 0 depending only on the
dimension such that A ≤ ε. Similarly, A . B means that there exists a dimensional constant C > 0 such
that A ≤ CB.
iiHere and in the rest of the paper log denotes the natural logarithm
iiiNotice that actually in [25] a slightly relaxed version of (1.1) was considered and it is not known
(although conjectured) that solutions of (1.1) converge to the unique stationary coupling with minimal
cost per unit volume.
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cost per unit volume. In order to pass to the limit we thus need to renormalize the
transport map by subtracting this shift. Because of this renormalization the limiting
map will loose its stationarity properties which will roughly speaking only survive at
the level of the gradient. Also since we do not have any uniqueness statement for the
limit objects, we will have to pass to the limit in the sense of Young measures.
In order to state our second main result, we need more notation. It is easier to pass to
the limit at the level of the Kantorovich potentials rather than for the corresponding
transport maps. Also, since the Lebesgue measure on R2 is invariant under arbitrary
shifts while the Poisson point process on QL (extended by periodicity to R2) is not,
it is more natural to make the shift in the domain and keep the image unchanged.
This could also serve as motivation for centering the estimate (1.4) around xL (which
is approximately equal to T−1(0)) rather than around 0.
To be more precise, denote by ψ̂ = ψ̂µ,L the Kantorovich potential defined on R2
and associated to Tµ,L, i.e. Tµ,L = ∇ψ̂µ,L, satisfying ψ̂µ,L(0) = 0 (see Section 2.3).
Define,
ψµ,L(x) := ψ̂µ,L(x+ xL)
with corresponding Legendre dual ψ∗µ,L(y) = ψ̂
∗
µ,L(y) − xL · y. With this renormal-
ization we still have
∇ψµ,L#µ(QL)|QL| = µ.
Denote the space of all real-valued convex functions ψ : R2 → R by K and the space
of all locally finite point configurations by Γ. We equip K with the topology of locally
uniform convergence and Γ with the topology obtained by testing against continuous
and compactly supported functions. There is a natural action on Γ by R2 denoted by
θz and given by θzµ := µ(·+ z) for z ∈ R2. Define the map ΨL : Γ→ K by µ 7→ ψµ,L
and denote by PL the Poisson point process on QL. For each dyadic L ≥ 1 we define
the Young measure associated to ΨL by
qL := (id,ΨL)#PL = PL ⊗ δΨL .
Then, we have the following result:
Theorem 1.2. The sequence (qL)L of probability measures is tight. Moreover, any
accumulation point q satisfies the following properties:
(i) The first marginal of q is the Poisson point process PL;
(ii) q almost surely ∇ψ#dx = µ;
(iii) for any h, z ∈ R2 and f ∈ Cb(Γ× C0(R2)) there holds∫
Γ×K
f(µ,D2hψ
∗)dq =
∫
Γ×K
f(θ−zµ,D2hψ
∗(· − z))dq,
where D2hψ
∗(y) := ψ∗(y + h) + ψ∗(y − h)− 2ψ∗(y).
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Part (iii) of Theorem 1.2 says that for any h, under the measure q the random variable
(µ, ψ) 7→ (µ,D2hψ∗) is stationary with respect to the action induced by the natural
shifts on Γ and K. Observe that as already pointed out, while the second-order
increments of the potentials ψ are stationary, the induced couplings (id,∇ψ)#dx are
not. This is due to the necessary renormalization by xL. It is an interesting open
problem to understand whether one can prove that the sequence (ΨL)L actually
converges and get rid of the Young measures. A slightly weaker open problem is to
show non/uniqueness of the accumulation points of (qL)L.
1.1 Main ideas for the proof of Theorem 1.1
The proof of Theorem 1.1 is inspired by (quantitative) stochastic homogenization, in
the sense that it is based on a Campanato iteration scheme which allows to transfer
the information that (1.4) holds at the “thermodynamic” scale (here, the scale L ↑ ∞
of the torus) by [1, 6] to scales of order one (here, the scale r∗,L). This is reminiscent
of the approach of Avellaneda and Lin [9] to a regularity theory for (linear) elliptic
equations with periodic coefficients: The good regularity theory of the homogenized
operator, i.e. the regularity theory on the thermodynamic scale, is passed down to the
scale of the periodicity. This approach has been adapted by Armstrong and Smart [8]
to the case of random coefficients; the approach has been further refined by Gloria,
Neukamm and the last author [22] (see also [7]) where the random analogue of the
scale of periodicity, and an analogue to r∗,L in this paper, has been introduced and
optimally estimated (incidentally also by concentration-of-measure arguments as in
this paper).
The Campanato scheme is obtained by a combination of a deterministic and a
stochastic argument. The deterministic one is similar in spirit to [23]. It asserts
that if at some scale R > 0 the excess energy is small and if the Wasserstein distance
of µ BR to
µ(BR)
|BR| χBR is also small then up to an affine change of variables the excess
energy is well controlled by these two quantities at scale θR for some θ  1. The aim
of the stochastic part is to prove that with overwhelming probability, the Euclidean
L2−Wasserstein distance 1
R4
W 22
(
µ BR,
µ(BR)
|BR|
)
is small for every (dyadic) scale R
between L and 1 so that the Campanato scheme can indeed be iterated down to the
microscopic scale. Since our proof of the stochastic estimate is based on the results
of [6] which are stated for cubes, we will actually prove the stochastic estimate on
cubes instead of balls. We now describe these two parts separately in some more
detail. We start with the stochastic aspect since it is simpler.
1.1.1 The stochastic part
For a measure µ on QL and ` ≤ L we denote its restriction to Q` ⊂ QL by µ` :=
µ Q`. Then, the main stochastic ingredient for the proof of Theorem 1.1 is the
following result:
Theorem 1.3. For dyadic L ≥ 1 and µ a Poisson point process on QL there exists
a universal constant c > 0 and a family of random variables r∗,L ≥ 1 satisfying
5
supL EL
[
exp
(
cr2∗,L
log(2r∗,L)
)]
<∞ and such that for every dyadic ` with 2r∗,L ≤ ` ≤ L,
1
`4
W 22
(
µ`,
µ(Q`)
`2
)
≤
log
(
`
r∗,L
)
(
`
r∗,L
)2 .
The proof of this result relies on an adaptation of the concentration argument put
forward in [6, Remark 4.7]. One of the differences between this article and [6] is
that in [6] the more classical version of (1.1), namely the matching of the empirical
measure of n iid uniformly distributed points X1, . . . , Xn on the cube Q = [−12 , 12)d
to their reference measure is considered:
Cn,d := E
[
W 22
(
χQ,
1
n
n∑
i=1
δXi
)]
=
1
n
2
d
E
[
W 22
(
1
n
χQ
n
1
d
,
1
n
n∑
i=1
δ
n
1
dXi
)]
. (1.5)
Since the typical distance between nearby points Xi and Xj is of order n
− 1
d it is
expected that Cn,d ∼ n− 2d . However, it turns out that this is only true in d ≥ 3.
Since the seminal work [1], it is known that in dimension two an extra logarithmic
factor appears. In dimension one the correct scaling is of order 1n so that we can
summarize
Cn,d ∼

1
n , d = 1, cf. [11]
logn
n , d = 2, cf. [1]
1
n
2
d
, d ≥ 3, cf. [10, 26].
Based on a linearization ansatz of the Monge-Ampe`re equation suggested by [13] in
the physics literature, [6] significantly strengthened the two-dimensional case to
lim
n→∞
n
log n
Cn,2 =
1
4pi
.
Additionally, it is remarked in [6, Remark 4.7] that the mass concentrates around
the mean. Combining this concentration argument with conditioning on the number
of points of µ in QL and a Borel-Cantelli argument we show Theorem 1.3.
1.1.2 The deterministic part
As already alluded to, the deterministic ingredient is one step of a Campanato scheme
for solutions of the Monge-Ampe`re equation with arbitrary right-hand side (1.2).
Since we believe that this far-reaching generalization of [23, Proposition 4.7] (see also
[24]) could have a large range of applications we prove it for arbitrary dimension d ≥
2. Let us point out that while [23] gives an alternative proof of the partial regularity
result for the Monge-Ampe`re equation with ”regular” data previously obtained in
[20, 17] (see [16] for a nice informal presentation of this approach), it is unclear if
that other approach based on maximum principles could also be used in our context.
Given for some R > 0 a bounded set Ω ⊃ B2R and an arbitrary measure µ, denote
by T the optimal transport map between χΩ and µ and let O ⊃ B2R be an open set.
We have the following result:
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Theorem 1.4. For every 0 < τ  1, there exist positive constants ε(τ), C(τ), and
0 < θ < 1 such that if
1
Rd+2
∫
B2R
|T − x|2 + 1
Rd+2
W 22
(
µ O,
µ(O)
|O|
)
≤ ε(τ), (1.6)
then there exists a symmetric matrix B and a vector b ∈ Rd such that
|B − Id|2 + 1
R2
|b|2 . 1
Rd+2
∫
B2R
|T − x|2,
and letting xˆ := B−1x, Ωˆ := B−1Ω and then
Tˆ (xˆ) := B(T (x)− b) and µˆ := Tˆ#χΩˆdxˆ,
so that Tˆ is the optimal transport map between χΩˆ and µˆ, we have
1
(θR)d+2
∫
B2θR
|Tˆ − xˆ|2 ≤ τ
Rd+2
∫
B2R
|T − x|2 + C(τ)
Rd+2
W 22
(
µ O,
µ(O)
|O|
)
. (1.7)
The only reason for not taking O = B2R is that in our application, the control on the
data term 1
Rd+2
W 22
(
µ O, µ(O)|O|
)
will be given by Theorem 1.3 which is stated for
cubes. Let us stress that since
∫
B2R
|T −x|2 behaves like a squared H1 norm in terms
of the potentials and since the squared Wasserstein distance behaves like a squared
H−1 norm (cf. [31, Theorem 7.26]), all quantities occur in the estimate (1.7) as if
we were dealing with a second order linear elliptic equation and looking at squared
L2-based quantities.
Since the estimates in Theorem 1.4 are scale-invariant, it is enough to prove it for
R = 1. We then let for notational simplicity
E :=
∫
B2
|T − x|2 and D := W 22
(
µ O,
µ(O)
|O|
)
.
The main ingredient for the proof of Theorem 1.4 is the following result, which is the
counterpart of [23, Proposition 4.6] and which states that if E+D  1, that is, if the
energy is small and if the data is close to a constant in the natural W 22−topology, then
T − x is quantitatively close to the gradient ∇ϕ of a solution to a Poisson equation.
This quantifies the well-known fact that the Monge-Ampe`re equation linearizes to
the Poisson equation around the constant density.
Proposition 1.5. For every 0 < τ  1, there exist positive constants ε(τ) and C(τ)
such that if E +D ≤ ε(τ), then there exists a function ϕ with harmonic gradient in
B 1
4
and such that ∫
B 1
4
|T − (x+∇ϕ)|2 . τE + C(τ)D
and ∫
B 1
4
|∇ϕ|2 . E.
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As in [23], Proposition 1.5 is actually proven at the Eulerian (or Benamou-Brenier)
level. That is, if we let for t ∈ [0, 1], Tt := (1 − t)Id + tT , ρ := Tt#χΩ, and
j := Tt#(T − x)χΩ, the couple (ρ, j) solves
min
(ρ,j)
{∫
Ω
∫ 1
0
1
ρ
|j|2 : ∂tρ+∇ · j = 0, ρ0 = χΩ, ρ1 = µ
}
(1.8)
and we show
Proposition 1.6. For every 0 < τ  1, there exist positive constants ε(τ) and C(τ)
such that if E +D ≤ ε(τ), then there exists a function ϕ with harmonic gradient in
B1 such that ∫
B 1
2
∫ 1
0
1
ρ
|j − ρ∇ϕ|2 . τE + C(τ)D (1.9)
and ∫
B1
|∇ϕ|2 . E.
As in [23], this is proven by first choosing a good radius where the flux of j is well
controlled in order to define ϕ, then obtaining the almost-orthogonality estimate∫
B 1
2
∫ 1
0
1
ρ
|j − ρ∇ϕ|2 .
(∫
B1
∫ 1
0
1
ρ
|j|2 −
∫
B1
|∇ϕ|2
)
+ τE + C(τ)D (1.10)
and finally constructing a competitor and using the minimality of (ρ, j) for (1.8) in
order to estimate the term inside the brackets in (1.10). However, each of these steps
is considerably harder than in [23]. This becomes quite clear considering that by
analogy with [23], letting for R > 0, f :=
∫ 1
0 j · ν where ν is the outward normal to
BR, one would like to define ϕ as a solution of{
∆ϕ = 1− µ in BR
∂ϕ
∂ν = f on ∂BR
for some well chosen R ∈ (12 , 32). However if µ is a singular measure ∇ϕ will typically
not be in L2 since this would require L2 bounds (actually H−
1
2 would be enough)
on f which cannot be obtained from the energy through a Fubini type argument
since the L∞ norm of ρt typically blows up as t → 1. Similar issues were tackled
in [6, 26] by mollification of µ with smooth kernels (the heat and the Mehler kernel
respectively). Here instead we introduce a small time-like parameter τ and work
separately in (0, 1− τ) and in the terminal layer (1− τ, 1).
In (0, 1 − τ), we take care of the flux going through ∂BR in that time interval. We
first modify the definition of f and let f :=
∫ 1−τ
0 j · ν, and then change ϕ so that
it connects in BR the constant density equal to 1 to the constant density equal to
1− 1|BR|
∫
∂BR
f , i.e. ϕ solves
∆ϕ =
1
|BR|
∫
∂BR
f in BR. (1.11)
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Regarding the Neumann boundary conditions, we face here the problem that even
though ρ ∈ L∞(B2 × (0, 1 − τ)), its L∞ bound blows up as τ → 0. This leads to
L2 bounds on f which are not uniform in τ . To overcome this difficulty, we need
to replace f by a better behaved density on ∂BR. This is the role of Lemma 3.4.
Treating separately the incoming and outgoing fluxes f±, we construct densities ρ±
on ∂BR with ∫
∂BR
ρ2± . E and W 22 (ρ±, f±) . E
d+3
d+2 . (1.12)
The densities ρ± can be seen as rearrangements of f± through projections on ∂BR.
Considering the time-dependent version of the Lagrangian problem, since E  1 the
particles hitting ∂BR in (0, 1− τ) must come from a small neighborhood of ∂BR at
time 0. A key point in deriving (1.12) is that at time 0 the density is well-behaved
(since it is constant) and thus the number of particles coming from such a small
neighborhood of ∂BR is under control. The estimate in (1.12) on the Wasserstein
distance between ρ± and f± is important in view of the construction of a competitor.
Indeed, this indicates that if we know how to construct a competitor having ρ± as
boundary fluxes, we will then be able to modify it into a competitor with the correct
f± boundary conditions (see in particular Lemma 2.6). We then complement (1.11)
with the boundary conditions
∂ϕ
∂ν
= ρ+ − ρ− on ∂BR.
The almost-orthogonality estimate (1.10) is proven in Proposition 3.6. It is readily
seen that assuming for simplicity that R = 1 is the good radius,∫
B 1
2
∫ 1
0
1
ρ
|j − ρ∇ϕ|2 .
(∫
B1
∫ 1
0
1
ρ
|j|2 −
∫
B1
|∇ϕ|2
)
+
∫
B1
(∫ 1−τ
0
ρ− 1
)
|∇ϕ|2 +
∫
B1
ϕρ1−τ +
∫
∂B1
ϕ
[
f − (ρ+ − ρ−)
]
+ τE. (1.13)
While in [23] the first term in the second line was easily estimated since in that case,
up to a small error we had ρ ≤ 1, we need here a more delicate argument. In order
to estimate the second term, we use that, again up to choosing a good radius, we
may assume that
W 22
(
ρ1−τ B1,
ρ1−τ (B1)
|B1| χB1
)
. τ2E +D, (1.14)
see Lemma 3.5. Ignoring issues coming from the flux through ∂B1, and thus assuming
that ρ1−τ (B1)|B1| =
µ(B1)
|B1| =
µ(O)
|O| (where O ⊃ B2 is the open set in the definition of
D), (1.14) follows from W 22 (ρ1−τ B1, µ B1) . τ2E by displacement interpolation,
W 22 (µ B1,
µ(B1)
|B1| ) . D by definition and triangle inequality. The last term in (1.13)
is estimated thanks to the W 22 estimate given in (1.12).
Let us finally describe the construction of the competitor given in Proposition 3.7. As
explained in the beginning of this discussion, we employ a different strategy for the
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time intervals (0, 1− τ) and (1− τ, 1). In (0, 1− τ), forgetting the issue of connecting
ρ± to f±, we mostly take as competitor
(ρ˜, j˜) =
(
1− t
1− τ
1
|B1|
∫
∂B1
f,∇ϕ
)
+ (s, q),
where (s, q) are supported in the annulus B1\B1−r × (0, 1 − τ) for some boundary
layer size r  1 and satisfy the continuity equation, s0 = s1−τ = 0 and q ·ν = j ·ν−f
on ∂B1 × (0, 1− τ). The existence of such a couple (s, q) satisfying the appropriate
energy estimates is given by [23, Lemma 3.4] which in turn is inspired by a similar
construction from [2]. In the terminal time layer (1− τ, 1), we connect the constant
1− 1|B1|
∫
∂B1
f to the measure µ. The outgoing flux is easily treated by pre-placing on
∂B1 the particles which should leave the domain in (1− τ, 1). For the incoming flux,
we use the corresponding part of (ρ, j) as competitor. Finally, the remaining part of
the measure µ′ ≤ µ which was not coming from particles entering ∂B1 in (1 − τ, 1)
is connected to 1− 1|B1|
∫
∂B1
f thanks to the estimate
W 22
(
µ′,
µ′(B1)
|B1|
)
. τ2E +D,
which is obtained as (1.14) in Lemma 3.5.
1.2 Outline
The plan of the paper is the following. In Section 2 we first set up some notation
and then prove a few more or less standard elliptic estimates. We then write in
Section 2.3 a quick reminder on optimal transportation. In Section 2.4, we give
the definition and first properties of the Poisson point process and then prove our
main concentration estimates (see Theorem 2.8 and Theorem 2.10). Section 3 is the
central part of the paper and contains the proof of Theorem 1.4. We first explain
in Section 3.1 how to choose a good radius before proving Proposition 1.6. This
is a consequence of Proposition 3.6 and Proposition 3.7 which contain the proof
of the almost-orthogonality property (1.10) and the construction of a competitor
respectively. In Section 4, we combine the stochastic and deterministic ingredients to
perform the Campanato iteration and prove both the quantitative bounds of Theorem
1.1 and perform the construction of the locally optimal coupling between Lebesgue
and Poisson given in Theorem 1.2.
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2 Preliminaries
2.1 Notation
In this paper we will use the following notation. The symbols ∼, &, . indicate
estimates that hold up to a global constant C, which typically only depends on the
dimension d. For instance, f . g means that there exists such a constant with
f ≤ Cg, f ∼ g means f . g and g . f . An assumption of the form f  1 means
that there exists ε > 0, typically only depending on dimension, such that if f ≤ ε,
then the conclusion holds.
We write log for the natural logarithm. We denote by Hk the k−dimensional Haus-
dorff measure. For a set E, νE will always denote the external normal to E. When
clear from the context we will drop the explicit dependence on the set. We write |E|
for the Lebesgue measure of a set E and χE for the indicator function of E. When
no confusion is possible, we will drop the integration measures in the integrals. Sim-
ilarly, we will often identify, if possible, measures with their densities with respect to
the Lebesgue measure. For R > 0 and x0 ∈ Rd, BR(x0) denotes the ball of radius
R centered in x0. When x0 = 0, we will simply write BR for BR(0). We denote the
gradient (resp. the Laplace-Beltrami operator) on ∂BR by ∇bdr (resp. ∆bdr). For
L > 0, we denote by QL :=
[−L2 , L2 )d the cube of side length L.
2.2 Elliptic estimates
We start by collecting a few more or less standard elliptic estimates which we will
need later on.
Lemma 2.1. For f ∈ L2(∂B1) let ϕ be the (unique) solution of∆ϕ =
1
|B1|
∫
∂B1
f in B1
∂ϕ
∂ν = f on ∂B1,
with
∫
∂B1
ϕ = 0, then letting p := 2dd−1 ,(∫
B1
|∇ϕ|p
) 1
p
.
(∫
∂B1
f2
) 1
2
. (2.1)
Moreover, for every 0 < r ≤ 1,∫
B1\B1−r
|∇ϕ|2 . r
∫
∂B1
f2. (2.2)
Proof. Replacing ϕ by ϕ− |x|22d|B1|
∫
∂B1
f , we may assume that
∫
∂B1
f = 0.
By Pohozaev’s identity (see [23]) and Poincare´’s inequality, we have that ϕ ∈ H1(∂B1)
with ∫
∂B1
|∇ϕ|2 .
∫
∂B1
f2. (2.3)
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Estimate (2.2) follows from (2.3) together with the sub-harmonicity of |∇ϕ|2 in the
form ∫
∂Br
|∇ϕ|2 ≤
∫
∂B1
|∇ϕ|2 for r ≤ 1.
We are just left to prove (2.1). Since by (2.3) we have
∫
∂B1
|∇ϕ|2 . ∫∂B1 f2, and
since ∇ϕ is harmonic, it suffices to show that for every harmonic function ϕ with∫
∂B1
ϕ = 0 and thus
∫
B1
ϕ = 0,
(∫
B1
|ϕ|p
) 1
p
.
(∫
∂B1
ϕ2
) 1
2
. (2.4)
The argument for (2.4) roughly goes as follows: By L2-based regularity theory, the
H
1
2 (B1)-norm of ϕ is estimated by the L
2(∂B1)-norm of its Dirichlet data, so that
(2.4) reduces to a fractional Sobolev inequality on B1. If one wants to avoid fractional
Sobolev norms, in view of their various definitions on bounded domains, one needs to
construct an extension ϕ¯ of ϕ to the (semi-infinite) cylinder B1 × (0,∞), preserving∫
B1
ϕ¯ = 0 and with the H1(B1 × (0,∞))-norm of ϕ¯ estimated by the H 12 (B1)-norm
of ϕ, which combines to(∫
B1
∫ ∞
0
|∇ϕ¯|2 + (∂tϕ¯)2
) 1
2
.
(∫
∂B1
ϕ2
) 1
2
. (2.5)
It then remains to appeal to the (Sobolev-type) trace estimate(∫
B1
|ϕ|p
) 1
p
.
(∫
B1
∫ ∞
0
|∇ϕ¯|2 + (∂tϕ¯)2
) 1
2
. (2.6)
For the sake of completeness, we now give the arguments for (2.5) and (2.6). Starting
with (2.5), we first argue that it suffices to consider the case where ϕ|∂B1 is an
eigenfunction of the Laplace-Beltrami operator −∆bdr, say for eigenvalue λ ≥ 0.
Then we have
ϕ(x) = rαϕ(xˆ) with r := |x|, xˆ := x
r
, α(d− 2 + α) = λ, (2.7)
which follows from ∆ = 1
rd−1∂rr
d−1∂r + 1r2 ∆
bdr, and define the extension
ϕ¯(x, t) = exp(−αt)ϕ(x).
With ϕ¯′ being another function of this form we have with ∇bdrϕ denoting the tan-
gential part of the gradient of ϕ
(∇ϕ¯ · ∇ϕ¯′ + ∂tϕ¯∂tϕ¯′)(x, t)
= exp(−(α+ α′)t)rα+α′−2(∇bdrϕ · ∇bdrϕ′ + αα′(1 + r2)ϕϕ′)(xˆ),
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and thus by integration by parts on ∂B1 we have for every r, t∫
∂Br×{t}
∇ϕ¯ · ∇ϕ¯′ + ∂tϕ¯∂tϕ¯′
= exp(−(α+ α′)t)rα+α′−2(λ+ αα′(1 + r2))
∫
∂B1
ϕϕ′.
From this we learn that the L2(∂B1)-orthogonality of the eigenspaces transmits to
the extensions; hence we may indeed restrict to an eigenfunction. Integrating in (r, t)
the last identity for ϕ′ = ϕ we obtain∫
B1
∫ ∞
0
|∇ϕ¯|2 + (∂tϕ¯)2 =
4α+ λ+ λ2α
4α2 − 1
∫
∂B1
ϕ2.
Since (2.7) implies that λ . α2 + 1, we get (2.5).
We now turn to (2.6), which we deduce from the (mean-value zero) Sobolev estimate(∫
B1
∫ ∞
0
|ϕ¯|q
) 1
q
.
(∫
B1
∫ ∞
0
|∇ϕ¯|2 + (∂tϕ¯)2
) 1
2
where q =
2(d+ 1)
d− 1 , (2.8)
which holds because the analogue estimate holds on every B1 × (n − 1, n), n ∈ N,
since
∫
B1×(n−1,n) ϕ¯ = 0. From | ddt
∫
B1
|ϕ¯|p| ≤ p ∫B1 |ϕ¯|p−1|∂tϕ¯| and Cauchy-Schwarz’s
inequality (using 2(p− 1) = q) we have∫ ∞
0
∣∣∣∣ ddt
∫
B1
|ϕ¯|p
∣∣∣∣ ≤ p(∫
B1
∫ ∞
0
|ϕ¯|q
) 1
2
(∫
B1
∫ ∞
0
(∂tϕ¯)
2
) 1
2
.
Therefore, using that
∫
B1
|ϕ¯|p → 0 as t→∞, we get
(∫
B1
|ϕ|p
) 1
p
.
(∫
B1
∫ ∞
0
|ϕ¯|q
) 1
2p
(∫
B1
∫ ∞
0
(∂tϕ¯)
2
) 1
2p
(2.8)
.
(∫
B1
∫ ∞
0
|∇ϕ¯|2 + (∂tϕ¯)2
) q
4p
+ 1
2p
=
(∫
B1
∫ ∞
0
|∇ϕ¯|2 + (∂tϕ¯)2
) 1
2
,
that is (2.6).
For the choice of a good radius (see Lemma 3.5 below) we will need the following not
totally standard elliptic estimate.
Lemma 2.2. For every c > 0 and every (z, f), with 0 ≤ z ≤ c and Spt z ⊂ B1\B 1
2
,
the unique solution ϕ (up to additive constants) of∆ϕ = z −
1
|B1|
(∫
B1
z − ∫∂B1 f) in B1
∂ϕ
∂ν = f on ∂B1
satisfies ∫
B1
|∇ϕ|2 .
∫
∂B1
f2 + c
∫
B1
(1− |x|)z.
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Proof. Without loss of generality, we may assume that
∫
B1
ϕ = 0 and that
∫
∂B1
f2 +∫
B1
(1 − |x|)z < ∞, otherwise there is nothing to prove. Moreover, by scaling we
may assume that c = 1. Using integration by parts, the trace inequality for Sobolev
functions together with the Poincare´ inequality for functions of mean zero,∫
B1
|∇ϕ|2 =
∫
∂B1
ϕf −
∫
B1
ϕ∆ϕ
≤
(∫
∂B1
ϕ2
) 1
2
(∫
∂B1
f2
) 1
2
+
∣∣∣∣∫
B1
zϕ
∣∣∣∣
.
(∫
B1
|∇ϕ|2
) 1
2
(∫
∂B1
f2
) 1
2
+
∣∣∣∣∫
B1
zϕ
∣∣∣∣ .
Using Young’s inequality, it is now enough to prove that∣∣∣∣∫
B1
zϕ
∣∣∣∣ . (∫
B1
|∇ϕ|2
) 1
2
(∫
B1
(1− |x|)z
) 1
2
. (2.9)
For ω ∈ ∂B1, letting
z(ω) :=
∫ 1
0
z(rω)rd−1dr,
we claim that ∫
∂B1
z2 .
∫
B1
(1− |x|)z. (2.10)
Indeed, momentarily fixing ω ∈ ∂B1 and setting ψ(r) := rd−1z(rω) for r ∈ [0, 1], we
have 0 ≤ ψ ≤ 1 and ∫ 1
0
ψ = z(ω),
so that for almost every ω ∈ ∂B1,∫ 1
0
(1− r)rd−1z(rω) ≥ min
0≤ψ˜≤1∫
ψ˜=z(ω)
∫ 1
0
(1− r)ψ˜(r) & z2(ω),
where the last inequality follows since the minimizer of
min
0≤ψ˜≤1∫
ψ˜=z(ω)
∫ 1
0
(1− r)ψ˜(r)
is given by the characteristic function of (1 − z(ω), 1). Using that by hypothesis
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Spt z ⊂ B1\B 1
2
, we can thus write
∣∣∣∣∫
B1
zϕ
∣∣∣∣ ≤ ∣∣∣∣∫
∂B1
ϕz
∣∣∣∣+
∣∣∣∣∣
∫
∂B1
∫ 1
1
2
(ϕ(rω)− ϕ(ω))z(rω)rd−1drdω
∣∣∣∣∣
.
(∫
∂B1
ϕ2
) 1
2
(∫
∂B1
z2
) 1
2
+
∫
∂B1
∫ 1
1
2
|ϕ(rω)− ϕ(ω)|z(rω)rd−1drdω
(2.10)
.
(∫
B1
|∇ϕ|2
) 1
2
(∫
B1
(1− |x|)z
) 1
2
+
∫
∂B1
∫ 1
1
2
|ϕ(rω)− ϕ(ω)|z(rω)rd−1drdω,
where in the last line we used once more that
∫
∂B1
ϕ2 .
∫
B1
|∇ϕ|2. Since for r ∈ (12 , 1)
|ϕ(rω)− ϕ(ω)| ≤
(∫ 1
1
2
|∂rϕ(sω)|2ds
) 1
2
.
(∫ 1
0
|∂rϕ(sω)|2sd−1ds
) 1
2
,
estimate (2.9) follows from∫
∂B1
∫ 1
1
2
|ϕ(rω)− ϕ(ω)|z(rω)rd−1drdω
.
∫
∂B1
∫ 1
1
2
(∫ 1
0
|∂rϕ(sω)|2sd−1ds
) 1
2
z(rω)rd−1drdω
=
∫
∂B1
(∫ 1
0
|∂rϕ(sω)|2sd−1ds
) 1
2
z(ω)dω
≤
(∫
∂B1
∫ 1
0
|∂rϕ(sω)|2sd−1ds
) 1
2
(∫
∂B1
z2
) 1
2
(2.10)
.
(∫
B1
|∇ϕ|2
) 1
2
(∫
B1
(1− |x|)z
) 1
2
.
2.3 The optimal transport problem
In order to set up notation, let us quickly recall some well known facts about optimal
transportation. Much more can be found for instance in the books [31, 32, 5, 28] to
name just a few. We will always work here with transportation between (multiples)
of characteristic functions and arbitrary measures so that we restrict our presentation
to this setting.
For a measure Π on Rd × Rd we denote its marginals by Π1 and Π2, i.e. Π1(A) =
Π(A × Rd),Π2(A) = Π(Rd × A). For a given bounded set Ω, a positive constant Λ
and a measure µ with compact support and such that µ(Rd) = Λ|Ω| any measure
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Π on Rd × Rd with marginals Π1 = ΛχΩ and Π2 = µ is called a transport plan or
coupling between ΛχΩ and µ. We define the Wasserstein distance between ΛχΩ and
µ as
W 22 (ΛχΩ, µ) := min
Π1=ΛχΩ,Π2=µ
∫
Rd×Rd
|x− y|2dΠ = min
T#ΛχΩ=µ
∫
Ω
|T − x|2Λdx. (2.11)
By Brenier’s Theorem [31, Theorem 2.12], the minimizer of the right-hand side of
(2.11) exists, is called optimal transport map, and is uniquely defined a.e. on Ω as
the gradient of a convex map ψ. Conversely, for every convex map ψ, every Λ > 0
and every bounded set Ω, ∇ψ is the solution of (2.11) for µ := ∇ψ#ΛχΩ (see [31,
Theorem 2.12] again).
By [31, Theorem 5.5], we have the time-dependent representation of optimal trans-
port
W 22 (ΛχΩ, µ) = min
X
{∫
Ω
∫ 1
0
|X˙(x, t)|2Λdx : X(x, 0) = x, X(·, 1)#ΛχΩ = µ
}
(2.12)
and if T is the solution of (2.11), the minimizer of (2.12) is given by X(x, t) =
Tt(x) := (1− t)x+ tT (x) which are straight lines. We will often drop the argument
x and write X(t) = X(x, t).
As in [23], a central point for our analysis is the Eulerian version of optimal trans-
portation, also known as the Benamou-Brenier formulation (see for instance [31,
Theorem 8.1] or [5, Chapter 8]). It states that
W 22 (ΛχΩ, µ) = min
(ρ,j)
{∫
Rd
∫ 1
0
1
ρ
|j|2 : ∂tρ+∇ · j = 0, ρ(0) = ΛχΩ and ρ(1) = µ
}
,
(2.13)
where the continuity equation and the boundary data are understood in the distri-
butional sense, i.e. for every ζ ∈ C1c (Rd × [0, 1]),∫
Rd
∫ 1
0
∂tζρ+∇ζ · j =
∫
Rd
ζ(x, 1)dµ−
∫
Rd
ζ(x, 0)ΛχΩ(x)dx, (2.14)
and where ∫
Rd
∫ 1
0
1
ρ
|j|2 =
∫
Rd
∫ 1
0
|v|2dρ
if j  ρ with djdρ = v and infinity otherwise (see [4, Theorem 2.34]). Let us point out
that in particular, the admissible measures for (2.13) are allowed to contain singular
parts with respect to the Lebesgue measure. We also note that if K ⊂ Rd is a
compact set and if (ρ, j) are measures on K × [0, 1], then we have the equality (see
[28, Proposition 5.18])∫
K
∫ 1
0
1
2ρ
|j|2 = sup
ξ∈C0(K×[0,1],Rd)
∫
K
∫ 1
0
ξ · j − |ξ|
2
2
ρ. (2.15)
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If we let for t ∈ [0, 1],
ρt := Tt#ΛχΩ and jt := Tt#[(T − Id)ΛχΩ], (2.16)
then j is absolutely continuous with respect to ρ and (ρ, j) is the minimizer of (2.13)
(see [31, Theorem 8.1] or [5, Chapter 8] and [28, Proposition 5.32] for the uniqueness).
Notice that by [31, Proposition 5.9], for t ∈ [0, 1), ρt and jt are absolutely continuous
with respect to the Lebesgue measure and 1ρ |j|2 agrees with its pointwise definition.
By Alexandrov’s Theorem [32, Theorem 14.25], T is differentiable a.e. and by [31,
Theorem 4.8] for t ∈ [0, 1), the Jacobian equation
ρt(Tt(x)) det∇Tt(x) = ΛχΩ(x) (2.17)
holds a.e. We say that a map T is monotone if for a.e. (x, y), (T (x)−T (y))·(x−y) ≥ 0.
In particular, since the optimal transport map for (2.11) is the gradient of a convex
function, it is a monotone map. Let us recall the following L∞ bound for monotone
maps proven iniv [23, Lemma 4.1].
Lemma 2.3. Let T be a monotone map. Let R > 0 be such that 1
Rd+2
∫
B2R
|T−x|2 
1. Then
sup
B 7R
4
|T − x|+ sup
B 3R
2
dist(y, T−1(y)) . R
(
1
Rd+2
∫
B2R
|T − x|2
) 1
d+2
. (2.18)
Moreover, letting for t ∈ [0, 1], Tt = (1− t)Id+ tT ,
T−1t (B 3R
2
) ⊂ B2R. (2.19)
Let us show how together with displacement convexity this implies an L∞ bound for
(ρt, jt).
Lemma 2.4. Let Λ = 1 and assume that B2 ⊂ Ω and E :=
∫
B2
|T − x|2  1, where
T is the optimal transport map for (2.11). Then, for a.e. 0 < t < 1, if (ρt, jt) is
given by (2.16),
sup
B 3
2
ρt ≤ 1
(1− t)d and supB 3
2
|jt| . E
1
d+2
1
(1− t)d . (2.20)
Moreover, ∫
B 3
2
1
ρt
|jt|2 ≤ E and
∫
B 3
2
ρt . 1. (2.21)
Proof. We start by proving (2.20). The estimate on ρ is a direct consequence of
displacement convexity: By concavity of det
1
d on positive symmetric matrices,
det
1
d (∇Tt) ≥ (1− t)det 1d Id+ tdet 1d∇T ≥ (1− t) (2.22)
ivThis bound was proven there for optimal transport maps but a quick inspection of the proof shows
that only monotony is used. Similarly, it is stated there for R = 1 but a simple rescaling gives the present
version of the estimate.
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and thus by (2.17),
ρt(x) =
1
det∇Tt(T−1t (x))
≤ 1
(1− t)d . (2.23)
We turn to the estimate on j. For ξ ∈ Cc(B 3
2
,Rd), and t ∈ (0, 1)∫
B 3
2
ξ · jt (2.16)=
∫
T−1t (B 3
2
)
ξ(Tt) · (T − x)
≤ sup
T−1t (B 3
2
)
|T − x|
∫
T−1t (B 3
2
)
|ξ(Tt)|
(2.19)&(2.18)
. E
1
d+2
∫
B 3
2
|ξ|ρt
(2.23)
. E
1
d+2
1
(1− t)d
∫
B 3
2
|ξ|.
Estimate (2.21) then follows from (2.19):∫
B 3
2
1
ρt
|jt|2 (2.16)=
∫
T−1t (B 3
2
)
|T − x|2 ≤
∫
B2
|T − x|2 = E
and
∫
B 3
2
ρt = |T−1t (B 3
2
)| . 1.
Before closing this section, let us spend a few words about optimal transportation
on the torus and on the sphere since both problems will appear later on. Let us
start with the periodic setting. For L > 0, we let QL := [−L2 , L2 )d be the centered
cube of side length L. We say that a measure µ on Rd is QL−periodicv if for every
z ∈ (LZ)d, and every measurable set A,
µ(A+ z) = µ(A)
so that we may identify measures on the flat torus of size L > 0 with QL−periodic
measures on Rd. If µ is a QL−periodic measure and Λ := µ(QL)Ld , then we can define
W 22,per(Λ, µ) := min
T#Λ=µ
∫
QL
|T − x|2per Λdx, (2.24)
where | · |per denotes the distance on TL i.e. |x− y|per = minz∈(LZ)d |x− y + z|.
By [31, Theorem 2.47] (see also [14, 3] for a simpler proof), there exists a unique (up
to additive constants) convex function ψ on Rd such that if T is the unique solution
of (2.24), then for x ∈ QL, T (x) = ∇ψ(x) and for (x, z) ∈ Rd × (LZ)d,
∇ψ(x+ z) = ∇ψ(x) + z. (2.25)
vwhen it is clear from the context we will simply call them periodic measures
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Remark 2.5. We will often identify T and ∇ψ. Let us point out that although
T is defined only Lebesgue a.e., it will be sometimes useful to consider a pointwise
defined map which we then take to be an arbitrary but fixed measurable selection of
the subgradient ∂ψ of ψ.
Notice that of course for every QL−periodic measure µ,
W 22,per(Λ, µ) ≤W 22 (ΛχQL , µ QL) .
Finally for f1 and f2 two non-negative densities on ∂B1 with
∫
∂B1
f1 =
∫
∂B1
f2, we
define
W 2∂B1(f1, f2) := minT#f1=f2
∫
∂B1
d2∂B1(T (x), x)df1, (2.26)
where d∂B1 is the geodesic distance on ∂B1. Let us point out that a minimizer
exists by McCann’s extension of Brenier’s Theorem [31, Theorem 2.47]. Notice that
W 2∂B1(f1, f2) is comparable to the Wasserstein distance in R
d between f1Hd−1 ∂B1
and f2Hd−1 ∂B1, that is
W 22 (f1, f2) ≤W 2∂B1(f1, f2) .W 22 (f1, f2). (2.27)
As for (2.12), we have the time-dependent formulation [31, Theorem 5.6]
W 2∂B1(f1, f2) = minX
{∫
∂B1
∫ 1
0
|X˙(x, t)|2df1 : X(x, 0) = x, X(·, 1)#f1 = f2
}
,
(2.28)
and the Benamou-Brenier formulation [32, Theorem 13.8]
W 2∂B1(f1, f2) = min(ρ,j)
{∫
∂B1
∫ 1
0
1
ρ
|j|2 : ∂tρ+∇bdr · j = 0, ρ(0) = f1 and ρ(1) = f2
}
,
(2.29)
where we stress that j is tangent to ∂B1. Even though it is more delicate than
in the Euclidean case, the analog of (2.17) also holds in this case. Indeed, by [32,
Theorem 13.8] and [32, Theorem 11.1] (see also [15, Theorem 4.2] and [15, Lemma
6.1] for more details) ifvi T (x) = expx(∇ψ(x)) is the minimizer of (2.26), letting
for t ∈ [0, 1], Tt(x) := expx(t∇ψ(x)) and then ρt := Tt#f1, we have that ρt is a
minimizer of (2.29) and for every t ∈ [0, 1] and a.e. x ∈ ∂B1, the Jacobian equation
ρt(Tt(x))Jt(x) = f1(x) (2.30)
holds, with Jt the Jacobian determinant (see for instance [15, Lemma 6.1] for its
definition). The main point for us is that similarly to (2.22), it satisfies by [32,
Theorem 14.20] (see also [15, Lemma 6.1] for a statement closer to ours)
J
1
d−1
t ≥ (1− t) + tJ
1
d−1
1 , (2.31)
where we used the fact that since the sphere has positive Ricci curvature, its volume
distortion coefficients are larger than one.
We finally prove a simple lemma which will be useful in the construction of competi-
tors in Proposition 3.7 below.
vihere expx denotes the exponential map on ∂B1
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Lemma 2.6. Let f1 and f2 be two non-negative densities on ∂B1 of equal mass. For
every 0 ≤ a < b ≤ 1 and 0 ≤ c ≤ d ≤ 1 with a < c and b < d, there exists (ρ, j)
supported on ∂B1 × [a, d] such that for every ζ ∈ C1(∂B1 × [0, 1])∫
∂B1
∫ 1
0
∂tζρ+∇bdrζ · j = 1
d− c
∫
∂B1
∫ d
c
ζdf2 − 1
b− a
∫
∂B1
∫ b
a
ζdf1 (2.32)
and ∫
∂B1
∫ 1
0
1
ρ
|j|2 . W
2
∂B1
(f1, f2)
(d− b)− (c− a) log
d− b
c− a, (2.33)
with the understanding that for c = d,
1
d− c
∫
∂B1
∫ d
c
ζdf2 =
∫
∂B1
ζ(·, c)df2
and for d− b = c− a,
1
(d− b)− (c− a) log
d− b
c− a =
1
c− a. (2.34)
Proof. For x ∈ ∂B1 and t ∈ [0, 1], let X(x, t) ∈ ∂B1 be the minimizer of (2.28), i.e.
for ζ ∈ C0(∂B1),∫
∂B1
ζ(X(x, 1))df1 =
∫
∂B1
ζdf2 and W
2
∂B1(f1, f2) =
∫
∂B1
∫ 1
0
|X˙|2df1. (2.35)
Let ψ be the affine function defined on [a, b] through
ψ(a) = c and ψ(b) = d
and let then for t ∈ [s, ψ(s)]
Xs(x, t) := X
(
x,
t− s
ψ(s)− s
)
,
so that
Xs(x, s) = x and Xs(x, ψ(s)) = X(x, 1). (2.36)
We then let ρ be the non-negative measure on ∂B1 × [0, 1] defined for ζ ∈ C0(∂B1 ×
[0, 1]) by ∫
∂B1
∫ 1
0
ζdρ :=
1
b− a
∫
∂B1
∫ b
a
∫ ψ(s)
s
ζ(Xs(x, t), t)dtdsdf1
and j the Rd−valued measure defined for ξ ∈ C0(∂B1 × [0, 1],Rd) by∫
∂B1
∫ 1
0
ξ · dj := 1
b− a
∫
∂B1
∫ b
a
∫ ψ(s)
s
ξ(Xs(x, t), t) · X˙s(x, t)dtdsdf1.
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It is readily seen that with this definition j  ρ. Let us establish (2.32). For
ζ ∈ C1(∂B1 × [0, 1]) a test function,∫
∂B1
∫ 1
0
∂tζρ+∇bdrζ · j = 1
b− a
∫
∂B1
∫ b
a
∫ ψ(s)
s
∂tζ(Xs, t) +∇ζ(Xs, t) · X˙sdtdsdf1
=
1
b− a
∫
∂B1
∫ b
a
ζ(Xs(x, ψ(s)), ψ(s))− ζ(Xs(x, s), s)dsdf1
(2.36)
=
1
b− a
∫
∂B1
∫ b
a
ζ(X(x, 1), ψ(s))− ζ(x, s)dsdf1
(2.35)
=
∫
∂B1
∫ b
a
1
b− aζ(x, ψ(s))df2ds−
∫
∂B1
∫ b
a
1
b− aζ(x, s)dsdf1
=
∫
∂B1
∫ d
c
1
d− cζdf2dsˆ−
∫
∂B1
∫ b
a
1
b− aζdsdf1,
where we made the change of variables sˆ = ψ(s) in the last equality.
We now turn to (2.33). Using (2.15) and the definition of (ρ, j),∫
∂B1
∫ 1
0
1
2ρ
|j|2 = sup
ξ∈C0(∂B1×[0,1],Rd)
∫
∂B1
∫ 1
0
ξ · j − |ξ|
2
2
ρ
= sup
ξ∈C0(∂B1×[0,1],Rd)
1
b− a
∫
∂B1
∫ b
a
∫ ψ(s)
s
ξ(Xs(x, t), t) · X˙s(x, t)
− |ξ(Xs(x, t), t)|
2
2
dtdsdf1
≤ 1
b− a
∫
∂B1
∫ b
a
∫ ψ(s)
s
sup
ξ∈Rd
(
ξ · X˙s(x, t)− 1
2
|ξ|2
)
dtdsdf1
=
1
b− a
∫
∂B1
∫ b
a
∫ ψ(s)
s
1
2
|X˙s(x, t)|2dtdsdf1
(2.36)
=
1
b− a
∫
∂B1
∫ b
a
∫ ψ(s)
s
1
(ψ(s)− s)2
∣∣∣∣X˙ (x, t− sψ(s)− s
)∣∣∣∣2 dtdsdf1
tˆ= t−s
ψ(s)−s
=
1
b− a
∫
∂B1
∫ b
a
∫ 1
0
1
ψ(s)− s |X˙(x, tˆ)|
2dtˆdsdf1
=
W 2∂B1(f1, f2)
b− a
∫ b
a
ds
ψ(s)− s.
Let us finally estimate 1b−a
∫ b
a
1
ψ(s)−s . By definition of ψ,
1
b− a
∫ b
a
1
ψ(s)− s =
1
b− a
∫ b
a
1
c− s+ d−cb−a(s− a)
s=(1−t)a+tb
=
∫ 1
0
1
(1− t)(c− a) + t(d− b)
=
1
(d− b)− (c− a) log
d− b
c− a,
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where we take as convention (2.34) if d− b = c− a.
2.4 Poisson process, optimal matching, and concentra-
tion
2.4.1 The Euclidean problem
Let Γ be the set of all locally finite counting measures on Rd
Γ =
{
µ : µ =
∑
i
δyi , yi ∈ Rd, µ(K) <∞, ∀K compact
}
,
where Γ is equipped with the σ-field F generated by the mappings µ 7→ µ(A) for
Borel sets A ⊂ Rd. We say that (µ,P) (or simply µ) is a Poisson point process with
intensity measure Lebesgue (or simply a Poisson point process) if P is a probability
measure on Γ such that
(i) If A1, . . . , Ak are disjoint Borel sets, then µ(A1), . . . , µ(Ak) are independent
integer valued random variables;
(ii) for any Borel set A with |A| < ∞, the random variable µ(A) has a Poisson
distribution with parameter |A| i.e. for every n ∈ N,
P [µ(A) = n] = exp(−|A|) |A|
n
n!
. (2.37)
For a set Ω ⊂ Rd, we define the Poisson point process on Ω as the restriction of the
Poisson point process on Rd to Ω. It could be equivalently defined through properties
(i) and (ii) above restricted to subsets of Ω.
We let θ : Rd × Γ→ Γ be the shift operator, that is for (z, µ) ∈ Rd × Γ and a Borel
set A ⊂ Rd,
θzµ(A) := µ(A+ z), (2.38)
which we write shortly as θzµ(·) = µ(·+ z). Moreover, we note that P is stationary
in the sense that it is invariant under the action of θ, i.e. P ◦ θ = P.
For ` > 0, we recall that Q` = [− `2 , `2)d. The optimal matching problem consists in
understanding the behavior as `→∞ ofvii
W 22
(
µ Q`,
µ(Q`)
`d
χQ`
)
(2.39)
together with the properties of the corresponding optimal transport maps. We will
use as shorthand notation µ` := µ Q` and when it is clear from the context we will
viiin order to have shift-invariance properties, we will actually consider periodic variants of (2.39), see
below.
22
identify a constant Λ > 0 with the measure ΛχQ` . As explained in the introduction,
it is known that E
[
W 22
(
µ`,
µ(Q`)
`d
)]
∼ `d for d ≥ 3 whereas in dimension two there
is an extra logarithmic factor in the scaling of (2.39) resulting from larger shifts of
the mass. In particular, the transport cost per unit volume diverges logarithmically.
Our aim is to investigate the behavior of the associated transport maps. Although
our techniques also allow us to say something for the case of d ≥ 3 we focus on the
case d = 2 where an additional renormalization of the maps is needed in order to be
able to pass to the limit. Hence, we assume from now on d = 2.
The main stochastic ingredient is a control at every scale 1 ` <∞ of (2.39). This
estimate is a quite direct consequence of a result of Ambrosio, Stra and Trevisan [6]
which we now recall.
Since the results of [6] are not stated for the Poisson point process but rather for
a deterministic number n → ∞ of uniform iid random variables Xi on a given do-
main Q`, we need to introduce some more notation. For a given n ∈ N, we let the
probability Pn on Γ be defined as
Pn [F ] :=
P [F ∩ {µ`(Q`) = n}]
P [µ`(Q`) = n]
,
and let En be the associated expectation. Note that by (2.37), we have
pn := P [µ`(Q`) = n] = exp(−`2)`
2n
n!
. (2.40)
Equipped with this probability measure, µ` can be identified with n uniformly iid
random variables Xi on Q`. A simple rescaling shows that
1
`2 log n
En
[
W 22
(
µ`,
µ(Q`)
`2
)]
is independent of ` and [6, Theorem 1.1] states that,
lim
n→∞
1
`2 log n
En
[
W 22
(
µ`,
µ(Q`)
`2
)]
=
1
4pi
. (2.41)
Arguing as in [6, Remark 4.7] and using the fact that the uniform measure on [0, 1]
satisfies a log-Sobolev inequality to replace exponential bounds by Gaussian bounds,
this gives that there exists c0 > 0 such that for every M ≥ 1 (since we pass from a
deviation to a tail estimate) and n large enough uniformlyviii in `,
Pn
[
1
`2 log n
W 22
(
µ`,
µ(Q`)
`2
)
≥M
]
≤ exp(−c0M log n). (2.42)
Let us now show how (2.41) and (2.42) translate into our setting.
Proposition 2.7. Let µ be a Poisson point process on R2. Then,
lim
`→∞
1
`2 log `
E
[
W 22
(
µ`,
µ(Q`)
`2
)]
=
1
2pi
(2.43)
viiiNotice that the left-hand side of (2.42) actually does not depend on `.
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and there exists a universal constant c independent of ` and M such that for ` ≥
2,M ≥ 1,
P
[
1
`2 log `
W 22
(
µ`,
µ(Q`)
`2
)
≥M
]
≤ exp(−cM log `) . (2.44)
Proof. We first start by noting that by Crame´r-Chernoff’s bounds for the Poisson
distribution with intensity `2 (see [12]), there exists a constant c such that
P
[
µ(Q`)
`2
/∈
[
1
2
, 2
]]
≤ exp(−c`2), (2.45)
and for M  1
P
[
µ(Q`)
`2
≥M
]
≤ exp(−c`2M). (2.46)
Let us now prove (2.43). Recall pn from (2.40). By definition of En we have
1
`2 log `
E
[
W 22
(
µ`,
µ(Q`)
`2
)]
=
1
`2 log `
∑
n/∈[`2/2,2`2]
pnEn
[
W 22
(
µ`,
µ(Q`)
`2
)]
+
1
`2 log `
∑
n∈[`2/2,2`2]
pnEn
[
W 22
(
µ`,
µ(Q`)
`2
)]
. (2.47)
Using the crude transport estimate W 22
(
µ`,
µ(Q`)
`2
)
≤ `2µ(Q`) together with (2.40)
we can estimate the first term as
1
`2 log `
∑
n/∈[`2/2,2`2]
pnEn
[
W 22
(
µ`,
µ(Q`)
`2
)]
≤ 1
log `
∑
n/∈[`2/2,2`2]
npn
=
1
log `
∑
n/∈[`2/2,2`2]
exp(−`2) `
2n
(n− 1)!
. `
2
log `
P
[
µ(Q`)
`2
/∈ [1
2
, 2]
]
(2.45)
. `
2 exp(−c`2)
log `
,
which goes to zero as `→∞. The second term in (2.47) can be rewritten as
1
`2 log `
∑
n∈[`2/2,2`2]
pnEn
[
W 22
(
µ`,
µ(Q`)
`2
)]
=
∑
n∈[`2/2,2`2]
pn
log n
log `
(
1
`2 log n
En
[
W 22
(
µ`,
µ(Q`)
`2
)])
.
Since by (2.41), 1
`2 logn
En
[
W 22
(
µ`,
µ(Q`)
`2
)]
converges uniformly in ` to 14pi , it is enough
to show that
lim
`→∞
∑
n∈[`2/2,2`2]
pn
log n
log `
= 2.
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This is a simple consequence of (2.45) and the fact that
2 log `− log 2
log `
∑
n∈[`2/2,2`2]
pn ≤
∑
n∈[`2/2,2`2]
pn
log n
log `
≤ 2 log `+ log 2
log `
∑
n∈[`2/2,2`2]
pn.
We now turn to (2.44). For 1 ≤M . `2log ` , by definition of Pn
P
[
1
`2 log `
W 22
(
µ`,
µ(Q`)
`2
)
≥M
]
=
∑
n/∈[`2/2,2`2]
pnPn
[
1
`2 log `
W 22
(
µ`,
µ(Q`)
`2
)
≥M
]
+
∑
n∈[`2/2,2`2]
pnPn
[
1
`2 log `
W 22
(
µ`,
µ(Q`)
`2
)
≥M
]
≤ P
[
µ(Q`)
`2
/∈
[
1
2
, 2
]]
+
∑
n∈[`2/2,2`2]
pnPn
[
1
`2 log `
W 22
(
µ`,
µ(Q`)
`2
)
≥M
]
(2.45)
≤ exp(−c`2) +
∑
n∈[`2/2,2`2]
pnPn
[
1
`2 log n
W 22
(
µ`,
µ(Q`)
`2
)
≥ log `
2 log `+ 2
M
]
(2.42)
≤ exp(−c`2) +
∑
n∈[`2/2,2`2]
pn exp(−c0
4
M log n)
≤ exp(−c`2) + exp(−c0
4
M log `) ≤ exp(−c1M log `),
while for M  `2log ` , using once more the estimate W 22
(
µ`,
µ(Q`)
`2
)
≤ `2µ(Q`) together
with (2.46), we obtain
P
[
1
`2 log `
W 22
(
µ`,
µ(Q`)
`2
)
≥M
]
≤ P
[
µ(Q`)
`2
≥M log `
`2
]
≤ exp(−cM log `).
By a Borel-Cantelli argument we can now strengthen (2.44) into a supremum bound.
Theorem 2.8. Let µ be a Poisson point process on R2. Then, there exist a universal
constant c and a random variableix r∗ = r∗(µ) ≥ 1 with E
[
exp
(
cr2∗
log(2r∗)
)]
<∞ such
that for every dyadic ` with 2r∗ ≤ `,
1
`4
W 22
(
µ`,
µ(Q`)
`2
)
≤
log
(
`
r∗
)
(
`
r∗
)2 . (2.48)
ixnotice that we keep implicit here the dependence on µ
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Proof. We first prove that there exist a constant c¯ > 0 and a random variable Θ with
E [exp(c¯Θ)] <∞ such that for all dyadic ` with ` 1,
1
`2 log `
W 22
(
µ`,
µ(Q`)
`2
)
≤ Θ. (2.49)
For k ≥ 1, let `k := 2k and put
Θk :=
1
`2k log `k
W 22
(
µ`k ,
µ(Q`k)
`2k
χQ`k
)
, Θ := sup
k≥1
Θk. (2.50)
We claim that the exponential moments of Θk given by Proposition 2.7 translate into
exponential moments for Θ. Indeed fix 1 c¯ > 0. Then, we estimate
E[exp(c¯Θ)] ≤ exp(c¯) +
∑
M∈N
P[Θ ≥M ] exp(c¯(M + 1))
≤ exp(c¯) +
∑
M∈N
exp(c¯(M + 1))
∑
k≥1
P[Θk ≥M ]
(2.44)
≤ exp(c¯) + exp(c¯)
∑
k≥1
∑
M∈N
exp(−M(c log `k − c¯))
`k=2
k& c¯1
. exp(c¯) + exp(c¯)
∑
k≥1
exp(−ck) <∞.
Hence, Θ has exponential moments and (2.49) is satisfied for every large enough
dyadic `.
Define r∗ ≥ 1 via the equation
r2∗
log (2r∗)
=
Θ
log 2
, (2.51)
which has a solution since r∗ 7→ r2∗/ log (2r∗) is monotone on (e/2,∞). Since ` 7→
log
(
`
r∗
)
log ` is an increasing function, we have for ` ≥ 2r∗,
log ` ≤ log(2r∗)
log 2
log
(
`
r∗
)
which together with (2.51) gives for every dyadic ` ≥ 2r∗,
Θ log ` ≤ r2∗ log
(
`
r∗
)
,
from which we see that (2.49) implies (2.48).
We remark that r∗ inherits all stationarity properties of the Poisson process as a
measurable function of the Poisson process (similarly for r∗,L in Theorem 2.10). We
will not explicitly mention this in the sequel.
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2.4.2 The periodic problem
Since our aim is to construct a coupling on R2 between Lebesgue and Poisson which
keeps some of the shift-invariance properties of the Poisson point process, it is more
convenient to work for finite-size cubes also with a shift-invariant point process. For
L > 1 let us introduce the QL−periodic Poisson point process (which can be identified
with the Poisson point process on the flat torus of size L). For µ ∈ Γ, we let µperL be
the QL−periodic extension of µ QL and then
PL := µperL #P. (2.52)
We denote by EL the expectation with respect to PL. We then call (µ,PL) (or simply
µ when it is clear from the context) a QL−periodic Poisson point process (or Poisson
point process on the torus). Since P is invariant under θ, so is PL. Notice that for
` ≤ L the restriction of a QL−periodic Poisson point process to Q` is a Poisson point
process on Q` in the sense of Section 2.4.1.
For µ ∈ Γ and L > 1, our main focus will be to understand at every scale 1 ` ≤ L
the structure of the optimal transport map Tµ,L on the torus between
µ(QL)
L2
and µ,
i.e. Tµ,L is the unique minimizer of (2.24). We will often identify Tµ,L with ∇ψµ,L
where ψµ,L is the convex potential given in (2.25). When it is clear from the context,
we drop the dependence of Tµ,L and ψµ,L on either µ, L or both. Uniqueness of the
optimal transport map solving (2.24) implies that Tµ is covariant in the sense that
Tµ(x+ z) = Tθzµ(x) + z x, z ∈ R2. (2.53)
For future reference, let us prove a corresponding stationarity property of the poten-
tials.
Lemma 2.9. Let µ be a QL−periodic Poisson point process and let Tµ = ∇ψµ be the
optimal transport map between µ(QL)
L2
and µ on the torus. Then, for z ∈ R2,
ψθzµ(x) = ψθzµ(0)− ψµ(z) + ψµ(x+ z)− z · x ∀x ∈ R2 (2.54)
and if ψ∗ is the convex conjugate of ψ,
ψ∗θzµ(y) = ψ
∗
θzµ(0)− ψ∗µ(z) + ψ∗µ(y + z)− z · y ∀y ∈ R2. (2.55)
As a consequence, if we let for h ∈ R2, D2hψ(x) := ψ(x+ h) + ψ(x− h)− 2ψ(x),
D2hψθzµ(x) = D
2
hψµ(x+ z) and D
2
hψ
∗
θzµ(y) = D
2
hψ
∗
µ(y + z). (2.56)
Proof. Equation (2.54) is a direct consequence of (2.53) so that we just need to prove
that it implies (2.55). By definition,
ψ∗θzµ(y) = sup
x
[x · y − ψθzµ(x)]
(2.54)
= sup
x
[x · y − ψθzµ(0) + ψµ(z)− ψµ(x+ z) + z · x]
= −ψθzµ(0) + ψµ(z)− y · z − |z|2 + sup
x
[(x+ z) · (y + z)− ψµ(x+ z)]
= −ψθzµ(0) + ψµ(z)− y · z − |z|2 + ψ∗µ(y + z).
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Applying this to y = 0, we obtain
ψ∗θzµ(0)− ψ∗µ(z) = −ψθzµ(0) + ψµ(z)− |z|2,
so that (2.55) follows.
Let us finally translate the result of Theorem 2.8 into the periodic setting. In par-
ticular, the following result contains Theorem 1.3.
Theorem 2.10. There exists a universal constant c such that for L = 2k, k ∈ N,
dyadic and µ a QL−periodic Poisson point process, there exists a family of random
variables r∗,L ≥ 1 with supL EL
[
exp
(
cr2∗,L
log(2r∗,L)
)]
< ∞ such that if 2r∗,L ≤ L we
have
µ(QL)
L2
∈
[
1
2
, 2
]
, Sptµ ∩Br∗,L 6= ∅ (2.57)
and for every dyadic ` with 2r∗,L ≤ ` ≤ L,
1
`4
W 22,per
(
µ`,
µ(Q`)
`2
)
≤ 1
`4
W 22
(
µ`,
µ(Q`)
`2
)
≤
log
(
`
r∗,L
)
(
`
r∗,L
)2 . (2.58)
Proof. Let first r˜∗,L = r˜∗,L(µ) be defined by
r˜∗,L := inf
{
r :
1
`4
W 22
(
µ`,
µ(Q`)
`2
)
≤ log
(
`
r
)(
`
r
)2 , for all dyadic ` with 2r ≤ ` ≤ L
}
,
where we take the convention that r˜∗,L = L/2 if the set on the right-hand side is
empty. We then define r∗,L = r∗,L(µ) by
r∗,L :=
{
L
2 if
µ(QL)
L2
/∈ [12 , 2]
max(r˜∗,L,minSptµ |y|) otherwise.
Since PL
[
µ(QL)
L2
/∈ [12 , 2]] ≤ exp(−c1L2) for some universal c1 > 0 (cf. (2.45)) and
for r ≤ L/2, PL(Sptµ ∩Br = ∅) = exp(−r2), it is enough to prove that r˜∗,L satisfies
supL EL
[
exp
(
c2r˜2∗,L
log(2r˜∗,L)
)]
< ∞ for some c2 > 0. Now this follows directly from
(2.48) and the fact that for general potentially non-periodic µ ∈ Γ, r˜∗,L(µperL ) ≤ r∗(µ).
The first inequality in (2.58) follows from the fact that W 22,per ≤W 22 .
Remark 2.11. To avoid confusion between periodic and Euclidean objects, we would
like to stress a few things which will be important in Section 4. While the map Tµ
is defined through the periodic optimal transport problem, estimate (2.58) gives a
bound on the Euclidean Wasserstein distance between the restrictions µ` and the
corresponding multiples of the Lebesgue measure on Q`. The reason for the two
different transport problems is that on the one hand we want to work with a map which
has good stationarity properties and on the other hand, for the iteration argument
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below, it is more natural to have bounds on the Euclidean Wasserstein distances
between µ` and
µ(Q`)
`2
χQ`.
Presently, conditions (2.57) come out of the blue but they will be very useful in Section
4. Similarly, the first inequality in (2.58) will allow us to initialize the iteration
argument in Theorem 1.1.
3 The main regularity result
In this section we prove our main regularity result which states that for every di-
mension d ≥ 2, given an optimal transport map T between a bounded set Ω and a
measure µ, if at some scale R > 0 both the excess energy
E(µ, T,R) :=
1
Rd+2
∫
B2R
|T − x|2 (3.1)
and the local squared Wasserstein distance of µ in O ⊃ B2R to a constant
D(µ,O,R) :=
1
Rd+2
W 22
(
µ O,
µ(O)
|O| χO
)
(3.2)
are small, then on BR, T is quantitatively close (in terms of E and D) to an harmonic
gradient field. This is similar to [23, Proposition 4.6] with the major difference that
here the measure µ is arbitrary and can be in particular singular. Let us point out
that we allow for O 6= B2R only because of the application we have in mind to the
optimal matching problem where we have good control on cubes instead of balls (see
Theorem 2.8 and the proof of Theorem 1.1).
By scaling we will mostly work here with R = 1 and will use the notation E for
E(µ, T, 1) and similarly for D. The global strategy is similar to the one used in [23]
and goes through an estimate at the Eulerian level (2.13). However, as opposed to
[23], if (ρ, j) is the minimizer of (2.13) it does not satisfy a global L∞ bound (see
Lemma 2.4). We will thus need to introduce a terminal layer. In [6], regularization
by the heat flow is used as an alternative approach to tackle this issue.
For τ > 0, let
ρ :=
∫ 1−τ
0
ρt dt.
By (2.20), we have
ρ . τ−(d−1) in B 3
2
. (3.3)
As in [23], we would like to use the flux of j as boundary data for the solution of the
Poisson equation we will consider. This requires choosing a good radius R for which
j satisfies good estimates on ∂BR. In our setting, this is much more complex than in
[23] and is the purpose of the next section. Let us point out that since the estimates
we want to use are on the L2 scale, we would need that the flux of j through ∂BR
is well controlled in L2. Since this is in general not the case, we will also need to
replace this flux by a more regular one (see Lemma 3.4 below).
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fR−
fR+
X(tR−)
X(tR+)
ρ
t = 1
t = 1− τ
t = 0
∂BR 0 ∂BR
ρ1 = µ
ρ0 = 1
Figure 1: The definition of fR± .
3.1 Choice of a good radius
LetX(x, t) = Tt(x) be the solution of the time-dependent version of optimal transport
(2.12). Let us recall that the corresponding trajectories t → Tt(x) are straight
segments and that we often drop the dependence in x when it is not necessary to
specify it. For R > 0, and a given trajectory X passing through BR we let (see
Figure 1)
tR− := min{t ∈ [0, 1] : X(t) ∈ BR} and tR+ := max{t ∈ [0, 1] : X(t) ∈ BR}
be the entrance and exit times. If X(t) does not intersect BR, we set t
R− = 1
and tR+ = 0. Notice that for t
R− < 1 we have X(tR−) ∈ ∂BR and likewise tR+ > 0
implies X(tR+) ∈ ∂BR. We now define the flux fR of j through ∂BR (formally
fR = j ·νBR , where νBR denotes the outward normal to BR) by its action on functions
ζ ∈ C0c (Rd × [0, 1]) as∫
Rd
∫ 1
0
ζdfR :=
∫
Ω
χ0≤tR−<tR+<1(X)ζ(X(t
R
+), t
R
+)−
∫
Ω
χ0<tR−<tR+≤1(X)ζ(X(t
R
−), t
R
−).
(3.4)
Note that the measure fR is supported on ∂BR × [0, 1]. The integration in (3.4) is
with respect to the Lebesgue measure dx (the integrand depends on x since X and
tR± depend on x). Our first lemma states that fR really acts like boundary values for
(ρ, j).
Lemma 3.1. Let (ρ, j) be a minimizer of (2.13) and let fR be defined by (3.4).
Then, for every ζ ∈ C1c (Rd × [0, 1]),∫
BR
∫ 1
0
∂tζρ+∇ζ · j =
∫
BR
ζ1dµ−
∫
BR
ζ0 +
∫
Rd
∫ 1
0
ζdfR. (3.5)
As a consequence, (ρ, j) is a local minimizer of (2.13) in the sense that for every
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(ρ˜, j˜) with Spt (ρ˜, j˜) ⊂ BR × [0, 1] and satisfying (3.5),∫
BR
∫ 1
0
1
ρ
|j|2 ≤
∫
BR
∫ 1
0
1
ρ˜
|˜j|2. (3.6)
Proof. Once (3.5) is established, local minimality of (ρ, j) follows from the fact that
(ρˆ, jˆ) defined as (ρ˜, j˜) in BR × [0, 1] and (ρ, j) outside, is admissible for (2.13). We
thus only need to prove that (3.5) holds. By (3.4), for every ζ ∈ C1c (Rd × [0, 1]),∫
Rd
∫ 1
0
ζdfR =
∫
Ω
χ0≤tR−<tR+<1(X)ζ(X(t
R
+), t
R
+)−
∫
Ω
χ0<tR−<tR+≤1(X)ζ(X(t
R
−), t
R
−)
=
∫
Ω
[∫ tR+
tR−
d
dt
ζ(X, t)
]
+ χtR−=0
(X)ζ(X(tR−), t
R
−)− χtR+=1(X)ζ(X(t
R
+), t
R
+)
=
∫
Ω
∫ 1
0
χBR(X)
[
∂tζ(X, t) +∇ζ(X, t) · X˙
]
+
∫
Ω
χBR(X(0))ζ(X(0), 0)− χBR(X(1))ζ(X(1), 1).
Since ρt = Tt#χΩ and jt = Tt#(T − x)χΩ, and since X(x, t) = Tt(x) = (1 − t)x +
tT (x), for every ζ ∈ C1c (Rd × [0, 1]),∫
BR
∫ 1
0
∂tζdρ =
∫
Ω
∫ 1
0
χBR(X)∂tζ(X, t)
and ∫
BR
∫ 1
0
∇ζ · dj =
∫
Ω
∫ 1
0
χBR(X)∇ζ(X, t) · X˙.
This together with X(0) = Id and X(1) = T concludes the proof.
We now prove that fR satisfies a bound analog to (2.20).
Lemma 3.2. The measure fR is absolutely continuous with respect to the measure
Hd−1 ∂BR ⊗ dt and for t ∈ (0, 1),
sup
∂BR
|fRt | . E
1
d+2
1
(1− t)d . (3.7)
Proof. Let ζ ∈ C1c (Rd× (0, 1)) be fixed and for 0 < r  R, let ηr be a smooth radial
function such that ηr(x) = 0 if |x| ≤ R−r, ηr(x) = 1 for |x| ≥ R and sup |∇ηr| . r−1.
Testing (3.5) with ζηr, we obtain since f
R is supported on ∂BR × [0, 1],∣∣∣∣∫
Rd
∫ 1
0
ζdfR
∣∣∣∣ . ∫
BR\BR−r
∫ 1
0
|∂tζ|ρ+ |∇ζ||j|+ r−1|ζ||j|
(2.20)
.
∫
BR\BR−r
∫ 1
0
(|∂tζ|+ E
1
d+2 |∇ζ|) 1
(1− t)d + r
−1E
1
d+2
|ζ|
(1− t)d .
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Letting r → 0, we obtain∣∣∣∣∫
Rd
∫ 1
0
ζdfR
∣∣∣∣ . ∫
∂BR
∫ 1
0
E
1
d+2
|ζ|
(1− t)d ,
from which the claim follows.
We define the outgoing and incoming fluxes as (see Figure 1)∫
Rd
∫ 1
0
ζdfR+ :=
∫
Ω
χ0≤tR−<tR+<1(X)ζ(X(t
R
+), t
R
+)
and
∫
Rd
∫ 1
0
ζdfR− :=
∫
Ω
χ0<tR−<tR+≤1(X)ζ(X(t
R
−), t
R
−), (3.8)
so that fR = fR+ −fR− . Now for a given layer size 0 < τ < 1, we define the cumulated
fluxes∫
Rd
ζdf
R
+ :=
∫
Ω
χ0≤tR−<tR+<1−τ (X) ζ(X(t
R
+))
and
∫
Rd
ζdf
R
− :=
∫
Ω
χtR−<tR+
(X)χ0<tR−<1−τ (X) ζ(X(t
R
−)), (3.9)
and then let
f
R
(x) :=
∫ 1−τ
0
fR(x, t)dt so that f
R
= f
R
+ − fR−. (3.10)
Lemma 3.3. There holds f
R
+ ⊥ fR− and
sup
∂BR
f
R
± . E
1
d+2 τ−(d−1). (3.11)
Proof. Let us prove that fR+ ⊥ fR− . Estimate (3.11) will then follow from (3.7).
To this end we consider the space-time points on the cylinder through which particles
exit
A := {(y, t) ∈ ∂BR × (0, 1) : ∃x ∈ Ω such that tR− < tR+ and (X(tR+), tR+) = (y, t)}
and the original positions of particles that enter at the same space-time where another
particle exits
B :=
{
x ∈ Ω : 0 < tR− < tR+, ∃x˜ ∈ Ω with t˜R− < t˜R+ = tR− and X(x, tR−) = X(x˜, t˜R+)
}
.
We claim that B = ∅.
Recall (cf. Remark 2.5) that T is given as a measurable selection of the subgradient
of a convex function. In particular, we have (T (x)− T (x˜)) · (x− x˜) ≥ 0 for all x, x˜.
Hence, if x is such that 0 < tR− < tR+ and x˜ such that t˜R− < t˜R+ = tR− we cannot have
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X(x, tR−) = TtR−(x) = TtR−(x˜) = X(x˜, t˜
R
+) and thus B = ∅.
Now since
fR+ (A
c)
(3.8)
=
∫
Ω
χ0≤tR−<tR+<1(X)χAc(X(t
R
+), t
R
+),
we have fR+ (A
c) = 0 by definition of A. Similarly,
fR− (A)
(3.8)
=
∫
Ω
χ0<tR−<tR+≤1(X)χA(X(t
R
−), t
R
−) = |B| = 0,
which proves that fR+ ⊥ fR− .
We will also need the analog of f
R
+ for the outgoing flux in (1 − τ, 1). Let fR,lay+ be
the measures defined for ζ ∈ C0c (Rd), by∫
Rd
ζdf
R,lay
+ :=
∫
Ω
χtR−<1−τ<tR+<1(X) ζ(X(t
R
+)). (3.12)
Notice that we consider only the particles which leave BR after t = 1 − τ but were
already inside BR at time 1− τ . For later use, let also∫
Rd
∫ 1
0
ζdfR,lay+ :=
∫
Ω
χtR−<1−τ<tR+<1(X) ζ(X(t
R
+), t
R
+). (3.13)
We can now show that there exists a good radius R.
Lemma 3.4. Assume that E +D  1, then there exists R ∈ (12 , 32) such that∫
∂BR
∫ 1−τ
0
(fR)2 . τ−dE (3.14)
and there exist densities ρR± and ρ
R,lay
+ on ∂BR such that∫
∂BR
(ρR±)
2 . E and W 2∂B1(ρ
R
±, f
R
±) . E
d+3
d+2 , (3.15)
and∫
∂BR
(ρR,lay+ )
2 . τ2E +D and W 2∂B1(ρ
R,lay
+ , f
R,lay
+ ) . τ3E
d+3
d+2 + τE
1
d+2D.
(3.16)
Moreover,
sup
∂BR
ρR± . E
1
d+2 . (3.17)
Proof. Let us start by (3.14). For this, given ζ ∈ C1c (Rd × (0, 1 − τ)), integrating
(3.5) in R ∈ (12 , 32), we obtain∫ 3
2
1
2
∫
Rd
∫ 1−τ
0
ζdfR =
∫ 3
2
1
2
∫
BR
∫ 1−τ
0
∂tζρ+∇ζ · j.
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Π
X(tR+)
t = 0
t = 1− τ
t = 1
Figure 2: The definition of ρR+.
Letting ω(x) :=
∫ 3
2
1
2
χBR(x)dR and using Fubini, we obtain
∫ 3
2
1
2
∫
Rd
∫ 1−τ
0
ζdfR =
∫
Rd
∫ 1−τ
0
ω (∂tζρ+∇ζ · j)
=
∫
Rd
∫ 1−τ
0
ζ∇ω · j,
where in the second line we used the fact that (ρ, j) satisfies the continuity equation
on Rd × (0, 1). By the Cauchy-Schwarz inequality together with the estimate on ρ
given by (2.20) and by (2.21), we thus obtain
∣∣∣∣∣
∫ 3
2
1
2
∫
Rd
∫ 1−τ
0
ζdfR
∣∣∣∣∣ .
∫
B 3
2
∫ 1−τ
0
ρζ2
 12 ∫
B 3
2
∫ 1−τ
0
1
ρ
|j|2
 12
. τ− d2E 12
∫
B 3
2
∫ 1−τ
0
ζ2
 12 ,
from which we obtain by duality∫ 3
2
1
2
∫
∂BR
∫ 1−τ
0
(fR)2 . τ−dE. (3.18)
We now turn to (3.15) and (3.17). Notice that by (2.27), it is enough to prove (3.15)
for W 22 instead of W
2
∂B1
. Let ρR± be the measures supported on ∂BR such that for
ζ ∈ C0c (Rd) (see Figure 2)
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∫
∂BR
ζdρR+ :=
∫
Ω
χtR−<tR+<1−τ (X)ζ
(
R
X(0)
|X(0)|
)
and
∫
∂BR
ζdρR− :=
∫
Ω
χtR−<tR+
(X)χ0<tR−<1−τ (X)ζ
(
R
X(0)
|X(0)|
)
. (3.19)
Since the proofs are almost identical for ρR−, we focus for brevity on ρR+. We start
with the L2 bound. We introduce the measure ρR+ of all original particles that spend
time in BR but exit before 1− τ , that is∫
Rd
ζdρR+ :=
∫
Ω
χtR−<tR+<1−τ (X)ζ (X(0)) . (3.20)
Let us point out that ρR+ ≤ χΩ and note that ρR+ is nothing else than the push-forward
of ρR+ under the map x→ R x|x| so that on the level of densities, we have for x ∈ ∂BR
ρR+(x) =
∫ +∞
0
( r
R
)d−1
ρR+
(
r
x
|x|
)
dr.
Notice that because of the L∞ bound (2.18) on T − x, the integral above can be
restricted to (R − CE 1d+2 , R + CE 1d+2 ) ⊂ (R/2, 4R/3). This directly implies (3.17).
Arguing as for (2.10), we obtain∫
∂BR
(ρR+)
2 .
∫
Rd
|R− |x||dρR+,
so that we are just left to prove that∫ 3
2
0
∫
Rd
|R− |x||dρR+ . E. (3.21)
Note that since X are straight lines, ρR+ a.s. we have |R − |X(0)|| ≤ |X(1) −X(0)|
so that ∫ 3
2
0
∫
Rd
|R− |x||dρR+
(3.20)
=
∫ 3
2
0
∫
Ω
χtR−<tR+<1−τ (X)|R− |X(0)||
≤
∫ 3
2
0
∫
Ω
χtR−<tR+<1−τ (X)|X(1)−X(0)|
=
∫
Ω
|X(1)−X(0)|
∫ 3
2
0
χtR−<tR+<1−τ (X)
≤
∫
Ω
χ|X(0)|<2|X(1)−X(0)|2
(3.1)
. E,
where we used again the L∞ bound (2.18) for T − x and the fact that for every x
such that X(0) 6= X(1) and every t1, t2 ∈ [0, 1],
H1(R : ∃t ∈ [t1, t2] with X(t) ∈ ∂BR) ≤ |X(t1)−X(t2)|, (3.22)
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to obtain that for given x such that X(1) 6= X(0),
∫ 3
2
0
χtR−<tR+<1−τ (X) ≤ χ|X(0)|<2H
1(R : ∃t ∈ (0, 1− τ) with X(t) ∈ ∂BR)
≤ χ|X(0)|<2|X(0)−X(1)|
This shows (3.21) and thus ∫ 3
2
1
2
∫
∂BR
(ρR+)
2 . E. (3.23)
Let us now turn to the W 22 estimate in (3.15). We consider the coupling Π between
f
R
+ (recall (3.9)) and ρ
R
+ defined for ζ ∈ C0c (Rd × Rd) by (see Figure 2)∫
Rd×Rd
ζdΠ :=
∫
Ω
χtR−<tR+<1−τ (X)ζ
(
X(tR+), R
X(0)
|X(0)|
)
.
Using that for |X| & R (which Π a.e. is the case by the L∞ bound on T − x)
the radial projection on ∂BR is Lipschitz continuous and thus |X(tR+) − R X(0)|X(0)| | .
|X(tR+)−X(0)|, we get
W 22 (ρ
R
+, f
R
+) ≤
∫
Ω
χt+R<1−τ (X)
∣∣∣∣X(tR+)−R X(0)|X(0)|
∣∣∣∣2
.
∫
Ω
χt+R<1−τ (X)|X(t
R
+)−X(0)|2
≤
∫
Ω
χt+R<1−τ (X)|X(1)−X(0)|
2,
where in the last step we used once again that X is a straight line. Integrating in R
and arguing as above, we obtain∫ 3
2
0
W 22 (ρ
R
+, f
R
+) .
∫
Ω
χ|X(0)|< 7
4
|X(1)−X(0)|3
. sup
B 7
4
|T − x|
∫
Ω
χ|X(0)|<2|X(1)−X(0)|2
. E
d+3
d+2 , (3.24)
where in the last step we have used once more Lemma 2.3 and definition (3.1).
We finally turn to (3.16), the proof of which is similar to the one of (3.15). As above,
thanks to (2.27), it is enough to prove (3.16) for W 22 instead of W
2
∂B1
. The definition
of ρR,lay+ is a little bit more complex than the one of ρ
R
+, since we need to couple the
trajectories X to the ones given by the optimal coupling for D = W 22 (µ O,
µ(O)
|O| χO).
Consider first the coupling Π12(x, y) := χO(y)(Id × T )#χΩ(x, y) so that for ζ ∈
C0c (Ω×O) ∫
Ω×O
ζdΠ12 =
∫
Ω
χO(T (x))ζ(x, T (x)).
36
In particular, the second marginal of Π12 is equal to µ O. Let then Π23 be the
optimal coupling between µ O and µ(O)|O| χO. By the Gluing Lemma (see [31, Lemma
7.6]), there exists a measure Π on Ω×O ×O with marginals Π12 on Ω×O and Π23
on O ×O. We now define ρR,lay+ in analogy to (3.19) by (see Figure 3)∫
Rd
ζdρR,lay+ :=
∫
Ω×O×O
χtR−<1−τ<tR+<1(X)ζ
(
R
z
|z|
)
dΠ(x, y, z).
We also define the unprojected density∫
Rd
ζdρR,lay+ :=
∫
Ω×O×O
χtR−<1−τ<tR+<1(X)ζ (z) dΠ(x, y, z).
By the argument used for (2.10), we have∫ 3
2
0
∫
∂BR
(
ρR,lay+
)2
.
∫ 3
2
0
∫
Rd
|R− |x||dρR,lay+
=
∫ 3
2
0
∫
Ω×O×O
χtR−<1−τ<tR+<1(X)|R− |z||dΠ
≤
∫ 3
2
0
∫
Ω×O×O
χtR−<1−τ<tR+<1(X)
(|X(tR+)− y|+ |y − z|) dΠ.
By definition of Π and since the trajectories of X are straight lines, we have∫
Ω×O×O
χtR−<1−τ<tR+<1(X)|X(t
R
+)−y|dΠ =
∫
Ω×O×O
χtR−<1−τ<tR+<1(X)|X(t
R
+)−X(1)|dΠ
≤
∫
Ω
χtR−<1−τ<tR+<1(X)|X(1− τ)−X(1)|,
which by (3.22) and (2.18) leads to∫ 3
2
0
∫
Ω×O×O
χtR−<1−τ<tR+<1(X)|X(t
R
+)− y|dΠ ≤
∫
Ω
χ|X(0)|<2|X(1− τ)−X(1)|2.
Since (3.22) and (2.18) also yield∫ 3
2
0
∫
Ω×O×O
χtR−<1−τ<tR+<1(X)|y − z|dΠ =
∫
Ω×O×O
|y − z|
[∫ 3
2
0
χtR−<1−τ<tR+<1(X)
]
dΠ
≤
∫
Ω×O×O
|y − z|χ|X(0)|<2|X(1− τ)−X(1)|dΠ
Young
.
∫
Ω
χ|X(0)|<2|X(1− τ)−X(1)|2
+
∫
Ω×O×O
|y − z|2dΠ
=
∫
Ω
χ|X(0)|<2|X(1− τ)−X(1)|2
+
∫
O×O
|y − z|2dΠ23,
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µ(O)
|O|
Figure 3: The definition of ρR,lay+ .
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we have using that |X(t)−X(1)| = (1− t)|X(0)−X(1)|,∫ 3
2
0
∫
∂BR
(
ρR,lay+
)2
. τ2
∫
Ω
χ|X(0)|<2|X(0)−X(1)|2 +
∫
O×O
|y − z|2dΠ23
≤ τ2E +D. (3.25)
In order to obtain the second estimate in (3.16), we consider the coupling Π̂ between
f
R,lay
+ (recall (3.12)) and ρ
R,lay
+ given by∫
Rd×Rd
ζdΠ̂ :=
∫
Ω×O×O
χtR−<1−τ<tR+<1(X)ζ
(
X(tR+), R
z
|z|
)
dΠ.
This is indeed a coupling between f
R,lay
+ and ρ
R,lay
+ since for x ∈ Ω such that tR− <
1− τ < tR+ < 1, we have X(1) ∈ B2 ⊂ O and therefore,∫
Rd×Rd
ζ(x)dΠ̂ =
∫
Ω×O×O
χtR−<1−τ<tR+<1(X)ζ
(
X(tR+)
)
dΠ
=
∫
Ω
χtR−<1−τ<tR+<1(X)χO(X(1))ζ
(
X(tR+)
)
=
∫
Rd
ζdf
R,lay
+ .
Arguing as for (3.24) we have∫ 3
2
0
W 22 (f
R,lay
+ , ρ
R,lay
+ ) ≤
∫ 3
2
0
∫
Ω×O×O
χtR−<1−τ<tR+<1(X)
∣∣∣∣X(tR+)−R z|z|
∣∣∣∣2 dΠ
≤
∫ 3
2
0
∫
Ω×O×O
χtR−<1−τ<tR+<1(X)
∣∣X(tR+)− z∣∣2 dΠ
.
∫ 3
2
0
∫
Ω
χtR−<1−τ<tR+<1(X)
∣∣X(tR+)−X(1)∣∣2
+
∫ 3
2
0
∫
Ω×O×O
χtR−<1−τ<tR+<1(X) |y − z|
2 dΠ
.
∫ 3
2
0
∫
Ω
χtR−<1−τ<tR+<1(X) |X(1− τ)−X(1)|
2
+
∫ 3
2
0
∫
Ω×O×O
χtR−<1−τ<tR+<1(X) |y − z|
2 dΠ
.
∫
Ω
χ|X(0)|< 7
4
|X(1− τ)−X(1)|3
+
∫
Ω×O×O
χ|X(0)|< 7
4
|y − z|2 |X(1− τ)−X(1)|dΠ
. τ3 sup
B 7
4
|T − x|
∫
Ω
χ|X(0)|<2|X(1)−X(0)|2
+ τ sup
B 7
4
|T − x|
∫
O×O
|y − z|2 dΠ23
. τ3E
d+3
d+2 + τE
1
d+2D.
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Putting this together with (3.18), (3.23), (3.24) and (3.25), we see that we may choose
R ∈ (12 , 32) such that (3.14), (3.15) and (3.16) hold.
Let µ′R be the part of µ BR coming from trajectories which were inside BR before
the time 1− τ . That is, for ζ ∈ C0c (Rd)∫
Rd
ζdµ′R :=
∫
Ω
χt−≤1−τ (X)χt+=1(X)ζ(X(1)). (3.26)
We then have
Lemma 3.5. Assume that E + D  1, then there exists R ∈ (12 , 32) such that the
conclusions of Lemma 3.4 hold and
W 22
(
ρ1−τ BR,
ρ1−τ (BR)
|BR| χBR
)
+W 22
(
µ′R,
µ′R(BR)
|BR| χBR
)
. τ2E +D. (3.27)
Proof. We are only going to show that∫ 3
2
1
2
W 22
(
ρ1−τ BR,
ρ1−τ (BR)
|BR| χBR
)
. τ2E +D, (3.28)
since the estimate for W 22
(
µ′R,
µ′R(BR)
|BR| χBR
)
is similarly obtained. For notational
simplicity, in this proof we will often drop the R dependence in our notation. Put
Λ := ρ1−τ (BR)|BR| and Γ :=
µ(O)
|O| . We will not distinguish between Λ and the function
ΛχBR and similarly for Γ. Since E  1, (2.18) and (2.19) imply that Λ ∼ Γ ∼ 1.
Let X be the optimal trajectories for W 22 (χΩ, µ) and Π23 be the optimal coupling for
D = W 22 (µ O,ΓχO). Let us recall that Π12 is the measure defined on Ω×O by∫
Ω×O
ζdΠ12 :=
∫
Ω
χO(T (x))ζ(x, T (x))
and let µ˜ ≤ µ be the measure defined by (see Figure 4)∫
Rd
ζdµ˜ :=
∫
Ω
χ|X(1−τ)|≤R(X)ζ(X(1)) =
∫
Ω×O
χ|X(1−τ)|≤R(X)ζ(y)dΠ12,
or in words, µ˜ is the part of µ which originates from ρ1−τ BR along X. Notice that
µ˜ BR = µ
′
R (recall (3.26)). Recall that if Π is the coupling obtained by the Gluing
Lemma applied to Π12 and Π23, we can then define g ≤ ΓχO by∫
Rd
ζdg :=
∫
Ω×O×O
χ|X(1−τ)|≤R(X)ζ(z)dΠ(x, y, z),
which is the part of ΓχO which originates from µ˜ through Π23. We then project the
parts of µ˜ and g outside BR onto ∂BR:∫
Rd
ζdfµ˜ :=
∫
Rd
χBcR(y)ζ
(
R
y
|y|
)
dµ˜ =
∫
Ω×O
χ|X(1−τ)|≤R(X)χBcR(y) ζ
(
R
y
|y|
)
dΠ12
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Figure 4: The definition of µ˜, g, fµ˜ and fg.
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and∫
Rd
ζdfg :=
∫
O
χBcR(z) ζ
(
R
z
|z|
)
dg =
∫
Ω×O×O
χ|X(1−τ)|≤R(X)χBcR(z)ζ
(
R
z
|z|
)
dΠ.
Since g ≤ Γ . 1 we can argue as for (2.10) to obtainx∫ 3
2
0
∫
∂BR
f2g .
∫ 3
2
0
∫
Ω×O×O
|R− |z||χ|X(1−τ)|≤R(X)χBcR(z)dΠ
(3.22)
≤
∫
Ω×O×O
|X(1− τ)− z|2χ|X(0)|<2(X)dΠ
.
∫
Ω×O×O
|X(1− τ)− y|2χ|X(0)|<2(X)dΠ +
∫
Ω×O×O
|z − y|2dΠ
≤ τ2E +D. (3.29)
We then let
µˆ := µ˜ BR + fµ˜ and gˆ := g BR + fg.
Since projecting from outside BR reduces the distances
W 22 (ρ1−τ BR, µˆ) ≤W 22 (ρ1−τ BR, µ˜)
≤
∫
Ω
χ|X(0)|<2|X(1− τ)−X(1)|2 = τ2
∫
B2
|T − x|2 = τ2E.
For the same reason, we also have
W 22 (µˆ, gˆ) ≤W 22 (µ˜, g) ≤ D.
Therefore by triangle inequality
W 22 (ρ1−τ BR,Λ) .W 22 (ρ1−τ BR, µˆ)+W 22 (µˆ, gˆ)+W 22 (gˆ,Λ) . τ2E+D+W 22 (gˆ,Λ).
(3.30)
We are thus left with the estimate of W 22 (gˆ,Λ). For this we first claim that
W2(gˆ,Λ) .W2
(
1
2
(gˆ + Λ),Λ
)
.
Indeed, by triangle inequality and monotonicity of the transport cost
W2(Λ, s) ≤W2
(
Λ,
1
2
(Λ + s)
)
+W2
(
1
2
(Λ + s), s
)
≤W2
(
Λ,
1
2
(Λ + s)
)
+W2
(
1
2
Λ,
1
2
s
)
= W2
(
Λ,
1
2
(Λ + s)
)
+
1√
2
W2(Λ, s).
xnotice that we cannot assert the same thing for fµ˜
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Now let ϕg be the solution of∆ϕ
g = Λ− g in BR
∂ϕg
∂ν = fg on ∂BR,
(3.31)
with
∫
BR
ϕg = 0. Notice that since by definition of Λ and g, Λ = 1|BR|g(R
d) so that
by definition of fg, ∫
BR
(Λ− g) = g(BcR) =
∫
∂BR
fg,
so that this equation is indeed solvable. Let
ρ˜ := (1− t)Λ + t1
2
(Λ + gˆ) and j˜ :=
1
2
∇ϕg.
The pair (ρ˜, j˜) is admissible for the Benamou-Brenier formulation (2.13) ofW 22 (Λ,
1
2(Λ+
gˆ)) since (3.31) implies in a distributional sense
∇ · j˜ = 1
2
(Λ− g − fg) = 1
2
(Λ− gˆ) in Rd,
where we think of j˜ as being extended by zero from BR to Rd. Hence, as desired,
∂tρ˜+∇ · j˜ = 0 in Rd × (0, 1)
in a distributional sense. Noticing that
ρ˜ ≥ 1
2
Λ,
we thus have
W 22 (Λ,
1
2
(Λ + gˆ)) . 1
Λ
∫
BR
|∇ϕg|2. (3.32)
Let g− := (Γ− g)χBR so that by definition of g,∫
BR
ζdg− =
∫
Ω×O×O
χ|X(1−τ)|>R(x)χBR(z)ζ(z)dΠ.
Thanks to the L∞ bound (2.18) on the transport, we have that Spt g− ⊂ BR\BR/2.
We can rewrite ∆ϕg = Λ− g = g− − (Γ− Λ) so that by Lemma 2.2,∫
BR
|∇ϕg|2 .
∫
∂BR
f2g +
∫
BR
(R− |x|)dg−.
Arguing as for (3.21), we get∫ 3
2
1
2
∫
BR
(R− |x|)dg− . D,
so that using (3.29), (3.30) and (3.32) we obtain (3.28). From this we see that we may
find R ∈ (12 , 32) such that both the conclusions of Lemma 3.4 and (3.27) hold.
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3.2 The main estimate
To ease notation, we shall now assume that R = 1 and we will drop the index R.
The main goal of this section is to prove Proposition 1.6 which states that for every
fixed τ  1, there exists a constant C(τ) > 0 such that if E and D are small enough,
then there exists an harmonic gradient field ∇ϕ in B1 such that∫
B 1
2
∫ 1
0
1
ρ
|j − ρ∇ϕ|2 . τE + C(τ)D. (3.33)
From this Eulerian estimate, Proposition 1.5 which is the Lagrangian counterpart, is
readily obtained. This in turn leads to the proof of Theorem 1.4, which is one step
in a Campanato iteration scheme.
We now proceed with the definition of ϕ. Recall ρ± from Lemma 3.4 and let ϕ be
the (unique) solution of∆ϕ =
1
|B1|
∫
∂B1
(ρ+ − ρ−) in B1
∂ϕ
∂ν = ρ+ − ρ− on ∂B1,
(3.34)
such that
∫
B1
ϕ = 0. Notice that by (2.1), the Ho¨lder inequality and (3.15)∫
B1
|∇ϕ|2 .
∫
∂B1
ρ2+ + ρ
2
− . E. (3.35)
Moreover, by Pohozaev, we also have∫
∂B1
|∇ϕ|2 . E. (3.36)
The proof of (3.33) is divided into two parts. The first is an almost orthogonality
property (see (3.37)) and the second is a construction of a competitor to estimate∫
B1
∫ 1
0
1
ρ
|j|2 −
∫
B1
|∇ϕ|2,
see (3.52). We start with the almost orthogonality property.
Proposition 3.6. For every 0 < τ  1, there exist constants ε(τ) > 0 and C(τ) > 0
such that if E +D ≤ ε(τ), then letting ϕ be defined via (3.34), we have∫
B 1
2
∫ 1
0
1
ρ
|j − ρ∇ϕ|2 .
(∫
B1
∫ 1
0
1
ρ
|j|2 −
∫
B1
|∇ϕ|2
)
+ τE + C(τ)D. (3.37)
Proof. S tep 1. Before starting, let us point out that since in B 1
2
the function ∇ϕ is
smooth, the measure ρ∇ϕ is well defined. Furthermore, since clearly j − ρ∇ϕ  ρ
also the left-hand side of (3.37) is well defined. We start by noting that∫
B 1
2
∫ 1
0
1
ρ
|j − ρ∇ϕ|2 =
∫
B 1
2
∫ 1−τ
0
1
ρ
|j − ρ∇ϕ|2 +
∫
B 1
2
∫ 1
1−τ
1
ρ
|j − ρ∇ϕ|2
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and that since by harmonicity of ∇ϕ, supB 1
2
|∇ϕ|2 . ∫B1 |∇ϕ|2,∫
B 1
2
∫ 1
1−τ
1
ρ
|j − ρ∇ϕ|2 .
∫
B 1
2
∫ 1
1−τ
1
ρ
|j|2 + sup
B 1
2
|∇ϕ|2
∫
B 1
2
∫ 1
1−τ
ρ
(2.21)&(3.35)
. τE.
Therefore, ∫
B 1
2
∫ 1
0
1
ρ
|j − ρ∇ϕ|2 .
∫
B1
∫ 1−τ
0
1
ρ
|j − ρ∇ϕ|2 + τE (3.38)
and we are left with bounding the first term on the right-hand side. Notice that since
in (0, 1 − τ), ρ and j are bounded functions by (2.20), the right-hand side of (3.38)
is well defined in a pointwise sense. Recalling that ρ =
∫ 1−τ
0 ρ, we may now compute∫
B1
∫ 1−τ
0
1
ρ
|j − ρ∇ϕ|2 =
∫
B1
∫ 1−τ
0
1
ρ
|j|2 −
∫
B1
|∇ϕ|2 (3.39)
− 2
∫
B1
∫ 1−τ
0
(
j − 1
1− τ∇ϕ
)
· ∇ϕ+
∫
B1
(ρ− 1)|∇ϕ|2.
Step 2. In this step we show that∣∣∣∣∫
B1
(ρ− 1)|∇ϕ|2
∣∣∣∣ . (τ−d(d−1)γd(τ)) 1d+2 E d+3d+2 + τE, (3.40)
where
γd(τ) :=

1 for d = 2
| log τ | for d = 3
τ−(d−3) otherwise.
(3.41)
Let the boundary layer size r  1 to be fixed later and let η be a smooth cut-off
function with χB1−2r ≤ η ≤ χB1−r and |∇η| . r−1. We split the integral:∫
B1
(ρ− 1)|∇ϕ|2 =
∫
B1
(ρ− 1)(1− η)|∇ϕ|2 +
∫
B1
(ρ− 1)η|∇ϕ|2. (3.42)
The first term may be estimated as follows∣∣∣∣∫
B1
(ρ− 1)(1− η)|∇ϕ|2
∣∣∣∣ ≤ ∫
B1\B1−2r
|ρ− 1||∇ϕ|2
(3.3)
. τ−(d−1)
∫
B1\B1−2r
|∇ϕ|2
(2.2)
. rτ−(d−1)
∫
∂B1
ρ2+ + ρ
2
−
(3.15)
. rτ−(d−1)E. (3.43)
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We now turn to the second term. By∣∣∣∣∫
B1
(ρ− 1)η|∇ϕ|2
∣∣∣∣ ≤ ∣∣∣∣∫
B1
(ρ− (1− τ))η|∇ϕ|2
∣∣∣∣+ τ ∫
B1
|∇ϕ|2
(3.35)
.
∣∣∣∣∫
B1
(ρ− (1− τ))η|∇ϕ|2
∣∣∣∣+ τE,
it is enough to estimate
∣∣∣∫B1(ρ− (1− τ))η|∇ϕ|2∣∣∣. To this purpose we give an alter-
native representation: since −(1 − τ − t)η|∇ϕ|2 ∈ C∞c (B1 × [0, 1]) we can extend it
by zero for t ∈ [1− τ, 1] and test (3.5) with it to obtain∫
B1
ρ¯η|∇ϕ|2 =
∫
B1
∫ 1−τ
0
ρ∂t(−(1− τ − t)η|∇ϕ|2)
=
∫
B1
∫ 1−τ
0
(1− τ − t)j · ∇(η|∇ϕ|2) +
∫
B1
(1− τ)η|∇ϕ|2.
Therefore,∣∣∣∣∫
B1
(ρ− (1− τ))η|∇ϕ|2
∣∣∣∣ = ∣∣∣∣∫
B1
∫ 1−τ
0
(1− τ − t)j · ∇(η|∇ϕ|2)
∣∣∣∣
≤
(∫
B1
∫ 1−τ
0
1
ρ
|j|2
) 1
2
(∫
B1
∫ 1−τ
0
(1− τ − t)2ρ|∇(η|∇ϕ|2)|2
) 1
2
(2.20)
. E 12
(∫ 1−τ
0
1
(1− t)d−2
∫
B1
|∇(η|∇ϕ|2)|2
) 1
2
(3.44)
. γ
1
2
d (τ)E
1
2
(∫
B1
|∇(η|∇ϕ|2)|2
) 1
2
,
where we recall that γd is defined in (3.41). By Leibniz rule and Cauchy-Schwarz we
have ∫
B1
|∇(η|∇ϕ|2)|2 . 1
r2
∫
B1−r
|∇ϕ|4 +
∫
B1−r
|∇ϕ|2|∇2ϕ|2
. 1
r2
∫
B1−r
|∇ϕ|4 + r2
∫
B1−r
|∇2ϕ|4.
By the mean value formula for ∇ϕ, for every x ∈ B1−r,
|∇2ϕ|(x) . 1
r
1
|B r
2
|
∫
B r
2
(x)
|∇ϕ|
so that integrating, using Jensen inequality and Fubini,
r2
∫
B1−r
|∇2ϕ|4 . 1
r2
∫
B1− r2
|∇ϕ|4
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from which the above estimate simplifies to∫
B1
|∇(η|∇ϕ|2)|2
(3.15)
. 1
r2
∫
B1− r2
|∇ϕ|4.
Let p = 2dd−1 . By the mean value formula for ∇ϕ and Jensen’s inequality,
sup
B1− r2
|∇ϕ| .
(
1
rd
∫
B1
|∇ϕ|p
) 1
p (2.1)
. r−
d
p
(∫
∂B1
ρ2+ + ρ
2
−
) 1
2
. r−
d
pE
1
2 .
We then have
1
r2
∫
B1− r2
|∇ϕ|4 ≤ 1
r2
sup
B1− r2
|∇ϕ|4−p
∫
B1
|∇ϕ|p
. r−2
(
r
− d
pE
1
2
)4−p
E
p
2 = r−dE2.
Collecting all the previous estimates we obtain∣∣∣∣∫
B1
(ρ− 1)η|∇ϕ|2
∣∣∣∣ . r− d2 γ 12d (τ)E 32 + τE
and thus plugging this and (3.43) into (3.42), we get∣∣∣∣∫
B1
(ρ− 1)|∇ϕ|2
∣∣∣∣ . rτ−(d−1)E + r− d2 γ 12d (τ)E 32 + τE.
Optimizing in r through r =
(
τ2(d−1)γd(τ)E
) 1
d+2 and using γ
1
2
d (τ)E
1
2  τ−(d−1) to
ensure that r  1, we obtain the aimed estimate (3.40).
Step 3. We now estimate ∫
B1
∫ 1−τ
0
(
j − 1
1− τ∇ϕ
)
· ∇ϕ.
For this we want to use (3.5) for ζ = χ(0,1−τ)ϕ. Notice first that since ρ, j and
f± (recall the definition (3.9)) are bounded densities in (0, 1 − τ2 ) (see Lemma 2.4
and Lemma 3.3), by density we can apply (3.5) to ζ ∈ H1(B1 × (0, 1)) with Spt ζ ⊂
B1 × [0, 1 − τ/2]. Let ϕδ ∈ C0(B1) be a mollification of ϕ so that by continuity of
t→ ρt in W2,
1
ε
∫ 1−τ+ε
1−τ
∫
B1
ϕδρt →
∫
B1
ϕδρ1−τ . (3.45)
Then, apply (3.5) to ηε(t)ϕδ(x) where for ε > 0
ηε(t) =

1 for t ∈ (0, 1− τ ]
1− ε−1(t− (1− τ)) for t ∈ (1− τ, 1− τ + ε)
0 for t ≥ 1− τ + ε
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to obtain for ε→ 0 using (3.45)∫
B1
∫ 1−τ
0
∇ϕδ · j =
∫
B1
ϕδρ1−τ −
∫
B1
ϕδ +
∫
Rd
∫ 1−τ
0
ϕδdf.
Letting δ → 0 using that ∆ϕ = constant and ∫B1 ϕ = 0 and recalling the definition
of ϕ in (3.34) and (3.10), we thus obtain∫
B1
∫ 1−τ
0
(
j − 1
1− τ∇ϕ
)
·∇ϕ =
∫
B1
ϕρ1−τ +
∫
∂B1
ϕ[(f+−ρ+)−(f−−ρ−)]. (3.46)
Let us estimate the first term. Let (ρ˜, j˜) be given by the Benamou-Brenier theorem
and such that∫
B1
∫ 1
0
1
ρ˜
|˜j|2 = W 22
(
ρ1−τ (B1)
|B1| χB1 , ρ1−τ B1
)
(3.27)
. τ2E +D. (3.47)
If T˜ is the optimal transport map between ρ1−τ (B1)|B1| χB1 and ρ1−τ B1,
ρ˜
− 1
d
t =
(
ρ1−τ (B1)
|B1|
)− 1
d
det
1
d∇T˜t(T˜−1t )
(2.22)
≥
(
ρ1−τ (B1)
|B1|
)− 1
d (
(1− t) + tdet 1d∇T˜ (T˜−1t )
)
= (1− t)
(
ρ1−τ (B1)
|B1|
)− 1
d
+ tρ
− 1
d
1−τ (T˜
−1
t )
(2.20)
≥ (1− t)
(
ρ1−τ (B1)
|B1|
)− 1
d
+ tτ
and thus since ρ1−τ (B1)|B1| ∼ 1 thanks to (2.18),
ρ˜ . ((1− t) + tτ)−d. (3.48)
We then have because of
∫
B1
ϕ = 0,∣∣∣∣∫
B1
ϕρ1−τ
∣∣∣∣ = ∣∣∣∣∫
B1
∫ 1
0
∇ϕ · j˜
∣∣∣∣
≤
(∫
B1
∫ 1
0
ρ˜|∇ϕ|2
) 1
2
(∫
B1
∫ 1
0
1
ρ˜
|˜j|2
) 1
2
(3.47)
.
(∫
B1
∫ 1
0
(
ρ˜− ρ1−τ (B1)|B1|
)
|∇ϕ|2 + ρ1−τ (B1)|B1|
∫
B1
|∇ϕ|2
) 1
2 (
τ2E +D
) 1
2
(3.35)
.
(∫
B1
∫ 1
0
(
ρ˜− ρ1−τ (B1)|B1|
)
|∇ϕ|2 + E
) 1
2 (
τ2E +D
) 1
2
. τ
∫
B1
∫ 1
0
(
ρ˜− ρ1−τ (B1)|B1|
)
|∇ϕ|2 + τE + τ−1D, (3.49)
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where in the last line we used Young’s inequality. The term
∫
B1
∫ 1
0
(
ρ˜− ρ1−τ (B1)|B1|
)
|∇ϕ|2
is estimated as in Step 2. Indeed, choosing for r  1 a smooth cut-off function η
with χB1−2r ≤ η ≤ χB1−r , we obtain as in (3.43) that∣∣∣∣∫
B1
∫ 1
0
(
ρ˜− ρ1−τ (B1)|B1|
)
(1− η)|∇ϕ|2
∣∣∣∣ . rτ−(d−1)E.
Using that
ρ˜− ρ1−τ (B1)|B1| =
∫ 1
0
(1− t)∂tρ˜,
we obtain as in (3.44)∣∣∣∣∫
B1
∫ 1
0
(
ρ˜− ρ1−τ (B1)|B1|
)
η|∇ϕ|2
∣∣∣∣ . (∫
B1
∫ 1
0
1
ρ˜
|˜j|2
) 1
2
(∫
B1
∫ 1
0
(1− t)2
((1− t) + tτ)d |∇(η|∇ϕ|
2)|2
) 1
2
(3.47)
. γ
1
2
d (τ)(τ
2E +D)
1
2
(∫
B1
|∇(η|∇ϕ|2)|2
) 1
2
. r− d2 γ
1
2
d (τ)(τ
2E +D)
1
2E.
Optimizing in r, we get∣∣∣∣∫
B1
∫ 1
0
(
ρ˜− ρ1−τ (B1)|B1|
)
|∇ϕ|2
∣∣∣∣ . (τ−d(d−1)γd(τ)) 1d+2 (τ2E +D) 1d+2E.
Plugging this into (3.49) we obtain for some C(τ) 1,∣∣∣∣∫
B1
ϕρ1−τ
∣∣∣∣ . (C(τ)(τ2E +D) 1d+2 + τ)E + τ−1D. (3.50)
We now turn to the second term in (3.46). It is enough to bound∫
∂B1
ϕ(f+ − ρ+)
since the other term is treated analogously. Let (ρˆ, jˆ) be the minimizer of (2.29), i.e.∫
∂B1
∫ 1
0
1
ρˆ
|jˆ|2 = W 2∂B1(ρ+, f+)
(3.15)
. E
d+3
d+2 .
Arguing as for (3.48) but using (2.30) and (2.31) together with (3.17) and (3.11), we
obtain
ρˆ−
1
d−1 & ((1− t) + tτ)E− 1(d−1)(d+2)
so that ∫ 1
0
ρˆ . τ−(d−2)E
1
d+2 ,
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with the convention that for d = 2, τ−(d−2) = | log τ |. By integration by parts we
then have ∣∣∣∣∫
∂B1
ϕ(f+ − ρ+)
∣∣∣∣ = ∣∣∣∣∫
∂B1
∫ 1
0
∇bdrϕ · jˆ
∣∣∣∣
≤
(∫
∂B1
∫ 1
0
ρˆ|∇ϕ|2
) 1
2
(∫
∂B1
∫ 1
0
1
ρˆ
|jˆ|2
) 1
2
(3.36)
.
(
τ−(d−2)E
1
d+2
) 1
2
E
1
2
(
E
d+3
d+2
) 1
2
. τ− d−22 E
d+3
d+2 ,
with the convention that for d = 2, τ−
d−2
2 = | log τ | 12 . This estimate together with
(3.50) yields∫
B1
∫ 1−τ
0
(
j − 1
1− τ∇ϕ
)
· ∇ϕ .
(
C(τ)
[
(τ2E +D)
1
d+2 + E
1
d+2
]
+ τ
)
E + τ−1D.
(3.51)
Putting together (3.39), (3.40) and (3.51), we conclude that∫
B 1
2
∫ 1
0
1
ρ
|j − ρ∇ϕ|2 −
(∫
B1
∫ 1
0
1
ρ
|j|2 −
∫
B1
|∇ϕ|2
)
.
(
C(τ)
[
(τ2E +D)
1
d+2 + E
1
d+2
]
+ τ
)
E + τ−1D,
so that (3.37) follows if E +D ≤ ε(τ) for some ε(τ) small enough.
We may now use the minimality of (ρ, j) to estimate
∫
B1
∫ 1
0
1
ρ |j|2 −
∫
B1
|∇ϕ|2.
Proposition 3.7. For every 0 < τ  1, there exist ε(τ) and C(τ) such that if
E +D ≤ ε(τ), then letting ϕ be defined via (3.34), we have∫
B1
∫ 1
0
1
ρ
|j|2 −
∫
B1
|∇ϕ|2 . τE + C(τ)D. (3.52)
Proof. Recall the measure f from (3.4). We are going to construct a competitor
(ρ˜, j˜) supported in B1 × [0, 1] of the form
ρ˜t = ρ
bdr
t Hd−1 ∂B1 + ρint dx B1 and j˜t = jbdrt Hd−1 ∂B1 + jint dx B1,
where jbdrt is tangent to ∂B1, and such that for every ζ ∈ C1(Rd × [0, 1])∫
∂B1
∫ 1
0
∂tζρ
bdr +∇bdrζ · jbdr +
∫
B1
∫ 1
0
∂tζρ
in +∇ζ · jin
=
∫
B1
ζ1dµ−
∫
B1
ζ0 +
∫
∂B1
∫ 1
0
ζf. (3.53)
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By (3.6), we then have∫
B1
∫ 1
0
1
ρ
|j|2 −
∫
B1
|∇ϕ|2 ≤
∫
Rd
∫ 1
0
1
ρ˜
|˜j|2 −
∫
B1
|∇ϕ|2. (3.54)
For the construction we will decompose (ρ˜, j˜) into (see Figures 5-8)
ρin := ρbulk + ρlay
jin := jbulk + jlay
ρbdr := ρbdr,bulk + ρbdr,lay
jbdr := jbdr,bulk + jbdr,lay.
The bulk terms will live in the time interval (0, 1−τ) while the layer terms will allow
to treat the boundary layer (in time) but will be defined for all t ∈ (0, 1). One of the
crucial points for the estimate is that
1
4
≤ ρin ≤ 2 for t ∈ (0, 1− τ). (3.55)
Indeed, we will then have (recall that for t ∈ (1− τ, 1), ρin = ρlay)∫
B1
∫ 1
0
1
ρ˜
|˜j|2 −
∫
B1
|∇ϕ|2
=
∫
B1
∫ 1−τ
0
1
ρin
|jin|2 −
∫
B1
∫ 1
0
|∇ϕ|2 +
∫
∂B1
∫ 1
0
1
ρbdr
|jbdr|2 +
∫
B1
∫ 1
1−τ
1
ρlay
|jlay|2
≤
∫
B1
∫ 1−τ
0
1
ρin
∣∣|jin|2 − ρin|∇ϕ|2∣∣+ ∫
∂B1
∫ 1
0
1
ρbdr
|jbdr|2 +
∫
B1
∫ 1
1−τ
1
ρlay
|jlay|2
(3.55)
.
∫
B1
∫ 1−τ
0
∣∣∣|jbulk|2 − ρin|∇ϕ|2∣∣∣+ (∫
B1
∫ 1−τ
0
|jbulk|2
) 1
2
(∫
B1
∫ 1−τ
0
|jlay|2
) 1
2
+
∫
B1
∫ 1−τ
0
|jlay|2 +
∫
∂B1
∫ 1
0
1
ρbdr
|jbdr|2 +
∫
B1
∫ 1
1−τ
1
ρlay
|jlay|2.
Since for (ρ, j) compactly supported (recall (2.15))∫
Rd
∫ 1
0
1
2ρ
|j|2 = sup
ξ∈C0(Rd×[0,1],Rd)
∫
Rd
∫ 1
0
ξ · j − |ξ|
2
2
ρ
is subadditive, we have∫
∂B1
∫ 1
0
1
ρbdr
|jbdr|2 ≤
∫
∂B1
∫ 1
0
1
ρbdr,bulk
|jbdr,bulk|2 +
∫
∂B1
∫ 1
0
1
ρbdr,lay
|jbdr,lay|2
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so that∫
B1
∫ 1
0
1
ρ˜
|˜j|2 −
∫
B1
|∇ϕ|2 .
∫ 1−τ
0
∫
B1
∣∣∣|jbulk|2 − ρin|∇ϕ|2∣∣∣
+
(∫
B1
∫ 1−τ
0
|jbulk|2
) 1
2
(∫
B1
∫ 1−τ
0
|jlay|2
) 1
2
+
∫
∂B1
∫ 1
0
1
ρbdr,bulk
|jbdr,bulk|2 +
∫
∂B1
∫ 1
0
1
ρbdr,lay
|jbdr,lay|2
+
∫
B1
∫ 1−τ
0
|jlay|2 +
∫
B1
∫ 1
1−τ
1
ρlay
|jlay|2. (3.56)
We now define and estimate the various contributions to the energy.
Step 1. We start by constructing and estimating (ρbulk, jbulk). The main estimate of
this step is ∫
B1
∫ 1−τ
0
∣∣∣|jbulk|2 − ρin|∇ϕ|2∣∣∣ . τE + (τ−dE) d+2d+1 +D. (3.57)
Note that the first right-hand side term of (3.56) involves ρlay through ρin = ρbulk +
ρlay. However, for its estimate in this substep we only need that for t ∈ (0, 1− τ),
ρlay .
(
τ2E +D
) 1
2  1. (3.58)
Recalling the definition (3.12) of f
lay
+ and that f± are defined in (3.9) similarly, we
let
mlay+ :=
∫
∂B1
f
lay
+ and fˆ :=

0 for t ∈ [0, τ)
− 21−2τ f− for t ∈ [τ, 12)
2
1−2τ f+ for t ∈ [12 , 1− τ).
(3.59)
Notice that since
∫
∂B1
f
lay
+ =
∫
∂B1
ρlay+ , by Cauchy-Schwarz and (3.16),
mlay+ .
(
τ2E +D
) 1
2 . (3.60)
Moreover, since f+ ⊥ f− (recall Lemma 3.3),∫
∂B1
∫ 1−τ
0
fˆ2 .
∫
∂B1
f
2
+ + f
2
−
(3.10)
=
∫
∂B1
f
2 .
∫
∂B1
∫ 1−τ
0
f2,
where in the last inequality we used Jensen’s inequality. This yields∫
∂B1
∫ 1−τ
0
(f − fˆ)2 .
∫
∂B1
∫ 1−τ
0
f2
(3.14)
. τ−dE. (3.61)
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τ1− mlay+|B1|
f−
2τ
ρ+ − ρ−
1− 2τ
1− mlay+|B1| − 1|B1|
∫
∂B1
ρ+ − ρ−
1
2
−f+
1− τ
ρbulk
∂B1 ∂B1
Figure 5: The definition of ρbulk.
For a boundary layer size r  (τ−dE) 1d+1 & (∫∂B1 ∫ 1−τ0 (f − fˆ)2) 1d+1 let Ar :=
B1\B1−r, and let (s, q) be given by [23, Lemma 3.4] applied to f − fˆ and to the time
interval (0, 1 − τ) instead of (0, 1). We recall that (s, q) is such that it has support
in Ar × [0, 1− τ ], |s| ≤ 12 and for ζ ∈ C1(Rd × [0, 1]),∫
B1
∫ 1
0
∂tζs+∇ζ · q =
∫
Ar
∫ 1−τ
0
∂tζs+∇ζ · q =
∫
∂B1
∫ 1−τ
0
ζ(f − fˆ).
In addition it satisfies the estimate∫
Ar
∫ 1−τ
0
|q|2 . r
∫
∂B1
∫ 1−τ
0
(f − fˆ)2
(3.61)
. rτ−dE. (3.62)
We then let (ρbulk, jbulk), supported in B1× [0, 1− τ ], be defined through (see Figure
5)
ρbulk := 1− m
lay
+
|B1| + s−
1
|B1|
∫
∂B1
(ρ+ − ρ−)×

0 for t ∈ [0, 2τ ]
t−2τ
1−4τ for t ∈ [2τ, 1− 2τ ]
1 for t ∈ [1− 2τ, 1− τ ]
and
jbulk := q +∇ϕ×

0 for t ∈ [0, 2τ ]
1
1−4τ for t ∈ [2τ, 1− 2τ ]
0 for t ∈ [1− 2τ, 1− τ ],
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so that by definition (3.34) of ϕ∫
B1
∫ 1
0
∂tζρ
bulk +∇ζ · jbulk
=
∫
B1
ζ1−τ
(
1− m
lay
+
|B1| −
1
|B1|
∫
∂B1
(ρ+ − ρ−)
)
− ζ0
(
1− m
lay
+
|B1|
)
+
∫
∂B1
∫ 1−τ
0
ζ
(
χ(2τ,1−2τ)
1
1− 4τ (ρ+ − ρ−) + f − fˆ
)
. (3.63)
Notice that thanks to (3.58) also (3.55) is satisfied.
Now, we can start estimating∫
B1−r
∫ 1−τ
0
∣∣∣|jbulk|2 − ρin|∇ϕ|2∣∣∣ .
By definition of ρbulk, since s vanishes in B1−r × (0, 1− τ),
|1−ρin| . ρlay +mlay+ +
∫
∂B1
(ρ+ +ρ−)
(3.58)&(3.60)
.
(
τ2E +D
) 1
2 +
(∫
∂B1
ρ2+ + ρ
2
−
) 1
2
(3.15)
. D 12 + E 12  1 in B1−r × (0, 1− τ).
Therefore, since q also vanishes on B1−r × (0, 1− τ),∫
B1−r
∫ 1−τ
0
∣∣∣|jbulk|2 − ρin|∇ϕ|2∣∣∣ . (D 12 + E 12 + τ) ∫
B1
|∇ϕ|2
(3.35)
. E 32 +D 12E + τE . E 32 + τE +D,
where in the last line we used Young’s inequality together with the fact that since
E  1, E2 . E 32 . Choosing r to be a large multiple of (τ−dE) 1d+1 , we have∫
Ar
∫ 1−τ
0
∣∣∣|jbulk|2 − ρin|∇ϕ|2∣∣∣ (3.55). ∫
Ar
|∇ϕ|2 +
∫
Ar
∫ 1−τ
0
|q|2
(2.2)&(3.62)
. r
(
E + τ−dE
)
(3.14)
.
(
τ−dE
) d+2
d+1
.
Combining these two estimates and taking into account that since τ  1 and E  1,
E
3
2 .
(
τ−dE
) d+2
d+1 , we find (3.57). Notice also for further reference that using the
same argument, we obtain∫
B1
∫ 1−τ
0
|jbulk|2 . E +
(
τ−dE
) d+2
d+1
. (3.64)
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1
2
1
2
f−
τ
ρ−
1− 2τ1− τ
f+
1− 2τ
ρ+
2τ
∂B1
ρbdr1
2τ
∂B1 ρbdr2
∂B1∂B1
Figure 6: The definition of ρbdr,bulk.
Step 2. We now define (ρbdr,bulk, jbdr,bulk), supported in ∂B1 × [0, 1− τ ] so that∫
∂B1
∫ 1
0
∂tζρ
bdr,bulk+∇bdrζ·jbdr,bulk =
∫
∂B1
∫ 1−τ
0
ζ
(
fˆ − χ(2τ,1−2τ)
1
1− 4τ (ρ+ − ρ−)
)
(3.65)
holds and ∫
∂B1
∫ 1
0
1
ρbdr,bulk
|jbdr,bulk|2 . | log τ |E d+3d+2 . (3.66)
Notice that combining (3.63) and (3.65) yields∫
B1
∫ 1
0
∂tζρ
bulk +∇ζ · jbulk +
∫
∂B1
∫ 1
0
∂tζρ
bdr,bulk +∇bdrζ · jbdr,bulk
=
∫
B1
ζ1−τ
(
1− m
lay
+
|B1| −
1
|B1|
∫
∂B1
(ρ+ − ρ−)
)
− ζ0
(
1− m
lay
+
|B1|
)
+
∫
∂B1
∫ 1−τ
0
ζf.
(3.67)
We make the ansatz (ρbdr,bulk, jbdr,bulk) := (ρbdr1 + ρ
bdr
2 , j
bdr
1 + j
bdr
2 ) (see Figure 6)
requiring that∫
∂B1
∫ 1
0
∂tζρ
bdr
1 +∇bdrζ·jbdr1 =
∫
∂B1
∫ 1−τ
τ
ζ
(
χ( 1
2
,1−τ)
2
1− 2τ f+ − χ(2τ,1−2τ)
1
1− 4τ ρ+
)
(3.68)
and∫
∂B1
∫ 1
0
∂tζρ
bdr
2 +∇bdrζ·jbdr2 =
∫
∂B1
∫ 1−τ
τ
ζ
(
χ(2τ,1−2τ)
1
1− 4τ ρ− − χ(τ, 12 )
2
1− 2τ f−
)
,
(3.69)
so that by definition (3.59) of fˆ , (3.65) holds. Let (ρbdr1 , j
bdr
1 ) be given by Lemma
2.6 for
f1 = ρ+, f2 = f+, a = 2τ, b = 1− 2τ, c =
1
2
, and d = 1− τ
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so that
1
(d− b)− (c− a) log
d− b
c− a = −
2
1− 6τ log
2τ
1− 4τ . | log τ |.
Thanks to (2.32), we have (3.68) and by (2.33) combined with (3.15), we have∫
∂B1
∫ 1
0
1
ρbdr1
|jbdr1 |2 . | log τ |E
d+3
d+2 . (3.70)
Similarly, using Lemma 2.6 with
f1 = f−, f2 = ρ−, a = τ, b =
1
2
, c = 2τ, and d = 1− 2τ
to define (ρbdr2 , j
bdr
2 ), we obtain that (3.69) holds and that (3.70) is also satisfies by
(ρbdr2 , j
bdr
2 ). By subadditivity this proves (3.66)
Step 3. We now define and estimate the quantities related to the terminal layer
(in time). In this step we deal with the construction in the time interval [0, 1 − τ ]
(see Figure 7) and define (ρbdr,lay, jbdr,lay) supported ∂B1 × [0, 1− τ ] and (ρlay, jlay)
supported in B1 × [0, 1− τ ] such that (recall the definition (3.12) of f lay+ )∫
B1
∫ 1−τ
0
∂tζρ
lay +∇ζ · jlay +
∫
∂B1
∫ 1−τ
0
∂tζρ
bdr,lay +∇bdrζ · jbdr,lay
=
∫
∂B1
ζ1−τf
lay
+ −
∫
B1
ζ0
mlay+
|B1| , (3.71)
and ∫
B1
∫ 1−τ
0
|jlay|2 +
∫
∂B1
∫ 1−τ
0
1
ρbdr,lay
|jbdr,lay|2 . τ2E +D. (3.72)
Let ϕlay be the solution of
∆ϕlay = 1|B1|
∫
∂B1
ρlay+ =
mlay+
|B1| in B1
∂ϕlay
∂ν = ρ
lay
+ on ∂B1,
with
∫
∂B1
ϕlay = 0 (recall that ρlay+ was defined in Lemma 3.4). By (2.1) and Ho¨lder’s
inequality combined with (3.16),∫
B1
|∇ϕlay|2 . τ2E +D. (3.73)
We then let
ρlay := (1− 2t)m
lay
+
|B1| and j
lay := 2∇ϕlay for t ∈ (0, 1
2
),
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1
2
1− τ
ρlay+
1
2
∂B1
f lay+
1− τ
ρbdr,lay
∂B1
0
0
ρlay ρlay+
mlay+
|B1|
∂B1 ∂B1
Figure 7: The definition of ρlay and ρbdr,lay.
and extend them by zero for t ∈ (12 , 1 − τ). Note that (3.60) automatically implies
the smallness hypothesis (3.58). In view of the boundary value problem defining ϕlay
we have ∫
B1
∫ 1−τ
0
∂tζρ
lay +∇ζ · jlay =
∫
∂B1
∫ 1
2
0
2ζρlay+ −
∫
B1
ζ0
mlay+
|B1| , (3.74)
and (3.73) translates into ∫
B1
∫ 1−τ
0
|jlay|2 . τ2E +D. (3.75)
Let (ρbdr,lay, jbdr,lay) be defined by Lemma 2.6 with
f1 = ρ
lay
+ , f2 = f
lay
+ , a = 0, b =
1
2
, and c = d = 1− τ
so that
1
(d− b)− (c− a) log
d− b
c− a =
1
2
log
1− 2τ
2(1− τ) . 1.
For these choices, (2.32) turns into∫
∂B1
∫ 1−τ
0
∂tζρ
bdr,lay +∇ζ · jbdr,lay =
∫
∂B1
ζ1−τf
lay
+ −
∫
∂B1
∫ 1
2
0
2ζρlay+
so that combining with (3.74) we find (3.79). By (2.33) and (3.16) we also obtain∫
∂B1
∫ 1−τ
0
1
ρbdr,lay
|jbdr,lay|2 . τ3E d+3d+2 + τE 1d+2D,
which combined with (3.75) and the fact that τ3E
d+3
d+2 + τE
1
d+2D . τ2E + D gives
(3.72).
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µ′
ρlay−
1
Λ
µ−
f−
1− τ
∂B1
ρlayin
∂B1
Figure 8: The definition of ρlay− and ρ
lay
in .
Step 4. We are left with the construction in [1 − τ, 1]. We define (ρbdr,lay, jbdr,lay)
supported ∂B1 × [1− τ, 1] and (ρlay, jlay) supported in B1 × [1− τ, 1] such that∫
B1
∫ 1
1−τ
∂tζρ
lay +∇ζ · jlay +
∫
∂B1
∫ 1
1−τ
∂tζρ
bdr,lay +∇bdrζ · jbdr,lay
=
∫
B1
ζ1dµ−
∫
B1
ζ1−τ
(
1− m
lay
+
|B1| −
1
|B1|
∫
∂B1
(ρ+ − ρ−)
)
−
∫
∂B1
ζ1−τf
lay
+ +
∫
∂B1
∫ 1
1−τ
ζf
(3.76)
and ∫
B1
∫ 1
1−τ
1
ρlay
|jlay|2 +
∫
∂B1
∫ 1
1−τ
1
ρbdr,lay
|jbdr,lay|2 . τE + τ−1D. (3.77)
Note that combining (3.71) and (3.76), we get∫
B1
∫ 1
0
∂tζρ
lay +∇ζ · jlay +
∫
∂B1
∫ 1
0
∂tζρ
bdr,lay +∇bdrζ · jbdr,lay =
∫
∂B1
∫ 1
1−τ
ζf
+
∫
B1
ζ1dµ−
∫
B1
ζ1−τ
(
1− m
lay
+
|B1| −
1
|B1|
∫
∂B1
(ρ+ − ρ−)
)
− ζ0
mlay+
|B1| . (3.78)
The construction of (ρbdr,lay, jbdr,lay) takes care of the outgoing flux f lay+ (recall (3.13))
in [1− τ, 1] by defining
ρbdr,lay :=
∫ 1
t
f lay+ and j
bdr,lay := 0 on [1− τ, 1],
and thus at no cost. The construction of (ρlay, jlay) for t ∈ (1 − τ, 1) is done in
several steps (see Figure 8). We first take care of the incoming flow f− (recall (3.8))
in [1− τ, 1] and to this purpose take the corresponding bulk density from X itself,∫
B1
∫ 1
1−τ
ζdρlay− :=
∫
Ω
χ1−τ<t−<t+≤1(X)
∫ t+
t−
ζ(X, t)
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and bulk flux ∫
B1
∫ 1
1−τ
ξ · djlay− :=
∫
Ω
χ1−τ<t−<t+≤1(X)
∫ t+
t−
ξ(X, t) · X˙.
With these definitions, it is readily seen that jlay−  ρlay− . Let µ− := ρlay− (·, 1) and
denote by f thr+ the flux coming from particles that enter and leave B1 during (1−τ, 1),
i.e. the particles passing through B1,∫
∂B1
∫ 1
1−τ
ζdf thr+ :=
∫
Ω
χ1−τ≤t−<t+≤1(X)ζ(X(t+), t+),
so that f+ = f
lay
+ + f
thr
+ on ∂B1 × [1 − τ, 1] (recall the definitions (3.8) and (3.13)).
By the same argument that led to (3.5) we have∫
B1
∫ 1
1−τ
∂tζρ
lay
− +∇ζ · jlay− =
∫
B1
ζ1dµ− +
∫
∂B1
∫ 1
1−τ
ζ(f thr+ − f−),
so that∫
B1
∫ 1
1−τ
∂tζρ
lay
− +∇ζ · jlay− +
∫
∂B1
∫ 1
1−τ
∂tζρ
bdr,lay +∇bdrζ · jbdr,lay
=
∫
B1
ζ1dµ− −
∫
∂B1
ζ1−τf
lay
+ +
∫
∂B1
∫ 1
1−τ
ζf. (3.79)
Furthermore, by (2.15)∫
B1
∫ 1
1−τ
1
2ρlay−
|jlay− |2 = sup
ξ∈C0(B1×[1−τ,1],Rd)
∫
B1
∫ 1
1−τ
ξ · jlay− − |ξ|
2
2
ρlay−
= sup
ξ∈C0(B1×[1−τ,1],Rd)
∫
Ω
χ1−τ<t−<t+≤1(X)
∫ t+
t−
ξ(X, t) · X˙ − |ξ|
2
2
≤
∫
Ω
χ1−τ<t−<t+≤1(X)
∫ t+
t−
1
2
|X˙|2.
Let us point out that using an approximation argument one could actually show that
equality holds in the previous inequality. Using that the trajectories X are straight
lines, we have for 1− τ < t− < t+ ≤ 1,∫ t+
t−
|X˙|2 = (t+ − t−)|X(1)−X(0)|2 ≤ τ |X(1)−X(0)|2
so that∫
B1
∫ 1
1−τ
1
ρlay−
|jlay− |2 ≤ τ
∫
Ω
χ1−τ<t−<t+≤1(X)|X(1)−X(0)|2
(2.18)
≤ τ
∫
Ω
χ|X(0)|≤2(X)|X(1)−X(0)|2 = τE. (3.80)
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It remains to connect ρbulk1−τ = 1−
mlay+
|B1| − 1|B1|
∫
∂B1
(ρ+ − ρ−) =: Λ, cf. (3.63) to what
remains from the target measure µ after subtracting ρlay− (·, 1) = µ− i.e. we need to
connect Λ to µ′ := µ− µ−. Since µ′ coincides with the measure defined in (3.26), by
(3.27),
W 22 (Λ, µ
′) . τ2E +D.
We can thus use the Benamou-Brenier formulation of optimal transport (2.13) to
find (ρlayin , j
lay
in ) rescaled from [0, 1] to [1− τ, 1] and such that,∫
B1
∫ 1
1−τ
∂tζρ
lay
in +∇ζ · jlayin =
∫
B1
ζ1dµ
′−
∫
B1
ζ1−τ
(
1− m
lay
+
|B1| −
1
|B1|
∫
∂B1
(ρ+ − ρ−)
)
(3.81)
and ∫
B1
∫ 1
1−τ
1
ρlayin
|jlayin |2 . τE + τ−1D. (3.82)
We thus let for t ∈ [1 − τ, 1], ρlay := ρlay− + ρlayin and jlay := jlay− + jlayin . Combining
(3.79) and (3.81) we obtain (3.76). Moreover, using the subadditivity of
∫
1
ρ |j|2,
(3.80), (3.82) and the fact that in [1 − τ, 1], jbdr,lay = 0 we conclude the proof of
(3.77).
Step 5. Combining (3.67) and (3.78), we see that (3.53) holds. Plugging (3.57),
(3.64), (3.66), (3.72) and (3.77), into (3.56), we find
∫
Rd
∫ 1
0
1
ρ˜
|˜j|2 −
∫
B1
|∇ϕ|2 . τE + (τ−dE) d+2d+1 +D +
(
E + (τ−dE)
d+2
d+1
) 1
2 (
τ2E +D
) 1
2
+ τ2E +D + | log τ |E d+3d+2 + τE + τ−1D
. τE + (τ−dE)
d+2
d+1 + | log τ |E d+3d+2 + τ−1D,
where we used Young’s inequality together with the fact that τ  1 and E+D  1.
Since (τ−dE)
d+2
d+1 + | log τ |E d+3d+2 is super-linear in E, there exists 0 < ε(τ)  1 such
that if E ≤ ε(τ),
(τ−dE)
d+2
d+1 + | log τ |E d+3d+2 . τE.
Therefore, if E +D ≤ ε(τ),∫
Rd
∫ 1
0
1
ρ˜
|˜j|2 −
∫
B1
|∇ϕ|2 . τE + τ−1D,
which together with (3.54) proves (3.52).
Combining (3.37) and (3.52), we obtain our main estimate, Proposition 1.6 which we
now recall for the reader’s convenience.
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Proposition. For every 0 < τ  1, there exist positive constants ε(τ) and C(τ)
such that if E +D  ε(τ), then letting ϕ be defined via (3.34) we have∫
B 1
2
∫ 1
0
1
ρ
|j − ρ∇ϕ|2 . τE + C(τ)D. (3.83)
Arguing exactly as in [23, Proposition 4.6], using the Benamou-Brenier formula
(2.13), Lemma 2.3 and the harmonicity of ∇ϕ (where ϕ is defined in (3.34)), this
result can be translated into Lagrangian terms, which gives Proposition 1.5, i.e.
Proposition. For every 0 < τ  1, there exist positive constants ε(τ) and C(τ)
such that if E +D ≤ ε(τ), then there exists a function ϕ with harmonic gradient in
B 1
4
and such that ∫
B 1
4
|T − (x+∇ϕ)|2 . τE + C(τ)D (3.84)
and ∫
B 1
4
|∇ϕ|2 . E. (3.85)
With this estimate at hand, we can now prove as in [23, Proposition 4.7] one step
of a Campanato iteration (recall that E(µ, T,R) and D(µ,O,R) are defined in (3.1)
and (3.2)), i.e. Theorem 1.4 which we now recall.
Theorem. For every 0 < τ  1, there exist positive constants ε(τ), C(τ) and θ > 0
such that if E(µ, T,R) +D(µ,O,R) ≤ ε(τ), then there exists a symmetric matrix B
and a vector b ∈ Rd such that
|B − Id|2 + 1
R2
|b|2 . E(µ, T,R), (3.86)
and letting xˆ := B−1x, Ωˆ := B−1Ω and then
Tˆ (xˆ) := B(T (x)− b) and µˆ := Tˆ#χΩˆdxˆ, (3.87)
we have
E(µˆ, Tˆ , θR) ≤ τE(µ, T,R) + C(τ)D(µ,O,R). (3.88)
Proof. The proof is analogous to the one of [23, Proposition 4.7] with minor modifi-
cations. Still, we give the proof for the reader’s convenience. By rescaling, we may
assume that R = 1 and we then recall that E = E(µ, T, 1) and D = D(µ,O, 1). Let
τ ′ to be fixed later on and let then ϕ be given by Proposition 1.5 for τ ′. We define
b := ∇ϕ(0), A := ∇2ϕ(0) and then B := e−A2 so that B is symmetric. Since ∇ϕ
is harmonic, we obtain from (3.85) and the mean value formula that (3.86) holds.
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Defining Tˆ and µˆ as in (3.87), we get
E(µˆ, Tˆ , θ) =
1
θd+2
∫
B(B2θ)
| detB|−1|B(T − b)−B−1x|2
(3.86)
. 1
θd+2
∫
B4θ
|T − b−B−2x|2
. 1
θd+2
∫
B4θ
|T − (x+∇ϕ)|2 + 1
θd+2
∫
B4θ
|(B−2 − Id−A)x|2
+
1
θd+2
∫
B4θ
|∇ϕ− b−Ax|2
. 1
θd+2
∫
B4θ
|T − (x+∇ϕ)|2 + |B−2 − Id−A|2 + θ−2 sup
B4θ
|∇ϕ− b−Ax|2.
Recalling that B = e−
A
2 , b = ∇ϕ(0) and A = ∇2ϕ(0), we conclude using again the
mean value formula for ∇ϕ
E(µˆ, Tˆ , θ)
(3.84)
. θ−(d+2)(τ ′E + C(τ ′)D) + |∇2ϕ(0)|4 + θ2 sup
B4θ
|∇3ϕ|2
(3.85)
≤ C
(
θ−(d+2)(τ ′E + C(τ ′)D) + E2 + θ2E
)
.
Choosing first θ small enough so that C(E + θ2) ≤ τ2 and then τ ′ small enough so
that Cθ−(d+2)τ ′ ≤ τ2 , we see that we can guarantee that (3.88) is satisfied.
4 Application to the optimal matching prob-
lem
4.1 Quantitative bounds on T
We now turn back to the optimal matching problem and combine Theorem 2.10 and
Theorem 1.4 to obtain the desired quantitative estimate on the transport map. Let
us recall that we work here in dimension d = 2.
Let us recall that for for every dyadic L, we consider µ a realization of theQL−periodic
Poisson point process (see Section 2.4) and let T = Tµ,L be the optimal transport
map between µ(QL)
L2
and µ for the periodic transport problem (2.24), i.e. a minimizer
of W 22,per(
µ(QL)
L2
, µ). By Theorem 2.10, there exist a constant c > 0 and a random
variable r∗,L such that supL EL
[
exp
(
cr2∗,L
log 2r∗,L
)]
< ∞ and such that if 2r∗,L ≤ L,
recalling (2.57),
µ(QL)
L2
∈
[
1
2
, 2
]
, Sptµ ∩Br∗,L 6= ∅. (4.1)
For µ such that 2r∗,L ≤ L, we let µˆ := L2µ(QL)µ so that T is also the optimal transport
map (for the periodic transport problem (2.24)) between the Lebesgue measure and
µˆ. By (2.58) of Theorem 2.10, we have that for all dyadic ` with 2r∗,L ≤ ` ≤ L,
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1`4
W 22
(
µˆ`,
µˆ(Q`)
`2
)
.
log
(
`
r∗,L
)
(
`
r∗,L
)2 (4.2)
so that by (2.58) also
1
L4
W 22,per (µˆ, 1) .
log
(
L
r∗,L
)
(
L
r∗,L
)2 . (4.3)
Let us recall (see Section 2.3 and in particular Remark 2.5 for more details) that by
[14], there exists a convex function ψ on R2 such that the map T can be identified
on R2 with a measurable selection of the subgradient ∂ψ of ψ.
Let yL = yL(µ) := argminSptµ |y| (which is uniquely defined PL−a.e.) and xL the
barycenter of its pre-image under T , i.e.
xL = xL(µ) :=
1
|T−1(yL)|
∫
T−1(yL)
xdx,
so that the map µ → xL is PL−measurable. Let us show that T (xL) = yL. By
convexity of ψ the set (∂ψ)−1(yL) = ∂ψ∗(yL) is convex. Since ψ is differentiable
a.e., we have |(∂ψ)−1(yL)\T−1(yL)| = 0 and |(∂ψ)−1(yL)| = µ(yL) > 0 so that xL
lies in the interior of (∂ψ)−1(yL). Since ∇ψ = yL a.e. on this set, ψ is affine inside
(∂ψ)−1(yL) and thus ψ is differentiable at xL with T (xL) = ∇ψ(xL) = yL. Therefore,
by the definition of yL and (4.1) we have for µ such that 2r∗,L ≤ L,
T (xL) = yL and |yL| ≤ r∗,L. (4.4)
Finally, we can prove our main result, Theorem 1.1 which we recall for the convenience
of the reader.
Theorem. Let L  1 be dyadic and µ be a QL−periodic Poisson point process.
Then, if µ is such that r∗,L  L,
|xL|2 . r2∗,L log3
(
L
r∗,L
)
(4.5)
and for every 2r∗,L ≤ ` ≤ L,
1
`4
∫
B`(xL)
|T − (x− xL)|2 .
log3
(
`
r∗,L
)
(
`
r∗,L
)2 . (4.6)
Proof. Step 1.[The setup] By periodicity we have
E :=
1
L4
∫
BL
|T − x|2 . 1
L4
∫
QL
|T − x|2 = 1
L4
W 22,per (µˆ, 1)
(4.3)
.
log
(
L
r∗,L
)
(
L
r∗,L
)2 . (4.7)
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Let µ˜ := ∇ψ#(χBLdx) so that T is the Euclidean optimal transport map between
χBLdx and µ˜. By the L
∞ bound (2.18), we have that µ˜ = µˆ on QL. Let finally
T0(x) := T (xL + x)− xL and µ0 := µ˜(·+ xL) (4.8)
so that (4.4) becomes
T0(0) = yL − xL with |yL| ≤ r∗,L. (4.9)
Denote by `0 the largest dyadic ` such that B2`(xL) ⊂ QL. Fix 0 < τ  1 for which
Theorem 1.4 applies. By (4.7) and the L∞ bound (2.18), |xL| . E 14L  L so that
`0 ∼ L. By (4.7) we thus have that (recall (3.1) and (3.2))
E0 := E(µ0, T0, `0) =
1
(2`0)4
∫
B2`0
|T0 − x|2
and D0 := D(µ0, QL − xL, `0) = 1
`40
W 22
(
µ˜ QL,
µ˜(QL)
|QL|
)
satisfy for L large enough
E0 +D0 ≤ ε(τ). (4.10)
We also let
B0 := Id, b0 := 0, Ω0 := BL − xL and O0 := QL − xL.
Let θ > 0 be given by Theorem 1.4. Without loss of generality we may assume that
θ is dyadic i.e. θ = 2−j for some j ∈ N. For k ≥ 1, let `k := θk`0 and notice that `k
is also dyadic since `0 is. It is of course enough to show that (4.6) holds for ` = `k.
We now prove by induction that there exist C∗, C0, C1, C2 > 0 sufficiently large but
universal such that for every k ≥ 0 such that `k ≥ C∗r∗,L, we can find a symmetric
matrix Bk and a vector bk such that
|Bk − Id|2 + 1
`2k
|bk|2 ≤ C0
log
(
`k
r∗,L
)
(
`k
r∗,L
)2 , (4.11)
and letting Tk(x) := Bk(Tk−1(Bkx) − bk), Ωk := B−1k Ωk−1 and µk := Tk#χΩk we
have for Ek := E(µk, Tk, `k),
Ek ≤ C1
log
(
`k
r∗,L
)
(
`k
r∗,L
)2 , (4.12)
and Tk is the optimal transport map between χΩk and µk. Moreover, we may find a
target set Ok such that letting Dk := D(µk, Ok, `k), we have
B2`k ⊂ Ok and Dk ≤ C2
log
(
`k
r∗,L
)
(
`k
r∗,L
)2 . (4.13)
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As we shall argue, letting A0 = Id, a0 = 0 and then for k ≥ 1
Ak := BkAk−1 and ak := Bkak−1 +Bkbk, (4.14)
that is
Ak = BkBk−1 · · ·B0 and ak =
k∑
i=0
BkBk−1 · · ·Bibi,
this entails
Tk(x) = AkT0(A
∗
kx)− ak
(4.8)
= AkT (A
∗
kx+ xL)− (AkxL + ak), (4.15)
where A∗ denotes the transpose of A,
|Ak − Id|2 .
log
(
`k
r∗,L
)
(
`k
r∗,L
)2 and |ak|2 . k2r2∗,L log( Lr∗,L
)
. (4.16)
Notice that (4.12) and (4.13) in particular imply that if `k ≥ C∗r∗,L, then
Ek +Dk ≤ ε(τ). (4.17)
Step 2.[The iteration argument] By (4.10) the induction hypothesis is satisfied for
k = 0. Let us assume that it holds for k − 1.
Step 2.1.[Proof of (4.11) and (4.12)] Thanks to (4.17) we may apply Theorem 1.4
with R = `k−1 and O = Ok−1 (recall that we fixed τ  1) to find a symmetric matrix
Bk and a vector bk ∈ R2 such that
|Bk − Id|2 + 1
`2k
|bk|2 ≤ CEk−1
(4.12)
≤ CC1
log
(
`k−1
r∗,L
)
(
`k−1
r∗,L
)2 ≤ C0 log
(
`k
r∗,L
)
(
`k
r∗,L
)2 ,
if C0 is taken large enough (depending only on C1). From this we see that (4.11) is
satisfied. Moreover, by (3.88)
Ek ≤ τEk−1 + C(τ)Dk−1
(4.12)
≤ C1
(
τ +
C(τ)C2
C1
) log ( `k−1r∗,L )(
`k−1
r∗,L
)2 .
Now if C1 ≥ 11−τC(τ)C2, since the function f(t) := log tt2 is decreasing for t large
enough, if `k = θ`k−1 ≥ C∗r∗,L for some universal constant C∗ large enough then
f(`k/r∗,L) ≥ f(`k−1/r∗,L) and thus
Ek ≤ C1f
(
`k−1
r∗,L
)
≤ C1f
(
`k
r∗,L
)
= C1
log
(
`k
r∗,L
)
(
`k
r∗,L
)2 ,
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which proves (4.12).
Step 2.2.[Optimality of Tk] Since Tk−1 is the optimal transport map between χΩk−1
and µk−1, by Brenier’s Theorem [31, Theorem 2.12], there exists a convex map
ψk−1 such that Tk−1 = ∇ψk−1. Then Tk = ∇ψk for the convex function ψk(x) :=
ψk−1(Bkx) − bk · Bkx so that Tk is the optimal transport map between χΩk and µk
(see [31, Theorem 2.12]).
Step 2.3.[Derivation of (4.16)] For k > 1 and i ≤ k we first prove that for `k/r∗,L  1
k∑
j=i
 log
(
`j
r∗,L
)
(
`j
r∗,L
)2

1
2
.
log
1
2
(
`k
r∗,L
)
`k
r∗,L
. (4.18)
Since the function log
1
2 t
t2
is decreasing for t large enough, we obtain
k∑
j=i
 log
(
`j
r∗,L
)
(
`j
r∗,L
)2

1
2
.
k∑
j=i
∫ `j
r∗,L
`j+1
r∗,L
log
1
2 t
t2
=
∫ `i
r∗,L
`k+1
r∗,L
log
1
2 t
t2
≤
∫ ∞
`k+1
r∗,L
log
1
2 t
t2
.
1 + log
1
2
(
`k+1
r∗,L
)
`k+1
r∗,L
.
log
1
2
(
`k
r∗,L
)
`k
r∗,L
,
which proves (4.18).
We can now make a downward induction on i to show that (4.11) implies that for
k > 1 and i ≤ k
|BkBk−1 · · ·Bi − Id| ≤ 2
√
C0
k∑
j=i
 log
(
`j
r∗,L
)
(
`j
r∗,L
)2

1
2
(4.19)
which combined with (4.18) implies
|BkBk−1 · · ·Bi − Id|2 .
log
(
`k
r∗,L
)
(
`k
r∗,L
)2 . (4.20)
Notice that (4.20) in particular gives |BkBk−1 · · ·Bi| ≤ 2 provided we chose C∗ large
enough. Estimate (4.20) contains the first part of (4.16) and the second part would
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also follow since for every i,
|BkBk−1 · · ·Bibi|
(4.20)
≤ 2|bi|
(4.11)
≤ 2
(
C0r
2
∗,L log
(
L
r∗,L
)) 1
2
.
It thus remains to prove (4.19) which clearly holds for i = k by (4.11). Assume (4.19)
holds for i. Then as already pointed out, (4.20) implies |BkBk−1 · · ·Bi| ≤ 2 for `kr∗,L
large enough so that we can estimate
|BkBk−1 · · ·Bi−1 − Id| ≤ |BkBk−1 · · ·Bi − Id|+ |BkBk−1 · · ·Bi(Bi−1 − Id)|
≤ 2
√
C0
k∑
j=i
 log
(
`j
r∗,L
)
(
`j
r∗,L
)2

1
2
+ |Bk · · ·Bi||Bi−1 − Id|
(4.11)
≤ 2
√
C0
k∑
j=i
 log
(
`j
r∗,L
)
(
`j
r∗,L
)2

1
2
+ 2
√
C0
 log
(
`i−1
r∗,L
)
(
`i−1
r∗,L
)2

1
2
≤ 2
√
C0
k∑
j=i−1
 log
(
`j
r∗,L
)
(
`j
r∗,L
)2

1
2
.
Step 2.4.[Proof of (4.13)] We first notice that since θ  1, `k  `k−1 and we recall
that `k−1 is dyadic. We set
Ok := AkQ`k−1 − (AkxL + ak) (4.21)
and notice that by the L∞ bound (2.18) applied to Tk we have
|AkyL − (AkxL + ak)| (4.15)&(4.9)= |Tk(0)| . `kE
1
4
k
so that from (4.12) in the form of Ek  1, the first part of (4.16) in the form of
|Ak − Id|  1 and (4.9),
|AkxL + ak| ≤ |AkyL − (AkxL + ak)|+ |AkyL| . `kE
1
4
k + r∗,L  `k. (4.22)
Therefore, using again that |Ak − Id|  1 together with the fact that B2`k ⊂ Q `k−1
2
imply that B2`k ⊂ AkQ`k−1 − (AkxL+ak) = Ok so that the first part of (4.13) holds.
Let us prove that the second part of (4.13) also holds. Let T˜ k be the optimal transport
map between the constant measure on Q`k−1 and the restriction of the measure µ˜ to
this set i.e.
W 22
(
µ˜ Q`k−1 ,
µ˜(Q`k−1)
|Q`k−1 |
χQ`k−1
)
=
∫
Q`k−1
|T˜ k − y|2 µ˜(Q`k−1)|Q`k−1 |
.
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We then let for z ∈ Ok, T̂ k(z) := AkT˜ k(A−1k (z+AkxL +ak))− (AkxL +ak). We first
show that T̂ k#µk(Ok)|Ok| χOk = µk Ok. For this we notice that by definition of µk, if
µ˜ Q`k−1 = α0
∑
i
δyi
then
µk Ok =
α0
|detAk|
∑
i
δAkyi−(AkxL+ak), (4.23)
so that µk(Ok) =
µ˜(Q`k−1 )
| detAk| and |Ok| = | detAk||Q`k−1 |. For ζ ∈ C0(Ok) we thus have∫
Ok
ζT̂ k#
µk(Ok)
|Ok| =
∫
Ok
ζ(AkT˜
k(A−1k (z +AkxL + ak))− (AkxL + ak))
µk(Ok)
|Ok|
=
∫
Q`k−1
ζ(AkT˜
k − (AkxL + ak))µk(Ok)|Ok| | detAk|
=
∫
Q`k−1
ζ(Aky − (AkxL + ak))µk(Ok)|Ok|
|Q`k−1 |
µ˜(Q`k−1)
| detAk|dµ˜(y)
=
∫
Q`k−1
ζ(Aky − (AkxL + ak))| detAk|−1dµ˜(y)
(4.23)
=
∫
Ok
ζdµk,
proving that indeed T̂ k#µk(Ok)|Ok| χOk = µk Ok. If we now use T̂
k as competitor for
the optimal transport problem between µk(Ok)|Ok| χOk and µk Ok, we obtain
Dk ≤ 1
`4k
∫
Ok
|T̂ k − z|2µk(Ok)|Ok|
=
1
`4k
∫
Ok
|AkT˜ k(A−1k (z +AkxL + ak))− (AkxL + ak)− z|2
µk(Ok)
|Ok|
(4.16)&(4.21)
. 1
`4k
∫
Q`k−1
|T˜ k − y|2 µ˜(Q`k−1)|Q`k−1 |
(4.2)
.
log
(
`k
r∗,L
)
(
`k
r∗,L
)2 ,
where we used that µ˜ = µˆ in Q`k−1 . This concludes the proof of the second part of
(4.13).
Step 3.[Conclusion] We can thus iterate this procedure up to K =
⌊
log
`0
C∗r∗,L
| log θ|
⌋
∼
log Lr∗,L . By (4.16) we have
|A−1K aK |2 . r2∗,L log3
(
L
r∗,L
)
. (4.24)
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Using the L∞ bound (2.18) for TK , we obtain
|xL +A−1K aK |2
(4.16)
. |AKT (xL)− (AKxL + aK)|2 + |T (xL)|2
(4.15)
. |TK(0)|2 + |yL|2
(4.9)
. r2∗,L (4.25)
which together with (4.24) gives (4.5).
We now prove (4.6). Since B`k+1(xL) ⊂ A∗kB`k + xL and recalling that Tk(x) =
AkT (A
∗
kx+ xL)− (AkxL + ak) (see (4.15)), we can first estimate
1
`4k+1
∫
B`k+1 (xL)
|T − (x+A−1k ak)|2
≤ 1
`4k+1
∫
A∗kB`k+xL
|T − (x+A−1k ak)|2
(4.16)
. 1
`4k
∫
B`k
|AkT (A∗ky + xL)−Ak(A∗ky + xL +A−1k ak)|2
. 1
`4k
∫
B`k
|AkT (A∗ky + xL)− (AkxL + ak)− y|2 +
1
`4k
∫
B`k
|(Id−AkA∗k)y|2
(4.16)&(4.15)
.
(
1
`4k
∫
B`k
|Tk − y|2
)
+ |Id−AkA∗k|2
(4.16)&(4.12)
.
log
(
`k
r∗,L
)
(
`k
r∗,L
)2 . (4.26)
Since by definition (recall (4.14)) ai = Biai−1 + Bibi, we have A−1i ai − A−1i−1ai−1 =
A−1i−1bi and thus for 1 ≤ k < K, we have
|A−1K aK −A−1k ak|2 ≤
(
K∑
i=k+1
|A−1i ai −A−1i−1ai−1|
)2
=
(
K∑
i=k+1
|A−1i−1bi|
)2
(4.16)
.
(
K∑
i=k+1
|bi|
)2
(4.11)
. r2∗,L(K − k)2 log
(
`k
r∗,L
)
. r2∗,L log3
(
`k
r∗,L
)
. (4.27)
Noticing that by (4.25), it is enough to prove (4.6) with A−1K aK instead of −xL, we
conclude by (4.26) and (4.27) that
1
`4k+1
∫
B`k+1 (xL)
|T − (x+A−1K aK)|2
.
(
1
`4k+1
∫
B`k+1 (xL)
|T − (x+A−1k ak)|2
)
+
1
`2k
|A−1K aK −A−1k ak|2 .
log3
(
`k
r∗,L
)
(
`k
r∗,L
)2 ,
and obtain (4.6).
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Remark 4.1. We would like to highlight that, although our estimate (4.6) is not
optimal with respect to the power on the logarithmic term, estimate (4.26) leads to
the optimal estimate
inf
ξ∈R2
1
`4
∫
B`(xL)
|T − (x− ξ)|2 .
log
(
`
r∗,L
)
(
`
r∗,L
)2 ∀ 2r∗,L ≤ ` ≤ L.
The suboptimal rate in (4.6) comes from the bound (4.16) which does not take can-
cellations into account.
4.2 Locally optimal couplings between Lebesgue and Pois-
son
In this section we show how Theorem 1.1 can be used to derive locally optimal
couplings between the Lebesgue measure and the Poisson measure on R2. For this
we will use the optimal transport maps TL = Tµ,L constructed above and pass to the
limit as L → ∞. Since the transport cost per unit volume diverges logarithmically,
see [6] or Section 2.4, we will need to use a renormalization procedure. Therefore,
while the approximating couplings enjoy strong stationarity properties, cf. (2.53), the
limiting couplings themselves will not. However, the shift stationarity property will
be shown to survive in the second-order increments of the corresponding Kantorovich
potentials. In order to set up the limit procedure, we need to equip the configuration
space Γ (see Section 2.4) and the set of potentials with a topology.
We equip Γ with the topology obtained by testing against continuous and compactly
supported functions. Denote the space of all real-valued convex functions ψ : R2 → R
by K. We equip K (and C0(R2)) with the topology of uniform convergence on com-
pact sets. Let us point out that with these topologies, both Γ and K are metrizable,
which makes them Polish spaces. On P(Γ×K), we will consider the weak topology
given by testing against functions in Cb(Γ×K).
Denote by ψ̂L the convex function on R2 such that TL = ∇ψ̂L on QL and (2.25) holds,
i.e. ∇ψ̂L(x+ z) = ∇ψ̂L(x) + z for all (x, z) ∈ R2 × (LZ)2 and ∇ψ̂L#dx = L2µ(QL) µ.
Since xL (defined above Theorem 1.1) is logarithmically diverging in L, we will need
to translate either the Lebesgue measure or the Poisson measure by a logarithmically
diverging factor in order to pass to the limit. Since the Lebesgue measure (on R2) is
invariant under such translations while the Poisson point process is not, it is better
to make this shift in the domain rather than in the image and set
ψL(x) := ψ̂L(x+ xL). (4.28)
Note that
∇ψL#dx = L
2
µ(QL)
µ, (4.29)
∇ψL(0) = 0 and the Legendre conjugate ψ∗L of ψL satisfies
ψ∗L(y) = ψ̂
∗
L(y)− xL · y.
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By adding a constant to ψL we may assume that ψL(0) = 0. Notice that by (2.56)
of Lemma 2.9 and recalling that D2hψ
∗(y) = ψ∗(y+ h) + ψ∗(y− h)− 2ψ∗(y), we still
have
D2hψ
∗
θzµ,L(y) = D
2
hψ
∗
µ,L(y + z). (4.30)
Let us point out that because of the shift introduced in (4.28), the same invariance
does not hold for ψL.
For a given µ ∈ Γ, the bound (4.6) directly translates into locally uniformly L2−bounds
for ∇ψµ,L which by convexity of ψµ,L yields compactness of (ψµ,L)L in K (see (4.32)
below). Therefore, up to subsequence, ψµ,L converges locally uniformly to a convex
function ψµ satisfying ∇ψµ#dx = µ. However since we do not have any uniqueness
property of this limit, the subsequence depends a priori on µ and we need to pass to
the limit in the sense of Young measures. For this purpose, we first define the map
ΨL : Γ→ K, µ 7→ ψL,
which is measurable and depends only on µ QL, and then define the probability
measure qL ∈ P(Γ×K) by
qL := (id,ΨL)#PL = PL ⊗ δΨL . (4.31)
We will show that the sequence (qL)L is tight and that any limit point q gives full
mass to pairs (µ, ψ) such that∇ψ#dx = µ and such that the second-order increments
of ψ∗ are shift covariant. The crucial ingredient is the following lemma that gives us
a uniform control on the potentials ψL.
Lemma 4.2. There exists a constant C > 1 such that for every dyadic L and every
µ ∈ Γ such that r∗,L  L, there holds for x ∈ R2
1
4
|x|2 − Cr2∗,L ≤ ψL(x) ≤ |x|2 + Cr2∗,L. (4.32)
Therefore, letting for λ ∈ R,
Fλ :=
{
ψ ∈ K : 1
4
|x|2 − λ ≤ ψ ≤ |x|2 + λ
}
(4.33)
this means that if r∗,L  L, ψL ∈ Fλ for every λ ≥ Cr2∗,L.
Proof. Let us prove that
sup
r∗,L`
1
`4
∫
B`
|∇ψL − x|2  1. (4.34)
For ` ≤ L, this directly follows from (4.6) and the definition of ψL. If now ` = kL
for some k ∈ N, QL−periodicity of the function (∇ψL − x) yields
1
`4
∫
Q`
|∇ψL − x|2 = 1
L2`2
∫
QL
|∇ψL − x|2 ≤ 1
L4
∫
QL
|∇ψL − x|2
(4.2) 1
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so that (4.34) can be also obtained for ` ≥ L. Letting f(x) := ψL(x) − |x|
2
2 , this
implies together with the L∞−bound given by Lemma 2.3 that for r∗,L  `,
sup
B`
|∇f |  `,
which can be rewritten as |∇f(x)|  |x| for r∗,L  |x|. Using f(0) = 0, we obtain
from integration |f(x)|  |x|2 for r∗,L  `. Going back to the definition of f , this
concludes the proof of (4.32).
This lemma endows us with the necessary compactness to prove the main result
of this subsection, the convergence of (ΨL)L in terms of Young measures. This is
precisely Theorem 1.2 which we recall for the convenience of the reader.
Theorem. The sequence of probability measure (qL)L (cf (4.31)) is tight in P(Γ×K).
Moreover, any accumulation point q satisfies the following properties:
(i) The first marginal of q is the Poisson point process;
(ii) q almost surely ∇ψ#dx = µ;
(iii) for any h, z ∈ R2 and f ∈ Cb(Γ× C0(R2)) there holds∫
Γ×K
f(µ,D2hψ
∗)dq =
∫
Γ×K
f(θ−zµ,D2hψ
∗(· − z))dq.
Proof. Step 1. We start with tightness. Since trivially µ QL → µ in Γ we have that
PL → P weakly in P(Γ). In particular, the sequence (PL)L is tight and for any ε > 0
there is a compact set Γε ⊂ Γ such that for all L we have PL(Γε) ≥ 1 − ε. Since by
Theorem 2.10 we have supL EL
[
exp
(
cr2∗,L
log(2r∗,L)
)]
< ∞, there is a constant λ such
that for each L large enough
PL({r∗,L ≤
√
λ}) ≥ 1− ε.
Lemma 4.2 implies that
ΨL({r∗,L ≤
√
λ}) ⊂ Fλ,
so that
qL(Γ× Fλ) ≥ 1− ε. (4.35)
Because of convexity, local boundedness yields local compactness in uniform topology.
Thus setting Kε := Γε × Fλ we have that Kε is compact and
qL ((Kε)
c) ≤ 2ε,
which proves tightness. Moreover, since PL → P weakly in P(Γ) item (i) is shown.
Step 2. To show (ii) we define for k, n ∈ N the set Gk,n ⊂ Γ × K by (recall the
definition of Fk given in (4.33))
Gk,n :=
{
(µ, ψ) ∈ Γ× Fk :
(
1− 1
n
)
µ ≤ ∇ψ#dx ≤
(
1 +
1
n
)
µ
}
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and put G := ∩n∈N ∪k∈N Gk,n. The claim would follow provided we can prove that
q(G) = 1.
We first show that for fixed k, n ∈ N the set Gk,n is closed. Let (µm, ψm)m∈N ∈ Gk,n
be a sequence converging to some (µ, ψ) ∈ Γ×K. Since Fk is closed, we have ψ ∈ Fk
and we only need to prove that(
1− 1
n
)
µ ≤ ∇ψ#dx ≤
(
1 +
1
n
)
µ, (4.36)
which by weak convergence of µm to µ and the fact that (µm, ψm) satisfies (4.36),
would be proven provided we show that ∇ψm#dx weakly converges up to subse-
quence to ∇ψ#dx.
Let f ∈ Cc(R2) be fixed and let us prove that up to subsequence,∫
R2
f(∇ψm)→
∫
R2
f(∇ψ). (4.37)
By local uniform convergence of the convex functions ψm to ψ, if pm ∈ ∂ψm(x) with
pm → p, then p ∈ ∂ψ(x). Therefore, ∇ψm converges a.e. to ∇ψ. Let r > 0 be such
that Spt f ⊂ Br. In order to apply the dominated convergence theorem and conclude
the proof of (4.37), we need to prove that there exists R depending only on k and r
such that if |x| ≥ BR, then |∇ψm(x)| ≥ r. This is a simple consequence of the fact
that ψm ∈ Fk and the monotonicity of ∇ψm. Indeed, since ψm ∈ Fk,
1
4
|x|2 − k ≤ ψm ≤ |x|2 + k
so that at every point x of differentiability of ψm, since
1
4
|x|2 − 2k ≤ ψm(x)− ψm(0) ≤ ∇ψm(x) · x ≤ |∇ψm(x)||x|,
we have
|∇ψm(x)| ≥ 1
4
|x| − 2k|x| .
This gives the claim and shows that Gk,n is indeed a closed set.
SinceGk,n is measurable, G = ∩n∪kGk,n is also measurable. Let q be an accumulation
point of (qL)L so that up to subsequence qL → q. For a given ε > 0, let us prove that
for every n and for k large enough (depending only on ε) and every L large enough
(depending only on k, n and ε),
qL(G
k,n) ≥ 1− ε. (4.38)
Since
qL((G
k,n)c) ≤ qL(Γ×(F k)c)+qL
({
(µ, ψ) :
(
1− 1
n
)
µ ≤ ∇ψ#dx ≤
(
1 +
1
n
)
µ
}c)
,
73
it is enough to prove that each of the terms on the right-hand side are smaller than
ε
2 for k, n and L large enough. The first term is estimated in (4.35) and we just need
to consider the second term. For every L > 0 and µ ∈ Γ, we have by (4.29)
qL
({
(µ, ψ) :
(
1− 1
n
)
µ ≤ ∇ψ#dx ≤
(
1 +
1
n
)
µ
}c)
= PL
[
µ(QL) /∈ L2
[
n
n+ 1
,
n
n− 1
]]
,
which by Crame´r-Chernoff’s bounds for the Poisson distribution with intensity L2
(see [12]) gives
qL
({
(µ, ψ) :
(
1− 1
n
)
µ ≤ ∇ψ#dx ≤
(
1 +
1
n
)
µ
}c)
≤ exp
(
−CL
2
n2
)
,
concluding the proof of (4.38).
Now for fixed k, n ∈ N large enough, since Gk,n is closed, we have by (4.38)
1− ε ≤ lim sup
L
qL(G
k,n) ≤ q(Gk,n).
Using that for every k, n ∈ N, Gk,n+1 ⊂ Gk,n and that G = ∩n ∪k Gk,n, we obtain
that for every ε > 0,
q(G) ≥ 1− ε,
which concludes the proof.
Step 3. To show (iii) fix an accumulation point q and a subsequence, still denoted
by (qL)L converging weakly to q. Since for fixed λ > 0, the Legendre transform
ψ → ψ∗ is continuous from Fλ to K, for every h ∈ R2 and λ > 0 the map ψ 7→ D2hψ∗
is continuous on Fλ (recall (4.33)) with values in C
0(R2). Hence, the convergence
qL → q together with (4.35) readily implies for all f ∈ Cb(Γ× C0(R2)) that also∫
Γ×K
f(µ,D2hψ
∗)dqL →
∫
Γ×K
f(µ,D2hψ
∗)dq.
By (4.30), we have qL almost surely D
2
hψ
∗
µ = D
2
hψ
∗
θzµ
(· − z). Using the invariance of
PL under θ an the definition of qL we have for fixed z ∈ R2∫
Γ×K
f(µ,D2hψ
∗)dqL =
∫
Γ
f(µ,D2hψ
∗
µ)dPL
=
∫
Γ
f(θ−zθzµ,D2hψ
∗
θzµ(· − z))dPL
=
∫
Γ
f(θ−zµ,D2hψ
∗
µ(· − z))dPL
=
∫
Γ×K
f(θ−zµ,D2hψ
∗(· − z))dqL.
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Since for fixed z ∈ R2, θ−z is continuous on Γ, for every such z and λ > 0 the map
(µ, ψ)→ f(θ−zµ,D2hψ∗) ∈ Cb(Γ×Fλ) so that by weak convergence qL → q combined
again with (4.35) we have∫
Γ×K
f(θ−zµ,D2hψ
∗(· − z))dqL →
∫
Γ×K
f(θ−zµ,D2hψ
∗(· − z))dq
which implies the thesis.
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