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Abstract
We study dynamics in a neighborhood of a nonhyperbolic fixed point or an ir-
reducible homoclinic tangent point. General type conditions for the existence of
infinite sets of periodic points are obtained. A new method, based on the study
of the dynamics of center disks, is introduced. Some results on shadowing near a
non-hyperbolic fixed point of a homeomorphism are obtained.
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1 Introduction
Many important problems of the bifurcation theory or the theory of strongly
nonlinear and discontinuous dynamical systems can be reduced to the problem
on topological structure of trajectories in a neighborhood of a nonhyperbolic
fixed point. Started from works of Lyapunov and Poincare´, the theory of non-
hyperbolic systems had a great breakthrough due to the appearance of the
reduction principle [33] (see also [7,24,27,37]).
Nonlinear phenomena, for example, chaotic dynamics, are possible in a neigh-
borhood of a nonhyperbolic fixed point [2,3,5,6,10,18,19,20,22,26,29,34,36] (see
also references therein and a closely related result of [11]). Bo Deng [5] has
described the case of a transverse homoclinic point corresponding to a unique
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eigenvalue on the unit circle (i.e., the center manifold is one-dimensional).
Making additional assumptions on the smoothness of the diffeomorphism and
on its Jacobi matrix at zero, he established the existence of analogues of
the Smale horseshoe in a neighborhood of a homoclinic point. Moreover, the
appearing transitive invariant sets persist while parameters of the system are
slightly perturbed, though the local structure of the set of nonwandering points
may change sufficiently [20].
Basing on an example of R. Man˜e [26], Buzzi and Fisher [6] have described
some properties of transitive non-Anosov diffeomorphisms of smooth mani-
folds. Sufficient results on existence of nonhyperbolic chaos in Hamiltonian
systems have been obtained.
The structure of invariant sets for mappings, represented as skew products
over the Smale horseshoe has been discussed in the paper [11] and successive
works. It was shown that there is an open set of diffeomorphisms of that type,
having infinite sets of sources and sinks.
A review of other recent results can be found in [29].
An important result involving properties of so-called weakly hyperbolic in-
variant sets (particularly, their structural stability) has been obtained in the
paper [34].
The appearing transitive invariant sets are not hyperbolic, so their persistence
is, at least, not evident. To study this problem, the theory of normal and partial
hyperbolicity [2,17,21,30,35,40] may be applied.
The dynamics in a neighborhood of a nonhyperbolic fixed point is related to
one in the neighborhood of a homoclinic tangency [8,9,12,13,14,15,16,19,23,28,38,42]
(see also references therein). Usually, we can reduce one problem to another
by using a transformation of variables, that is not smooth at points of the
stable manifold.
One of the most interesting results in this area has been obtained by Newhouse
[28] and later on developed in the papers by Gonchenko, Shil’nikov, Turaev,
Vasil’eva, and others [12,13,14,15,16,23,28,38,42]. A neighborhood of a homo-
clinic tangency may contain an infinite set of periodic attracting points. The
Lyapunov exponents of these periodic points tend to 0.
However, there is no general description of the dynamics in a neighborhood of
a nonhyperbolic fixed point.
The rest of the article consists of five sections where the new results are pre-
sented, conclusions and appendix. In Section 2, we establish a criterium on
the existence of infinitely many periodic points in a neighborhood of a non-
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hyperbolic fixed point. We suppose, that there exists a Lyapunov function
that does not allow leaves of the center unstable manifold to shrink. For this
case, one can prove an analogue of the λ – lemma (see the appendix) and the
uniqueness of the center unstable manifold and generalize the Smale - Birkhoff
theorem. A different approach to application of Lyapunov functions for the
nonhyperbolic case was developed in [25,41].
In Section 3, we apply the obtained results to study a special case of homoclinic
tangency (for example, a cubic type tangency for 2D systems). In this case,
we obtain an infinite set of periodic points, as well.
In Section 4, we use the Lyapunov function approach to prove a new criterium
of shadowing in a neighborhood of a nonhyperbolic fixed point. The proof of
our shadowing result uses ideas similar to those applied in [32]. The advantage
of our approach is that we work with homeomorphisms and do not refer to
smoothness of the dynamical system.
In Section 5, an example illustrating the results of the previous section is
given.
2 Nonhyperbolic homoclinic points
Let Q be a bounded domain in the Euclidean space Rn containing the origin.
Consider the set X of C1 diffeomorphisms F : Rn → Rn such that F (Q) ⊂ Q,
where Q is the closure of the set Q. We identify all the diffeomorphisms that
coincide on Q.
We endow X with the C1 – metrics defined by the formula
d1(F, F
′) = max
x∈Q
|F (x)− F ′(x)|+max
x∈Q
|DF (x)−DF ′(x)|.
Here and below, we denote by the symbol | · | both the Euclidian norm of a
vector and the corresponding operator matrix norm and by DF and DF ′ the
Jacobi matrices of the corresponding mappings. Fix a diffeomorphism F ∈ X
and assume that the point 0 is a fixed point of F . Let χ1, . . . , χn be the
eigenvalues of the matrix A = DF (0) (some of them may be equal). Assume
that
|χ1| ≤ |χ2| ≤ . . . ≤ |χs| < 1 ≤ |χs+1| ≤ . . . ≤ |χn|
for some s ∈ {1, 2, . . . , n}.
Let u = n − s. Consider the eigenspace S corresponding to χ1, . . . , χs and
the eigenspace U corresponding to the eigenvalues χs+1, . . . , χn. Following the
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paper [24], we call the spaces S and U the stable and center unstable spaces,
respectively.
Without loss of generality, we assume that the space S is the linear hull of the
first s coordinate vectors and U is the linear hull of the last u ones.
Here we quote some definitions and results from the book [21], changing some
notation. Let ρ ∈ (0, 1].
Definition 2.1 [21, p.58]. A linear endomorphism of a Banach space L : E →
E is ρ-pseudohyperbolic if its spectrum lies off of the circle of radius ρ.
A splitting
E = Es ⊕ Ecu
is called canonical for a ρ-pseudohyperbolic endomorphism L : E → E if both
subspaces Es and Ecu are L – invariant, the spectrum of Ls = L|Es lies inside
the open ball of radius ρ and the spectrum of Lcu = L|Ecu lies off this ball.
Theorem 2.1 [21, p.58]. Let L : E → E be a ρ-pseudohyperbolic endomor-
phism of a Banach space, E = Es⊕Ecu be the canonical splitting, F : E → E
be a C1 map, F (0) = 0,
F (x) = Lx+ f(x), and |f(x1)− f(x2)| ≤ ε|x1 − x2|, x1,2 ∈ E. (2.1)
Then there exists an ε0 such that if ε < ε0, then the sets W
s and W cu, called
the stable and center unstable manifolds, respectively, and defined by
W s =
⋂∞
m=0 F
−m(C1), C1 = {(y, z) ∈ Es ⊕ Ecu : |y| ≥ |z|};
W cu =
⋂∞
m=0 F
m(C2), C2 = {(y, z) ∈ Es ⊕ Ecu : |y| ≤ |z|};
are graphs of C1 maps Es → Ecu and Ecu → Es. They are characterized by
x ∈ W s ⇔ |Fm(x)|ρ−m → 0 as m→ +∞;
x ∈ W cu ⇔ there exist all inverse images F−m(x),
|F−m(x)|ρ−m → 0 as m→ +∞,
and ”→ 0” may be replaced by ”stays bounded”. If ‖Ls‖‖L−1u ‖ < 1 then both
manifolds W s and W cu are C1. The manifolds W s and W cu continuously
depend on F in the C1 sense.
The mapping F may not satisfy the estimates (2.1) globally (actually, we even
do not assume that this mapping is globally defined). In this case the locally
invariant manifolds W sloc and W
cu
loc can still be defined, but W
cs
loc is, in general,
not unique any more, see [3] and [22, §5]. The sets W sloc and W
cu
loc are usually
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Fig. 1. The stable and center unstable manifolds.
called the local stable and local center unstable manifolds of the fixed point
0.
If Dg(0) = 0, the manifold W s is tangent to Es and any of the manifolds W cu
is tangent to Ecu at 0.
Similarly, one may define ρ-pseudohyperbolicity for ρ > 1. For this case, an
analogue of Theorem 2.1 is true and there are two invariant manifolds W cs
and W u, called the center stable and unstable manifolds, respectively.
If the conditions of Theorem 2.1 are satisfied locally and, consequently, there
exist local manifoldsW sloc andW
cu
loc, we can extend these manifolds to invariant
sets
W σ =
⋃
k∈Z
F k(W σloc), σ ∈ {s, cu},
still called the stable and center unstable manifold of 0, respectively.
The next definition is a new one.
Definition 2.2. (Fig. 1). We say that the fixed point 0 of the mapping F is
strongly conditionally unstable if we can choose a manifold W culoc so that
1) there exists a neighborhood U0 of the origin and a continuous mapping V :
U0 → [0,+∞) such that V (x) = 0 if and only if x ∈ W sloc, and V (F (x)) ≥
V (x) for all x ∈ U0
⋂
F−1(U0);
2) the fixed point 0 of the restriction F−1|W cu
loc
is asymptotically stable.
Remark 2.1. It follows from [21, Theorem 5A.3], that the strong conditional
instability implies the uniqueness of the center unstable manifold.
We say that the fixed point 0 of the mapping F is strongly conditionally stable
if 0 is strongly conditionally unstable for the diffeomorphism F−1. In this case,
W cs =W cs(F ) = W cu(F−1), and W u = W u(F ) =W s(F−1).
Note some obvious properties of strong conditional (in)stability.
5
Fig. 2. Non-hyperbolic homoclinic intersection.
(1) If the diffeomorphism F (x) can be locally represented as F = Fs × Fu,
where the point 0 ∈ Rs is a hyperbolic attracting fixed point for the
diffeomorphism Fs : S → S and the point 0 ∈ U is a repeller for the
diffeomorphism Fu : U → U , then the fixed point 0 of the mapping F is
strongly conditionally unstable.
(2) Strong conditional (in)stability is invariant with respect to homeomorphic
transformations of coordinates.
(3) Every hyperbolic fixed point is strongly conditionally stable and strongly
conditionally unstable at the same time.
In what follows, we assume that one of the following symmetric conditions is
satisfied.
Condition 2.1. The point 0 is a strongly conditionally stable fixed point of the
diffeomorphism F . There exist disks wcs ⊂ W cs and wu ⊂ W u that intersect
transversally at a point p 6= 0.
Condition 2.2. (Fig. 2.) The point 0 is a strongly conditionally unstable fixed
point of the diffeomorphism F . There exist disks wcu ⊂ W cu and ws ⊂ W s,
that intersect transversally at a point p 6= 0.
Theorem 2.4. Let F ∈ X and let either Condition 2.1 or Condition 2.2 be
satisfied. Then for any neighborhood U of the origin there exists a number
δ > 0 such that for any G ∈ X with
d1(F,G) < δ (2.2)
there is an infinite subset PG ⊂ U with the following properties.
1) Every point q ∈ PG is a periodic point of G;
2) for any m ∈ N there is a point q ∈ PG such that the minimal period of q is
larger than m;
3) card PG = ℵ.
Remark 2.2. The sets PG corresponding to different mappings G may have
different topological structures.
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Proof. In the proof, we consider the case where Condition 2.2 is satisfied.
Without loss of generality, we may assume that A = diag(B,C), where the
s × s matrix B and the u × u matrix C are such that |B| = a0 < 1 and
b0 = 1/|C−1| > a0 (we can satisfy the second inequality due to Condition 2.2).
We represent x = (y, z), where the vector y consists of the first s components
of the vector x. Then S = {(y, 0) : y ∈ Rs} and U = {(0, z) : z ∈ Ru}.
Moreover, we may assume that W sloc ⊂ S and W
cu
loc ⊂ U .
Since the trajectory of the point p consists of homoclinic points with simi-
lar properties, we may assume that p ∈ W sloc and p = (yp, 0). Let U
0 be a
neighborhood of the origin, so small that p /∈ U0,
W sloc
⋂
U0 = {(y, 0) ∈ U0} and W culoc
⋂
U0 = {(0, z) ∈ U0}.
We take standard coordinates (y, z) in the neighborhood U0. Since ws and
wcu are transverse at the point p, we can introduce coordinates (y, z′) in a
neighborhood U1 of p such that U0∩U1 = ∅, the transformation (y, z)↔ (y, z′)
is smooth and a small disk in wcu containing p is given in coordinates (y, z′)
by the equality y = yp.
Consider two disjoint neighborhoods U0 and U1 of the points 0 and p respec-
tively, given by
U0 = {x = (y, z) : |y| ≤ ε
y
0, |z| ≤ ε
z
0};
U1 = {x = (y, z) : |y − yp| ≤ ε
y
1, |z
′| ≤ εz1}.
Here εy0,1 and ε
z
0,1 are positive and so small that Ui ⊂ U
i, i = 0, 1.
We define an admissible disk at U0 as a set D = {(η(z), z) : |z| ≤ εz0}. Here
the function η ∈ C1(Bcu → Bs) is C1–smooth,
max
|z|≤εz
0
|η(z)| ≤ εy0 and max
|z|≤εz
0
|Dη(z)| ≤ 1.
Similarly, we define an admissible disk at U1 as a set D = {(η(z′), z′) : |z′| ≤
εz1}. where the function η is C
1–smooth,
max
|z′|≤εz
1
|η(z′)− yp| ≤ ε
y
1 and max
|z′|≤εz
1
|Dη(z′)| ≤ 1.
Let Di be sets of disks admissible at Ui, i = 0, 1. We denote D = D0
⋃
D1 and
endow both sets Di with the natural C1 metrics dist1, identifying admissible
disks with corresponding maps η.
We use the following statement, which is very similar to the well known λ -
lemma, see another generalization in [4].
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Lemma 2.1. Assume that 0 is a strongly conditionally unstable fixed point
of the mapping F . Then there exists a smooth disk N ⊂ W culoc containing the
point 0 and such that for every positive ε there exists m(ε) ∈ N having the
following property. For every m ≥ m(ε), D ∈ D there exists an embedding hm
of the disk N into Rn such that hm(N) ⊂ F
m(D) and dist1(hm, id) < ε.
A proof of this statement is given in the appendix.
We can take k so large and δ so small that the following statement holds.
(1) For any G satisfying (2.2) and for i, j ∈ {0, 1}, the intersections
Gk(Ui)
⋂
Uj
contain components Uij such that if D ∈ Di, then the intersection
Sj(D) = G
k(D)
⋂
Uij
is an admissible disk at Uj .
(2) dist1(Sj(D), Sj(D
′)) ≤ dist1(D,D′)/2 for i, j ∈ {0, 1} and all
D,D′ ∈ Di.
This can be done due to Lemma 2.1. We apply this lemma to the mapping F
and then note that if the components Uij exist for F , they can be chosen for
all G sufficiently C1–close to F since k is fixed.
Then for any admissible diskD ⊂ Ui, the admissible disk Sj(D) ⊂ Gk(D)
⋂
Uij
is uniquely defined and depends continuously on D in the metrics dist1.
Consider the set Σ, consisting of infinite one-side sequences
a = {ak ∈ {0, 1} : k ∈ Z
+}.
Let us define a metrics in the set Σ in the standard way:
d(a, b) =
∞∑
k=0
2−k|ak − bk|.
We identify periodic subsequences of Σ, that can be obtained by an infinite rep-
etition of finite sequences (a0, . . . , aN), aj ∈ {0, 1}, with these finite sequences.
If a finite sequence may be obtained from another one by finite repetition, we
also identify these sequences.
To any periodic sequence a generated by a set {a0, . . . , aN} we assign the
admissible disk Da that is the unique fixed point of the contracting mapping
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Sa0 ◦ Sa1 ◦ . . . ◦ SaN . Then the following inclusions hold:
D ∈ Ua0 , D ∈ Sa0(Da1), D ∈ Sa0 ◦ Sa1(Da2), . . . ,
D ∈ Sa0 ◦ Sa1 ◦ . . . ◦ SaN−1(DaN ).
(2.3)
Properties of the mappings Si imply that there exists a constant C > 0 such
that if k ∈ N and the first k entries of finite sequences a = (a0, a1, . . . , aN1)
and b = (b0, b1, . . . , bN2) coincide, then
dist1(Da, Db) ≤ C2
−k.
Consequently, for any converging sequence {bk} ⊂ Σ consisting of periodic
elements, the corresponding sequence Dbk converges in the space D. Fix an
element a = (a0, a1, . . . , aN , . . .) ∈ Σ and denote ak = (a0, . . . , ak). Clearly,
ak → a. LetDa = limDak . Consider the setK = {Da : a ∈ Σ}. LetH : Σ→ D
be the parameterizing mapping: H(a) = Da. Denote by σi the adding of
i ∈ {0, 1} to the left-hand side of an element a ∈ Σ. For an arbitrary a ∈ Σ
we denote 1a = σ1(a) and 0a = σ0(a).
Let us prove that the disks corresponding to different elements of the space
Σ are distinct. Let a, b ∈ Σ, a 6= b. Consider the least integer j such that
aj 6= bj . If j = 0, the disks Da and Db appertain to distinct sets Ui since all
the approximating disks do. Otherwise, due to (2.3), there exist the inclusions
Da ∈ Sa0 ◦ Sa1 ◦ . . . ◦ Saj−1(Daj ),
Db ∈ Sb0 ◦ Sb1 ◦ . . . ◦ Sbj−1(Dbj) = Sa0 ◦ Sa1 ◦ . . . ◦ Saj−1(Dbj ).
Hence the disks Da and Db do not intersect.
Lemma 2.2. For i ∈ {0, 1}, σi ◦H = H ◦ Si.
Proof. Let i = 0, the case i = 1 is similar. Fix a sequence a = {ak : k ∈
Z
+} ∈ Σ and the corresponding disk
Da = Da0
⋂
Da0(Ua1)
⋂
Da0 ◦ Sa1(Da2)
⋂
. . .
⋂
Sa0 ◦ Sa1 ◦ . . . ◦ SaN−1(D0aN)
⋂
. . .
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Then
D0a = D0
⋂
S0(Da0)
⋂
S0 ◦ Sa0(Da1)
⋂
. . .⋂
S0 ◦ Sa0 ◦ Sa1 ◦ . . . ◦ SaN−1(DaN )
⋂
. . . =
S0(Da0)
⋂
S0 ◦ Sa0(Da1)
⋂
. . .⋂
S0 ◦ Sa0 ◦ Sa1 ◦ . . . ◦ SaN−1(DaN )
⋂
. . . = S0(Da). 
Periodic points of the shift mapping σ are dense in Σ, and there is a point
a∗ = {a∗k, k ∈ Z
+} ∈ Σ
whose positive semi-orbit is dense [39]. We call an admissible disk periodic
if it corresponds to a periodic sequence. These periodic admissible disks are
dense in K and there is a dense sequence {Dk : k ∈ Z+} ⊂ K such that
Sa∗
k
(Dk) = Dk−1
for all k ∈ Z+.
Note that for any periodic disk D of period m, D ⊂ Gkm(D). Then due to the
Brauer’s theorem, there is a point x ∈ D such that x = Gkm(x).
Consider a convergent sequence {ak} ⊂ Σ such that every ak is periodic.
Denote a = lim ak. Let xk ∈ Dak be a sequence of periodic points. There
exists a limit point x ∈ Da of the sequence xk. Obviously, x ∈ PG. Hence,
Da
⋂
PG 6= ∅ for any a ∈ Σ. This proves that card PG = ℵ. 
3 Nontransverse homoclinic points
We say that two C1 – smooth submanifolds W s and W u of the Euclidean
space Rn intersect quasitransversally at a point p if dimW s + dimW u = n
and there exist a neighborhood U of the point p and a C1 smooth coordinate
system ξ = col(η, ζ) in U with the following properties (Fig. 3).
Denote by ws and wu the connected components of intersections of W s
⋂
U
and W u
⋂
U , containing the point p.
(1) dim ζ = dimW u;
(2) the manifolds {(0, ζ)} and ws intersect transversally at the point p;
(3) the mapping ξ : U → ξ(U) is a local diffeomorphism;
(4) ζ(x) = 0 for any x ∈ ws;
(5) there exists a number δ > 0 such that the set wu is the graph of a function
η = g(ζ), |ζ | < δ such that the mapping g is smooth for all ζ : 0 < |ζ | < δ.
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Fig. 3. Quasitransverse homoclinic tangency.
We say that two subsets X1 and X2 of the Euclidean space Rn intersect qu-
asitransversally at a point p if there exists a neighborhood U of the point
p such that the connected components W 1 and W 2 of intersections X1
⋂
U
and X2
⋂
U that contain the point p are C1 smooth disks and intersect qua-
sitransversally at this point.
Remark 3.1. As we show later, this condition implies that there is a lo-
cally smooth invertible (but not always diffeomorphic) transformation of coor-
dinates, which makes a quasitransverse intersection transverse.
For example a cubic type tangency of two curves in R2 is a quasitransverse
intersection.
Theorem 3.1. Let F ∈ X be such that x = 0 is a hyperbolic fixed point.
Assume that F can be C1 linearized in a neighborhood U of 0. Assume that
the corresponding stable and unstable manifolds (W s and W u) intersect qua-
sitransversally at a point p 6= 0. Then for any neighborhood V of the origin
there is an infinite subset Π ∈ V with the following properties:
1) every point q ∈ Π is a periodic point of F ;
2) for any m ∈ N there is a point q ∈ Π such that the minimal period of q
is larger than m;
3) card Π = ℵ.
Proof. We assume without loss of generality that there is a small neighbor-
hood V of the origin such that F |V is a linear mapping of the form F (x) = Ax,
where A = diag(B,C), B is an s× s matrix, C is a u× u matrix (s+ u = n),
|B| < 1 and |C−1| < 1.
Also, we can assume the following:
(1) The neighborhood U in the definition of quasitransversality of intersection
of W s and W u at the point p is a subset of V;
(2) p = (yp, 0);
(3) the local invariant manifolds W sloc and W
u
loc defined in a neighborhood of
11
Fig. 4. Functions δ and δ0.
the origin are given by z = 0 and y = 0 respectively,
(4) ws is given by z = 0,
(5) wu is given by y = yp and
(6) F (y, z) = (F1(y), F2(z)) = (By,Cz) for all x = (y, z) ∈ U .
Considering, if necessary, the mapping F 2 instead of F and the matrix C2
instead of C, we may assume that there exists a real-valued matrix P such
that C = exp(P ). All the eigenvalues of the matrix P have positive real parts.
Making, if necessary, a linear transformation of variables, we may suppose,
that the unit sphere {z ∈ Rn : |z| = 1} is transverse to trajectories of the
system
z˙ = Pz. (3.1)
The main idea of the proof is to construct a transformation (y, z) → (y, zˆ)
in order to obtain a transverse nonhyperbolic homoclinic point instead of the
quasitransverse tangency. Then the result of Theorem 2.4 can be applied.
We start with the following obvious technical statement.
Lemma 3.2. Let δ : [0, ρ)→ [0,+∞) be a continuous nondecreasing function
such that δ(0) = 0 and δ(ξ) > 0 for all ξ > 0. Then there exists a C∞ smooth
function δ0 : [0, ρ)→ [0,+∞) such that δ0(0) = 0, δ′0(ξ) ≥ 0, 0 < δ0(x) ≤ δ(x)
for all ξ > 0, and δ
(k)
0 (0) = 0, k ∈ N.
Figure 4 illustrates a possible way of constructing the function δ0.
Lemma 3.3. There exists a positive number ρ and a C∞ smooth function
t : (0, ρ)→ [0,+∞) with the following properties.
(1) t′(ξ) < 0 for all ξ ∈ (0, ρ).
(2) lim
ξ→0
ξ2t(ξ) = +∞ and lim
ξ→0
t′(ξ) = −∞.
(3) Let a mapping h be defined by the formula
h(zˆ) = exp(−t(|zˆ|2)P )zˆ (3.2)
for zˆ 6= 0 and h(0) = 0. Then h is a homeomorphism of the domain
U = {zˆ : |zˆ| ≤ ρ} to h(U).
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(4) For any zˆ such that 0 < |zˆ| ≤ ρ, the Jacobi matrix Dh(zˆ) is well-defined
and invertible.
(5) If gˆ(zˆ) = g(h(zˆ)), then Dgˆ(0) = 0.
(6) Let Fˆ2 = h
−1 ◦ F2 ◦ h. Then the mapping Fˆ2 is smooth in a neighborhood
of zero, and DFˆ2(0) = E.
Proof. Let δ be a continuous monotonous function such that δ(ε) > 0 for
any ε > 0 and the inequality |z| ≤ δ(ε) provides that |g(z)| ≤ ε. Select a C∞
smooth function δ0(ε) according to Lemma 3.2. Let positive constants χ and
K be such that
| exp(−Pt)| ≤ K exp(−χt) (3.3)
for any t > 0.
Let
t(ξ) =
1
δ0(ξ)
+ exp
(
1
ξ
)
.
Note that
t(ξ) ≥ −
1
χ
log
δ0(ξ)
K
(3.4)
for small positive values of ξ. The validity of the first two statements of the
lemma is clear.
The mapping h is continuous and smooth on the set U \ {0}. Let us prove
that it is injective. Note that for any zˆ, the points zˆ and z = h(zˆ) belong to
the same trajectory of system (3.1). Thus, if zˆ1 6= zˆ2 and h(zˆ1) = h(zˆ2), then
|zˆ1| 6= |zˆ2|. Since the function t(ξ) is strictly monotonous and the Euclidean
norm decreases along solutions of system (3.1), |h(zˆ1)| 6= |h(zˆ2)|, which gives
us a contradiction. Hence, h is a homeomorphism.
Any vector z ∈ Rn \ {0} may be represented as z = rϕ, where r = |z| and ϕ
is a unit vector. Then
Dh(z) =
∂h
∂(r, ϕ)
∂(r, ϕ)
∂z
(z)
and
Dh,r,ϕ =
∂h
∂(r, ϕ)
=
(
d(exp(−t(r2)P )r)
dr
ϕ, exp(−t(r2)P )r(0, En−1)
)
.
The last n−1 columns of the matrix Dh,r,ϕ form a basis of the tangent space to
the unit sphere at the point ϕ. The first column is a nonzero vector orthogonal
to this sphere at the same point.
Hence, the matrix Dh,r,ϕ is nondegenerate.
The mapping h−1 is, therefore, locally Lipschitz continuous and, consequently,
globally Lipschitz continuous over compact sets, that do not contain the origin.
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Hence there is a positive number ρ such that for all 0 < a < bρ there exists a
positive number c(a, b) such that |h(zˆ1) − h(zˆ2)| ≥ c(a, b)|zˆ1 − zˆ2| for all zˆ1,2
such that |zˆ1,2| ∈ [a, b]. Consequently, the mapping h−1 is smooth everywhere
except 0.
It follows from (3.3) and (3.4) that if zˆ: |zˆ| < 1, then
| exp(t(zˆ2)P )zˆ| ≤ | exp(t(zˆ2)P )| ≤ δ0(|zˆ|
2),
which implies that |gˆ(zˆ)| ≤ |zˆ|2. Consequently, Dgˆ(0) = 0.
However, it is still to be proved that gˆ is smooth in a neighborhood of the
origin.
Rewrite the conjugacy h ◦ Fˆ2 = F2 ◦ h in the form
exp(−t((Fˆ2(zˆ))
2)P )Fˆ2(zˆ) = exp((−t(zˆ
2) + 1)P )zˆ. (3.5)
Formula (3.5) defines a function τ(zˆ), smooth everywhere except the origin
and such that
Fˆ2(zˆ) = exp(τ(zˆ)P )zˆ.
It follows from (3.5) that
−t((exp(τ(zˆ)P )zˆ)2) + τ(zˆ) = −t(zˆ2) + 1.
Consequently, τ(zˆ) is the solution of the equation
1− τ = t(zˆ2)− t((exp(τP )zˆ)2) (3.6)
Since |Cz| > |z| for all z 6= 0 and the mappings h and h−1 preserve the
direction along trajectories of System (3.1), τ(zˆ) > 0. On the other hand,
since the function t decreases, τ(z) < 1. The right-hand side of (3.6) equals to
−t′(θ) ((exp(τP )zˆ)2 − zˆ2), θ ∈ [zˆ2, (exp(τ(zˆ)P )zˆ)2]. Consequently, τ(zˆ) → 0
as zˆ → 0; otherwise, the right hand side of (3.6) is unbounded.
Rewrite (3.6) in the following form:
t(zˆ2)− 1 = t((exp(τ(zˆ)P )zˆ)2)− τ(zˆ). (3.7)
Let a function σ(x, y) be defined by the formula t(x)−y = t(x+σ(x, y)). Note
that for any M > 0 and k ∈ N
⋃
{0},
∂kσ(x, y)
∂xk
⇒ 0 as x→ 0, |y| ≤M.
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Then, applying the function t−1 to (3.7), we obtain the equality
zˆ2 + σ(zˆ2, 1) = (exp(τ(zˆ)P )zˆ)2 + σ((exp(τ(zˆ)P )zˆ)2, τ(zˆ)).
Thus, the difference (exp(τ(zˆ)P )zˆ)2 − zˆ2 is a flat function and, consequently,
Dτ(zˆ)→ 0 and DFˆ2(zˆ)→ E as zˆ → 0. 
Make a local transformation of variables xˆ = H(x) = (y, zˆ) = (y, h(z)) (this
transformation can be extended to a global one). The mapping F in the new
coordinates takes the form
Fˆ (xˆ) = H(F (H−1(x))) = (By, Fˆ2(zˆ)).
The fixed point at the origin is not hyperbolic any more (the unstable man-
ifold becomes center unstable) but it is still strongly conditionally unstable.
The cental (former unstable) manifold of the diffeomorphism Fˆ is smooth in a
neighborhood of the homoclinic point. Due to item 5 of Lemma 3.3, the homo-
clinic intersection becomes transverse after application of the transformation.
Then the statement of the corollary follows directly from that of Theorem 2.4
(where we take F = G). 
4 Shadowing in a neighborhood of a nonhyperbolic fixed point
Let F be a homeomorphism of a metric space (X, dist).
As usual, we say that a sequence {pk ∈ X : k ∈ Z} is a d-pseudotrajectory of
F if
dist(pk+1, f(pk)) < d, k ∈ Z.
We say that a pseudotrajectory {pk : k ∈ Z} is ε-shadowed by a point r if
dist (F k(r), pk) < ε, k ∈ Z.
We say that f has the standard shadowing property if for any ε > 0 we can
find a d > 0 such that any d-pseudotrajectory of F is ε-shadowed by some
point.
It is well known (see [31]) that to establish the standard shadowing property
on a compact phase space it is enough to show that F has the so-called finite
shadowing property:
For any ε > 0 we can find a d > 0 (depending on ε only) such that if {pk :
0 ≤ k ≤ m} is a finite d-pseudotrajectory, then there is a point r such that
dist (F k(p), pk) < ε, 0 ≤ k ≤ m. (4.1)
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Fig. 5. Sets P,Q, T and R.
Our goal is to give sufficient conditions under which a homeomorphism has the
finite shadowing property on a subset of X . In our conditions, we use analogs
of Lyapunov functions.
Let us formulate our main assumptions.
We assume that there exist two continuous functions
W, V : X ×X → R+
and a compact subset N of X on which conditions (C1)-(C9) stated below
are satisfied.
We formulate our conditions not directly in terms of the functions W and V
but in terms of some geometric objects defined via these functions. Our main
reasoning for the choice of this form of conditions is as follows:
(1) Precisely these conditions are used in the proofs below;
(2) it is easy to check conditions of that kind for particular functions W and
V (see the example below).
Fix a number a > 0 and a point p ∈ X and let
P (a, p) = {q ∈ X : W (q, p) ≤ a, V (q, p) ≤ a},
Q(a, p) = {q ∈ P (a, p) : V (q, p) = a},
T (a, p) = {q ∈ P (a, p) : V (q, p) = 0}.
Let b > a; define one more object R(b, a, p) = {q : a ≤W (q, p) ≤ b, V (q, p) ≤
a}. (Fig. 5).
Denote by B(ε, p) the open ε-ball centered at p.
16
(C1) For any ε > 0 there exists a δ0 = δ0(ε) > 0 such that P (δ, p) ⊂ B(ε, p)
for p ∈ N and δ < δ0.
(C2) There exists a δ1 > 0 such that if p ∈ N and δ < δ1, then there exists a
∆ > δ and a number α > 0 such that
(C3) Q(δ, p) is not a retract of P (δ, p);
(C4) Q(δ, p) is a retract of P (δ, p) \ T (δ, p);
(C5) F (T (δ, p)) ⊂ IntP (δ, F (p));
(C6) F (P (δ, p)) ⊂ IntP (∆, F (p)), F−1(P (δ, F (p))) ⊂ IntP (∆, p);
(C7) F−1(Q(δ, F (p))) ∩ T (∆, p) = ∅;
(C8.1) if q ∈ P (∆, p) and V (q, p) ≥ δ, then V (F (q), F (p)) > V (q, p);
(C8.2) if q ∈ P (∆, F (p)) and W (q, F (p)) ≥ δ, then
W (F−1(q), p) > W (q, F (p));
(C9) there exists a retraction
σ : P (δ, p) ∪ R(∆, δ, p)→ P (δ, p)
such that V (σ(q), p) ≥ αV (q, p) for q ∈ R(∆, δ, p). (Fig. 6).
Theorem 4.1. Under conditions (C1)–(C9), F has the finite shadowing prop-
erty on the set N : for any ε > 0 there exists a d > 0 such that if p0, . . . , pm
is a d-pseudotrajectory of F belonging to N , then there is a point r such that
inequalities (4.1) hold.
In the proof of this statement, we apply the following two lemmas.
Let p, p′ ∈ N and δ < δ1. We say that condition G(δ, p, p′) holds (Fig. 7) if
F (P ) ∩ ∂P ′ ⊂ Q′, (4.2)
F (Q) ∩ P ′ = ∅, (4.3)
and Q is a retract of the set
H = H1 ∪ F
−1(Q′),
where Q = Q(δ, p), P = P (δ, p), Q′ = Q(δ, p′), P ′ = P (δ, p′), and
H1 = P \ F
−1(IntP ′).
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Fig. 6. Conditions (C1)–(C9).
Fig. 7. Condition G(δ, p, p′).
Lemma 4.2. For any δ ∈ (0, δ1) there exists a d1 = d1(δ) such that if condi-
tions (C4)-(C9) are satisfied and dist (p′, F (p)) < d1, then condition G(δ, p, p′)
holds.
Proof. In the proof, we several times select a small d (depending on δ) and
then take as d1 the minimum of the selected values of d. Fix a δ < δ1.
Condition (C5), the compactness of N , and the continuity of F imply that
there exists a number c1 = c1(δ) < δ such that if q ∈ F (T (δ, p)), then
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W (q, F (p)), V (q, F (p)) ≤ c1. Hence, there exists a d = d(δ) such that if
dist (p′, F (p)) < d, (4.4)
then W (q, p′), V (q, p′) < δ, which means that
F (T (δ, p)) ⊂ IntP ′. (4.5)
A similar reasoning based on Condition (C6) shows that there there exists a
d = d(δ) such that if inequality (4.4) is satisfied, then
F (P ) ⊂ P (∆, p′) (4.6)
and
F−1(P ′) ⊂ P (∆, p). (4.7)
In particular, inclusion (4.7) implies that
F−1(Q′) ⊂ P (∆, p). (4.8)
Let us show that there exists a d = d(δ) such that if inequality (4.4) is satisfied,
then
F−1(Q′) ⊂ P (δ, p) ∪ R(∆, δ, p). (4.9)
Let S = {q ∈ P (∆, p) : V (q, p) ≥ δ}. Since the set S is compact, it follows
from Condition (C8.1) that there exists a number c2 = c2(δ) > δ such that if
q ∈ S, then V (F (q), F (p)) ≥ c2. Hence, there exists a d = d(δ) such that if
inequality (4.4) is satisfied, then V (F (q), p′) > δ for q ∈ S, which implies that
(4.3) is satisfied and F (S)∩Q′ = ∅. Now inclusion (4.9) follows from inclusion
(4.8).
Clearly, Condition (C8.2) (combined with inclusion (4.6)) implies that there
exists a d = d(δ) such that if inequality (4.4) is satisfied, then inclusion (4.2)
holds.
Similarly, it follows from Condition (C7) that there exists a number c3 =
c3(δ) > 0 such that if q ∈ F−1(Q), then V (q, p) ≥ 2c3. Hence, there exists
a d = d(δ) such that if inequality (4.4) is satisfied, then V (q, p) ≥ c3 for
q ∈ F−1(Q′).
Apply Condition (C9) to find a retraction σ : P (δ, p) ∪ R(∆, δ, p) → P (δ, p)
such that
V (σ(q), p) ≥ αc3, q ∈ F
−1(Q′). (4.10)
The set U = σ(F−1(Q′)) is compact, and inequality (4.10) implies that
U ∩ T = ∅, (4.11)
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Fig. 8. Sets Ak.
where T = T (δ, p).
By Condition (C4), there exists a retraction ρ0 of P \ T to Q. Relations (4.5)
and (4.11) imply that H1 ∪ U ⊂ P \ T . Hence, the restriction of ρ = ρ0 ◦ σ to
H is the required retraction H → Q. 
Lemma 4.3. Let p0, . . . , pm be points in N such that Condition G(δ, pk, pk+1)
holds for k = 0, . . . , m − 1. Then there exists a point r ∈ P (δ, p0) such that
F k(p) ∈ P (δ, pk) for k = 1, . . . , m.
Proof. Consider the sets (Fig. 8)
Ak = P (δ, pk) \
⋂
l>k
F−(l−k)(IntP (δ, pl)), k = 0, . . . , m− 1.
It follows from (4.3) that F (Q(δ, pk)) ∩ P (δ, pk+1) = ∅. Hence, Q(δ, pk) ⊂ Ak.
We claim that there exist retractions ρk : Ak → Q(δ, pk), k = 0, . . . , m− 1.
This is enough to prove our lemma since the existence of ρ0 means that
m⋂
l=0
F−l(IntP (δ, pl)) 6= ∅
(otherwise there exists a retraction of P (δ, p0) to Q(δ, p0), which is impossible
by Condition (C3)).
The existence of ρm−1 is obvious since condition G(δ, pm−1, pm) implies the
existence of a retraction
Am−1 ∪ F
−1(Q(δ, pm))→ Q(δ, pm−1).
Let us assume that the existence of retractions ρk+1, . . . , ρm−1 has been proved.
Let us prove the existence of ρk. For brevity, we denote Pk = P (δ, pk), Qk =
Q(δ, pk), Pk+1 = P (δ, pk+1), and Qk+1 = Q(δ, pk+1).
Note that the definition of the sets Ak implies that
Ak ∩ F
−1(Pk+1) ⊂ F
−1(Ak+1). (4.12)
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Define a mapping θ on Ak by setting θ(q) = F
−1 ◦ ρk+1 ◦ F (q), q ∈ Ak ∩
F−1(Pk+1), θ(q) = q, q ∈ Ak \ F−1(Pk+1). Inclusion (4.12) shows that the
mapping θ is properly defined.
Let us show that this mapping is continuous. Clearly, it is enough to show
that ρk+1(r) = r for r ∈ F (Ak ∩ F−1(∂Pk+1)). For this purpose, we note that
F (Ak ∩ F
−1(∂Pk+1)) = F (Ak) ∩ ∂Pk+1 ⊂ F (Pk) ∩ ∂Pk+1 ⊂ Qk+1
(we refer to inclusion (4.2)) and ρk+1(r) = r for r ∈ Qk+1.
Clearly, θ maps Ak to the set
[Pk \ F
−1(Pk+1)] ∪ F
−1(Qk+1). (4.13)
Condition G(δ, pk, pk+1) implies that there exists a retraction ρ of (4.13) to
Qk. It remains to note that θ(q) = q for q ∈ Qk due to Eq. (4.3). Thus,
ρk = ρθ : Ak → Qk is the required retraction. The lemma is proved. 
To complete the proof of the main theorem, we take an arbitrary ε > 0, refer
to Condition (C1), find the corresponding δ0, and apply Lemmas 4.2 and 4.3.
5 Model example
Let us apply the main result to a diffeomorphism of a neighborhood of the
origin of the plane R2 of the form
F (x, y) = (x− xm +X(x, y), y + yn + Y (x, y)),
where m > 1 and n > 1 are odd natural numbers and X and Y are analytic
functions with zero Taylor polynomials of degree m and n, respectively. (Of
course, it is enough to assume thatX and Y are smooth functions whose Taylor
series have the corresponding properties; we work with analytic functions to
simplify presentation).
Clearly, the origin is a nonhyperbolic fixed point of F (both eigenvalues of
the Jacobi matrix DF (0, 0) equal 1). Note that the ”truncated” mapping,
(x, y) 7→ (x− xm, y + yn) is weakly contracting in the x direction and weakly
expanding in the y direction.
Let z, v ∈ R; represent (z + v)2k+1 − z2k+1 = vZ2k(z, v) for integer k ≥ 0.
Then Z2k is a positive definite form of degree 2k such that
Z2k(z, v) ≥ (2k + 1)z
2k. (5.1)
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We denote by p = (ps, pu) the coordinate representation of a point p ∈ R2 and
consider the functions
W (q, p) = |qs − ps| and V (q, p) = |qu − pu|.
Clearly, condition (C1) is satisfied for any p ∈ R2.
Let us show that, under proper smallness conditions on the functions X and
Y in a compact neighborhood N of the origin, there exists a number δ1 such
that conditions (C2)-(C9) are satisfied with α = 1.
Take any compact neighborhood N of the origin, any p ∈ N , and any δ > 0;
clearly, conditions (C3), (C4), and (C9) with any ∆ > δ are satisfied for them
(take in (C9) the retraction σ along the lines y = const).
Now we note that, in a fixed neighborhood of the origin,
F−1(x, y) = (x+ xm + Ξ(x, y), y − yn +H(x, y)),
where Ξ and H are analytic functions having the same properties as X and
Y , respectively.
Since F is a diffeomorphism, there exists a neighborhood N0 of the origin,
a number K > 1, and a δ1 > 0 such that if p ∈ N0 and δ ∈ (0, δ1), then
condition (C6) holds with ∆ = Kδ.
Now we show that if N is a compact neighborhood of the origin contained
in N0, proper smallness conditions on X, Y,Ξ, H are satisfied in N , and δ1 is
small enough, then conditions (C5), (C7), and (C8) hold as well. Let us write
down the required conditions of smallness for X and Y .
For an arbitrary ε > 0, we can find a neighborhood N and a number δ1 such
that
|X(ps + vs, pu + vu)−X(ps, pu)| ≤ ε(|vs|+ |vu)| (5.1)
and
|Y (ps + vs, pu + vu)− Y (ps, pu)| ≤ ε(|vs|+ |vu)| (5.2)
for p ∈ N , |vs|, |vu| ≤ Kδ1.
We assume, in addition, that
|X(ps + vs, pu)−X(ps, pu)| ≤ (m− 1)pm−1s |vs|,
|X(vs, pu)−X(0, pu)| ≤
1
2
|vs|m,
(5.3)
|Y (ps + vs, pu + vu)− Y (ps, pu)| ≤
n− 1
K + 1
pn−1u (|vu|+ |vs|), (5.4)
22
and
|Y (ps + vs, vu)− Y (ps, 0)| ≤
1
2
|vu|
n (5.5)
for p ∈ N , |vs|, |vu| ≤ Kδ1.
Let us show that all the required conditions are satisfied.
Condition (C7). Take q ∈ T (∆, p), let q = p + (vs, vu). Then |vs| ≤ ∆ = Kδ
and vu = 0. Thus,
V (F (q), F (p)) = |Y (ps + vs, pu)− Y (ps, pu)|.
It follows from (5.2) that |Y (ps+ vs, pu)− Y (ps, pu)| ≤ ε|vs| ≤ εKδ ≤ δ/2 if ε
is small enough. Thus,
V (F (q), F (p)) ≤
1
2
δ. (5.6)
This shows that condition (C7) holds.
Condition (C5). Take q ∈ T (δ, p); then q = p + (vs, vu) with |vs| ≤ δ and
vu = 0.
We note thatW (F (q), F (p)) = |vs−vsZm−1(ps, vs)+X(ps+vs, pu)−X(ps, pu)|.
If vs = 0, then W (F (q), F (p)) = 0 < δ.
If vs 6= 0 and ps = 0, then it follows from the second condition in (5.3) that
W (F (q), F (p)) = |vs − v
m
s +X(vs, pu)−X(0, pu)| < |vs| ≤ δ.
If vs 6= 0 and ps 6= 0, then Zm−1(ps, vs) ≥ mpm−1s by (5.1), and we apply the
first condition in (5.3) to conclude that W (F (q), F (p)) < |vs| ≤ δ.
These inequalities combined with (5.6) show that condition (C5) holds.
Condition (C8.1). Take q ∈ P (∆, p), let V (q, p) ≥ δ and q = p+(vs, vu). Then
|vs| ≤ ∆ = Kδ and δ ≤ |vu| ≤ Kδ.
We note that
V (f(q), f(p)) = |vu + vuZn−1(pu, vu) + Y (ps + vs, pu + vu)− Y (ps, pu)|.
If pu = 0, then, by condition (5.5),
V (f(q), f(p)) = |vu + v
n
u + Y (ps + vs, vu)− Y (ps, 0)| > |vu| = V (q, p).
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If pu 6= 0, then we note that |vu|Zn−1(pu, vu) ≥ n|vu|pn−1u by (5.1). Since
|vs| ≤ Kδ ≤ K|vu| and inequality (5.4) holds,
|Y (ps + vs, pu + vu)− Y (ps, pu)| ≤
n−1
K+1
pn−1u (|vs|+ |vu|) ≤
(n− 1)|vu|pn−1u ,
and we conclude that V (F (q), F (p)) > |vu| = V (q, p). Thus, condition (C8.1)
holds.
Similar assumptions on the representation of F−1 allow us to ensure condition
(C8.2) (we do not write them explicitly).
6 Discussion
There are at least three completely different approaches used in the theory of
stability of dynamical systems. The first one, call it ”the C1 approach” is the
most widely used. C1 small perturbations of dynamical systems are considered,
and lots of results on structural stability and robustness have been proved. For
example, one can mention the Perron theorem, the robustness of hyperbolic
invariant sets, or the Pugh closing lemma. For some purposes, for example,
C1 linearization, a different approach, which may be called CN , or C∞, or
even Cω approach is used. As classical example of using these methods one
may mention the KAM theory and the theory of normal forms. The main
idea of these methods is to use ”very smooth” perturbations satisfying some
additional conditions, like no-resonance ones. However, these methods prove
to be very effective in the nonhyperbolic case. The third way may be called
”the C0 approach” and is used, for example, in Sharkovsky’s theory of 1D
mappings. The good point of this approach is that no hyperbolicity condition
is necessary any more. This method is based on C0 results like the Brauer
(or, more general the Schauder) theorem. It is a very good way to prove
some existence or shadowing-type results. However, one cannot expect the
uniqueness of any structure obtained via this method. The main idea is that a
perturbed function, C0 close to the initial one, does have in general the set of
zeros, close to ones of the initial function, but one can not expect these zeros
are locally unique.
In this paper, we develop a new approach, which is a combination of the first
and third ones. In the first part of our paper, we study the chaotic dynamic
in a neighborhood of a nonhyperbolic fixed point. We assume that there is
a Lyapunov function which provides the total instability of the considered
mapping reduced to the center unstable manifold. These assumptions allow
us to construct an invariant set of local disks of center unstable manifolds.
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Applying the Brauer theorem we establish the existence of an infinite set
of periodic points of the considered mapping. Our conditions, sufficient for
existence of an infinite set of periodic points, are robust, i.e., they can be used
in numerical simulations.
These methods, using the Lyapunov functions, have been developed at the
second part of the paper. The main idea of this part is that we do not need any
hyperbolicity conditions to get the local shadowing property in a neighborhood
of a nonhyperbolic fixed point. More precisely, the hyperbolicity condition may
be replaced by the existence of two Lyapunov functions, whose level surfaces
satisfy some explicitly written topological conditions. This result gives a new
glance on possible generalization of hyperbolicity.
In all the cases the obtained structures are not unique.
7 Conclusion
A new approach to study the dynamics in neighborhoods of nonhyperbolic
periodic points is developed. A new type of chaos in a neighborhood of a
nonhyperbolic homoclinic point (Theorem 2.4) and a hyperbolic cubic type
homoclinic tangency was introduced (Theorem 3.1). The nonhyperbolic con-
ditions of shadowing in a neighborhood of a fixed point of a homeomorphism
were presented (Theorem 4.1). A nonhyperbolic analogue of the λ – lemma
was proved (Lemma 2.1).
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Appendix. Proof of Lemma 2.1.
Fix a disk D ∈ D. Let W =W sloc×W
cu
loc and let r be a point of intersection of
D with W sloc. Consider a neighborhood U = {(y, z) : |y| < ε
y
2, |z| < ε
z
2} such
that F (U)
⋃
U
⋃
F−1(U) ⊂ W . Consider local coordinates x = (y, z) in U .
We may take the neighborhood U such that any admissible disk is a subset of
U . The proof of Lemma 2.1 can be reduced to that of the following auxiliary
statement.
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Lemma A1.There exists a δ > 0 such that for any ε > 0 there is an integer
m = m(ε) independent on the choice of D ∈ D)and a set of smooth disks ν0,
. . . , νm such that
r ∈ ν0 ⊂ D, rk := F
k(r) ∈ νk ⊂ F (νk−1)
⋂
U, k = 1, . . . , m, (A1)
and the disk νm is the graph of a function y = β(z), |z| < δ, where
|β(z)| < ε and |Dβ(z)| < ε for all z with |z| < δ. (A2)
Let us show how the statement of Lemma 2.1 may be deduced from that of
Lemma A1.
The disk νm is the image b(D0) of the disk
D0 = {x = (0, z) ∈ W
cu
loc : |z| ≤ δ}
under a mapping b : (0, z)→ (β(z), z). It follows from (A1) that νm ⊂ Fm(D)
and, due to (A2), the value dist1(id, b) can be done arbitrarily small. This
proves the statement of Lemma 2.1.
Let us prove Lemma A1. The diffeomorphism F in the neighborhood U can
be represented as
F (x) = Ax+ f(x).
On the other hand, with respect to the splitting x = (y, z), we can write
F (x) = (F1(y, z), F2(y, z)), where
F1(y, z) = By + f1(y, z) and F2(y, z) = Cy + f2(y, z).
Since the local stable and unstable manifolds coincide with the coordinate
spaces in a neighborhood of 0,
f2(y, 0) = 0,
∂f2
∂y
(y, 0) = 0 for all (y, 0) ∈ W sloc;
f1(0, z) = 0,
∂f1
∂z
(0, z) = 0 for all (0, z) ∈ W culoc.
(A3)
Fix a κ > 0 and a σ ∈ (a0, 1/‖C−1‖) such that
a = a0 + κ < σ, b = b0 − κ > σ, κ <
(b− a)2
8
. (A4)
The neighborhood U may be taken so that
|Df(x)| < κ (A5)
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for all x ∈ U .
Consider a unit vector v = (vy, vz) tangent to the disk ν0 at the point r. Since
the disk ν0 is transverse to W
s
loc at the point r, v
z 6= 0. Consider the so-called
inclination λ0 := |vy|/|vz| of the vector v. Clearly, there exists Λ > 0 such that
λ0 < Λ for any D ∈ D and any nonzero v ∈ Trν0. Since r ∈ W sloc,
DF (r) =
B +
∂f1
∂y
(r)
∂f1
∂z
(r)
0 C +
∂f2
∂z
(r)

If v1 = DF (r)v = (v
y
1 , v
z
1), then
vy1 =
(
B +
∂f1
∂y
(r)
)
vy +
∂f1
∂z
(r)vz and vz1 =
(
C +
∂f2
∂z
(r)
)
vz.
The second equality can be rewritten in the form
C−1vz1 = v
z + C−1
∂f2
∂z
(r)vz.
Therefore,
|vy1 | ≤ a|v
y|+ κ|vz| and |vz1| ≥ b|v
z|. (A6)
Dividing the first inequality of (A6) by the second one, we see that
λ1 :=
|vy1 |
|vz1|
≤
a
b
λ0 + κ.
Denoting the inclinations of the vectors vj = DF
j(r)v by λj for j = 1, . . . , m,
we obtain the estimates
λ2 ≤
(
a
b
)2
λ0 +
aκ
b
+
κ
b
, . . .
λm ≤
(
a
b
)m
λ0 +
m−1∑
j=1
(
a
b
)j κ
b
≤
(
a
b
)m
λ0 +
κ
b− a
. (A7)
Take m1 ∈ N so large that (
a
b
)m1
Λ ≤
b− a
8
.
Then it follows from (A4) and (A7) that λm ≤ (b − a)/4 for all v ∈ Trν0,
m ≥ m1.
We construct the disks ν1 = ν1(D), . . . , νm1 = νm1(D) consecutively choosing
νk+1 = F (νk)
⋂
V0.
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Clearly, rk ∈ νk for all k = 1, . . . , m1.
Since νm1 is a smooth disk containing the point rm1 and inequalities (A7) are
satisfied, we can choose a σ0 > 0 (independent on the choice of the initial
admissible disk D) so that
(1) dist (x,W sloc) > σ0 for any x ∈ ∂νm1 ;
(2) if ν˜ = νm1
⋃
B(σ0, rm1), the inequality
λ < (b− a)/2. (A8)
is satisfied for any x ∈ ν˜ and any v ∈ Txν˜ \ {0}.
Define
∂1 =
⋃
D∈D
∂ν˜(D).
Clearly, ∂1 is a compact set that does not intersect the local stable manifold.
Set b1 = (b+ a)/2.
Choose δ > 0 so that the disk D0 = {(0, z) : |z| ≤ δ} is a subset of the domain
U . It follows from (A3) that
∂f1
∂z
(x) = 0
for all x ∈ D. Let ε > 0 be so small that
a(b− a)
2b1
+
ε(b1 − a)
2b1
<
b1 − a
2
. (A9)
Take a neighborhood V0 ⊂ U of the disk D0 so small that the inequality∣∣∣∣∣∂f1∂z (x)
∣∣∣∣∣ ≤ κ1 := ε(b1 − a)2
is true. Without loss of generality, we may assume that m1 is so large that
rm1 ∈ V0 and ν˜ ∈ V0.
Consider a point x ∈ ν˜ and a unit vector v = (vy, vz) ∈ Txν˜. Let λ be the
inclination of the vector v, let v1 = (v
y
1 , v
z
1) = DF (x)v, and let λ1 = |v
y
1 |/|v
z
1|.
It follows from the equalities
vy1 =
(
B +
∂f1
∂y
(r)
)
vy +
∂f1
∂z
(r)vz and vz1 =
∂f1
∂y
(r)vy +
(
C +
∂f2
∂z
(r)
)
vz
and estimates (A4), (A5), and (A9) that |vy1 | ≤ a|v
y| + κ|vz| and |vz1 | ≥
b|vz| − κ|vy|. Consequently,
λ1 ≤
a|vy|+ κ1|vz|
b|vz| − κ|vy|
=
aλ+ κ1
b− κλ
.
28
Since κ ∈ (0, 1), it follows from inequality (A8) that b − κλ > b1. Inequality
(A9) and the definition of the number κ1 imply the inequalities
λ1 ≤
a
b1
λ+
κ1
b1
<
b− a
2
.
Suppose that a point x ∈ νm is such that F j(x) ∈ V0 for all j = 1, . . . , m. If λj
are the inclinations of the vectors vj = DF
j(x)v, j = 1, . . . , m, then, iterating
the above estimate, we obtain the inequality
λm ≤
(
a
b1
)m
λ+
m−1∑
j=1
(
a
b1
)j κ
b1
≤
(
a
b1
)m
λ0 +
κ1
b1 − a
. (A10)
It follows from inequalities (A9) and (A10) that there is a number m2 such
that λm < ε for all m ≥ m2 and D ∈ D.
To finish the proof of Lemma A1, we prove that there is an index m3 > 0 such
that the image πz(F
m(ν˜)) covers the set N for any m ≥ m3. Here πz(y, z) = z.
First we prove that there exist a disk ∆ = ∆(D) that is covered by every image
πz(F
m(ν˜)), m ≥ m3. If this is not true, there are sequences of boundary points
xk ∈ ∂1 and of integers lk →∞ such that
πz(F
lk(xk))→ 0. (A11)
Since the function V is nonzero over the compact set ∂1, relation (A11) con-
tradicts the strong conditional instability of the fixed point.
Since the fixed point 0 of the mapping F |W cu
loc
is a source, one can take a disk
N0 ⊂ W culoc, 0 ∈ N0, such that for any disk ∆ with 0 ∈ ∆ ⊂ W
cu
loc there exists
a number m4 = m4(∆) ∈ N such that N0 ⊂ Fm4(∆).
The inclinations |vy|/|vz| are uniformly small for all x ∈ Fm(ν˜(D)), D ∈ D.
Consequently, the mappings hm : N0 → F
m(ν˜), inverse to πz, are well-defined
and close to identical embeddings provided that m is sufficiently large.
Take ̺ > 0, N ⊂ N0, 0 ∈ N , such that for any embedding β : ∆ → Rn
satisfying the estimate
‖β − id‖C1 < ̺, (A12)
πz(F
m4(β(∆))) ⊃ N and ‖πz|Fm4(β(∆))
−1 − id‖C1 < ε in the space of embed-
dings of the disk
πz(F
m4(β(∆)))
to Rn.
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Then we select an integer m5 such that the disks F
m(ν˜), m > m5 contain the
images βm(∆(D)) of mappings βm, satisfying (A12). To finish the proof, it
suffices to take hm = πz|Fm4 (βm(∆))
−1|N . 
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