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Abstract
The class of doubly chordal graphs, which is a subclass of chordal graphs and a superclass of
strongly chordal graphs, arises in many application areas. Many NP-complete optimization problems
on chordal graphs like domination and Steiner tree can be solved in polynomial time on doubly
chordal graphs using doubly perfect elimination ordering of vertices. In this paper, we show that the
computation of a doubly perfect elimination ordering in a doubly chordal graph with n vertices and
m edges can be done in O(log2 n) time using O(n+m) processors on the CRCW PRAM model.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
The class of chordal graphs arises in many application areas. A chordal graph is a
graph that has a perfect elimination ordering (peo) v1, v2, . . . , vn of vertices such that for
each 1 in, vi is simplicial (its neighbors form a clique) in the subgraph induced by
{vi, . . . , vn} [12].
Let N [v] = N(v) ∪ {v}, where, N(v) = {u|u is adjacent to v}. A vertex u ∈ N [v] is a
maximum neighbor of v if for anyw ∈ N [v],N [w] ⊆ N [u].A vertex v is doubly simplicial
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if it is simplicial and has a maximum neighbor. A graph is doubly chordal if it admits a
doubly perfect elimination ordering (dpeo) v1, v2, . . . , vn of vertices, that is, an ordering
such that, for each 1 in, vi is doubly simplicial in the subgraph induced by {vi, . . . , vn}.
It is obvious that a doubly chordal graph is chordal, and that a strongly chordal graph is
doubly chordal, which has a strong elimination ordering v1, . . . , vn of vertices such that
for each i < j < k, where vj , vk ∈ N(vi), we haveN [vj ] ⊆ N [vk] in the subgraph induced
by {vi, . . . , vn}. Moscarini [11] showed that many optimization problems like domination
and Steiner tree problems are NP-complete on chordal graphs, but they can be solved in
polynomial time on doubly chordal graphs.
Central to designing efﬁcient algorithms for graphs in the chordal hierarchy is the con-
cept of elimination ordering of vertices of the graphs. In this paper, we show that the
computation of a dpeo of vertices in a doubly chordal graph can be done in O(log2 n)
time using O(n + m) processors on the CRCW PRAM model. We note here that the
most efﬁcient parallel algorithm to recognize chordal graphs takes O(log2 n) time using
O(n + m) processors on the CRCW PRAM model [9], and the recognition of strongly
chordal graphs takes O(log4 n) time using O(n + m) processors on the same model [6].
We also note that the recognition of a doubly chordal graph G can be done in O(log2 n)
time with O(n + m) processors on the CRCW PRAM model by combining the result in
[11] for doubly chordal graphs and hypergraphs with another result in [6] of parallel algo-
rithms for hypergraphs and their perfect elimination orderings, and that a peo of the clique
graph of G can be easily computed from a perfect elimination ordering of the dual hyper-
graph of the clique hypergraph of G in O(log n) time using O(n + m) processors on the
same model. Sequential linear time recognition and dpeo computation algorithms are also
known [3,10].
Throughout this paper, we consider only connected non-trivial graphs, and use the fol-
lowing deﬁnitions and notations. Let G be a graph with n vertices and m edges. The clique
graph of G, denoted by I (G), is the graph that has all maximal cliques in G as its vertices
andwhose set of edges consists of pairs of cliques with nonempty intersection.We let I 2(G)
be the clique graph of I (G). A vertex C of I 2(G) is said to have a center v in G, if v ∈ c
for all c ∈ C. A vertex c of I (G) is removable if c is the only vertex of I (G) or there exists
another maximal clique c′ = c of G such that every non-simplicial vertex of G that is a
member of c is also a member of c′. An ordering c1, c2, . . . , ck of vertices in I (G) is a
doubly simplicial clique elimination ordering (dsceo) of G if for 1 ik, ci is simplicial
and removable in I (G′), whereG′ is the subgraph induced by {v|v ∈ cj for some j i}. If
two vertices x and y of G are adjacent, then we write x∼Gy or x ∼ y. We denote the length
of a shortest path between two vertices v and u of G by dG(u, v) or d(u, v). For any clique
A of G, we let LiA= {c|c is a clique such that dI (G)(A, c)= i}, and V iA= {v|v ∈ c for some
c ∈ LiA but v /∈ c′ for any c′ ∈ Li−1A }.
2. Properties of doubly chordal graphs
From the result in [1] for hypergraphs and the result in [11] for doubly chordal graphs
and hypergraphs, the following characterization is derived as a corollary.
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Corollary 1. A graph G is doubly chordal if and only if G is chordal, I (G) is chordal and
every vertex in I 2(G) has a center.
Here are other properties of doubly chordal graphs.
Theorem 2. Let G be a doubly chordal graph, and let v be a simplicial vertex in G. Then,
v is doubly simplicial if and only if the clique c containing v is simplicial in I (G).
Proof. (⇒) Suppose that v is doubly simplicial and c is the clique containing v. Since G is
connected and non-trivial by the assumption, |c|> 1. If |c|=2, then c is obviously simplicial
in I (G) because v is only contained in c. Suppose |c|> 2. Let x be a maximum neighbor
of v, then for any neighbor z of any vertex y ∈ c such that z = v and z = x, z ∼ x. Hence
any clique containing a vertex in c must contain x. Therefore, c and the cliques containing
some vertex in c form a clique in I (G), and hence c is simplicial in I (G).
(⇐) Suppose that the clique c containing a simplicial vertex v is simplicial in I (G).
Let C be the clique in I (G) containing c, then C has a center x by Corollary 1, which is a
maximum neighbor of v. Therefore, v is doubly simplicial. 
Theorem 3. If a graph G is doubly chordal, then there is a dsceo of G.
Proof. Any removable clique c contains at least one vertex that is only in c, and the vertex
is simplicial.Also, if we remove all vertices that are only in c, then c is removed from I (G).
Therefore, for the proof of this theorem, it is enough to show that there is a simplicial and
removable clique in G because the subgraph obtained by deleting a simplicial vertex from
a doubly chordal graph is doubly chordal again [11].
Suppose that there is no simplicial and removable clique in G, that is, G does not have
a dsceo. The proof proceeds to a contradiction. Let v be a doubly simplicial vertex in G,
and c be the clique containing v. Then, c is simplicial in I (G) by Theorem 2, but it is
not removable by the assumption. Consider the subgraph G′ = G\{v}. Because c is not
removable, by the deﬁnition of a removable maximal clique, there is no maximal clique
c′ = c in G such that every other non-simplicial vertex in c is a member of c′. Therefore,
c\{v} is not a subset of any other maximal clique in G and is again a maximal clique in
G′. Then, because v is a member of only one maximal clique c and c\{v} is a maximal
clique in G′, any other maximal clique in G, which is not c, is also a maximal clique in
G′ and the removal of v from G does not make any new maximal clique in G′. Therefore
I (G) and I (G′) are isomorphic. However,G′ is doubly chordal again [11]. By the induction
hypothesis, G′ has a dsceo, which is also (we believe this is easy to check) a dsceo of G,
and it is a contradiction. Therefore, there is a simplicial and removable clique in a doubly
chordal graph. 
Lemma 4. Let G be a doubly chordal graph, and let c1, c2, . . . , cl be a dsceo of G. For
each 1 i l, let vi1 , . . . , visi be all vertices in ci but not in cj for any j > i. Then, the
ordering v11 , . . . , v1s1 , v21 , . . . , v2s2 , . . . , vl1 , . . . , vlsl is a dpeo of G.
Proof. It is enough to show that v11 , . . . , v1s1 are doubly simplicial vertices because
the subgraph obtained by deleting a simplicial vertex from a doubly chordal graph is
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doubly chordal [11]. Note that v11 , . . . , v1s1 are only in the removable clique c1. There-
fore, v11 , . . . , v1si are simplicial, furthermore, they are doubly simplicial by Theorem 2
because c1 is simplicial in I (G). 
3. Construction of a doubly perfect elimination ordering
We discuss how to compute a dsceo of a doubly chordal graph G. Let A be a clique
of G, and k = max{dI (G)(c, A)|c ∈ I (G)}. Because the subgraph obtained by deleting a
simplicial vertex of a doubly chordal graph is doubly chordal again [11], now, if we can
ﬁnd a clique in LkA, which is simplicial and removable, then we can compute a dsceo of G.
Furthermore, we can compute a dsceo on each LiA independently in parallel.
Lemma 5. LetGbeachordal graph, letv1, . . . , vn beapeoofG,and let k=max{d(v, vn)|v ∈
G}. If vi is the ﬁrst vertex in the ordering such that d(vi, vn)= k, then vi is simplicial in G.
Proof. Suppose i > 1 without loss of generality. It is enough to show that v1 /∼ vi because
G′ = G\{v1} is chordal and v2, . . . , vn is a peo of G′. If k = 1, then i should be 1 by the
assumption and it is a contradiction, and hence k > 1. Consider v1. Then d(v1, vn)< k by
the assumption of vi , and v1 ∼ vj for some vj such that d(vj , vn) = d(v1, vn) − 1. But
vi /∼ vj because d(vj , vn)d(vi, vn)−2. If v1 ∼ vi , then vi ∼ vj because v1 is simplicial.
Therefore, v1 /∼ vi . 
Corollary 6. Let G be a chordal graph, and let v1, . . . , vn be a peo of G. Let u1, . . . , un−1
be a reordering of v1, . . . , vn−1 such that when i < j <n, we have d(ui, vn)d(uj , vn)
and ui appears before uj in v1, . . . , vn−1 if d(ui, vn) = d(uj , vn). Then u1, . . . , un−1, vn
is a peo of G.
A clique tree [4,7,13] of a chordal graph G is a tree T = (K,E), whereK is the set of
all maximal cliques in G, that satisﬁes the following property: for every vertex v ∈ V , the
set of cliques containing v induces a subtree of T.
Lemma 7 (Blair and Peyton [2]). A tree T is a clique tree of a chordal graph G if and only
if c ∩ c′ is contained in every node on the path connecting any two nodes c and c′ in T.
Lemma 8. Let G be a chordal graph, let T be a clique tree of G with the root A, and let
k = max{dI (G)(c, A)|c ∈ I (G)}. If a node c of T is in LkA, then any descendant node of c
is in LkA.
Proof. Let c′ be a child node of c. If c′ ∈ LiA for some i < k − 1, then c′ ∩ c= . But it is
impossible because c′ is a child node of c. Therefore, c′ /∈LiA for any i < k−1. If c′ ∈ Lk−1A ,
then c′ ∩c′′ =  for some c′′ ∈ Lk−2A . But c′ ∩c′′ ⊆ c by Lemma 7. It is impossible because
c ∈ LkA. Therefore, c′ ∈ LkA. 
Lemma 9. Let G be a chordal graph, let T be a clique tree of G with the root A, and let
k =max{dI (G)(c, A)|c ∈ I (G)}. If a node c of T is simplicial in I (G) and it is in LkA, then
any descendant node of c is simplicial in I (G).
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Proof. Let c′ be a descendant node of c inT. In order to show that c′ is simplicial, it is enough
to show that for any c′′ with c′′ ∼ c′, we have c′′ ∼ c. Note that c is simplicial in I (G) by
the assumption and hence any two vertices that are adjacent to c in I (G) are adjacent. We
will now show c′′ ∩ c = . First, suppose that c′′ is a descendant node of c′ in T. Then, c′′
is a descendant node of c and hence c′′ ∈ LkA by Lemma 8. We note c′′ ∩ V k−1A = . Let
c′′′ be a clique in Lk−1A containing c′′ ∩V k−1A , then c′′′ is not a descendant of c by Lemma 8,
and hence c′ and c are in the path between c′′ and c′′′. By Lemma 7, c′′ ∩c′′′ ⊆ c. Therefore,
c′′ ∩ c =  because c′′ ∩ c′′′ = . Next, suppose that c′′ is not a descendant node of c′
in T. Then, c is in the path between c′ and c′′ in T. c′ ∩ c′′ ⊆ c by Lemma 7. Therefore,
c′′ ∩ c =  because c′ ∩ c′′ = . 
Lemma 10. LetGbe a doubly chordal graph. Let c1, c2, . . . , cl be a peo in I (G) such that if
ci ∈ Li′A, cj ∈ Lj
′
A and 0 i′<j ′k, then i > j ,whereA=cl and k=max{dI (G)(c, A)|c ∈
I (G)}. Let T be a clique tree of G with the root A. For each 1 i l, if there is no ancestor
cj of ci in T with j < i, let Di = {cj ′ |j ′> i, ci is an ancestor of cj ′ and ci′ is not ancestor
of cj ′ in T for any i′< i} ∪ {ci}, otherwise, let Di = . Then D1, . . . , Dl are disjoint, and
if for each 1 i l the cliques in Di are sorted with respect to their levels in T, then the
ordering c11 , . . . , c1s1 , . . . , cl1 , . . . , clsl is a dsceo of G, where ci1 , . . . , cisi are the elements
of Di .
Proof. It is easy to see that D1, . . . , Dl are disjoint. For the rest of the proof, it is enough
to show that c11 is simplicial and removable in I (G). Because c11 is a descendent of c1 in
T, c11 is simplicial by Lemma 9. And because c11 is a leaf node in T by the deﬁnition of
c11 , . . . , c1s1 , it is removable. 
Now, we present an efﬁcient parallel algorithm to compute a dpeo of a doubly chordal
graph.
Algorithm DPEOG
Input: A doubly chordal graph G= (V ,E) with n vertices and m edges
and a peo c′1, . . . , c′l of I (G);
Output: A dpeo of G;
Begin
[1] compute a peo c1, . . . , cl of I (G) from c′1, . . . , c′l , which satisﬁes the following
[2] if ci ∈ Li′cl , cj ∈ Lj
′
cl and i′<j ′, then i > j ;
[3] let T be a clique tree of G with the root cl ;
[4] for i ← 1 to l
[5] if there is no ancestor cj of ci in T with j < i then
[6] Di ← {cj ′ |j ′> i, ci is an ancestor of cj ′ , and ci′ is not ancestor
[7] of cj ′ in T for any i′< i} ∪ {ci};
[8] else Di ← ;
[9] sort cliques in Di with respect to their levels in T;
[10] let d1, . . . , dl be the cliques in D1, . . . , Dl ; /* dsceo */
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[11] for i ← 1 to l − 1
[12] Pi ← di\⋃lj=i+1 dj ;
[13] return vertices in P1, . . . , Pl−1, dl ; /* dpeo */
End.
Theorem 11. Given a doubly chordal graph G and a peo of I (G), the algorithm DPEOG
computes a dpeo of G in O(log2 n) time using O(n +m) processors on the CRCW PRAM
model.
Proof. The correctness of the algorithm DPEOG comes from Lemmas 4 and 10.
From c′1, . . . , c′l , we construct a breadth ﬁrst tree T ′ with the root c′l . It can be done in
O(log n) time with O(n+m) processors on the CRCW PRAM model by determining, for
each c′i , the c′j of maximum j that intersects c′i . This can be done as follows. We determine,
for each vertex v, the c′v of the maximum number in the peo that contains v and determine
the maximum c′v with v ∈ ci for each i. After the construction of T ′, the level of each vertex
of T ′ can be computed in O(log n) time using O(n) processors on the EREW PRAMmodel
by using the pointer jumping technique [8]. Hence we can determine dI (G)(c′i , c′l ) for each
1 i < l. Then, we sort c′1, . . . , c′l with respect to the distances and sort them again with
respect to the numbers in the original peo in O(log n) time using O(n) processors [5]. The
result ordering c1, . . . , cl is a peo by Corollary 6 and it satisﬁes the steps 1 and 2. Therefore,
the steps 1–2 take overall O(log2 n) time using O(n+m) processors on the CRCW PRAM
model.
In step 3, a clique treeTwith the root cl can be computed inO(log2 n) time usingO(n+m)
processors on the CRCW PRAM model [9].
For 1 i l, let Di = . For each ci , let i′ =min{j |j = i or cj is an ancestor of ci in T
with j < i}. Add ci toDi′ . All i′’s can be computed in O(log n) time using O(n) processors
on the EREWPRAMmodel by using the pointer jumping technique from the root [8]. Then
sort cliques in eachDi in O(log n) time using O(n) processors on the EREW PRAMmodel
[5]. Therefore, the steps 4–10 take O(log n) time using O(n+m) processors on the EREW
PRAM model.
For each vertex v, ﬁnd nv =max{i|v ∈ di} using a sorting algorithm. Then we get a peo
of G after sorting with respect to nv for each vertex v. The time taken by steps 11–13 is
O(log n) using O(n+m) processors on EREW PRAM model.
Therefore, the overall time to be taken by the algorithm DPEOG is O(log2 n) using
O(n+m) processors in the CRCW PRAM model. 
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