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PSEUDO-AUTOMORPHISMS WITH NO INVARIANT FOLIATION
ERIC BEDFORD, SERGE CANTAT, AND KYOUNGHEE KIM
ABSTRACT. We construct an example of a birational transformation of a ra-
tional threefold for which the first and second dynamical degrees coincide
and are > 1, but which does not preserve any holomorphic (singular) folia-
tion. In particular, this provides a negative answer to a question of Guedj.
On our way, we develop several techniques to study foliations which are
invariant under birational transformations.
1. INTRODUCTION
We are interested in smooth complex projective varieties M or, more gener-
ally, compact Kähler manifolds which carry invertible holomorphic or mero-
morphic transformations h such that (i) h has “rich” dynamics, and (ii) h is not
“integrable”.
To formalize property (i), we will ask for positive topological entropy ; as
explained below, finer requirements can be formulated in terms of dynamical
degrees.
For property (ii), we will say that h is integrable if it preserves a holomor-
phic (singular) foliation of M of dimension 0 < d < dimC(M); this includes
the case of invariant meromorphic fibrations, hence the notion of reducible or
non-primitive birational transformations (see [29], [8]). There are several al-
ternative notions of integrability. In [27], a transformation f : M 99KM is inte-
grable if there is a transformation g : M→M such that g◦ f = f ◦g but f k 6= gl
for all (k, l) 6= (0,0). In [23, 21, 22], tools from differential Galois theory are
developed to measure the level of integrability of various dynamical systems;
heuristically, a transformation is “more integrable” than another if it preserves
a richer geometric structure: foliations, volume forms, affine structures, are
examples of possible invariant geometric structure in this context (see [11, 12]
for instance). Here, we focus on invariant foliations.
The main goal of this paper is to describe a new family of birational transfor-
mations on certain rational threefolds. These examples have three interesting
properties: They are pseudo-automorphisms, which means that they are iso-
morphisms on the complement of Zariski closed subsets of codimension 2; they
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are not integrable in the sense that they do not preserve any non-trivial folia-
tion; their dynamical degrees exhibit a resonance (namely λ1( f ) = λ2( f )> 1).
In particular, these transformations provide
• the first examples of pseudo-automorphisms of threefolds which are
(proved to be) non-integrable;
• a negative answer to a question raised by Guedj.
Before giving the precise statement of our results, we describe property (i)
and Guedj’s question in more detail. On our way, we summarize the main
known results in dimension ≤ 2.
1.1. Entropy and dynamical degrees.
1.1.1. Let h : M 99K M be a rational transformation of a complex projective
variety or, more generally, a meromorphic transformation of a compact käh-
ler manifold. It may have indeterminacy points, at which it does not extend
continuously; this indeterminacy set Ind(h) is a Zariski-closed subset of M of
codimension ≥ 2.
Let H p,q(M;C) denote the Dolbeault cohomology groups of M. The groups
H p,p(M;C) inherit a natural real structure, and the subgroups H p,p(M;R) con-
tain the cap products of the kähler classes. This is the main reason why it is
sufficient, in what follows, to focus on these cohomology groups (see [19]).
Although h may not be continuous, it determines a linear operator h∗p on
H p,p(M;R); however, (h∗p)n may differ from (hn)∗p for some values of n and p.
The exponential growth rate of the sequence of linear transformations (hn)∗p is
defined by
λp(h) = lim
n→+∞ ‖ (h
n)∗p ‖1/n
and is called the dynamical degree of h of codimension p; this real number
does not depend on the choice of the norm ‖ · ‖ on End(H p,p(M;R)), and
remains invariant if one conjugates h by a birational map ϕ : M′ 99K M (see
[19, 15]). For p = 0, one gets λ0(h) = 1, and for p = dim(M) the dynamical
degree λdim(M)(h) coincides with the topological degree of h.
We may think of the pth dynamical degree as giving the growth rate of coho-
mology in bidegree (p, p), or volume growth in complex codimension p. The
growth of the iterates on the total cohomology group H∗(M) will be dominated
by the restrictions to H p,p(M) for 1≤ p≤ dim(M).
1.1.2. When h is a regular endomorphism of M, Gromov and Yomdin proved
that the topological entropy htop(h) of h : M→M coincides with the maximum
of the numbers log(λp(h)), 0 ≤ p ≤ dim(M); Dinh and Sibony proved that
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Gromov’s upper bound
htop(h)≤max
p
log(λp(h))
remains valid for dominant meromorphic transformations of compact kähler
manifolds (see [18, 28, 15]). Thus, the dynamical degrees provide an upper
bound for the complexity of the dynamics of h.
One says that h is cohomologically hyperbolic if the dynamical degrees
λp(h) have a unique maximum. Since the function p 7→ log(λp(h)) is concave,
this is equivalent to the condition λp(h) 6= λp+1(h) for all 0 ≤ p ≤ dim(M)−
1 (see [19]). Thus, cohomological hyperbolicity is a kind of non-resonance
condition for dynamical degrees.
Example 1.1. a.– If f is a birational transformation of a projective surface and
λ1( f )> 1, then f is cohomologically hyperbolic.
b.– A paradigmatic example is given by linear endomorphisms of tori. More
specifically, consider an elliptic curve E = C/Λ, a positive integer d, and the
complex torus A = Ed = Cd/Λd . Let B be a d × d matrix with integer en-
tries. Since the linear transformation B : Cd → Cd preserves the lattice Λd ,
it induces an endomorphism fB of A. The number λp( f ) coincides with the
square of the spectral radius of B acting on the space ∧p(Cd). For instance, if
B is diagonalizable (over C), with non-zero eigenvalues α1, . . ., αd , then fB is
cohomologically hyperbolic if and only if the moduli |αi| are pairwise distinct.
Cohomological hyperbolicity has strong dynamical consequences. For in-
stance if either of the following occurs:
• λdim(M)(h)> λp(h) for all p< dim(M), or
• h is an automorphism of a complex projective surface with λ1(h) > 1
(see also [3, 16] for birational transformations),
then h preserves a unique probability measure µh with entropy log(λdim(M)(h))
(resp. log(λ1(h))); in particular, this number is equal to the topological entropy
of h; moreover, isolated periodic points of h of period n equidistribute towards
µh as n goes to +∞, and most of them are repelling (resp. saddle, in the second
case) periodic points. See [19, 14, 9] for this kind of result.
1.2. Low dimensions. In the case of dimension 1, M is a compact Riemann
surface. When the genus is ≥ 2, the automorphism group is finite, and when
the genus is 0 or 1, an automorphism is essentially linear or affine. Thus the
holomorphic dynamics of a single invertible transformation in dimension 1 is
quite simple.
Assume now that M is a compact complex surface. If M carries bimero-
morphic transformations with positive entropy, then M is bimeromorphically
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equivalent to (1) a torus, (2) a K3 surface or an Enriques surface, or (3) the
projective plane (see [9]), and there are strategies to construct examples of au-
tomorphisms with positive entropy in all three cases.
If M is a torus, a K3 surface, or an Enriques surface, then all bimeromorphic
transformations of M are indeed regular and, as such, are automorphisms of the
surface. The so-called Torelli theorem provides a tool to determine the group
of automorphisms of such a surface once the Hodge structure is known, but
this tool is very hard to use in practice for K3 and Enriques surfaces. The case
of 2-dimensional tori is simpler (see [17]): A good example is provided by tori
of the type E×E, where E is an elliptic curve; the group GL2(Z) always acts
by automorphism on such tori.
If M is rational (case (3)), the situation is more delicate: There are many bi-
rational transformations with positive entropy; but deciding whether M carries
automorphisms with positive entropy is a difficult task for which there is no
general strategy.
Concerning integrability, Diller and Favre proved that the existence of an in-
variant fibration is not compatible with positive entropy; Cantat and Favre [10]
showed that if f is an infinite order bimeromorphic transformation of a compact
kähler surface M that preserves a foliation then, up to a bimeromorphic con-
jugacy and finite ramified covers, f comes from a monomial transformation
of the plane or an affine transformation of a torus (two cases for which there
are always invariant foliations). Thus the surfaces which can carry maps with
invariant foliations, as well as the maps themselves, are special and explicit.
1.3. Guedj’s question. If h is a birational transformation of a compact kähler
manifold that is not cohomologically hyperbolic, does it necessarily preserve a
non-trivial fibration or (singular) holomorphic foliation ? (see [19], page 103).
The idea behind this conjecture is that a resonance between dynamical de-
grees should be explained by the existence of an invariant algebraic or analytic
structure. For instance Gizatullin’s Theorem states that a birational transfor-
mation f of a surface S which is not cohomologically hyperbolic preserves a
meromorphic fibration: there is a rational fibration pi : S 99K B and an auto-
morphism f of the curve B such that pi◦ f = f ◦pi (see [13] and the references
therein). We shall prove that Guedj’s question has a negative answer in dimen-
sion 3; the answer is also negative in dimension 2 for non-invertible rational
transformations (see §1.5.3 below).
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1.4. The example.
1.4.1. Let J be the Cremona involution of P3C, defined in homogeneous coor-
dinates by
J : [x0 : x1 : x2 : x3] 7→ [x−10 : x−11 : x−12 : x−13 ].
Given a and c in C\{0}, let L be the projective linear transformation
L : [x0 : x1 : x2 : x3] 7→ [x3 : x0+ax3 : x1 : x2+ cx3].
Let fa,c be the composition L ◦ J. We shall prove that fa,c lifts to a pseudo-
automorphism of a rational threefold Xa,c after a finite sequence of blow-ups of
points if
`a2+(`+1)ac+ `c2 = 0 (1.1)
for some ` > 1. In what follows, fix such parameters (`,a,c), and denote by f
the pseudo-automorphism fa,c : Xa,c 99K Xa,c.
1.4.2. First, we prove that f ∗ is reversible: ( f )∗1 and ( f
−1)∗1 are conjugate
linear transformations of H1,1(Xa,c;R). Since f is a pseudo-automorphism, it
satisfies ( f ∗1 )
−1 = ( f−1)∗1, and we deduce from the reversibility and the duality
between H1,1(Xa,c;R) and H2,2(Xa,c;R) that λ1( f ) = λ2( f ). Thus, f is not
cohomologically hyperbolic. On the other hand, λ1( f )> 1 if ` > 1.
Theorem 1.2. Let ` be an integer ≥ 2. Let f be the birational transforma-
tion L ◦ J, with parameters (a,c) that satisfy Equation (1.1). Then f lifts to a
pseudo-automorphism of a rational threefold Xa,c, obtained from P3C by a finite
sequence of blow-ups of points. Moreover
(1) λ1( f ) = λ2( f )> 1;
(2) f preserves a hypersurface of Xa,c on which it induces a birational
transformation which is not conjugate to an automorphism;
(3) f is not birationally conjugate to an automorphism of a manifold;
(4) Neither f nor any of its iterates f n for n > 0, preserves any (singu-
lar) foliation of dimension 1 or 2; in particular, there is no non-trivial
invariant fibration.
Thus, the same construction gives, indeed, infinitely many examples. New
techniques are required to understand their dynamical behavior more precisely.
For instance, it is not clear whether the cohomological equality λ1( f ) = λ2( f )
forces some dynamical resonance: Does f preserve a unique measure of max-
imal entropy ? Are there unusual equalities between the Lyapunov exponents
of such a measure ? (see [19])
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1.5. Comments.
1.5.1. If X is the iterated blow-up of P3 along a finite sequence of points, then
by Truong’s Theorem [26] (see also [1]) every automorphism has dynamical
degree 1 and thus entropy zero. Thus, the best one could hope is to construct
pseudo-automorphisms.
1.5.2. In the second appendix, we discuss the existence of invariant fibrations
for automorphisms of tori of dimension 3. These results are also part of the
work on tori [25], carried out independently by Oguiso and Truong. In addi-
tion, [24] constructs a rational threefold which carries an automorphism with
positive entropy, but which does not have an invariant fibration. However, this
automorphism is constructed from a torus automorphism and thus has an in-
variant foliation.
1.5.3. Kaschner, Pérez, and Roeder found recently a rational transformation f
of the projective plane P2(C) with dynamical degrees λ2( f ) = λ1( f ) that does
not preserve any foliation [20]. Thus, Guedj’s question has a negative answer
for non-invertible maps in dimension 2, and for invertible maps in dimension
3, and a positive answer for invertible maps in dimension 2.
1.5.4. This paper is an expanded version of [6], in which the pseudo-automor-
phisms fa,c where constructed, their dynamical degrees were computed, and
the non-existence of invariant fibration was proved.
See also [2] for related constructions of pseudo-automorphisms.
1.5.5. Let f = L ◦ J be the composition of a projective linear transformation
L of P3 with J. The birational involution J has exceptional hyperplanes Σk =
{xk = 0}, 0 ≤ k ≤ 3, and f maps Σk to the k-th column of L. The condition
for f to be a pseudo-automorphism is, loosely speaking, the condition that
the forward orbit of each Σk lands on one of the points of indeterminacy e j.
Such maps are called elementary in [5]. When such an elementary map lifts
to a pseudo-automorphism, the form of f ∗X is described explicitly in [5], from
which it satisfies the hypotheses of Lemma 2.1 and thus λ1( f ) = λ2( f ).
While the condition that all the f -orbits of the Σk land on points of inde-
terminacy is easily stated, it poses a system of equations that is hard to solve
computationally. In [2], the computational difficulties are circumvented by re-
quiring that f preserves a curve C and by using the restriction f|C. While this
reduction allows to find solutions, the solutions that are found are quite special.
In the present paper, the maps L ◦ J that satisfy condition ` do not belong
to any of the families constructed in [2], but they have a similar motivation.
Among the various solutions we found, the L given above seems to be the
easiest to work with.
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2. PSEUDO-AUTOMORPHISMS : CONSTRUCTION
2.1. Pseudo-automorphisms in dimension 3. Let M be a smooth complex
projective variety of dimension 3. Let f be a birational transformation of M.
The indeterminacy locus Ind( f ) is a Zariski closed subset of M of dimension
≤ 1 (it may have components of dimension 0 and of dimension 1). One says
that an irreducible subvariety V of M is exceptional for f if V is not contained
in Ind( f ) and
dim( f (V \ Ind( f )))< dim(V ).
Let p be a point of V \ Ind( f ). Using local coordinates near p and f (p), V
is exceptional if and only if it is contained in the zero locus of the jacobian
determinant of f . Thus, the union Exc( f ) of the exceptional subvarieties is
either empty or a subvariety of M of codimension 1.
One says that f is a pseudo-automorphism if Exc( f ) and Exc( f−1) are
both empty. All pseudo-automorphisms share the following nice properties
(see [4]):
• Ind( f ) and Ind( f−1) do not contain isolated points (all their compo-
nents have dimension 1);
• ( f ∗)np = ( f n)∗p for all 0≤ p≤ 3 and for all integers n ∈ Z;
• in particular ( f ∗)−1p = ( f−1)∗p.
Lemma 2.1. Let f be a pseudo-automorphism of a smooth complex projec-
tive threefold M. If f ∗1 and ( f
∗)−11 are conjugate linear transformations of
H1,1(M;C) then λ1( f ) = λ2( f ).
Proof. Since f ∗1 and ( f
−1
2 )
∗ are conjugate linear operators with respect to the
intersection pairing, i.e.
f ∗1 (v) ·w = v · ( f ∗2 )−1(w) ∀(u,v) ∈ H1,1(M;R)×H2,2(M;R),
one gets λ1( f ) = λ2( f−1). If f ∗1 is conjugate to its inverse, one has λ1( f ) =
λ1( f−1). The conclusion follows. 
2.2. A family of examples.
2.2.1. Definition. As explained in Section 1.4.1, we consider the birational
transformations f = L ◦ J : P3C 99K P3C with
J : [x0 : x1 : x2 : x3] 7→ [x−10 : x−11 : x−12 : x−13 ],
L : [x0 : x1 : x2 : x3] 7→ [x3 : x0+ax3 : x1 : x2+ cx3].
Here, a and c are non-zero complex parameters. The inverse of L is the projec-
tive linear transformation
L−1 : [x0 : x1 : x2 : x3] 7→ [x1−ax0 : x2 : x3− cx0 : x0].
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2.2.2. Geometry of J. The indeterminacy locus Ind(J) is the union of the six
edges
Σi, j = {xi = x j = 0} ⊂ P3C
of the tetrahedron ∆ = {x0x1x2x3 = 0}. The exceptional locus Exc(J) is the
union of the four faces
Σi = {xi = 0};
each plane Σi is mapped to the opposite vertex
ei = {xl = 0,∀l 6= i}.
Since J is an involution, it blows up each ei to the opposite face Σi.
To describe how J acts on a neighborhood of an edge of ∆, consider the
edge Σ0,1. The family of hyperplanes of P3 containing the line Σ0,1 is the
family {sx0 = tx1}. It is globally invariant under the action of J: The plane
{sx0 = tx1} is transformed into the plane {tx0 = sx1}; in particular, the plane
Π= {x0 = x1} is invariant.
On Π, J acts as a standard quadratic involution of P2, mapping [x1 : x1 :
x2 : x3] to [x2x3 : x2x3 : x3x1 : x1x2]; the line Σ0,1 ⊂ Π is mapped to the point
[1 : 1 : 0 : 0] and the family of lines {s′x2 = t ′x3} is globally invariant. The
action of J from Πs,t = {sx0 = tx1} to Πt,s = {tx0 = sx1} is similar. Thus,
locally, J transforms the family of planes Πs,t containing Σ0,1 to the family of
planes Πt,s transverse to Σ2,3.
Another way to describe the same picture is as follows. Blow-up the line
Σ0,1. The exceptional divisor E is a product P1×P1 and the blow-down map pi
contracts the fibers {?}×P1 of the first projection. The strict transform of the
pencil of planes Πs,t intersect E on the family of horizontal curves P1×{?} ⊂
E. Similarly, the fibers of pi can be identified to the intersection of E with the
strict transforms of the planes {s′x2 = t ′x3}. Then, J ◦pi maps E onto Σ2,3: It
contracts the horizontal curves P1×{?} to Σ2,3.
2.2.3. Back to f . Since L is an automorphism, Ind( f ) and Exc( f ) coincide
with Ind(J) and Exc(J). On the other hand, Ind( f−1) and Exc( f−1) are respec-
tively equal to L(Ind(J)) and L(Exc(J)); these sets correspond to the edges and
faces of the tetrahedron L(∆) = {x3(x0+ax3)x1(x2+ cx3) = 0}.
The images of the four planes Σi under the action of f are the vertices of the
tetrahedron L(∆); more precisely,
f (Σ′0) = e1, f (Σ
′
1) = e2, f (Σ
′
2) = e3, and f (Σ
′
3) = p1,
where
p1 = [1 : a : 0 : c]
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FIGURE 1. ACTION OF J
and f (Σ′i) stands for f (Σi \ Ind( f )). Since J blows up ei to Σi, f blows up ei to
L(Σi), i.e.
f : e0 {x1 = ax0}, e1 Σ2, e2 {x3 = cx0}, e3 Σ0.
2.2.4. An intermediate threefold Y . Blowing up the projective space P3C at the
three points e1, e2, and e3, we get a rational threefold Y , together with a bira-
tional morphism pi : Y → P3C. We denote by EY1 , EY2 , EY3 the three exceptional
divisors: Each EYj is blown down to ei by pi. Then, we lift f to a birational
transformation fY := pi−1 ◦ f ◦pi of Y .
Denote by ΣYj the strict transform of Σ j inside Y . It is easily verified that fY
induces a birational transformation from ΣYj to EYj+1 for j = 0, 1, 2, and that fY
blows down ΣY3 onto the point pi
−1(p1). Similarly, fY maps each exceptional
divisor EYj , 1≤ j ≤ 3, onto the strict transform of the plane L(Σ j) birationally.
Thus, the exceptional locus of fY coincides with ΣY3 . Moreover fY preserves
the divisor
ΓY := ΣY0 ∪EY1 ∪ΣY2 ∪EY3 ,
permuting the four irreducible components as follows;
ΣY0 99K EY1 99K ΣY2 99K EY3 99K ΣY0 .
2.2.5. An invariant cycle of curves contained in ΓY . Let us consider the re-
striction of fY to the invariant divisor ΓY . We define four curves βi ⊂ Y as
follows.
β0 is the strict transform of Σ0∩{ax1 = cx3},
β1 is the strict transform of EY1 ∩{ax0 = cx2},
β2 is the strict transform of Σ2∩{cx1 = ax3},
β3 is the strict transform of EY3 ∩{cx0 = ax2}.
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The curve β2 is the (strict transform) of the line through e0 and p1. An explicit
computation shows that fY |ΓY permutes the βi cyclically. Moreover, none of
these curves is contained in Ind( fY ).
Example 2.2. To describe the kind of calculation that leads to this remark,
consider the curve β2. It can be parametrized by t ∈ P1C 7→ pi−1 ◦η(t) where
η(t) = [1 : t : 0 : ct/a].
In P3C, the point f ◦η(t) coincides with e3. In local coordinates near EY3 , the
blow down map pi may be written as (s,u1,u2) 7→ [s : su1 : su2 : 1]. In these
coordinates, the equation that determines β3, namely cx0 = ax2, corresponds to
the equation c = au2 (once one divides both sides by s). Then, one shows that
fY ◦pi−1 ◦η(t) corresponds to (0,(a2+ ct)/a,c/a) when t 6= 0. This is a point
of β3.
2.2.6. The `-condition. The exceptional locus ΣY3 of fY is blown down to the
point p1⊂ β2⊂ ΣY2 . The forward orbit of this point is contained in the invariant
cycle of curves β0∪β1∪β2∪β3, until it reaches an indeterminacy point of fY
(this may never occur, depending on the values of the parameters a and c). We
define the sequence (pk) inductively by pk+1 = f kY (pk) for all k ≥ 1 such that
p1, . . ., pk does not intersect Ind( fY ). If pk is well defined, one says that the
(forward) orbit of p1 is well defined up to time k−1. For instance, the orbit of
p1 is well defined up to time 1 if p1 is not a point of indeterminacy of fY .
Given an integer `≥ 0, consider the following two steps condition
• the orbit of p1 is well defined up to time 4`,
• f 4`Y (p1) = e0.
This condition is referred to as the `-condition in what follows. The `-condition
is just a precise formulation of f kY (p1) = e0 for some k > 0, taking into ac-
count indeterminacy problems and the fact that k must be of the form 4` for
some `≥ 0.
Since p1 is not equal to e0, the 0-condition is never satisfied.
The curve β2 is parametrized by t ∈ P1C 7→ pi−1 ◦η(t) where
η(t) = [1 : t : 0 : ct/a].
The point p1 corresponds to the parameter t = a, while e0 corresponds to t = 0.
An explicit computation, similar to the one described in Example 2.2, shows
that the restriction of f 4Y to β2 is induced by the following translation of the t
variable:
h : t 7→ t+ a
2+ c2+ac
c
.
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Lemma 2.3. The parameters (a,c) ∈ C∗×C∗ satisfy the `-condition if and
only if
`a2+(`+1)ac+ `c2 = 0. (2.1)
Proof. The ` condition means that f 4`Y (p1) = e0; this is equivalent to h
`(a) = 0,
hence to `a2+(`+1)ac+ `c2 = 0. The only thing that remains to be shown is
that the orbit of p1 is well defined up to time 4` if the parameters (a,c) satisfy
Equation (2.1).
For this purpose, let us come back to the computation done in Example 2.2.
One sees that the point of β2 corresponding to the parameter t 6= 0 is mapped
to the point of β3 with coordinates (s,u1,u2) = (0,(a2 + ct)/a,c/a). Thus, if
t 6= 0 (i.e. η(t) 6= e0), the image is not an indeterminacy point of fY . Hence, if
hk(p1) 6= e0 then fY (hk(p1)) is not an indeterminacy point of fY .
A similar computation along β3, β0, and β1 concludes the proof. 
Remark 2.4. Assume that (a,c) satisfies the `-condition. Then α = a/c is a
root of `α2+(`+1)α+ `. The discriminant of this quadratic polynomial is
δ` = (`+1)2−4`2 =−3`2+2`+1.
It is positive for `= 0, vanishes for `= 1, and is negative for `≥ 2. Thus, a/c
is not a real number if `≥ 2.
2.2.7. The threefold X. Assume that the `-condition is satisfied, and blow up
the points p1, p2, . . ., p4`, and p4`+1 = e0. This defines a new rational threefold
X together with a birational morphism τ : X → Y . The exceptional divisor are
denoted by P1, . . ., P4` and P4`+1. We shall also use the notation E0 for the
divisor P4`+1 because p4`+1 = e0. By construction, one gets:
Proposition 2.5. Let ` be a positive integer and (a,c) be a pair of non-zero
complex numbers that satisfies the `-condition. Then, the birational trans-
formation fY lifts to a pseudo-automorphism fX = τ−1 ◦ f ◦ τ of the smooth
rational variety X.
2.2.8. Action of fX on Pic(X). One denotes by ΣXi the strict transform of ΣYi
in X . Then, by definition,
• Ei, 1≤ i≤ 3, is the strict transform of EYi in X ;
• Eˆ1 and Eˆ3 are the total transforms of EY1 and EY3 respectively. As divi-
sors, they are equal to
Eˆ1 = E1+P4+P8+ . . .+P4`
Eˆ3 = E3+P2+P6+ . . .+P4`−2.
Let H be the total transform of a hyperplane of P3C under pi ◦ τ. Then, the
classes of H, Eˆ1, E2, Eˆ3, and the Pj, 4`+ 1 ≥ j ≥ 1, determine a basis of
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Pic(X). We denote by Γ ⊂ X the strict transform of ΓY : the divisor Γ is the
sum ΣX0 +E1+Σ
X
2 +E3.
Proposition 2.6. The linear transformations f ∗X and ( f
−1
X )
∗ of Pic(X) are given
by
( fX)∗ :

[H] 7→ 3[H]−2[Eˆ1]−2[E2]−2[Eˆ3]−2[P4`+1]
[Eˆ1] 7→ [H]− [Eˆ1]− [E2]− [Eˆ3]
[E2] 7→ [H]− [E2]− [Eˆ3]− [P4`+1]
[Eˆ3] 7→ [H]− [Eˆ1]− [Eˆ3]− [P4`+1]
[Pj] 7→ [Pj−1] 2≤ j ≤ 4`+1
[P1] 7→ [H]− [Eˆ1]− [E2]− [P4`+1]
and
( f−1X )
∗ :

[H] 7→ 3[H]−2[Eˆ1]−2[E2]−2[Eˆ3]−2[P1]
[Eˆ1] 7→ [H]− [Eˆ1]− [Eˆ3]− [P1]
[E2] 7→ [H]− [Eˆ1]− [E2]− [P1]
[Eˆ3] 7→ [H]− [Eˆ1]− [E2]− [Eˆ3]
[Pj] 7→ [Pj+1] 1≤ j ≤ 4`
[P4`+1] 7→ [H]− [E2]− [Eˆ3]− [P1]
Proof. Let us start with the basis of Pic(X) consisting of [H], the [E j]’s and the
[Pk]’s, which are the prime blow-up divisors. Let B be a divisor corresponding
to one of these basis elements. Since fX is a pseudo-automorphism, f−1X will
be a local diffeomorphism in a neighborhood of the generic point of B. Thus
f−1X B will be an irreducible hypersurface, and we will have f
∗
X [B] = [ f
−1
X B]. It
now remains to express the divisor [ f−1X B] in terms of our basis.
There are two cases. First, suppose that f−1X B lies over a point p ∈ P3. Then
it will be one of the basis divisors B′, and we have [ f−1X B] = [B
′].
The other case is that f−1X B projects to an irreducible hypersurface pi( f
−1
X B)⊂
P3 of some degree δ. We will then have [ f−1X B] = δ[H]−∑µS[S], where the
sum is taken over all basis elements [S] which project to a point of pi( f−1X B).
The multiplicities µS will be nonnegative integers, which remain to be deter-
mined. The procedure of determining the multiplicity is relatively routine; an
example is given in the Appendix I.
This then gives f ∗X in terms of the basis described in the first line of the proof.
We now change basis, replacing [E j] by [Eˆ j], and find the formula above. 
Corollary 2.7. If the `-condition is satisfied, then:
(1) The characteristic polynomials of f ∗X and ( f
−1
X )
∗ are both equal to
χ`(x) = x4`+1(x4− x2− x−1)+ x4+ x3+ x2−1.
(2) The factor (x4−1) divides χ`(x), and x = 1 is a simple root of χ`.
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(3) λ1( f ) = λ2( f ) = 1 if `= 1, and λ1( f ) = λ2( f )> 1 is a Salem number
if `≥ 2.
In particular, the pseudo-automorphism fX is not cohomologically hyperbolic.
Proof. The characteristic polynomial is easily obtained from the previous propo-
sition. It is divisible by (x+1), and
χ`(x)
x+1
= x4`+1T (x)− x3T (x−1)
with T (x) = x3− x2− 1. The cubic polynomial T has one real root αT > 1
and two complex conjugate roots of modulus < 1. Thus, αT ' 1.46 is a Pisot
number of degree 3. This implies that (i) the largest root of χ` is a Salem
number λ` as soon as 4`+1> 2αT+1αT−1 ' 10.7, hence as soon as `≥ 3, and that
(ii) λ` converges towards αT when ` goes to +∞. (see [7], Theorem 1.1.1, page
16)
For `= 2, one checks directly that λ` is a Salem number of degree 8, solution
of the equation x8− x7− x5+ x4− x3− x+1 = 0. 
2.2.9. Invariant hypersurfaces. In Pic(X), the eigenspace of f ∗X for the eigen-
value 1 coincides with the line generated by the class of Γ, i.e. by
[Γ] = 2H− Eˆ1−E2− Eˆ3−P4`+1− . . .−P1.
It follows that if S⊂ P3 is an f -invariant hypersurface and P is a homogeneous
equation of S, then P is a polynomial of degree 2m, for some m > 0, and van-
ishes with multiplicity m at each ei; moreover, the f -invariance is equivalent
to
P◦F = λ(Jac(F))mP
for some λ ∈ C∗, where F is the lift of f to C4 defined by
F(x0,x1,x2,x3) = (x0x1x2, x1x2x3+ax0x1x2, x0x2x3, x0x1x3+ cx0x1x2).
and Jac(F) = x0x1x2x3 is its jacobian determinant.
The class [Γ] coincides with −(1/2)[KX ], where KX is the canonical divisor.
Consider, on the projective space P3C, the rational volume form
Ω := d
(
1
x0
)
∧dx1∧d
(
1
x2
)
.
This form does not vanish, and its poles are the two faces Σ0 and Σ2 of the
tetrahedron ∆. Moreover, L∗Ω= dx2∧dx0∧d(1/x1). Hence,
f ∗Ω=Ω.
DefiningΩX = τ∗(pi∗(Ω)), one gets a rational section of KX with poles along
Γ (of multiplicity 2) and no zeros.
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Remark 2.8. Let M be a smooth projective variety and f be a pseudo-auto-
morphism of M. Since the Jacobian determinant of f does not vanish on the
complement of Ind( f ), the linear operator f ∗ preserves the canonical class.
3. BEHAVIOR ON THE INVARIANT SURFACE
3.1. The action of fX on Γ. Let g be the restriction of f 4 to the invariant plane
Σ0. In coordinates, we have
g : [x1 : x2 : x3] 7→ [(cx1x2+ x1x3+ cx2x3)× (cx1x2+ x1x3+ax2x3+ cx2x3)
: x2x3× (cx1x2+ x1x3+ cx2x3)
: x3× (ax2+ cx2+ x3)× (cx1x2+ x1x3+ax2x3+ cx2x3)]
Hence
g[x1 : x2 : x3] = [Q(Q+ax2x3) : x2x3Q : x3(x3+(a+ c)x2)(Q+ax2x3)]
where Q denotes the quadratic polynomial function Q = cx1x2+ x1x3+ cx2x3.
In particular, the degree of g is 4 (i.e., the pre-image of a line is a curve of
degree 4).
The inverse of g is the birational map
g−1 : [x1 : x2 : x3] 7→ [x1(x1− (a+ c)x2)(N− cx1x2) : x1x2N : N(N− cx1x2)]
with N = x1x3−ax2x3−ax1x2.
3.1.1. Exceptional locus. The exceptional locus Exc(g)⊂ Σ0 is the union of 4
curves L1, L2, L3, and L4, defined as follows:
• L1 is the line {x3 = 0} through the two points e1 and e2; hence L1 = Σ03
is an edge of the tetrahedron ∆; its image under the action of g is e1.
• L2 is the line {cx2 + x3 = 0}; it is mapped onto the point p3 = [1 :
(a+ c)−1 : a/c] (this point is on β0 and is the image of p1 by f 2Y ).
• L3 is the conic {cx1x2+ x1x3+ cx2x3 = 0}; its image is the point e3.
• L4 is the conic {cx1x2+ x1x3+ cx2x3+ax2x3 = 0}; its image is e2 (the
intersection point of β0 and L1 = Σ03).
Remark 3.1. In affine coordinates (x2,x3) near the point e1 = [1 : 0 : 0], the
equations of L2, L3, L4 have the same 1-jet cx2+x3. This means that their strict
transforms intersect the blow-up E1 of e1 at the same point.
3.1.2. Indeterminacies. The indeterminacy locus of g is
Ind(g) = {e1,e2,e3, p4`−1},
with p4`−1 = [c(a+ c) : −a : a(a+ c)]. These points are equal to the strict
transforms of {N = 0}, {N− cx1x2 = 0}, {x1 = 0}, and {x1 = ax2} under the
action of g−1.
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3.1.3. The surface W. Let us blow up Γ at the `+ 3 points e1, e2, e3 and p3,
p7, p11, ..., up to p4`−1. We obtain a new surface W , together with a birational
morphism ε : W → Σ0. We denote by Ei the exceptional divisor above ei, for
1 ≤ i ≤ 3, and by Fj the exceptional divisor above p4 j−1, for 1 ≤ j ≤ `. The
transformation g lifts to a birational transformation gW of W , which acts as
follows on these curves:
• gW maps E1 onto E1 and E3 onto E3;
• it maps L1 to a point of E1, and L3 to a point of E3. Moreover, the
forward orbit of these points form a sequence of points of E1 (resp. E3)
that do not intersect Ind(gW ).
• gW maps L4 onto E2 and then E2 onto the strict transform of the conic
{ax1x2+ cx1x2− x1x3+ax2x3 = 0}.
• it maps L2 onto F1, then onto F2, ... , onto F` and then onto the strict
transform of the line {ax2− x1 = 0}.
Proof. Let us prove the two assertions concerning E1 and L1; the remaining
ones are proved along similar lines.
There are local coordinates (u,v) near E1 such that ε(u,v) = [1 : u : uv], with
E1 = {u = 0}. In these coordinates, g◦ ε(u,v) is equal to[
1 :
uv
c+ v+ cuv+auv
:
uv
c+ v+ cuv+auv
(a+ c+ v)(c+ v+ cu+auv)
c+ v+ cuv
]
.
This implies that gW maps E1 onto E1, as mentioned above, transforming the
v-coordinate into v′ = v+(a+ c). There is a unique indeterminacy point of
gW on the curve E1; it corresponds to the coordinates (u,v) = (0,−c), and
coincides with the common intersection point of E1 with the strict transforms
of the curves L2, L3, L4 ⊂ Exc(g) (see Remark 3.1). The strict transform of the
line L1 intersects E1 at the point (u,v) = (0,0); at that point, gW is regular, and
behaves like (u,v) 7→ (uv/c+h.o.t.,uv(a+ c)/c+h.o.t.).
Moreover, g[x1 : x2 : x3] is equal to[
1 :
x2x3
Q+ax2x3
:
x3((a+ c)x2+ x3)
Q
]
where Q = cx1x2 + x1x3 + cx2x3. This means that pi−1 ◦ g maps the point [x1 :
x2 : x3] to the point (u,v) with
u =
x2x3
Q+ax2x3
, v =
((a+ c)x2+ x3)(Q+ax2x3)
x2Q
.
Parametrizing the line L1 by [s : t : 0], with [s : t] in the projective line, we obtain
Q(s, t,0) = cst and
u = 0, v =
((a+ c)x2+ x3)(Q+ax2x3)
x2Q
=
(a+ c)t
t
= a+ c.
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This means that the strict transform L′1 is mapped onto the point (u,v) = (0,a+
c) of E1. Then, its orbit is contained in E1 and corresponds to the infinite
sequence of points with coordinates vn = n(a+ c), n≥ 1.
Since (a,c) satisfies the `-condition, we have `a2 +(`+ 1)ac+ `c2 = 0; in
particular, a/c is not a real number (see Remark 2.4). If, for some n > 0, vn
coincides with the unique indeterminacy point {v=−c}, then na+(n+1)c= 0
and a/c is the rational number −(n+1)/n. Thus, gW is well defined all along
the positive orbit (vn). This means that none of the points gnW (L
′
1), n ≥ 1, is
indeterminate; thus, if algebraic stability fails for gW , this is not because L′1 is
eventually mapped to an indeterminacy point. 
Similarly, one proves that g−1W preserves the curve E1, acts by a translation
v 7→ v− (a+ c) on E1, and has a unique indeterminacy point on E1, namely
v = a+ c. In particular, the backward orbit of the curve L1 is a sequence of
curves that intersect E1 along the points of parameters−n(a+c). This implies,
that the curves gn(L1), n ≥ 1 are pairwise distinct, and that none of them is
contained in Ind( f±k), k ≤ 4.
3.1.4. Action on Pic(W ). Recall that a birational transformation h of a surface
Z is algebraically stable if (h∗)n = (hn)∗ on Pic(Z) for all integer n or, equiv-
alently, hn does not contract a curve of Exc(h) on an indeterminacy point of h
for all n≥ 1 (see [13]).
To describe the action of gW on the Picard group of W , we make use of the
basis given by the class L of (the total transform of) a line, and the classes of
the exceptional divisors Ei and Fj. We denote by L′i the strict transform of Li
in W . From the previous description of the action of gW , and similar properties
for g−1W , one gets the following lemma.
Lemma 3.2. The transformation gW : W 99KW is algebraically stable. Its
action on Pic(W ) is given by
(gW )∗ :

[L] 7→ 4[L]−2[E1]−2[E2]− [E3]− [F` ]
[E1] 7→ [L′1]+ [E1] = [L]− [E2]
[E2] 7→ [L′4] = 2[L]− [E1]− [E2]− [E3]
[E3] 7→ [L′3]+ [E3] = 2[L]− [E1]− [E2]− [F` ]
[Fj] 7→ [Fj−1], for `≥ j ≥ 2
[F1] 7→ [L′2] = [L]− [E1]
3.1.5. gW -invariant curves. The eigenspace of (gW )∗ with eigenvalue 1 is span-
ned by [Σ0,2] = [L]− [E1]− [E3] and [β0] = [L]− [E2]−∑`j=1[Fj]. The indeter-
minacy locus of g−1W is {eˆ1 = gW (L′1) ∈ E1, eˆ3 = gW (L′3) ∈ E3}. It follows that
if C is gW -invariant, then
(gW )∗[C] = [C]+κ1[L′1]+κ3[L
′
3]
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where κ1,κ2 are the multiplicities of eˆ1 and eˆ3 in C. From the above equation,
we see that there is a solution if and only if κ1+κ3 = 0. Since both κ1 and κ3
are non-negative integers, we have κ1 = κ3 = 0 and [C] = m1[Σ0,2] +m2[β0];
therefore
[C].[Σ0,2] = m2−m1 and [C].[β0] = m1− `m2.
If none of the irreducible components of C is equal to Σ0,2 or β0, we have
m2 ≥ m1 ≥ `m2, and we get a contradiction with ` ≥ 2. Thus, we obtain the
following lemma.
Lemma 3.3. Any gW -invariant curve C is contained in Σ0,2∪β0.
3.1.6. Dynamical degree. Assuming, as above, that (a,c) satisfies the `-condition,
one gets the following description of the characteristic polynomial of g∗W .
Proposition 3.4. The dynamical degree λ1(g) of g = f 4Σ0 is the largest root of
the polynomial
x`− x`−1− x`−2− . . .− x−1.
If `= 1, then λ1(gW ) = 1 and the degree growth of g is linear. If `≥ 2 then
λ1(gW )> 1 is a Pisot number.
In both cases, gW and its iterates gnW , n 6= 0, are not birationally conjugate
to an automorphism of a rational surface.
Proof. Since gW is algebraically stable, its dynamical degree is equal to the
largest root of the characteristic polynomial of g∗W . From Lemma 3.2 we see
that the characteristic polynomial is
x2(x−1)2(x`− x`−1− x`−2− . . .− x−1).
If ` = 1, the roots of this polynomial are equal to 0 or 1; hence, λ1(g) = 1.
Moreover, the matrix of g∗W contains a Jordan block of size 2 with eigenvalue
1; it follows that the sequence ‖ (gnW )∗ ‖ grows linearly with n. Hence, gW is
conjugate to a Jonquières transformation and neither gW nor any iterate gnW ,
n 6= 0, is conjugate to an automorphism (see [13]).
If `≥ 2, the unique eigenvalue λ` > 1 is a root of
χg(t) = x`− x`−1− x`−2− . . .− x−1
This is not a reciprocal polynomial. Hence g is not conjugate to an automor-
phism. Indeed, if h is an automorphism of a projective surface Z, then h∗
preserves the intersection form and the ample cone on the Néron-Severi group;
since this intersection form is non-degenerate, of signature (1,m), the charac-
teristic polynomial of h∗ is a reciprocal polynomial.
More precisely, if ` ≥ 3, then λ` is a Pisot number of degree ≥ 3. As such,
all its powers λn` , n≥ 1, are Pisot numbers of degree ≥ 3. Hence, they are not
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Salem or quadratic integer and, as such, cannot be the dynamical degree of an
automorphism.
If `= 2, then λ2 = (1+
√
5)/2 is the golden mean and λ22 = (3+
√
5)/2 is re-
ciprocal. Thus, a priori, g2 could be birationally conjugate to an automorphism.
On the other hand, the eigenvectors of g∗W corresponding to the eigenvalue λ2
are all proportional to
u := (2+
√
5)[L]− (3/2+
√
5/2)[E1]− (1/2+
√
5/2)[E2+E3+F2]− [F1],
and one verifies that u ·u> 0. This implies that gnW is not birationally conjugate
to an automorphism for any n 6= 0 (see [13], Theorem 0.4). 
Corollary 3.5. No iterate f nX , n 6= 0, of the pseudo-automorphism fX of X is
conjugate, by any birational transformation ϕ : Z 99K X, to an automorphism
of a smooth rational threefold Z.
Proof. Since gn is not birationally conjugate to an automorphism, Corollary
1.6 of [4] shows that f 4n is not birationally conjugate to an automorphism. 
3.1.7. No g-invariant foliation.
Theorem 3.6. The surface W does not carry any gk-invariant foliation of di-
mension 1 if k 6= 0.
Proof. We refer to Section 4.1 for the definitions concerning foliations, and
their invariance under the action of a birational mapping. Assume that a non-
trivial iterate of g preserves a foliation F .
Since ` ≥ 2, we know that λ1(g) > 1. The classification theorem obtained
by Cantat and Favre (see [10]) implies that a non-trivial iterate gm is conjugate
to one of the following:
(a) a monomial transformation (x,y) 7→ (xayb,xcyd) where a, b, c, and d
are the coefficients of an element of GL2(Z);
(a’) a quotient of case (a) by the involution (x,y) 7→ (x−1,y−1);
(b) a Kummer example, i.e. an automorphism h of a rational surface which
"comes from" a linear automorphism of a torus C2/Λ after a finite
cover and a contraction of finitely many invariant exceptional divisors.
In cases (a) and (a’), the dynamical degree is a quadratic integer. In case (b),
gm would be conjugate to an automorphism. Thus, Proposition 3.4 provides a
contradiction when `≥ 3.
Now let us consider the case ` = 2. We have seen that g is not conjugate to
an automorphism, so we need to consider only cases (a) and (a’); we assume
that property (a) is satisfied: There exists a monomial map M : P2 99K P2 and
a conjugacy ψ : P2→W such ψ ◦M = gm ◦ψ. (case (a’) is dealt with similar
arguments). Since ` = 2, the dynamical degree λ1(g) is the golden mean µ =
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(1+
√
5)/2. This implies that M is a hyperbolic element of GL2(Z): its spectral
radius λM is a quadratic integer > 1; this the dynamical degree is invariant
under conjugacy, and λM is the dynamical degree of M, one gets λM = µm.
If q is a periodic point of M of period k, the eigenvalues of the differential
D(Mk)q has two eigenvalues, µ1 = ±µmk and µ2 = ±(µ′)mk, with µ′ = (1−√
5)/2. In particular, these eigenvalues are not equal to 1; more precisely
µn11 /µ
n2
2 6= 1 for all pairs of positive integers (n1,n2). We shall use this property
to derive a contradiction. For this, we start by an easy observation about blow-
ups.
Suppose that p is a fixed point of a local surface diffeomorphism h. Sup-
pose that (X1,X2) is local coordinate system with p = X1∩X2 and that Dhp is
diagonal, with multiplier µ j along the X j-axis.
Lemma 3.7. Let Z denote the space obtained by blowing up the point p, and
let Ep denote the exceptional blow-up divisor. Then h lifts to a diffeomorphism
hˆ of a neighborhood of Ep inside Z, Ep∩X j is a fixed point of hˆ, and the local
multpliers at this point are µ j and µi/µ j, where i 6= j.
Blow up one of the fixed points of Ep∩X j. Continue this way and blow up
fixed points over p several times. Again let hˆ denote the resulting diffeomor-
phism. If E ′ and E ′′ are exceptional blow-up divisors, the intersection points
of the form E ′ ∩E ′′ will be fixed by hˆ. The following is an easy observation
about the induced maps on blowups:
Lemma 3.8. The diffeomorphism hˆ fixes the blow-up divisors E ′ and E ′′. The
multipliers of hˆ at E ′∩E ′′ are of the form µnii /µ
n j
j for positive integers n1,n2. If
the multiplier at the fixed point(s) of the restricted map hˆ|E ′ is not equal to 1,
then hˆ|E ′ has exactly two fixed points.
Now to continue the proof of the Theorem, we recall that the only invariant
curves of gm are Σ0,2 and β0. The curve Σ0,2 consists of fixed points, all of
which are parabolic; and the only fixed point on β0 is β0∩Σ0,2. Let ϕ denote
ψ−1. Two cases may occur.
First, assume that ϕ is biregular from a neighborhood U of a point p ∈ Σ0,2
to a neighborhood V of the point q = ϕ(p); changing p into a nearby point
if necessary, we can assume that p and q are not indeterminacy points of gm
and M. Then, q is a fixed point of M, and Dϕp conjugates Dgmp to DMq; this
contradicts the fact that p is a parabolic fixed point of gm while all fixed points
of M are saddle points.
The alternative is that ϕ blows down Σ0,2 to an indeterminacy point q of ψ.
Let ε : Z→ P2 be a sequence of blow-ups of points above q such that ψ ◦ ε is
regular in a neighborhood of ε−1(q). Denote by Mˆ the transformation ε−1 ◦
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M ◦ ε of the surface Z. Let C be an irreducible component of the exceptional
divisor of ε which is mapped to Σ0,2 by ψ ◦ ε. Then, ψ ◦ ε is biregular in a
neighborhood of the generic point of C. If q is not an indeterminacy point of
M, one gets a contradiction because ψ ◦ ε should conjugate gm to Mˆ and, by
Lemma 3.7, Mˆ has no parabolic fixed point on C. If q is an indeterminacy
point of M, one easily verifies that C cannot be Mˆ-invariant, because M is a
hyperbolic monomial mapping. Again, one gets a contradiction.
Case (a’) is dealt with similarly. 
4. NO INVARIANT FOLIATIONS: FOLIATIONS BY CURVES
In this section we prove that the non-trivial iterates of fX do not preserve any
foliation of X of dimension 1.
4.1. Invariant foliations. Let M be a complex projective variety. A foliation
F of dimension 1 on M is given by an open cover {Ui} of M and holomorphic
vector fields Vi on each Ui such that
(i) on the intersections Ui∩U j, the vector fields Vi and Vj determine the
same tangent directions: There is a holomorphic function αi, j : Ui ∩
U j→ C∗ such that
Vi = αi, jVj.
(the functions αi, j form a cocycle, i.e. an element of the Cech coho-
mology group H1(M,O∗M))
(ii) the vector fields do not vanish in codimension 1; in other words, the
singular locus Sing(F ) of the foliation, which is the set of points lo-
cally defined by the equation Vi = 0, has codimension ≥ 2.
The local leaves of F are defined in Ui \Sing(F ) by integration of the vector
field Vi; property (i) shows that they glue together to define the global leaves
of F (in the complement of Sing(F )). An algebraic curve C ⊂M is called an
algebraic leaf if the defining vector fields Vi are tangent to C; thus, an algebraic
leaf may include singularities of F and it may even be contained in the singular
locus of F .
If the second assumption is not satisfied, one can divide each Vi by a local
equation fi of the codimension 1 part of Sing(F ); one then gets a new family
of vector fields V ′i and a new cocyle αi, j( f j/ fi), but the leaves of F remain
locally the same (see below).
Let f be a birational transformation of M. One says that f preserves the
foliation F if f maps local leaves to local leaves. More precisely, for x in
Ui \ Ind( f ) and U j an open set that contains f (x), one wants D fx(Vi(x)) to be
proportional to Vj( f (x)). According to property (i), this does not depend on
the choices of the open sets Ui and U j.
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4.2. Action of J on foliations. Recall that J flips Σ0,1 into Σ2,3, as described
in Section 2.2.2. The following lemma describes the action of J on foliations
of dimension 1 that are transverse to the edge Σ0,1 of the tetrahedron ∆. By
symmetry, the action of J is the same near all six edges Σi, j of ∆.
Lemma 4.1. If F is a one-dimensional foliation near a point q of Σ0,1\{e2,e3}
that is transverse to Σ0,1, its image under the action of J determines a foliation
of dimension 1 that is tangent to Σ2,3 (i.e. Σ2,3 is an algebraic leaf of J∗F ).
Proof. Consider J as a birational mapping from the open set x3 6= 0 to the open
set x0 6= 0. We set x3 = 1 in the first open set and denote the coordinates by
[x0 : x1 : x2 : 1]; in the second open set, we set x0 = 1 and use coordinates
[1 : u : v : w]. The map J can be written as
J[x0 : x1 : x2 : 1] = [1 :
x0
x1
:
x0
x2
: x0]
and its differential is
DJ(x0,x1,x2) =
 1/x1 −x0/x21 01/x2 0 −x0/x22
1 0 0
 .
The pre-image of a point [1 : u : v : w] is the point with coordinates [w : w/u :
w/v : 1]. Thus, given a local holomorphic vector fields V near a point q of Σ0,1
in the open set x3 6= 0,
V (x0,x1,x2) = a∂x0 +b∂x1 + c∂x2,
one gets
J∗V (u,v,w) =
(
u
w
a(w,w/u,w/v)− u
2
w
b(w,w/u,w/v)
)
∂u
+
(
v
w
a(w,w/u,w : v)− v
2
w
c(w,w/u,w/v)
)
∂v
+ a(w,w/u,w/v)∂w.
We want to understand what happens to the foliation defined by J∗V when
(u,v,w) approaches the line Σ2,3, i.e. when v and w vanish simultaneously. For
this, one needs, first, to multiply J∗V by a holomorphic function that vanishes
along the poles of J∗V , so as to kill the poles of this meromorphic vector fields.
By assumption, V is transverse to Σ0,1 near the point q: Which means that the
functions a and b do not vanish simultaneously along Σ0,1 in a neighborhood
of q. Assume that a(q) 6= 0 (the case b(q) 6= 0 is dealt with similarly). Then, a
is a unit in a neighborhood of q, and dividing V by a, we can (and do) assume
PSEUDO-AUTOMORPHISMS WITH NO INVARIANT FOLIATION 22
that a is a non-zero constant in a neighborhood of q. Thus, J∗V has a pole along
w = 0, and the local holomorphic vector fields defining J∗F are multiples of
wJ∗V =
(
ua−u2b(w,w/u,w/v))∂u+ (va− v2c(w,w/u,w/v))∂v+wa∂w.
Either wJ∗V is already holomorphic, or we have to multiply it by a function
ϕ(u,v,w) that vanishes along its poles. In any case, wa and va vanish along
Σ2,3, and so does ϕ(u,v,w)v2c(w,w/u,w/v) if it is holomorphic. Thus, once
J∗V is multiplied by a holomorphic function in order to compensate for its
poles, its second and third coordinates vanish along Σ2,3. This implies that
Σ2,3 is a leaf of J∗F (which includes the case that Σ2,3 may be contained in
Sing(J∗F )). 
4.3. No invariant foliation. In what follows, we assume that there is a folia-
tion F of dimension 1 on X that is invariant under the action of f kX for some
k ≥ 1. We fix a family of local vector fields (Ui,Vi) defining F that satisfy the
two properties (i) and (ii), and seek for a contradiction.
4.3.1. Induced foliation along Σ0. Two cases may occur. Either F is tangent
to ΣX0 at the generic point of Σ
X
0 , or it is generically transverse to Σ
X
0 . In this
section, we assume that F is tangent to ΣX0 . Thus, ΣX0 is endowed with the
codimension 1 foliation F0 that is induced by F . Local vector fields defining
F0 are obtained by restricting the Vi to Σ0 and then dividing Vi|Σ0 by the equation
of the codimension 1 part of {Vi = 0} if necessary.
Since F is f kX -invariant, F0 is gk-invariant; more precisely, the projection
of F0 onto Σ0 is gk-invariant. But this is not possible by Theorem 3.6. Since
fX permutes the four irreducible components of the invariant cycle Γ, we have
proved the following lemma.
Lemma 4.2. If ` ≥ 2 and k 6= 0, any f kX -invariant foliation F is transverse to
ΣX0 , E1, Σ
X
2 , and E3 at the generic point of these four surfaces.
In what follows, we assume that the invariant foliation F is transverse to
ΣX0 , E1, Σ
X
2 , and E3 at the generic point, and we derive a contradiction. For
simplicity, the proof is given for fX -invariant foliations, but it applies directly
to f kX -invariant foliations.
4.3.2. Behavior along indeterminacies. Consider the line L1 = Σ0,3 ⊂ Σ0. Its
“image” by J is the opposite edge Σ1,2 of the tetrahedron ∆. Then, its image by
the linear projective transformation L is the line L(Σ1,2); it contains the points
e1 and p1, and it can be defined by the equations x2 = x3− cx0 = 0. This line
is transverse to the plane Σ0 and intersects it in e1.
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Under the action of f 2X this line L(Σ1,2), or more precisely its strict transform
in X , is mapped regularly to the curve L5 ⊂ Σ0 defined by the equations
x0 = 0, x1 = (a+ c)x2.
Lemma 4.3. The negative orbit of the curve L1 under the action of g is an
infinite collection of curves g−n(L1). None of these curves g−n(L1), n ≥ 1, is
contained in the indeterminacy locus of f k for k ≤ 4.
Similarly, the positive orbit of the line L5 is an infinite collection of curves,
and none of the curves gn(L5) is contained in the indeterminacy locus of f−k
for k ≤ 4.
Proof. The first assertion is proved at the very end of Section 3.1.3.
The second assertion is proved along the same lines, but instead of using
the invariant curve E1 of W , we use the curve β0. The line L5 intersects the
curve β0 at q0 = [0 : a+ c : 1 : ac (a+ c)]. The curve β0 is mapped to β1, then
to β2, β3, and back to β0 under the action of f . If one parametrizes β0 by
[0 : t : 1 : ac t] then f
4 acts as t 7→ t+(a2+ac+c2)/a and q0 corresponds to the
parameter t0 = a+ c. The orbit of q0 under the action of f 4 is the sequence of
points q4n ∈ β0 with parameters (a+ c)+n(a2+ac+ c2)/a. None of them is
an indeterminacy point of f .
Similarly, if (u,v,w) are local coordinates of the exceptional divisor E1 ⊂Y ,
and pi(u,v,w) = [uv : 1 : uw : u] is the blow down map, then β1 is the curve of
the exceptional divisor E1 = {u = 0} parametrized by (u = 0,v = cas,w = s).
Using this parametrization, the point q4n is mapped by f to the point q4n+1 ∈ β1
corresponding to the parameter s defined by
s−1 =
a2+ac+ c2
c
· (a/c)
n+1−1
(a/c)−1 .
Since a/c is not a root of unity, none of these points is an indeterminacy point
of fX . The proof is similar for the points q4n+ j = f j(q4n), j = 2,3. 
Now, consider the foliation F along the family of curves g−n(L1), n ≥ 1.
The tangency locus of F with ΣX0 is a Zariski closed set. Therefore, F is
transverse to Σ0 along the generic point of g−n(L1) for large enough n. Since
g and f are regular near the generic point of g−n(L1) (because n ≥ 1) and f
preserves both Σ0 and F , we deduce that F is transverse to Σ0 at the generic
point of L1.
Lemma 4.4. The curve L(Σ1,2) is an algebraic leaf of the foliation F .
Proof. Since the foliation F is transverse to L1 = Σ0,3, Lemma 4.1 shows that
J transforms F into a foliation that is tangent to Σ1,2. The conclusion follows
from the definition of f as L ◦ J. 
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4.3.3. Conclusion. The curve L(Σ1,2) is a leaf of F that is contained in Σ2. Its
image L5 under f 2 is a leaf of F that is contained in Σ0, because f 2 is regular
at the generic point of L(Σ1,2). Thus, L5 is contained in the tangent locus of F
and Σ0. Moreover, L5 is not contained in the exceptional set of f n and gn, nor
in their indeterminacy sets, for n > 0, hence the foliation F is tangent to Σ0
along the g-orbit of L5. Since this orbit is infinite, the tangency locus between
F and Σ0 contains infinitely many curves and is not a proper Zariski closed
subset of Σ0. This contradiction shows that fX does not preserve any foliation
of dimension 1.
The same strategy applies verbatim to rule out f kX -invariant foliations of di-
mension 1.
Proposition 4.5. If `≥ 2 and (a,c) satisfies the `-condition, then fX : X 99K X
and its non-trivial iterates do not preserve any dimension 1 foliation on X.
5. NO INVARIANT FOLIATIONS: CO-DIMENSION 1 FOLIATIONS
In this section we prove that the pseudo-automorphism fX and its iterates
f kX , k 6= 0, do not preserve any foliation of codimension 1. We proceed in three
steps. First, we exclude the existence of periodic but non invariant foliations.
Then, we show that there is no invariant algebraic fibration. The third step
excludes the existence of f -invariant foliation.
5.1. Foliations of codimension 1.
5.1.1. Local 1-forms. Let M be a smooth complex projective threefold. A
codimension 1 (singular) holomorphic foliation G of M is determined by a
covering Ui of M together with holomorphic 1-forms ωi ∈ H0(Ui,Ω1M) such
that
(i) ωi does not vanish in codimension 1;
(ii) ωi∧dωi = 0 on Ui;
(iii) ωi = gi, jω j on Ui∩U j for some gi, j ∈ O∗(Ui∩U j).
The integrability condition (ii) assures that the distribution of planes ker(ωx)⊂
TxM is integrable: The integral submanifolds are the local leaves of the folia-
tion G . Condition (iii) means that the local leaves defined on Ui by ωi patch
together with the local leaves defined on U j by ω j. Condition (i) can always
be achieved by dividing ωi by the equation of its zero set if it vanishes in codi-
mension 1.
The singular locus of G is locally defined by
Sing(G)∩Ui = {z ∈Ui | ωi(z) = 0}.
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This does not depend on the choice of the local defining 1-form ωi because the
gi, j do not vanish. Thus, Sing(G) is a well defined complex analytic subset of
X of codimension ≥ 2.
If h is a birational transformation of X , one says that h preserves the foli-
ation G , or that G is invariant under the action of h, if h maps local leaves
to local leaves. This is equivalent to h∗ωi = φi, jω j on h−1(Ui)∩U j for some
meromorphic functions φi, j.
5.1.2. Global 1-forms and the co-normal bundle. If ω is a global meromor-
phic 1-form that satisfies ω∧ω= 0, then ω determines a unique foliation G . In
local charts Ui, there are meromorphic functions hi such that the zeros (resp.
the poles) of hi coincide with the divisorial part of the zeros of ω (resp. with the
poles); such a function is unique up to multiplication by a unit a, i.e. a holo-
morphic function that does not vanish. Then, the local 1-forms ωi = (hi)−1ω
determine the foliation G in the sense of § 5.1.1.
Consider a foliation G determined by the family (Ui,ωi) of local 1-forms.
The cocycle (gi, j)∈H1(M,O∗M) defined by property (iii) determines a line bun-
dle L . Assume that its dual bundle L∨ has a meromorphic section s: Locally,
s is defined by meromorphic functions si : Ui→ C satisfying
si = (gi, j)−1s j.
Define ω locally by ω := siωi; then, ω is a global meromorphic 1-form that
determines G . Thus, the line bundle L∨ can be identified to the co-normal
bundle of G , and we denote it by N∗G in what follows.
If G is defined by the global meromorphic 1-form ω the divisor
D(ω) = Zeros(ω)−Poles(ω)
satisfies
[D(ω)] = c1(N∗G)
where c1 denotes the Chern class and [D] the divisor class (viewed in H1,1(M;R)).
Remark 5.1. On a rational variety, the line bundle N∗G has a meromorphic sec-
tion (because h1,0(M) = 0). Thus, codimension 1 foliations are always defined
by global meromorphic 1-forms.
5.2. From dimension 2 to dimension 1. In this paragraph, we fix an integer
k> 1, and we assume that f kX preserves a codimension 1 foliationG of X which
is not invariant by f jX for 1≤ j ≤ k−1.
The orbit of G under the action of f and its iterates form a collection of k-
distinct foliations G j = ( f ∗) jG , 1≤ j≤ k, with Gk =G . Since these foliations
are distinct, the tangent planes to G1 and to G2 are distinct planes in TmX at
the generic point m ∈ X ; hence, TmG1∩TmG2 is a line L1,2(m) in TmX . These
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lines form a meromorphic distribution of tangent lines to X , this distribution
defines a foliation F of dimension 1 on X , and this foliation is f k-invariant.
This remark contradicts the main result of Section 4 and proves the following
proposition.
Proposition 5.2. Let ` be an integer with ` ≥ 2. Let fX : X 99K X be the
pseudo-automorphism given by a couple of parameters (a,c) that satisfies the
`-condition. If a non-trivial iterate f kX of fX preserves a foliation G , then fX
preserves G .
5.3. There is no invariant fibration.
Proposition 5.3. Let ` be an integer with `≥ 2. If the parameter (a,c) satisfies
the `-condition, the automorphism fX and its iterates f kX , k> 1, do not preserve
any invariant fibration.
To prove this assertion, we fix a positive integer k and suppose that f kX pre-
serves a fibration ϕ : X 99KC, where C is a (smooth) connected Riemann sur-
face. In other words, ϕ ◦ f kX = h ◦ϕ for some automorphism h of C. From
Proposition 5.2, we may – and do – assume that
k = 1.
5.3.1. The linear system determined by ϕ.
Lemma 5.4. The curve C is a projective line P1(C) and the automorphism
h : C→C is conjugate to a similitude ζ 7→ κζ or to the translation ζ 7→ ζ+1.
Proof. Since X is rational, the curve C is covered by a rational curve; hence, C
is isomorphic to P1(C). The automorphism h of C is a Möbius transformation
of the Riemann sphere and, as such, is conjugate to a similitude or a translation.

The fibers of ϕ determine a linear system of hypersurfaces S(c) = ϕ−1(c) in
X , c ∈C. From Section 2.2.9, we deduce that there is a positive integer r such
that the divisor class [S(c)] satisfies [S(c)] = r[Γ] for all c.
Viewed on P3C, the pencil of hypersurfaces (S(c))c∈C is generated by the two
surfaces S(0) and S(∞). Changing the coordinate of C if necessary, one may
assume that S(∞) is the hypersurface Σ0+Σ2, with multiplicity r; its equation
is
Q = (x0x2)r.
The hypersurface S(0) is also given by a homogeneous polynomial P of degree
r. The invariance of the pencil reads
f ∗Q = Jac( f )rQ, and f ∗P = Jac( f )rκP or f ∗P = Jac( f )r(P+Q).
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according to the two distinct possibilities for h. (here f ∗P denotes the compo-
sition of P with a lift F of f to C4, as in Section 2.2.9, and Jac( f ) stands for
Jac(F))
The base points of the linear system (S(c))c∈C form a curve of X . This curve
B is contained in all members of the linear system; hence, B is contained in Γ.
Its trace on Σ0 is a g-invariant curve.
5.3.2. Conclusion by computation. To study the equation P of S(0) in P3, note
that Lemma 3.3 implies that the equation P(0,x1,x2,x3) = 0 defines a divisor
B|Σ0 ⊂ Σ0 of the form m1Σ0,2+m2β0; hence
P(0,x1,x2,x3) = cstx
m1
2 (ax1− cx3)m2.
The same argument, once applied to the plane Σ2, shows that
P(x0,x1,0,x3) = cstx
m′1
0 (ax1− cx3)m
′
2.
Thus,
P = c1x
m1
2 (ax1− cx3)m2 + c2x
m′1
0 (ax1− cx3)m
′
2 + x0x2R
for some homogeneous polynomial R(x0,x1,x2,x3) of degree deg(P)−2. The
integers m1,m2 and m′1,m
′
2 satisfy m1+m2 = m
′
1+m
′
2 = deg(P) = 2r. On the
other hand, P vanishes at ei with multiplicity r, so that the degree of xi in each
monomial of P is at most r. Thus, m1 = m2 = m′1 = m
′
2 = r and we get:
Lemma 5.5. The homogeneous polynomial P can be written
P = c1xr2(ax1− cx3)r + c2xr0(ax1− cx3)r + x0x2R
for some non-zero constants c1 and c2 and some homogeneous polynomial R
of degree 2r−2.
We shall now derive a contradiction. If P′ = κP+µQ with κ ∈C and µ ∈C,
then
P′(0,x1,x2,x3) = κc1xr2(ax1− cx3)r
P′(x0,x1,0,x3) = κc2xr0(cx1−ax3)r.
In particular P′(0,x1,x2,ax1/c) = 0 and P′(x0,x1,0,cx1/a) = 0. But f ∗P =
Jac( f )r(κP+µQ) for some complex numbers κ and µ, and at the same time it
is equal to
Jac( f )r
{
c1(cx0−ax2)rxr3+ c2(ax0− cx2)rxr1+ x0x2R′
}
for some homogeneous polynomial R′. Evaluating along (0,x1,x2,ax1/c) and
(x0,x1,0,cx1/a) one must obtain 0; hence,
c1a2r + c2c2r = 0 = c1c2r + c2a2r
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and we deduce that a2r =−c2r because c1 and c2 are not equal to zero. This is
in contradiction with the `-condition and this contradiction concludes the proof
of Proposition 5.3.
5.4. From invariant foliations to invariant global 1-forms. Let (a,c) sat-
isfy the `-condition for some integer ` ≥ 2, and f : X 99K X be the pseudo-
automorphism constructed in Section 2. Let G be a codimension 1 foliation of
X which is invariant under the action of f .
Since X is a rational variety, there exists a global meromorphic 1-form ω that
defines G . The pull-back of ω by f is another meromorphic 1-form defining G .
Hence, the divisor classes of D(ω) and D( f ∗ω) coincide with the Chern class
of the co-normal bundle N∗G . Since fX is a pseudo-automorphism [D( f
∗
Xω)] =
f ∗X [D(ω)], and
[D(ω)] = c1(N∗G) = f
∗
X [D(ω)].
In other words, the Chern class of the co-normal bundle is f ∗X -invariant. This
provides a fixed vector in H1,1(X ;R)∩H2(X ;Z).
The eigenspace of f ∗X corresponding to the eigenvalue 1 is the line R[Γ] in
H1,1(X ;R). As a consequence, there is a global meromorphic 2-form α on X
that does not vanish, has poles along Γ (of order k for some k> 0), and defines
the foliation G . If β is another global meromorphic 2-form with the same
properties, then β is a multiple of α by a meromorphic function ϕ, because
they both define the same foliation; since β and α define the same divisor Γ, ϕ
has no pole and no zero: Thus, ϕ is a non-zero constant. This argument proves
the following result.
Lemma 5.6. The Chern class c1(N∗G) is a negative multiple −k[Γ] of the class
of the invariant cycle Γ. The space M 1G(−kΓ) of meromorphic 1-forms α on X
with D(α) =−kΓ is a complex vector space of dimension 1.
Let αG be a non-zero element ofM 1G(−kΓ). Being a pseudo-automorphism,
the transformation f acts by pull-back on M 1G(−kΓ). Thus, there is a non-zero
complex number η such that
f ∗XαG = η ·αG .
All we need to do now is to exclude the existence of such an fX -invariant,
integrable 1-form.
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5.5. Invariant 1-forms.
5.5.1. αG is closed. If dαG 6= 0, there is a meromorphic vector field VG such
that
dαG = ιVGΩ
where ιξ denotes the interior product with ξ, and Ω is the f -invariant 3-form
described in Section 2.2.9. Since Ω and αG are multiplied by non-zero com-
plex numbers under the action of f , VG is also multiplied by some non-zero
complex number. Thus, the foliation determined by VG is fX -invariant. This is
a contradiction with Proposition 4.5 of Section 4, so that the following lemma
is proved.
Lemma 5.7. The 1-form αG is closed.
Remark 5.8. The non-existence of 1-dimensional foliations is not necessary
to prove this lemma. Indeed, VG has no poles and vanishes only along Γ. Thus,
if one projects VG onto P3, one gets a vector field that vanishes along Σ0∪Σ2.
It is easy to exclude the existence of such an f -invariant vector field.
5.5.2. First integral.
Lemma 5.9. The poles of αG along Γ have order k ≥ 2.
Proof. Consider the set of lines through the point e1 in P3. When lifted to X ,
these lines intersect E1 but do not intersect the other irreducible components of
Γ, except for those lines that are contained in Γ. Thus, when one restricts αG
to such a curve, one gets a 1-form on P1C, with a unique pole. If the form does
not vanish, this pole must have multiplicity ≥ 2.
Apply the same argument for the family of lines through e3. Either αG
vanishes identically along this family of lines, or the order of the pole of αG
along E3 is ≥ 2.
This argument concludes the proof if αG does not vanish identically along
one of these two families of lines. If it does, the foliation defined by αG is
the pencil of planes containing the curve Σ0,2. It is easy to see that f does not
preserve any pencil of planes (and this is a consequence of Proposition 5.3).
Thus, k ≥ 2. 
Since αG is closed, αG is locally the differential of a function. Locally,
αG = dϕ, where ϕ is obtained by integration of αG :
ϕ(z)−ϕ(z0) =
∫
γ
αG
where γ is a local path from z0 to z. The local function ϕ is a well defined
meromorphic function on any simply connected subset U of X \Γ.
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To show that ϕ is also locally defined around Γ, one needs to show that the
residue of αG along Γ vanishes. Let U be a small ball that intersects ΣX0 , V be
a disk inU that intersects ΣX0 transversally, and β be a loop in V that turns once
around V ∩Γ. One wants to show that∫
β
αG = 0. (5.1)
For V , one can take the intersection of the strict transform of a line L⊂ P3 with
U. The line L and the point p3 generate a plane Π ⊂ P3. Let ΠX be the strict
transform of Π in X ; it intersects P3 on a line ΠX ∩P3 and this line intersects
ΣX0 ∩P3 in a unique point z. Now, one can deform the loop β within ΠX to a
loop with the same base point that go straight to P3, makes one turn around z
in the line ΠX ∩P3, and come back to the base point along the same way. But
the line ΠX ∩P3 is a sphere that intersects Γ at a unique point, namely z. Thus,
one can change β continuously to a trivial loop, and we obtain Equality (5.1).
As a consequence, the local function ϕ is a well defined meromorphic func-
tion on any simply connected subset U of X , even if U intersects Γ; moreover,
ϕ : U→C is unique up to an additive constant. Thus, there is an open cover of
X by simply connected domains Ui and meromorphic functions ϕi : Ui → C
such that
• αG = dϕi in Ui;
• the intersections Ui∩U j are connected (or empty);
• the functions ϕi satisfy a cocycle relation: ϕi = ϕ j+δi, j onUi∩U j for
some complex numbers δi, j.
The cocycle (δi, j) determines a class in H1(X ;C) for Cech cohomology. But
X is obtained from the projective space P3C by a finite sequence of blow-ups
and, as such, is simply connected. It follows that the cohomology class of the
cocycle (δi, j) is equal to zero: One can choose the functions ϕi in such a way
that they glue together to define a global meromorphic function
ϕG : X 99K C.
The level sets of ϕG form a meromorphic fibration of X by algebraic surfaces,
the fibers of which are the Zariski closure of the leaves of G . Thus, f preserves
a fibration, in contradiction with Proposition 5.3. This contradiction shows
that there is no invariant foliation of codimension 1 in X , and this concludes
the proof of Theorem 1.2.
6. APPENDIX I: A TYPICAL COMPUTATION
In this appendix, we describe the computation that leads to Lemma 2.3 and Propo-
sition 2.6.
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• The curve β2 is parametrized by t 7→ [1 : t : 0 : ct/a]. We have
f [x0 : x1 : x2 : x3] = [x0x1x2 : x1x2x3+ax0x1x2 : x0x2x3 : x0x1x3+ cx0x1x2].
In good local coordinates (u,v,w), the projection pi : Y → P2C is given by
pi(u,v,w) = [u : uv : uw : 1],
with the exceptional divisor EY3 = {u = 0} that is mapped to the point e3 = [0 : 0 : 0 :
1]. Consider f as a map from the open set x0 = 1 to the open set x3 = 1. One gets
f [1 : x1 : x2 : x3] = [
x2
x3+ cx2
:
x2
x3+ cx2
(x3+a) :
x2
x3+ cx2
x3
x1
: 1].
Hence, fY maps ΣY2 to EY3 , and in local affine coordinates (x1,x2,x3) and (u,v,w) one
has
fY (x1, x2, x3) = (
x2
x3+ cx2
,x3+a,
x3
x1
).
Applied to the parametrization of β2, one gets
t 7→ [1 : t : 0 : ct/a] 7→ (u′,v′,w′) = (0,(ct+a2)/a,c/a).
The image is a curve of EY3 (because u
′= 0) that satisfies ax2 = cx0 (because w′= c/a).
• Then, consider the restriction of fY to EY3 . For this, compute f ◦pi in the (u,v,w)
coordinates, to get
f ◦pi(u,v,w) = [u3vw : u2vw+au3vw : u2w : u2v+ cu3vw]
= [uvw : vw+auvw : w : v+ cuvw]
after division by the common factor u2. In particular, for u = 0, one gets
f ◦pi(0,v,w) = [0 : vw : w : v].
This implies that EY3 is mapped to Σ0 and, moreover, that EY3 appears with multiplicity
2 in the pull-back of Σ0 by fY (because we had to divide by u2). This proves two of our
statements, namely fY (EY3 ) = ΣY0 , and the coefficient −2 in front of Eˆ3 in the formula
for f ∗X H. Then, the curve fY (β2) is parametrized by
t 7→ [0 : (ct+a2)/a : 1 : (ct+a2)/c].
As mentioned, this curve is β0 (i.e. ax1 = cx3 in Σ0).
• One then pursues this kind of computation, by blowing up e1 into EY1 . This gives
pi(u,v,w) = [u : 1 : uv : uw] in local coordinates and
f [x0 : x1 : x2 : x3] = [
x0
x3+ax0
: 1 :
x0
x3+ax0
x3
x1
:
x0
x3+ax0
x3+ cx2
x2
]
i.e. (u,v,w) = (x0/(x3 + ax0),x3/x1,(x3 + cx2)/x2). Along the curve β0 one gets the
parametrization
t 7→ (u′,v′,w′) = (0,a/c, t+(a2+ c2)/c).
• Then, with coordinates (u,v,w) near EY1 , one obtains
f ◦pi(u,v,w) = [v : vw+av : uvw : w+ cv]
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after division by the common factor u2. Hence, applied to the curve β1, one gets the
new parametrization
t 7→ [1 : t+ a
2
c
+ c+a : 0 :
c
a
(t+
a2
c
+ c+a)]
of the curve β2. This proves that h = f 4Y transforms the parameter t into
t ′ = t+
a2
c
+ c+a,
as explained before Lemma 2.3.
7. APPENDIX II: TORI OF DIMENSION 3
In this section, we prove Propositions 7.3 and 7.5.
7.1. Automorphisms of tori. Let A be a compact complex torus of dimension d.
Denote by pi : V → A the universal cover of A; here V is a complex vector space of
dimension d and A = V/Λ for some lattice Λ ⊂ V , and pi is the projection V → V/Λ.
Let f : A→ A be an automorphism of A. It lifts to an affine transformation F of V , so
that pi◦F = f ◦pi.
If one composes f with a translation, which does not change the action of f on
the cohomology of A, one may assume that F is linear. Since F preserves Λ, its
determinant has modulus 1 (since |det( f )|2 is the topological degree of f ).
7.2. Dimension 2.
7.2.1. Assume that the dimension d of the torus A is equal to 2. If the automorphism
f is not cohomologically hyperbolic, then λ1( f ) is equal to 1, because both λ0( f ) and
its topological degree λ2( f ) are equal to 1.
Lemma 7.1. Let g be an automorphism of a compact kähler manifold M. If λ1( f ) = 1,
then all eigenvalues of f ∗ : H∗(M;C)→ H∗(M;C) are roots of unity.
Proof. If λ1( f ) is equal to 1, then all eigenvalues of f ∗ have modulus ≤ 1 (see []). On
the other hand, they are algebraic integers, because f ∗ preserves the lattice H∗(M;Z)
of H∗(M;Z). By Kronecker Lemma, all eigenvalues are roots of 1. 
7.2.2. Thus, if f is an automorphism of a 2-dimensional torus, either λ1( f ) > 1,
(and thus f is cohomologically hyperbolic), or all eigenvalues of f ∗ are roots of unity.
Changing f into an iterate, all eigenvalues of f ∗ are equal to 1; since H1,0(A;C) iden-
tifies with the dual V∨ of V , there is a basis of V in which the matrix of F is upper
triangular, with its two diagonal coefficients equal to 1. Assume that F is not the iden-
tity. Then the first vector of that basis determines a line LF ⊂V which is defined over
the rational numbers with respect to the lattice Λ; in other words, LF intersect Λ over a
co-compact lattice. The projection of LF into A is an elliptic curve, and it f -invariant.
Thus, LF/Λ and its translates define an f -invariant elliptic fibration. We have proved
the following fact:
If f is an automorphism of 2-dimensional torus A, and f is not cohomologically
hyperbolic, then f preserves an elliptic fibration. There is an elliptic curve B and a
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surjective morphism pi : A→ B such that (i) the fibers of pi are tori of dimension 1 in
A, and (ii) there is an automorphism f of B such that pi◦ f = f ◦pi.
7.3. Dimension 3. Let us now assume that A has dimension 3.
7.3.1. Consider the action of f on the cohomology of A.
(1) H1(A;Z) is isomorphic to the dual Λ∨ of Λ and the action of f on this space
is given by the action of F on Λ∨;
(2) on H1,0(A,C) the action of f is given by the action of F on V∨, which we
denote by F∗ : V∨→V∨;
Denote by α, β, and γ the three eigenvalues of F∗ (repeated according to their mul-
tiplicity), with
|α| ≥ |β| ≥ |γ|.
The eigenvalues of f ∗ on H1,1(A,C) are
αα, αβ, βα, ββ, αγ, γα, βγ, γβ, γγ.
In particular, αα is the largest eigenvalue and, as such, coincides with λ1( f ). On
H2,2(A,C), the largest eigenvalue is ααββ= (γγ)−1.
Thus, λ1( f ) = λ2( f ) if and only if
|β|= 1.
From now on, we assume that this property is satisfied by f . Thus, F is an element of
GL(V ) with three eigenvalues α, β, γ that satisfy
|α| ≥ |β|= 1≥ |γ|,
|α|= |γ|−1
Viewed as an element of GL(Λ∨), F corresponds to a 6× 6 matrix with integer coef-
ficients, whose eigenvalues are α, β, γ, and their complex conjugates. Denote by χ(t)
the characteristic polynomial of this matrix; it is an unitary polynomial of degree 6
with integer coefficients. (moreover, changing f in an iterate, the determinant, i.e. the
constant coefficient of χ, is 1)
7.3.2. Dynamical degree. Assume that λ1( f ) is equal to 1. By Lemma 7.1, the three
eigenvalues α, β and γ are roots of unity. As in Section 7.2.2, we prove that f preserves
a fibration of A by translates of subtori.
Thus, we assume in what follows that |α|> 1. This implies
|α|> 1, and |γ|< 1.
7.3.3. Invariant fibrations. Assume that f preserves an invariant fibration pi : A→ B.
Then B is a torus of dimension 1 or 2, and there is an automorphism f of B such that
pi◦ f = f ◦pi.
If dim(B) = 1, then f 12 acts trivially on H1,0(B;C). This implies that β12 = 1. If
dim(B) = 2, the fiber of pi containing the origin is an f -invariant elliptic curve E ⊂ A.
The action of f 12 on this curve is the identity. Hence, again, β12 = 1. We have proven
the following lemma.
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Lemma 7.2. Let f be an automorphism of a compact complex torus of dimension 3.
Then f preserves a fibration if and only if β is a root of unity (of order at most 12 if
λ1( f )> 1).
Let us add one comment. If f preserves a fibration with dim(B) = 2, then λ1( f ) =
λ1( f ) is the first dynamical degree of an automorphism of a surface and, as such, is
either equal to 1, to a quadratic number, or to a Salem number (of degree 4 because
dim(H1,1(B)) = 4). If dim(B) = 1, then f induces an automorphism of the fiber E of
pi that contains the origin; again, one obtains that λ1( f ) is equal to 1, to a quadratic
number, or to a Salem number of degree 4.
7.3.4. Degree of β. Denote by ϕ(t) ∈ Z[t] the minimal polynomial of β and by d(β)
its degree. Since β= β−1, either ϕ has degree 1, and β= 1 or −1, or d(β) is even.
• If d(β) = 1, then β= 1 or −1.
• If d(β) = 2, then β and β are the two roots of ϕ; hence β is a quadratic root of
1.
• If d(β) = 4, write χ(t) = ϕ(t)ψ(t) with ψ(t) ∈ Z[t]. If α is a root of ψ(t), then
α also, and the roots of ϕ are β, γ, and their conjugates: By Kronecker Lemma,
this would imply that γ is a root of 1, a contradiction. A similar contradiction
is easily drawn if γ is a root of ψ(t).
Thus, either d(β) = 6 or β is a root of one of order ≤ 4. In the latter case, an iterate of
F has an eigenvalue equal to 1; again, this implies that f preserves a fibration of A by
subtori.
7.3.5. Let us assume now that λ1( f ) is a Salem number. As remarked by Tuyen
Truong, this implies that λ1( f ) = λ2( f ). Truong’s proof, which works for automor-
phisms f : M→M of compact kähler manifolds of dimension 3, is as follows:
Proof. The duality between H1,1(M;C) and H2,2(M;C) gives
λ2( f ) = λ1( f−1).
Moreover since λ1( f ) is a Salem number, any eigenvalue for f ∗1 will also be an eigen-
value of ( f−1)∗1. Thus we have an inequality λ1( f ) ≤ λ2( f ). Arguing with f−1 gives
equality. 
Coming back to automorphisms of tori of dimension 3 with λ1( f ) = αα a Salem
number, we deduce that |β| = 1 and γγ is the only Galois conjugate of λ1( f ) with
modulus < 1.
Let us assume that d(β) = 6. Let σ be an automorphism of the field Q that maps α
onto β; then σ(αα) = βσ(α) is a Galois conjugate of λ1( f ). If σ(αα) has modulus 1,
then σ(α) too; hence σ(α) = β and σ(λ1( f )) = 1, a contradiction. We deduce that the
modulus of σ(αα) is < 1 and σ(αα) = γγ. This is a contradiction because σ(α) is a
conjugate of α, and no conjugate of α has modulus equal to γγ.
Hence d(β) < 6 and we know from the previous paragraph that f preserves an in-
variant fibration. Thus, with Lemma 7.2, we proved the following statement of Oguiso
and Truong (their proof is almost the same):
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Proposition 7.3. Let f : A→ A be an automorphism of a 3-dimensional torus with
λ1( f ) > 1. Then, λ1( f ) is a quadratic number or a Salem number if and only if f
preserves a non-trivial fibration of A.
7.3.6. We now assume that λ1( f ) = λ2( f ) (i.e. |β|= 1) and d(β) = 6. In particular,
the characteristic polynomial χ is irreducible.
Remark 7.4. Since β−1 = β is a conjugate of β, and the Galois group acts by permu-
tations on the set of roots of χ, α−1 and γ−1 are roots of χ. This implies that α−1 = γ
or γ. We deduce that the vector space W1( f ∗) of eigenvectors of f ∗ in H2(A;C) has
dimension 3.
Thus, if d(β) = 6, then the roots of χ(t) can be organized as follows: two complex
conjugate roots with modulus> 1, which we denote by α and α, two on the unit circle,
namely β and β, and two in the open unit disk, γ and γ such that
{α,α}= {γ−1,γ−1}.
Thus,
χ(t) =∏(t−ν)(t−1/ν)
where ν describes {α,β,α}. In other words, χ(t) is a reciprocal polynomial: t6χ(t−1)=
χ(t).
Proposition 7.5. There exists an automorphism f of a compact torus of dimension 3
such that (i) λ1( f ) = λ2( f )> 1 and (ii) f does not preserve any non-trivial fibration.
Proof. Consider an irreducible, unitary polynomial χ(t) ∈ Z[t] of degree 6, with the
additional property χ(1/t)t6 = χ(t). Assume that one of its roots α ∈ C has modulus
> 1 and is not a real number and that another root β has modulus 1. Then the roots of
χ are α, γ= 1/α, β, and their complex conjugates. Write
χ(t) = t6+at5+bt4+ ct3+dt3+ et+1.
Then, consider the companion matrix Mχ ∈ SL6(Z) with characteristic polynomial
χ(t). Its eigenvalues are α, γ= 1/α, β, and their complex conjugates. Thus, there is a
complex structure j on R6 which commutes to the action of Mχ. The quotient of this
complex vector space (R6, j) by the Mχ-invariant lattice Z6 ⊂ R6 is a complex torus,
on which Mχ induces an automorphism f with all the desired properties.
It remains to construct such a polynomial χ(t). One can take
χ(t) = t6+ t5−2t3+ t+1.
See the remark below for a general strategy. 
Remark 7.6. For the proof of the previous proposition, one needs to construct irre-
ducible, unitary polynomials χ(t) ∈ Z[t] such that:
• χ is reciprocal and has exactly two roots on the unit circle;
• χ has degree 6.
Write
χ(t) = t6+at5+bt4+ ct3+dt3+ et+1.
Consider the new variable s = t+1/t. Then
θ(s) := χ(t)/t3 = s3+as2+(b−3)s+(c−2a)
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is a polynomial of degree 3, with integer coefficients, and exactly one real root (namely
s = β+β); this root is between −2 and 2. Then, it is not hard to start from θ with the
desired properties and reconstruct χ.
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