Abstract. Recent advancements in Internet technology research, as well as the widespread of commercial content delivery networks, motivates the need for optimization algorithms designed to work in decentralized manner. In this paper we formulate data placement problem, a special case of universal facility location problem with quadratic terms in objective function. The considered combinatorial optimization problem is NP-hard. A randomized algorithm is presented that approximates the solution within factor O(log n) in decentralized environment, assuming asynchronous message passing of bounded sizes.
Introduction
Content delivery networks (CDN) are systems used to efficiently distribute the Internet traffic to the users by replicating data objects (media files, applications, database queries, etc.) and caching them at multiple locations in the network. This allows not only to reduce the processing load on the server hardware, but also helps eliminating transmission network congestion. Currently all major content providers entrust their offered services to such systems. The optimal data placement problem is one of the most fundamental theoretical challenges arising from the design of such systems.
The emergence of CDNs has triggered a rebirth of algorithmic research in the locational theory, a long established branch of operations research [1] . One of the new aspects of locational problems, which have not yet been investigated thoroughly, is the decentralized solution approach. Such characteristic is especially important for applications in the area of computer network systems design. In the decentralized environment we assume that input data to the optimization problem is scattered among different network nodes, and it is impossible to collect them at one location in order to apply a traditional centralized algorithm. Similarly, decision variables are bound to different nodes, and feasible solutions are constrained by the interactions between them.
In this paper we investigate the problem of optimal placement of single data object in network, as formalized in Section 3. In Section 4 we give a decentralized approximation algorithm, based on randomized rounding, which decides at which nodes to cache data object and finds an assignment of users, resulting in a solution of a value bounded by O(log n) factor of the optimal.
Contribution to Value Creation
The research on new Internet technologies is of a priority importance for the information age society. Given the observed growth in the amount of content provided in the Internet and the limitations of existing IP transfer technology, new networking paradigms are sought. One of such novel concepts is the "content-aware" networking [4] . Across the years of Internet history, the stage, at which the main performance bottlenecks in the Web access were located, changed gradually. Initially it was the last mile (slow user's access connection, e.g. dial-up modems), which later turned to the first mile (insufficient server infrastructure for handling thousands of concurrent requests) in mid 1990s. Nowadays, as these problems have been largely averted, it is the middle mile (Internet backbone network and edge router devices) that is considered to be the most performance critical area [7] .
As for now, middle mile content delivery methods have already contributed to the generation of value by such Internet enterprises as Akamai Technologies (pioneers in CDN technology research), which provides services to numerous content supplier companies (Amazon, Apple, Facebook, Netflix, Yahoo!, and others). On the top of that, the shift towards the cloud-computing paradigm, observed in recent years, shows the prevalence of content location problems.
The theoretical underpinnings of considered methods would allow to further increase the performance of server systems. This creates the added value by allowing for transfers of much more data in short time without the expensive replacement of the existing telecommunication infrastructure.
Problem Formulation
The data placement problem (or cache location problem) is formulated as follows. Given is a set of clients, each described by the demand w i ≥ 0, denoting the expected (or exact) number of data access requests issued by client i. Given is a set of cache servers, where the application's content can be stored. Each client or server is located at a vertex of a connected and directed graph with vertex set V, |V| = n. A matrix D = [d ij ] of nonnegative distances between nodes i, j ∈ V is given. Each cache server j is characterized by the cost of caching the object b j ≥ 0 (e.g. time needed to download it from the origin server and/or time spent on performing updates), as well as the cost of processing a single client's request h j ≥ 0. In general, a client and server can coincide at the same node in V.
Two decision variables are used. First one is a binary vector z = [z j ], j = 1, …, n, which assumes value z j = 1 if server j caches the data object, and z j = 0 otherwise. Second one is a binary n-by-n matrix x = [x ij ], where x ij = 1 if client i is assigned to server j for requesting the data.
The goal is to minimize the total cost of placement and assignment decisions, which is expressed as the sum of connection costs, server processing costs and object caching cost. Each node i ∈ V generates the following fraction of total cost:
It is assumed that the more clients access the same server, the higher is the response latency perceived by each of the clients. Since all the clients accessing the same server perceive the same latency, the middle sum in (1) contains a quadratic term in x ij x kj . In this paper we consider only the min-sum formulation of the problem, i.e. the objective is to minimize the expression:
subject to the following constraints:
The set defined by the constraints (3)- (4) and x ij , z j ∈ {0,1} is the same as in the well-known uncapacitated facility location problem (UFLP) [5] . In particular, it is assumed that the storage capacities of servers are unlimited (which is reasonable in most practical applications, as the mass storage memory is the cheapest resource among the considered ones). Note that UFLP can be reduced to the considered problem by setting w i = 1 and h i = 0 for all i. Thus the presented problem is NP-hard and at least as hard to approximate as UFLP. In particular, there is no ε-approximation algorithm for the considered problem unless P=NP.
Decentralized Rounding Algorithm
In this section the description of a decentralized method of minimizing function (2) in binary variables subject to constraints (3)- (4) is given. It is assumed that each node i in the network controls a row x i of the decision matrix x, and the decision variable z i . The algorithm works in asynchronous communication rounds. In each round of communication any two nodes can exchange up to O(log n) bits of information. They use two asynchronous operations: send and receive. The receive operation triggers waiting for other nodes to send information. Thus it is required to assure that algorithm will not cause a node to be blocked indefinitely. Any node may send information even to all n-1 remaining nodes (in a form of broadcast), but the message sizes are bounded proportionally to the network size. For example, it is not possible to send whole vector D i to a neighbor, as that requires sending Ω(n log n) bits.
The method is based on the filtering scheme given in [8] , which was originally developed for approximating k-median and uncapacitated facility location problems (the latter is also known as fixed-cost median problem). A decentralized version of similar scheme for UFLP was used in [9] . The basic idea is to solve the linear programming relaxation of the original problem and use the obtained solution to construct a provably good solution of an associated 0-1 programming problem of minimizing the packing constraint violation, as described below.
Unfortunately, since the considered problem has quadratic terms in objective function, it does not admit straightforward linear programming relaxation. There are, however, many ways to linearize a quadratic binary problem to obtain equivalent linear binary problem. Then a lower bound on the optimal binary value can be computed by solving linear programming relaxation. An example of such method is the reformulation-linearization technique [11] . Another way to get the relaxation of quadratic problem is to use semidefinite programming [13] , [3] , which results in polynomial-time solvable convex optimization problem. Such problems can be also solved in decentralized environment (within a bounded accuracy), see for example algorithms based on Gaussian belief propagation [2] . Both approaches increase the number of decision variables and the number of constraints. Moreover, different approaches vary in the tightness of obtained relaxation and consequently in the resulting precision of approximation. Nevertheless, for the purpose of this paper, we assume that a feasible fractional solution of (2)- (4), denoted (x,ẑ) , can be computed in decentralized way, such that 0 ≤x ij ,ẑ i ≤ 1, for all i, j = 1, …, n, and is a lower bound on the optimal binary solution, i.e. V(x,ẑ) ≤ V(x * , z * ). For further details on the decentralized linear and convex programming we refer to [9] .
Let (x,ẑ) be a fractional solution of the linear programming relaxation of (2)-(4).
Let us define the weighted cost of client-to-server assignment, obtained from the fractional solution x:
This includes a linear combination of connection and processing costs. Next, for appropriately high ε > 0 we define a neighborhood of node i ∈ V:
The value of ε must be chosen in such a way that each W i is nonempty. It is easy to check that under this definition of W i the following property holds [8] :
Consider the following 0-1 integer programming problem in variables (x, z) of minimizing real variable L subject to:
∀i, j ∈ V x ij ≤ z j , (10) ∀i ∈ V, j ∈ V − W i x ij = 0.
Proposition 2. Let ε > 0 and let x be a fractional solution of problem (2)- (4). Any feasible 0-1 solution x to the problem (8)- (11) satisfies:
The proof follows from the definition (6) of W i . If in the binary solution a client i is assigned to server j, and some subset S ⊂ V of clients is also connected to the same server j, then the total connection cost of clients S∪{i} is upper-bounded by the corresponding value computed from fractional solution of (2)-(4).
The packing constraint (9) bounds the placement cost in the original problem. Observe that the Proposition 2 implies, that if we construct a feasible solution of the integer problem (8)- (11) we would also obtain an approximate solution of the considered data placement problem (2)-(4), which violates the optimal connection and processing costs at most by a factor (1+ε). Additionally, such solution also gives the placement cost at most L times the optimal, where L is equal to the value of solution of binary problem (8)-(11).
We now show that it is enough to select only up to O(log n) server nodes to place the data object, in order to obtain a solution that is feasible with high probability. Consequently, the connection and processing costs will be O(1) times higher than optimal and the placement cost would be up to O(log n) higher than optimal, which in turn gives O(log n)-approximation algorithm for the data placement problem.
The idea is to perform appropriate randomized rounding of the fractional solution (x,ẑ) . Given ε > 0 and 0 < δ < 1, the algorithm selects (1+1 / ε)mlog(n / δ) nodes with replacement and the set of selected nodes will hold the data object, i.e. their decision variables z i are rounded to 1. Each node is selected with probability p(i) =ẑ i / m, where m is normalization constant. Thus the total expected cost of all selected nodes is no greater than O(log n) times optimal placement decisions:
In the second phase, each client connects to the "cheapest" selected server. The parameter δ controls the probability that the random solution constructed by the algorithm is feasible for (8)- (11). It is assumed that each node i knows only the values: i (its own index), n (network size), b i , h i , w i , a row D i of matrix D, and fractional solution (x i ,ẑ i ) of the relaxation of problem (2)- (4).
The following procedure is performed concurrently by all server machines j ∈ V:
1. Send ẑ j to all other server nodes.
2.
Receive values ẑ k , k ≠ j, from other nodes. 7. Go to step 1 (skipping step 3, as the normalization constant is already known). 8. Wait for all nodes to complete the steps 1-7 (e.g. by sending/receiving status messages to all servers). 9. Let t = 0. 10. Generate random bit and send it to all other server nodes. 11. Receive random bits from all other server nodes. Construct random variable 0 ≤ R≤ 1by concatenating all n bits. 12. Let q = nR, and p = (nR) mod 1.
13. If q = j and p < R j then send "mark" to node j+1. 14. If q = j and p ≥ R j then send "mark" to node Y j .
15. If q ≠ j then receive messages from other nodes. If a "mark" message is received then server j is selected for holding data object.
16. Increment t by 1 and go to step 10, until t ≥ (1+1 / ε)mlog(n / δ) .
The above algorithm can be seen as fully decentralized version of Walker's method for sampling from discrete probability distribution [6] . Observe that one server node may be selected multiple times in step 15. When the above algorithm terminates the object placement z is determined. Then the second algorithm is executed to obtain connection matrix x. Each client i queries all servers j for which x ij > 0 , obtaining information whether an object is placed at that node. In the response, along with the value z j , client also receives the worst-case processing cost, i.e. the value of 
∑
, and connects to server j for which this value is the lowest. If for some client there is no such server that z j = 1 and x ij > 0 at the same time, then algorithm chooses among all servers caching the object. The following theorem is based on approach described in [8] .
Theorem 1. The randomized rounding algorithm constructs a feasible solution of problem (8)- (12) with probability at least 1 -δ.
Proof sketch: In steps 1-7 the algorithm constructs lookup tables for Walker's sampling method [6] . In steps 9-16 the distributed sampling is performed. A feasible solution of the 0-1 integer program (8)- (11) consists of such selection of server nodes z, that every client node i has at least one server with z j =1 in its neighborhood W i . From the Proposition 2, the probability that there would be at least one selected server in the neighborhood W i is:
Since the algorithm selects (with replacement) exactly (1+1 / ε)mlog(n / δ) nodes, the probability that no server from ith client's neighborhood is selected is:
Since there are up to n client nodes, then with probability at least 1 -δ all clients will neighbor a selected server.
Experimental Results
The presented algorithm was implemented in simulation environment. A short summary of experimental results for different input parameters is presented in Table  1 . Optimal solutions for problem instances of size n≤15 were obtained by exhaustive search, while problem of size n=100 was taken from plant location benchmarks library [12] . The results confirm proven bounds. 
Conclusions and Further Work
In this paper the problem of optimal data placement in content delivery network was formulated in a variant, which combines connection, processing and storage costs. A decentralized algorithm was given, based on randomized rounding, which achieves an asymptotically logarithmic performance bounds with high probability. The presented algorithm combines the general filtering technique given by [8] with a novel decentralized sampling method applied for randomized rounding. A major drawback of the presented algorithm is that it requires on the input a fractional solution of the relaxation of the original problem (lower bound). Unfortunately, obtaining such solution efficiently for a quadratic problem in decentralized environment is a nontrivial task, which will be subject to further work.
