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Abstract 
This paper presents the extension of the global description approach of a discontinuous function, which is proposed in the pre-
vious paper, to a spectral domain decomposition method. This multi-domain spectral immersed interface method(IIM) divides 
the whole computation domain into the smooth and discontinuous parts. Fewer points on the smooth domains are used via taking 
advantage of the high accuracy property of the spectral method, but more points on the discontinuous domains are employed to 
enhance the resolution of the calculation. Two discontinuous problems are tested to verify the present method. The results show 
that the domain decomposition technique can reduce the error of the spectral IIM, especially when more collocation points are 
placed around the discontinuity. The present method is favorable for the reason that the same level of the accuracy can be 
reached, in spite of the enlarged computational domain. 
Keywords: computational aerodynamics; immersed interface method; immersed boundary method; Chebyshev spectral method; 
domain decomposition method 
1.  Introduction 1 
In the 1970s, Peskin [1-2] used the immersed bound-
ary method (IB method) to simulate cardiac mechanics 
and the associated blood flow. In this method, the 
variables of the fluid mechanics are described on a 
Cartesian grid in Eulerian form and the immersed 
boundary is represented in Lagrangian form. The 
boundary exerts a force on the fluid to mimic the 
no-slip condition and moves along with the local fluid 
flow. The force is expressed in a singular form by us-
ing the Dirac delta function and determined by the 
property of the elastic material. The interaction be-
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tween the Eulerian variables and the Lagrangian vari-
ables is also represented in the form of the Dirac delta 
function. In the computational process, the Dirac delta 
function is approximated by a well-chosen smooth 
function, i.e. discrete delta function. This method sim-
plifies the calculation of the fluid-structure interaction 
between the viscoelastic structure and the fluid and has 
been widely used. Unfortunately, the stiffness problem 
in the IB method arising from the interaction of the 
structure and fluid, through a combination of the large 
boundary force and the small viscosity [3], leads to 
small time steps. Although the IB method uses a dis-
crete Dirac delta function to remove the singularity of 
the governing equations, it is only first-order accuracy 
for non-smooth quantities and smears sharp interfaces. 
In fact, this numerical regularization method has been 
analyzed by researchers [4-5]. These analyses show that 
the main factors affecting the accuracy are the support 
and the discrete moment conditions. Although the ex-
pected order of convergence can be obtained away 
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from the singularity using a well-chosen discrete for-
mula coupled with an appropriate regularization func-
tion, the errors in the neighborhood of the singularity 
are of order O(h), where h is the grid interval. 
Many efforts have been done to improve the IB 
method and try to obtain a higher-order accuracy. Al-
though a formally second-order accurate IB method 
was presented [6], only first-order convergence rate was 
observed in the practical use [7]. As shown by Griffith 
and Peskin [7], the method converges at a second-order 
rate only for the problem with sufficient smoothness. 
A major step was achieved by Leveque and Li [8-9]. 
They proposed the immersed interface method (IIM), 
which was designed with the purpose of developing a 
second-order method and also capturing the sharp in-
terface. The IIM incorporates the jump conditions 
caused by the Dirac delta function into the difference 
schemes, instead of using a smooth approximation. A 
correction term determined by the generalized Taylor 
expansion [10] at the interface was added to the differ-
ence schemes for obtaining a globally O(h2) approxi-
mation, in spite of only a locally O(h) accuracy at the 
singular points [9]. Generally speaking, to obtain 
higher-order accuracy, more jump conditions are 
needed of the variable and its derivatives and/or larger 
difference stencils around the singular points. Lai and 
Li [11] had remarked the necessary spatial jump condi-
tions for incompressible viscous flows involving an 
immersed moving membrane. Xu and Wang [10] had 
derived all the necessary spatial and temporal jump 
conditions for incompressible viscous flows with 
third-order and second-order accuracy near the 
boundaries, respectively. 
We would like to mention that Zhou, et al. [12] pro-
posed a new high-order matched interface and bound-
ary (MIB) method for elliptic equations which by-
passed the major difficulty of implementing high-order 
jump conditions by repeatedly enforcing the low-
est-order jump conditions. In particular, they con-
structed MIB schemes up to sixteenth-order accuracy. 
Zhong [13] also devised six versions of a new IIM up to 
fourth-order accuracy by using only two jump condi-
tions together with a wider set of grid stencils, which 
mainly depended on matched polynomial interpolation. 
To this end, he used two different polynomials on both 
sides of the interface and made the two polynomials 
satisfy the two jump conditions. 
High-order methods such as spectral methods have 
gained increasing attention in recent years. Unfortu-
nately, spectral methods are seldom considered by 
people who want to couple it with IB method [14-15]  
and fewer with the IIM. As we all know, spectral me-
thods are restricted on simple computational domain 
and smooth problems. Fortunately, the IB method and 
the IIM simplify the computational domain to regular 
geometries such as a square (2D) or cubic (3D). Be-
cause of the inherently shortcomings of the IB method, 
there are few benefits to combine the IB method with 
the spectral method. Instead, the IIM introduces jump 
correction terms to recover the formal accuracy, which 
opens the new field of the spectral IIM [16]. Liang, et al.  
proposed a new method to construct spectral schemes 
of the IIM by a global description of the discontinuous 
function, which was represented by a smoothing func-
tion plus a correction term [16]. The resulted spectral 
scheme is free of Gibb’s phenomenon which is a typi-
cal feature of spectral methods attacking discontinuous 
problems. Particularly, the correction term was written 
as a polynomial associated with the jump conditions. If 
all the jump conditions are known, the spectral IIM can 
recover the spectral accuracy [16]. 
In this paper, the basic idea of the spectral IIM is 
extended to the multi-domain spectral method. With 
the intention of improving the method, we use the do-
main decomposition technique to enhance the resolu-
tion on the discontinuous subdomain. To take advan-
tage of the high accuracy of the spectral method, we 
can use only a few points on the smooth subdomain. 
The remaining parts of this paper are organized as 
follows. In Section 2, we introduce the basic idea of 
the global description of a piecewise function. The 
numerical scheme of the Helmholtz equation using the 
collocation method is described in Section 3. We also 
present the formulation with the global correction.  
Domain decomposition method is devoted in Section 4 
with the main purpose of refining the resolution near 
the discontinuity. Particularly, Subsection 4.3 offers an 
approach to complete the solution. Three examples are 
presented in Section 5. One is smooth for examining 
our code, the others are discontinuous. Finally, conclu-
sion will be addressed in Section 6. 
2.  Global Description 
It is well known that the spectral methods are pow-
erful computational techniques because of their high 
accuracy. But their exponential convergence rates se-
verely depend on the smoothness (and/or the periodic-
ity for Fourier method) of the function in the consid-
ered domain. If the function is piecewise smooth, these 
methods are of only first-order accuracy away from the 
discontinuity and display spurious oscillation. This is 
known as Gibbs phenomenon. There are many excel-
lent works in the literature to resolve this problem. For 
example, Gottlieb, et al. [17-18] proposed six problems 
pertaining to the Gibbs phenomenon in the Fourier 
expansion, and reviewed the basic methods to recover 
the spectral accuracy for a piecewise smooth function. 
These methods are also termed as the spectral 
re-projection methods, which re-expand the Fourier 
partial sum approximation by using a different set of 
basis functions named the Gibbs complementary. In 
this paper, we use the approach which shares the same 
key idea as the IIM, proposed by Liang, et al. [16] to 
overcome the Gibbs phenomenon. This is accom-
plished by using a global description of the piecewise 
smooth function, which will be briefly discussed in the 
following text. 
Consider a piecewise smooth function u(x) defined 
on the interval [a, b], with bounded jump conditions of 
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its value and/or its derivatives at position x=, namely, 
 
( ) [ , )
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( ) [ , ]
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
  
 (1) 
where f (x)ęCĞand g(x)ęCĞare in their definition 
domain, respectively. The global description of u(x) 
can be formulated as 
 ( ) ( ) ( )( ( ) ( ))u x f x H x g x f x  	 	  (2) 
where H(x) is the Heaviside function defined as 
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 (3) 
Now, f (x)ęCĞand g(x)ęCĞare defined on the en-
tire interval [a, b]. 
For a more general case with m discontinuous 
points, the piecewise smooth function u(x) can also be 
expressed as 
 c
1
( ) ( ) ( ) ( )
m
j j
j
u x u x H x p x

  	   (4) 
where uc(x)ęCĞand pj(x)ęCĞare defined on [a, b]. 
Note that, we now use pj(x) instead of (g(x)	f(x)). The 
function pj(x) must satisfy certain jump conditions to 
ensure the sufficient smoothness of uc(x). Accordingly, 
all the derivatives of u(x) can be obtained: 
 ( ) ( ) ( )c
1
( ) ( ) ( ) ( )
m
n n n
j j j
j
u x u x H x p x x

  	     (5) 
 ( ) ( ) ( ) ( )( ) ( ) ( ) ( )n n n nj j j j ju u u p    	 	      (6) 
where “ 	 ” denotes the jump in variables at point 
x=j. Equation (6) is the condition for the construc-
tion of the function pj(x). If we discrete the interval [a, 
b] by N+1 collocation points (x0, x1, ···, xN) and use the 
vectors U (n) and Uc(n) to represent the value of 
nth-order derivatives of functions u(x) and uc(x), P(n) to 
represent the term ( )
1
( ) ( )
m
n
j j
j
H x p x

	 , Equation (5) 
can be simplified: 
 ( ) ( ) ( )c
n n n U U P  (7) 
Since uc(x)ęCĞˈUc(n) can be numerically ap-
proximated as  
 ( ) ( )c c
n nU D U  (8) 
In this paper, D(n) is the nth-derivative matrix related 
to the spectral method. Substituting Eq. (8) into Eq. 
(7) yields 
 
( ) ( ) ( )
( ) ( ) ( )
n n n
c
n n n
  
	 
U D U P
D U D P P  (9) 
In the above equation, the correction term –D(n)· 
P+P(n) can be calculated explicitly and exactly if we 
know the jump conditions, since the pj(x) can be con-
structed as a polynomial function (see Ref. [16] for 
more details). 
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3.  Approximation of Elliptic Equations 
In this paper, we are interested in the two-dimen-
sional Helmholtz equation in a square 
 in ( 1,1) ( 1,1)Lu u u f  	   	  	   (11) 
 onBu g     (12) 
where  is the Laplace operator, the coefficient  is 
assumed to be constant, L represents Helmholtz opera-
tor, B denotes the general boundary condition operator, 
such as the Dirichlet, Nummann or Robin conditions 
and g may be a function of coordinates. Using the 
Chebyshev collocation method with the Gauss-Lobatto 
points 
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 (13) 
the approximation of the problem Eq. (11) and Eq. 
(12) can be written as 
 Txx yy 	D U UD U F+ =  (14) 
where U is a (Nx–1)(Ny–1) matrix of u(xi, yj) for 
i=1,2,···,Nx–1, j=1, 2,···,Nj–1; F contains the inner 
values of f and the values coming from the boundary 
condition, is defined similarly; Dxx is the sec-
ond-derivative operator which is made up with the 
second-derivative coefficients (2),i jd  and the boundary 
condition contribution; TyyD
 is the corresponding part 
in the y-direction but transposed.  
In the context of the collocation method, the repre-
sentation of a function is based on the collocation 
points. The pth-derivative of a function can be repro-
duced by 
 ( ) ( ),
0
( ) ( ) 0,1, ,
N
p p
N i i j N j
k
u x d u x i N

  
  (15) 
The coefficients di,j(p) for the first two derivatives 
can be found in literature. Readers could refer to Refs. 
[19]-[20] for more details. System of the form Eq. (14) 
can be solved by an efficient matrix-diagonalization 
approach. The details of the algorithm were described 
in Ref. [19]. 
Due to the discontinuity of the problem considered 
in this paper, we need to modify the spectral scheme 
Eq. (14) by using the global description of the discon-
tinuous function. The one-dimensional formula Eq. (9) 
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is extended to a two-dimensional equation by using the 
dimension-by-dimension method. In the x-direction, 
we have 
 (2)xx xx xx x x 	 U D U D P P  (16) 
Here the subscript x of P denotes the direction and 
the number in the superscript position denotes the or-
der of derivatives. Similarly, we have 
 T T (2)yy yy y yy y 	 U UD P D P  (17) 
in the y-direction. We now can obtain the approxima-
tion to the problem Eq. (11) with a discontinuous solu-
tion 
 
T
(2) T (2)
xx yy
xx x x y yy y
 	 
	  	  
D U UD U
D P P P D P F  (18) 
This system can also be solved by using the ma-
trix-diagonalization approach.  
4.  Domain Decomposition Method 
Domain decomposition method has been an active 
field in the scientific computation. This technique re-
lates to spectral method coming from several aspects. 
First of all, when the computation domain is very com-
plex, it is hard to find an appropriate mapping to con-
vert the domain to a square. The domain decomposi-
tion strategy can subdivide the domain to small ones 
which can be transformed into regular unit squares 
easily. Second, it is known that the Chebyshev matrices 
are not well-conditioned. If the degree of the approxi-
mation is large, the corresponding condition number of 
the matrix is large too. The domain decomposition ap-
proach can make the domain small and subsequently, 
the size of the matrices. As far as our purpose is con-
sidered, we naturally need higher resolution near the 
discontinuity than away from it. The domain decompo-
sition is an appropriate choice. 
A key aspect of the domain decomposition method is 
based on the manner of how the continuity of the solu-
tion is enforced [21]. It is generally classified as a strong 
form (e.g. patching method) and a weak form (e.g. 
variational formalism). Most domain decomposition 
algorithms are based on patching method introduced 
originally by Orszag [22]. We also adopt this strategy in 
our multi-domain collocation method. 
4.1.  Patching method  
In the patching method, the solutions in different 
subdomains are matched along their common bound-
ary. This is accomplished by requiring its value and 
derivatives equal for both sides of the interface. For a 
second-order differential equation, it is sufficient to 
enforce the continuity of the variable and its first-order 
(or normal) derivative at the interface. More precisely, 
suppose we want to solve a two-dimensional elliptic 
problem Eq. (11) and Eq. (12). Assume that the domain 
 is decomposed into two subdomains m, m=1, 2 (see 
Fig. 1), the original problem can be formulated by 
P1-2-problem [19],  
 
1 1
1 1
2 2
2 2
in
on
in
on
Lu f
Bu g
Lu f
Bu g

  

  



 

 
 (19) 
with the matching conditions, 
 
1 2
1 2
1 2
on
u u
u u


   	  

n n
 (20) 
where u1 and u2 are the restrictions of u to 1 and 2 
respectively, and /nm is the normal derivative. The 
two unit normal vectors nm on the subdomains m  
point outward. 
 
Fig. 1  Example of two-dimensional domain decomposition 
into two subdomains. 
It is noted that the Chebyshev polynomials are de-
fined on the interval [–1, 1]. If we want to solve the 
P1-2-problem, we need a mapping procedure to trans-
form the two subdomains to standard squares, i.e. [–1, 
1]×[–1, 1]. This issue will be addressed in Subsection 
4.2. After the transformation, L, B, f, g, m and m 
will be different from original ones and should be de-
noted by different symbols. For the sake of conven-
ience, we also use them unless there is a risk of confu-
sion. 
4.2.  Coordinate transformation 
The Chebyshev spectral method is generally used in 
the standard domain i.e. [–1, 1]×[–1, 1]. Although we 
only consider the square here, we also need to map the 
subdomains onto the unit squares in the context of do-
main decomposition. We define the coordinate trans-
form between the physical space (x, y)
 
and the compu-
tational space ˆ ˆ( , )x y  as 
 
ˆ ˆ( , )
ˆ ˆ( , )
x x y
y x y

 

y
 (21) 
and the inversion 
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1
1
ˆ ( , )
ˆ ( , )
x x y
y x y
	
	
 

 

y
 (22) 
One could directly substitute the map Eq. (21) into 
the problem like Eq. (11) and Eq. (12). The corre-
sponding derivatives need to be multiplied by appro-
priate Jacobians. This procedure has some disadvan-
tages. For example, the original equations will be 
changed and the core code used to solve the problem 
needs to be modified according to different mapping. 
Pfeiffer, et al. [23] proposed a versatile approach which 
separates the code into three independent parts, 
namely, a) code dealing with the basis functions; b) 
mapping between (x, y) and ˆ ˆ( , )x y ; and c) the “user 
code” solving the problem. We take this analogous 
method. Thanks for the square, our Jacobians are just 
constants.  
Suppose the rectangle in physical space (x, y)
 
is [–ax, 
bx]×[–ay, by]. The computational space ˆ ˆ( , )x y  in 
[–1,1]×[–1,1] can be related to (x, y) by the affine 
transformation 
 
   
   
1
ˆ
2
1
ˆ
2
x x x x
y y y y
x b a b a x
y b a b a y
     	 

     	 
 (23) 
For simplicity, we omit the superscript in the fol-
lowing parts. 
4.3.  Influence matrix method 
The aim of this subsection is to present the basic so-
lution strategy of the problem proposed above. Gener-
ally, the solutions u1 and u2 can be obtained by a direct 
method or an iterative one. In this paper, we only 
briefly discuss the direct one, particularly the named 
influence matrix method, which can be viewed as a 
superposition of elementary solutions. The key idea of 
the influence matrix method is to decouple the solution 
in each subdomain as far as possible. For a linear par-
tial differential equation, the solution can always be 
written as the sum of a particular solution and a homo-
geneous solution. We divide the solutions in each sub-
domain as [19] 
 1, 2m m mu u u m    (24) 
where m is the particular solution of the mP -problem 
 
in
on
0 on
m m
m m
m
Lu f
Bu g
u

   
 

 


 

 (25) 
and m the solution of the mP -problem 
 
0 in
0 on
on
m m
m m
m
Lu
Bu
u

 
 

   
 
  (26) 
where  denotes the values of u along the interface and 
may vary along the interface  ,   is the inner part of 
. 
For simplicity but without loss of generality, sup-
pose we use the same numbers Nx and Ny of the collo-
cation points (Eq. (13)) in each subdomain. Let us de-
note the inner collocation points on the interface  by 
I
N . To take more advantages of the linearity of the 
problem, we can compute the influence of each of 
these inner points on the rest of the domain, namely, 
point Green’s function or fundamental solution. Then 
we can sum up all of the point Green’s functions to 
construct a global interface Green’s function, which 
represents the total influence of the interfacial bound-
ary points.  
More precisely, we can write 
 
1
,
1
yN
m l m l
l
u u
	

   (27) 
Here, m,l is the solution of the ,m lP -problem 
 
,
,
I
,
0 in
0 on
j
m l m
m l m
m l y lj j N
Lu
Bu
u y

 


   
   
  (28) 
and l is the unknown coefficient which will be deter-
mined in the following text.  
It is obvious that the continuity of the solution u can 
be preserved via solving the mP -problem. But it is not 
the case for the derivative of u. In the following sub-
section, we will show how this condition can be com-
pleted, and consequently, the value of l. 
4.3.1.  Matching condition 
For generality, suppose the computational domain of 
the problem Eq. (11) and Eq. (12) is decomposed into 
Mx×My subdomains. We introduce (r, s) to denote the 
coordinate system of the subdomains (see Fig. 2). Let 
us consider the subdomain (r, s), which is surrounded 
by four subdomains, namely (r–1, s), (r, s–1), (r+1, s) 
and (r, s+1). The interfacial boundaries are labeled by 
numbers in circles 1)-4) respectively. The linear com-
bination of the solution in the subdomain (r, s) can be 
written as 
 
 
1
1) 1) 3) 3)
( , ) ( , ) ( , ), ( , ), ( , ), ( , ),
1
1
2) 2) 4) 4)
( , ), ( , ), ( , ), ( , ),
1
y
x
N
r s r s r s l r s l r s l r s l
l
N
r s l r s l r s l r s l
l
u u u u
u u
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(29)
 
where (r, s) is the solution of the mP -problem like and 
1)
( , ),r s lu  the solution of the problem, 
1)
( , ), ( , )
1)
( , ),
1)
( , ), ,
0 in
0 on interfaces 2) 3) and 4)
inner points of interface 1)
j
r s l r s
r s l
r s l y l j j
Lu
u
u y
 
 

  
 (30) 
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2)
( , ),r s lu ,
3)
( , ),r s lu and
4)
( , ),r s lu can be calculated with the simi-
lar boundary conditions. 
 
Fig. 2  Numbering of subdomains and the interface. 
As already mentioned, the continuity of the deriva-
tive of the solution u is not preserved. To this end, let 
us consider this continuity, for example along the in-
terfaces 3) and 4) respectively. Recall the matching 
condition Eq. (20), we have  
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and  

 

 
1
1) 1)
( , ) ( , ), ( , ),
1
1
3) 3) 2) 2)
( , ), ( , ), ( , ), ( , ),
1
4) 4)
( , 1)( , ), ( , ),
( ,1)
1) 1) 3) 3)
( , 1), ( , 1), ( , 1), ( , 1),
y
x
i
N
y r s r s l y r s l
l
N
r s l y r s l r s l y r s l
l
y r sr s l y r s l
x
r s l y r s l r s l y r s l
u u
u u
uu
u u

 

 
	

	


   

   !
!
  
 
   " !
 
   




 
1
1
1
2) 2) 4) 4)
( , 1), ( , 1), ( , 1), ( , 1),
1
( , 1)
y
x
i
N
l
N
r s l y r s l r s l y r s l
l x
u u 
	

	
   
 	

   "
"


 
(32)
 
Note that, the continuity of the solution along the in-
terface implies 3)( , ),r s l =
1)
( 1, ),r s l  and 
4)
( , ),r s l = 
2)
( , 1),r s l  . 
4.3.2.  Sweeping system 
In fact, we have to compute the unknown coeffi-
cients ( , ),r s l for completeness. We introduce the lexi-
cographic sweeping system and let r go first and then s. 
We connect the interfaces which are depicted in Fig. 
3(a). The interfaces are marked by the circles and the 
sweeping direction is denoted by arrow. When sweep-
ing up to s=My (Fig. 3(b)), one should notice that there 
are only interfaces along the y-direction. We know that 
the number of the interfaces is (Mx–1)My+(My–1)Mx 
and have supposed that Nx and Ny in each subdomain 
are equal respectively. Then the dimension of the un-
known coefficients ( , ),r s l is 
 
dim( ) ( 1) ( 1)
( 1) ( 1)
x y y
y x x
M M N
M M N
#  	 	 
	 	
 
(33)
 
where =i (i=1, 2, ···, dim()). 
 
Fig. 3  Sweeping system for the interfaces of the whole 
domain. 
Using the matching condition Eq. (31) and Eq. (32), 
and the sweeping system, one can finally obtain an 
algebraic system 
 #  A E  (34) 
where the matrix A is named as the influence matrix 
and is constitutive of the corresponding boundary de-
rivatives of the fundamental solutions at the inner 
points of the interfaces;  is the vector which is de-
fined by the corresponding boundary derivatives of the 
particular solutions at the inner points of the interfaces. 
Figure 4 shows the structure of the influence matrix of 
5×5 subdomains, with the total collocation points of 
the entire domain. The sparse pattern of the matrix is  
 
Fig. 4  Structure of influence matrix (Nx= xNG /Mx, Ny= GNy /My). 
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obvious. This implies that sufficient methods such as 
ILU [24] and SuperLU [25] are applicable. Equation (34) 
is solved by the LU-factorization method in this paper 
for simplicity. 
In the context of domain decomposition algorithm, 
we need to calculate the boundary derivative at the 
interfaces to construct the influence matrix. An appro-
priate correction term should also be added according 
to Eq. (9). This treatment is also required when we 
compute the values of the corner points. 
4.4.  Corner points 
As pointed out by Peyret [19], the values of u at the 
corners of the domain and/or subdomains are not in-
cluded in the solution. These values can be computed 
by combining with the boundary conditions in single 
domain. We now discuss how to determine the values 
of the solution at the corners in the context of domain 
decomposition. To be clear, Fig. 5 illustrates the corner 
points in the multi-domain case. The solid circles de-
note the corner points located on the boundary of the 
entire domain and the open circles represent the com-
mon ones where the four subdomains come together. 
 
Fig. 5  Illustration of corner points in domain decomposition 
algorithm. 
It is stated by Canuto, et al. [21] that there are three 
conditions at the common corner points stemming from 
the continuity of the solution in the nearby four sub-
domains. It is sufficient to impose continuity of either 
derivative x u or y u and the jump in the other deriva-
tive is very small. Following this, let us just consider 
the derivative x u. 
We take the subdomains in the same row s as a unit 
and choose the upper corner point Pr between the sub-
domain (r, s) and the subdomain (r+1, s) to be consid-
ered. For convenience, we drop out the s-coordinate in 
u(r, s). The continuity of the derivative 	x u means  
 ( ), ( 1),(1,1) ( 1,1)r x r xu u  	  (35) 
and 
 
0, ,
(1) (1)
( ) ( 1)
0 0
( ,0) ( ,0)
x x
l N lx
N N
r r
l l
d u l d u l
 
   (36) 
in the discrete form, where di,j(p) is related to Eq. (15). 
More precisely, Eq. (36) can be expanded as 
 
0,0 0,
,0 ,
, 0,
(1) (1)
( ) ( )
(1) (1)
( 1) ( 1)
1 1
(1) (1)
( 1) ( )
1 1
(0,0) ( ,0)
(0,0) ( ,0)
( ,0) ( ,0)
Nx
N N Nx x x
x x
N l lx
r r x
r r x
N N
r r
l l
d u d u N
d u d u N
d u l d u l
 
	 	

 
 	
	 
	 
 
(37)
 
Since u(r) (0,0) and u(r+1) (Nx,0) are located at the same 
point Pr and are equal, we have 
0, 0,0 , ,0
, 0 ,
(1) (1) (1) (1)
1 ( 1) 1
1 1
(1) (1)
( 1) ( )
1 1
( )
( ,0) ( ,0)
N N N Nx x x x
x x
N l lx
r r r r
N N
r r
l l
d U d d U d u U
d u l d u l
	  
	 	

 
 	 	 
	 
 
(38)
 
where we use Ur–1, Ur and Ur+1 to denote the values at 
the corner points Pr–1, Pr and Pr+1 respectively.  
Suppose the boundary condition operator in the 
problem Eq. (11) and Eq. (12) is of the Robin type, i.e. 
 onnBu u u g     $   (39) 
where $ is the coefficient. At the point P0 , we have  
 (1) (1) (1)( 1,1) ( 1,1) ( 1,1)xu u g $	   	  	  (40) 
and  
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(1) (1) (1)
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x
N lx
N
x x
l
u N d u l g N $

   (41) 
in the discrete form, namely,  
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(42)
 
Similarly, at the point 
xM
P , we have 
 
0, 0,0
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(1) (1)
( ) ( )
1
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(43)
 
Eq. (42), Eq. (43) and Eq. (38) form a complete 
tridiagonal matrix system with known right hand sides, 
which can be solved efficiently. 
5.  Examples 
5.1.  Smooth problem 
In this section, we will demonstrate the exponential 
accuracy of the spectral methods for a sufficient 
smooth problem. We solve the Poisson equation 
 % & % &( ) in 3, 3 3, 3xx yyu u f x   	  	  (44) 
with an analytical solution 
 
 
sin sin
4 4
u x y' ( ' ( ) * ) *
+ , + ,
 (45) 
Dirichlet boundary condition is prescribed on the 
boundary  using the exact solution. The function   
f(x) is chosen according to the exact solution Eq. (45). 
The maximum error over all collocation points is de-
fined as 
 ,
,
max ( , )i j i ji j
L u x y u-  	  (46) 
where u(xi, yj) and ui, j are the computed solution and 
the exact solution at the point (xi, yj), respectively. 
The results are obtained using single domain, 3×3 
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subdomains, 4×1 subdomains and 5×5 subdomains to 
validate the code. We use the same number of colloca-
tion points on each subdomain. In this example, the 
entire domain is decomposed with the equal length in 
the x-direction and in the y-direction. Maximum errors 
are plotted in Fig. 6. ĀInteriorā denotes the error 
without the corner points considered in the 
multi-domain calculation and N is the total number of 
collocation points on the entire domain. A log-linear 
scale is used and we can therefore deduce the expected 
spectral convergence from the asymptotic straight 
lines. We only ensure the matching condition of the 
solution on xu at the corner points. This procedure 
leads to a convergent error of order O(10–8). The rea-
son why the error in the case 4×1 subdomains is not 
contaminated is that we only use the boundary condi-
tion to compute the values of the corner points, not 
combined with the continuity of x u. In fact, the accu-
racy at the common corner points can be improved up 
to the machine precision by the finite element precon-
ditioner [26] in the variational formulation [27]. We do 
not attempt to do it for simplicity. 
 
Fig. 6  Maximum errors of different domain decomposition 
for smooth problem. 
As expected, the multi-domain method is less accu-
rate than the single domain for the smooth problem. 
Without considering the corner points, the single do-
main needs 17 points to obtain the machine precision, 
and 36, 44, 50 for 3×3 subdomains, 4×1 subdomains 
and 5×5 subdomains, respectively. 
5.2.  Discontinuous problem 
5.2.1.  Discontinuous Example 1 
We now attempt to solve the discontinuous problem 
that was also used by Leveque and Li [9], and Zhong 
[13]. The problem is 
 2( ( ))( ( ))dxx yyu u x X s y Y s s

  	 	.  (47) 
where the interface is defined by 
: x2+y2=1/4. We 
first extend the computational domain to [–3, 3]×[–3, 
3] for using domain decomposition. The Dirichlet 
boundary condition is prescribed by using the exact 
solution 
 
1 if 1/ 2
( , )
1 lg(2 ) if 1/ 2
h
u x y
h h
/
   
 (48) 
It can be easily derived that the first two jump con-
ditions at the points on interface 
 are 
  	 0u    (49) 
 2
u
n 



    
 (50) 
We first present the single domain result obtained by 
using first-order jump correction with 120×120 points 
in Fig. 7. Like Fig. 12 in Ref. [13] , we also compare 
the contours of the exact solution and the numerical 
solution in Fig. 7(b). Open circles repressent exact so-
lution and lines-numerical solution. The two solutions 
agree very well. As expected, there is not any evidence 
of the Gibbs phenomenon for the discontinuous prob-
lem in the computation. 
 
Fig. 7  Solution of discontinuous Example 1 
In order to facilitate our domain decomposition, we 
introduce a clustering factor cf. This factor is used to 
contract the size of the subdomains to the center of the 
computational domain, namely (see Fig. 8) 
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 f
1
i
i
Lc
L 
  (51) 
where Li is the length of the subdomain. In the follow-
ing text, we will show the results obtained using the 
3×3 subdomains with cf =1.0, cf =0.5 and 5×5 subdo-
mains with cf =1.0, cf =0.5 and cf =0.3. For the 5×5 
subdomains computation, we also show the result us-
ing a special domain decomposition (denoted by char-
acter “T” which means three subdomains with equal 
length are placed on the interval (–0.8, 0.8) for x- and 
y-directions, respectively). We also use the same num-
ber of points in each subdomain. 
 
Fig. 8  Illustration of clustering factor(Up) and mesh for 
5×5 subdomains computation with cf =0.5(Down).
 
The maximum errors using different domain de-
composition with different clustering factors are dis-
played in Fig. 9 and Fig. 10, from first-order to 
third-order jump conditions. For the clustering factor cf 
=1.0, the maximum errors of the 3×3 subdomains and 
the 5×5 subdomains are almost identical to that of the 
single domain. It can be clearly seen that if we use 
smaller clustering factor such as cf =0.5 and cf =0.3, 
the maximumerrors become smaller. It is interesting in 
the case 3×3 subdomains with cf =0.5 and the case 5×5 
subdomains with special decomposetion (see Fig. 11). 
For the first-order jump condition, the maximum
error of the former is generally smaller than that of the 
latter. If increasing the order of jump condition, the 
maximum error of the former becomes larger. This may 
be the result of the more uniform distributions of the 
collocation points. 
Since the maximum errors show moderately oscilla-
tion [16], we fit the computational errors using the 
least-square method as the following form: 
 lg lgL k N q-  	   (52) 
For comparison, we use the datum of 60×60 to  
360×360 collocation points to get the results. The val-
ues of k (can be roughly viewed as convergence rate) 
and q are listed in Tables 1-3 for the first-order, sec-
ond-order and third-order jump conditions, respec-
tively. The corresponding fitted errors are also shown   
in Fig.12. The reduction of the error due to the mul-
ti-domain method is obvious and we can obtain the 
expected order of the accuracy. 
 
Fig. 9  Maximum errors with respect to the total collocation 
points in 3×3 subdomains. 
In the proceeding part of this section, we use the 
same number of collocation points on each subdomain 
and place more subdomains around the discontinuity to 
enhance the resolution. In fact, from a computational 
point of view, it is not a practical one. We do this just 
to demonstrate the feature of our method, which does 
not pose any problem when the domain interface cuts 
across the discontinuity. Of course, we should avoid 
the common corner points locating at the interface, 
since we only impose the matching condition on the 
derivative xu. Now we focus on the cases of the do-
main interface giving away the discontinuity and use 
different numbers of collocation points on each sub-
domain. We first limit the computational domain to 
[–1,1]×[–1,1] to compare the results with Zhong’s [13] 
and Leveque and Li’s [9]. 3×3 subdomains are used  
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Fig. 10  Maximum errors with respect to the total colloca-
tion points in 5×5 subdomains.
 
and shown in Fig. 13. The numerical errors are given 
in Table 4 and Table 5 for our second-order and third- 
order spectral IIM, respectively. The numbers of points 
used in different subdomains are also presented in the 
tables. Generally speaking, we can get smaller error in 
the multi-domain computation than in the single one.  
 
Fig. 11  Maximum errors with respect to the total colloca-
tion points, from first-order to third-order jump        
conditions. 
Table 1  First-order jump condition 
Computation case k q 
1 domain 1.43 2.58 
3×3 domain  cf =1.0 1.44 2.37 
3×3 subdomains  cf =0.5 1.41 0.95 
5×5 subdomains  cf =1.0 1.31 1.12 
5×5 subdomains  cf =0.5 1.49 2.44 
5×5 subdomains  cf =0.3 1.47 1.99 
5×5 subdomains T 1.56 2.17 
Table 2  Second-order jump condition 
Computation case k q 
1 subdomains 2.32 4.00 
3×3 subdomains  cf =1.0 2.41 4.41 
3×3 subdomains  cf =0.5 2.58 3.63 
5×5 subdomains  cf =1.0 2.68 5.47 
5×5 subdomains  cf =0.5 2.54 4.17 
5×5 subdomains  cf =0.3 2.44 3.12 
5×5 subdomains  T 2.63 3.53 
Table 3  Third-order jump condition 
Computation case k q 
1 subdomains 3.38 6.65 
3×3 subdomains  cf =1.0 3.43 6.73 
3×3 subdomains  cf =0.5 3.40 4.52 
5×5 subdomains  cf =1.0 3.50 6.75 
5×5 subdomains  cf =0.5 3.41 5.37 
5×5 subdomains  cf =0.3 3.56 5.52 
5×5 subdomains  T 3.15 2.43 
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Fig. 12  Fitted errors with different clustering factors. 
The multi-domain spectral IIM is favored due to the 
small error than those of the corresponding Zhong’s 
and Leveque and Li’s scheme. 
 
Fig. 13  Domain decomposition and grid used to compare 
the results with other IIMs. 
The order is computed by as a reference to be com-
pared and also shown in Table 4 and Table 5. We note 
 2
2
Order log
N
N
L
L
-
-
' (
 ) *) *
+ ,
 (53) 
the error oscillation of spectral IIM [16] and should use 
the least-square method Eq. (52) to obtain the order of 
accuracy in the proceeding part. 
Table 4  Comparison of numerical errors with other 
IIMs (Current second-order spectral IIM with 
and without domain decomposition method) 
Computation case LĞ 40×40 LĞ 80×80 Order
Leveque and Li (second-order) 8.346×10–4 2.445×10–4 1.771
Zhong’s method A (second-order) 1.634×10–3 2.858×10–4 2.515
Zhong’s method B (second-order) 4.441×10–4 9.504×10–5 2.224
Zhong’s method C (second-order) 1.572×10–3 2.504×10–4 2.650
1 subdomains 3.413×10–4 1.205×10–4 1.502
3×3 subdomains [–0.6,0.6] 
(Nx1+1):(Nx2+1):(Nx3+1) 
2.385×10–4 
6:30:6 
9.059×10–6
12:58:12 
4.718
Table 5  Comparison of numerical errors with other 
IIMs (Current third-order spectral IIM with 
and without domain decomposition method) 
Computation case LĞ 40×40 LĞ 80×80 Order
Zhong’s method D (third-order) 4.953×10–4 4.750×10–5 3.382
Zhong’s method E (fourth-order) 1.222×10–4 6.151×10–6 4.312
Zhong’s method F (fourth-order) 1.552×10–5 3.429×10–7 5.500
1 domain 3.115×10–5 2.580×10–6 3.594
3×3 subdomains [–0.6,0.6] 
(Nx1+1):(Nx2+1):(Nx3+1) 
1.024×10–5 
6:30:6 
2.506×10–6
12:58:12 
2.031
 
To take advantage of the domain decomposition-
method, we extend computational domain to [–3,3]× 
[–3,3] and [–5,5]×[–5,5], but maintain the locations of 
the domain interfaces and keep both the ratios 
Nx1:Nx2:Nx3 and Ny1:Ny2:Ny3 as 1:4:1. That is to say, we 
place more collocation points near the discontinuity. 
The maximum errors with respect to the total colloca-
tion points of different computational domain are 
shown in Fig. 14 and Fig. 15 for the second-order and  
 
Fig. 14  Maximum errors of the discontinuous Example 1  
with respect to the total collocation points with  
second-order jump conditions. 
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the third-order jump conditions, respectively. In spite 
of the enlarged domain, our method is favored due to 
the same level of the error if the number of points is 
sufficiently large.  
 
Fig. 15  Maximum errors of the discontinuous Example 1 
with respect to the total collocation points with 
third-order jump conditions. 
5.2.2.  Discontinuous Example 2 
In this example we solve a function u which has a 
jump of itself and its derivatives. The equation on each 
side of the interface is  
 0xx yyu u   (54) 
which is defined on square [–1,1]×[–1,1] and has the 
following exact solution: 
 
e cos if 1/ 2
( , )
0 if 1/ 2
x y ru x y
r
 / 

 (55) 
The jumps in u and its derivatives along the interface 
are evaluated from the exact solution. The numerical 
errors with the single domain and the multi-domain are 
presented in Table 6.  In the context of the 
multi-domain computation, we also decompose the 
whole domain to 3×3 subdomains as Fig. 13 shows,with 
Lx1:Lx2:Lx3=1:4:1, Nx1:Nx2:Nx3=1:4:1 and the same ra-
tios with respect to the y-direction. The table also 
shows the results of leveque and Li’s IIM [9] and of Zhou, 
et al.’s MIB [12]. In the single domain case, we can see 
that the error of our spectral IIM is smaller than Leveque 
and Li’s original second-order IIM and comparable with 
Zhou, et al.’s. If we use domain decomposition strategy, 
we can get more better results. The order in the tables is 
also obtained by Eq. (53).  
The computed result with Nx=Ny=60 is plotted in 
Fig. 16. The jump in u is captured sharply. The distri-
bution of the error is different from the result of  
 
Fig. 16  Solution and error of the discontinuous Example 2. 
Table 6  Comparison of numerical errors with IIM of Leveque and Li [9] and MIB of Zhou, et al. [12] (Current sec-
ond-order spectral IIM with and without domain decomposition method) 
Computation case LĞ=20×20 LĞ=40×40 LĞ=80×80 LĞ=160×160 
Leveque and Li (second-order IIM) 4.389×10–4 1.079×10–4 2.778×10–5 7.500×10–6 
Order  2.02 1.96 1.89 
Zhou, et al. (second-order MIB) 1.015×10–4 2.511×10–5 6.369×10–6 1.608×10–6 
Order  2.02 1.98 1.99 
1 domain 2.004×10–4 4.868×10–5 4.202×10–6 1.394×10–6 
Order  2.04 3.53 1.59 
3×3 subdomains [–0.6, 0.6]  
(Nx1+1):(Nx2+1):(Nx3+1) 
1.137×10–4 
4:14:4 
2.029×10–5 
6:30:6 
7.082×10–7 
12:58:12 
1.134×10–7 
24:114:24 
Order  2.49 4.84 2.64 
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Zhou,et al.’s [12] which is uniform outside of the inter-
face, and is due to the global feature of spectral meth-
ods. 
As in the discontinuous example 1, we also extend 
computational domain to [–3,3]×[–3,3] and 
[–5,5]×[–5,5], but maintain the locations of the domain 
interfaces and both the ratios Nx1:Nx2:Nx3 and Ny1: 
Ny2:Ny3 as 1:4:1. The maximum errors with respect to 
the total collocation points of different computational 
domains are shown in Fig. 17 and Fig. 18 for the sec-
ond-order and third-order jump conditions, respectively. 
In this case, our method is also favored due to the same 
level of the error, even with small number of colloca-
tion points. One reason may be that the values of u 
outside of the interface are constant and small number 
of points is sufficient to represent the function. 
 
Fig. 17  Maximum errors of the discontinuous Example 2 
with respect to the total collocation points with 
second-order jump conditions. 
 
Fig. 18  Maximum errors of the discontinuous Example 2 
with respect to the total collocation points for 
third-order jump conditions. 
6. Conclusions 
In this paper, a kind of the domain decomposition 
spectral IIM is proposed and described with sufficient 
details. The code shows that the spectral convergence 
can be reached for the smooth problem. The conver-
gent error in the order O(10–8) is the result of preserv-
ing the continuity of the solution only for xu at the 
corner points. Without these corner points considered, 
we can obtain nearly machine precision for the solu-
tion. 
We have extended the global description approach of 
a discontinuous function to the spectral domain de-
composition method. As expected, there is no Gibbs 
phenomenon in the multi-domain case just as in the 
single domain computation. Furthermore, the domain 
decomposition technique can reduce the numerical 
error of the method, especially when more collocation 
points are placed near the discontinuity. Our mul-
ti-domain spectral IIM favorably reaches the same 
level of the accuracy, although the domain is enlarged. 
That is to say, we can use only a few points on the 
smooth subdomain in order to take advantage of the 
high accuracy property of the spectral method and 
more points on the discontinuous domain to enhance 
the resolution of the calculation. 
This method does not need any special treatment on 
the irregular points as in the conventional IIM or MIB, 
and is very simple to implement. The only conditions 
are the location and the jump of the discontinuities. 
Note that the present method needs more jump condi-
tions than Zhong’s and Zhou, et al.’s. This gives the 
impetus of the future investigation. 
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