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Abstract
Permanental sequences with non-symmetric kernels that are general-
ization of the potentials of a Markov chain with state space {0, 1/2, . . . ,
1/n, . . .} and a single instantaneous state that was introduced by Kol-
mogorov, are studied. Depending on a parameter in the kernels we obtain
an exact rate of divergence of the sequence at 0, an exact local modulus
of continuity of the sequence at 0, or a precise bounded discontinuity for
the sequence at 0.
The kernel of the permanental sequence is,
U(0, 0) = 2, U(0, 1/j) = 1 + gj, U(1/i, 0) = 1 + fi, i, j = 2, 3, . . . .
U(1/i, 1/j) = λjδi,j + 1 + figj, i, j = 2, 3, . . . ,
where {λj}, {fi} and {gj} satisfy certain conditions.
Let T = {0, 1/2, 1/3, . . .}. For all α > 0, there exist α-permanental
sequences {X(α),s; s ∈ T } with kernel U . If limn→∞ λn logn = β, 0 ≤
β <∞, then for all k ≥ 1,
lim sup
n→∞
X(k/2),1/n −X(k/2),0
(λn logn)1/2
= β1/2 + 2X
1/2
(k/2),0 a.s.,
lim inf
n→∞
X(k/2),1/n −X(k/2),0
(λn logn)1/2
=
{
−X(k/2),0/β1/2 if X(k/2),0 < β
β1/2 − 2X1/2(k/2),0 if X(k/2),0 ≥ β
a.s.
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0 Key words and phrases: permanental sequences with non-symmetric kernels, moduli of
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1 Introduction
We are interested in α-permanental processes that are positive infinitely divis-
ible processes determined by an infinite matrix that is the potential density of
a transient Markov chain. When the matrix is symmetric a 1/2-permanental
process it is the square of a Gaussian process. Permanental processes are re-
lated by the Dynkin isomorphism theorem to the total accumulated local time
of the chain when the potential density is symmetric, and by a generalization
of the Dynkin theorem by Eisenbaum and Kaspi in the general case. They are
also related to chi square processes and loop soups.
In this paper we study permanental sequences with non-symmetric kernels
that are a generalization of the potentials of a Markov chain with a single
instantaneous state that was introduced by Kolmogorov [4]. The connection
is explained in Section 7. These permanental sequences are very interesting
because, suitably normalized, they can have bounded random discontinuities
at zero.
Permanental processes provide a challenge to probabilists who are inter-
ested in sample path properties of stochastic processes to see what new ideas
and techniques are needed to analyze them. We think that they should have
applications in statistical modeling that use chi square processes.
An Rn+ valued α-permanental random variable X = (X1, . . . ,Xn) is a
random variable with Laplace transform
E
(
e−
∑n
i=1 siXi
)
=
1
|I +KS|α , (1.1)
for some n × n matrix K, diagonal matrix S with entries si, 1 ≤ i ≤ n, and
α > 0. We refer to K as a kernel of X.
An α-permanental process {Xt, t ∈ T} is a stochastic process which has
finite dimensional distributions that are α-permanental vectors. The perma-
nental process is determined by a kernel K = {K(s, t), s, t ∈ T}, with the
property that for all t1, . . . , tn in T , {K(ti, tj), i, j ∈ [1, n]} determines the
α-permanental random variable (Xt1 , . . . ,Xtn) by (1.1). In this paper we take
T = {0, 1/2, 1/3, . . . , 1/n, . . .} with the Euclidean topology.
We refer to an α-permanental process on T as an α-permanental sequence,
or simply as a permanental sequence. Note that when (1.1) holds for a kernel
K(s, t) for all α > 0, the family of permanental processes obtained are infinitely
divisible.
It is well known that whenK is symmetric it is the covariance of a Gaussian
sequence {ξs} and Ξ := {Ξs, s ∈ T} law= {ξ2s/2, s ∈ T} is a 1/2-permanental
process. Consequently it is relatively easy to find sample path properties of
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Ξ because we have many tools to analyze Gaussian sequences. Moreover, we
can often extend these results to k/2-permanental sequences, for all integers
k ≥ 1, by considering the sum of k independent copies of Ξ. Therefore the real
challenge is to understand the behavior of α-permanental sequences for which
the kernel K in (1.1) can not be taken to be symmetric. What this means is
explained in detail in Section 7. See also [3, 9].
The kernel U = {U(s, t), s, t ∈ T} of the permanental sequences we con-
sider are obtained as follows: Let G = {Gi,j ; i, j ∈ 0, 2, . . .} where,
Gi,j = λiδi,j + 1 + figj , (1.2)
where λ0 = 0, f0 = g0 = 1 and 0 < fi, gi < 1, i ≥ 2. Written out this looks
like,
G =

2 1 + g2 . . . 1 + gn . . .
1 + f2 λ2 + 1 + f2g2 . . . 1 + f2gn . . .
...
...
. . .
...
. . .
1 + fn 1 + fng2 . . . λn + 1 + fngn . . .
...
...
. . .
...
. . .
 . (1.3)
We assume that λj > 0, for j ≥ 2 and,
lim
n→∞λn = 0. (1.4)
We also take {fj}, {gj} and {λj} to satisfy,
∞∑
j=2
(1− fj)
λj
< 1 and
∞∑
j=2
(1− gj)
λj
< 1. (1.5)
Let U(s, t) be a kernel on T = {0, 1/2, 1/3, . . . , 1/n, . . .} defined by,
U(0, 0) = G0,0 = 2, (1.6)
U(0, 1/j) = G1,j = 1 + gj , U(1/i, 0) = Gi,1 = 1 + fi, i, j ≥ 2
U(1/i, 1/j) = Gi,j = λiδi,j + 1 + figj , i, j ≥ 2.
Note that U(s, t) is continuous on T .
Theorem 1.1 For all α > 0 there exists a permanental sequence X(α) =
{X(α),s, s ∈ T} with kernel U(s, t).
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We study the limiting behavior of X(α) at 0. The next result is obtained
in our earlier papers as we point out on page 19. Its proof is much simpler
than the proofs of the other limit theorems.
Theorem 1.2 If
lim
n→∞λn log n =∞, (1.7)
then for all α > 0,
lim sup
n→∞
X(α),1/n
λn log n
= 1 a.s. (1.8)
In the next theorem we provide examples of permanental processes with an
almost surely bounded random discontinuity at 0. Note that we are restricted
to α = k/2 for k an integer greater that or equal to 1. We need this restriction
to find lower bounds. In Theorem 1.7 we give upper bounds for all α > 0.
Theorem 1.3 If,
lim
n→∞λn log n = β, 0 < β <∞, (1.9)
then for all k ≥ 1,
lim sup
n→∞
|X(k/2),1/n −X(k/2),0| = β + 2β1/2X1/2(k/2),0 , a.s. (1.10)
lim sup
n→∞
X(k/2),1/n −X(k/2),0 = β + 2β1/2X1/2(k/2),0 , a.s. (1.11)
and
lim inf
n→∞ X(k/2),1/n −X(k/2),0 =
{
−X(k/2),0, if X(k/2),0 < β
β − 2β1/2X1/2(k/2),0, if X(k/2),0 ≥ β
, a.s.
(1.12)
The next limit theorem gives a local modulus of continuity at zero that is
itself random. This shows in particular that the modulus of continuity is not
a tail event.
Theorem 1.4 If,
lim
n→∞λn log n = 0, (1.13)
then for all k ≥ 1,
lim sup
n→∞
|X(k/2),1/n −X(k/2),0|
(λn log n)1/2
= 2X
1/2
(k/2),0 , a.s. (1.14)
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lim sup
n→∞
X(k/2),1/n −X(k/2),0
(λn log n)1/2
= 2X
1/2
(k/2),0 , a.s. (1.15)
and
lim inf
n→∞
X(k/2),1/n −X(k/2),0
(λn log n)1/2
= −2X1/2(k/2),0 , a.s. (1.16)
The next theorem is simply a restatement of Theorems 1.3 and 1.4 in a
more compact form.
Theorem 1.5 If,
lim
n→∞λn log n = β, 0 ≤ β <∞, (1.17)
then for all k ≥ 1,
lim sup
n→∞
|X(k/2),1/n −X(k/2),0|
(λn log n)1/2
= β1/2 + 2X
1/2
(k/2),0 , a.s. (1.18)
lim sup
n→∞
X(k/2),1/n −X(k/2),0
(λn log n)1/2
= β1/2 + 2X
1/2
(k/2),0 , a.s. (1.19)
and
lim inf
n→∞
X(k/2),1/n −X(k/2),0
(λn log n)1/2
=
{
−X(k/2),0/β1/2, if X(k/2),0 < β
β1/2 − 2X1/2(k/2),0, if X(k/2),0 ≥ β
, a.s.
(1.20)
When β > 0 in (1.17) we can replace the denominator on the left-hand
sides of (1.18)–(1.20) by β1/2 and then multiply by β1/2 to get (1.10)–(1.12).
When β = 0 in (1.17) we simply replace β by 0 on the right-hand sides of
(1.18)–(1.20) to get (1.14)–(1.16).
Theorem 1.5 is the main result in this paper. We note that it is fully
equivalent to the following theorem, which has a much simpler form but does
not make evident the interesting types of limits that we see in Theorem 1.5.
Theorem 1.6 If,
lim
n→∞λn log n = β, 0 ≤ β <∞, (1.21)
then for all k ≥ 1,
lim sup
n→∞
|X1/2(k/2),1/n −X
1/2
(k/2),0|
(λn log n)1/2
= 1 , a.s. (1.22)
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lim sup
n→∞
X
1/2
(k/2),1/n −X
1/2
(k/2),0
(λn log n)1/2
= 1 , a.s. (1.23)
lim inf
n→∞
X
1/2
(k/2),1/n −X
1/2
(k/2),0
(λn log n)1/2
= −(X1/2(k/2),0/β1/2 ∧ 1) , a.s. (1.24)
The next theorem also is in our earlier work. It shows that the upper
bounds given in (1.11), (1.15) and (1.19) hold for all permanental process
X(α) = {X(α),s; s ∈ T} with kernel U(s, t). The innovation in this paper is to
find the lower bounds, which generally is more difficult.
Theorem 1.7 The upper bounds in (1.11), (1.15) and equivalently (1.19) hold
for all α > 0.
The kernel U defined in (1.6) is related to the potential of a Markov chain
introduced by Kolmogorov. In Kolmogorov’s paper [5], published in 1951, he
gives an example of a recurrent Markov chain on the integers with a single
instantaneous state. This is generalized in Reuter [10], published in 1969.
These Markov chains are very interesting but the potentials we use to define
permanental processes must be the potentials of transient chains. Therefore,
we modify Reuter’s example. We explain this at the end of this paper, in
Section 7, since our motivation for the definition of U is not used to obtain
the results given above.
Theorems 1.1, 1.2 and 1.7 are based on our earlier work. Their proofs are
given in Section 5. Theorem 1.5 is the main result in this paper. We have
commented in this section that it easily implies Theorems 1.3 and 1.4. It is
proved in Section 3. Several critical lemmas used in the proof of Theorem 1.5
are given Section 2. Lemmas 2.1 and 2.2 are proved in Section 2. Lemmas 2.3,
2.4 and 2.5 are proved in Section 6. The proof that Theorem 1.5 and Theorem
1.6 are equivalent is given in Section 4.
We thank Pat Fitzsimmons for helpful conversations.
2 Preliminaries
Let C = {ci,j}1≤i,j≤n be an n × n matrix. We call C a positive matrix, and
write C ≥ 0, if ci,j ≥ 0 for all i, j.
A matrix A is said to be a nonsingular M -matrix if
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(1) ai,j ≤ 0 for all i 6= j.
(2) A is nonsingular and A−1 ≥ 0.
It follows from [2, Lemma 4.2] that the right-hand side of (1.1) is a Laplace
transform for all α > 0 if A = K−1 exists and is a nonsingular M -matrix. We
refer to A as the M -matrix corresponding to X. We also use the terminology
that K is an inverse M -matrix.
Let K be an n× n matrix with positive entries. We define
KSym = {(Ki,jKj,i)1/2}ni,j=1. (2.1)
When A is an M -matrix, we define
Asym =
{
Aj,j j = 1, . . . , n
−(Ai,jAj,i)1/2 i, j = 1, . . . , n, i 6= j . (2.2)
In addition, when A = K−1 is a non-singular M -matrix, it follows from [7,
Lemma 3.3] that Asym is a non-singular M -matrix. We define,
Kisymi = (Asym)
−1. (2.3)
(The notation isymi stands for, ‘take the inverse, symmetrize and take the
inverse again’.)
It is obvious that if K is symmetric,
Kisymi = K. (2.4)
Lemma 2.1 When K is an inverse M -matrix so is Kisymi. Furthermore,
when, in addition, K is equivalent to a symmetric inverse M -matrix then,
KSym = Kisymi.
Proof By hypothesis A = K−1 is a non-singularM -matrix. Therefore, as we
just pointed out, Asym is a non-singular M -matrix. We denote it’s inverse by
Kisymi. Furthermore, if K is equivalent to a symmetric inverse M -matrix R,
then by [9, Lemma 2.1, (2.5)] and the fact that R ≥ 0, we have R = KSym. It
is easy to see that the results of [9, Lemma 2.1] hold with K and R replaced by
A and R−1. Therefore, since R−1 is anM -matrix, it follows from the analogue
of [9, Lemma 2.1, (2.5)] that R−1 = Asym. Thus KSym = Kisymi.
The next lemma which is given in [7, Corollary 3.1], associates an α-
permanental random variable with kernel K with an α-permanental random
variable with a symmetric kernel Kisymi. .
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Lemma 2.2 For any α > 0 let Xα(n) = (Xα,1, . . . ,Xα,n) be the α-permanental
random variable determined by an n × n kernel K(n) that is an inverse M -
matrix and set A(n) = K(n)−1. Let X˜α be the α-permanental random variable
determined by K(n)isymi. Then for all functions gn of Xα(n) and X˜α(n) and
sets Bn in the range of gn
|A(n)|α
|A(n)sym|αP
(
gn(X˜α(n)) ∈ Bn
)
≤ P (gn(Xα(n)) ∈ Bn) (2.5)
≤
(
1− |A(n)|
α
|A(n)sym|α
)
+
|A(n)|α
|A(n)sym|αP
(
gn(X˜α(n)) ∈ Bn
)
.
Let G(1, l, n) denote the n×n matrix obtained by restricting the matrix G
in (1.3) to the n×nmatrix with indices {1, l+2, . . . , l+n}×{1, l+2, . . . , l+n}.
Note that G(1, 0, n) = {Gi,j ; i, j = 1, . . . , n} := G(n).
Let
K(1, l, n) =

1 1 . . . 1
1 G(1, l, n)1,1 . . . G(1, l, n)1,n
...
...
. . .
...
1 G(1, l, n)n,1 . . . G(1, l, n)n,n
 . (2.6)
K(1, l, n) is an (n + 1) × (n + 1) matrix. We use {0, 1 . . . , n} to denote the
indices of K(1, l, n).
We now state three lemmas that are the core of the proof of Theorem 1.5.
They are proved in Section 6.
Lemma 2.3 K(1, l, n) is an inverse M-matrix, and A(1, l, n) := K(1, l, n)−1
has non-negative row sums.
The next two lemmas enable us to use Lemma 2.2 in the proof of Theorem
1.5.
Lemma 2.4
1 ≤ τ1,l,n := |Asym(1, l, n)||A(1, l, n)| ≤ 2, (2.7)
and
lim
l→∞
τ1,l,n = 1, (2.8)
uniformly in n.
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In particular, this shows that we can find some τ1,l,∗ ≥ 1 such that
τ1,l,n ≥ τ1,l,∗ for all n and lim
l→∞
τ1,l,∗ = 1. (2.9)
Set Kisymi(1, l, n) = (Asym(1, l, n))−1. {Kisymi(1, l, n)j,k; j, k ∈ 0, 1 . . . , n}
is an (n + 1) × (n + 1) matrix. We use {0, 1 . . . , n} to denote the indices of
K(1, l, n)isymi. Let Z(α)(n + 1) = {Z(α),0, . . . , Z(α),n} be an α-permanental
process with kernel K(1, l, n) and Z(α)(n+ 1) = {Z(α),0, . . . , Z(α),n} be an α-
permanental process with kernel Kisymi(1, l, n). Then it follows from Lemma
2.2 that,
|Asym(1, l, n)|α
|A(1, l, n)|α P
(
gn+1(Z(α)(n+ 1)) ∈ Bn+1
) ≤ P (gn+1(Z(α)(n + 1)) ∈ Bn+1)
≤
(
1− |Asym(1, l, n)|
α
|A(1, l, n)|α
)
+
|Asym(1, l, n)|α
|A(1, l, n)|α P
(
gn+1(Z(α)(n+ 1)) ∈ Bn+1
)
).
Suppose that gn+1 is such that
gn+1(v0, v1, . . . , vn) = g
′(v1, . . . , vn). (2.10)
Then
P
(
gn+1(Z(α)(n+ 1)) ∈ Bn+1
)
= P
(
g′(Z(α),1, . . . , Z(α),n) ∈ Bn+1
)
. (2.11)
and similarly with Z replaced by Z. This is an important observation. We see
from (2.6) that (Z(α),1, . . . , Z(α),n)) is an α-permanental sequence with kernel
G(1, l, n). This is what we set out to study. Similarly, (Z(α),1, . . . , Z(α),n)) is
an α-permanental sequence with kernel
{Kisymi(1, l, n)j,k; j, k ∈ 1 . . . , n} (2.12)
Since this kernel is symmetric it is the covariance of a Gaussian sequence which
we denote by {ξ(1, l, n)j ; j ∈ 1, . . . , n}.
Lemma 2.5 Let {ηj ; j ∈ 1, 2, . . .} be an independent standard normal se-
quence. Then,
ξ(1, l, n)1
law
=
√
2 η0 + ol(1)η0, (2.13)
and, with J (n) = {2, . . . , n},
ξ(1, l, n)j
law
= λ
1/2
l+j ηl+j +
√
2 η0 + ol(1)η0, j ∈ J (n), (2.14)
and
{ξ(1, l, n)j − ξ(1, l, n)1; j ∈ J (n)} law= {λ1/2l+j ηl+j + ol(λl+j) η0; j ∈ J (n)}.
(2.15)
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3 Proof of Theorem 1.5
The results in Theorems 1.5 are not intuitively obvious. To begin we simplify
the problem to show how they come about. We replace U in (1.6) by U =
{U (s, t), s, t ∈ T} where,
U(s, t) = δs,tλ1/s + 21, s, t ∈ T, (3.1)
where, λ1/0 := 0. This is a good approximation to U , since lims→0 fs =
lims→0 gs = 1 it is very close to U as s→ 0.
Note that U is the covariance of a Gaussian sequence {τs, s ∈ T} where
τ0 =
√
2η0, and τs = λ
1/2
1/sηs +
√
2η0, (3.2)
where {ηs, s ∈ T} be an independent standard normal sequence. Therefore,
X(1/2) = {X(1/2),s, s ∈ T} = {τ2s /2, s ∈ T} is a 1/2 permanental sequence
with kernel U and,
{X(1/2),s −X(1/2),0, s ∈ T} =
{τ2s − τ20
2
, s ∈ T
}
. (3.3)
It simplifies things if we use more standard notation. Let {ηj ; j ∈ N} be
an independent standard normal sequence. Define
τ0 =
√
2η0, and τn = λ
1/2
n ηn +
√
2η0, n ≥ 2. (3.4)
Then
{X(1/2),1/n −X(1/2),0, n ≥ 2} =
{τ2n − τ20
2
, n ≥ 2
}
. (3.5)
Set ~τn = (τn,1, . . . , τn,k) and ~ηn = (ηn,1, . . . , ηn,k) so that,
k∑
i=1
τ2n,i = ‖~τn‖22 and
k∑
i=1
η2n,i = ‖~ηn‖22. (3.6)
Consequently, X(k/2) = {X(k/2),1/n, n ≥ 2} = {‖~τn‖22/2, n ≥ 2} is a k/2-
permanental sequence with kernel U , and,
{X(k/2),1/n −X(k/2),0, n ≥ 2} =
{‖~τn‖22 − ‖~τ0‖22
2
, n ≥ 2
}
. (3.7)
Lemma 3.1 The limits in (1.18)–(1.20) hold when {X(k/2),1/n;n ≥ 2} is re-
placed by {X(k/2),1/n;n ≥ 2}.
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The proof of Lemma 3.1 uses the next two lemmas:
Lemma 3.2 Let ηi,j , i = 1, . . . , k, j = 1, . . . , n, be independent standard
normal random variables and let ~ηn = (η1,n, . . . , ηk,n). Then for any ~v ∈ Rk
with ‖~v‖2 ≤ 1, there exists an Ω′ ⊂ Ω with measure 1 such that for all ω′ ∈ Ω′
there exists a subsequence {sm(ω′)} of the integers, such that for all 1 ≤ j ≤ k,
lim
m→∞
ηj,sm(ω′)
(2 log sm(ω′))1/2
= vj , a.s. (3.8)
Proof Let ǫn = (log n)
−1/k. Then,
P
(
vj
√
2 log1/2 n− ǫn ≤ ηj,n ≤ vj
√
2 log1/2 n+ ǫn; j = 1, . . . , k
)
(3.9)
=
k∏
j=1
1√
2π
∫ √2vj log1/2 n+ǫn
√
2vj log
1/2 n−ǫn
e−x
2/2 dx
≥
k∏
j=1
ǫn
2
√
2π
1
nv
2
j
≥ ǫ
k
n
(8π)k/2n
=
1
(8π)k/2n log n
.
The statement in (3.8) follows from the Borel-Cantelli Lemma.
Lemma 3.3 Let ~ηn = (η1,n, . . . , ηk,n) be as in Lemma 3.2. Then, almost
surely, the set of limit points of
~ηn
(2 log n)1/2
, (3.10)
is the unit ball in Rk. Equivalently,
sup
{~w∈Rk : ‖~w‖2≤1}
lim inf
n→∞
∥∥∥ ~ηn
(2 log n)1/2
− ~w
∥∥∥
2
= 0, a.s. (3.11)
Proof It follows from Lemma 3.2 that
lim inf
n→∞
∥∥∥ ~ηn
(2 log n)1/2
− ~w
∥∥∥
2
= 0, a.s. (3.12)
holds for any fixed ~w ∈ Rk with ‖~w‖2 ≤ 1. Furthermore, since (3.12) holds
almost surely, it can be extended to hold on a countable dense subset of the
unit ball of Rk. We can then extend it to all ~w in the unit ball of Rk.
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Proof of Lemma 3.1 We write,
‖~τn‖22 − ‖~τ0‖22
2
=
‖~τn − ~τ0‖22
2
+ (~τn − ~τ0) · ~τ0
=
λn‖~ηn‖22
2
+
√
2λn(~ηn · ~η0). (3.13)
Consequently,
‖~τn‖22 − ‖~τ0‖22
2(λn log n)1/2
=
(λn log n)
1/2‖~ηn‖22
2 log n
+
2(~ηn · ~η0)
(2 log n)1/2
. (3.14)
Let ~u be a random variable in the unit ball of Rk and consider,
β1/2‖~u‖22 + 2(~u · ~η0). (3.15)
It is clear that to maximize this term we should take ~u in the direction of ~η0
with norm 1. That is we should take ~u = ~η0/‖~η0‖2, in which case (3.15) is
equal to,
β1/2 + 2‖~η0‖2. (3.16)
It now follows from Lemma 3.3 with ~w = ~η0/‖~η0‖2 that,
lim sup
n→∞
‖~τn‖22 − ‖~τ0‖22
2(λn log n)1/2
= β1/2 + 2‖~η0‖2. (3.17)
Therefore, it follows from (3.7) that (1.11) holds when {X(k/2),1/n} is replaced
by {X(k/2),1/n}. A trivial modification of this argument shows that (1.10) also
holds when {X(k/2),1/n} is replaced by {X(k/2),1/n}.
Consider (3.15) again and assume that β > 0. It is clear that for any fixed
value of ‖~u‖2, (3.15) is minimized when ~u in the negative of the direction of
η0. Let ~u = −γ~η0 where 0 < γ ≤ 1/‖~η0‖2; (so that ‖~u‖2 ≤ 1). With this
substitution (3.15) is, (
β1/2γ2 − 2γ
)
‖~η0‖22. (3.18)
This is minimized when γ = 1/β1/2. For this value of γ, ~u = −~η0/β1/2.
Therefore, as long as ‖~η0‖2 ≤ β1/2 we can achieve the minimum which is
−‖~η0‖22/β1/2.
When ‖~η0‖2 > β1/2 we are restricted to 0 < γ ≤ 1/β1/2. One can check
that β1/2γ2 − 2γ is decreasing for γ in this range. Therefore it takes its
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minimum at γ = 1/‖~η0‖2. For this value of γ, (3.18) is equal to β1/2− 2‖~η0‖2.
Consequently,
lim inf
s→0
‖~τs‖22 − ‖~τ0‖22
2(λs log 1/s)1/2
=
{ −‖~η0‖22/β1/2, if ‖~η0‖22 < β
β1/2 − 2‖~η0‖2, if ‖~η0‖22 > β
(3.19)
When β = 0 the expression in (3.15) is 2(~u · ~η0). This is minimized when
~u = −η0/‖~η0‖2, keeping in mind that we must have ~u in the unit ball of Rk.
With this substitution 2(~u · ~η0) = −2‖~η0‖2. Therefore, (3.19) also holds when
β = 0. Using (3.7) we see that (1.12) holds when when {X(k/2),1/n} is replaced
by {X(k/2),1/n}.
We now establish the material we need to use Lemma 2.2. On page 9
we define the Gaussian sequence {ξ(1, l, n)j ; j ∈ 1, . . . , n} with covariance
Kisymi(1, l, n) = {Kisymi(1, l, n)j,k; j, k ∈ 1 . . . , n}. Let {ξ(1, l, n)j,i; j ∈ 1, . . . , n; i =
1, . . . , k} be k independent copies of {ξ(1, l, n)j ; j ∈ 1, . . . , n}. Then
Z(1, l, n)(k/2),j =
k∑
i=1
ξ2(1, l, n)j,i
2
, j = 1, . . . , n, (3.20)
is a k/2-permanental sequence with kernel Kisymi(1, l, n).
Lemma 3.4 Let Z(1, l, n)(k/2) = {Z(1, l, n)(k/2),j ; j = 1, . . . , n} and define
X(1, l, n)(k/2) similarly. Let J (n) = {2, . . . , n}. Then,{
Z(1, l, n)(k/2),j − Z(1, l, n)(k/2),1
2
; j ∈ J (n)
}
(3.21)
=
{
X(k/2),1/(l+j) −X(k/2),0
2
+ o(λl+j)
(‖X(k/2),0‖22 + 1) ; j ∈ J (n)}.
Proof To begin we show that,{
ξ2(1, l, n)j − ξ2(1, l, n)1; j ∈ J (n)
}
(3.22)
=
{
τ2l+j − τ20 + o(λl+j) (τ20 + 1); j ∈ J (n)
}
.
It follows from (2.15) that,{
(ξ(1, l, n)j − ξ(1, l, n)1)2; j ∈ J (n)
}
(3.23)
=
{
λl+j η
2
l+j + λ
1/2
l+j ηl+jo(λl+j) η0 + o(λ
2
l+j) η
2
0 ; j ∈ J (n)
}
.
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Using this (2.13) and (2.15) and the relationship a2− b2 = (a− b)2+2(a− b)b,
we see that,
ξ2(1, l, n)j − ξ2(1, l, n)1 = λl+jη2l+j + 2
√
2λ
1/2
l+jηl+jη0 + ψ(1, l, n)j
= τ2l+j − τ20 + ψ(1, l, n)j ,
where
ψ(1, l, n)j = λ
1/2
l+j ηl+jo(λl+j) η0 + o(λ
2
l+j) η
2
0 + o(λl+j) η
2
0 .
Since,
λ
1/2
l+j ηl+jη0 =
(λl+j log(l + j))
1/2 ηl+j
(log(l + j))1/2
η0, (3.24)
it follows from (1.17) that,
lim sup
l→∞
λ
1/2
l+j ηl+jη0 = (2β)
1/2 lim sup
l→∞
ηl+j
(2 log(l + j))1/2
η0 = (2β)
1/2|η0|, a.s.
(3.25)
where we use the well known facts that
lim sup
l→∞
± ηl+j
(2 log(l + j))1/2
= 1, a.s. (3.26)
and is independent of η0. Consequently,
ψ(1, l, n)j = o(λl+j) (η
2
0 + |η0|). (3.27)
This gives (3.22).
Using (3.22) and (3.7) we get,
k∑
i=1
ξ2(1, l, n)j,i − ξ2(1, l, n)1,i
2
(3.28)
=
‖~τl+j‖22 − ‖~τ0‖22
2
+ o(λl+j)(‖~τ0‖22 + 1)
= X(k/2),1/(l+j) −X(k/2),0 + o(λl+j)
(‖X(k/2),0‖22 + 1) ,
or equivalently (3.21).
Proof of Theorem 1.5 Let
Φ = Φ(β,X(k/2),0) = β
1/2 + 2X
1/2
(k/2),0 (3.29)
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It follows from Lemmas 2.2 applied to the left-hand side of (3.21) and Lemma
2.4 that,
P
(∣∣∣ sup
l+2≤j≤l+n
X(k/2),1/j −X(k/2),0
(λj log j)1/2
− Φ
∣∣∣ ≤ ǫ) (3.30)
≥ τ−k/21,l,n P
(∣∣∣ sup
l+2≤j≤l+n
X(k/2),1/j −X(k/2),0
(λj log j)1/2
−Φ
+o
(
λ
1/2
j /(log j)
1/2
) (‖X(k/2),0‖22 + 1)) ∣∣∣ ≤ ǫ)
≥ τ−k/21,l,n P
(∣∣∣ sup
l+2≤j≤l+n
X(k/2),1/j −X(k/2),0
(λj log j)1/2
−Φ
∣∣∣
≤ ǫ/2
)
− o
(
1/(log l)1/2
)
,
where we use the inequality P (A ∩ B)=P (A) − P (A ∩ Bc) ≥ P (A) − P (Bc)
to get the last line.
We take the limit as n→∞, and use (2.9), to obtain,
P
(∣∣∣ sup
j≥l+2
X(k/2),1/j −X(k/2),0
(λj log j)1/2
− Φ
∣∣∣ ≤ ǫ) (3.31)
≥ τ−k/21,l,∗ P
(∣∣∣ sup
j≥l+2
X(k/2),1/j −X(k/2),0
(λj log j)1/2
− Φ
∣∣∣
≤ ǫ/2
)
− o
(
1/(log l)1/2
)
.
Using (2.9) again and taking the limit as l→∞ we have,
P
(∣∣∣ lim sup
j→∞
X(k/2),1/j −X(k/2),0
(λj log j)1/2
− Φ
∣∣∣ ≤ ǫ) (3.32)
≥ P
(∣∣∣ lim sup
j→∞
X(k/2),1/j −X(k/2),0
(λj log j)1/2
− Φ
∣∣∣ ≤ ǫ/2) = 1.
where for the last inequality we use Lemma 3.1. This gives(1.11).
The proofs of (1.10) and (1.12) proceed in exactly the same way, beginning
with putting the appropriate term in the first line of (3.30).
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4 Proof that Theorem 1.5 and Theorem 1.6 are
equivalent
We first show that Theorem 1.5 implies Theorem 1.6. We point out following
the statement of Theorem 1.5 that it is a restatement of Theorems 1.3 and
(1.4). We use results in Theorems 1.3 and (1.4) to obtain Theorem 1.6.
When β > 0 we can write (1.11) as,
lim sup
n→∞
X(k/2),1/n = (X
1/2
(k/2),0 + β
1/2)2 , a.s. (4.1)
Taking square roots we get,
lim sup
n→∞
X
1/2
(k/2),1/n = X
1/2
(k/2),0 + β
1/2 , a.s. (4.2)
This gives both (1.22) and (1.23).
To consider the case in which β = 0 we write,
X(k/2),1/n −X(k/2),0
(λn log n)1/2
=
(
X
1/2
(k/2),1/n −X
1/2
(k/2),0
)(
X
1/2
(k/2),1/n +X
1/2
(k/2),0
)
(λn log n)1/2
(4.3)
and note that when β = 0 it follows from (1.14) that X
1/2
(k/2),1/n is continuous
at 0. Consequently,
lim sup
n→∞
X(k/2),1/n −X(k/2),0
(λn log n)1/2
= lim sup
n→∞
X
1/2
(k/2),1/n −X
1/2
(k/2),0
(λn log n)1/2
2X
1/2
(k/2),0 (4.4)
Therefore, (1.15) implies (1.23). A similar argument gives (1.22).
When X(k/2),0 ≥ β we see from (1.12) that
lim inf
n→∞ X(k/2),1/n = (X
1/2
(k/2),0 − β1/2)2. (4.5)
If β > 0 we take the square root and rearrange this to get (1.24).
If β = 0 we see by (1.16) and the fact that limn→∞X(k/2),1/n = X(k/2),0 in
this case that,
lim inf
n→∞
X
1/2
(k/2),1/n −X
1/2
(k/2),0
(λn log n)1/2
2X
1/2
(k/2),0
= −2X1/2
(k/2),0
, a.s. (4.6)
This gives (1.24) when β = 0.
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When X(k/2),0 < β, which implies, in particular, that β > 0, it follows
from (1.12) that
lim inf
n→∞ X
1/2
(k/2),1/n = 0. (4.7)
This gives (1.24) when X(k/2),0 < β.
We now show that Theorem 1.6 implies Theorem 1.5. Suppose (1.23) holds
and β > 0. Then
lim sup
n→∞
X
1/2
(k/2),1/n = X
1/2
(k/2),0 + β
1/2. (4.8)
or equivalently,
lim sup
n→∞
X(k/2),1/n −X(k/2),0 = β + 2β1/2X1/2(k/2),0. (4.9)
This gives (1.11) when β > 0.
Suppose (1.23) holds and β = 0. This implies that X(k/2),1/n is continuous
at 0. We write,
X(k/2),1/n −X(k/2),0
(λn log n)1/2
=
(
X
1/2
(k/2),1/n −X
1/2
(k/2),0
)(
X
1/2
(k/2),1/n +X
1/2
(k/2),0
)
(λn log n)1/2
(4.10)
which by (1.23), gives
lim sup
n→∞
X(k/2),1/n −X(k/2),0
(λn log n)1/2
= 2X
1/2
(k/2),0 (4.11)
This gives (1.15) when β = 0.
Suppose (1.24) holds and X
1/2
(k/2),0/β < 1, which implies, in particular that
β > 0. Therefore,
lim inf
n→∞
X
1/2
(k/2),1/n
(λn log n)1/2
= 0, (4.12)
or, equivalently
lim inf
n→∞ X(k/2),1/n = 0, (4.13)
since β > 0. This gives (1.12) when X
1/2
(k/2),0/β < 1.
Now suppose (1.24) holds, X
1/2
(k/2),0/β ≥ 1, and β > 0. We have,
lim inf
n→∞
X
1/2
(k/2),1/n
(λn log n)1/2
=
X
1/2
(k/2),0
β1/2
− 1, (4.14)
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or, equivalently,
lim inf
n→∞ X
1/2
(k/2),1/n = X
1/2
(k/2),0 − β1/2. (4.15)
Squaring both sides and rearranging, we get (1.12) when X
1/2
(k/2),0/β ≥ 1.
When β = 0, X(k/2),1/n is continuous at 0. Therefore,
lim inf
n→∞
X(k/2),1/n −X(k/2),0
(λn log n)1/2
(4.16)
= lim inf
n→∞
(X
1/2
(k/2),1/n −X
1/2
(k/2),0)(X
1/2
(k/2),1/n +X
1/2
(k/2),0)
(λn log n)1/2
= lim inf
n→∞
(X
1/2
(k/2),1/n −X
1/2
(k/2),0)2X
1/2
(k/2),0
(λn log n)1/2
.
Using (1.24) this gives (1.16) when β = 0.
5 Proofs of Theorems 1.1, 1.2 and 1.7
Proof of Theorem 1.1 Lemma 2.3 holds for l = 0. As explained in the
beginning of Section 2, it then follows that for any n, G(n) is the kernel
of an α-permanental vector for each α > 0. Therefore, by the Kolmogorov
extension theorem we have that for any α > 0 there exists a permanental
process X(α) = (X(α),1,X(α),2, . . .) with kernel G. (In Section 1 we write this
as X(α) = (X(α),0,X(α),1/2, . . .).)
Proof of Theorem 1.7 In the notation of [8, Theorem 1.6]
σ2(1/n, 0) = λn + 1 + fngn + 2− 2 ((1 + fn)(1 + gn))1/2 . (5.1)
Suppose that gn ≤ fn. Then
λn + 4 ≥ λn + 1 + fngn + 2 ≥ λn + 4− (1− g2n). (5.2)
and
4 ≥ 2 ((1 + fn)(1 + gn))1/2 ≥ 2(1 + gn) = 4− 2(1− gn). (5.3)
Therefore,
σ2(1/n, 0) ≥ λn + 4− (1− g2n)− 4 = λn − 2(1− gn), (5.4)
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and
σ2(1/n, 0) ≤ λn + 2(1 − gn). (5.5)
It follows from (1.5) that (1− gn) = o(λn). Consequently,
σ2(1/n, 0) = λn(1 + o(1)). (5.6)
The same argument gives (5.6) when fn ≤ gn. Therefore, λn log n→ β implies
that σ2(1/n, 0) log n→ β. The theorem now follows from [8, Theorem 1.6].
Proof of Theorem 1.2 It follows from (5.6) that λn log n→∞ implies that
σ2(1/n, 0) log n→∞. Consequently the upper bound in (1.8) follows from [8,
Theorem 1.6]. The lower bound follows from (6.4) and [8, Lemma 7.3].
Remark 5.1 We can prove almost all of Theorem 1.2 by the methods of this
paper. By (3.14),
‖~τn‖22 − ‖~τ0‖22
2λn log n
=
‖~ηn‖22
2 log n
+
2(~ηn · ~η0)
2 log n
. (5.7)
Therefore, by (3.6) and (3.7), for all k ≥ 1
lim sup
n→∞
X(k/2),1/n −X(k/2),0
λn log n
= 1 a.s. (5.8)
Since limn→∞ λn log n =∞, this is the same as,
lim sup
n→∞
X(k/2),1/n
λn log n
= 1 a.s., ∀k ≥ 1 (5.9)
We now use the facts that for all α > 0, {X(α),1/n;n ≥ 2} is positive and
infinitely divisible to see that,
lim sup
n→∞
X(α),1/n
λn log n
≤ 1 a.s., ∀α > 0, (5.10)
and
lim sup
n→∞
X(α),1/n
λn log n
≥ 1 a.s., ∀α > 1/2. (5.11)
As in the proof of Theorem 1.5 it is easy to extend these results to {X(α),1/n;n ≥
2}.
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6 Proofs of Lemmas 2.3, 2.4 and 2.5
The proofs are rather formal. We begin by trying to explain why we make the
substitutions that lead to them. Our goal is to use Lemma 2.2 to get proba-
bility estimates for the k/2-permanental sequences (X(k/2),1,X(k/2),l+2, . . . ,
X(k/2),l+n) with kernel G(1, l, n) defined just above (2.6). To use Lemma 2.2
we must be able to find G−1(1, l, n). This is not easy to do. We accomplish
this by embedding G(1, l, n) in K(1, l, n) as in (2.6). We use Lemma 8.1 to
find the inverse of K(1, l, n).
Proof of Lemma 2.3 Let
H(1, l, n) = G(1, l, n) − 1, (6.1)
where 1 is the n× n matrix with all entries equal to 1. Therefore,
H(1, l, n) =

1 gl+2 . . . gl+n
fl+2 λl+2 + fl+2gl+2 . . . fl+2gl+n
...
...
. . .
...
fl+n fl+ngl+2 . . . λl+n + fl+ngl+n
 . (6.2)
By subtracting fl+j times the first row from the j-th row for j = 2, . . . , n, we
see that,
|H(1, l, n)| =
l+n∏
j=l+2
λj . (6.3)
Note that,
H(1, l, n)−1 =

(1 +
∑l+n
j=l+2 fjgj/λj) −gl+2/λ2+l . . . −gl+n/λl+n
−fl+2/λl+2 1/λl+2 . . . 0
...
...
. . .
...
−fl+n/λl+n 0 . . . 1/λl+n
 .
(6.4)
This is easy to verify by computing H(1, l, n)H(1, l, n)−1. Nevertheless, it is
useful to see how we obtain H(1, l, n)−1. To simplify the notation a little we
do this when l = 0 and set H(1, 0, n) = H(n). We note that
H(n) = DfJDg (6.5)
where f = (1, f2, . . . , fn), g is defined similarly and,
J = Dr + 1 =
(
1 1
1T Dr′
)
. (6.6)
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where r = (1, λ2/f2g2, . . . , λn/fngn) =: (1, r2, . . . , rn) and r
′ = (r2, . . . , rn).
It follows from Lemma 8.1 that
J−1 =

1 +
∑n
j=1
fjgj
λj
−f1g2
λ2
. . . −f1gn
λn
−f2g1
λ2
f2g2
λ2
. . . 0
...
...
. . .
...
−fng1
λn
0 . . .
fngn
λn

. (6.7)
We get (6.4) by taking
H−1(n) = D1/fJ−1D1/g (6.8)
where 1/f = (1, 1/f2, . . . , 1/fn) and 1/g is defined similarly.
We now find the inverse of K(1, l, n). Consider K(1, l, n) in (2.6). One can
see from (6.1) that,
G(1, l, n) = H(1, l, n) + 1. (6.9)
Therefore, it follows from Lemma 8.1 with hk = 1, k = 1, . . . , n, that
K(1, l, n)−1 =

1 + ρ(1, l, n) −c(1, l, n)1 . . . −c(1, l, n)n
−r(1, l, n)1 H(1, l, n)1,1 . . . H(1, l, n)1,n
...
...
. . .
...
−r(1, l, n)n H(1, l, n)n,1 . . . H(1, l, n)n,n
 , (6.10)
where
r(1, l, n)1 =
n∑
k=1
H(1, l, n)1,k = 1−
l+n∑
j=l+2
gj (1− fj) 1
λj
, (6.11)
r(1, l, n)j =
n∑
k=1
H(1, l, n)j,k = (1− fl+j) 1
λl+j
, j = 2, . . . , n, (6.12)
c(1, l, n)1 =
n∑
j=1
H(1, l, n)j,1 = 1−
l+n∑
j=l+2
fj (1− gj) 1
λj
, (6.13)
c(1, l, n)k =
n∑
j=1
H(1, l, n)j,k = (1− gl+k) 1
λl+k
, k = 2, . . . , n. (6.14)
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and
ρ(1, l, n) =
n∑
j,k=1
H(1, n, l)j,k = 1 +
l+n∑
j=l+2
(1− gj) (1− fj) 1
λj
. (6.15)
Note that ρ1, l, n) is the sum of all the elements in H(1, l, n)−1, r(1, l, n)j
is the sum of the j-th row of H(1, l, n)−1 and c(1, l, n)k is the sum of the k-th
column of H(1, l, n)−1.
It follows from (1.5) that the terms in (6.11)–(6.15) are all positive for all
l and n. Since H(1, l, n)−1 is also an M-matrix, it follows that K−1(1, l, n) is
a nonsingular M-matrix with all row sums equal to 0, except for the first row
sum which is equal to 1. This completes the proof of Lemma 2.3.
We us the following notation.
Notation
hj = (fjgj)
1/2, v(1, l, n) = (1, h2+l, . . . , hn+l), (6.16)
m(1, l, n)j = (r(1, l, n)jc(1, l, n)j)
1/2, m(1, l, n) = (m(1, l, n)1, . . . ,m(1, l, n)n),
(6.17)
a(1, l, n)j = τ
−1/2
1,l,n (m(1, l, n)H(1, l, n)isymi)j . (6.18)
For use below we note that r(1, l, n)1 = 1+ ol(1) and c(1, l, n)1 = 1+ ol(1)
which imply that,
m(1, l, n)1 = 1 + ol(1), (6.19)
and,
n∑
j=2
m(1, l, n)j ≤
 n∑
j=2
r(1, l, n)j
1/2 n∑
j=2
c(1, l, n)j
1/2 = ol(1) (6.20)
by (1.5).
Note that for 0 ≤ a, b ≤ 1, (ab)1/2 ≥ a∧ b, which gives (ab)1/2 ≥ a+ b− 1,
or equivalently, 1− (ab)1/2 ≤ 2− a− b. Consequently,
1− (fl+jgl+j)1/2 ≤ 1− fl+j + 1− gl+j . (6.21)
Therefore, it also follows from (1.5) that.
1− hl+k = o(λl+k). (6.22)
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Proof of Lemma 2.4 The lower bound is given in [7, Lemma 3.3]. We now
obtain the upper bound. By subtracting the first line of (2.6) from each of the
other lines and using (6.9) we see that |K(1, l, n)| = |H(1, l, n)| = ∏l+nj=l+2 λj ,
where we use (6.3) for the last equality. Consequently,
|A(1, l, n)| = |H(1, l, n)−1| =
l+n∏
j=l+2
1/λj . (6.23)
Note that by and (2.2) and (6.4),
H(1, l, n)−1sym =

(1 +
∑l+n
j=l+2 h
2
j/λj) −hl+2/λl+2 . . . −hl+n/λl+n
−hl+2/λl+2 1/λl+2 . . . 0
...
...
. . .
...
−hl+n/λl+n 0 . . . 1/λl+n
 .
(6.24)
For 2 ≤ j ≤ n, multiply the j−th row of this matrix by hl+j and add it to the
first row to see that,
|H(1, l, n)−1sym| =
l+n∏
j=l+2
1/λj . (6.25)
In our notation A(1, l, n) = K(l, n)−1. Therefore, it follows from (6.10)
that,
Asym(1, l, n) =

1 + ρ1,l,n −m(1, l, n)1 . . . −m(1, l, n)n
−m(1, l, n)(l, n)1 H(1, l, n)1,1sym . . . H(1, l, n)1,nsym
...
...
. . .
...
−m(1, l, n)n H(1, l, n)n,1sym . . . H(1, l, n)n,nsym

(6.26)
We write Asym(1, l, n) in block form
Asym(1, l, n) =
(
(1 + ρ1,l,n) −m(1, l, n)
−m(1, l, n)T H(1, l, n)−1sym
)
, (6.27)
and use the formula for the determinant of a block matrix; see e.g., [1, Ap-
pendix B] to get,
|Asym(1, l, n)|
= |Hsym(1, l, n)−1|
(
(1 + ρ1,l,n)−m(1, l, n)H(1, l, n)isymim(1, l, n)T
)
,
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and therefore by (6.23) and (6.25) we have,
|Asym(1, l, n)|
|A(1, l, n)| = (1 + ρ1,l,n)−m(1, l, n)H(1, l, n)isymim(1, l, n)
T . (6.28)
By (2.4)
H(1, l, n)isymi = H(1, l, n)Sym = D~λ +Dv1Dv. (6.29)
where ~λ = (0, λ2+l, . . . , λn+l) and v = v(1, l, n). (See (7.44) for notation.)
To simplify the calculation we note that
(Dv1Dv)j+l,k+l = hj+lhk+l, j, k = 1, . . . , n (6.30)
and λ1+l = 0 and h1+l = 1. Consequently,
m(1, l, n)H(1, l, n)isymim(1, l, n)
T (6.31)
=
n∑
j,k=1
m(1, l, n)j (λj+lδj+l,k+l + hj+lhk+l)m(1, l, n)k
=
n∑
j=2
λj+lm
2(1, l, n)j −
m(1, l, n)1 + n∑
j=2
m(1, l, n)jhj+l
2
≥
n∑
j=2
λj+lm
2(1, l, n)j − m2(1, l, n)1.
Also, using (6.11)-(6.15), we have,
n∑
j=2
λj+lm
2(1, l, n)j =
n∑
j=2
λj+lr(1, l, n)jc(1, l, n)j (6.32)
=
n+l∑
j=2+l
(1− gj) (1− fj) 1
λj
= ρ1,l,n − 1.
Therefore,
|Asym(1, l, n)|
|A(1, l, n)| ≤ 2−m
2(1, l, n)1. (6.33)
It follows from (6.19) that both (2.7) and (2.8) hold.
The next lemma is used in the proof of Lemma 2.5
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Lemma 6.1 Let ηn, n = −1, 0, 1, . . . be a sequence of independent standard
normal random variables. The matrix {Kisymi(1, l, n)j,k, j, k ∈ 1 . . . , n} is the
covariance matrix of {ξ(1, l, n)j ; j ∈ 1 . . . , n} where,
ξ(1, l, n)1 = η−1 + a(1, l, n)1η0, (6.34)
and,
ξ(1, l, n)j = λ
1/2
l+jηl+j + hl+jη−1 + a(1, l, n)jη0, j = 2, . . . , n, (6.35)
for a sequence {a(1, l, n)j} satisfying,
a(1, l, n)j = 1 + ol(1) and a(1, l, n)j − a(1, l, n)1 = o(λj+l), (6.36)
for j = 1, . . . , n.
Proof To obtain (6.34) and (6.35) it suffices to show that,
Kisymi(1, l, n)1,1 = 1 + a(1, l, n)1a(1, l, n)1, (6.37)
Kisymi(1, l, n)1,k = Kisymi(1, l, n)k,1 = hl+k + a(1, l, n)1a(1, l, n)k,
Kisymi(1, l, n)j,k = λl+jδj,k + hl+jhl+k + a(1, l, n)ja(1, l, n)k ,
2 ≤ j, k ≤ n.
Since Kisymi(1, l, n) = (Asym(1, l, n))−1 we use (6.27) and the formula for
the inverse of a matrix in [1, Appendix B] to write
Kisymi(1, l, n) =
(
C w
wT Φ(1, l, n)
)
, (6.38)
for some constant C and n-dimensional vector w. We do not need to know
their precise values. What matters to us is the n×n matrix Φ(1, l, n) because
it is {Kisymi(1, l, n)j,k; j, k ∈ 1 . . . , n} in (2.12). We have,
Φ(1, l, n) (6.39)
= H(1, l, n)isymi + τ
−1
1,l,nH(1, l, n)isymim(1, l, n)
Tm(1, l, n)H(1, l, n)isymi.
Let
a(1, l, n)j := τ
−1/2
1,l,n (m(1, l, n)H(1, l, n)isymi)j . (6.40)
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Therefore, by (6.29) and (6.30),
Φ(1, l, n)j,k = λl+jδj,k + hl+jhl+k + a(1, l, n)ja(1, l, n)k . (6.41)
Since λ1+j = 0 and λ1+j = 0, we get (6.37).
Using (6.29) and (6.30) again we see that,
(m(1, l, n)H(1, l, n)isymi)k (6.42)
=
n∑
j=1
m(1, l, n)j (λj+lδj+l,k+l + hj+lhk+l)
= m(1, l, n)kλk+l +
n∑
j=1
m(1, l, n)jhj+lhk+l
=
λl+km(1, l, n)k +
m(1, l, n)1 + n∑
j=2
m(1, l, n)jhl+j
hl+k
 .
Consequently, for all k ∈ N,
a(1, l, n)k (6.43)
= τ
−1/2
1,l,n
λl+km(1, l, n)k +
m(1, l, n)1 + n∑
j=2
m(1, l, n)jhl+j
hl+k
 .
In particular,
a(1, l, n)1 = τ
−1/2
1,l,n
m(1, l, n)1 + n∑
j=2
m(1, l, n)jhl+j
 . (6.44)
It follows from (2.8), (6.19), (6.20) and the fact that hj ≤ 1 for all j ∈ N that
a(1, l, n)k = 1 + ol (1) , ∀j ∈ N. (6.45)
Using the last two displays we see that, for any 2 ≤ k ≤ n,
a(1, l, n)k − a(1, l, n)1 = τ−1/21,l,n (6.46)
×
λl+km(1, l, n)k +
m(1, l, n)1 + n∑
j=2
m(1, l, n)jhl+j
 (hl+k − 1)
 .
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Therefore, by (6.19), (6.20), (6.22) and the fact τ
−1/2
1,l,n ≤ 1, we get,
a(1, l, n)k − a(1, l, n)1 = o(λk+l). (6.47)
Proof of Lemma 2.5 It follows from Lemma 6.1 that for all j ≥ 1,
a2(1, l, n)j = 1 + ol(1). (6.48)
Using this and (6.34) we see that,
ξ(1, l, n)1
law
=
(
1 + a2(1, l, n)1
)1/2
ρ (6.49)
=
√
2ρ+ ol(1)ρ,
where ρ is a standard normal random variable. Similarly, for j = 2, . . . , n,
hl+jη−1 + a(1, l, n)jη0
law
=
(
h2l+jη−1 + a
2(1, l, n)j
)1/2
ρ (6.50)
=
√
2ρ+ ol(1)ρ.
Therefore, it follows from Lemma 6.1 that,
ξ(1, l, n)j
law
= λ
1/2
l+jηl+j +
√
2ρ+ ol(1)ρ, j = 2, . . . , n, (6.51)
Furthermore, by (6.34)–(6.36) and (6.22),
ξ(1, l, n)j − ξ(1, l, n)1 (6.52)
law
= λ
1/2
l+jηl+j + (hl+j − 1)η−1 + (a(1, l, n)j − a(1, l, n)1)η0
law
= λ
1/2
l+jηl+j +
(
(hl+j − 1)2 + (a(1, l, n)j − a(1, l, n)1)2
)1/2
ρ
law
= λ
1/2
l+jηl+j + o(λl+j)ρ
Set ρ = η0, λl+j = λ1/(l+j) and ηl+j = η1/(l+j) and we have Lemma 2.5.
7 Relation between the kernel U and Reuter’s ex-
ample
We explain how the examples of Markov chains introduced by Kolmogorov
and Reuter led us to study permanental process with the kernel U defined in
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(1.6). To begin we use [6, Theorem 4.1.3] to define the a class Markov chains
by giving their α-potentials. The state space of the chains is the sequence
T = {0, 12 , 13 , . . . , 1n , . . .}, with the topology inherited from the real line. Clearly
T is a compact metric space with one limit point. Let {qn}∞n=2, {rn}∞n=2 and
{sn}∞n=2 be strictly positive real numbers satisfying,
∞∑
n=2
qn
rn
<∞, lim
n→∞ qn =∞, sn < rn and lim supn→∞ rn−sn <∞. (7.1)
We define an α-potential {Uα, α > 0} on C(T ) in terms of its density
uα(x, y), x, y ∈ T with respect to counting measure. Set,
uα(0, 0) =
1
α+ α
∞∑
j=2
sj
α+ rj
qj
rj
, (7.2)
uα (1/i, 0) = uα(0, 0)
ri
α + ri
, (7.3)
uα (0, 1/j) = uα(0, 0)
sj
α + rj
qj
rj
, (7.4)
uα (1/i, 1/j) = δij
1
α+ rj
+ uα(0, 0)
ri
α + ri
sj
α+ rj
qj
rj
. (7.5)
The next two lemmas give properties of Uα. They are proved in Section 9.
Lemma 7.1 For f bounded
lim
i→∞
Uαf(1/i) = Uαf(0). (7.6)
In particular Uα takes C(T )→ C(T ).
Lemma 7.2 The operator Uα satisfies,
αUα1 = 1, (7.7)
‖αUα‖∞ ≤ 1, (7.8)
lim
α→∞αU
αf(x) = f(x), ∀x ∈ T (7.9)
Uα − Uβ + (α− β)UαUβ = 0, (7.10)
for f ∈ C(T ).
It follows from [6, Theorem 4.1.3] that {Uα, α > 0} is the resolvent of a
Feller process X with state space T . We now choose some α > 0 and consider
{uα(x, y), x, y ∈ T} as the potential density of the Markov chain X that is
obtained by killing X at an independent exponential time with mean 1/α.
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Lemma 7.3 The Q matrix for X, {Qx,y, x, y ∈ T} is,

−∞ s2q2
r2
s3q3
r3
s4q4
r4
. . .
r2 −(α+ r2) 0 0 . . .
r3 0 −(α+ r3) 0 . . .
r4 0 0 −(α+ r4) . . .
...
...
...
...
. . .
. (7.11)
Proof Let {Lyt , t ∈ T} be the local time of X at y, i.e.,
Lyt =
∫ t
0
1{
Xs=y
} ds. (7.12)
Note that,
uα(x, y) = Ex (Ly∞) , ∀x, y ∈ T. (7.13)
Let
Ant =
∫ t
0
1{Xs∈Tn} ds, and γ
n
t = sup{s |Ans = t}, (7.14)
and define,
X(n) = {X(n),t; t ∈ T} = {Xγnt ; t ∈ T}. (7.15)
Note that {X(n),t; t ≥ 0} is the Markov chain on Tn = {0, 1/2, , . . . , 1/n}
obtained from X by deleting all times when X is in {T − Tn}. Set
Lyn,t =
∫ t
0
1{X(n),s=y} ds, and u
α
n(x, y) = E
x
(
Lyn,∞
)
, ∀x, y ∈ Tn. (7.16)
It follows from [4, Corollary 1.32a] that,
Lyn,t = L
y
γnt
, and uαn(x, y) = u
α(x, y), ∀x, y ∈ Tn. (7.17)
To find the Q matrix of X(n) we first consider the matrix
H(n) =

uα(0, 0) uα(0, 1/2) . . . uα(0, 1/n)
uα(1/2, 0) uα(1/2, 1/2) . . . uα(1/2, 1/n)
...
...
. . .
...
uα(1/n, 0) uα(1/n, 1/2) . . . uα(1/n, 1/n)
 . (7.18)
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Set
u = uα(0, 0), fj =
rj
α+ rj
, gj =
sj
α+ rj
qj
rj
, λj =
1
α+ rj
. (7.19)
Then,
H(n) =

u ug2 . . . ugn
uf2 λ2 + uf2g2 . . . uf2gn
...
...
. . .
...
ufn ufng2 . . . λn + ufngn
 . (7.20)
Subtract fj times the first row of H(n) from the j–th row of H(n) for j =
2, . . . , n, to see that,
|H(n)| = u
n∏
j=2
λj > 0. (7.21)
Therefore, H(n) is invertible. One can check that,
H(n)−1 =

(u−1 +
∑n
j=2 fjgj/λj) −g2/λ2 . . . −gn/λn
−f2/λ2 1/λ2 . . . 0
...
...
. . .
...
−fn/λn 0 . . . 1/λn
 (7.22)
by computing H(n)H(n)−1.
Using (7.19) we see that,
−Qn := H(n)−1 =

1
u
+
n∑
j=2
qjsj
α+ rj
 −s2
r2
q2 . . . −sn
rn
qn
−r2 α+ r2 . . . 0
...
...
. . .
...
−rn 0 . . . α+ rn

. (7.23)
Since Qn is uniform and −Q−1n = H(n), it follows that Qn is the Q matrix for
Xn. In addition, since limj→∞ sj/rj = 1 by (7.1),
qjsj
α+ rj
∼ qj
1 + α/rj
, as j →∞. (7.24)
Since limj→∞ qj =∞, also by (7.1), we see that,
lim
n→∞
n∑
j=2
qjsj
α+ rj
=∞. (7.25)
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This shows that Qn converges to the Q matrix in (7.11). The fact that (7.11)
is the Q matrix for X then follows from [4, Corollary 1.90 and Section 2.7].
Remark 7.1 One can also show that (7.11) is the Q matrix for X without
appealing to [4]. First of all, we see from (7.23) that for any 1 < j ≤ n, X(n)
can only jump from 1/j to 0. Letting n → ∞ shows that X can only jump
from 1/j to 0. Therefore, the holding time in 1/j and the probability of a
jump from 1/j to 0 are the same for X(n) and X . Using (7.19) we get all the
entries in (7.11) except for the first row.
Let q0,j be the j–th entry in the first row of the Q matrix for X and let
Hj, j > 1, be the time of the first jump of X from 0 to 1/j . It follows from
[11, Chapter III, (57.14)] that
P 0
(
L0Hj > t |Hj <∞
)
= exp−tq0,j . (7.26)
Let Hn,j, j > 1, be the time of the first jump of X(n) from 0 to 1/j . Since
γnHn,j = Hj it follows from (7.17) that L
0
n,Hn,j
= L0Hj . Consequently, q0,j must
be the same as the corresponding entry in (7.23). This verifies all the entries
in the first row of the Q matrix for X except for the first entry.
To obtain the first entry of the Q matrix for X we note that by (7.1),
−q0,0 ≥
∞∑
j=2
q0,j =
∞∑
j=2
sjqj
rj
=∞, (7.27)
where we use the fact that limj→∞ sj/rj = 1.
Remark 7.2 The matrix in (7.11) with α = 0 and sj = rj, j = 2, . . . ,∞,
is the Q of the Markov chain considered by Reuter in [10]. Some additional
background information is given in [6, page 455].
We define permanental sequences by kernels that are potential densities
of Markov chains. Rather than use the potential densities in (7.2)–(7.5) we
can simplify things if we write the α-potential Uα on C(T ) in terms of a
density {vα(x, y), x, y ∈ T} with respect to a finite measure m on T given by
m(1/n) = qn/rn, n ≥ 2, and m(0) = 1. That is, for all f ∈ C(T ),
Uαf(x) =
∫
T
vα(x, y)f(y)m(dy), (7.28)
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where
vα(0, 0) =
1
α+
∞∑
j=2
αsj
α+ rj
qj
rj
, (7.29)
vα (1/i, 0) = vα(0, 0)
ri
α + ri
,
vα (0, 1/j) = vα(0, 0)
sj
α + rj
,
vα (1/i, 1/j) = δij
1
α+ rj
rj
qj
+ vα(0, 0)
ri
α + ri
sj
α+ rj
.
Note that vα(x, y) is continuous at 0.
We make further changes to simplify (7.29). We fix α = 1/2 and if neces-
sary change the {qj}, {rj} and {sj} so that v1/2(0, 0) = 1. That is, we require
∞∑
j=2
qj
rj
(
sj
1/2 + rj
)
= 1. (7.30)
Next we set,
fi =
ri
α+ ri
, gj =
sj
α+ rj
, and λj =
rj
qj(α+ ri)
. (7.31)
Let V (x, y) = v1/2 (x, y). With these changes we can write (7.29) as,
V (0, 0) = 1, (7.32)
V (1/i, 0) = fi,
V (0, 1/j) = gj ,
V (1/i, 1/j) = δijλj + figj .
It follows from (7.31) and (7.1) that for j ≥ 2,
0 < fj < 1, 0 < gj < 1, and lim
j→∞
fj = 1, lim
j→∞
gj = 1, lim
j→∞
λj = 0.
(7.33)
We also have ∞∑
j=2
(1− fj)
λj
= α
∞∑
j=2
qj
rj
<∞, (7.34)
and ∞∑
j=2
(1− gj)
λj
= α
∞∑
j=2
qj
rj
(α+ rj − sj) <∞. (7.35)
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We now choose values of {qj}, {rj} and {sj} so that in addition to (7.30)
we also have,
∞∑
j=2
(1− fj)
λj
< 1 and
∞∑
j=2
(1− gj)
λj
< 1. (7.36)
That is, we choose values of {qj}, {rj} and {sj} so that,
∞∑
j=2
qj
rj
(
sj
1/2 + rj
)
= 1,
∞∑
j=2
qj
rj
< 2 and
∞∑
j=2
qj
rj
(1/2 + rj − sj) < 2.
(7.37)
We write,
∞∑
j=2
qj
rj
(
sj
1/2 + rj
)
(7.38)
= q
j0∑
j=2
1
rj
(
sj
1/2 + rj
)
+
∞∑
j=j0+1
qj
rj
(
sj
1/2 + rj
)
where we take rj = sj + δ, j ≥ 2, for δ < ((rj/4) + (3/8)) ∧ 1 and set qj = q,
for j ∈ 2, . . . , j0. We then choose j0 such that the last sum in (7.38) is less
than 1 and then choose q so that the sum of the two terms is equal to 1. This
gives the first statement in (7.37). To continue we note that it follows from
this equality that,
∞∑
j=2
qj
rj
≤ inf
j≥2
(
sj
1/2 + rj
)−1
. (7.39)
Therefore, if,
inf
j≥2
(
sj
1/2 + rj
)
>
3
4
(7.40)
we get
∞∑
j=2
qj
rj
<
4
3
. (7.41)
This gives the second relationship in (7.37). Clearly, the third relationship in
(7.37) holds when in addition to the above,
sup
j≥2
(
1
2
+ rj − sj
)
≤ 3
2
. (7.42)
Note that (7.40) and (7.42) hold for δ < ((rj/4) + (3/8)) ∧ 1.
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For s, t ∈ T ,
V (s, t) + 1(s, t) = U (s, t) , (7.43)
defined in (1.6), where 1 is an infinite matrix with all of its entries equal to 1.
We now explain why we don’t simply work with the matrix V . The reason
is that although V is clearly not symmetric, it is symmetrizable. This is what
this means. Let i = i1, . . . , in, where i1, . . . , in ∈ T . Let Dpi denote a diag-
onal matrix with diagonal elements pi1 , . . . , pin . Then V˜i = {V (ij , ik), j, k =
1, . . . , n} can be written as,
V˜i = Dλi +Dfi1Dgi . (7.44)
Here λi = (λ(i1), . . . , λ(in)) where λ(0) = 0, λ(1/j) = λj for j ≥ 2 and
fi = (f(i1), . . . , f(in)) where f(0) = 1, f(1/j) = fj for j ≥ 2. Similarly for gi.
Note that
|I +Dsi V˜i| = |I +DsiV ∗i |, (7.45)
for
V ∗i = Dλi +D
1/2
fi
D
1/2
gi 1D
1/2
fi
D
1/2
gi . (7.46)
This is easy to see since,
|I +Dsi V˜i| = |I +Dsi(Dλi +Dfi1Dgi)| (7.47)
= D
1/2
fi
D
−1/2
gi |I +Dsi(Dλi +D1/2fi D
1/2
gi 1D
1/2
fi
D
1/2
gi )|D−1/2fi D
1/2
gi
= |I +Dsi(Dλi +D1/2fi D
1/2
gi 1D
1/2
fi
D
1/2
gi )| = |I +DsiV ∗i |.
Clearly, V ∗i is symmetric. We say that V is symmetrizable because it
determines the same α-permanental sequences as a symmetric kernel. We also
say that V is equivalent to V ∗i .
Our goal is to study sample path properties of permanental sequences that
are not defined by symmetric kernels. Obviously the permanental sequence
determined by {V (s, t); s, t ∈ T} does not have this property.
The kernel U = {U(s, t), s, t ∈ T} defined in (1.6) is generally not sym-
metrizable. To see this it suffices to show that the matrix G defined in (1.2)
is generally not symetrizable. We actually want to show that for all l, the
matrices,
Gl := {Gi,j ; i, j ∈ (l, l + 1, . . .)}, (7.48)
are not symetrizable. This is because for the asymptotic results we obtain are
only concerned with the kernel U(s, t) as s, t→ 0.
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Note that if Gl is symmetrizable then the 3 × 3 matrices G(3l, 3), the
matrices G restricted to {3l + 1, 3l + 2, 3l + 3} × {3l + 1, 3l + 2, 3l + 3}, are
symmetrizable for all l. We now show that when the {gi} are all different we
can find 0 < fj < 1 such that,
0 < (1− fj) < ǫλj
2j+1
, ∀j ≥ 2, (7.49)
for any ǫ > 0, with the property that for all l ≥ 1 the 3 × 3 matrix G(3l, 3)
is not equivalent to a symmetric matrix. It follows from [9, Lemma 2.1, (2.6)]
that for G(3l, 3) to be equivalent to a symmetric matrix, we must have
(1+ fi1gi2)(1 + fi2gi3)(1 + fi3gi1) = (1+ fi1gi3)(1 + fi2gi1)(1 + fi3gi2), (7.50)
where (i1, i2, i3) = (3l+1, 3l+2, 3l+3). Assume that this holds for all values of
0 < fi1 , fi2 , fi3 < 1 satisfying (7.49). Think of fi1 , fi2 and fi3 as real variables.
If (7.50) holds then its derivatives with respect to fi1 and fi2 must be equal.
That is, we must have,
gi2gi3(1 + fi3gi1) = gi1gi3(1 + fi3gi2). (7.51)
For (7.51) to hold we must have gi2 = gi1 . However, we start with all {gi}
different. Consequently, (7.50) does not hold for all 0 < fi1 , fi2 , fi3 < 1 sat-
isfying (7.49). Therefore, we can choose 0 < f3l+1, f3l+2, f3l+3 < 1 satisfying
(7.49), that do not satisfy (7.50). Obviously we can choose f3l+1, f3l+2, f3l+3
so that in addition, fj 6= gj .
Finally we have the following important observation:
Theorem 7.1 The matrix {U(s, t), s, t ∈ T} is the restriction to T ×T of the
potential density of a transient Markov chain with state space T˜ = T ∪ {∗},
where ∗ is an isolated point.
To prove this theorem we use the following lemma:
Lemma 7.4 The vector ~1 = (1, 1, . . .) is a left–potential for {V (x, y);x, y ∈
T}. That is there exists a function h(x), x ∈ T with h > 0 and 1 < ‖h‖1 < 2,
such that, ∑
x∈T
h(x)V (x, y) = 1, ∀y ∈ T. (7.52)
Proof Let
h(0) = 1−
∞∑
j=2
fj (1− gj) 1
λj
, and h(1/k) = (1− gk) 1
λk
. k ≥ 2. (7.53)
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By (7.33) and (7.36) we have that h(x) > 0 for all x ∈ T and,
∞∑
x∈T
h(x) = h(0) +
∞∑
j=2
h(1/j) (7.54)
= 1−
∞∑
j=2
fj (1− gj) 1
λj
+
∞∑
j=2
(1− gj) 1
λj
< 2.
This shows that ‖h‖1 < 2.
Now refer to (7.53) and note that,
h(0) = 1−
∞∑
j=2
fjh(1/j). (7.55)
Using this and (7.32) we see that,∑
x∈T
h(x)V (x, 0) = h(0) +
∞∑
j=2
fjh(1/j) = 1. (7.56)
In addition for y = 1/k, k ≥ 2,∑
x∈T
h(x)V (x, 1/k) = h(0)V (0, 1/k) +
∞∑
j=2
h(1/j)V (i/j, 1/k) (7.57)
= h(0)gk + h(1/k)λk +
∞∑
j=2
h(1/j)fjgk
= gk
h(0) + ∞∑
j=2
fjh(1/j)
 + h(1/k)λk
= gk + h(1/k)λk = 1,
which gives (7.52).
Let f(0) = 1 then since, ∑
x∈T
f(x)h(x) = 1, (7.58)
and f(x) < 1 when x 6= 0, ‖h‖1 > 1.
Proof of Theorem 7.4 The matrix {V (s, t); s, t ∈ T} is the potential of
a transient Markov chain on T . It follows from Lemma 7.4 that ~1 is a left-
potential for this chain. Therefore, by [8, Theorem 6.1] there exists a transient
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Markov chain X˜ with state space T˜ = T ∪ {∗}, where ∗ is an isolated point,
such that X˜ has potential densities,
V˜ (s, t) = V (s, t) + 1 = U(s, t), s, t ∈ T, (7.59)
and
V˜ (∗, t) = V˜ (s, ∗) = V˜ (∗, ∗) = 1,
with respect to a finite measure m˜ on T˜ which is equal to m on T and has
m˜(∗) = 1.
Remark 7.3 It follows from Theorem 7.1 and [2, Theorem 3.1] that V˜ =
{V˜ (s, t), s, t ∈ T˜} is the kernel of an α permanental process for all α > 0.
Theorem 1.1 then follows from the fact that U = {U(s, t), s, t ∈ T} is the
restriction of V˜ = {V˜ (s, t), s, t ∈ T˜} to {s, t ∈ T}. (However, the proof of
Theorem 1.1 in Section 5 is much simpler than this.)
8 Appendix I
Lemma 8.1 Let H = {Hj,k; j, k = 1, . . . , n} be an n × n nonsingular matrix
and set,
Gj,k = Hj,k + hk, j, k = 1, . . . , n, (8.1)
and,
K =

1 h1 . . . hn
1 G1,1 . . . G1,n
...
...
. . .
...
1 Gn,1 . . . Gn,n
 . (8.2)
Then K is nonsingular and,
K−1 =

1 +
∑n
j,k=1 hkH
j,k −∑nj=1 hjHj,1 . . . −∑nj=1 hjHj,n
−∑nk=1H1,k H1,1 . . . H1,n
...
...
. . .
...
−∑nk=1Hn,k Hn,1 . . . Hn,n
 .
(8.3)
Furthermore, if H−1 is an M -matrix with positive row sums and
n∑
j=1
hjH
j,k ≥ 0, ∀k ∈ 1, . . . , n, (8.4)
then K is an inverse M -matrix.
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Note that all the row sums of K−1 are equal to 0, except for the first row
sum which is equal to 1.
Proof Subtract the first row of K from each of the other rows to see that
|K| = |H|. Therefore, K is nonsingular. To obtain (8.3) we show that
ABCK = I, where
C =

1 0 0 . . . 0
−1 1 0 · · · 0
−1 0 1 . . . 0
...
...
...
. . .
...
−1 0 0 . . . 1
 . (8.5)
and A and B and C, written in block form are,
A =
(
1 −h
0T I
)
, B =
(
1 0
0T H−1
)
, C =
(
1 0
(−1)T I
)
(8.6)
where h, 0, and 1 are n-dimensional vectors.
It is easy to see that ABCK = I. The operation CK subtracts the first
row of K from each of the other rows. Therefore
CK =
(
1 h
0T H
)
. (8.7)
Then
BCK =
(
1 h
0T I
)
, (8.8)
where I is an n× n identity matrix. Applying A to this replaces h by 0.
Therefore, K−1 = ABC. Note that
BC =
(
1 0
−H−11T H−1
)
(8.9)
and
ABC =
(
1 + h · (H−1)1T −hH−1
−(H−1)1T H−1
)
. (8.10)
This is (8.3).
38
9 Appendix II
Proof of Lemma 7.1 We have,
Uαf(1/i) =
∑
x∈T
uα(1/i, x)f(x) = uα(1/i, 0)f(0) +
∞∑
j=2
uα(1/i, 1/j)f(1/j) (9.1)
= uα(0, 0)
ri
α + ri
f(0) +
1
α+ ri
f(1/i) +
∞∑
j=2
uα(0, 0)
ri
α + ri
sj
α+ rj
qj
rj
f(1/j).
Therefore, using (7.1) and the Dominated Convergence Theorem we see that,
lim
i→∞
Uαf(1/i) = uα(0, 0)f(0) +
∞∑
j=2
uα(0, 0)
sj
α + rj
qj
rj
f(1/j). (9.2)
The reader can check that this is equal to Uαf(0). The second statement in
the lemma follows immediately from the first one.
Proof of Lemma 7.2 Recall that,
Uαf(x) =
∑
x∈T
uα(x, y)f(y). (9.3)
We show below that for all x ∈ T ,∑
y∈T
uα(x, y) =
1
α
. (9.4)
This immediately gives (7.7) and (7.8) since,∑
y∈T
uα(x, y)f(y) ≤
∑
y∈T
uα(x, y)‖f‖∞. (9.5)
To obtain (9.4) we note that by (7.2),
1
αuα(0, 0)
= 1 +
1
uα(0, 0)
∞∑
j=2
uα(0, 1/j). (9.6)
Multiplying by uα(0, 0) gives (9.4) when x = 0. In addition, using (7.4) and
(7.5) we see that,
∞∑
j=2
uα(1/i, 1/j) =
1
α+ ri
+
ri
α+ ri
∞∑
j=2
uα(0, 1/j). (9.7)
39
Consequently adding uα(1/i, 0) to each side and using (7.3) and (9.4) in the
case x = 0 we get,∑
y∈T
uα(1/i, y) =
1
α+ ri
+
ri
α+ ri
∑
y∈T
uα(0, y) =
1
α
, (9.8)
which gives (9.4) for the other values of x.
To obtain (7.9) we first note that by the Dominated Convergence Theorem,
lim
α→∞
∞∑
j=2
sj
α+ rj
qj
rj
= 0. (9.9)
Therefore, it follows from (7.2) that,
lim
α→∞αu
α(0, 0) = 1. (9.10)
Using this and the Dominated Convergence Theorem again, we see that for
any f ∈ C (T ),
lim
α→∞αU
αf(0) = lim
α→∞αu
α(0, 0)f(0) + lim
α→∞α
∞∑
j=2
uα(0, 1/j)f(1/j)
= f(0) + lim
α→∞
∞∑
j=2
sj
α+ rj
qj
rj
f(1/j) = f(0).
Similarly, for i ≥ 2,
lim
α→∞αU
αf(1/i) = lim
α→∞αu
α(1/i, 0)f(0) + lim
α→∞α
∞∑
j=2
uα(1/i, 1/j)f(1/j).
(9.11)
Using (9.10) we see that,
lim
α→∞αu
α(1/i, 0)f(0) = lim
α→∞αu
α(0, 0)
ri
α + ri
f(0) = 0, (9.12)
and,
lim
α→∞α
∞∑
j=2
uα(1/i, 1/j)f(1/j) (9.13)
= lim
α→∞
α
α+ ri
f(1/i) + lim
α→∞
∞∑
j=2
ri
α+ ri
si
α+ ri
qi
ri
f(1/j) = f(1/i).
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To obtain (7.10) it suffices to show that,
uα(x, y)− uβ(x, y) = (β − α)
∑
z∈T
uα(x, z)uβ(z, y), (9.14)
for all x, y ∈ T . We first show this when x = y = 0. We have,
uα(0, 0) − uβ(0, 0)
uα(0, 0)uβ(0, 0)
=
β
1 + ∞∑
j=2
sj
β + rj
qj
rj
− α
1 + ∞∑
j=2
sj
α+ rj
qj
rj

= β − α+
∞∑
j=2
qjsj
rj
(
β
(β + rj)
− α
(α+ rj)
)
= (β − α)
1 + ∞∑
j=2
sjqj
(α+ rj)(β + rj)
 .
This last term,
= (β − α)
1 + 1
uα(0, 0)uβ(0, 0)
∞∑
j=2
uα(0, 1/j)uβ (1/j, 0)
 . (9.15)
Multiplying by uα(0, 0)uβ(0, 0) we get (9.14) when x = y = 0.
We now obtain (9.14) when x = 1/i and y = 1/j, i, , j = 2, . . . . By (7.4)
and (7.5),
uα(1/i, 1/k) =
δi,k
α+ rk
+
uα(1/i, 0)
uα(0, 0)
uα(0, 1/k), (9.16)
and,
uβ(1/k, 1/j) = δj,k
1
β + rj
+
uβ(1/k, 0)
uβ(0, 0)
uβ(0, 1/j). (9.17)
Therefore, when i 6= j,
uα(1/i, 1/j) − uβ(1/i, 1/j) (9.18)
=
δi,j
α+ rj
− δi,j
β + rj
+
uα(1/i, 0)
uα(0, 0)
uα(0, 1/j) − u
β(1/i, 0)
uβ(0, 0)
uβ(0, 1/j)
=
(β − α)δi,j
(α+ rj)(β + rj)
+
(
1
uβ(0, 0)
− 1
uα(0, 0)
)
uα(1/i, 0)uβ(0, 1/j)
+uα(1/i, 0)
(
uα(0, 1/j)
uα(0, 0)
− u
β(0, 1/j)
uβ(0, 0)
)
+uβ(0, 1/j)
(
uα(1/i, 0)
uα(0, 0)
− u
β(1/i, 0)
uβ(0, 0)
)
:= a+ b+ c+ d.
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In addition,∑
z∈T
uα(1/i, z)uβ(z, 1/j) (9.19)
= uα(1/i, 0)uβ(0, 1/j) +
∞∑
k=2
uα(1/i, 1/k)uβ(1/k, 1/j).
We now multiply (9.16) and (9.17) and sum to obtain four terms in
∞∑
k=2
uα(1/i, 1/k)uβ (1/k, 1/j). (9.20)
We have,
∞∑
k=2
δi,k
α+ rk
δj,k
β + rk
=
δi,j
(α+ ri)(β + rj)
:= i (9.21)
∞∑
k=2
δi,k
α+ rk
uβ(1/k, 0)
uβ(0, 0)
uβ(0, 1/j) =
uβ(1/i, 0)uβ(0, 1/j)
(α+ ri)uβ(0, 0)
:= ii (9.22)
∞∑
k=2
δj,k
β + rj
uα(1/i, 0)
uα(0, 0)
uα(0, 1/k) =
uα(1/i, 0)uα(0, 1/j)
(β + rj)uα(0, 0)
:= iii (9.23)
and since,
∞∑
k=2
uα(0, 1/k)uβ(1/k, 0) =
∞∑
z∈T
uα(0, z)uβ(z, 0) − uα(0, 0)uβ(0, 0)
=
uα(0, 0) − uβ(0, 0)
(β − α) − u
α(0, 0)uβ(0, 0), (9.24)
we have,
uα(1/i, 0)
uα(0, 0)
uβ(0, 1/j)
uβ(0, 0)
∞∑
k=2
uα(0, 1/k)uβ(1/k, 0) (9.25)
= uα(1/i, 0)uβ(0, 1/j)
(
uα(0, 0) − uβ(0, 0)
(β − α) uα(0, 0)uβ(0, 0) − 1
)
We add uα(1/i, 0)uβ(0, 1/j) to this to get,∑
z∈T
uα(1/i, z)uβ(z, 1/j) =
uα(1/i, 0)uβ(0, 1/j)
(β − α)
(
1
uβ(0, 0)
− 1
uα(0, 0)
)
+i+ ii+ iii := iv + i+ ii+ iii. (9.26)
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Note that,
(β − α)iv = b, (β − α)i = a (9.27)
Also,
c = uα(1/i, 0)
qj
rj
(
sj
α+ rj
− sj
β + rj
)
(9.28)
= (β − α)uα(1/i, 0)
(
sj
(α+ rj)
qj
rj
)(
1
β + rj
)
= (β − α)iii.
Similarly, (β − α)ii = d. This completes the proof of (7.10) for x = 1/i and
y = 1/j. The cases where x = 0 and y = 1/j, and x = 1/i and y = 0 are
similar.
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