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I. INTRODUCTION
Recently two methods of generalizing ordinary supersymmetry (SUSY) have received considerable attention. The generalization to parasupersymmetry [1] [2] [3] [4] [5] [6] involves the replacement of the usual bilinear SUSY algebra with a trilinear algebra in analogy to the way in which the ordinary bosonic and fermionic algebras are generalized to those associated with parabosons and parafermions [7] [8] [9] . Such generalizations involve the introduction of a parasuperfield and parasuperspace, and the natural variables to use in working with these are the paragrassmann variables. On the other hand, our main interest in this paper is the generalization to what is known as fractional supersymmetry (FSUSY) [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] which seeks to replace the Z 2 -grading associated with the SUSY algebra with a Z n -graded algebra in such a way that the FSUSY transformations mix elements of all grades. This involves the introduction of fractional superfields and fractional superspace. It is natural when constructing such fields to use a generalization of the ordinary Grassmann variables which is distinct from the paragrassmann variables mentioned above. These satisfy θ n = 0 and we follow 21 in referring to them as generalized Grassmann variables. To work with such variables it is necessary to define a generalized Grassmann calculus, including an integral. Such a calculus is characterized by a single variable q, which is a root of unity, and one of its central features is that it involves two derivatives, one associated with q, and the other with q −1 .
Many of the problems encountered when trying to develop and understand the calculus are associated with the fact that q is a root of unity. To circumvent these, our treatment begins by generalizing to the generic q case. Then by excluding all q which are roots of unity we are able to develop a consistent formalism for what we call q-calculus. In the second half of the paper we extend this formalism to the case of q a primitive n-th root of unity by taking the limit of the generic case. The result is a consistently formulated calculus for generalized
Grassmann variables, which naturally includes the ordinary Z 2 -graded Grassmann calculus. The structure of this provides us with new insights into both fractional and ordinary supersymmetry.
We begin by establishing in sec. II a grading scheme and graded bracket. We then introduce the q-calculus algebra, comprising a q-variable θ and two derivation operators D L and D R with which it can be consistently equipped. We have normalized these operators in such a way that, when they are placed within our graded bracket, they induce left and right q-differentiation. Consistency conditions between the commutation and grading properties of the coefficients on power series expansions of functions of θ are derived, and in general these force us to restrict our attention to either left or right differentiation. We introduce left and right q-integrals, defined by analogy with ordinary integrals so that they invert the effect of q-differentiation. Having established the basic structure of q-calculus in section III we go on in section IV to construct shift operators for q-variables. In section V we obtain series expansions of the number operator, and of functions of this. This enables us to establish various algebraic identities including the relationship between the left and right derivatives.
In section VI we use these results to connect the q-calculus algebra to the defining algebra of the q-deformed bosons [23] [24] [25] . When in section VII we take the limit of q-calculus in which q is a primitive n-th root of unity (n = 1), we find that consistency considerations force us to set θ n = 0. Our approach is valid for each primitive root, though for convenience we use q =exp( 2πi n ) in this paper.
One very important limit is that of the quantity
, which we denote by the symbol z.
It turns out that z behaves just like an ordinary (undeformed, 'bosonic') variable, and that its derivative also arises naturally (and with the properties commonly expected of it) in this limit. In section VIII we discuss the process by which f (θ) → f (z, θ) (a fractional superfield)
as q → exp( operators. By using z and ∂ z we are able to give a complete theory of q-differentiation and q-integration in the q → exp( 2πi n ) limit. By considering the conversion of this algebraic q-integral into a numerical integral measure in a way analogous to the undeformed case, we obtain in section IX a measure on fractional superspace which generalizes the usual integral measure on superspace, and includes a fractional generalization of the Berezin 26 integral. We are also able to extract from our q-integral an alternative integral for generalized Grassmann variables which has previously appeared in the literature 14 . Thus our point of view unifies these two approaches.
In sections X and XI we examine the q → exp( 2πi n ) limits of the shift and number operators, and of the relationship of the calculus to the q-deformed bosons. The number operator decomposes into a linear combination of N θ and N z , where N z is just the number operator associated with an ordinary bosonic degree of freedom. The series expansions of the shift operators also terminate, but they do not decompose like the number operators, into independent z and θ parts. This is an important point, since because of the interpretation of the coproduct of a braided Hopf algebras as a shift operator, it suggests that the braided Hopf structure of fractional supersymmetry is non-trivial, and motivates a discussion of this.
The defining relationship of calculus on the braided line is in fact identical to the relationship (3.1) between θ and the left derivative D L . It is the existence of this underlying structure which gives our various constructions their interesting properties. We reproduce the Hopf structure of this line in our own notation, and take its limit as q → exp(
obtain new results. The resulting braided Hopf algebra generated by (z, θ), which has a richer structure than does the anyonic line 27, 28 , cannot be decomposed into independent z and θ parts, and therefore should not be regarded as a composite entity, but rather as something quite new. Also, although z and ∂ z satisfy the algebra associated with ordinary calculus, z has a non-primitive coproduct, a result which also follows through for the time variable in ordinary one-dimensional supersymmetry. It is usual to view the odd supersymmetry transformations as mixing the odd and even sectors of a (product) superspace.
Our results provide a new geometric interpretation, in which the odd and even sectors of one-dimensional supersymmetry together make up the braided line at q = −1, and supersymmetry is no more than invariance under translation along this line. A similar result holds for the fractional case. In fact, this braided Hopf structure is consistent with the central extension description of the ordinary supersymmetry group 29 and of fractional supersymmetry in general 21 . Higher dimensional supersymmetries and fractional supersymmetries can be constructed from the same braided point of view, although there are extra subtleties involved 30 . We include appendices in which matrix representations of q-calculus, results to do with our limiting procedure, and identities in q-analysis are derived. In view of the importance of the limiting process in the work described in this paper, we mention that similar procedures have played a vital role in the development of the theory of quantum groups at roots of unity. Ideas which stem from the work of de Concini, Kac and collaborators, and
Lusztig appear in two recent monographs: see chapter nine of 31 and chapter seven of 32 , from which they can be traced back to the original references.
II. BRACKETS AND q-GRADING
In this section we will establish the bracket notation and grading scheme to be used throughout. Let q, r, s and t be arbitrary complex numbers, and begin by defining the
and noting the identities
2)
which are valid for any t and m. The most general form of the Jacobi identity involving this kind of bracket is
valid for arbitrary numbers r, s, t. If we assign an integer grading g(X) to each element X of some algebra, such that g(1)=0 and
for any X and Y , then we can define a graded bracket as follows,
in (2.6) can be seen that the graded bracket satisfies the following expansion identities
However it does not satisfy a generalized Jacobi identity of the type given in (2.4).
We also make use of the Gauss numbers [r] q ,
with definition (2.10) holding only when r is a non negative integer. Note that when q n = 1, our grading scheme becomes degenerate, so that in effect the grading of an element is only defined modulo n. In this case we also have [r] q = 0 when r modulo n is zero (r = 0).
III. GRADED q-CALCULUS
To define the q-calculus algebra in the single q-variable case, we introduce a grade 1 q-variable θ and two grade −1 q-derivatives D L and D R . These are defined algebraically by the relations
where until further notice we work with generic q, by which we mean q not a root of unity.
The simplest way to impose this condition is to supplement definition (3.1) by
which ensures that our algebra closes under bilinear q-brackets. Using (2.3) it follows that We define left and right differentiation in such a way that they are induced by the graded bracket. Let f (θ) be a function of θ which can be expanded as a power series with commuting complex coefficients C m ,
Similarly right differentiation is defined by
For the reason given after (2.6), the definitions ( Using the graded bracket to induce left differentiation we find,
This takes on the expected form if the second term vanishes, so we impose the following 12) and the last one is different from (3.11) . This means that in general when dealing with functions of θ we must single out either left or right differentiation.
Suppose we choose left differentiation. Then condition (3.10) ensures that the coefficients A m have commutation relations compatible with their grading in such a way that the graded bracket induces differentiation. Note that if the coefficients of the power series expansion of f (θ) satisfy (3.10) then so will the coefficients of the power series expansion of its left derivative. As an example we consider a graded version of the q-exponential 31, 33, 34 , defined
which corresponds to (3.10), the bracket induced derivative has the expected form,
We now introduce left and right q-integration 35, 36 , defining these in a natural way so that up to a (in general non central) integration constant term (suppressed) they invert the effect of q-differentiation. We do this by imposing 16) where the expressions in brackets (dθ) L and (dθ) R denote left and right integral measures, with the same dimensions as θ. Using (3.4), these give 17) which can be extended to arbitrary functions f (θ) by linearity. Selecting left differentiation, and imposing (3.14) we can again use the q-exponential to provide a simple example,
which by (3.14) is equivalent to
when A is invertible.
IV. SHIFT OPERATORS FOR FUNCTIONS OF θ
Let f (θ) be a function of the form (3.8) with no conditions on the commutation properties of the coefficients A m . Defining a left shift as θ → ǫ + θ where [θ, ǫ] q = 0 (a relation that will be justified later on), we now search for an invertible left shift operator G L such that
By substituting into this the power series form of f (θ) (3.8) we find
Thus any solution to G L θG
as well. The solution in the undeformed case suggests that the operator we are looking for is some sort of exponentiation of the degree zero operator ǫD L . For this reason we start with the power series
where the coefficients C m are complex numbers to be determined. The condition
This should be interpreted as a condition on ǫ rather than on A m , since it imposes upon ǫ commutation properties identical to those of θ (and establishes that, as is the case for ǫQ in supersymmetry, ǫD L is commuting). To find the coefficients C m we substitute (4.3) into
where q m ǫ m θ = θǫ m has been used. By equating coefficients of ǫ m we find
G L is only defined up to an overall multiplicative constant determined by C 0 ; as a group-like expression it is sensible to set C 0 = 1 in the expansion (5.2). This leads to
It is well known 31, 33 that the inverse of the q-exponential exp q X is exp q −1 (−X), so the inverse
Thus for any f (θ) we have the result 
have been already established, but we believe that this is the first time an entirely algebraic form has been given. 
Provided that this is satisfied we have G R = exp q (−D R η) and
Correspondingly, G R may be seen equal to the right shift in fractional supersymmetry 
V. NUMBER OPERATORS IN q-CALCULUS
We now seek a number operator N satisfying
To get the explicit form of N, we note that from (2.5) and (5.1) g(N) = 0, which suggests that if N exists, its power series expansion will have the form
where the C m are here complex numbers which we can find by solving
Equating coefficients gives C 0 undetermined, C 1 = 1, and for m ≥ 2,
So our result is 6) and determine the complex coefficients by solving
Thus we have,
Equating coefficients we find B 0 undetermined and
which leads to
Although B 0 is undetermined, it is related to our choice of C 0 in (5.5). The easiest way to find the correspondence between B 0 and C 0 is to make use once more of an arbitrary representation, in a basis with D L |0 = 0. Then we have 13) and hence for nonnegative integer r (for which (5.10) terminates),
(5.14)
Using (5.13) and (5.7) we get 15) and comparing this to (3.1) we find,
A similar treatment in which q rN is expanded using D R instead of D L leads to a result corresponding to (5.14). For any nonnegative integer r, this is
Note that when expressed in terms of D L , the series corresponding to these q −rN do not terminate. Using (5.13) and (5.17) we find the following algebra identities,
The results of section V readily indicate how to relate the q-calculus to the algebra of a single q-deformed bosonic oscillator 37 . We begin by writing
It follows now from (3.1) that
provided that
It follows similarly from (5.14) and (6.3) that
Eqs. (6.2) and (6.3) are familiar as the defining equations of the q-deformed bosonic oscillator [23] [24] [25] . However care must be taken in comparing a ± with the corresponding creation and annihilation operators a and a † .
Consider first for real q the Fock space spanned by the kets |m , m = 0, 1.2, . . ., where the identifications a − = a , a + = a † , are straightforward with the dagger implying hermitian conjugation in the usual way. Here a|0 = 0, N|r = r|r , and
where the notation
has been used to display the results in their usual form. If we make the choice 
both defining real matrices for real q. It can be checked that (the first entry of) (3.1) and (5.14) are satisfied.
We turn later to the situation when q is a primitive n-th root of unity, q = exp
it is worth remarking already at this point that (6.5) describes a representation of (6.2) and (6.4) in a positive definite Hilbert space in which a † is indeed the hermitian conjugate of a, this being true because q 1/2 occurs in (6.2) and (6.4) as the deformation parameter, rather than q itself.
We may also use our work on the q-calculus to derive results that hold in the deformed boson context. For example, in the case of (5.5) with C 0 = 0 (which follows our previous choice of B 0 = 1), we may use (6.1) and (6.3) to obtain
As expected this implies [N , a ± ] = ±a ± .
VII. q-CALCULUS AT q A ROOT OF UNITY
In the previous sections we have been working with generic q, i.e. with the restriction q n = 1. When q n = 1, our q calculus takes on an specially interesting form, to which we will devote the rest of this paper. Our results will be valid for any primitive n-th root of unity, but we use q = e 2πi n in all of our examples. From (3.1) follows a result which holds for any q
We want to know what happens to this in the q → exp( 2πi n ) limit. We take this limit along the |q| = 1 circle. Taking the limit in a different direction would alter the reality properties of z as defined in (7.6) below, but this could easily be corrected for by introducing a phase factor into the definition. In taking this limit, difficulties first arise when m = n, because then [n] q ! = 0 (n = 1). To retain (7.1) in this case its LHS and RHS must remain finite and nonzero. For n = 1, this can be achieved by requiring that ). This is an extra condition on the q-calculus, and if we are to build a consistent framework, it must be preserved by left and right shifts. Thus for a left shift θ → ǫ + θ, with [θ, ǫ] q = 0, we require
for q =exp( 2πi n ) and 0 < m < n, this is equivalent to requiring ǫ n = 0 when q = exp(
Likewise, preservation of θ n =0 by right shifts imposes the condition η n = 0. Now, we note that for |q| = 1, and q not a root of unity, we have under complex conjugation, 4) so that in the q → exp(
Looking at (7.5) it is clear that if we define
then for a realization in which q m θ is real for some integer m (the simplest hypothesis is to take θ itself real, see section XI and appendix A), z is real when n is odd, and imaginary when n is even. By using the identities
and for 0 < m < n,
we have, for 0 ≤ p < n,
We introduced z to deal with the difficulties encountered in the q → exp( 2πi n ) limit of (7.1)
at m = n. We run into similar problems for all m > n, and the importance of (7.9) is that it tells us that all of these can also be handled in terms of z.
To investigate further the properties of z, and to see how it fits into q-calculus, consider now the identity
valid for generic q. In the limit as q → exp( So by defining
we have
Thus we see that the algebra associated with ordinary calculus emerges as a natural component of the q-calculus algebra in the q → exp( 
[n]q! 1−α ). However, our choice (α = 1) is the only one which preserves the generic q form of (7.1), and also the only one for which D L and D R are not nilpotent. The latter point is important because it means that we can define q-integration so that it inverts the effect of q-differentiation (see section IX). We also recall that when q n = 1 the definition of the grading of products as given by (2.5) reduces to g(XY ) = (g(X) + g(Y ))mod n, so that g(z) = 0. Then from (7.13), g(∂ z ) = 0 as well. Let us now give a full set of relations for q-calculus in the q → exp( as a total derivative, a result which we took into account when choosing our notation.
We can also introduce a left partial derivation with respect to θ,
, and a corresponding algebraic operator ∂ θ ≡ ∂ L . This partial derivative satisfies
Using this we obtain a chain rule expansion of the total derivative,
or, in terms of the algebraic operators of fractional superspace
To go further we will need to make use of an identity 17 , which we derive as follows,
Here we have used (7.14) and θ n = 0. By substituting our expansion (7.17) into (7.12), and using (7.18) as follows
we obtain the condition
There are analogous results for right derivatives (∂ θR ≡ δ θ ) and we summarize these below.
Here the sign change on the second term arises because the algebraic element associated
and from (3.3) we find that
23)
The q → 1 limit is special, because when q = 1, [1] q = 1 remains nonzero, so that in this case it is not necessary to set θ = 0. It then follows from the definitions (7.6) and (7.12) that for q = 1 we can identify θ = z and ∂ θ = ∂ z , and thus the algebra can be described solely in terms of z and ∂ z , as expected for the undeformed case. This resolves a problem encountered in previous work on generalized Grassmann calculus 16, 17 , in which the n = 1 case appeared to contain only the trivial relation θ = 0, so that the undeformed case could only be recovered through a n → ∞ limit.
The above results are of course directly related to ordinary/fractional supersymmetry.
To see this define
and
iz for n even. and from (7.12),
i∂ t for n even. (7.27) and
− i∂ t for n even.
(7.28)
When n = 2, these relationships identify Q and D, respectively, as the supercharge and covariant derivative from one-dimensional supersymmetry, and eqs. (7.17), (7.21) give their explicit form in terms of the superspace algebra. For higher n they provide the corresponding operators in fractional superspace. Thus the form of these operators, and the nice properties with which they are associated, all follow from the underlying total derivatives of q-calculus at roots of unity.
Our previous results can all be expressed in terms of Q and D, and so related to ordinary/fractional supersymmetry. For example, from (5.16) we have
which we believe to be a new result. We now look at what happens to the structures which we derived earlier when q → exp( 2πi n ) .
VIII. FUNCTIONS OF θ WHEN q IS A ROOT OF UNITY
Eq. (7.9) shows that, when q → exp( 
and we also define the cut off q-exponential to be
where the subindex c indicates that the sum is cut off after n terms. Using this we find that in the q → exp( 2πi n ) limit, the q-exponential decomposes as follows.
If we define,
so that cosh q (θA) + sinh q (θA) = exp q (θA) , (8.5) then in the q → exp( 2πi n ) limit sinh q (θA) and cosh q (θA) decompose as follows,
Here sinh q,c (θA) and cosh q,c (θA) are, as in (8.4), cut off after a finite number of terms, to leave only those terms in which θ is raised to a power of n−1 of less. Similar decompositions are seen in the q → exp( 2πi n ) limit of other q-functions, and in particular for many of the hypergeometric functions discussed in 33 .
IX. INTEGRATION WHEN q IS A ROOT OF UNITY
Following the approach of section III, we define q-integration so that it inverts the effect of q-differentiation. To get its explicit form, we note that the total derivative of a general term is
This leads directly to the following definition for integration at q a root of unity (integration constant suppressed),
We can expand this integral in a way analogous to the chain rule expansion of the total derivative. This leads to
where dθ and dz denote 'partial' integration measures, i.e. dθ and dz treat z and θ respectively as constants (notice that both terms are dimensionally homogeneous since from (7.6) [z] = [θ] n ). These component integrals are defined by
The second of these is just the integration rule for generalized Grassmann variables suggested in 14 . This clearly differs from the Berezin integral used in ordinary supersymmetry, as well as from its fractional analogue, which is derived below; in particular, the integration measure dθ in (9.5) has the same dimensions as θ. We can obtain the integral analogue of (7.12) by performing a succession of n integrations as follows,
Similarly, from (9.5) we obtain after a succession of n integrations the integral analogue of (7.20) ,
There are similar results for right integrals. In summary, for the L, R integrals and derivatives we have the following complementary results,
These have the following partial analogues:
Let us now connect our results to previous work on Berezin integration. We begin by noting that in the undeformed case, the algebraic integral
is related to an ordinary number,
by means of a sum over the (infinitesimal) contributions from the (continuous) eigenvalues of t between t 1 and t 2 . In field theories based on actions we take the integral over all space, i.e. over all real eigenvalues. Usually this involves t 1 → −∞, t 2 → ∞ and the numerical value of the integral is denoted by I(f ). Similar methods have been used in the construction of numerical integrals based on q-deformed algebraic integrals, see for example 36, 35 . An essential feature of such methods is that they involve a sum over the eigenvalues of θ, or more strictly, of
. To see how such a technique might be applied to our to our integral (9.3), we first write
Here the subscript S indicates that the integral is to be taken over all space, i.e. over all eigenvalues. The numerical value of this integral is in general representation dependent, and may also depend on which particular integration technique we use. However θ is nilpotent, so in any representation all of its eigenvalues are zero. Consequently the first term makes no contribution to the numerical value of the integral, and can be dropped. If we now define a generalized Berezin integral by
we find that the (fractional) Berezin integral of a power series in θ is given by
(9.15) Similar Berezin-like integrals were also considered in 10, 17 . In our framework we also obtain from (9.13) the following integral measure on fractional superspace,
Using eq. (7.25) to substitute t for z it is clear that up to an overall factor of i this is equivalent, when n = 2, to the familiar Berezin 26 integral measure on one-dimensional superspace, 
X. SHIFT AND NUMBER OPERATORS WHEN q IS A ROOT OF UNITY
We now examine the form taken by the operators derived in sections IV and V when
). Employing results from section VII, we find
with the truncated exponential as defined in (8.3) . Also, in (10.1) the definition (7.12) of ∂ z has been employed and we have been lead to make the definition
of the undeformed variable associated with ǫ. It is independent of z and has simply emerged naturally from our analysis. We are thus able to conclude easily that the effect of a left shift
There is similar result for right shifts. On the other hand the fact that θ n = 0 causes the series expansion of the number operator to terminates. From (5.5) this becomes
which by use of (7.16) and the identity (1 − q) n−1 [n − 1] q ! = n, which follows from (B7), reduces to
Thus we can decompose the number operator into 6) where c indicates the cutting off of the sum after n terms as in (8.2) or (10.5), and N z = z∂ z is just an ordinary number operator. The complete set of commutation relations
follows from
The easiest way to obtain the form of q rN when q → exp( 2πi n ) is to use (10.6) the decomposition of N, which gives 
which from (7.17) reduces to
Note also that when r is an integer, we have from (5.14) and (7.17)
(10.12) Now (10.11) can also be written as 13) and by comparing the last two equations with (10.9), we prove that for integer r 14) so that N z has integer eigenvalues.
XI. RELATION TO q-DEFORMED BOSONS WHEN q IS A ROOT OF UNITY
We show here how, when q = exp( 2πi n ), q-calculus can be realized in terms of one ordinary boson and one q-deformed boson with deformation parameter q 1/2 . When q = exp( 2πi n ) we can consistently impose the condition a n = a †n = 0 on the q-deformed bosonic algebra.
Having done this it is justified to write a − = a and a + = a † within the formalism of section VI, since in this case there are (finite dimensional) matrix representations with the implied Hermiticity properties (see appendix C). Also the natural occurrence of creation and annihilation operators suggests that the formalism is well-suited to applications in quantum mechanics.
Definitions analogous to (6.1) will of course here be employed when q = exp( 2πi n ). In fact we have
where f 1 , f 2 are given by (6.7) and (6.3). Note that the nilpotency of a means that it should be related to ∂ θ rather than D L . The relation (6.3) is still needed to ensure that the relations 2) are satisfied. If the choice (6.7) for f 1 (N) is retained, then (6.8) for θ does not yield a real matrix. The matrix is however related by unitary equivalence to one that is real. One reaches this explicitly by replacing the choice (6.7) by the alternative one 4) which is indeed real. Using (6.3) for the new choices of f 1 , f 2 , we find j − 1|∂ θ |j = q 
XII. THE CONNECTION BETWEEN FRACTIONAL SUPERSYMMETRY AND THE BRAIDED LINE
In developing this paper we approached q-calculus from a point of view in which it is seen primarily as a mathematical tool for use in fractional supersymmetry. An important observation, however, is that in the generic q (q n = 1) case covered in sections III-IV our calculus corresponds to the simplest example of a braided calculus 28, 34 , that associated with the braided (or quantum) line 28 , though many of our results are new even in this context, as for example the introduction of the algebraic shift operator. Furthermore, to our knowledge, the calculus obtained by taking the q → exp( 2πi n ) limit, rather than by simply setting q = exp( 2πi n ), has not been considered previously, and it is interesting to make use of our results to examine the extra structure which this approach uncovers. From the braided line perspective, the left shift θ → ǫ + θ is generated by the braided coproduct,
where
2) so that
Using (12.1) we find
There exist also a counit and antipode, 5) which satisfy the usual Hopf algebraic relations so long as the braiding is remembered. Now, when q → exp( 2πi n ), eqs. (12.3) and (12.4) ensure that if θ n = 0 then ∆θ n = 0. From (7.6) and (7.9) we know that in this limit a full description of the braided line requires the introduction of an extra algebraic element z. This provides us with a natural extension of the braided Hopf algebra associated with the anyonic line 27, 28 . Using (7.6) and (12.4) we obtain the coproduct of z, as well as its counit and antipode,
This result is interesting, because it means that while z and ∂ z satisfy the algebra associated with ordinary calculus, z does not have a primitive braided Hopf structure. In our treatment of the q-calculus algebra we were able to use partial derivatives to perform a separation of this into independent z and θ algebras. When we look at the larger Hopf algebraic structure, we see that since θ appears in the coproduct of z, we can perform no such separation, and hence this cannot be regarded as a composite entity. This non-primitive braided
Hopf structure is fundamental to our view of supersymmetry and fractional supersymmetry.
Setting n = 2 and using (7.25) to relate z and t we see that even in ordinary one-dimensional supersymmetry the coalgebra structure for the time variable is non-primitive, since it has coproduct ∆t = t ⊗ 1 + 1 ⊗ t + iθ ⊗ θ .
It is usual to regard supersymmetry as a symmetry between the odd and even sectors of a superspace. More precisely 29 , rigid supersymmetry may be regarded as the result of centrally extending the initially Abelian odd translation group by the ordinary (even) spacetime translations (here, just time). Fractional supersymmetry can be similarly described 21 . The present work provides us with a new geometric interpretation of supersymmetry 39 , which applies equally in the fractional case 40 . We have seen that at q a root of unity we can conveniently describe the braided line in terms a grade 1 variable θ and a grade 0 variable z. Under a translation θ → ǫ + θ along this line, z transforms as in (10.3), which in terms of t is just the ordinary/fractional supersymmetry transformation. We may now identify the one-dimensional fractional superspace of order n with the braided line when q is an n-th root of unity. We can then further identify a fractional supersymmetry transformation as a shift along this braided line. Thus fractional supersymmetry is no more than translational invariance along the braided line at q an n-th root of unity, the n = 2 case corresponding to ordinary supersymmetry 39 .
XIII. CONCLUDING REMARKS
Interpreting our work in the light of the last section we can say that when q is a root of unity the braided Hopf algebra associated with the braided line is most conveniently described by two variables, one of which satisfies the algebra associated with ordinary calculus but has non-primitive Hopf structure. The analysis remains substantially unchanged when we move from one-dimensional to D-dimensional FSUSY, although there are some extra subtleties. Moreover, the above is only the simplest example of a much more general result. For example it is possible to perform a similar decomposition of all sl q (n) quantum hyperplanes when q → exp( 2πi n ). In this limit the quantum hyperplane is most conveniently described using twice as many variables as usual, the extra variables being those associated with an undeformed plane. We would expect to see similar phenomena in a wide range of quantum and braided groups, the general point being that to take the limit of the generic q case when q → exp( 2πi n ) we need to introduce new variables, and that these provide the Hopf algebra with extra structure. We shall come back to these and other points in the future.
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APPENDIX A:
Here we study the passage to the limit in which q = exp2πi/n of the matrix representations of the q-calculus. Since D R is related directly to D L , we omit details in relation to it, for they are easily deduced from the results given below. We represent θ and D L in a vector space V spanned by the kets |m , m = 0, 1, 2, . . ., where |0 is such that D L |0 = 0 and N|m = m|m . It is simplest to pass to the limiting case of interest, using the representation (6.1) corresponding to the choice (6.7) of f 1 (N) that yields the matrices (6.8) for θ and D L .
When studying the situation that obtains when q = exp2πi/n it is usual to employ only finite dimensional representations, since the content of matrices like those of (6.8) somehow
'repeats' after n-terms. However, the extra structure discussed in this paper emerges when no such 'simplification' is made. Using θ|m = [m + 1] q |m + 1 (eq. (6.8)) for generic q gives
Setting m = rn + p, and making careful use of (7.6)-(7.8) to pass to our limiting situation, converts (A1) into the form
for all integers r and p ∈ {0, 1, 2, . . . , (n − 1)}. Using D L |m = |m − 1 (eq. (6.8)) the
These results are in agreement with (7.13) . If in an analogous fashion we now useθ, the real representation of θ from section XI, we find from (11.3) and (A1) that
so that as stated in our comments after (7.6), z is real for odd n and imaginary for even n.
Turning next to the important result in the second line of (7.14), we calculate first the effect of the left side of this upon |m , m = rn + p , finding (r + 1)|(r + 1)n + p − 1 −
, and computing the action of z on it we get ((r + 1) − r)|rn + n − 1 = |rn + n − 1 . If p = 0, there is no such shift down of the effective r-value, and, applying (A2), we get zero, so that
The right side of the identity in question is
If p = 0 the factor on the right of (A6) is 1 and the right side of (A6) is |(r + 1)n − 1 = |rn + (n − 1) . If p = 0, the numerator of the factor on the right side of (A6) contains the factor [(r + 1)n] q , which vanishes. Since there is no factor [n] q in the denominator, the right side of (A6) is then zero, and proof of the required identity is complete. One meets proofs along the same lines in various related contexts. We may also use (7.17) to obtain the action of ∂ θ on V in the form 
When q is a primitive n-th root of unity, and r = n − 1, there is an interesting special case of this result. To derive it note first that in this case 
In particular, for α = 1 we obtain
which verifies the identity quoted after (10.4), and for α = −1, 
Our aim is to determine for which q we can build Fock space representations in which a + is the adjoint of a − in a space of positive definite metric:
in other words, we aim to identify all of the q-oscillators with physical Fock space representations. From (C1) we have (see (6.6)) 
The parts contained within parentheses are known as deformation functions [41] [42] [43] [44] . Matrix expressions containing the same information could be given, but this concise deformation function notation is more convenient to work with. On a Fock space with ground state |0 , such that a − |0 = 0 (which is equivalent to b|0 = 0), N is hermitian and has nonnegative integer eigenvalues m. If (C2) is to be satisfied then clearly we need α = .
Note that for r = ± 
in which a and a † have the implied hermiticty properties.
