LANG•õa), De XU•õb), Members, and Ning LI•õc), Nonmember SUMMARY Modeling visual attention provides an alternative methodology to image description in many applications such as adaptive content delivery and image retrieval. In this paper, we propose a robust approach to the modeling bottom-up visual attention. The main contributions are twofold: 1) We use a principal component analysis (PCA) to transform the RGB color space into three principal components, which intrinsically leads to an opponent representation of colors to ensure good saliency analysis. 2) A practicable framework for modeling visual attention is presented based on a region-level reliability analysis for each feature map. And then the salient map can be robustly generated for a variety of nature images. Experiments show that the proposed algorithm is effective and can characterize the human perception well. key words: visual attention, color space, feature extraction, salient points, salient map
Introduction
The human visual system has the ability to select visual information based on saliency in the image itself (bottom-up or image driven) and on both external and internal stimuli (top-down or goal-driven). Many physiological experiments suggest that human vision system only processes part of incoming information in full detail. That is, instead of processing all the available information, visual attention can implement an information processing bottleneck by seeking interesting areas in images.
Much research has been done on modeling visual attention, and the major differences among computational attention models are image features extracted and different mechanisms of saliency measure. In particular, some statistical signal-based approaches have been proposed [1] , [2] . Most of them are luminance-based and exploit spatial contrast and spatial entropy of pixels as its saliency measure. For example, Gilles [1] introduces a measure of saliency based on local entropy, where the saliency is regarded as local signal complexity or unpredictability. Then Kadir et al. [2] extended the Gilles algorithm to estimating the information content in circular neighborhoods at different scales, where local extremes of changes were detected in terms of both the entropy and its rate of change at the scale. In order to eliminate effects of small changes in the image, they developed a clustering algorithm to form salient regions from groups of salient points.
In 
where Rp is the homogenous region including the pixel p, pc denotes chrominance vector {v2, v3} of the block including the pixel p. And pu denotes the mean chrominance vector of the region Rp, hs is the normalized histogram of saliency value. According to (4), the reliability of a point has two inductors: the coherence of saliency distribution and the similarity between the point and the mean of its corresponding homogenous region. That is, if the saliency values are disordered and the dissimilarity is evidently great, it implies salient value of this point is not reliable. Based on the above analysis, the algorithm of region-level reliability processing is summarized as follows:
Step 1. Compute coherence salient points set:
Step 2. Compute hs, the normalized histogram of each Rp, according to (5), then the coherence of saliency distribution, C(Rp), can be computed.
Step 3. Compute ƒÌ(p), the reliability value of the pixel p:
(7)
where we use ƒAE=0.5, ƒÐ=3. Figure 2 shows an example of saliency distribution based on reliability processing. As shown in Fig.2 (b) , the original saliency curve will change dramatically for the region corresponding to the box in Fig.2 (a) , many points located the edge between two regions have high saliency. Whereas, after reliability processing, almost all points in this region are assigned lower saliency values. According to the defined reliability measure, the reliability strongly depends on the coherence of saliency distribution. Therefore, the more salient points a region includes, the larger saliency coherence and reliability this region has, meaning that the region has higher possibility to be a salient portion of an image. For example the region of the pink box on the table in Fig.2 , most points have higher salient values in each feature map (shown in the Fig.3 a) , so the saliency of the box remains high after the reliability measure is applied. It is evident that the salient map generated by region-level reliability processing is more reasonable.
Experimental Results
To demonstrate the effectiveness of the propose attention model, we have extensively applied the method to three image databases: 150 images from a subset (sunsets, flowers, race cars) of Corel image library, 150 images from SIVAL data set (from http://www.cse.wustl.edu/_sg/accio), and 60 images from the STIMautobahn and the STIMCoke database (from http://ilab.usc.edu/imgdbs/ [8]). Figure 3 displays a set of sample results employing proposed model. For comparison, we also show the results of Itti's model. In Fig.3 , the left column contains the original images and the right column includes the extracted feature maps for three channels and salient map orderly. In the feature map and salient map, the larger the pixel intensity is, the more likely the pixel attracts the observer's attention. As shown in Fig.3 (a) and (b), if there is a clearly separate dominant object in an image, both attention models focus on finding the areas where there is significant change with respect to the image feature. Here, one drawback of using traditional Itti's model is these points often gather on edges where the change of image feature is significant. In contrast, our method may discard these areas with the help of regionlevel reliability processing. Meanwhile, if rich background settings are present in the scene, see Fig.3 (c) and (d) , the contrast between the object and the background is less, these two pictures contain color regions of interest which become more conspicuous as the proposed model is applied. In or- Figure 4 displays a set of results employing three models, where the left column contains the original images and the right column the generated salient maps using Itti's model, L-R model and our model, orderly. For images that have a clearly separate dominant object, such as Fig.4 (a) , all three models yield the same results due to the color contrast to compete with the plain background settings. If there are multiple prominent objects in an image, such as Fig.4 (b) , (c) and (d), the result of our model is better than two other models. Many salient points gather at textured portion of the background in the salient map generated by Itti's model, so these points capture the same portion of the image. Though the salient map using L-R model correctly indicates the attended area in Fig.4 (b) due to the location cue, a false detection is generated when the prominent object does not locate near to the center of an image, such as Fig.4 (c) . Another interesting observation from the experiments is that, as the scale of the prominent object in the imagery becomes lager, specially in Fig.4 (f) the prominent object 
Conclusion
This paper presents a computational model of visual attention to construct salient map. In particular, a color-space transformation is preformed base on PCA, which guarantees orthogonality between channels. so the extracted feature map preforms well to ensure good saliency analysis.
To reduce the computational complexity of combining feature maps into a saliency map, a linear time algorithm of region-level reliability analysis is proposed, the results of the reliability analysis are feature maps with strong coherence of visual attention, which provide an efficient way of constructing a unique salient map. Comparing with existed attention modeling methods, its computational complexity is low. This model only considers the determination of the most important color information. It would be therefore possible to improve its performances by including more combinations of the early visual features.
