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Abstract—Design of conventional protocols for wireless sensor
networks(WSN) are mainly based on energy management. The
solutions for layered protocol of the WSN network are inefﬁcient
as sensors network mainly delivers real-time content thus, cross
layer communication between layers of the protocol stack is
highly required. In this paper, a reliable cross layer routing
scheme (CL − RS) is proposed to balance energy to achieve
prolonged lifetime through controlled utilization of limited energy.
CL − RS considers 2 adjacent layers namely, MAC layer and
network layer. Optimization issues are identiﬁed in these two
layers and solutions are provided to reduce energy consumption
thereby increasing network lifetime. To achieve higher energy
efﬁciency MAC layer protocols compromise on packet latency. It
is essential to attempt reduce the end-to-end delay and energy
consumption using low duty cycle cross layer MAC (CL−MAC).
The joint optimization design is formulated as a linear pro-
gramming problem. The network is partitioned into four request
zones to enable increase in network performance by using an
appropriate duty cycle and routing scheme. We demonstrate by
simulations that the strategy designed by combining (CL−RS)
and (CL−MAC) algorithms at each layer signiﬁcantly increases
the network lifetime and a relation exists between the network
lifetime maximization and the reliability constraint. We evaluate
the performance of the proposed scheme under different scenarios
using ns-2. Experimental results shows that proposed scheme
outperforms the layered AODV in terms of packet loss ratio,
end-to-end delay, control overhead and energy consumption.
Keywords—Cross layer, Optimization, Reliability, Routing, Net-
work lifetime, Wireless sensor network.
I. INTRODUCTION
Lifetime maximization in non-rechargeable powered bat-
teries in WSN has been extensively studied in recent years.
There is a increasing body of literature survey on energy
conservation in WSN. Since energy is a scarce resource in
WSN, all layers of the protocol stack has contributed to
energy conservation, designing energy-aware algorithms across
different layers in order to prolong lifetime of WSN is neces-
sary [1]. The conventional layered protocols are individually
developed and optimized for achieving high performance in
the network. However, joint optimization of the protocols in
each layer are not considered to improve the overall network
performance while reducing the energy consumption. Con-
sidering the energy and resource constraint of WSN, cross-
layer design exploit dependencies and interaction across layers
into a uniﬁed communication framework [2], [3]. Cross layer
design is currently one of the most active research areas in
WSN. Cross layer interaction allows communication between
possible adjacent layers of protocol stack. Cross layer was
thought of to address problem of energy consumption, reliabil-
ity, wireless links, packet loss and delay problems observed in
the network. Cross layer approach involves different layers for
information sharing where, these information can be used as a
input for algorithms in the protocol design of WSN [4]. In this
paper, we propose cross layer strategy that prolong the network
lifetime under the reliability constraint. We focus on a sensor
application, where a collection of distributed sensor nodes
periodically report data to a sink node. In order to guarantee the
success probability of data aggregation from sensor to sink, the
proposed strategy optimizes the network layer and MAC layer.
At the network layer, we design a new joint cross layer routing
algorithm that is different from conventional energy-efﬁcient
routing algorithms [5], [6], [7]. At the MAC layer, we design
energy efﬁcient low duty cycle scheduling. Ideas in both the
layers is formulated into a linear optimization problem. Hence,
the objective is to create a ﬂexible cross layer design for WSN
that considers the criticality of the energy conservation thereby
increasing network lifetime. The rest of the paper is organized
as follows: Section II presents the brief review of related
works on cross layer design in WSN. The network model and
assumptions is presented in Section III. Problem statement and
formulation are given in Section IV. The proposed cross layer
routing scheme CL− RS for routing is explained in Section
V. In Setion VI, simulations and performance analysis are
presented. In Section VII, the concluding remarks and future
work is presented.
II. RELATED WORKS
In this section, we present a brief overview of some of the
existing works on cross layer routing in WSN related to this
work. In [8], a load balanced forwarding scheme is proposed
in which sensor nodes will select the next alternative relay
by considering buffer occupancy level of the neighbour at the
time of delivery. The authors in [9] proposed a routing protocol
by considering residual energy and link quality of network
to determine the route to the destination, where it does not
consider the load on the network which leads to congestion. A
reliable energy-efﬁcient multi-level routing algorithm is pro-
1050978-1-4799-8047-5/15/$31.00 c©2015 IEEE
TABLE I: Notations used
Einit Initial energy of a node
Qi Packet generation rate
Ni Set of neighbour nodes reached by node i
eij
Energy to transmit a packet from node i to node
j
qij Rate of packet ﬂow from node i to node j
EAEC Energy consumption of node to relay a packet in time t
S Set of source nodes
D Destination node or sink
N Set of sensor nodes
Pij Path between node i to node j
Etx Energy needed by node for transmitting a packet
Erx Energy needed by node for receiving a packet
Epro Energy needed for processing a packet
T Network lifetime
TRF Target end-to-end reliability factor
E(i, p) Energy consumed by node i in path p
ETR Error transmission ratio
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Fig. 1: Network Model
posed in [10] which considers residual energy, number of the
neighbors and centrality of each node. This protocol reduces
the energy consumption where it does not address problem of
link quality. The data quality improvement using cross layer
strategy is addressed in [11] considering privacy management
policy coupled with a secure localization protocol. In [12], aIn
this paper, Cross-Layer MAC protocol is propose to handle the
latency of the packet unlike regular MAC layer this scheme
proposes a multi ﬂow data by considering routing layer buffer
from neighbours, where it does not consider the end-to-end
success transmission is proposed. Delay and energy aware
cooperative medium access control (DEC MAC) is proposed
in [13] to balance the energy consumption of the sensor nodes
by taking into account a node’s residual energy a part of the
relay selections metric to increase the network lifetime the
selection metric ignores the quality of channel which is most
important to minimize the energy in the network. A cross
layer sleep scheduling design in service-oriented WSN aims
to prolong lifetime while satisfying the service availability
requirement at application layer is proposed in [14]. It is
observed that the design does not contribute to network layer,
in which energy is consumed high. The above stated protocols
address the problem of increasing network lifetime to a major
extent, however they cannot effectively overcome the reliability
constraint with low end to end delay. In this paper, we propose
a CL − RS which can effectively increase the lifetime with
minimum energy consumption with end-to-end reliability.
III. NETWORK MODEL AND ASSUMPTIONS
Network considered consists of one sink node and several
sensor node.The sensor nodes are further divided into source
nodes and relay nodes. Network is deployed in circular fashion
and the sink is placed in the centre of the network as shown
in Fig. 1 source nodes are placed on the circumference of
the network. Periodically data is sent from source node to
destination sink node using CBR trafﬁc scheme. It is assumed
that all the nodes have equal transmission range with an equal
initial energy Einit. We also assume that all the packet size
are of equal length and all the nodes have equal buffer queue
size. The whole network is divided into four request zones in a
quadrant fashion. Request zones are created by the sink node
during the network deployment phase. Source node when it
has data to send should establish a routing path only in its
request zone. This avoids ﬂooding of control packets and thus
minimizing control overhead. The various notations used in
this paper are stated in Table I. Network lifetime (T ) is the
time from the time of the network deployment to the time ﬁrst
node expires. Network lifetime of a node i is determined as
follows:
T =
Einit(i)
EAEC(i)
(1)
where
EAEC = eij ∗ qij (2)
and
eij = E
tx + Erx + Epro (3)
Requisite energy needed for a node i to receive and transmit
packet to node j is speciﬁed in Eq. 3.
IV. PROBLEM STATEMENT
The problem is to compute a cross layer joint routing
scheme to build an end-to-end routing path that maximizes
the network lifetime with reliability constraint. Cross layer
joint routing scheme is based on the node’s local value of
link quality, load on the node, residual energy and hop count.
Cross layer MAC is developed as contribution to low duty
cycle MAC. Maximising the network lifetime is completely
depended on the residual energy and channel state information
of each sensor node. Maximizing the network life time is the
objective of ﬁnding energy efﬁcient routes until ﬁrst node ex-
pires. The cross-layer joint routing scheme is characterised and
formulated as two linear programming problems as follows:
A. Network Lifetime Maximisation problem
Increasing the lifetime T of a single node will contribute to
increase in the lifetime of the network on whole. The objective
function maximizes the network lifetime T with subject to low
energy consumption. The objective function is written as:
maximize T
subject to
qij ≥ 0, ∀j ∈ Ni, ∀i ∈ N −D
∑
j∈Ni
eijqij ≤ Einit, ∀i ∈ N −D
∑
j:i∈Nj
qij + TQi =
∑
k∈Ni
qik, ∀i ∈ N −D
(4)
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B. Energy Consumption Minimization problem
We formulate a end-to-end routing path which minimizes
the energy consumption in the network with reliability con-
strain. Minimizing the energy consumption of node EAEC to
relay a packet in time t is essential to increase the network
lifetime. Reliability constraint is deﬁned as the end-to-end
reliable transmission ratio (RTR). End-to-end reliable trans-
mission ratio can be achieved by hop to hop RTR. This can be
formulated by linear minimization problem and the objective
function is written as:
minimize
n∑
i=1
EAEC =
n∑
i=1
p∑
i=1
q(i) + E(i, p)
subject to
n∏
i=1
RTR(SNRij , Ei) ≥ TRF
(5)
RTR(SNRij , Ei) = 1− ETR(SNRij , Ei) (6)
Link quality is measured using link quality estimator (LQE)
[9]. The LQE is measured in terms of signal-to-noise ratio
(SNR). SNR of node i to node j is given by SNRij . The end-
to-end RTR is the product of hop-to-hop RTR and is computed
by
∏n
i=1RTR. RTR is the function of SNR.
V. THE PROPOSED SCHEME
For the proposed scheme, two different cross layer methods
are utilized namely, cross layer routing scheme (CL − RS)
and cross layer MAC (CL − MAC). For routing scheme,
a new interface at network layer is designed such that an
optimal route to the sink is chosen. In solving the routing
problem using cross layer design, the goal is to choose the
next relay node with an energy efﬁcient channel with reliability
constraint. Path selection is computed at the network layer and
channel selection at the link layer. This forms the basis of cost
functions that model the preferences of nodes in balancing
energy in various layers. Cost functions quantify the perfor-
mance beneﬁts and energy costs associated with efﬁcient relay
node selection. The proposed joint routing scheme considers
parameters of a node like residual energy, current queue length,
hop count to sink and link quality. Reliability mainly depends
upon considering LQE in the route selection process of the
routing protocol. The LQE is measured using cross layer
information of the network protocol stack. Every node is able
to estimate the network conditions like load on the node, the
end-to-end link quality, have information on the remaining
energy of their neighbor nodes and number of hops to sink. To
ensure reliability and to increase network lifetime every node
dynamically plan the route discovery process as explained in
Section V-A.
A. Cross Layer Joint Routing Scheme (CL−RS)
The core idea of the CL−RS is to provide a framework
where design issues like robust routing, congestion control and
reliability are jointly considered. In CL− RS, a competition
is triggered to select the best relay node. The competition is
based on evaluation of the path cost function given in Eq.
(8). The path cost function is calculated based on the residual
energy, number of hops to the destination, trafﬁc load of the
node and link quality is given in Eq. (8). Source node after
calculating the path cost function of all its neighbour nodes
selects the best relay node. The proposed routing scheme is
divided into two phases: the ﬁrst phase is to check whether
relay node will participate in the data transmission or not. The
second phase is to choose a routing path such that Eq. (7) is
minimized.
APC =
∑
PC(i, j) (7)
where
PC(i, j) = α
Eres
Emax
+ β
Qcur
Qmax
+ γhop(i,D) + L(i, j) (8)
The path cost function given in Eq. (8) considers residual
energy, hop count, link quality and load on node. Eq. (4)
and Eq. (5) are considered in formulating path cost function.
By considering the load of the node, CL − RS regulates
congestion that incorporates a hop-to-hop congestion control
by buffer occupancy analysis speciﬁed by current buffer queue
length (Qcur) to maximum queue length (Qmax). Link quality
of a path is estimated hop-to-hop to increase the reliability.
Link quality of node i to node j (L(i, j)) is estimated using
LQE. The residual energy of a node after time t is given by
Eres. Number of hops from node i to the destination is given
by hop(i,D). These two phases are explained in the following:
1) Node’s participation in communication: The basis of
communication in CL−RS is based on the initial assessment
(IA). To provide reliable and efﬁcient end-to-end transmission
service, CL−RS will incorporate a communication function-
ality similar to AODV. The selection of the next-hop relay node
is performed by means of contention of RREQ packets. For
any node i that wants to initiate a data transmission, broadcast
a RREQ message to inform its neighbours that it has packets
to send. Every neighbours of node i upon receiving the RREQ
packet decides whether to take part the communication process
or not through an IA. The IA is given by
IA =
⎧⎨
⎩
Lrreq > lth
Eres > eth
Qcur > qth
(9)
According to Eq. (9), it is necessary to choose only those
nodes with higher LQE to participate in communication since
they provide reliable links for data transmission. Therefore, it
is necessary that LQE of HELLO message (Lrreq) should be
above a threshold (Lth) for a node to participate. To maximise
the node’s life, (Erem) should be above the threshold level
(Eth). To prevent a node level congestion, Qcur should be
above the threshold (Qth).
2) Route Discovery: Route discovery is done in the request
zone of the source node. If the relay node has data to forward
to the destination it should perform IA as stated in Eq. (9).
If the relay node does not satisfy the IA, it drops the RREQ
packet and backoff itself from the participation. It initiates
a data transmission participation. If a node does not have a
route previously available in its routing table, it broadcasts an
RREQ to all its neighbours in its zone. If neighbour is not a
destination, it rebroadcasts the RREQ packet. An intermediate
node before rebroadcasting calculates the path cost according
to Eq. (8) and add the value to accumulated path cost as given
in Eq. (7) in the header of the RREQ. The intermediate node
compares all RREQ packet with same destination and sequence
ID, selects the lowest APC and then broadcast the minimum
1052 2015 IEEE International Advance Computing Conference (IACC)
valued RREQ to all the neighbours in its zone as shown in
Algorithm 1.In Algorithm 2, the destination node waits for
all RREQ message until time t after ﬁrst RREQ has arrived.
During time t, the destination node examines all the RREQ
header and select minimum RREQ packet, unicasts a RREP
packet back to the source node.
Algorithm 1: Implemented in the Relay Node
Data: P=Packet; APC=accumulated path cost acc. to
Eq. (7); PC=path cost acc. to Eq. (8); Ts=Time
span; Ni=set of i’s neighbour nodes; Z=Request
Zone; L=Node location; s=Source node.
calculate IA1
if IA is not successful then2
drop P;3
return;4
else5
while Ts do6
if RREQ packet not already forwarded or RREQ7
packet has better APC value and L belongs to Z
then
calculate PC;8
add PC to APC in the header of RREQ;9
broadcast RREQ packet to ni ;10
else11
drop the packet;12
Algorithm 2: Implemented in the Destination node
Data: P=Packet; APC=Accumulated Path Cost; Ts=time
span; s=source node
Result: Send RREP packet to source node.
if P is ﬁrst RREQ Packet then1
start timer Ts ;2
while Ts do3
select the RREQ route with the minimum APC4
value;
send RREP packet to s;5
Route maintenance and recovery is important in WSN as
sensors are exposed to external environment where exists
noise interference and therefore the links are lost and it is
a high overhead on the network to reestablish the lost link.
CL − RS uses local strategy to establish lost link by using
SNR information provided by the MAC during the path cost
calculation as stated in Eq. (8). When the SNR of a particular
node is below the threshold level, the node alerts the neighbour
about its status by which the whole network in that zone is
aware of the weak links. CL−RS fully utilizes the previous
routing information stored in stale on-route node to reestablish
the route path.
B. Cross layer MAC (CL−MAC)
In order to optimize the network performance in terms
of energy consumption, adaptive sleep scheduling algorithms
have been presented. The adaptive duty cycle utilize different
metrics, such as network load, residual energy and link quality
to adjust duty cycle of a node. The proposed CL−MAC aims
TABLE II: Simulation Parameters List
Parameter Value
Topology Size 2000m x 2000m
Transmission range 250m
Simulation Time 5M
Number of sinks 1
Trafﬁc Type CBR
MAC MAC/802 11
Antina Model Omni Antenna
Transmitting power 0.036
Receiving power 0.024
Initial energy 10 Joules
Processing energy 0.0022
TABLE III: Simulation Parameters List
Parameter Section VI-A Section VI-B Section VI-C
Number of nodes 100 100 25-250
Number of Connections 10-60 5 5
Packet generation rate 1.50pkts/sec 0.25-.50pkts/sec 1.50pkts/sec
Load on node 30MB 30MB 40MB
Transfer rate 200kbps 200kbps 200kbps
to reduce energy consumption and to increase lifetime of the
network. When a source node establishes a routing path in its
request zone using CL − RS, the CL − MAC allows only
nodes belonging to routing path to be awake while allowing
other nodes in the zone to sleep mode. Thereby, energy is saved
in all the nodes which are not part of the routing path during
the communication time of source node and sink. The sink
node after sending a RREP packet to source node also sends a
broadcast message to all other nodes in the request zone that
contains information about the nodes involved in routing path.
The remaining nodes switch themselves into the sleep mode,
thus saving energy.
VI. SIMULATION
ns-2 [15] simulator is used to implement the proposed cross
layer scheme. The performance of the proposed scheme and
layered AODV is evaluated and compared. The source code of
AODV in ns-2 is modiﬁed to implement the proposed scheme.
Table II lists the parameters used in the simulation. The
key performance measures are end-to-end delay, packet loss
ratio, routing overhead, route discovery frequency and energy
consumption. Network topology is same as given in Section III.
The obtained results are grouped into three sections. Section
VI-A discuss the performance of the proposed scheme with
respect to increasing number of connections in the network,
the performance of the network is considered using increasing
packet generation rate in Section VI-B. In Section VI-C
network lifetime with respect to increase in number of nodes
is compared. The simulation parameters for three scenarios
mentioned are shown in Table III.
A. Increasing number of connections
The number of connections are increased from source to
sink to evaluate the performance of the proposed scheme. To
generate congestion in this scenario, packet transfer rate is
assigned 200kbps. As shown in Fig. 2a, CL−RS outperforms
the layered AODV as the number of connections increase.
CL − RS shows lower packet loss ratio as it uses the hop-
to-hop reliable transmission ratio. AODV has high packet loss
2015 IEEE International Advance Computing Conference (IACC) 1053
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(c) Rout Discovery Frequency
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(d) Routing Overhead
Fig. 2: Increasing number of connections
ratio as it does not test hop-to-hop link quality. In Fig. 2b,
CL − RS shows low end to end delay compared to AODV
because it can effectively handle load of the node during route
discovery process. In Fig. 2c, the average route discovery
frequency of CL−RS and AODV is calculated. CL−RS uses
low route discovery frequency. In Fig. 2d, CL − RS incurs
low overhead as compared to AODV as it restricts the control
packets only in its request zone.
B. Varying Packet Generation Rate
Rate of packet generation in the network is elevated to
observe the effect of load in the network with regard to
performance of the proposed scheme. As shown in Fig. 3a,
the average packet loss ratio of CL−RS is low compared to
layered AODV. CL−RS is capable of handling better delay.
As shown in Fig. 3b, CL−RS outperforms AODV because,
AODV has no mechanism to reduce congestion on high trafﬁc
loads. CL − RS shows low end to end because it considers
current load of the network during hop to hop route discovery
phase. Fig. 3c and Fig. 3d shows that CL− RS outperforms
AODV in terms of number of route discovery frequency and
routing overheads.
C. Increasing number of nodes
The effect of increasing number of nodes has been observed
on the performance of the proposed scheme. As shown in
Fig. 4a, CL − RS has low packet loss ratio compared to
AODV because CL−RS uses a local strategy of link quality
estimation for route maintenance. Fig. 4b shows that CL−RS
has lower delay compared to AODV because route paths are
used only in request zone of the source node. With increasing
number of nodes CL − RS has lower routing overhead and
route discovery frequency rate as shown in Fig. 4c and Fig. 4d.
In Fig. 5, the average energy consumption in the network with
varying network size is shown. It is observed that, CL−RS
has a low energy consumption compared to AODV. This is due
to considering the residual energy during the route selection.
Hence, the proposed cross layer joint routing scheme increases
the network lifetime with minimum energy consumption.
VII. CONCLUSION
This paper aims to prolong the network lifetime with
reliability constraint using a cross layer joint routing scheme
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Fig. 5: Average energy
(CL−RS) and cross layer MAC (CL−MAC). The proposed
scheme considers network layer and MAC layer of the protocol
stack. This scheme balances the energy in the network by
deﬁning a joint cost function that enables routing decision. The
simulation results are taken for different network sizes, differ-
ent connections and different rate of transmission to measure
the reliability and energy consumption. The performance of
the proposed scheme is compared with layered AODV. The
results demonstrates that the proposed scheme achieves high
reliability with low energy consumption thereby increasing
network lifetime. Devising analytical models of the proposed
scheme and comparing with other cross layer algorithms in
WSN is a part of our future work.
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Fig. 3: Varying packets generation rate
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(d) Routing Overhead
Fig. 4: Increasing number of nodes
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