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where D is the square of the s ingular value for each latent di mension, Xik is 
the projection score to the dimension k, K is calcul ated by Eq. 2, M in Eq. 
2 is the total number of dimensions of the lat ent document space and TK is 
a threshold of  the statistical dimensi on contribution to select the top K 
dimensions. 
BACKGROUND
Machine learning methods generally rely on large sets of 
the training examples selected randomly. But, gold-
standard training sets are rare and making them is 
expensive.  We introduce a query expansion approach and 
a Latent Semantic Indexing (LSI) based ranking method for 
active learning. The methods are evaluated in the context 
of news text categorization with three classic classifiers. 
The training datasets are a subset of the Reuters-21578 
corpus with 2527 articles which belong to 10 categories  
and an OCRd corpus with 50788 segments extracted from 
one year (1904) of the Washington Times newspaper .
RESEARCH QUESTIONS 
Active learning methods significantly decrease the size of 
the training examples through bootstrapped sampling and 
iterative learning without degrading the performance of the 
classifiers. The goal of this study is to optimize the 
sampling selection process to a large unlabelled text 
corpus. This research tries to ans wer two questions:
1. If there is a already establish system of labels, for 
instance International Press and Telecommunications 
Council (IPTC) subject codes, which article is the best 
candidate to pick first for each label.
2. If there is no existing label system, which sample 
articles should be picked first for training.
METHODS
To answer Question1, the query expansion approach 
applies Vector Space Model as the IR baseline with the 
IPTC subject codes as queries and uses user relevance 
feedback to enhance the performance of the baseline 
retrieval. Targeting question2, The LSI-based Sample 
Ranking method [1-2] derives from the probabilistic LSI-
subspace model [3] and selects the samples iteratively 
according to a proportion of statistical contribution of the 
sample set, TC , to the overall LSI latent document space. 
The contribution of a document Xi to a dimension k is 
calculated by Eq. 1 and a document with a higher 
contribution value will be picked first:
CONCLUSIONS
The query expansion approach indicates the 
precision of the sample sets is largely improved by 
user relevance feedback and the hierarchical 
structure of the subject codes.  The results from the 
LSI-based sampling suggest that the size of the 
training  samples required can be decreased up to 
75%. Our approaches will be particular useful for 
optimizing sample sets for a large unl abeled corpus. 
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Fig 1. Learning curves are generated by Na ïve Bayes, KNN and Rocchio
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Learning Curves for KNN
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Learning Curves for Rocchio Classifier
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Category\Subset S-100 S-25 S-50 S-80
acq 1646 512 905 1359
coffee 110 8 31 55
interest 339 45 164 270
Iron-steel 40 7 11 30
oat 8 1 2 5
palmkernel 2 1 1 2
sugar 125 12 37 82
sun-meal 1 1 1 1
veg-oil 87 9 25 70
wheat 205 12 55 150
CL&J D&A
Baseline 0.73 0.77
Baseline+HIER 0.68 0.72
Baseline+URF 0.88 0.85
Baseline+HIER+URF 0.90 0.85
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RESULTS
The best result from query expansion shows that there is an average 
16.5% improvement on the precision in the top 200 documents compared 
to the baseline with user relevance feedback (URF) expanded by IPTC 
hierarchical terms (HIER) (T able 1). 
This LSI-based method picks the most important samples and 
consistently keeps the sampling distribution on the text categories, even 
outlier categories, for instance, the category “sun-meal”, but  random 
selection does not (Table 2). 
Compared to randomly selected subsets, our approach has better 
performance on the learning curves (Fig.1). Even compared to the
learning curves of the full training set, the performance of learning curves 
with the subsets generated by our approach does not decease always 
and even out-perform in some learning points. The highest accuracies for 
all the learning points with the three classifiers are achieved from the 
subsets generated by the ranking al gorithm. 
Table 2. Sampling distribution across 10 categories of the Reuters news Corpus. S-100 denotes 
TC=100%, S-25 denotes TC=25%,  S-50 denotes T C=50% and S-80 denotes T C=80%
Table 1. P@200 for the user relevance feedback. CL&J denotes Cri me 
category  and D&A denotes Disaster Category
