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Chapter 1
Introduction
The statistical thermodynamics of non-equilibrium processes, as originated already
by the founders of modern thermodynamic theory including L. Boltzmann, J. C.
Maxwell or J. W. Gibbs, has experienced a large revival in last decades. This is
mainly due to a great recent progress in micro- and nano-technologies which demands
development of reliable theoretical methods to describe physical systems which are
far from thermal equilibrium and in which fluctuations play a crucial role. This has
led to an application of stochastic techniques in a fresh and deeper way, with a better
understanding of the role of time-reversal symmetry and its breaking as formulated
in terms of the global and local detailed balance conditions, to the discovery of exact
symmetry relations obeyed by the fluctuation even very far from equilibrium etc. The
thermodynamics of open and typically rather small systems exhibiting non-negligible
fluctuations has been coined the name “stochastic thermodynamics” [Sei08, Sei12,
Sek97, SS04, SH11, KN08, KNST20, EVdB10].
Beyond the recently extensively studied properties of fluctuations in such open
systems, there is a more conservative line of thoughts which tries to link the stochastic
thermodynamics back to the standard thermodynamic framework as represented on
the macroscopic level by the famous laws of thermodynamics [KNST08, KNST10].
The main motivation is to formulate, if possible, general laws valid for large classes
of thermodynamic process under inherently non-equilibrium conditions, similarly like
this had been done with great success within the equilibrium framework. In contrast
to purely thermodynamic concepts, the stochastic thermodynamics provides a far
more reliable, systematic and in a good sense “microscopic” approach that older
theories coming usually under the general name “non-equilibrium thermodynamics”.
Even restricting only to expected (or mean) values of relevant thermodynamic
observables like work and heat, important and natural questions arise which have
not yet been sufficiently answered: How to construct the fundamental elements of a
standard thermodynamic theory, in particular the notion of quasistatic (= slow in
a specific mathematical limit) processes above the inherently dissipative background
(making the work or heat diverge in that limit)? Apparently, some “renormalization”
scheme is needed here which many not be (and it is not!) unique, in general. Further,
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can the Clausius equality expressing the Second law for quasistatic processes be gen-
eralized to at least some large enough class of non-equilibrium systems? Intimately
related questions are whether the operationally defined Clausius entropy has any
natural non-equilibrium counterpart, whether there exist general relations between
non-equilibrium response quantities in a way analogous to the Maxwell relations, what
is the low-temperature asymptotics of (slow) far-from-equilibrium processes etc. It
is exactly this sort of questions which are addressed in this thesis. Although we are
still very far from providing complete answers, it is hoped that the results obtained
in this work might provide another small step towards building a general and prac-
ticable scheme to describe strongly non-equilibrium systems and to reliably predict
their properties.
1.1 Outline of the thesis
Introduction and the necessary mathematical formalism used throughout the thesis is
given in chapter 2. Then in chapter 3 we explain the central notion of quasistatic limit
within the framework of equilibrium stochastic thermodynamics. The main results
of this work can be found in chapter 4 (quasistatic non-equilibrium process driven by
non-potential forces), chapter 5 (a generalization to systems driven by time-periodic
forces) and chapter 6 (the application of our methods to the problem of time scale
separation). Finally, chapter 7 summarizes our results and shortly discusses open
problems.
In the chapter 2 we introduce the models widely used further within this thesis
along with the necessary mathematical formalism. We define the general Markovian
time evolution for an open system which we later specify as continuous-time Markov
jump processes and diffusion. In order to describe the diffusions we review the Wiener
process and consequently the Itô and Stratonovich calculus and show some of its main
results.
The chapter 3 presents basic elements of (mostly equilibrium) stochastic thermo-
dynamics. We start with the introduction to Sekimoto stochastic energetics and its
relation to the first law of thermodynamics. We define the local heat production and
the local power which will play a crucial role later in the construction of the so called
quasi-potential. Then we introduce the concepts of global and local detailed balance
as the consequence of microscopic time reversibility and review the Crooks relation
and the Jarzynski equality. We also show how the Second law inequality follows from
the Crooks fluctuation relation.
The chapter 4 presents our first results. We start with the discussion of the
consequences of the global detailed balance condition breaking and follow with the
generalization of the stochastic energetics out of equilibrium. We decompose the
quasistatic mean value of work and heat to what we will call a “reversible” (4.8) and
“housekeeping” (4.7) work and heat and discuss their properties. As our first result
we show how the energetics on the level of mean values is solely governed by finite,
geometric “reversible” components of the heat and work (4.10). We define the gen-
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eralized heat capacity as the “reversible” heat associated with the quasistatic change
of the temperature of the attached thermal bath (4.14) and discuss its behaviour in
various examples and show that it can be also negative, which is in contrast to its
equilibrium counterpart. Our next result states that as the consequence of McLen-
nan theorem the generalized version of the Clausius relation is verified in the close
to equilibrium regime. We finish the chapter by brief illustration of low tempera-
ture behaviour of the heat capacity and conclude why no simple generalization of the
Nernst theorem even for systems with finite number of non-degenerate states is to be
expected.
In the chapter 5 we study the behaviour of periodically driven systems in the qua-
sistatic process, which was not previously studied in literature. By using the Floquet
theory we are able again to identify the “reversible” and “housekeeping” components
of the mean values of the total work and heat, see e.g. (5.25). We also define the
generalized heat capacity and study its behaviour in various examples in order to
better understand the behaviour of the “reversible” heat. In these examples we find
that the generalized heat capacity becomes negative as it approaches intermediate
regime where the relaxation time is comparable to the period of driving. We also
discuss some fundamental interpretation problems as the “housekeeping” component
contain a term which in general does not converge in the quasistatic limit.
In chapter 6 we analyse the separation of time scales and the possibility to de-
scribe the evolution of such system by an effective Markovian dynamics. We briefly
discuss the time evolution on the short time scale which in a special case is equiva-
lent to system undergoing the quasistatic process. On the long time scale we provide
more rigorous derivation of the Markovian dynamics and provide some estimates and
bounds on precision of the Markovian approximation.
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Chapter 2
Stochastic models of open
systems
For several centuries physicists have been trying to describe the real world using
mathematics. During that time period they have established procedures how to
describe any real physical system. Although the procedure can differ in technical
aspects depending on the application, in general it always goes along similar lines.
First we usually determine the set of all possible states of the system with respect to
the level of description and observables of interest e.g. for mechanical particle system
we determine all possible positions and momentums, for molecules we determine all
possible conformations, then we relate these states to physical observables and finally
we describe the time evolution, i.e. how the state changes in the course of time. In
this chapter we will introduce the mathematical formalism necessary to describe open
thermodynamic systems in terms of continuous-time Markov stochastic processes, our
presentation is rather informal as it is not the goal of this work to provide an exact
mathematical treatment of the subject, cf. [Fel68]. We introduce some of the models
and examples used later in this thesis.
2.1 Deterministic processes
In classical mechanics we describe the state x of the system by a complete collection
of dynamical observables associated with all independent degrees of freedom. For
example in the case of single particle we need only to know its position and momentum
x = (q,p) to fully determine its state. Similarly mathematical pendulum is efficiently
described by the angle and impulse momentum x = (ϕ, l), or ratchet with n tooths
described by the position x ∈ Zn of the pawl. All possible states, i.e. configurations
of the system, together make a configuration space Ω.
In this context physical observables, which depends on the state in which the
physical system is, are defined as functions
A : Ω −→ R, (2.1)
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where A denotes some physical quantity. For example in the case of single particle
its position is observable defined as Q(x) = q, similarly its velocity is V (x) = pm
and also energy can be considered as an observable E(x) = p22m +U(q), where U is a
potential in which presence the particle is.
Physical systems evolve with time and we denote xt the state of the system at
time t. One particular realization of the time evolution then creates a path ω in
configuration space Ω
ω = {xt | t ∈ R} .
The path can also be restricted over the time interval of our interest e.g. [0, T ], which
we denote by
ω[0,T ] = {xt | 0 ≤ t ≤ T} .
Introducing the path of the physical system enables us to describe another class
of observables, so called path observables, which do not depend only on the physical
states of the system but also on its history. Typical representatives are heat and
work, which we will define later, or first passage times Ty(ω[0,∞)) = mins:xs=y s.
In deterministic mechanics the history before the time t represented by the path
ω(−∞,t) uniquely determines the state xt at time t, i.e. the time evolution in deter-
ministic case is defined as
xt : ω(−∞,t) −→ Ω. (2.2)
In most cases we usually don’t need a complete history but only a part of it, e.g.
ω[0,t).
Example: Hamiltonian mechanics
A typical example of such deterministic time evolution is the Hamiltonian mechanics
of one particle described by Hamilton equations
∂tqt = {qt, Ht (qt,pt)} ,
∂tpt = {pt, Ht (qt,pt)} ,
(2.3)
where {·, ·} denotes Poisson bracket and Ht(q,p) is time-dependent Hamiltonian.
The consequence of the Hamilton equations it that the full time evolution depends
only on the initial condition, hence the dependence on the history is in a sense trivial.
By integrating these differential equations from initial state x0 = (q0,p0) at time 0
over the time interval [0, t) we obtain
qt = q0 +
t∫
0
ds {qs, Hs(qs,ps)} ,
pt = p0 +
t∫
0
ds {ps, Hs(qs,ps)} ,
(2.4)
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where we can recognize the dependence on the path ω[0,t) more clearly. Also the result
(2.4) more resembles the definition (2.2) of the time evolution. The Hamiltonian
mechanics is memory-less in the sense that the state at an arbitrary time t contains
enough information for the prediction of the system’s behavior in the future with
respect to the time t.
When modeling open systems coupled to their environment, we are forced to
abandon the deterministic Hamiltonian structure and to replace with a more general
stochastic law, yet a proper identification of relevant degrees of freedom often allows
us to retain the memory-less property. Informally, this leads to the basic concept of
Markovian dynamics: The stochastic dynamical system is Markovian whenever the
future time evolution started from state xt at any time t (the "present") is statistically
independent of the way the state xt was prepared (the "past").
2.2 Stochastic processes
The detailed description of a large physical system in terms of all microscopic degrees
of freedom becomes intractable since the number of available microscopic states grows
exponentially with the number of degrees of freedom and due to the high complexity of
the time evolution. Fortunately, we usually do not need the full information about the
system yet we still want to make estimates about the values of relevant observables,
the probabilistic approach proves to be useful. Within this approach we replace the
notion of the state from microscopic level of description, now called microstate, by the
configuration of the system, which corresponds to the maximum information about
the real physical state in principle available on the coarse-grained level. While the
configuration is determined only by the maximum information available to us, which
does not necessarily corresponds to the full information contained on the microscopic
level of description, we can conclude that one configuration can correspond to several
microstates. Moreover in most cases we are not able to fully determine the exact
configuration of the system either, but we are at least able to determine in which
of them the system is more or less likely to be. Hence the physical state is then
described by probability distribution µ(x) over the configuration space Ω, which
members x ∈ Ω are all possible configurations of the system. Similarly as in the
deterministic approach, we also define state-dependent observables as in this case
measurable functions (2.1) from configuration space Ω to results represented by real
numbers R, as well as the path observables as measurable functions on paths.
The remaining step is to adapt the time evolution to fit into the current framework.
We cannot determine the exact outcome of the state anymore, hence we describe the
time-evolution as a probability measure dP on paths ω with normalization to unity∫
dP (ω) = 1,
i.e. we assign a probability to each possible path, which also contain complete in-
formation about the initial state. The system’s state at time t is represented by the
8 CHAPTER 2
marginal probability
µt(x) =
∫
dP (ω) δXt(x),
where δ(·) is the Dirac delta function in continuous case or the Kronecker’s delta in
discrete case and Xt denotes the configuration in time t from the path ω, Xt ∈ ω.
Within this framework we can consider the deterministic time evolution as a special
case in which each configuration is uniquely mapped on another. Although we have
described the time evolution in its entirety, we are usually interested only in its finite
range. To address this requirement we define the probability measure up to the time
t as
dP(−∞,t]
(
ω(−∞,t]
)
=
∫
ω(−∞,t]⊂ϕ
dP (ϕ),
where we integrate over all paths ϕ containing the path ω(−∞,t], by which we can also
fully characterize the time evolution up to arbitrary time. The state of the system at
time t is also determined by this probability measure
µt(x) =
∫
dP(−∞,t] (ω) δXt(x).
To correctly predict the time-evolution we in general need to know the full history
of the system, which is usually not accessible to us, fortunately in most cases the
dependency of the time evolution on the history weak enough so that in order to
determine the plausibility of states at time t we only need to know the path ω[t−T,t)
for not too large T . In these cases we can restrict the description of the time evolution
to the probability measure on more confined time interval [t− T, t]
dP[t−T,t]
(
ω[t−T,t]
)
=
∫
ω[t−T,t]⊂ϕ(−∞,t]
dP(−∞,t]
(
ϕ(−∞,t]
)
=
∫
ω[t−T,t]⊂ϕ
dP (ϕ).
This also allows us to exclude the information about the initial state from the prob-
ability measure and characterize the time-evolution by the conditional probability
measure on the time interval (t− T, t]. Hence the mean value over all paths of some
path observable A can equivalently be obtained as the mean value with respect to the
conditional measure conditioned upon the initial configuration and then by averaging
over the initial condition∫
dP[t−T,t] (ω) A(ω) =
=
∫
dy µt−T (y)
∫
dP(t−T,t] (ϕ|Xt−T = y) A(ϕ ∪ {Xt−T = y}). (2.5)
Using this conditional probability the state at time t can be evaluated as
µt(x) =
∫
dy µt−T (y)
∫
dP(t−T,t] (ω|Xt−T = y) δXt(x). (2.6)
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2.3 Markov continuous-time stochastic processes
In context of stochastic processes the Markov processes are those, which have ex-
tremely weak dependence on the history. Hence to obtain the full time evolution it is
sufficient to know the conditional probability measure for arbitrarily short time. As
a consequence we can describe the full time evolution over the time interval T by the
time evolution over arbitrary number of shorter intervals.
This feature can be exploited in order to show that the conditional mean value
of some observable at time t > tk > tk−1 > · · · > t0 conditioned on several values
x0, . . . , xk in the past does depend only on the last value xk,〈
Xt
∣∣Xtk = xk, Xtk−1 = xk−1, . . . , Xt0 = x0〉µt0 = 〈Xt|Xtk = xk〉µtk .
2.3.1 Forward Kolmogorov generator
Another consequence of Markov property is the existence of autonomous time evo-
lution for probability densities µt describing the state of the system, which is in
particular useful when we are interested only in estimates of state dependent observ-
ables. However Markov property alone is not sufficient, we also need to assume that
the time evolution is smooth, in particular that the difference between the state at
time t and time t−∆t diminishes proportionally with ∆t. Only then we can define
the forward Kolmogorov generator as the linear operator on probability densities
L∗t [µt] = lim∆t→0+
1
∆t
[∫
dy µt−∆t(y)×
×
∫
dP(t−∆t,t] (ω|Xt−∆t = y) δXt(x)− µt−∆t(x)
]
, (2.7)
and the time evolution of the state is described by the differential equation
∂tµt(x) = L∗t [µt](x), (2.8)
compare with (2.6). By integrating (2.8) over all possible states and by using the
fact that the probability density µt has to be always normalized to unity, we obtain
a condition ∫
dx L∗t [µt](x) = 0, (2.9)
note that this condition can also be obtained directly from the definition of the
forward Kolmogorov generator (2.7) and the normalization of probability densities.
By explicit integration of (2.8) we obtain formal solution
µt(x) =←−exp

t∫
t0
dt L∗t
 [µt0 ](x),
where ←−exp denotes time-ordered exponential.
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Example: Hamiltonian mechanics revisited
To provide a simple example, we derive the forward Kolmogorov generator for the
Hamiltonian mechanics. Although the Hamiltonian mechanics is deterministic, it
can also be described within the framework of stochastic time-evolution as was noted
above. The conditional probability measure is Dirac-like measure which gives zero
for every trajectory which does not comply with solution of Hamilton equations (2.4).
Hence for the generator (2.7) we obtain
L∗t [µt](q,p) = lim∆t→0+
1
∆t
[
µt−∆t
(
qt−∆t(q,p, t),pt−∆t(q,p, t)
)− µt−∆t(q,p)] ,
where (qt−∆t(q,p, t),pt−∆t(p, t)) denotes the configuration of the particle at time
t−∆t starting from which we reach the configuration x = (q,p) at time t. Because
the Hamiltonian mechanics is deterministic we can determine a past configuration of
the system knowing the present configuration. Using (2.4) we obtain
qt−∆t(q,p, t) = q +
t−∆t∫
t
ds {qs, Hs(qs,ps)} ,
pt−∆t(q,p, t) = p+
t−∆t∫
t
ds {ps, Hs(qs,ps)} .
By expanding the distribution density in ∆t and inserting the solution above we
obtain the Liouville’s equation
L∗t [µt](q,p) = {Ht(q,p), µt(q,p)} .
Notice that in the context of stochastic Markov processes the condition (2.9) corre-
sponds to the Liouville’s theorem.
2.3.2 Spectral properties of forward Kolmogorov generator
The condition (2.9) has several mathematical implications related to the spectrum
of the generator. The first one states that every eigenvector νt of the generator L∗t
at fixed time t corresponding to the non-zero eigenvalue λt has zero integral over all
configurations
0 =
∫
dx L∗t [νt](x) = λt
∫
dx νt(x).
It means that all eigenvectors corresponding to non-zero eigenvalues are either zero
up to the null set or have both negative and positive part. This necessarily leads to
the condition that the real part of all eigenvalues has to be non-positive, otherwise
the negative part of the eigenvector will grow over all bounds causing the probability
distribution to be negative µt(x) < 0. In most of our applications we will also assume
that if we fix the parameters of the generator at some fixed time L˜∗ = L∗s and let
the system evolve with these fixed values, i.e. using the generator L˜∗ instead of the
original generator L∗t , then there always exists a steady state to which the system
will tend to converge.
Stochastic models of open systems 11
2.3.3 Steady state
The steady-sate of a Markov system described by the time-independent generator
L∗t = L∗ is described by the stationary distribution which is obtained as
L∗[ρ](x) = 0, (2.10)
so the steady states ρ lies in the kernel of the linear operator. In general the notion
of stationarity can be extended to periodical time evolutions, where the steady state
ρt, now explicitly depending on time t, is the periodic solution of (2.8).
2.3.4 Backward Kolmogorov generator
Until now we have described the time evolution in terms of time-dependent prob-
ability distribution µt. Equivalently, it can be described as the time-evolution on
observables (cf. the quantum-mechanical Heisenberg picture), where we can go from
Schrödinger picture (representation) to Heisenberg picture. For this purpose we de-
fine the backward Kolmogorov generator as the adjoint generator∫
dx A(x)L∗t [µt](x) =
∫
dx Lt[A](x)µt(x). (2.11)
The time evolution using the backward Kolmogorov generator is then characterized
by
dtAt(x) = ∂tAt(x) + Lt[At](x),
where by dt we denote the total time derivative, while by ∂t we denote the time
derivative of explicit time-dependence of observable At with respect of time. The
time derivative of the mean value of some explicitly time-dependent observable At
can be written using the backward Kolmogorov generator as
∂t 〈At〉µt = 〈∂tAt + Lt[At]〉µt . (2.12)
2.4 Continuous-time jump process
Continuous-time jump processes represent a large class of the Markov stochastic
processes with countable many configurations. They are used to model a huge variety
of systems including lattice models, ratchets, chemical networks, biological systems
and semi-classical description of quantum systems, etc. From a mathematical point
of view the configuration space Ω is a countable set with a counting measure and the
probabilities µt(x) are densities with respect to that measure. Hence integration over
all possible configurations is represented as a summation∫
dx −→
∑
x
.
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Figure 2.1: Illustration of several paths ω[0,3] all beginning at configuration 1 for a system
with three configurations (or “levels”).
 1
 2
 3
 0  1  2  3
t
Typical paths in continuous-time jump processes consists of intervals where the con-
figuration of the system does not change followed by the sudden change of the con-
figuration (jump), for illustration see figure 2.1. Moreover we define all paths as
right-continuous, i.e. the configuration at jump-time is the same as the configuration
after the jump. By xt− we denote the configuration just before the jump
xt− = lim
s→t−
xs.
The time evolution is fully characterized by transition rates kt(x→ y) defining the
conditional probability measure on paths ω
dP(0,T ] (ω|X0 = x0) = exp
− T∫
0
ds λs(xs)
 m∏
i=1
kt
(
xt−i
→ xti
)
dti, (2.13)
where m is the number of jumps in the path ω, x0 is the initial configuration of
the path ω (x0 ∈ ω), ti are the jump times, λt(x) denotes the escape rate from
configuration x,
λt(x) =
∑
y 6=x
kt(x→ y). (2.14)
By definition impossible transitions are characterized by zero transition rate, kt(x→ y) =
0. Because the time-evolution is Markovian, we can alternatively describe the time
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evolution using forward (2.7) and backward (2.11) Kolmogorov generator
L∗t [µt](x) =
∑
y 6=x
[µt(y)kt(y → x)− µt(x)kt(x→ y)] , (2.15)
Lt[A](x) =
∑
y 6=x
kt(x→ y) [A(y)−A(x)] . (2.16)
The derivation of Kolmogorov generators from the conditional path probability mea-
sure dP is quite straightforward although technical and is provided in appendix A.
The introduction of the forward Kolmogorov generator yields to the master equation
∂tµt(x) =
∑
y 6=x
[µt(y)kt(y → x)− µt(x)kt(x→ y)] , (2.17)
representing here the time evolution equation (2.8).
2.4.1 Probability currents
In typical examples of continuous-time Markov jump processes like chemical networks,
lattice models, etc., the jump is usually associated with transport or exchange of some
quantity, e.g. electric charge, matter, with its surroundings. To describe the currents
associated with such exchanges we define the probability current
jt(x→ y) = lim
∆t→0+
1
∆t
[
µt−∆t(x)
∫
dP(t−∆t,t] (ω|Xt−∆t = x) δXt(y)−
−µt−∆t(y)
∫
dP(t−∆t,t] (ω|Xt−∆t = y) δXt(x)
]
, (2.18)
which characterizes the exchange of probability along one possible transition x → y
at one particular time t. We can see, that by definition the current is antisymmetric
jt(x→ y) = −jt(y → x),
and is zero along the impossible transitions.
Example: Particle current To provide a specific example, let us consider a trans-
port of single charged particle over the lattice. All possible configurations of the
system are fully characterized by the position of the particle. Hence the transition
in the system corresponds to jump of the particle along the edge of the lattice. Con-
sider a situation when we do not know a precise position of the particle, but only a
probability µt(x) that the particle is at the particular vertex x at time t. Then the
average electrical current ¯ exy(t) caused by the transition along the edge from x to y
is the probability that the particle is at x times the probability that the transition
from x to y occurs times the charge q of the particle. Moreover the transition from y
to x can also occur producing the counter-current, hence reducing the total current
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along the edge. Altogether we obtain the average current along the edge from x to y
being
¯ exy(t) = qjt(x→ y).
If we now consider having the huge amount of independent non-interacting particles
on the same lattice, then the effect of fluctuations will be largely reduced, and we
will actually observe a macroscopic electrical current jexy(t) along the edge from x to
y
jexy(t) = N¯ exy(t) = qNjt(x→ y),
where N is the total number of particles on the lattice.
In case of Markov jump processes the probability current are characterized by
transition rates kt(x→ y) and the actual probability distribution µt
jt(x→ y) = µt(x)kt(x→ y)− µt(y)kt(y → x). (2.19)
Comparing this expression for probability current with the master equation (2.17)
we obtain
∂tµt(x) =
∑
y
jt(y → x), (2.20)
which is the continuity equation for probabilities.
From the continuity equation (2.20) we obtain Kirchhoff’s-like law for probability
currents in the steady state
0 =
∑
y
j(y → x)
as a consequence of the stationary condition (2.10) in case of the system with time-
independent transition rates. Notice that this condition does not necessarily ensures
the probability currents to be zero in the steady state.
2.4.2 Global detailed balance condition
In nature there exists a large class of systems in which all currents vanish in steady
state,
j(x→ y) = 0, (2.21)
namely equilibrium systems, see examples below. To be more specific, we restrict
ourselves in this section to the class of systems with time-independent transition
rates, kt(x→ y) ≡ k(x→ y). Under such assumptions the condition on all probability
currents to be zero is equivalent to the global detailed balance condition
ρ(y)
ρ(x) =
k(x→ y)
k(y → x) , (2.22)
compare (2.21) and (2.19). 1
1The global detailed balance condition is also valid for systems with arbitrarily symmetric part
ψ(x, y) =
√
k(x→ y) k(y → x) of the transition rates.
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The immediate consequence of global detailed balance condition is closely related
to the time-reversal symmetry. Namely if there exists a sequence of configurations
x0, x1, . . . , xn ≡ x0 such that the transitions from xi to xi+1 are possible, then also
transitions in the opposite direction are possible and the rates obeys
1 = k(x0 → x1) k(x1 → x2) · · · k(xn−1 → x0)
k(x0 → xn−1) · · · k(x2 → x1) k(x1 → x0) .
Put in words, the probability (2.13) of the closed path, ω(0,T ] : X0 = XT , and its
time reversal
Θω(0,T ] =
{
XT−t
∣∣∣Xt ∈ ω(0,T ]} (2.23)
are equal.
Equilibrium systems
As was mentioned before, the equilibrium systems are the systems obeying the global
detailed balance condition (2.22), which is ensured by the fact that in the equilibrium
there are no macroscopic currents in the system. We consider the typical example
is the system with discrete energy levels E(x) in equilibrium with a single thermal
bath at the inverse temperature β. The stationary distribution in this case is given
by canonical distribution of such system
ρ(x) = 1
Z
e−βE(x),
where Z is the partition function. As a consequence the antisymmetric part of the
transition rates is closely related to the energy exchanged with the thermal bath and
hence to the entropy production in the bath along the transition
ln k(x→ y)
k(y → x) = β [E(x)− E(y)] = S
bath(x)− Sbath(y),
where Sbath(x) denotes the entropy of the thermal bath, here as a function of the
system’s configuration x.
Another example is the system attached to a single thermal and particle bath
at the inverse temperature β as well as to a single particle bath at the chemical
potential µ. The stationary distribution in this case is given by the grand-canonical
distribution
ρ(x) = 1
ZG
e−β(E(x)−µN(x)),
whereN(x) is the number of particles present in the system and ZG denotes the grand-
canonical partition function. And similarly to the closed system the antisymmetric
part corresponds to the entropy production within the thermal bath
ln k(x→ y)
k(y → x) = β [E(x)− E(y)]− βµ [N(x)−N(y)] = S
bath(x)− Sbath(y).
We can conclude that in equilibrium the antisymmetric part of the transition rates
corresponds to the entropy production in thermal bath associated with such transition
in general, which is known as the local detailed balance condition.
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2.4.3 Three-level model
Our first model representing the class of Markov jump processes is the three-level
model with fixed energy levels E0 ≤ E1 ≤ E2, see figure 2.2. We consider the system
Figure 2.2: Three-level model with every transition possible and E0 calibrated to zero.
E0 = 0
E1
E2
k
(1→
0)
k
(2→
1)
k
(0
→
1)
k
(1
→
2)
k
(0
→
2)
k
(2→
0
)
to be connected to a single thermal bath at the inverse temperature β and driven out
of global detailed balance by the action of the non-potential external force performing
work Wext along any jump in the direction 0 → 2 → 1 → 0. Hence the transitions
in the direction 0 → 1 → 2 → 0 are more likely to occur than those in the opposite
direction, 0→ 2→ 1→ 0. As a typical example of such system can be considered a
simplified classical model for three-level laser. The transition rates has to obey global
detailed balance condition in case Wext = 0, hence
k(0→ 1) = ψβ(0, 1) e−
β
2 (E1−E0−Wext),
k(1→ 2) = ψβ(1, 2) e−
β
2 (E2−E1−Wext),
k(2→ 0) = ψβ(0, 2) e−
β
2 (E0−E2−Wext),
k(1→ 0) = ψβ(0, 1) e
β
2 (E1−E0−Wext),
k(2→ 1) = ψβ(1, 2) e
β
2 (E2−E1−Wext),
k(0→ 2) = ψβ(0, 2) e
β
2 (E0−E2−Wext),
where ψβ(x, y) = ψβ(y, x) denotes arbitrary symmetric parts in general dependent
on β. Having the transition rates, we can directly obtain the escape rates
λ(0) = e
β
2E0
[
ψβ(0, 1)e−
β
2 (E1−Wext) + ψβ(0, 2)e−
β
2 (E2+Wext)
]
,
λ(1) = e
β
2E1
[
ψβ(0, 1)e−
β
2 (E0+Wext) + ψβ(1, 2)e−
β
2 (E2−Wext)
]
,
λ(2) = e
β
2E2
[
ψβ(0, 2)e−
β
2 (E2−Wext) + ψβ(1, 2)e−
β
2 (E1+Wext)
]
.
2.4.4 Multichannel two-level model
Another way how to break the global detailed condition is by attaching the system
to multiple thermal or particle baths. In this subsection we introduce the simplest
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of such models, which consists of a two-level system attached to two independent
thermal baths in general at different inverse temperatures β+ > β−, see figure 2.3.
Having the system in contact with multiple thermal baths enforces us to modify the
Figure 2.3: Two-level model with two channels enabling transitions between configurations 0
and 1, with the energy gap ∆E.
−+
∆E
k
+
(1→
0)
k−
(1→
0
)
k
+
(0 →
1)
k−
(0→
1)
framework of continuous-time Markov jump processes (see beginning of the section
2.4) to include also the information about which action of particular thermal bath
caused which transition. Therefore a single realization of the time evolution of the
system in contact with multiple thermal baths cannot be fully described only by the
path on configurations ω, because it does not contain such information about the
transition. We extend the definition of the path and consequently conditional path
measure (2.13)
dP (ω˜|X0 = x0) = exp
− T∫
0
ds
∑
i
λi(xs)
 m∏
i=1
k(i)
(
xt−i
→ xti
)
dti,
where λi(x) denotes the escape rate of the i-th bath and k(i)(x→ y) denotes the
transition rate of the bath associated with i-th transition. As a consequence we
obtain a modified master equation (2.17) for the time evolution of this particular
system
∂tµt(x) =
∑
y 6=x
µt(y) [k+(y → x) + k−(y → x)]− µt(x) [λ+(x) + λ−(x)] ,
where k+ (k−) are transition rates corresponding to the contact with thermal bath
with the inverse temperature β+ (β−), and where it is also assumed that transitions
governed by a single thermal bath obey detailed balance condition (2.22), hence
k+(0→ 1) = ψ+ e− 12β+∆E , k−(0→ 1) = ψ− e− 12β−∆E ,
k+(1→ 0) = ψ+ e 12β+∆E , k−(1→ 0) = ψ− e 12β−∆E .
We can also define a probability current (2.19) induced by a particular thermal bath
as
j±(x→ y) = k±(x→ y)µt(x)− k±(y → x)µt(y). (2.24)
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A notable special case is when both baths are at the same temperature although
having different symmetric parts of transition rates ψ+ 6= ψ−. This situation is
formally equivalent to the case when the system is connected to two thermal baths
at the same temperature with the same symmetric part of transition rates ψ, while
the symmetry between the channels is broken by application of non-potential force F
k+(0→ 1) = ψ e−
β
2 (∆E−F ), k−(0→ 1) = ψ e−
β
2 (∆E+F ),
k+(1→ 0) = ψ e
β
2 (∆E−F ), k−(1→ 0) = ψ e
β
2 (∆E+F ),
where we set
ψ =
√
ψ+ ψ−, F =
1
β
ln ψ+
ψ−
.
2.5 Diffusive systems
Diffusion are continuous-space Markovian models often used to describe the transport
of matter or energy through a homogeneous environment, the typical examples being
heat conduction or transport of diluted chemicals in liquids or gases. The behaviour
of such systems is in general quite different from the systems described by continuous
time Markov jump processes, although overdamped diffusion is the limiting case of
discrete jump process on the lattice with properly rescaled time and space [ID89].
In this section we build the formalism necessary to describe diffusion. At first we
show the diffusion limit of the random walk and its connection to the Wiener process,
then we will introduce the stochastic calculus, namely Itô and Stratonowich calculus
[Øks03, Eva01], as an universal tool to describe diffusion. We will conclude this
section with an application of the introduced calculus to the under- and over-damped
diffusion along with classical description of Josephson junction.
2.5.1 Random walks and Wiener process
Random walks are realizations of discrete time Markov process on some graph, as
such they can be considered as a discrete versions of diffusion. They are also a
simple tool to study a basic properties of diffusion or more precisely the properties of
Wiener process, which is fundamental for stochastic calculus and hence for stochastic
approach to diffusion.
Let us consider a single random walker on the uniform regular d-dimensional
hypercubic lattice with lattice constant a, see fig. 2.4 The random walker at the
beginning of each time step ∆t starts to move from the site of the lattice designed
by its position x along an edge in the direction ±i and ends the move at the end of
the time step in the site with position x(±i) = (x0, . . . , xi−1, xi ± 1, xi+1, . . . , xd−1).
The process of random walker on uniform lattice can be then described by discrete
time Markov jump process with time step ∆t and with the same constant transition
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Figure 2.4: Single random walker on square lattice with all possible transitions.
probability p for all transitions
P
(
Xt+∆t = x(±i)
∣∣∣Xt = x) = P (Xt+∆t = x∣∣∣Xt = x(±i)) = p,
where the random variable Xt denotes the position at time t. Typically if we speak
about the random walker, the random walker is not allowed to rest, hence the tran-
sition probability on the square lattice can be directly derived from the dimension of
the lattice
p = 12d.
Before we introduce diffusion limit we show some of the properties of random
walker. At first we can conclude that in this setup the probability distribution of
positions of the random walker after k time steps when starting from the position x0
is given by multinomial distribution
P (Xk∆t = x0 + ∆x|X0 = x0) =
∑
m±0 ,...,m
±
d−1
(
k
m+0 . . .m
−
d−1
)( 1
2d
)m+0
. . .
( 1
2d
)m−
d−1
= 1(2d)k
∑
m±0 ,...,m
±
d−1
(
k
m+0 . . .m
−
d−1
)
,
where we sum over all possible numbers of steps m±i in the direction ±i such that we
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change the position by ∆x and the total count of steps is k, i.e.
m±i ∈ {0, 1, . . . , k},
∆xi = a
(
m+i −m−i
)
,
k =
d−1∑
i=0
∑
s∈{+,−}
xsi .
As a consequence of the symmetries of the lattice the probability distribution of the
terminal position after k steps is invariant with respect to mirroring the change of
the position ∆x along any axis. Hence the mean position of the walker while starting
from the position 0 at arbitrary time t is zero
〈Xt〉δ0 =
a
(2d) t∆t
∑
m±0 ,...,m
±
d−1
(
t
∆t
m±0 . . .m
±
d−1
)(
m+0 −m−0 , . . . ,m+d−1 −m−d−1
)
= 0,
(2.25)
where we also sum over all possible positions after t/∆t steps, hence the imposed
conditions now are
m±i ∈
{
0, 1, . . . , t∆t
}
,
t
∆t =
d−1∑
i=0
∑
s∈{+,−}
msi .
In order to investigate the variance of the position at time t it is convenient to
introduce the moment-generating function
Mt(α) =
〈
eα·Xt
〉
δ0
,
which in this particular case corresponds to
Mt(α) =
[
1
d
d−1∑
i=0
cosh(αia)
] t
∆t
.
The various moments of position are obtained by taking derivatives with respect to
α at 0. By taking the gradient with respect to α at point 0 we the result for mean
position already obtained by taking notion of the symmetries of the lattice (2.25).
We obtain the variance of position by applying the Laplace operator with respect to
α at point 0 〈
X2t
〉
δ0
= ∆αMt(α)|α=0 =
a2t
∆t , (2.26)
which is proportional to the number of steps t/∆t. The fact that the variance is
proportional to the length of time interval t is universal for all diffusive processes and
we will see later, that this property ensures that the generator of diffusion depends
only on the probability density and its first and second derivative, see subsections
2.5.3 and 2.5.4.
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Wiener process
Wiener process is a limiting case of random walker when we tend to go with the time
step to zero, however in order to preserve the finite variance in position of the process
(2.26) we also need to scale the space in such a manner that the quantity a2/∆t is
preserved. What we will call the Wiener process is the limiting process ∆t → 0 of
the random walker with the choice
a2
∆t = d.
Such choice is also called diffusion limit. Moreover by taking the limit of the moment-
generating function
MWienert (α) = lim∆t→0
[
1 + ∆t2 α
2 + O
(
∆t2
)] t∆t
= exp
[1
2α
2t
]
,
we see that the distribution of position displacement x−x0 is Gaussian with the zero
mean and variance equal to
√
t
P (Xt = x|X0 = x0) = 1
(2pit)
d
2
exp
[
−(x− x0)
2
2t
]
. (2.27)
One of the most important properties of the Wiener process is that the combination
of independent Wiener processes is also a Wiener process
P (Xt+s = x|X0 = x0) =
=
∫
Rd
ddy P (Xt+s = x|Xs = y)P (Xs = y|X0 = x0). (2.28)
Notice also that it also means that the taking of the mean value over all realizations
of the Wiener process can be replaced by taking the mean value over realizations of
several independent subsequent Wiener processes. Consequently it is valid that for
arbitrary times 0 < t′ < t the displacement Xt−Xt′ is Gaussian distributed random
variable with zero mean value and variance equal to the length of the time interval
〈Xt −Xt′〉µ0 = 0,
〈
(Xt −Xt′)2
〉
µ0
= t− t′. (2.29)
One can also find that another consequence of (2.28) is that the covariance is pro-
portional to lesser of the times t′ < t,
〈XtXt′〉δ0 = 〈(Xt −Xt′)Xt′〉δ0︸ ︷︷ ︸
=0
+ 〈Xt′Xt′〉δ0 = t′I.
Another characteristic of the Wiener process is that it is almost surely continuous,
this can be seen as a result of the property (2.28) and the fact that the distribution
(2.27) converges to delta function as t→ 0+.
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2.5.2 Itô versus Stratonovich calculus
In physics the diffusion can usually be handled on several level of description. On
the macroscopic scale we usually use the fluid dynamics approach with diffusion or
Fokker-Planck equation. However on the microscopic scale we describe the diffusion
as a set of classical particles under the influence of the random force. These two
approaches have to be compatible. In this subsection we provide such a link in the
form of stochastic calculus. The stochastic calculus is a tool developed to solve such a
type of equations. In the first part of this subsection we will provide some definitions
and results of the Itô calculus and later compare it with the approach of Stratonovich.
Some of the details and proofs of some statements can be found in the appendix B,
for even more details see the standard textbooks [Øks03, Eva01].
Itô calculus
The basic idea behind the Itô calculus is that we can handle the Gaussian white
noise represented by the infinitesimal increment of the Wiener process dWt as
√
dt.
Or informally
dW 2t ≈ dt.
To make the statement more precise we start with the definition of the Itô stochastic
integral and show some of its properties.
The basic idea for the stochastic integral comes from the generalization of the
Riemann integral to stochastic functions and variables. We define the Itô stochastic
integral of the vector field f(W , t) along the d-dimensional Wiener process W t as
T∫
0
f(W t, t) · dW t = lim
N→∞
N−1∑
i=0
f(W ti , ti) ·
[
W ti+1 −W ti
]
, (2.30)
where the times 0 = t0 < t1 < · · · < tN = T correspond to the partition of the time
interval [0, T ] and where the limit of the Riemann sum is taken over the decreasing
length of the time interval
lim
N→∞
max
i
|ti+1 − ti| = 0.
The result of the integral is also a random variable with the following properties. The
integral is linear in the integrand
T∫
0
[αf(W t, t) + βg(W t, t)] · dW t = α
T∫
0
f(W t, t) · dW t + β
T∫
0
g(W t, t) · dW t,
which can be seen directly from definition (2.30). The mean value of the integral is
zero when starting from arbitrary initial state µ0 at time 0〈 T∫
0
f(W t, t) · dW t
〉
µ0
= 0. (2.31)
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It is also valid that the covariance of integrals corresponds to the time integral of the
covariance〈 T∫
0
f(W t, t) · dW t
T∫
0
g(W t, t) · dW t
〉
µ0
=
T∫
0
〈f(W t, t) · g(W t, t)〉µ0 dt. (2.32)
For further details see appendix B sections B.1 and B.2.
Moreover the Riemann sum of the square of displacements alone converges to the
length of the time interval T almost surely, i.e. the probability of the sum not being
the length of the time interval converges to zero,
lim
N→∞
N−1∑
i=0
(
W ti+1 −W ti
)2 = lim
N→∞
N−1∑
i=0
(ti+1 − ti) = T a.s.
For the sketch of the proof see appendix B section B.3. Its generalized version can
be used to connect the time integral of the random function over the time interval
with the corresponding Riemann sum
lim
N→∞
N−1∑
i=0
f(W ti , ti)
(
W ti+1 −W ti
)2 = T∫
0
dt f(W t, t) a.s. (2.33)
We apply the theory of Itô stochastic integral to solve the stochastic differential
equations. Within the standard linear first-order differential equation theory we find
the formal solution of the differential equation by associating it with an appropriate
integral representation
∇f(x) = g(x) =⇒ df(x) = g(x) · dx =⇒ f(x) =
∫
dx · g(x).
In a similar fashion the formal solution Y (W T , T ) of the stochastic differential equa-
tion in the form of Itô total differential
dY (W t, t) = f(W t, t) dt+ g(W t, t) · dW t (2.34)
is given by its integral representation
Y (W T , T ) = Y (W 0, 0) +
T∫
0
dt f(W t, t) +
T∫
0
dW t · g(W t, t).
Notice that consequently the solution Y (W T , T ) of stochastic differential equation is
the random function of the Wiener process.
Up to now we were developing the theory in order to solve a given stochastic
differential equation. One can also be interested in how to determine the stochastic
differential equation knowing the solution. The answer is given in the form of the
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Itô lemma which states that the corresponding differential equation to the solution
Y (W t, t) with the initial condition Y (W 0, 0) is given by
dY (W t, t) =
[
∂tY (W t, t) +
1
2 ∆xY (x, t)|x=W t
]
dt+∇xY (x, t)|x=W t ·dW t. (2.35)
The Itô lemma is a direct consequence of the expansion of the solution in both the
Wiener process W t and the explicit time dependence while applying (2.33). For
further details see again appendix B section B.4.
Notice that we usually do not describe physical systems with the differential
equation in the form of the total differential (2.34), instead we are describing the
system under the influence of the random force ξt, e.g. Langevin equation is usually
given in the form
mx¨t = f(xt) + ξt.
If the random force corresponds to the white Gaussian noise the connection is quite
straightforward, we associate the random force with the Wiener process by ξt dt =
dW t.
Stratonovich calculus
The Stratonovich stochastic integral is defined as
T∫
0
f(W t, t) ◦ dW t = lim
N→∞
N−1∑
i=0
f(W τi , τi) ·
[
W ti+1 −W ti
]
, (2.36)
where ti again corresponds to the partition times of the interval [0, T ] and τi is a
midpoint of the corresponding interval, τi = (ti+1 + ti)/2. We can see that the
difference between the Stratonovich calculus and the Itô calculus in the choice of the
point, where we evaluate the function. In case of Itô integral we evaluate the function
at the beginning of the interval while in case of Stratonovich integral we evaluate it
in the middle. From there also follows the different behaviour of Itô and Stratonovich
integral with respect to time inversion, see below.
To show this difference, we define the time reversal of the particular realization
of the Wiener process as
WΘt = W T−t.
Notice that such definition of the time reversal also corresponds to the substitution
s = T − t. Also notice that the time reversal of the Wiener process is also a Wiener
process with the same properties, which is due to the fact that the probability of the
random walker going along the given path fort and back is the same. Then if we take
the Itô integral over the particular realization of the Wiener process W t and try to
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represent it with its time reversal WΘt we obtain
T∫
0
f(W t) ·W t =
N−1∑
i=0
f(W ti) ·
[
W ti+1 −W ti
]
=
= −
N−1∑
i=0
f(WΘT−ti)
[
WΘT−ti −WΘT−ti+1
]
=
= −
N−1∑
j=0
f(WΘsj+1)
[
WΘsj+1 −WΘsj
]
,
where we have already changed the notation of the partition si = T − tN−i. In
the result we have obtained the increment of the Wiener process multiplied by the
function evaluated at the terminal time sj+1, hence the function and the increment of
the Wiener process are no longer independent. By substitution s = T − t we obtain a
new object which fundamentally differs from the definition of the Itô integral, which
is usually called the backward Itô integral
T∫
0
f(W t) · dW t =
N−1∑
i=0
f(W ti) ·
[
W ti+1 −W ti
] s=T−t−−−−→
s=T−t−−−−→ −
N−1∑
j=0
f(WΘtj+1) ·
[
WΘtj+1 −WΘtj
]
= −
T∫
0
f(WΘt ) · dbWΘt .
On the contrary if we proceed along the same lines with the Stratonovich integral we
obtain again a Stratonovich integral
T∫
0
f(W t) ◦ dW t =
N−1∑
i=0
f(W τi) ·
[
W ti+1 −W ti
] s=T−t−−−−→
s=T−t−−−−→ −
N−1∑
j=0
f(WΘτj ) ·
[
WΘtj+1 −WΘtj
]
= −
T∫
0
f(WΘt ) ◦ dWΘt , (2.37)
because the midpoint τi of the interval is preserved by the substitution s = T − t.
Although the Itô and Stratonovich integrals behave differently under the time
inversion, there is a way how to transform one to another
T∫
0
f(W t, t) ◦ dW t =
T∫
0
f(W t, t) · dW t + 12
T∫
0
∇x · f(x, t)|x=W t dt, (2.38)
where ∇ · f denotes the divergence of f . This relation can also be used to express
the total differential of the random process (2.35)
dY (W t, t) = ∂tY (W t, t) dt+ ∇xY (x, t)|x=W t ◦ dW t (2.39)
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in terms of the Stratonovich calculus. From this point of view the Stratonovich
approach can be considered as a more natural.
2.5.3 Underdamped diffusion
Although underdamped diffusion describes a large class of physical systems, the typ-
ical example of underdamped diffusion describes a heavy particle in an environment
consisting of lighter particles, e.g. the droplet of oil in the water. In order to ef-
fectively describe the movement of the heavy particle in such an environment it’s
impractical or almost impossible to keep the track of all light particles. Let us as-
sume that there are no long range interaction, hence light particles interact with the
heavy particle mostly by collisions. Collisions mainly cause two effects, the friction
of the environment proportional to the velocity of the heavy particle characterized
by a coefficient γ(q), which in general depends on the position of the heavy particle
q, and the random force acting on the heavy particle described by Wiener process
with an amplitude of
√
2γ(qt)/β. The movement of the heavy particle with mass m
then can be effectively described through set of stochastic differential equations
dqt =
pt
m
dt, (2.40)
dpt =
[
F (qt,pt)−
γ(qt)
m
pt
]
dt+
√
2γ(qt)
β
◦ dW t, (2.41)
where F (q,p) describes the deterministic part of the force, which in general depends
on the position q and momentum p of the heavy particle and β is the inverse tem-
perature of the environment. Directly from definitions (2.40) and (2.41) we can see
that the position explicitly depends only on time qt(t) while the momentum also
explicitly depends on the realization of the Wiener process pt(W t, t). Notice also
that in most cases there is no difference between the Itô or Stratonovich approaches
in (2.41), because the friction coefficient γ(q) does not depend on the momentum.
However it makes difference in case of the underdamped diffusion as we will see later.
Since the Itô approach is easier to handle we will use it in the rest of this subsection,
hence
dpt =
[
F (qt,pt)−
γ(qt)
m
pt
]
dt+
√
2γ(qt)
β
· dW t. (2.42)
The solution of the stochastic differential equation is also a random function, hence
one can be interested in the probability distribution of positions and momentums at
a particular time
µt(q,p) = 〈δ(q − qt) δ(p− pt)〉µ0 , (2.43)
where we take the mean value over all possible realizations of the random process
(qt,pt) with the initial condition given by µ0(q,p). This approach proves to be
useful in cases when we have set of experiments which we need to evaluate or if the
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initial position or momentum is indeterminate. It can be shown, see below, that the
autonomous time evolution of the probability density is governed by
∂tµt(q,p) = − p
m
·∇qµt(q,p)−
−∇p ·
[(
F (q,p)− γ(q)
m
p
)
µt(q,p)− γ(q)
β
∇pµt(q,p)
]
. (2.44)
We will use the proof of this statement to provide an example of the usage of pre-
viously introduced stochastic calculus. We start by expanding the definition of the
distribution (2.43) using the Itô lemma (2.35)
dµt(q,p) = −dt 〈∂tqt(t) ·∇qδ(q − qt(t)) δ(p− pt(W t, t))〉µ0 −
− dt 〈∂tpt(W t, t) ·∇pδ(p− pt(W t, t)) δ(q − qt(t))〉µ0 +
−
〈
dW t · ∇xpt(x, t)|x=W t ·∇pδ(p− pt(W t, t)) δ(q − qt(t))
〉
µ0
+
+12dt Tr
〈
∇xpt(x, t)|x=W t ·∇2pδ(p− pt(W t, t)) · ∇xpt(x, t)|x=W t δ(q − qt(t))
〉
µ0
,
where we have explicitly denoted the dependencies on the time and the realization of
the Wiener process. While the dependence on the q and p is only in the argument of
delta functions, we can pull the derivatives with respect to them in front of the mean
values. We also insert the terms from (2.40) and (2.42) and obtain
dµt(q,p) = −dt∇q ·
〈
pt
m
δ(q − qt) δ(p− pt)
〉
µ0
−
−∇p ·
〈[(
F (qt,pt)−
γ(qt)pt
m
)
dt+
√
2γ(qt)
β
dW t
]
δ(q − qt) δ(p− pt)
〉
µ0
+
+ dt ∆p
〈
γ(qt)
β
δ(q − qt) δ(p− pt)
〉
µ0
.
Now using the fact that the mean value of Itô integral is zero (2.31) along with
〈f(qt,pt) δ(q − qt) δ(p− pt)〉µ0 = f(q,p) 〈δ(q − qt) δ(p− pt)〉µ0 = f(q,p)µt(q,p)
concludes the proof.
Kolmogorov generators
At the beginning of the section 2.3 we have introduced Kolmogorov generators as an
effective description of the time evolution of the system. To provide the same level of
description also for underdamped diffusion we use the time evolution equation (2.44)
to define the forward Kolmogorov generator (2.8)
L∗ [µ] (q,p) = − p
m
·∇qµ(q,p)−
−∇p ·
[(
F (q,p)− γ(q)
m
p
)
µ(q,p)− γ(q)
β
∇pµ(q,p)
]
. (2.45)
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It is easy to check that the normalization condition on forward Kolmogorov generator
(2.9) is valid under the assumption that the probability distribution vanish at the
boundary ‖q‖ → ∞ or ‖p‖ → ∞. From (2.11) we can also obtain the backward
Kolmogorov generator for underdamped diffusion
L [A] (q,p) = p
m
·∇qA(q,p)+
+
(
F (q,p)− γ(q)
m
p
)
·∇pA(q,p) + γ(q)
β
∆pA(q,p). (2.46)
If we examine the forward Kolmogorov generator, we can see that it has a structure
of the generalized divergence, hence the time evolution equation is similar continuity
equation well known from the hydrodynamics. If we define a generalized probability
current
˜(q,p) =
[ p
mµ(q,p)(
F (q,p)− γ(q)m p
)
µ(q,p)− γ(q)β ∇pµ(q,p)
]
and a generalized gradient
∇˜ =
[
∇q
∇p
]
,
then the time evolution equation (2.44) can be written as
∂tµt(q,p) + ∇˜ · ˜(q,p) = 0.
Equilibrium
In equilibrium the force F (q,p) acting on particle is given by potential U(q), which
depends only on the position q of the particle. The stationary equilibrium distribution
ρ(q,p) is then given by the Maxwell-Boltzmann distribution
ρ(q,p) = 1
Z
exp
[
−β
(
p2
2m + U(q)
)]
at the inverse temperature β. As a consequence the generalized probabilistic current
is given by
˜ =
[
p
m
−∇qU(q)
]
ρ(q,p).
2.5.4 Overdamped diffusion
The overdamped diffusion is the limiting case of the underdamped diffusion, when
the relaxation time for the velocities is much shorter then the relaxation time for
positions, which we will show in chapter 6. Another possible approach is by taking
the diffusion limit of the Markov jump process on the lattice with non-uniform jump
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probabilities along the edges [ID89] as in the subsection 2.5.1. For this purpose, we
define the overdamped diffusion by the total differential in the Stratonovich form
dqt =
[
χ(qt) · F (qt) +
1
2∇q ·D(qt)
]
dt+
√
2D(qt) ◦ dW t, (2.47)
which can be rewritten to the Itô form by using the chain rule along with (2.38)
dqt = [χ(qt) · F (qt) +∇q ·D(qt)] dt+
√
2D(qt) · dW t, (2.48)
where dW t is again a multidimensional white noise and mobility matrix χ(q) is
related to the diffusion matrix D(q) by the Einstein relation χ(q) = βD(q).
We can again derive the autonomous time evolution equation for probability den-
sity in the same manner as in the subsection 2.5.3 in case of the underdamped dif-
fusion directly from the stochastic differential equation (2.48), which yields to the
Fokker-Planck equation
∂tµt(q) = −∇q · [χ(q) · F (q) µt(q)−D(q) ·∇qµt(q)] . (2.49)
Kolmogorov generators
We can again associate the forward Kolmogorov generator with the operator on the
right side of the Fokker-Planck equation (2.49). Hence we define the forward Kol-
mogorov generator for overdamped diffusion as
L∗ [µ] (q) = −∇q · [χ(q) · F (q) µ(q)−D(q) ·∇qµ(q)] .
In analogy with the underdamped diffusion we also define the backward Kolmogorov
generator for overdamped diffusion
L [A] (q) = F (q) · χ(q) ·∇qA(q) +∇q · [D(q) ·∇qA(q)] . (2.50)
In case of the overdamped diffusion the structure of the continuity equation in case
of the time evolution equation is even more pronounced than in the underdamped
case. Let us define the probability current
j(q) = [χ(q) · F (q) µ(q)−D(q) ·∇qµ(q)] . (2.51)
Then the Fokker-Planck equation (2.49) corresponds to
∂tµt(q) +∇q · j(q) = 0.
Equilibrium
In equilibrium the force F (q) is again determined by the potential U(q), hence the
stationary distribution in equilibrium again corresponds to the Boltzmann distribution
ρ(q) = 1
Z
exp [−βU(q)]
at the inverse temperature β. Moreover one can easily check that the probability
current (2.51) in equilibrium is zero.
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Chapter 3
Stochastic equilibrium
thermodynamics
There are several different approaches to classical equilibrium physics, for example
standard textbook by Callen [Cal85] follows the argument of equal probability of
microstates while for example Balian [Bal82] prefers information theory approach. In
this chapter we will rehearse an alternative way how to build an equilibrium statistical
physics more suitable for mesoscopic stochastic systems. Our starting point will be
the concepts of conservation of the total energy on the microscopic level and the
local and global detailed balance. We will use these principles to obtain the first law
of thermodynamics for stochastic time evolution and to derive Crooks fluctuation
relation as a weak formulation of the second law.
3.1 First law of thermodynamics
The first law of thermodynamics is the mesoscopic version of the conservation law of
total energy. In our systems we assume that the law of the total energy conservation
is in general obeyed by the underlying microscopic dynamics for the total system,
hence the energy of the system can only be altered by the interaction with a thermal
bath or by the change of external conditions α. Sekimoto associated the heat Qα(t)(ω)
with the energy dissipated to thermal baths and the work Wα(t)(ω) with the energy
change by varying the external conditions on the microscopic level for every possible
microscopic path ω and thus introduced the concept of stochastic energetics [Sek97,
Sek98, Sek07, Sei08]
Eα(T )(xT )− Eα(0)(x0) = Qsysα(t)(ω) +W sysα(t)(ω), (3.1)
where Eα(x) is the energy of the system in configuration x under external conditions
α and where Qsysα(t)(ω) is the heat dissipated to the system and W
sys
α(t)(ω) is the work
done on the system along the path ω from time 0 to time T with external conditions
driven by protocol α(t). The heat and work strongly depend on the actual model,
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however usually the heat is the energy associated with the change of the configuration,
which for example in case of Markov jump processes is given by
Qsysα(t)(ω) =
∑
ti
[
Eα(ti)(xti)− Eα(ti)(x−ti )
]
,
while the work is associated with the action of the external agent via the work
W sysα(t)(ω) =
∫
dt α˙(t) · ∇αEα(xt)|α=α(t) . (3.2)
For more examples see subsections 3.1.1 and 3.1.2.
We can take advantage of the Markov property of time evolution and define the
local power wα(t)(x) as an work done on the system per unit time if the system is
starting from the initial configuration x and freely evolve for timespan s
wα(t)(x) = lim
s→0+
1
s
〈
W sysα(t)
(
ω(0,s]
)〉α(t)
δx
(3.3)
and similarly we define the local heat production
qα(t)(x) = lim
s→0+
1
s
〈
Qsysα(t)
(
ω(0,s]
)〉α(t)
δx
. (3.4)
Notice that in the most general case both of these quantities are functionals on the
protocol of external parameters α(t), however because the mean value of the work
and the heat are smooth in most cases with respect to protocol α(t) it depends only
on the actual value of external parameters α and its first time-derivative α˙. A direct
consequence is, that the mean total work Wµ0(α(t)) and analogously the mean total
heat is equivalent to integrated mean value of the local power with respect to actual
state µt at time t when starting the time evolution from the initial state µ0
Wµ0(α(t)) =
〈
W sysα(t)(ω)
〉α(t)
µ0
=
T∫
0
dt
〈
wα(t)
〉
µt
, (3.5)
Qµ0(α(t)) =
〈
Qsysα(t)(ω)
〉α(t)
µ0
=
T∫
0
dt
〈
qα(t)
〉
µt
. (3.6)
While we have relation between the change of the energy and work and heat for
each possible realization of the path ω (3.1), the similar relation has to be valid also
on the level of mean values over all possible realizations of path ω
UµT (α(T ))− Uµ0(α(0)) =Wµ0(α(t)) +Qµ0(α(t)), (3.7)
where we have defined the internal energy Uµ(α) = 〈Eα〉µ, and which we associate
with the first law of thermodynamics, as we will see later. From here we can also
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conclude that the mean local power and mean local heat production sums up to the
change of the internal energy
∂tUµt(α(t)) =
〈
wα(t) + qα(t)
〉
µt
. (3.8)
An alternative approach to local power and local heat production can be by
starting from the equation (3.8) and applying (2.12)
∂t
〈
Eα(t)
〉
µ
=
〈
∂tEα(t) + Lα(t)
[
Eα(t)
]〉
µ
, (3.9)
where we can identify the local power as the part connected with the change of
external parameters
wα(t)(x) = ∂tEα(t)(x) = α˙(t) · ∇αEα(x)|α(t) (3.10)
which can be also obtained from the definition (3.3) with the work defined by (3.2),
while the local heat production is the part corresponding to the change of the con-
figuration of the system
qα(t)(x) = Lα(t)
[
Eα(t)
]
(x), (3.11)
which is associated with the energy transfer to thermal bath.
3.1.1 Work and heat in the Markov jump processes
We now provide examples of definitions of the heat and work and their local produc-
tion in two major classes of models starting with Markov jump processes, where the
system is in contact with single thermal bath and where the only time dependence
lies in the protocol of the external parameters α(t). The simplest quantity to define
in jump processes is the heat. The heat is the energy exchange associated with the
change of configuration of the system, which occurs at jump points, hence we have
Qα(t)(ω) =
∑
i
[
Eα(ti)(xti)− Eα(ti)(xt−i )
]
,
where we sum over all jump times ti and where xt−i again denotes the configuration
just before the jump. To obtain the local heat production we can use either definition
(3.4) or rather use the equation (3.11) along with the backward Kolmogorov generator
for jump processes (2.16)
qα(x) =
∑
y
kα(x→ y) [E(y)− E(x)] .
Notice that in case of Markov jump processes the local heat production depends only
on the actual values of external parameters α but not on the velocity of its change.
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Under such conditions the work is solely associated with the change of the energy
due to the change of external parameters α(t), hence we obtain
Wα(t)(ω) =
∑
i
[
Eα(ti+1)(xti)− Eα(ti)(xti)
]
,
where we sum over all time intervals [ti, ti+1] in the path ω where the configuration
xti holds. The local power in this case is directly obtained from the equation (3.10)
wα(t)(x) = α˙(t) · ∇αEα(x)|α=α(t) .
3.1.2 Work and heat in diffusion
In diffusion we can determine the local power and the local heat production by decom-
posing the time evolution of the mean total energy (3.9) to the part which depends on
the change of external parameters α (3.10) and the part which depends on the change
of state (3.11). However we can also obtain them directly from the pure mechanical
considerations. In this section we will show that these two approaches are consistent.
Underdamped diffusion
In the underdamped diffusion the total force acting on the system (2.42) is
F α(q,p) = −∇qUα(q)− γα(q)
m
p+
√
2γα(q)
β
dW t
dt ,
where the first term is the interaction with the potential Uα(q), the second term
corresponds to the friction and the third term is the thermal random force acting on
the particle, where by dW t/dt we denote the white noise. We we will handle the
white noise formally in this subsection as the formal time derivative of the Wiener
process, although it does not exists, because the Wiener process is in fact nowhere
differentiable [Eva01]. The last two terms make together what we will later call heat.
In case there is no change in external parameters it is know from the classical
mechanics, that the work done by action of the total forces corresponds to the change
of the kinetic energy
∆T =
∫
F α(qt,pt) ◦ dqt =
∫ [
−∇qUα(q)− γα(q)
m
p+
√
2γα(q)
β
dW t
dt
]
◦ dqt,
where ◦ denotes the Stratonovich integral (2.36). The choice of the Stratonovich
stochastic integral here is due to the antisymmetry with respect to the time inversion
(2.37). The first term in the work corresponds to the infinitesimal change of the
potential dUα(q) in the Stratonovich sense (2.39) and hence can be integrated out
and we obtain that the change of the total energy is given by thermal forces, i.e.
friction and random force
∆
[
p2t
2m + Uα(q)
]
=
∫ [
−γα(qt)
m
pt +
√
2γα(q)
β
dW t
dt
]
◦ dqt, (3.12)
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where we have written the kinetic energy explicitly. From thermodynamics we know
that the change of total energy in case there is no action of external forces, i.e. no
work done by the change of external parameters α, corresponds to the heat, hence
we define the heat in the underdamped diffusion as
Q(ω) =
∫ [
−γα(qt)
m
pt +
√
2γα(q)
β
dW t
dt
]
◦ dqt.
To obtain the local heat production we need to express the mean total heat as the
time integral.
In this case we will treat each of the two terms separately. The first term does
not explicitly depend on the Wiener process, it depends on it only implicitly through
the momentum pt, hence by applying the time evolution equation for the position
(2.40) we obtain an ordinary time integral
〈
Q
(1)
α(t)(ω)
〉
µ0
= −
∫ 〈[
γα(t)(qt)
m
pt
]
· pt
m
〉
µt
dt,
from where we can directly obtain the local of that particular part of the total force
q(1)α (q,p) = −
γα(q)
m2
p2.
In the mean value for the random force
〈
Q
(2)
α(t)(ω)
〉
µ0
=
〈∫ √2γα(t)(qt)
β
dW t
dt ◦ dqt
〉
µ0
=
=
〈∫ √2γα(t)(qt)
β
dqt
dt ◦ dW t
〉
µ0
=
〈∫ √2γα(t)(qt)
β
pt
m
◦ dW t
〉
µ0
we have obtained the Stratonovich integral of a function of the momentum with
respect to the Wiener process. At first we rewrite the Stratonovich stochastic integral
by using the relation between Stratonovich and Itô integral (2.38)
〈
Q
(2)
α(t)(ω)
〉
µ0
=
〈∫ √2γα(t)(qt)
β
pt
m
· dW t
〉
µ0
+
〈∫
γα(t)(qt)
β
d
m
dt
〉
µ0
,
where d is the dimension of the momentum space p ∈ Rd. Then we used that the mean
value of the Itô integral is zero (2.31) and we have obtain the local heat production
from the random force term as
q(2)α (q,p) =
dγα(q)
mβ
.
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Putting these two contribution together we obtain the total local power generated by
the total local heat produced by the particle
qα(q,p) = −2γα(q)
m
[
p2
2m −
d
2β
]
,
which is proportional to the difference between actual kinetic energy and the mean
kinetic energy from the equipartition theorem.
In case there is also the change of the external parameters, there is an additional
term in the total energy balance equation (3.12), which corresponds to the action of
external forces
∆
[
p2t
2m + Uα(t)(qt)
]
=
∫
dt α˙(t) · ∇αUα(qt)|α=α(t) +Q(ω),
and which defines the work (3.2).
Overdamped diffusion
We again start with the case when the external parameters are kept constant by
analysing the energy balance equation. In overdamped diffusion the total force acting
on the system is given by (2.47)
F α(q) = −∇qUα(q) + 1
β
χ−1(q) · (∇q · χ(q)) +
√
2
βχ(q) ·
dW t
dt ,
where we have used the Einstein relation to represent the expression in terms of mo-
bility matrix χ (and its inverse χ−1) and the inverse temperature. In the overdamped
diffusion there is no notion of the kinetic energy, hence the energy balance equation
leads to
0 =
∫
F α(qt)◦qt =
∫ [
−∇qUα(q) + 1
β
χ−1(q) · (∇q · χ(q)) +
√
2
βχ(q) ·
dW t
dt
]
◦dqt,
where the first term can be again as the total differential in the Stratonovich sense
(2.39) of the potential Uα(qt)
∆Uα(qt) =
∫ [ 1
β
χ−1(q) · (∇q · χ(q)) +
√
2
βχ(q) ·
dW t
dt
]
◦ dqt,
where the right hand side represent the heat
Q(ω) =
∫ [ 1
β
χ−1(q) · (∇q · χ(q)) +
√
2
βχ(q) ·
dW t
dt
]
◦ dqt.
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To obtain the local heat production we need again to obtain the mean value of the
heat in the form of the integral over time. However in this case it is more convenient
to use it equivalence to the energy change. We start from
〈Q(ω)〉µ0 =
〈∫
∇qUα(q)|q=qt ◦ dqt
〉
µ0
,
where we apply the time evolution equation in the Stratonovich form (2.47)
〈Q(ω)〉µ0 =
∫ 〈
∇qUα(q) ·
[
−χα(q) ·∇qUα(q) + 12∇q ·Dα(q)
]〉
µt
dt+
+
〈∫
∇qUα(qt) ·
√
2Dα(qt) ◦ dW t
〉
µ0
.
Now we can apply the relation between Itô and Stratonovich integral (2.38)
〈Q(ω)〉µ0 =
∫ 〈
∇qUα(q) ·
[
−χα(q) ·∇qUα(q) + 12∇q ·Dα(q)
]〉
µt
dt+
+ 12
∫ 〈
Tr
[√
2Dα(q)∇q ·
(√
2Dα(q) ·∇qUα(q)
)]〉
µt
dt+
+
〈∫
∇qUα(qt) ·
√
2Dα(qt) · dW t
〉
µ0
.
From where immediately follows
qα(q) = −∇qUα(q) · χα(q) ·∇qUα(q) +∇q · [Dα(q) ·∇qUα(q)] .
The reasoning in case when also external parameters α are time dependent is the
same as for the underdamped diffusion, hence the work is also defined as
W (ω) =
∫
dt α˙(t) · ∇αUα(qt)|α=α(t) .
Common properties
We have verified that in both cases when we are in equilibrium, where there are no
non-potential forces, the local heat production up to the sign reads
Lα [Eα] = qα. (3.13)
In non-equilibrium there can be in principle non-potential forces acting to the sys-
tem. While the mechanical work dissipated by these forces can be considered as heat
dissipated to the thermal bath at infinite temperature, because the stationary dis-
tribution is uniform with respect to the non-potential forces only, which corresponds
to β → 0+ in Boltzmann distribution, we rather consider the system attached to the
“work” reservoir and hence the local power for non-potential forces is given by the
mean value of mechanical work. We can see that work and heat is then distinguished
purely by convention, which in non-equilibrium situation leads to non-uniques of
certain quantities, as we will see in the chapter 4.
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3.2 Global and local detailed balance condition
While investigating the equilibrium of the continuous time Markov jump processes we
have introduced the concept of global detailed balance condition, see subsection 2.4.2.
The global detailed balance condition connects probabilities of transition forth and
back with the equilibrium occupation probabilities under constant external conditions.
In general the statement can be written as
dP(0,T ]α (ω|X0 = x0)
dP(0,T ]piα (Θω|X0 = pixT )
= dρpiα(pixT )dρα(x0)
, (3.14)
where α denotes the set of external parameters and its fixed values, ω denotes the
path starting from configuration x0 and ending in configuration xT , dρα denotes the
equilibrium probability measure given external conditions α, pi is kinematic inversion,
which changes the sign of the momentum, impulse momentum and similar quantities
pi : (x,p)→ (x,−p), (3.15)
or in case it is applied to external parameters it changes the sign of the magnetic
fields and similar quantities
pi : (E,B)→ (E,−B),
and Θω[0,T ] denotes time-reversed path and is defined as
Θω[0,T ] =
{
piXT−t
∣∣∣Xt ∈ ω[0,T ]} . (3.16)
Notice that the path probability measure dP is a conditional probability with respect
to initial configuration and values of external parameters. If there are no momentum-
like degrees of freedom in the system, like the typical case of Markov jump processes,
the kinematic inversion reduces to identity, pi ≡ id, and hence the time reversal
simplifies to what was introduced in (2.23). Moreover by examining the paths with
only one transition in case of continuous time Markov process one can obtain the
global detailed balance condition (2.22) as a result of the definition (3.14).
We also introduced the principle of local detailed balance at the end of subsection
2.4.2, which in general states that any difference between the probability of transition
forth and back can always be associated with entropy production in the environment
kB ln
dP(0,T ]α(t) (ω|X0 = x0)
dP(0,T ]Θα(t) (Θω|X0 = pixT )
= Sbathα(t) (ω), (3.17)
where α(t) denotes the protocol describing the changes of external parameters, α(t) :
[0, T ]→ α, Sbathα(t) (ω) denotes the entropy production in the environment consisting of
thermal and particle baths along the path ω given the protocol α(t) and Θω again
describes its time reversal (3.16). The kB is the Boltzmann constant determining the
physical dimension of entropy, which we will set to one in the rest of the text, kB ≡ 1.
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Although both these principles are consequence of microscopic time-reversibility,
we can see the fundamental difference between them in the fact that the local de-
tailed balance condition connects path probabilities with entropy production, while
the global detailed balance condition is a mathematical statement about invariance of
the stationary density with respect to time reversal, which in case the configurations
are invariant with respect to kinematic inversion leads to the condition of zero prob-
abilistic currents along each possible transition in equilibrium. Moreover we consider
the local detailed balance to be a more general principle, which is in general valid
even out of equilibrium.
Boltzmann distribution
The Boltzmann distribution is the direct consequence of the simultaneous validity of
the global (3.14) and local (3.17) detailed balance condition. To simplify the situation
we assume that system is attached to single thermal bath at inverse temperature
β and all force are given by potential Eα(x), which is invariant with respect to
kinematic inversion. Moreover we restrict ourselves to the case when we hold the
external parameters fixed α(t) ≡ α. As the first step we can see that the probability
distribution of configurations in steady state is given by the entropy production in
thermal bath
ρpiα(pixT )
ρα(x0)
= exp
[
Sbathα (ω)
]
,
from where it immediately follows that the entropy production does not depend on
the choice of the path ω. Using also the fact that the entropy production in the
thermal bath can be associated with heat transfered to the thermal bath from the
system
Sbathα (ω) = βQbathα (ω) = −βQsysα (ω),
along with the fact that there is no work done while the external parameters are
fixed (3.10) and the fact that the change of the energy in case no work is done on the
system can be associated with the heat (3.1), we obtain the Boltzmann distribution
ρpiα(pixT )
ρα(x0)
= exp [Ssysα (x0)− Ssyspiα (pixT )] = exp [β (Eα(x0)− Eα(xT ))] .
3.2.1 Local detailed balance as a consequence of time-reversibility
The reason why we can assume the validity of local detailed balance in most non-
equilibrium situations is that the local detailed balance condition on mesoscopic scale
is a consequence of time-reversibility of the underlying microscopic evolution. This
claim was proved by Maes and Netočný in [MN02] and later refined by Maes in
[Mae03], whom we will follow in this text.
In order to make arguments as clear as possible, we will restrict ourselves only
to systems with classical Hamiltonian dynamics with fixed external conditions as an
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underlying dynamics, which simulates a mesoscopic open system in contact with sin-
gle thermal path. We also restrict ourselves to the case where each configuration
of the system corresponds to the single microstate of the mesoscopic system alone.
Microstates of such system are points in the phase space Ω upon which the Hamilto-
nian dynamic acts. The time-evolution from the time 0 to time T is represented by
automorphism ϕT on Ω,
xT = ϕT (x0),
where x0 is the initial microstate at time 0 and xT is the final microstate. The time
evolution has to be a semi-group
ϕT2 ◦ ϕT1 = ϕT1+T2
and in case of Hamiltonian dynamics it also preserves the Liouville measure Γ,
Γ ◦ ϕT = Γ. (3.18)
The microscopic reversibility of Hamiltonian dynamics states that if we reverse all the
velocities of all particles, i.e. we apply kinematic inversion (3.15) to the microstate,
then let the system evolve over some period T and then again inverse the velocities,
we obtain a state before the time period T ,
pi ◦ ϕT ◦ pi = ϕ−T .
With regard of kinematic inversion one can also observe that the Liouville measure
is invariant with respect to kinematic inversion,
Γ ◦ pi = Γ. (3.19)
On the mesoscopic level of description the full information about the system is
not accessible, hence we are not able to determine the exact microstate of the system,
rather we represent the state of the system by its configuration on the mesoscopic
level. We associate the configuration of the system withmacrostate which corresponds
to the specific values ai of macroscopic observables Ai, which are accessible. We
denote by A the complete collection of the macroscopic observables determining the
macrostate a = {. . . , ai, . . . }. From the microscopic point of view macrostate is set
of microstates with the same value of macroscopic observables,
A−1(a) = {x|x ∈ Ω ∧A(x) = a} ,
Because observables are functions, recall (2.1), each microstate also fully determines
the macrostate, which belongs to A(x) = a. Moreover we assume that macroscopic
observables commute with kinematic inversion, A ◦ pi = pi ◦A and also piA−1(a) =
A−1(pia).
Up to now we introduced the underlying microscopic dynamics and macrostates.
Furthermore we also need to introduce entropy to our description. We define the
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entropy for each macrostate a by variational principle as an extremal Shannon entropy
(3.32)
S(a) = sup
µ
− ∫
Ω
dΓ(x) µ(x) lnµ(x)
 , (3.20)
where µ denotes the probabilistic density of microstates representing the given macro-
state a. The supremum is taken over all probability densities µ under the conditions∫
Ω
dΓ(x) µ(x) = 1, suppµ = A−1(a),
where the first condition is the normalization and the second ensures that all micro-
states represents the given macrostate and hence∫
Ω
dΓ(x) µ(x)A(x) = a.
We can see, that the supremal probability distribution µ∗a
S(a) = −
∫
Ω
dΓ(x) µ∗a(x) lnµ∗a(x)
is uniform in A−1(a) and hence the entropy of macrostate corresponds to the Boltz-
mann entropy
S(a) = ln Γ
(
A−1(a)
)
.
Notice that the supremal probability distribution obeys the symmetry with respect
to kinematic inversion
µ∗pia(pix) = µ∗a(x). (3.21)
For detailed discussion about the definition of entropy see [Mae03].
Although we are not able to determine the exact microstate of the system we still
can be asking what is the probability that we will observe a sequence of macrostates
while starting the evolution from a given macrostate a0. The probability of observing
the sequence of macrostates ω = {at|t ∈ [0, T ]} when starting from macrostate a0 is
given by
P(0,T ] (ω|X0 = a0) =
Γ
( ⋂
t∈[0,T ]
ϕ−t
(
A−1(at)
))
Γ
(
A−1(a0)
) ,
where the denominator is the probability of observing macrostate a0 and the numer-
ator corresponds to probability of observing the sequence of macrostates ω. If we
compare it with the probability of observing the reversed sequence of macroscopic
observables Θω starting from macrostate piaT we obtain the local detailed balance
ln P
(0,T ] (ω|X0 = a0)
P(0,T ] (Θω|X0 = piaT )
= ln Γ
(
A−1(aT )
)
−ln Γ
(
A−1(a0)
)
= Sbath(aT )−Sbath(a0),
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where we have used the invariance of the Liouville measure with respect to time
evolution (3.18) and kinematic inversion (3.19), and also the symmetry (3.21). Notice
that the change of Boltzmann entropy corresponds to the entropy change in the
thermal bath, because each configuration corresponds to the single microstate of the
observed system, but also to multiple microstates realizing the bath with inverse
temperature β. Also notice that in this particular case we have not changed the
external parameters of the system, so in this case we are in the transient regime.
3.2.2 Local detailed balance for Markov jump processes
In the case of Markov jump process another line of thoughts can be followed. In
subsection 2.4.2 we have derived the local detailed balance condition for systems in
equilibrium as a consequence of global detailed balance condition and Boltzmann dis-
tribution of microstates. In general case we assume that each jump, i.e. the change
of microstate is associated with exchange of either particle or heat with a bath. Fur-
thermore we assume the baths in equilibrium and independent. In order to simplify
the discussion we restrict ourselves only to the case of the system attached to multiple
thermal baths. The independence of thermal baths ensures that the probability that
two transitions coincide is zero and hence each transition in the system is associated
with single bath. The independence of thermal baths also ensures that the transition
rates associated with the given thermal bath are independent while the other ther-
mal baths are connected to the system or not. Also along the single transition the
system changes it’s energy which is transfered to the corresponding reservoir and is
directly associated with the production of the entropy there. Following these consid-
erations we can conclude the local detailed balance condition is still even outside of
equilibrium
ln ki(x→ y)
ki(y → x) = βi (E(x)− E(y)) = S
bath(y)− Sbath(x),
where i denotes the thermal bath with inverse temperature βi.
3.3 Jarzynski and Crooks equalities
In last twenty years the principle of local detailed balance condition or more gener-
ally the microscopical reversibility proved to be essential in developing fluctuation
symmetries. First fluctuation symmetry was observed in numerical simulations of de-
terministic Hamiltonian evolution by Evans et al. [ECM93], who also together with
Searles provided first proof for such systems [ES94]. In 1997 Jarzynski proved an-
other fluctuation theorem the Jarzynski equality [Jar97, Cro98], which later Crooks
showed as a special case of more general Crooks fluctuation relation [Cro99, Cro00].
The first experimental verification of these relations were provided by Collin et al. in
[CRJ+05]. For review on the fluctuation theorems see [Sei12].
The Crooks fluctuation relation states that the probability of the increase of the
total entropy Σ along the given protocol of external parameters α(t) is exponentially
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larger then probability of the decrease of the total entropy −Σ along the time reversed
protocol Θα(t),
P[0,T ]α(t)
(
Stot(ω) = Σ
)
P[0,T ]Θα(t) (Stot(ω) = −Σ)
= eΣ, (3.22)
where the total entropy production consists of the change of the entropy of the system
and of the entropy production in thermal bath
Stotα(t)(ω) = lnµα(0)(x0)− lnµpiα(T )(pixT ) + Sbathα(t) (ω), (3.23)
where µα(0)(x0) is the initial state under the external conditions α(0) and µpiα(T )(xT )
is the initial state for time-reversed process. Notice that the total entropy production
is also antisymmetric with respect to kinematic inversion
StotΘα(t)(Θω) = −Stotα(t)(ω). (3.24)
As was stated before the proof of the Crooks fluctuation relation is centered
around the local detailed balance condition (3.17). The probability to observe the
total entropy production Σ is given by
P[0,T ]α(t)
(
Stot(ω) = Σ
)
=
∫
dP[0,T ]α(t) (ω) δ
(
Stotα(t)(ω)− Σ
)
=
∫
dµα(0)(x0) dP
(0,T ]
α(t) (ω|X0 = x0) δ
(
Stotα(t)(ω)− Σ
)
,
where δ(·) denotes the Dirac’s delta function and where we have already extracted
the initial condition from path probability. Inserting now the local detail balance
condition and switching between the initial and final condition we obtain
P[0,T ]α(t)
(
Stot(ω) = Σ
)
=
∫
dµpiα(T )(pixT ) dP
(0,T ]
Θα(t) (Θω|X0 = pixT ) ×
× eSα(t)(ω) µα(0)(x0)
µpiα(T )(pixT )
δ
(
Stotα(t)(ω)− Σ
)
.
Using the definition of total entropy (3.23) and its antisymmetry (3.24) along with
the definition of Dirac’s delta function concludes the proof.
Transient fluctuation relation The direct application of Crooks relation yields
to the well known transient fluctuation symmetry for entropy〈
e−S
tot
α(t)(ω)
〉α(t)
µα(0)
=
∫
dΣ
〈
δ
(
Stotα(t)(ω)− Σ
)〉α(t)
µα(0)
e−Σ =
=
∫
dΣ e−Σ P[0,T ]α(t)
(
Stot(ω) = Σ
)
=
=
∫
dΣ P[0,T ]Θα(t)
(
Stot(ω) = −Σ
)
= 1, (3.25)
where by 〈·〉α(t)µα(0) we denote the mean value over all paths ω with the initial condition
given by µα(0)(x) and with the protocol of external parameters α(t).
44 CHAPTER 3
Jarzynski equality When the system is connected to single thermal bath at con-
stant inverse temperature β and when the protocol α(t) connects two equilibrium
states then the total entropy reads
Stotα(t)(ω) = β
[
Fα(0) − Fpiα(T ) − Eα(0)(x0) + Epiα(T )(pixT )
]
+ Sbathα(t) (ω),
where we have used the fact that the probability distribution of configurations in
equilibrium in contact with single thermal bath is given by Boltzmann distribution
ρα(x) =
1
Zα
e−βEα(x) = eβ(Fα−Eα(x)),
where Fα denotes the equilibrium free energy and Eα(x) is the potential describing the
energy landscape of the system, see e.g. [Cal85]. We also assume that the potential
is symmetric with respect to kinematic inversion Epiα(T )(pixT ) = Eα(T )(xT ) as well
as the free energy is Fpiα(T ) = Fα(T ). Using also the fact that the entropy production
in the thermal bath can be associated with heat transfered to the thermal bath from
the system
Sbathα(t) (ω) = βQbathα(t) (ω) = −βQsysα(t)(ω)
and the law of conservation of energy (3.1), we obtain the Jarzynski equality
〈
e−βW
sys
α(t)(ω)
〉α(t)
µα(0)
= e−β(Fα(T )−Fα(0)) (3.26)
as a special case of the transient fluctuation relation (3.25).
3.4 Second law inequality
One of the most prominent results of the nineteenth century was the formulation
of the second law of thermodynamics. One of those formulations of the second law
states, that along any equilibrium process the total entropy is non-decreasing quan-
tity, [Cal85]. Within our framework we cannot say such a definite statement without
any other assumptions.
In most general case the Crooks relation (3.22) states that the probability of the
increase of the total entropy is exponentially larger than the probability of decrease by
the same amount and hence can be considered as a weak formulation of the second law
of thermodynamics. One of the consequences of the Crooks relation is the transient
fluctuation relation (3.25), from which we can prove that also the mean total entropy
production is non-decreasing quantity by using the Jensen’s inequality
exp
[
−
〈
Stotα(t)(ω)
〉α(t)
µα(0)
]
≤
〈
e−S
tot
α(t)(ω)
〉α(t)
µα(0)
= 1 =⇒
〈
Stotα(t)(ω)
〉α(t)
µα(0)
≥ 0. (3.27)
The main feature of this particular formulation of the second law of thermodynamics
is that it holds true for any initial condition µ and for an arbitrary protocol α(t) to
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the contrary of the classical thermodynamical formulation of the second law as seen
for example in [Cal85].
Using the definition of total entropy (3.23) we can see that the mean total entropy
production consists of the difference of Shannon entropies (3.32) for system and the
entropy production in thermal bath
S(µpiα(T ))− S(µα(0)) +
〈
Sbathα(t) (ω)
〉
µ0
≥ 0,
which in case of the equilibrium process, which connects states described by Boltz-
mann distribution can be rewritten to the well known form of the second law of
thermodynamics
Wsys(α(t)) ≥ Fα(T ) −Fα(0),
where Fα denotes again the equilibrium free energy and Wsys(α(t) is the mean value
of the total work (3.5).
3.5 Quasistatic processes
Up to now we have been discussing a general processes while we haven’t made any
specific assumptions about the trajectory in the external parameters space α(t) nor
about the system involved. At first we will restrict ourselves to equilibrium systems,
hence we consider all the forces in the system to be of potential nature and also to
be attached only to single thermal reservoir. The non-equilibrium quasistatic pro-
cesses will be discussed in later chapters, while they are the main object of interest
of this work. In equilibrium thermodynamics the equilibrium or in other words qua-
sistatic processes play a prominent role in the definition of thermodynamic entropy
or thermodynamical potentials in general. The quasistatic process in general can be
defined as the limiting process when we rescale the velocity of the changes of external
parameters α˙ to zero, while preserving the path
α(t) −→ α(t), t ∈ [0, T ] −→ t ∈
[
0, T

]
, (3.28)
where  denotes the scaling parameter characterizing the magnitude of the velocity
 α˙(t). The quasistatic process is then obtain by taking the limit → 0+.
It is reasonable to further assume that the state of the system at any time µt
during the quasistatic process is in the vicinity of the corresponding equilibrium
state ρα(t), also it is reasonable to assume that the difference is diminished with
→ 0+, while the system has more time to relax closer to equilibrium. Moreover we
can also assume that the difference between the equilibrium state and an actual state
has to change on the same time scale for it not to exceed bounds as time goes on, so
in general we assume the solution of the time evolution (2.8) to be
µt(x) = ρα(t)(x) + ∆µt(x),
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where ∆µt denotes the difference. The time evolution equation (2.8) then gives us
the prescription how to determine the ∆µt
 α˙(t) · ∇αρα(x)|α=α(t) + 2 ∂s∆µs(x)|s=t = L∗α(t)
[
ρα(t) + ∆µt
]
(x),
which up to the first order in  leads to
α˙(t) · ∇αρα(x)|α=α(t) = L∗α(t) [∆µt] (x), (3.29)
where we have used that the equilibrium state ρα is stationary under the equilibrium
dynamic.
When we have determined the structure of the state of the system undergoing the
quasistatic process we can proceed further. In the quasistatic limit we can directly see
that the mean value of the total work in equilibrium (3.10) is the geometric integral
over the path of external parameters
W(α) = lim
→0+
Wρα(0)(α(t)) = lim
→0+
T
∫
0
dt
〈
 α˙(t) · ∇αEα(x)|α=α(t)
〉
µt
=
∫
dα · 〈∇αEα〉ρα , (3.30)
where 〈∇αEα〉ρα is the thermodynamic force. As an example let us consider Heisen-
berg model in the presence of the constant external magnetic fieldH with the Hamil-
tonian
H({σi}) = Hint({σi}) + gH ·
∑
i
σi,
where Hint({σi}) describes the interaction of the spins independent of the external
field. One can see that the thermodynamic force corresponding to the quasistatic
change of external magnetic field is the magnetization in agreement with thermody-
namics
W(α) = −
∫
dH ·M .
For the heat the situation is bit more complicated. We start from the definition
(3.11) by transferring the backward Kolmogorov generator from the potential to the
total probability density by using (2.11), then we can finally apply the first order
correction (3.29)
Q(α) = lim
→0+
Qρα(0)(α(t)) = lim
→0+
T
∫
0
dt
〈
Lα(t) [Eαt ]
〉
µt
=
= lim
→0+
T
∫
0
dt  α˙(t) ·
∫
dΓ(x) ∇αρα(x)|α=α(t)Eαt(x) =
=
∫
dα ·
∫
dΓ(x) ∇αρα(x)Eα(x).
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From where we can see that in the quasistatic limit the first law of thermodynamics
can be written as∫
dα · ∇α 〈Eα〉ρα =
=
∫
dα · 〈∇αEα〉ρα +
∫
dα ·
∫
dΓ(x) Eα(x)∇αρα(x) =
=W(α) +Q(α).
In the case the equilibrium state is described by Boltzmann distribution at inverse
temperature β the mean value of the total heat can be expressed by covariance
Q(α) =
∫
dα ·
[
〈∇α (βEα)〉ρα 〈Eα〉ρα − 〈∇α (βEα)Eα〉ρα
]
,
or we can obtain the second law of thermodynamics in the form of relation between
the total heat Q and a total differential of entropy with the temperature 1/β being
the Lagrange multiplier
Q(α) = −
∫
dα · 1
β
∇α 〈ln ρα〉ρα =
∫ 1
β
dS(α) (3.31)
where S(α) is the Shanon entropy
S(α) = −〈ln ρα〉ρα , (3.32)
and ρα is the Boltzmann distribution.
3.5.1 Quasistatic work fluctuations
The total work and the total heat are random quantities and as such one can be
interested in the behaviour of the fluctuations in the quasistatic limit. Although
the problem is still open, some partial results based upon the general validity of the
Crooks relation (3.22) and Jarzynski equality (3.26) can be obtained. Namely the
consequence of the validity of the Jarzynski equality in the quasistatic limit is that
the difference between the free energy and the mean value of the total work is given
by the variance of the total work in the leading order. To sketch the proof we start
from the Jarzynski equality in the form
eβ(〈W (ω)〉−∆F) =
〈
e−β[W (ω)−〈W (ω)〉]
〉
,
where we assume that in the quasistatic limit the mean value of the total work is
close to the free energy difference as well as the probability distribution of the total
work is in the quasistatic limit narrow and hence W (ω)− 〈W (ω)〉 can be considered
as small parameter. The proposition is then obtained by expanding the terms up to
the leading order
〈W (ω)〉 −∆F ≈ β2
〈
(W (ω)− 〈W (ω)〉)2
〉
,
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from where it follows that the probability distribution of the total work has the zero
variance in the quasistatic limit. Notice that it does not necessarily ensures the prob-
ability distribution to be asymptotically Gaussian, although in case of overdamped
diffusion Speck and Seifert [SS04] proved that the distribution of the total work is
asymptotically in the quasistatic limit Gaussian.
Chapter 4
Stochastic non-equilibrium
thermodynamics
At the beginning of this chapter we will briefly discuss consequences of the breaking
of the global detailed balance such as the non-uniques of the energy function on the
system or “gauge” freedom. Then we will review some of the approaches to the
description of non-equilibrium stochastic systems, namely the approach by Hatano-
Sasa [HS01] and Komatsu-Nakagawa-Sasa-Tasaki [], which will be followed by the
introduction of our approach to the problem of non-equilibrium stochastic system in
case the system is driven by non-potential forces or is attached to multiple thermal
baths. In that section we will also show our first results [BMNP11, PBN12]. At the
end we will demonstrate the results on several models.
4.1 Global detailed balance breaking
In the previous chapter 3 in the section 3.2 we have introduced the concepts of the
global (3.14) and local (3.17) detailed balance. While the global detailed balance
condition connects the probability of the path compared to the probability of its
time reversal with probabilities of configurations in the steady state, the local detailed
balance condition relates the ratio of the probability of the path ω with the probability
of its time reversal to the entropy production in thermal baths upon which the system
is coupled to. As a consequence the global detailed balance along with local detailed
balance condition ensures that there are no macroscopic currents in the system in the
steady state, however this is no longer valid out of equilibrium. As we assume that
the underlying microscopic time evolution for the system together with the thermal
baths is still time reversible, which is not necessarily valid for the system itself, thus
ensuring the validity of local detailed balance condition and hence the global detailed
balance condition has to be broken.
There are several natural ways how to drive system out of equilibrium. The first
one is the introduction of time-dependent driving to the system, which causes that
even in the steady state there is in general a current of energy of particles through
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the system as the system constantly changes its state to adjust itself to ever-changing
external conditions. In these systems the notion of stationarity is quite different from
other cases, the steady state if exists is such periodical state of the system to which
the system converge from arbitrary initial state, if we assume the ergodicity of the
dynamics. While the steady state is periodical it is not necessary for the steady state
to be also invariant with respect to the time reversal. We will discuss a class of these
systems in separately in chapter 5.
The second way is by attaching the system to multiple thermal or particle baths.
In general each thermal bath can be at different temperature and hence in the steady
state we obtain a steady heat current through the system. From mesoscopic point
of view each possible transition between two configurations of the system can be
associated with the action of any of the thermal baths. In that case the full dynamics
given by the collective action of all thermal baths together, so in general the steady
state is given by the balance of the probability currents, hence global detailed balance
is not necessarily valid for each particular transition associated with a single thermal
bath.
The third way is introduction of non-potential force to the system, which may
represent the effective mechanical action of surrounding media, e.g. rotational forces
acting on colloidal particle in a suspension. In such case there is alway work being
done on the system, which has to be dissipated out of the system to the thermal bath.
From mesoscopic point of view it corresponds to the constant energy current through
the system in the steady state. As in the previous case the steady state is again
determined by collective action of the thermal bath and with the non-potential force,
which also means that there are non-zero probability currents present in the system.
Hence by the same reasoning as in previous case the global detailed balance is no
longer valid. Moreover by introducing the non-potential forces the energy function is
also no longer unique. In the situation, when there were no non-potential forces acting
on the system, it was natural to associate the energy of each particular configuration
x with the potential of the total force. However in the situation when there are non-
potential forces acting on the system, we have the freedom in dividing of the total
force acting on the system to the non-potential and the potential components, an
arbitrary part of the potential force can be included in the non-potential force while
the system’s response, which is determined by the total force applied to the system,
remains the same. This “gauge” invariance
F pot = −∇U −→ F˜ pot = −∇U −∇V
F nonpot −→ F˜ nonpot = F nonpot +∇V
(4.1)
tells us that the potential, which we associated with the energy, is no longer unique
and hence the energy function itself is also no longer unique.
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4.2 Stochastic energetics
In chapter 3 in section 3.1 we have introduced the concept of stochastic energetics
(3.1). We have seen that the concept of stochastic energetics is microscopic version
of the first law of thermodynamics. Taking the stochastic energetics given we have
obtained the first law of thermodynamics (3.7) on the level of mean values of the
total work and the heat follows. Moreover we have been able to fully characterize
the mean values of the total work (3.5) and the heat (3.6) by the local power (3.3)
and the local heat production (3.4). All of these relations are direct consequences
of the dynamic being Markovian and the validity of stochastic energetics, which is
reasonable to assume are to be valid also out of equilibrium, then we can consider
them to be valid even out of equilibrium. The only essential difference there is in the
particular definition of the work and heat along the given path and consequently in
expressions for local power and local heat production.
In genuine non-equilibrium situation there is in general an additional contribution
to the local power from non-potential forces or from the explicit dependence of the
potential on the time
wtotα(t) = α˙(t) · ∇αEα(x)|α(t) + wnonpα(t) (x). (4.2)
In the situation where the system is connected to multiple thermal baths the situation
become more complicated, because we need to track down the heat dissipated to each
thermal bath respectively Qiα(t)(ω), hence the total local heat production in all baths
is the sum of all contributions over all baths
qtotα(t)(x) =
∑
i
qiα(t)(x).
Notice also that the local heat production for a single bath in case the system is
attached to multiple thermal baths does not necessarily correspond to the local heat
production when the bath is attached alone.
4.3 Quasistatic processes
In previous sections we have discussed several approaches to non-equilibrium phe-
nomenona in small systems. In our attempt to approach the issue we have studied
the quasistatic processes connecting various steady states, which can be considered
as a natural extension of equilibrium processes. In equilibrium the quasistatic or
in other words equilibrium processes are essential in formulation of thermodynamics
[Cal85], e.g. the first law of thermodynamics states that the work done on the system
along an arbitrary adiabatic equilibrium process corresponds to the change of the in-
ternal energy. Also one of the equivalent variant of the second law of thermodynamics
connects the heat production with the entropy production, see chapter 3 for further
details. The fact that the work along any close adiabatic or isothermal trajectory is
zero tells us about the existence of thermodynamical potentials, in those cases the
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internal energy U and the free energy F . Similarly the fact that the heat along the
closed isochoric trajectory is zero gives us enthalpy H. The basic question which we
ask is, to which extent some of these properties are still valid out of the equilibrium?
Our approach is very similar to the approach of Komatsu-Nakagawa-Sasa-Tasaki, the
main difference is that we rather focus on the energetic of quasistatic processes on the
level of mean values and on the properties of generalized response functions, namely
the generalized heat capacity, while their main aim was to find the non-equilibrium
version of Clausius theorem.
Komatsu-Nakagawa-Sasa-Tasaki addressed the problem of the quasistatic limit by
approximating the quasistatic process by a step process. In this section we will show
in full a newly developed approach to the quasistatic limit based on an extension of
the standard adiabatic theorem. which was already partially shown in the section
3.5, where we have addressed the quasistatic processes in equilibrium. In the qua-
sistatic limit the mean values of path observables such as the total heat or work will
prove to naturally decompose to the diverging “housekeeping” component and the
finite “reversible” component. Where the “reversible” component will be responsible
for the energetics of the system, and thus enables us to define generalized response
functions, namely generalized heat capacity. We will briefly address the problem of
general non-existence of the Clausius relation for the “reversible” components and
its consequences. We also discuss the consequences of the broken detailed balance
condition such as non-uniques of the internal energy. These results will be illustrated
on the series of examples. Most of these results can be found in [BMNP11, PBN12].
4.3.1 Probability distribution
As the first step towards thermodynamics based on quasistatic processes we study
the behaviour of the state of the system undergoing the quasistatic process. To
simplify the situation we will assume that further on the only explicit time dependence
lies in external parameters α, hence the global detailed balance is broken either by
attaching the system to multiple thermal bath or by the application of the non-
potential force. In equilibrium the external parameters are usually quantities like
volume, temperature or pressure, however we are not limited only to those. We only
assume that the set of external parameters uniquely determines the steady state of
the system ρα for all possible values of α. The quasistatic process is the limiting
process where the speed of the changes of external parameters is scaled to zero along
with the time duration going to infinity (3.28)
α(t)→ α(t) t ∈ [0, T ]→ t ∈
[
0, T

]
.
The time evolution (2.8) of the state µt along the rescaled trajectory is given by
∂tµt;α(t)(x) = L∗α(t)[µt;α(t)](x), (4.3)
where we have explicitly denoted the dependence on external parameters α. Being
 sufficiently small we can imagine, that the actual state can be considered as a
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perturbation of the steady state, as the system is in pursuit to reach the steady
state. We also assume that the small change of external parameters cannot cause a
large change in the probability density neither in the stationary probability density,
so we can assume the perturbation itself varies on the same time scale as external
parameters
µt;α(t)(x) = ρα(t)(x) + ∆µt(x).
By expanding the time evolution (4.3) up to the first order in , which will prove to
be sufficient, we obtain the equation for the perturbation
α˙(t) · ∇αρα(x)|α=α(t) = L∗α(t) [∆µt] (x).
Although the forward Kolmogorov generator is not in general invertible, due to the
fact that the steady state ρα corresponds to the zero eigenvalue of the forward Kol-
mogorov generator L∗α, in this particular case the solution can be found
µt;α(t)(x) = ρα(t)(x) + α˙(t) ·
1
L∗α(t)
[
∇αρα|α=α(t)
]
(x) + O
(
2
)
. (4.4)
where we have introduced the forward pseudoinverse
1
L∗ [µ] (x) =
∞∫
0
dt
{
ρ(x)
∫
dΓ(y) µ(y)− etL∗ [µ] (x)
}
. (4.5)
From mathematician point of view the forward pseudoinverse is a linear operator
which returns the argument of the forward Kolmogorov generator whenever can be
found and zero otherwise, i.e. the forward pseudoinverse is the extension of the inverse
of the forward Kolmogorov generator from the subspace where the inverse exists up
to the whole space.
In order to understand the pseudoinverse from the physical viewpoint, we define
at first the backward pseudoinverse in a similar fashion how the backward Kolmogorov
generator is related to the forward Kolmogorov generator (2.11)∫
dΓ(x) w(x) 1L∗ [µ](x) =
〈 1
L [w]
〉
µ
,
which is equivalent to the definition
1
L [w](x) =
∞∫
0
dt
[
〈w〉ρ −
〈
etL[w]
〉
δx
]
. (4.6)
Now let us consider the w being the local power, then the first term corresponds to
the steady production of the work and the later term to the total work production
along the relaxation process starting from the configuration x, hence the backward
pseudoinverse can be interpreted as the transient or excess contribution to the total
work, when the system relax from the initial configuration x to the steady state ρ, see
figure 4.1. The forward pseudoinverse can be then interpreted as the same transient
contribution although in this case represented on states.
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Figure 4.1: Illustration of the transient contribution of the total work represented by pseu-
doinverse when relaxing toward steady state. The transient contribution is denoted by the
filled area, while the total work also contains the hatched area.
t0
〈w〉µt
〈w〉ρ
− 1L[w](x)
4.3.2 Quasistatic work and heat
To obtain the quasistatic expansion of the mean value of the total work up to the
zeroth order in  we use the fact that the total mean value of the work can be expressed
in terms of the local power (3.5), to which we apply the quasistatic expansion of the
state (4.4)
W(α(t)) =
T
∫
0
dt
〈
wα(t)
〉
µt
=
T
∫
0
dt
〈
wα(t)
〉
ρα(t)
+
+
T
∫
0
dt α˙(t) ·
∫
dΓ(x) 1L∗α(t)
[
∇αρα|α=α(t)
]
(x)wα(t)(x) + O () =
= 1

T∫
0
dt
〈
wα(t)
〉
ρα(t)
−
∫
dα ·
〈
∇α 1Lα [w

α]
〉
ρα
+ O ().
By inserting the total local power (4.2)
wα = α˙ · ∇αUα(x) + wnonpα (x),
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where the non-potential part no longer depends on , we obtain a quasistatic expan-
sion of the mean value of the total work
W(α(t)) = 1

T∫
0
dt
〈
wnonpα(t)
〉
ρα(t)
+
∫
dα ·
〈
∇α
(
Uα − 1Lα [w
nonp
α ]
)〉
ρα
+ O ().
The first term sometimes referred to as “housekeeping” or steady component of the
work [BMNP11] corresponds to the work necessary to maintain the system in the
non-equilibrium state and as such diverge in the quasistatic limit as the amount of
the work necessary to maintain steady state over the infinite period of time goes to
infinite. In equilibrium there is no work supply necessary to maintain the equilibrium
state, hence there is no steady production of work and so forth this term is zero in
equilibrium leading to the total work being determined only by the second term, which
is usually finite. The second term usually referred to as “reversible” or “excess” work
[BMNP11, PBN12] is the additional work associated with transitions between steady
states along the process.
We can see that these two components differs in some key aspects, the “house-
keeping” work is symmetric with respect to the trajectory reversal Θα while the “re-
versible” is antisymmetric. This is also quite different from the equilibrium situation
where in the quasistatic limit the total work and just the part of it is antisymmet-
ric with respect to trajectory reversal. The second difference lies in the dependence
on the trajectory α, while the “housekeeping” component does not depend on the
trajectory itself but rather on which steady states were visited and for how long,
the “reversible” component depends only on the “shape” of the trajectory thus being
geometric, i.e. it does not depend on the actual parametrization of the trajectory.
To summarize, we can see that the “housekeeping” component is
1. extensive in time,
2. non-zero unless the global detailed balance condition is satisfied,
3. invariant with respect to the reversal of the external protocol α(t)→ α(T − t),
while the “reversible” component is
1. finite in the quasistatic limit,
2. geometric,
3. antisymmetric under the reversal of the external protocol α(t)→ Θα(t).
A typical experimentally easiest accessible quantity is the total work done on the
system, however we can use the properties listed above namely the behaviour under
trajectory reversal to separate these components apart. If the experimental setup
can be made in such a way that we can measure the total work along some trajectory
α(t) as well as along Θα(t) over the time interval [0, T ] then if the time interval T
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is long enough to consider the process close to quasistatic, the “housekeeping” work
can be estimated as the symmetric part of these works
Whk(α) ≡
T∫
0
dt
〈
wα(t)
〉
ρα(t)
= 12 [W(α(t)) +W(Θα(t))] + O () (4.7)
and the “reversible” work is estimated as the antisymmetric part
Wrev(α) ≡
∫
dα ·
〈
∇α
(
Uα − 1L [wα]
)〉
ρα
= 12 [W(α(t))−W(Θα(t))] + O (). (4.8)
Although these estimates corresponds to the “housekeeping” and the “reversible”
work respectively in the quasistatic limit, the fact that fluctuations of the total work
usually diverge in the quasistatic limit along with the “reversible” work being non
extensive in time makes it hard to obtain, for illustration see figure 4.2.
Example: Dragged particle To illustrate the experimental accessibility of the
“housekeeping” and the “reversible” work we consider a numerical simulation of the
underdamped diffusing particle in the optical trap in plane. The optical trap can
be simulated by the quadratic potential. The system is driven out of equilibrium by
dragging the particle by the optical trap in this particular case in circles with radius
R and period τ . Such system can be equivalently described by non-potential angular
force acting on the particle. The approximation of the quasistatic process is then
achieved by periodically changing the radius R on much longer time scale than the
period of the driving T  τ . The first half of the period T is the radius R linearly
increasing, while the other half is linearly decreasing. Then if we compare the total
mean work along such process with the same process shifted by half the period T/2,
which can be considered as the reversed process, we observe, see fig. 4.2, that in
these two cases the lines showing the dependency of mean values of the total work on
time almost coincide. We can see that the difference is of much smaller magnitude
than the mean values of the total work, compare scales on left and right y axis. The
“reversible” work is then given as half of the difference of the mean values of the total
heat over the half of the period T/2.
The same computation can be repeated also for the mean value of the total heat
dissipated to the system from the i-th thermal bath
Qi(α(t)) = 1

T∫
0
dt
〈
qiα(t)
〉
ρα(t)
−
∫
dα ·
〈
∇α 1Lα [q
i
α]
〉
ρα
+ O (),
where we identify the “housekeeping” heat
Qhki (α) =
T∫
0
dt
〈
qiα(t)
〉
ρα(t)
,
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Figure 4.2: Demonstration of the experimental accessibility of the “housekeeping” and “re-
versible” work on the simulation of the system containing a single diffusing particle in the
optical trap. The parameters of the model in the simulation are set to be: mass of the particle
m = 1, friction coefficient γ = 1, inverse temperature of the environment β = 0.1, spring
constant of the quadratic potential k = 10, and the distance of the center of the potential
well from the origin R = 5, period of driving τ = 20. Where the quasistatic process consists
of the periodical changing the distance R by 5% with the period of T = 1280. The red line is
the mean value of the total work over an statistical ensemble of 8192 independent particles,
the green line is the same although shifted by half the period T/2 and the blue line denotes
the actual time dependence of the difference between, which in the times kT + T/2, k ∈ N,
coincide with the “reversible” work.
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and the reversible heat
Qrevi (α) = −
∫
dα ·
〈
∇α 1Lα [q
i
α]
〉
ρα
. (4.9)
The “housekeeping” and the “reversible” heat have the same properties as the corre-
sponding works. Again the “housekeeping” heat is to the heat necessary to maintain
the steady states, which the system passed by. It is also symmetric with respect to
trajectory reversal Θα, is is extensive with time and also present even in case there
is no change of external parameters. The “reversible” heat is antisymmetric with
respect to trajectory reversal and is geometric.
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4.3.3 Generalized thermodynamics
First law of thermodynamics
One of the basic assumptions of our framework is that the underlying microscopic dy-
namic preserves the total energy on the microscopic level even under non-equilibrium
conditions. This means that the first law of thermodynamic for each particular path
(3.1) as well as on the level of mean values (3.7) is still valid〈
Eα(T )
〉
ρα(T )
−
〈
Eα(0)
〉
ρα(0)
=W(α) +
∑
i
Qi(α),
where we sum over all baths attached to the system and the internal energy is repre-
sented by the steady mean value of the energy function U(α) = 〈Eα〉ρα .
While the first law is valid for arbitrary trajectory α(t) it has to be also valid
even in the quasistatic limit, even so that the mean value of the total heat and work
diverge in the quasistatic limit. To be able to see that the diverging parts has to
cancel each other out, we realize that in the steady state the total work done on the
system is immediately dissipated to thermal baths
0 = 〈wα〉ρα +
∑
i
〈
qiα
〉
ρα
.
From there we can see that “housekeeping” parts in the quasistatic expansion cancel
each other out, thus effectively renormalizing the mean values of the total work and
heat
Whk(α) +
∑
t
Qhki (α) =
T
∫
0
dt
[〈
wα(t)
〉
ρα(t)
+
∑
i
〈
qiα(t)
〉
ρα(t)
]
= 0.
This means that in the quasistatic limit even out of equilibrium the energetics of the
system is governed only by antisymmetric “reversible” components,
U(α(T ))− U(α(0)) =Wrev(α) +
∑
i
Qrevi (α) (4.10)
which we will call the non-equilibrium version of the first law of thermodynamics in
the quasistatic limit. While the reversible components are usually finite, we have
then found out the natural way how to renormalise the heat and work to obtain
thermodynamically relevant quantities.
The “reversible” heat and work are given by geometric integral on configuration
space, which we can use to introduce the differential version of the first law of ther-
modynamics (4.10)
dαU(α) = d¯Wrev(α) +
∑
i
d¯Qrevi (α),
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where d¯Qrevi (α) and d¯Wrev(α) denote inexact differentials
d¯Wrev(α) = dα ·
〈
∇α
(
Eα − 1Lα [w
nonp
α ]
)〉
ρα
,
d¯Qrevi (α) = −dα ·
〈
∇α 1Lα [q
i
α]
〉
ρα
.
Generalized Clausius relation
There exist in literature various proposals how to extend the (equilibrium) Clausius
relation to non-equilibrium domains. A crucial point is that all these tentative gen-
eralizations heavily depend on the adopted scheme for the heat "renormalization",
i.e., on the way how the finite component of the heat is actually defined. Whereas
in some renormalization schemes the generalized Clausius equality is proved to be a
mathematical identity, cf. [HS01, EVdB10, TJR+04], within the (supposedly more
physical) scheme adopted here it posses a non-trivial problem.
In chapter 3 we have shown the Clausius equality (3.31) is the consequence of the
local detailed balance condition (3.17). While we assume the local detailed balance
condition to be still valid, one might naively expect the Clausius relation also to
be valid. The main problem however lies in the fact that the total heat and hence
the total entropy production along the quasistatic process diverge. This means that
the second law (3.27) does not impose any condition on the “reversible” heat, which
thus can in principle be arbitrary large. In general there is no Clausius relation
relating the “reversible” heat (4.9) to the entropy production, which means that
the existence of thermodynamical potentials and corresponding Maxwell relations
known from equilibrium thermodynamics, or their generalized versions, is no longer
guaranteed.
In the special case when the steady state can be written as Boltzmann-like dis-
tribution
ρα(x) =
1
Zα
exp
[
−β˜(α)
(
Eα(x)− 1Lα [w
nonp
α ](x)
)]
(4.11)
the Clausius relation can be again retrieved, where
Vα(x) = Eα − 1Lα [w
nonp
α ] (4.12)
is called the quasi-potential and β˜(α) is an arbitrary function of external parameters
representing the generalized inverse temperature. An example of such system is the
diffusion on 2D plane with non-potential force in the angular direction and the poten-
tial force in the radial direction, for details see subsection 4.3.7. Another example is
McLennan distribution in close to equilibrium situation, see section 4.4. The internal
energy is thus given by the mean value of the quasi-potential
U(α) = 〈Eα〉ρα =
〈
Eα − 1Lα [w
nonp
α ]
〉
ρα
= 〈Vα〉ρα ,
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where we have used the identity (C.6) , and the “reversible” work is directly obtained
from the definition (4.8)
d¯Wrev(α) = dα · 〈∇αVα〉ρα .
From there we can obtain the total “reversible” heat by using the first law of ther-
modynamics (4.10)
d¯Qrevtot(α) = dα ·
[
∇α 〈Vα〉ρα − 〈∇αVα〉ρα
]
. (4.13)
We can again introduce the Shannon entropy of the system
S(α) = −〈ln ρα〉ρα ,
which enables us to express the “reversible” heat as a generalized version of Clausius
equilibrium relation, however in this case the Lagrange multiplier is generalized tem-
perature 1/β˜(α), which in general does not depend only on the temperature of single
or multiple thermal baths, but can depend also on other external parameters
d¯Qrevtot(α) =
1
β˜(α)
dS(α).
Quasistatic response functions
In equilibrium thermodynamics response functions such as heat capacity or compress-
ibility are related to the quasistatic change of a particular thermodynamical potential
along the infinitesimal change of some external parameter [Cal85], e.g. heat capacity
at constant volume is the quasistatic change of the internal energy with respect to
temperature, the compressibility can be related to the quasistatic isothermal change
of the free energy with respect to pressure. Although in general there is no second law
of thermodynamics out of equilibrium for “reversible” components and hence there
are no thermodynamical potentials in general, it can be still meaningful to define
response functions outside of equilibrium.
Response functions like the isothermal compressibility can be defined the same
way as in equilibrium, if in this case the pressure p and volume V are also defined
out of equilibrium, i.e. the isothermal compressibility is defined as
κt = − 1
V
∂pV |Ti=const. ,
where by ∂pV |T=const. we denote the quasistatic change of the volume with respect
to the pressure, while all temperatures Ti of thermal baths attached to system are
constant.
The key observation in case of the heat capacity and similar quantities is that
the “housekeeping” heat (work) does not contribute to the change of internal energy
(4.10). Also the “reversible” heat is geometric and hence does not depend on the
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parametrization of the trajectory on external parameters α(t), thus making the “re-
versible” heat the natural candidate to be used in the definition of the generalized
heat capacity. We define the generalized heat capacity as
Ci(α) =
d¯Qrevi (α)
dTi
∣∣∣∣
α
= −
〈
∂Ti
1
Lα [q
i
α]
〉
ρα
. (4.14)
Although the heat capacity defined in such way coincide with the standard heat
capacity in equilibrium, as will be shown later, the non-existence of the second law of
thermodynamics causes that the generalized heat capacity can be in general negative,
as will be shown on examples.
We have already stated that the general non-validity of the Clausius equality
on the level of “reversible” components cause the nonexistence of thermodynamical
potentials, hence in general there are no relations between response functions as those
of Mayer and Maxwell.
Equilibrium case revisited
The equilibrium thermodynamics presented in the chapter 3 especially in the section
3.5 can be considered as a special case of presented framework. To demonstrate it
we derive again within our framework the results presented there by taking
wnonpα (x) = 0, qα(x) = Lα[Eα](x).
From where it immediately follows that “housekeeping” components are zero. Because
the local power of non-equilibrium forces is zero, the “reversible” work is in this
particular case given entirely by the change of the energy
Wrev(α) =
∫
dα · 〈∇αEα〉ρα .
The “reversible” heat can be also simplified to
Qrev(α) = −
∫
dα ·
〈
∇α 1LαLα[Eα]
〉
ρα
=
∫
dα ·
[
∇α 〈Eα〉ρα − 〈∇αEα〉ρα
]
by using the identity (C.7)
1
LL[A](x) = A(x)− 〈A〉ρ.
If we also assume that the equilibrium state is characterized by the Boltzmann or
the Maxwell-Boltzmann distribution
ρα(x) =
1
Zα
e−βEα(x)
we obtain the “reversible” heat in the form of the Clausius relation
Qrev(α) = −
∫
dα · 1
β
∇α 〈ln ρα〉ρα =
∫
dα · 1
β
∇αS(α) =
∫ 1
β
dS(α), (4.15)
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where S(α) = −〈ln ρα〉ρα denotes again the Shannon entropy.
Because the total energy does not depend on temperature the generalized heat
capacity (4.14) then simplifies to
C = ∂T 〈Eα〉ρα = ∂TU(α),
or by using expression (4.15) we obtain the standard definition
C = T ∂TS(α).
4.3.4 “Gauge” invariance
In the section 4.1 we have argued that the physics is invariant under the “gauge”
transformation (4.1), i.e. the physical results cannot depend on how we divide the
total force to the potential and the non-potential component. As we have discussed
in case of diffusion in chapter 3 subsection 3.1.2 the non-potential local power is given
by the action of non-potential forces on the microscopic level. If the non-potential
power has also a component which can be characterized by some potential Uα(x), then
the corresponding component of the local power is given by wα(x) = −L[Uα](x), see
(3.13). From there we can see that the “gauge” transformation (4.1) in terms of the
local power is described by the transformation
Eα(x) −→ Eα(x) + Uα(x),
wpotα(t)(x) = α˙(t) · ∇αEα(x)|α=α(t) −→ w˜potα(t)(x) = α˙(t) · ∇α [Eα(x) + Uα(x)]|α=α(t) ,
wnonpα(t) (x) −→ w˜nonpα(t) (x) = wnonpα(t) (x) + Lα(t)[Uα(t)](x).
The first thing to notice is that Kolmogorov generators and hence the steady state
are invariant with respect to the “gauge” transformation. This is due to the fact, that
the evolution of the system is determined by the total work and not by any particular
decomposition to the potential and the non-potential force.
However how other physical quantities behave under the “gauge” transformation
cannot be seen as easily. In this subsection we will focus on the behaviour of the
work, heat and internal energy under the transformation further on. We can see that
the internal energy is modified by the “gauge” transformation by the mean value of
the additional potential Uα(x)
U˜(α) = 〈Eα + Uα〉ρα = U(α) + 〈Uα〉ρα
It is also easy to see that the “housekeeping” work is invariant with respect to the
“gauge” transformation
W˜hk(α) =
T∫
0
dt
〈
w˜nonpα(t)
〉
ρα(t)
=
T∫
0
dt
〈
wnonpα(t) + Lα(t)[Uα(t)]
〉
ρα(t)
=Whk(α),
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on the other hand the “reversible” part of the total work is not invariant with respect
to the “gauge” transformation
d¯W˜rev(α) = dα ·
〈
∇α
(
Eα + Uα − 1Lα [w
nonp
α + Lα[Uα]]
)〉
ρα
=
= dα ·
〈
∇α
(
Eα + 〈Uα〉ρα −
1
Lα [w
nonp
α ]
)〉
ρα
=
= d¯Wrev(α) + dα · ∇α 〈Uα〉ρα = d¯Wrev(α) + dU˜(α)− dU(α),
where we have again used the identity (C.7). We can see that the “reversible” work
compensate the change of the internal energy under the “gauge” transformation.
From where we can see that the “reversible” heat is invariant with respect to “gauge”
transformation
d¯Q˜rev(α) = dU˜(α)− d¯W˜rev(α) = dU(α)− d¯Wrev(α) = d¯Qrev(α),
where we have used the first law of thermodynamics (4.10). The invariance of the
“reversible” heat is important because it tells us that the generalized heat capacity
(4.14) is also invariant with respect to the “gauge” transformation. Alternatively
the invariance of the “reversible” heat can also be obtained from the fact, that the
“gauge” transformation affects only the local power, while the local heat production is
preserved. To be more precise the “reversible” heat depends only on the steady state,
backward pseudoinverse and the local heat production, which are all invariant with
respect to the “gauge” transform, which concludes the proof. The same reasoning
can be made also for the “housekeeping” heat, from where we conclude that the
“housekeeping” heat is also invariant with respect to the “gauge” transform
Q˜hk(α) = Qhk(α).
To summarize the discussion, we can see that the mean value of the total heat as
well as its components are invariant with respect to the “gauge” transformation, which
means that the total entropy production associated with the heat does not depend
on how we divide the total work to the non-potential and the potential component.
Similarly the “housekeeping” work is also invariant with respect to the “gauge” sym-
metry, which reflects the fact, that the mean steady power, which is related to the
physical state of the system, also does not depend on the choice of the non-potential
work.
On the other hand the “reversible” work and the internal energy are not invariant
with respect to the “gauge” symmetry as they are tightly bounded with the definition
of the energy on the microscopic level. Thus we have there a certain freedom how to
define the internal energy, in the extreme case the gauge can be fixed in such a way
that the internal energy is uniformly zero. In equilibrium the notion of internal energy
is also associated with the total energy which can be in principle extracted from the
system by a quasistatic process. This is however no longer true in non-equilibrium
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steady, while there is constant energy current through the system. However we can
asked slightly different question, how much additional energy to the steady production
are we able to extract from the system by any quasistatic process? From this point of
view the most natural gauge fixation is what is in electrodynamic called the Coulomb
gauge, i.e. the divergence of the non-potential force is zero, which we will use in most
cases in this thesis.
The last remark is that although the quasi-potential (4.12) is also affected by the
“gauge” transformation
V˜α(x) = Eα(x) + Uα(x)− 1Lα [w
nonp
α + Lα[Uα]] (x) =
= Eα(x)− 1Lα [w
nonp
α ] (x) + 〈Uα〉ρα = Vα(x) + 〈Uα〉ρα ,
because the effect of the transformation is given by the uniform shift of all energy
levels only, the stationary distribution (4.11) as well as to the Shannon entropy are
not affected by the “gauge” transformation.
4.3.5 Example: Two-level model
The first model we consider [PBN12] is a system with two states ‘0’ and ‘1’ with
energies E(0) = 0 and E(1) = ∆E > 0 that are connected by two distinct channels
‘+’ and ‘−’, see 2.4.4. Each channel is associated with its respective thermal bath,
in this particular case at the same inverse temperature β. The asymmetry between
the channels is provided by an additional driving force performing work
W nonp
(
0 ±−→ 1
)
= ±F.
Hence, for the loop formed by the allowed transitions we have W nonp(0 +−→ 1 −−→ 0) =
2F , manifesting a non-potential character of the driving force. From the expression
for the heat (3.1)
Q
(
0 ±−→ 1
)
= ±F −∆E
we immediately see that the case F > ∆E (respectively −F > ∆E) corresponds to
a strong non-equilibrium regime in which the system dissipates a positive amount of
energy along both transitions in the loop 0 +−→ 1 −−→ 0 (respectively its reversal). Note
that in this regime the (original) notion of energy gap separating both states and
uniquely distinguishing between the ground and excited states becomes essentially
meaningless.
In the most general case we can describe the system with transition rates
k±(0→ 1) = A exp
[
±Φ2 + β
±F −∆E
2
]
,
k±(1→ 0) = A exp
[
±Φ2 − β
±F −∆E
2
]
,
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where A is the common symmetric part of the transition rates, which does not de-
pends on the inverse temperature β, thus setting an overall time-scale, the Φ describes
the direction-independent asymmetry between the symmetric parts of each channel.
Although in general both parameters A and Φ can possibly depend on other param-
eters like β, F and ∆E in any non-trivial way, we assume that they does not depend
on the inverse temperature β. Such assumption isn’t physically well motivated, how-
ever we use it simplify the situation and to better separate the non-potential and the
additional channel-asymmetry effects. While A only sets an overall time-scale, it can
be mostly ignored, hence for convenience, we set A = 1 and always assume Φ ≥ 0,
due to the symmetry of the dynamics to the dual exchange of F → −F and Φ→ −Φ.
Steady state
The steady state (2.10) coincides with steady state of the channel-unresolved two
level system with the total escape rates λ(x) = λ+(x) + λ−(x)
ρ(1)
ρ(0) =
λ(0)
λ(1) = e
−β∆E 1 + ζ
1− ζ , (4.16)
where
ζ = tanh
(Φ
2
)
tanh
(
βF
2
)
.
In case either of F or Φ is zero we have a probability distribution corresponding to
the Boltzmann equilibrium.
Stationary currents In the steady state we would expect to observe a non-zero
constant probability current (2.24) in each particular channel
j+(0→ 1) = j−(1→ 0) =
sinh
(
βF
2
)
cosh
(
Φ
2
)
cosh
(
β∆E
2
) [
1− ζ tanh
(
β∆E
2
)] ,
from where it is evident that only the case F = 0 corresponds to the equilibrium.
Notice that the current diverge when
tanh
(Φ
2
)
tanh
(
βF
2
)
tanh
(
β∆E
2
)
= 1.
It can be shown that the steady rate of dissipation from thermal bath associated
with the + channel to the system is the steady rate of dissipation from the system to
the thermal bath associated with − channel and it is also proportional to the steady
probability current j+(0→ j)〈
q+
〉
ρ
= − 〈q−〉ρ = 2Fj+(0→ 1).
In formula (4.16) we have noticed modifications with respect to the equilibrium
Boltzmann statistics whenever Φ 6= 0. It agrees with our intuition that relative
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throttling of the ‘−’ with respect to the ‘+’ channel under a positive F > 0 tends
to increase the occupancy of the “excited” state ‘1’. Eventually in the limit Φ →
+∞ the ‘−’ channel completely closes and the system is again found at thermal
equilibrium (j+(0→ 1) = 0) but now with the energy gap ∆E − F . The resulting
population inversion for F > ∆E is a most simple example of gauge transformation
(4.1), applied here to easily deal with the driving forces when they become derivable
from a potential. From this point of view, the population inversion is a superficial
concept here since ∆E − F = E(1) − E(0) is just the full energy gap after the
transformation with U(1) − U(0) = −F completely removing the driving force has
been applied.
High temperature behaviour However, more important is how these simple ob-
servations carry over when both channels remain open to hold the system out of
equilibrium: one checks that for an arbitrarily weak channel asymmetry the popula-
tion inversion ρ(1) > ρ(0) still occurs whenever the driving force is strong enough,
and for large enough (but finite) temperature T = 1/β. This follows from
log ρ(1)
ρ(0) = −
∆E − F tanh
(
Φ
2
)
T
+ O
( 1
T 2
)
(4.17)
In contrast to the limiting case Φ→ +∞, the driving force now does not derive from
a potential and hence cannot be transformed out. Nevertheless, the leading term
in the high-temperature expansion (4.17) suggests that ∆E − F tanh(Φ2 ) may take
over the role of an effective energy gap, though we are now dealing with a genuine
non-equilibrium system where the energy levels are ambiguously defined.
Low temperature behaviour In the low-temperature regime the relative occu-
pation (4.17) has the asymptotic
log ρ(1)
ρ(0) = −
∆E
T
+ Φ sgn(F ) + O (T ),
showing that independently of the driving force there is no population inversion at
zero temperature. Nevertheless, the system undertakes a transition between “insu-
lator” and “conductive” regimes at F = ±∆E as seen from the low-temperature
current asymptotic,
j+(0→ 1) ' sgn(F ) e
|F |−∆E
2T +
φ
2 sgn(F ) T→0
+−−−−→
{
0 if |F | < ∆E
±∞ if |F | > ∆E
This can be understood by observing that in the low-driving (or insulator) regime,
|F | < ∆E, the state ‘0’ remains a well defined ground state in the sense that in both
channels
log k±(1→ 0)
k±(0→ 1) → +∞ for T → 0,
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whereas in the high-driving (or conductive) regime F > ∆E the system exhibits a
limit cycle behavior,
log k−(1→ 0)
k−(0→ 1) → +∞, log
k+(1→ 0)
k+(0→ 1) → −∞;
analogously for −F > ∆E.
Energetics
In the pursuit of generalized heat capacity (4.14), we need to determine the reversible
work and heat at first. We have seen that the reversible work can be expressed in
terms of the quasi-potential (4.12), which depends on the total energy and local
power of non-potential forces. Fixing the a priori gauge the energy levels are given
as E(0) = 0, E(1) = ∆E while the non-potential work being W nonp(0 ±−→ 1) = ±F
and W nonp(1 ±−→ 0) = ∓F . The local power can be obtained directly then from
definition (3.3)
wnonp(0) = W nonp
(
0 +−→ 1
)
k+(0→ 1) +W nonp
(
0 −−→ 1
)
k−(0→ 1)
= F (k+(0→ 1)− k−(0→ 1)),
wnonp(1) = W nonp
(
1 +−→ 0
)
k+(1→ 0) +W nonp
(
1 −−→ 0
)
k−(1→ 0)
= F (k−(1→ 0)− k+(1→ 0))
and hence the second term of the quasi-potential V (i) = E(i)− 1/L[wnonp](i) can be
in general determined by looking for solution of L[V˘ ](i) = wnonp(i)− 〈wnonp〉ρ.
The generalized heat capacity (4.14) in terms of quasi-potential
Cnoneq = ∂T 〈V 〉ρ − 〈∂TV 〉ρ = 〈V 〉∂T ρ
simplifies in case of two level model to
Cnoneq = V (0) ∂Tρ(0) + V (1) ∂Tρ(1) = β2ρ(0) ρ(1) ∆V G,
where β is the inverse temperature, ∆V = V (1) − V (0) is the gap in the quasi-
potential and the G is shorthand for G = ∂β log(ρ0/ρ1). We can see that to be able
to determine the generalized heat capacity the knowledge of the gap in quasi-potential
∆V is sufficient. As a result we obtain
∆V = ∆E + F
tanh
(
∆E
2T
)
tanh
(
F
2T
)
− tanh
(
Φ
2
)
1− tanh
(
∆E
2T
)
tanh
(
F
2T
)
tanh
(
Φ
2
) .
Note first that for F = 0 one gets ∆V = G = ∆E and we obtain a well-known for-
mula for the heat capacity of an equilibrium two-state model. Away from equilibrium
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Figure 4.3: The quasi-potential gap ∆V = V (1) − V (0) compared to the gap G =
∂β ln[ρ(0)/ρ(1)] as a function of temperature T = 1/β. The particular choice of parame-
ters is U = 1 and Φ = 3.
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the picture becomes far more complicated since both energy-dimensional quantities G
and ∆V are now different and generally not related in a simple way. Moreover, they
can obtain opposite signs for large enough driving forces, which then results in neg-
ative values of the generalized heat capacity, see figures 4.3–4.4. Next we separately
analyze three asymptotic regimes.
High temperatures For large temperature values the quasi-potential gap is
∆V = ∆E − F tanh(Φ/2) + O
(
1/T 2
)
,
which coincides with the asymptotic of G as obtained from equation (4.17). Hence
the heat capacity equals
Cneq =
[
∆E − F tanh(Φ2 )]2
4T 2 + O
( 1
T 3
)
We see that F ∗ ≡ ∆E/ tanh(Φ/2) is a critical value of the driving, above which the
system exhibits a population inversion and also the gap ∆V changes sign. As a result,
for any F 6= F ∗ the heat capacity is asymptotically strictly positive and decaying as
1/T 2, i.e. similarly as in equilibrium. Note that the asymptotic equality ∆V ' G
remains true even for a driving force F much larger than the model parameter ∆E, the
original meaning of which as an energy gap then becomes meaningless. Instead, there
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Figure 4.4: The temperature dependence of the heat capacity for sub-critical, critical and
supercritical driving. The model parameters are U = 1 and Φ = 3.
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is another gauge that becomes natural here: by making the transformation (4.1) with
U(0) = 0 and U(1) = −F tanh(Φ/2), we obtain “renormalized” energy levels with the
gap E˜(1)−E˜(0) = ∆E−F tanh(Φ/2), which is directly seen in the leading asymptotic
∆V ' G ' E˜(1)− E˜(0). After this transformation, the residual non-potential forces
contribute to the heat capacity only by correction o(1/T 2). In this sense the full
high-temperature regime away from the critical value F ∗ is to be understood as
essentially close to equilibrium, but with the renormalized energy levels E˜(i) and
the corresponding Boltzmann stationary distribution. From this point of view the
observed population inversion at high temperatures and strong driving is only an
artifact of describing the model in terms of “unphysical” energy levels E(i).
High temperatures — critical We have seen that the value F = F ∗ plays a
special role since in this case the above gauge transformation leads to degenerate
energy levels, and therefore the heat capacity becomes zero up to order 1/T 2. More
detailed calculations reveal that both gaps ∆V and G are of order 1/T 2 which yields
an anomalously fast-decaying heat capacity,
Cneq =
∆E6
64T 6 sinh4 Φ2
+ o
( 1
T 6
)
(4.18)
The existence of the high-temperature critical driving leads to the following subtle
phenomenon: there is a temperature curve T = T 1(F ) along which ∆V = 0 and
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another one, T = T 2(F ) > T 1(F ), on which G = 0. Both curves have the identical
leading asymptotic, for F > F ∗,
1
T 1,2(F ) = 2 sinh
(Φ
2
)√ 2(F − F ∗)
∆E3 sinh Φ
+ o
(
(F − F ∗) 12
)
.
On both curves the heat capacity vanishes and they form the boundary of a tiny region
in the (T, F )−space inside which Cneq exhibits negative values. Its full dependence
on the driving for a fixed intermediate temperature is depicted on figure 4.5 where the
above mentioned region has been zoomed in. Notice the negative values of the heat
capacity for large F ; this is a strong-non-equilibrium effect and we may expect that
no gauge transformation would significantly simplify the thermodynamic description
in this region due to a strong temperature-dependence of the quasi-potential gap ∆V .
Figure 4.5: Steady heat capacity as a function of the driving, with the parameters ∆E = 1,
Φ = 3, and T = 1. The tiny region of negative heat capacity in the vicinity of the critical
driving is zoomed in.
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Low temperatures The quasi-potential gap ∆V has the low-temperature asymp-
totic
∆V = ∆E + |F |+ O
(
|F | e−βmin{∆E,|F |}
)
(4.19)
in which the temperature dependence emerges only in the exponentially small cor-
rection (along the limit T → 0+). This suggests that it is appropriate to make the
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gauge transformation with U(0) = 0 and U(1) = F , to define the “renormalized”
energy levels E˜(0) = 0 and E˜(1) = ∆E + |F | through which the heat capacity gets
the simplified approximate form
Cneq ' ∂T 〈E˜〉ρ,
i.e. with only a negligible contribution from the second term in (4.13). One checks
by comparing with the exact result that this intuition is indeed correct. The appar-
ent disagreement between the low-temperature asymptotic of the gaps ∆V and G,
cf. (4.16) and (4.19), indicates that the low-temperature regime corresponds to strong
non-equilibrium with non-Boltzmannian statistics. Formally, it can be described by
an effective temperature defined by
log(ρ1/ρ0) = −(E˜(1)− E˜(0))/T eff,
explicitly T eff = T (1+|F |/∆E) > T . Using the fact that Cneq ' (1+|F |/∆E) ∂〈E˜〉ρ/∂T eff,
we can trace back the exponential decay of the heat capacity for T → 0+ to the expo-
nential suppression of thermal excitation, which is analogous to the equilibrium third
law of thermodynamics. Since ∆V ' ∆E + |F | > 0, and recalling that our model
exhibits no population inversion in the zero-temperature limit, we conclude that the
generalized heat capacity remains strictly positive at low temperatures. In particular,
it does not exhibit any transition at F = ∆E where the system undertakes a change
between the “insulator” and the “conductive” transport regimes.
We finish this example by indicating how to extend the above approximate descrip-
tion of the low-temperature behavior to arbitrary temperatures and driving forces.
Formally defining the effective temperature T eff = ∆V/ log(ρ0/ρ1), we can write the
reversible heat (4.9) in the form of a Clausius equality
d¯Qrev = T effdS, S = −
∑
i=0,1
ρ(i) log ρ(i)
with S the Shannon entropy of the stationary distribution ρ. In this framework the
heat capacity obtains the form Cneq = T effdS/dT . In contrast with the above low-
temperature regime, the effective temperature now becomes a nontrivial function of
T ; for example, it becomes zero on the critical line T = T 1(F ). Obviously, such
a representation in terms of a (single) effective temperature has no straightforward
extension to models with a larger number of states, and significant modifications
are needed. Some extensions of the Clausius relation to non-equilibrium and its
limitations have been studied in [KNST08, KNST20, SH11].
4.3.6 Example: Three-level model
Now we consider a three-level version of the above model, introduced in subsection
2.4.3 also presented in [PBN12], with states ‘0’, ‘1’ and ‘2’ mutually connected by
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Table 4.1: Zero-temperature phases of the driven three-level model. In all cases
log(ρ(2)/ρ(0 or 1))→ −∞ for T → 0+.
Zero-temperature phases log(ρ0/ρ1) J
E(2) < 2E(1) Wext < E(1) +∞ 0
Wext > E(1) +∞ +∞
E(2) > 2E(1)
Wext < E(1) +∞ 0
E(1) < Wext < E(2)− E(1) −∞ 0
E(2)− E(1) < Wext −∞ +∞
single channels. The system is driven out of equilibrium by a force acting along the
loop 0→ 1→ 2→ 0 and performing equal non-potential work,
W nonp0→1 = W
nonp
1→2 = W
nonp
2→0 = Wext,
along all those transitions, see The dynamics are defined by the transition rates
k(i→ i±) = Ai,i± exp
[
β
2 (E(i)− E(i±)±Wext)
]
where i+ (respectively i−) is the succeeding (respectively the preceding) state along
the oriented loop 0 → 1 → 2 → 0; e.g., 0+ = 1, 0− = 2 etc. The prefactors
Aij = Aji > 0 are symmetric in order to satisfy the local detailed balance condi-
tion (2.22) but arbitrary otherwise. We only assume that they can be kept constant
and independent of other parameters like the temperature or forces. To be specific,
we assume that E(2) > E(1) > E(0) = 0 and Wext > 0.
The present model exhibits a rich collection of different zero-temperature phases
which are summarized in table 4.1. In particular, it demonstrates a population inver-
sion between levels ‘0’ and ‘1’ in the case E(2) > 2E(1) and Wext > E(1). Later we
will see that at the “critical” driving Wext = E(1), where the zero-temperature popu-
lation inversion occurs, the model exhibits an anomalous low-temperature behavior.
For the three-level model we skip the detailed analysis and only concentrate on
some new features that were not seen in the previous two-level example. Therefore
we consider the case E(2) > 2E(1) in which the system exhibits a zero-temperature
transition in the stationary occupations, see table 4.1. The generalized heat capacity
in the (T,Wext)−plane is depicted in figure 4.6 where we see that (T = 0, F = E(1))
is an accumulation point of the curves of zero generalized heat capacity.
In order to better understand the behavior we look into the critical case Wext =
E(1) in more detail and compare it with sub- and super-critical case, the results are
summarized in figure 4.7. In the critical scenario at zero temperature the states ‘0’ and
‘1’ degenerate into a single energy level, both in the sense of stationary occupations,
ρ(0) = ρ(1) = 1/2, and in the sense of the quasi-potential, V (0) = V (1). Increasing
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Figure 4.6: The heat capacity landscape in (T,Wext)-plane with curves of constant heat
capacity. The particular choice of parameters is E(1) = 1, E(2) = 3 and A0,1 = 1, A1,2 = 2
and A2,0 = 4.
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the temperature, the occupation of state ‘0’ also increases (in this way behaving
like an excited state), whereas the quasi-potential satisfies V (1) > V (0), meaning
that the degeneracy gets removed and a positive energy gap opens between states
‘0’ (lower) and ‘1’ (higher). As a direct consequence of these opposite tendencies the
generalized heat capacity becomes negative at Wext = E(1) and low temperatures,
with an anomalously fast decay to zero for T → 0+ due to the zero-temperature
degeneracy of both states. Note that although the presence of state ‘3’ is essential
for breaking the detailed balance and for the non-equilibrium features of our model,
it does not directly enter low-temperature energetics. It also does not substantially
contribute to the heat capacity until high enough temperatures where its occupation
becomes relevant.
4.3.7 Example: Diffusion in 2D-plane
As an example for diffusions let us consider the driven two-dimensional rotation-
ally symmetric overdamped diffusion in an homogeneous environment at the inverse
temperature β = 1/T , see subsection 2.5.4 in chapter 2 for additional details about
overdamped diffusions, which is described by time evolution (2.47)
dqt = [F (qt)−∇U(qt)] dt+
( 2
β
) 1
2
dW t,
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where U(q) = λ2 ‖q‖2 is the quadratic potential and F (q) = v(‖q‖) eθ(q) is the
angular driving force, where eθ(q) is the unit vector in the angular direction at
the position q. Note that both forces are mutually orthogonal F (q) ·∇U(q) = 0.
Furthermore we will assume that the magnitude of the driving is proportional to the
power of radius v(r) = κ rα with some fixed exponent α > −1.
Because of the angular symmetry of the system we will further proceed in the polar
coordinates (r, θ). The stationary distribution and the steady probability current
(2.51) are then obtained from the stationarity equation
∂r (rjr(r, θ)) + ∂θjθ(r, θ) = 0
with the components or the probability current being
jr(r, θ) = −ρ(r, θ) ∂rU(r)− T ∂rρ(r, θ),
jθ(r, θ) = ρ(r, θ) v(r)− T
r
∂θρ(r, θ).
The explicit solution can be found
ρ(r, θ) = 1
Z
e−βU(r), Z = 2piT
λ
, j(r, θ) ≡ (jr, jθ) = (0, ρ(r, θ) v(r)),
where we can see that steady state has the same probability distribution as in equi-
librium, which is due to the orthogonality of the potential −∇U and non-potential
driving F forces. Moreover the steady probability current is proportional only to the
non-potential forces and as such it has only an angular component, thus creating a
vortex around the origin.
As there is a non-zero steady probabilistic current, there exists a steady heat
current from the system to the environment which is given by the mean value of the
local power, where the local power of the driving force F is given by the function
w(q) = F (q) · (F (q)−∇U(q)) + T ∇ · F (q) = v2(‖q‖),
from where it follows that the mean steady dissipated power is
〈w〉ρ ≡
∞∫
0
dr
2pi∫
0
dθ w(r, θ) ρ(r, θ) = Γ(α+ 1)κ2
(2T
λ
)α
,
where Γ is the gamma function. Notice that 〈w〉ρ diverges when α→ −1. Moreover
the mean local power is increasing function of temperature T for α > 0 while it is
decreasing for −1 < α < 0, this associated with the fact that the increase of the
temperature always increase the probability of observation a particle further from
the origin, which is in case α > 0 is associated with higher dissipation as the driving
force increase with the radius, while in the other case −1 < α < 0 the dissipation
diminishes as the driving force is weaker.
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Non-equilibrium heat capacity
Such dependence on the parameter α is also reflected on quasistatic response func-
tions, namely the heat capacity. The generalized heat capacity (4.14) as defined via
the quasistatic “reversible” heat (4.13) is given by the general formula
CF = ∂T 〈U〉ρ + ∆CF ,
∆CF =
〈
∂T
1
L [w]
〉
ρ
,
where with the subscript F we denote the that the heat capacity is given with respect
to constant driving force, namely κ = const. For this particular model, the first
“classical” term is in accordance with the equilibrium equipartition theorem ∂T 〈U〉ρ =
1 (using the convention kB ≡ 1). For the second genuinely non-equilibrium term we
need to compute the function G(r, θ) = 1L [w](r, θ) satisfying the equations (C.7) and
(C.6)
〈G〉ρ = 0,
L[G](r, θ) = L 1L [w](r, θ) ≡ w(r, θ)− 〈w〉ρ.
where the backward generator generator (2.50) is in polar coordinate system given
by
L[A](r, θ) =− ∂rU(r) ∂rA(r, θ) + v(r)
r
∂θA(r, θ)+
+ T
r
∂r (r∂rA(r, θ)) +
T
r2
∂2θA(r, θ).
We will assume that the angular symmetry of the system also ensures the pseudoin-
verse will be again symmetric G(r, θ) ≡ G(r), which yields to
−U ′(r)G′(r) + T
r
(r G′(r))′ = w(r)− 〈w〉ρ,
where we used the notation f ′ ≡ ∂rf(r). By changing the variable G(r) = g(z),
z = λ2T r2, it simplifies to
2z g˙(z) = h(z),
∞∫
0
dz g(z) e−z = 0,
where we denote g˙(z) ≡ ∂zg(z) and h(z) satisfy
λ
[
h˙(z)− h(z)
]
= w(r)− 〈w〉ρ,
h(0) = 0.
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The latter equation has the solution
h(z) = 〈w〉ρ
λ
[
1− Γ¯(α+ 1, z) ez
]
where
Γ¯(s, z) = Γ−1(s)
∞∫
z
dt ts−1 e−t
is the regularized incomplete gamma function. Finally, the non-equilibrium correction
to the equilibrium heat capacity is
∆CF =
∞∫
0
dz
[
∂T g(z)− g˙(z) z
T
]
e−z = − 12T
∞∫
0
dz h(z) e−z = α〈w〉ρ2λT (4.20)
We observe that the non-equilibrium correction is linearly growing with the steady
entropy production rate, 〈w〉ρ/T , and therefore that it depends on temperature as
O
(
Tα−1
)
. It is positive for α > 0 and negative for −1 < α < 0. The latter means
that the full generalized heat capacity CF becomes negative whenever α < 0 and v
large enough or T small enough.
Figure 4.8: Non-equilibrium correction for the heat capacity for different values of α.
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Instead of the heat capacity CF at constant driving, here meaning κ = const.,
we can consider the heat capacity at constant dissipation, CW , as defined under the
constraint 〈w〉ρ = const.. For the model under consideration, ∆CW = ∆CF and also
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CW = CF as an immediate consequence of the driving-independence of the stationary
distribution ρ. Nevertheless, the constant-dissipation heat capacity has a different
temperature dependence ∆CW ∝ 1/T , independently of the exponent α.
One also checks that the heat capacity essentially does not depend on the mobility
as long as the latter is homogeneous and isotropic. Indeed, assuming a more general
(scalar but possibly temperature-dependent) mobility χ(T ), the formula (4.20) gets
only slightly modified
∆CF =
α〈w〉ρ
2λT χ(T ) ∝ T
α−1 (4.21)
Since D = Tχ coincides with the diffusion parameter, we can read the result in the
way that ∆CF comes from the mutual ratio between the injected/dissipated energy
〈w〉ρt and λDt which is a typical scale of system’s energy changes by the diffusion
process, both within same small time interval t.
One possible physical interpretation of the non-equilibrium correction in this par-
ticular model comes out by rewriting the formula (4.21) in the form
∆CF =
1
2λ ∂T
[
χ−1〈w〉ρ
]
.
Since the relaxation mechanism is (at least in the r−sector) determined by the equi-
librium F ≡ 0 process, its characteristic time of relaxation is τ = χλ. Hence, the
heat capacity correction goes like ∆CF ∝ ∂T [τ〈w〉ρ], with only a numerical propor-
tionality factor 1/2. Here the quantity τ〈w〉ρ reads the total amount of dissipated
energy within the time needed to run through a relaxation process — in some sense,
one can consider that it measures the energy ‘available in the non-equilibrium sur-
roundings’ the changes of which contribute to the renormalized heat exchange; a bit
analogously as the pV−term in the equilibrium enthalpy. In this interpretation of the
negative sign of the non-equilibrium correction term appears whenever the increase
of temperature moves the system into a lower dissipation regime or, more precisely,
into the regime with a lower “available energy” from the non-equilibrium driving —
typically when higher temperature effectively corresponds to weaker non-equilibrium
as measured on the relaxation time-scale.
4.3.8 Example: Diffusion in quadratic potential
As an example of the system where the Clausius relation holds true even far of
equilibrium is the particle in quadratic potential in homogeneous media undergoing
the driven overdamped diffusion in 2D, see also 2.5.4, here if compared with the
example 4.3.7 the quadratic potential is not in the center of the vortex created by
non-potential force, see picture 4.9. In order to simplify the analysis we assume that
the mobility matrix χ does not depend on the temperature of the environment, in
particular we can set the mobility to be one, χ = I. The system’s dynamics is then
fully determined by the quadratic potential
U(q) = 12ω
2 (q − q0)2
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Figure 4.9: Scheme of the 2D model with quadratic potential.
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y
F(q)
−∇U(q)
q0
and by the driving force
F (q) = FJ · q
where the matrix J creates an orthogonal vector to q and hence is given
J =
[
0 −1
1 0
]
.
The total force is then given by
G(q) = −ω2 (q − q0) + FJ · q = −A · (q − q˜0)
where the matrix A and the vector q˜0 are given by
A =
(
ω2 F
−F ω2
)
, q˜0 = ω2A−1 · q0.
Notice that the matrix A is symmetric AT = A if and only if there is no non-potential
driving.
One can check that whenever there exists a positively definite matrix K solving
K · A+ AT ·K = 2K2
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then the steady state (2.10) is given by
ρ(q) = 1
Z
e−
β
2 (q−q˜0)·K·(q−q˜0).
In this particular case the matrix K is given by
K = ω2I.
Similarly the quasi-potential (4.12) has the quadratic form
V (q) = 12 (q − q˜0) · U · (q − q˜0) ,
where U solves the equation
U · A+ AT · U = 2AT · A,
which in this particular case is
U = F
2 + ω4
ω2
I.
We can see that in this particular case the energy function governing the steady state
is the multiple of the quasi-potential, hence the stationary distribution is Boltzmann-
like (4.11) with generalized inverse temperature
β˜(α) = β ω
4
ω4 + F 2 .
Hence we can see that in this particular model the Clausius relation holds true for
arbitrary choice of parameters.
4.4 Near equilibrium regime
It is well known fact the analysis of most non-equilibrium systems simplifies when
we approach the equilibrium. In this section we will analyse systems in the vicinity
of equilibrium by providing a systematic expansion of the “reversible” heat and work
up to the first order in presumably small non-equilibrium driving. The underlying
bases for this expansion was provided by McLennan, when he showed that the steady
state of the system in the vicinity of equilibrium is approximately Boltzmann-like
[McL59]. Later Komatsu and Nakagawa proved the close relation of the proposition
of McLennan to the transient fluctuation theorem [KN08]. In this section we however
mostly follow the work of Maes and Netočný [MN10]. As we have already seen
the Boltzmann-like steady state with an appropriate quasi-potential is a sufficient
condition to obtain an extended Clausius relation, see subsection 4.3.2. We will show
that in the linear order around equilibrium the Clausius equation is indeed valid.
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4.4.1 Steady state
In order to simplify the discussion we restrict ourselves only to systems without any
explicit time dependence in contact with the single thermal bath without velocity-like
degrees of freedom, e.g. overdamped diffusion and Markov jump processes, driven out
of equilibrium only by a non-potential force F . Under these condition the magnitude
of such force ‖F ‖ can be used as the small parameter measuring the strength of the
non-equilibrium driving.
By setting the F = 0 we obtain an equilibrium dynamics represented by the
forward Kolmogorov generator L∗0 with the steady state ρ0 given by the equilibrium
Boltzmann distribution, i.e.
0 = L∗0[ρ0](x), ρ0(x) =
1
Z0
e−βE(x),
which provides us the leading order of the expansion. We formally expand the forward
Kolmogorov generator and the steady state around the equilibrium ones L∗0 and ρ0
up to the first order in the magnitude of driving and obtain
L∗[µ](x) = L∗0[µ](x) + L∗1[µ](x) + O
(
‖F ‖2
)
,
ρ(x) = ρ0(x) + ρ1(x) + O
(
‖F ‖2
)
,
where by index 1 are denoted first order corrections. Notice that in case of the
overdamped diffusion the expansion of the forward Kolmogorov generator up to the
first order is exact, because the forward Kolmogorov generator (2.49) is a linear
function of the applied force. The steady state up to the first order in the magnitude
of the non-equilibrium driving is then given by the solution of the stationary condition
(2.10), i.e. by
0 = L∗[ρ](x) = L∗0[ρ1](x) + L∗1[ρ0](x) + O
(
‖F ‖2
)
,
from where the first order correction can be found to be
ρ1(x) = − 1L∗0
L∗1 [ρ0] (x), (4.22)
where 1/L∗0 is the forward pseudoinverse (4.5).
The first step in order to associate the correction (4.22) with an observable quan-
tities, is to realize that it is valid
L∗1[ρ0](x) = −β w1(x) ρ0(x) + O
(
‖F ‖2
)
,
where the w1(x) is the first order contribution the local power of non-potential forces.
One can show this either directly for each particular model, e.g. for jump processes
see [MN10], or one can follow the general heuristic argument. The L∗1[ρ0] can be
considered to be the time evolution of the equilibrium probability distribution with
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respect to the full dynamics, i.e. we consider it to represent an initial stage of the
relaxation process towards steady state starting from the equilibrium. As the prob-
ability density has to be normalized at each time, the change of the probability
distribution for particular configuration x has to be compensated by induced proba-
bility currents from x. Each probability current can also be related to the heat flux
associated with the transition and also to the probability that given configuration is
going to be occupied. On the other hand the heat flux is solely induced by the action
of non-potential forces during the relaxation process, while the potential forces are
balanced in equilibrium, and hence can be directly related to the local power of these
forces. Thus concluding the heuristic argument. The first order correction (4.22) is
hence given by
ρ1(x) = β
1
L∗0
[wρ0](x).
One of the consequences of the global detailed balance (3.14) for the equilibrium
dynamics is the symmetry in correlation function with respect to equilibrium state
〈
etL0 [A]B
〉
ρ0
=
∫∫
dρ0(x0) dP(0,T ] (ω|X0 = x0) A(xT )B(x0) =
=
∫∫
dρ0(xT ) dP(0,T ] (Θω|X0 = xT ) A(xT )B(x0) =
=
∫∫
dρ0(x′0) dP(0,T ]
(
ω
∣∣X0 = x′0) A(x′0)B(x′T ) = 〈A etL0 [B]〉
ρ0
,
which yields to the identity
etL0 [A](x) ρ0(x) = etL
∗
0 [Aρ0] (x)
or equivalently to
L∗0[Aρ0](x) = L0[A](x) ρ0(x).
As a consequence of this identity we express the forward pseudoinverse in the first
order correction (4.22) in terms of backward pseudoinverse and obtain
ρ1(x) = β
1
L0 [w1](x) ρ0(x).
By putting all the terms of the stationary distribution altogether we obtain
ρ(x) = 1
Z0
exp
[
−β
(
E(x)− 1L0 [w1](x)
)]
+ O
(
‖F ‖2
)
, (4.23)
where we can see that the stationary probability distribution up to the first order
in non-equilibrium driving effectively corresponds to the equilibrium system with an
energy function given by
E˜(x) = E(x)− 1L0 [w1](x).
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4.4.2 Work and heat
We have seen that the steady state is given by the stationary distribution (4.23), where
the effective energy function resembles the quasi-potential present in the definition
of the reversible work (4.8). In order to verify whether these terms are the same
or if there is some fundamental difference we need to expand the quasi-potential up
to the first order in the magnitude of non-equilibrium driving. For that purpose we
introduce the Dyson like series for backward pseudoinverse, which reads
1
L [A](x) =
1
L0 [A](x)−
1
L0L1
1
L [A](x) +
〈 1
L [A]
〉
ρ0
. (4.24)
Notice that the main difference between the Dyson series and our extension is the
presence of the last term which is associated with the difference between the kernels
of L and L0. It is quite straightforward that up to the first order only the first order
term of the local power contributes, hence the quasi-potential simplifies to
V (x) = E(x)− 1L [w](x) = E(x)−
1
L [w1](x) + O
(
‖F ‖2
)
.
We apply the Dyson-like expansion (4.24) and obtain
V (x) = E(x)− 1L0 [w1](x)−
〈 1
L [w1]
〉
ρ0
+ O
(
‖F ‖2
)
.
Obviously,〈 1
L [w1]
〉
ρ0
=
〈 1
L [w1]−
1
L0 [w1]
〉
ρ0
=
=
∞∫
0
dt
{(
〈w1〉ρ − 〈w1〉ρ0
)
−
〈(
etL − etL0
)
[w1]
〉
ρ0
}
=
= −
∞∫
0
dt
〈(
etL − etL0
)
[w1]
〉
ρ0
+ O
(
‖F ‖2
)
,
moreover it is also valid that
(
etL − etL0
)
[w1](x) =
t∫
0
ds e(t−s)L0L1esL[w1](x) = O
(
‖F ‖2
)
hence the term
〈
1
L [A]
〉
ρ0
is at least of second order in non-equilibrium driving.
We can conclude that up to the first order in the non-equilibrium driving the
“reversible” work is given by the quasi-potential which corresponds to the effective
energy E˜(x). As we have already seen if the “reversible” work is given by the same
quasi-potential as the steady state, we have shown that the generalized Clausius rela-
tion (3.31) is valid up to the first order in non-potential driving around equilibrium.
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In this case the temperature is the actual temperature of the attached thermal bath
and Shannon entropy is given as
S = β
〈
E − 1L0 [w1]
〉
ρ
+ lnZ0.
Consequently the generalized heat capacity (4.14) is always positive and given by
C = 1
T 2
[〈
V 2
〉
ρ
−
(
〈V 〉ρ
)2]
+ O
(
‖F ‖2
)
.
4.5 Low-temperature behaviour
At beginning of the 20th century Nernst and Planck [Cal85] provided the last building
block of the classical thermodynamics in the form of so called Nernst theorem or
more commonly as the third law of thermodynamics. The third law states that
the for temperature going to absolute zero also the entropy needs to converge to
zero, i.e. close to zero temperature the isothermal and adiabatic processes became
indistinguishable. It’s precisely the third law of thermodynamics that ensures that
many quasistatic response functions go to zero at zero temperature, e.g. the heat
capacity under any constraint, thus ensuring practical inaccessibility of the absolute
zero. Although the third law seems to be valid in real systems there are models
which does not obey the third law, e.g. the classical ideal gas. In equilibrium the
breaking of the third law of thermodynamics is closely related to the degeneracy of
the ground state usually associated with the simplified description of the real physical
system, which is not adequate at very low temperatures. There is no definite answer
to the question whether the Third law of thermodynamics has a meaningful non-
equilibrium generalization, e.g. in terms of vanishing generalized heat capacity in
the zero temperature limit. We have seen that the answer in case of the two- and
three-level model was positive. However in this sections we will show examples which
violates the third law even among the systems with finite number of configurations
and discuss the reasons behind such behaviour. Let us stress once more that the
classification of systems according to their low temperature behaviour is still an open
question.
4.5.1 Example: “Merry-go-round” model
The first example which we will study is a discrete model with N states on the ring
denoted as x = 1, 2, . . . , N (N ≥ 3 and N + 1 ≡ 1) and an extra state connected to
all others denoted by , see figure 4.10. Such system can represent a driven ratchet
with the possibility to hurdle over several tooths at once. The dynamics is fully
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Figure 4.10: Illustration of the “Merry-go-round” model for N = 6 with denoted possible
transitions.
1 2
3
45
6 
determined by transition rates
k(x→ x± 1) = e±βF/2,
k( → x) = e−β(∆+U)2 ,
k(x→ ) = e−β(∆−U)2 ,
where F denotes the work associated with driving forces, U is the energy associated
with the middle state  and ∆ > 0 is the height of the barrier which separates the
middle state from the ring. Given these transition rates, the stationary distribution
is given by
ρ() =
(
1 +Ne−βU
)−1
,
ρ(x) =
(
N + eβU
)−1
,
from where we can see that it is independent of the driving force F as well as the
height of the barrier ∆. On the level of occupations, we can interpret the situation
as to have the ‘ground state’  and N identical ‘excitations’ with energy gap U .
Despite its simplicity, our model exhibits a low-temperature crossover between
prevailing conductor- and insulator-like behavior. We compare the steady probabilis-
tic current on the ring
 ≡ j(x→ x+ 1) = ρ(x) [k(x→ x+ 1)− k(x+ 1→ x)] = e
βF
2 − e−βF2
N + eβU
86 CHAPTER 4
with the overall activity of the system represented by the overall “number of transi-
tions per second”
A =
N∑
x=1
ρ(x) [k(x→ x+ 1) + k(x→ x− 1) + k(x→ )] + ρ()k( → x)
= e
−β∆2 +N(e
βF
2 + e−
βF
2 + e
β(U−∆)
2 )
N + eβU ,
i.e. we calculate the relative number of those transitions contributing to transport
and dissipation
N
A =
N
(
e
βF
2 − e−βF2
)
e−
β∆
2 +N
(
e
βF
2 + e−
βF
2 + e
β(U−∆)
2
) .
With N fixed, this ratio tends along β → +∞
1. to zero provided |F | < U −∆ (insulator),
2. to unity on the condition 0 6= |F | > U − ∆ (conductor); in particular, it is
always conductor in the case ∆ > U .
This result can be also concluded from the heuristic picture: For |F | < U − ∆
the state  is a preferred successor, i.e. transition rate k(x→ ) is by far larger
then transition rates k(x→ x± 1), for all states on the ring and hence whenever an
excitation from ground state occurs it is most likely to be suppressed by de-excitation
within short time interval with marginal contribution to the current on the ring. On
the other hand, for |F | > U − ∆ the preferred successor lies on the ring for every
state and hence an excitation from the ground state  is typically followed by a
large number of rounds over the ring before it eventually vanishes, like when on a
fast-enough rotating merry-go-round, thus inducing a large current.
In order to study the behaviour of the generalized heat capacity (4.14) in low
temperature asymptotic we need to find the quasi-potential V0 = V (), V1 = V (1) =
. . . = V (N), i.e. we need to solve the equation L[V ] = q − 〈q〉ρ with the backward
Kolmogorov generator (2.16) being
L[V ]0 ≡ L[V ]() = N e
−β(∆+U)
2 (V1 − V0),
L[V ]1 ≡ L[V ](1) = . . . = L[V ](N) = −e
−β(∆−U)
2 (V1 − V0)
and the local heat production
q0 ≡ q() = −NUe
−β(∆+U)
2 ,
q1 ≡ q(1) = . . . = q(N) = Ue−
β(∆−U)
2 + F
(
e
βF
2 − e−βF2
)
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Table 4.2: Two regimes of the “merry-go-round” model.
insulator |F | < U −∆ C  e−βU
conductor |F | > U −∆ C  eβ(|F |−3U+∆)2 if F 6= 0
 e−βU if F = 0
which yields
V0 − V1 = U + F e
β(∆−U)
2
e
βF
2 − e−βF2
1 +Ne−βU .
Hence, V0 − V1 = U + O
(
|F |eβ(|F |−U+∆)2
)
where the non-equilibrium correction is
exponentially damped in β for the insulator (|F | < U − ∆), whereas it exponen-
tially diverges in the conductor regime. Heuristically, the asymptotics follows by
observing that in the conduction regime the particle started anywhere in the ring
typically performs O (k(x→ x+ 1)/k(x→ )) ≈ eβ(|F |−U+∆) jumps along the ring
(each contributing to the heat by |F |) before it finally jumps to .
Finally, the generalized heat capacity (4.14) is
C = −
〈
∂V
∂(β−1)
〉
ρ
= Nβ2(V0 − V1)Ue−βUρ2()
In the conduction regime it goes asymptotically like C  eβ(|F |−3U+∆)2 and hence
it exhibits exponential divergence whenever 0 6= |F | > 3U − ∆. In particular, for
∆ > 3U we have exponential damping for F = 0 (detailed balance), whereas already
for an arbitrarily small F 6= 0 the heat capacity becomes divergent, see summary in
table 4.2.
We have seen that this simple model exhibits a rich behaviour in the zero temper-
ature limit, where there is not only the transition between insulator and conductor,
but also a transition within the conductor regime, where the heat capacity becomes
divergent in the zero temperature limit. While the transition between conducting
and insulator regime is easy to explain on the level of physical reality, we have no
simple physical explanation of the transition within the conducting regime yet.
4.5.2 Example: Driven diffusion on the ring
As a second example exhibiting the non-trivial low temperature behaviour we will in-
vestigate the diffusion on one-dimensional ring described by the stochastic differential
equation (2.47)
dqt = f(qt) dt+
√
2T dWt, qt ∈ S1
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where the total force f(q) = F −U ′(q) contains the constant driving force F and the
S1 is the unit length interval with periodical boundaries representing the ring. The
forward (2.49) and backward (2.50) Kolmogorov generators are then given by
L[A](q) = f(q)A′(q) + TA′′(q),
L∗[µ](q) = −(f(q)µ(q))′ + Tµ′′(q).
We want to compute the generalized heat capacity (4.14)
CF =
∫
dq ∂Tρ(q)
(
U(q)− 1L [w](q)
)
, w(q) = Ff(q),
with the driving F constant. From the stationarity equation (2.10) and linearity of
the froward Kolmogorov generator we have
(∂TL∗) [ρ](q) + L∗[∂Tρ](q) = 0
and by using the normalization condition∫
dq ∂Tρ(q) = 0,
we obtain
∂Tρ(q) = − 1L∗ [ρ
′′](q)
and hence
CF =
∫
dq
{
Ff(q)
( 1
L∗
)2
[ρ′′](q)− U(q) 1L∗ [ρ
′′](q)
}
. (4.25)
Before we proceed to the analysis of the behaviour of the system under low tem-
peratures we define the notion of the stable point as whether they are present will
prove to be crucial in low temperature limit. We say that q∗ is a stable point of the
dynamics if the total force in such a point is zero and if forces in the vicinity of the
stable point points towards it, i.e. U ′(q∗) = F and U ′′(q∗) > 0. Notice that in case
there is no random thermal force acting on the particle, the position of the particle
placed in the stable point does not evolve in time. However the presence of random
thermal forces ensures in the stochastic dynamics that the particle will eventually
leave the point.
“Insulator” regime
The first case which we will study is the case when there is a single stable point in
the system. We skip a rigorous treatment of the problem and only give a simple
heuristic argument. On the assumption that there exist a unique stable point q∗, the
low-temperature dynamics of the system is localized and hence it can be well approxi-
mated by the effective diffusion dynamics in the quadratic potential U ′′(q∗)(q−q∗)2/2
on the full real line. Hence, it becomes asymptotically indistinguishable from an
equilibrium dynamics under the quadratic potential force, for which the equiparti-
tion theorem yields C = 1/2. More detailed analysis reveal corrections exponentially
damped when T− > 0.
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“Conducting” regime
In case there is no stable point where the forces can be balanced there is always a
steady probability current even in case of low temperatures, hence we speak about the
conducting regime of the system, i.e. the conducting regime then occurs whenever
|f(q)| > 0 along the entire circle. In this case we can evaluate the heat capacity
(4.25) in the zero temperature limit explicitly and we reveal a remarkably different
behaviour with respect to the insulator regime. Using that the zero-temperature
stationary density equals ρ0(q) = j0/f(q), with j0 the stationary current, and by
employing the identity
1
L∗0
[µ′](q) = − 1
f(q)
[
µ(q)−
(∫
dq¯ 1
f(q¯)
)−1 ∫
dq˜ µ(q˜)
f(q˜)
]
=
= − 1
f(q)
[
µ(q)− j0
∫
dq˜ µ(q˜)
f(q˜)
]
= −µ(q)− 〈µ〉ρ0
f(q) ,
where by L∗0 we denote the zero temperature limit of the forward Kolmogorov gener-
ator limT→0+ L∗, along with the periodic boundary conditions we get( 1
L∗0
)2
[ρ′′0](q) = −
1
L∗0
[
(ρ20)′
2j0
]
(q) = ρ
3
0(q)
2j20
− ρ0(q)2j20
∫
dq¯ ρ30(q¯)
and finally
CT=0F =
F
2j0
[∫
dq ρ20(q)−
∫
dq ρ30(q)
]
− 12j0
∫
dq U ′(q) ρ20(q)
= 12 −
F
2j0
∫
dq ρ30(q).
We can see that there is a clear distinction between the conduction and insulator
regime represented as a zero temperature phase transition at F = maxq |U ′(q)|, where
the zero temperature heat capacity suddenly changes from the (finite) equilibrium
value to a divergent pattern, see for example the figure 4.11. Moreover we can see
that in the large driving limit, |F | → ∞, the low temperature heat capacity converges
to zero as the effect of increased temperature is overwhelmed by the driving force and
hence the stationary distribution converge to the uniform distribution over the ring.
Notice also that this behaviour corresponds to the physical intuition that in the
singular driving limit the thermal force is negligible to the driving force and thus the
system does not react to the changes of temperature.
Let us also remark that the formula (4.25) can be written in the “invariant” form
for arbitrary T ,
CF =
∫
dq (f2(q) + Tf ′(q))
( 1
L∗
)2
[ρ′′](q) =
〈[( 1
L
)2
[f2 + Tf ′]
]′′〉
ρ
which manifests that the generalized heat capacity is independent of how the forces
are decomposed into the potential and non-potential components; one may also note
that f2 + Tf ′ = L[V ] whenever f = V ′.
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Figure 4.11: CT=0F for U(q) = sin(2piq).
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4.6 Conclusion
In this chapter we have studied quasistatic processes in non-equilibrium system driven
mostly by non-potential forces. Our main result states that the heat and work can
be naturally decomposed in the quasistatic limit to what we call “housekeeping” and
“reversible” components, see (4.9), (4.8), (4.7). We have identified the diverging
“housekeeping” components with the steady heat and work production which is a
consequence of the system being out of equilibrium. On the other hand we have
shown that the “reversible” components are geometric in the sense that they don’t
depend on the actual parametrization of the external protocol α. We have also shown
that the “reversible” component of total heat/work is a natural generalization of the
equilibrium concept of reversible heat/work. By construction the “housekeeping”
and “reversible” parts behave differently under the protocol inversion α 7→ Θα: while
the “housekeeping” part is symmetric, the “reversible” part is antisymmetric. This
enables us in principle to experimentally distinguish these components of the total
heat by considering the cycle process composed of the forward protocol α and the
backward protocol Θα.
Another result is that the sum of “reversible” heat and work corresponds to the
change of the internal energy defined as the mean value of the energy function, which
is to be interpreted as a (renormalized) quasistatic form of the law of energy con-
servation, see 4.3.3. We have also shown that the “reversible” heat is invariant with
respect to the “gauge” transformation, see 4.3.4, which also enabled us to define the
generalized heat capacity (4.14) as generalized quasistatic response function. We have
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studied the behaviour of the generalized heat capacity in several models 4.3.5, 4.3.6
and 4.3.7, and seen that in strong non-equilibrium situations the heat capacity can
be also negative.
A drawback of the presented renormalization scheme for the (quasistatically diver-
gent) heat and work is that the Clausius relation (3.31) isn’t valid in general, which is
in good agreement with the fact that the generalized heat capacity can have negative
values. Nevertheless up to the first order in non-equilibrium driving 4.4 one proves
the Clausius relation to be still valid as a consequence of the McLennan theorem. We
have found the general sufficient condition (4.11) for the system to obey the Clausius
relation beyond the close-to-equilibrium regime, the question whether we can extend
the class of such systems any further is still open. A related open question is whether
there exist general relations between (quasistatic) response functions analogous to
equilibrium Maxwell relations.
Another open question concerns the possible extensions of the Nernst theorem to
non-equilibrium systems, which we studied only briefly. We have provided examples
exhibiting a zero temperature phase transition and even a divergent low-temperature
asymptotics of the steady heat capacity, see 4.3.7, 4.5.1 and 4.5.2, however the nature
of such low temperature behaviour is still not well understood.
Notice also that we have been focused on mean values of the heat and work
only, whereas the detailed structure of fluctuations in the non-equilibrium quasistatic
regime still remains a largely unexplored field. This is also related to the question
on the role of non-equilibrium response functions in the stability analysis of non-
equilibrium steady states.
Main results of this chapter were published in [BMNP11, PBN12].
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Chapter 5
Quasistatic transformations of
periodically driven systems
In previous chapter we have described the behaviour of various physical systems with
broken detailed balance undergoing quasistatic transformations of external parame-
ters. The global detailed balance in the previous chapter was broken by either the
effect of non-potential forces or by attaching the system to multiple thermal or parti-
cle baths. In this chapter we further extend the formalism of quasistatic processes to
also describe systems driven by periodic forces. We will study the quasistatic trans-
formations connecting periodic steady states and corresponding to slow changes of
arbitrary system parameters, except for the period τ of the driving which in the se-
quel is always assumed constant. Typical physical example of such system is diffusion
of ions in the presence of periodical electric field.
The first part of this chapter will be more mathematical as we will introduce the
description of these systems, first in terms of explicitly time dependent quantities,
then by using the results of Floquet theory in terms of Fourier components. The
second part of this chapter will then focus on how to generalize thermodynamics
to these systems, followed by an analysis of specific limiting cases and finished by
numerical results for some particular examples.
5.1 Description of periodically driven system
The time evolution of a system driven by periodical external forces is again charac-
terized by the forward Kolmogorov generator L∗t
∂tµt = L∗t [µt] , (5.1)
where the generator does not depend on time only via external parameters α(t) but
it also explicitly depends on time, L∗t ≡ L∗t;α(t). We assume that for fixed external
parameters α the generator is periodical with period τ
L∗t+τ ;α = L∗t;α,
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where the period does not depend on α, τ(α) ≡ τ . As we will see this assumption
is essential, because it will allow us to reformulate the problem by using the Floquet
theory and thus effectively remove the explicit time dependence.
5.1.1 The Floquet theory
The main result of the Floquet theory is the Floquet theorem [War07], which states
that every solution of (5.1) can be written in the form
µt(x) =
∑
k
e−λktpkt (x), (5.2)
where pkt (x) are real τ -periodic functions, pkt+τ (x) = pkt (x), and λk are non-negative
numbers, which can be interpreted as the reciprocal of relaxation times associated
with each mode. Furthermore the number of linearly independent periodic functions
pkt (x) is given by the dimension of the space, for proof see [War07].
Although the Floquet theory gives us the explicit form of the solution, it gives
us no simple algorithm how to find the τ -periodic functions nor the relaxation times
1/λk. To provide such an algorithm we use the periodicity of the functions pkt (x) and
the forward Kolmogorov generator L∗t;α to expand them in the Fourier series and we
will construct the generalized Kolmogorov generator describing the time evolution of
Fourier components. We will further show that pkt (x) correspond to eigenvectors of
generalized forward Kolmogorov generator associated with real eigenvalues.
Generalized forward Kolmogorov generator
We start with the construction of the generalized forward Kolmogorov generator by
expansion of the periodic functions pkt (x) to Fourier series
pkt (x) =
∑
n∈Z
e
2piint
τ pˆkn(x), (5.3)
where by pˆkn(x) we denote the Fourier components. The fact that functions pkt (x) are
real implies a symmetry
pˆk−n(x) = pˆkn(x),
where f¯ denotes the complex conjugation of f . Inserting the decomposition (5.3) into
(5.2) we obtain Fourier expansion of probability density
µt(x) =
∑
n∈Z
e
2piint
τ
∑
k
e−λktpˆkn(x) =
∑
n∈Z
e
2piit
τ µˆn;t(x), (5.4)
where
µˆn;t(x) =
∑
k
e−λktpˆkn(x)
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denote time-dependent Fourier components of the probability density µt(x). Negative-
order Fourier components of probability density are also by definition connected to
the positive ones by the symmetry
µˆ−n;t(x) = µˆn;t(x). (5.5)
Similarly we expand the forward Kolmogorov generator
L∗t;α [µ] (x) =
∑
n∈Z
e
2piint
τ Lˆ∗n [µ] (x),
where Lˆ∗n denotes the Fourier component which also obeys
Lˆ∗−n = Lˆ∗n. (5.6)
By putting all these decompositions together into the time evolution equation (5.1)
we obtain
0 =
∑
n∈Z
e
2piint
τ
∂tµˆn;t(x)− ∑
m∈Z
Lˆ∗n−m [µˆm;t] (x) +
2piint
τ
µˆn;t(x)
 ,
which has to be valid for each possible time t, hence each Fourier component can be
considered as independent and henceforth the equation itself is equivalent to the set
of equations
∂tµˆn;t(x) =
∑
m∈Z
Lˆ∗n−m [µˆm;t] (x)−
2piint
τ
µˆn;t(x). (5.7)
Notice that equation for (−n)-th component and n-th component are connected by
complex conjugation, which preserve the symmetry (5.5) during the time evolution.
By introduction of vectors of Fourier components,
µˆt(x) = (. . . , µˆ−1;t(x), µˆ0;t(x), µˆ1;t(x), . . . ) ,
we can rewrite the set of equations (5.7) into the form of generalized time evolution
∂tµˆt(x) = Lˆ ∗α [µˆt] (x), (5.8)
where Lˆ ∗α denotes the generalized forward Kolmogorov generator[
Lˆ ∗α
]
mn
= Lˆ∗m−n −
2piim
τ
δmn. (5.9)
Notice that the generalized forward Kolmogorov generator is not explicitly time-
dependent and the only time-dependence left lies in α. Also notice that the gen-
eralized forward Kolmogorov generator is not self adjoint[
Lˆ ∗α
]
nm
=
[
Lˆ ∗α
]
mn
− 4piim
τ
δmn,
neither is symmetric [
Lˆ ∗α
]
nm
6=
[
Lˆ ∗α
]
mn
.
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Spectral properties of generalized Kolmogorov generator
As was noted before we want to show that vectors pˆk(x) are eigenvectors with real
eigenvalue of the generalized Kolmogorov generator. We start by inserting the de-
composition (5.4) into the time evolution equation (5.8)
0 =
∑
k
(
Lˆ ∗α
[
pˆk
]
(x) + λkpˆk(x)
)
e−λkt, (5.10)
where by pˆk(x) we denote the vector of Fourier components. One of the statements
of the Floquet theorem is that the periodic functions are linearly independent, which
ensures that also Fourier components and so the vectors of Fourier components are
linearly independent. Also all the operators in the equation (5.10) are linear, which
yields to
Lˆ ∗α
[
pˆk
]
(x) = −λkpˆk(x),
where we recognize the eigenvector problem. Thus every pkt (x) gives us an eigenvector
pk(x) of the generalized forward Kolmogorov generator Lˆ ∗ with the real eigenvalue
−λk.
If we shift the eigenvector’s pˆk components by m[
qˆk;m(x)
]
n
= pˆkm+n(x), (5.11)
we again obtain an eigenvector although with shifted eigenvalue −λk + 2piim/τ
[
Lˆ ∗α
[
qˆk;m
]
(x)
]
l
=
∑
j∈Z
Lˆ∗l+m−j [pˆkj ](x)−
2piil
τ
pˆkl+m(x) =
= −λkpˆkl+m(x) +
2piim
τ
pˆkl+m(x) =
(
−λk + 2piim
τ
) [
qˆk;m
]
l
.
Thus we can generate an infinite number of eigenvectors from a single one. Hence it is
reasonable to assume that the maximum number of eigenvectors with real eigenvalues
corresponds dimension of the space x, i.e. it corresponds to the count of states at
fixed time. From where it follows that all linear independent solutions (5.2) can be
found as the eigenvectors corresponding to real eigenvalues. e.g. for two-level system
we have two eigenvectors with real eigenvalues, one presumably being steady state
thus corresponding to the zero eigenvalue.
We can also conclude that the steady state corresponds to the steady state of the
generalized time evolution equation (5.8),
0 = Lˆ ∗ [ρˆ] (x). (5.12)
Let us also notice here that by shifting the steady state (5.11) we obtain an infinite
number of eigenvectors with zero real part.
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Time-dependence in external parameters
Up to now we have considered the external parameters α to be fixed. In systems
driven by non-potential forces the change from fixed external parameters to external
parameters explicitly dependent on the time occurred only in the change
α→ α(t) =⇒ ∂tµt(x) = L∗α[µt](x)→ ∂tµt(x) = L∗α(t)[µt](x),
which proved to be crucial for further considerations in the quasistatic limit. Al-
though the same can be done on the level of the time dependent forward Kolmogorov
generator L∗t;α(t) even in systems driven by periodic forces, it is not clear whether we
can assume the same to be true also for generalized forward Kolmogorov generator.
In order to ensure the same behaviour of the generalized forward Kolmogorov,
α→ α(t) =⇒ ∂tµˆt(x) = Lˆ ∗α [µˆt](x)→ ∂tµˆt(x) = Lˆ ∗α(t)[µˆt](x),
we need to assume that we are able to trace each eigenvector as we change the external
parameters, i.e.
lim
t′→t
pˆkα(t′)(x) = pˆkα(t)(x) ⇐⇒ lim
t′→t
pkt′,α(t′)(x) = pkt,α(t)(x)
and also
lim
t′→t
λkα(t′) = λkα(t).
Initial condition
We start by the construction of the initial state in the generalized time evolution (5.8).
Our starting point is the assumption that the functions pkt (x) are linearly independent
in an arbitrary time t, hence the initial state described by the probability distribution
µt0(x) can be decomposed into these functions
µt0(x) =
∑
k
βke−t0λkpkt0(x),
where βk represent real coefficients in the decomposition. This decomposition enables
us to rewrite the initial state in the form of the vector of Fourier components by
µˆt0(x) =
∑
k
βkpˆ
k(x).
We can see that the determination of the initial condition suitable for the generalized
time evolution is at least as hard as to solve the original time evolution (5.1) with
the initial condition µt0(x), because in order to obtain the initial state we need to
determine the basis of pˆk(x) as well as its eigenvalues λk and hence at that point
we are able to directly describe the solution of the time evolution at arbitrary time
starting from the arbitrary initial condition. Let us note here, that our aim is not to
provide any simple method how to solve the time evolution with periodical driving,
but rather to reformulate it as an explicitly time-independent evolution at cost of
enlarging the state space. Moreover, we will see that the “reversible” component of
the heat and work in the quasistatic limit will again be independent of the initial
condition.
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The generalized backward Kolmogorov generator
In the chapter 4 we have introduced the backward Kolmogorov generator as the
adjoint generator to the forward Kolmogorov generator. We would like to define
the generalized backward Kolmogorov generator in the similar fashion. We start by
representing the mean value of some observable At which can also periodically depend
on time in terms of Fourier components
〈At〉µt =
∫
dΓ(x) At(x)µt(x) =
∑
n∈Z
e
2piint
τ
∫
dΓ(x)
[
Aˆ(x) ∗ µˆt(x)
]
n
,
where aˆ ∗ bˆ is a shorthand for discrete convolution
[aˆ ∗ bˆ]n =
∑
m∈Z
aˆn−mbˆm. (5.13)
The steady state is now time-periodic and so is the mean value of an arbitrary (pos-
sibly periodic as well) observable At. Then the time derivative of the mean value of
At is
∂t 〈At〉µt =
∑
n∈Z
2piin
τ
e
2piint
τ
∫
dΓ(x)
[
Aˆ(x) ∗ µˆt(x)
]
n
+
+
∑
n∈Z
e
2piint
τ
∫
dΓ(x)
[
Aˆ(x) ∗ Lˆ ∗[µˆt](x)
]
n
,
=
∑
n∈Z
e
2piint
τ
∫
dΓ(x)
[
Ωˆ ·
(
Aˆ(x) ∗ µˆt(x)
)
+ Aˆ(x) ∗ Lˆ ∗[µˆt](x)
]
n
,
where we have introduced the frequency matrix[
Ωˆ
]
mn
= 2piin
τ
δmn. (5.14)
We see that the time derivative of the mean value consists of two terms, the first
one reflecting the periodic nature of the stationary distribution (together with the
possible periodicity of the observable itself), and the second containing the relaxation
of the probability distribution towards the steady state ρt. Notice that in the steady
state only the first term contributes
∂t 〈At〉ρt =
∑
n∈Z
e
2piint
τ
∫
dΓ(x)
[
Ωˆ ·
(
Aˆ(x) ∗ ρˆ(x)
)]
n
.
By using the definition of backward Kolmogorov generator (2.11) the time deriva-
tive can also be expressed as
∂t 〈At〉µt =
∑
n∈Z
e
2piint
τ
∫
dΓ(x)
∑
m∈Z
[µˆt(x)]n−m
∑
k∈Z
Lˆm−k[Aˆk](x) + 2piim
τ
Aˆm(x)
 ,
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where we can identify the generalized backward Kolmogorov generator
[
Lˆ [Aˆ](x)
]
n
=
∑
m∈Z
Lˆn−m[Aˆm](x) + 2piin
τ
Aˆn(x), (5.15)
which yields to more compact expression
∂t 〈At〉µt =
∑
n∈Z
e
2piint
τ
∫
dΓ(x)
[
µˆt(x) ∗ Lˆ [Aˆ](x)
]
n
.
We can see that when the observable is periodic function of time, i.e. there is no
explicit aperiodic time dependence for example in external parameters, the time
derivative of the mean value is solely given by the generalized backward Kolmogorov
generator, this corresponds in case when there is no periodical driving to the situa-
tion when the observable does not depend on time at all, then there also the time
derivative of the mean value is solely given by backward Kolmogorov generator. No-
tice that from the linear independence of Fourier components we also obtained the
relation between generalized forward and backward generators∫
dΓ(x) µˆt(x) ∗ Lˆ [Aˆ](x) =
∫
dΓ(x)
{
Ωˆ ·
(
Aˆ(x) ∗ µˆt(x)
)
+ Aˆ(x) ∗ Lˆ ∗[µˆt](x)
}
.
(5.16)
5.2 Quasistatic processes
In the previous section we have developed a mathematical description of the time
evolution, which reformulates the problem with explicit time dependence of the for-
ward Kolmogorov generator in terms of the generalized forward Kolmogorov generator
acting on vector of components in the Fourier basis. Since that we have formally ob-
tained the time evolution equation, which does not explicitly depends on time (5.8),
hence we can follow the same pattern as in section 4.3 in order to study the heat and
the work in the quasistatic limit.
5.2.1 Probability distribution
We start with the Fourier components of the probability distribution on configura-
tions, where we assume that the system is at any time close to the stationary state,
µˆt(x) = ρˆα(t)(x) + ∆µˆt(x).
By expanding the time evolution equation (5.8) up to the first order in  we immedi-
ately obtain the equation for the correction ∆µˆ
α˙(t) · ∇αρˆα(x)|α=α(t) = Lˆ ∗α(t)[∆µˆt](x) + O
(
2
)
,
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which can be again formally solved
∆µˆt(x) = α˙(t) ·
1
Lˆ ∗α(t)
[
∇αρˆα|α=α(t)
]
(x) + O
(
2
)
(5.17)
with the generalized forward pseudoinverse
1
Lˆ ∗α
[µˆ](x) = lim
k→∞
kτ∫
0
ds
{
Pˆ∗0;α[µˆ](x)− esLˆ
∗
α [µˆ](x)
}
, (5.18)
where by Pˆ∗0;α we denote the projection to the steady state ρˆα and we integrate over
multiples of periods, i.e. the k is an integer k ∈ N. Notice that in the case the argu-
ment of pseudoinverse is physically acceptable solution, i.e. it is the decomposition
to Fourier series of real function and hence does not contain shifted steady states, the
pseudoinverse is simply given by the integral from 0 to ∞. The integration over the
multiple of periods is there to provide a correct definition for unphysical arguments,
where we need to suppress indeterminate oscillating integrals from the imaginary
eigenvalues of shifted steady states.
Stationary projection
In the section 4.3 the projector to the steady state was given simply by the stationary
distribution multiplied by the normalization of distribution (C.1), in this case in
general we expect the stationary projection to have a similar form of the product of
the steady state and some normalization[
ˆˆ
P∗0;α[µˆ](x)
]
n
= [ρˆα(x)]n
∑
m∈I
∫
dΓ(y) µˆm(y),
where I is an index set, which yet need to be determined. The projection has to obey
ˆˆ
P∗0;α[ρˆα](x) = ρˆα(x),
ˆˆ
P∗0;α[µˆα](x) = 0, ∀µˆ(x) linearly independent of ρˆ(x).
For the first condition to be valid the index 0 has to member of the index set I, because
only the zeroth component of the probability distribution is normalized to unity,
while the other components are normalized to zero. For the second condition, we
recall that shifted eigenvector (5.11) of the generalized forward Kolmogorov is again
an eigenvector of the generalized forward Kolmogorov generator which is linearly
independent of the original one. If we now take the steady state ρˆα(x) as the basis
for generating the shifted solution, we can see that the component normalized to
unity also shifts, and hence for the second condition on the projector to be valid, any
other component than zero cannot contribute. Hence the projector has to be defined
as [
ˆˆ
P∗0;α[µˆ](x)
]
n
= [ρˆα(x)]n
∫
dΓ(y) µˆ0(y).
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5.2.2 Heat and work
Now we can proceed to the quasistatic expansion of path observables as heat and
work. Although we will proceed along the same lines as in chapter 4, hence we would
expect to obtain similar results, we will see that the system driven by periodic action
of external forces differs in several aspects from what we have introduced before.
Local power and local heat production
The first step is to represent the local power and the local heat production in terms
of Fourier components. In case there are no non-potential forces acting on the system
the local power is given by the total time derivative of the energy Et;α(x)
wt;α(t)(x) =
dEt;α(t)(x)
dt = α˙(t) · ∇αEt;α(x)|α=α(t) + ∂tEt;α(t)(x), (5.19)
where the first term correspond to the action of external forces, the second term
corresponds to the action of driving forces. Fourier components of the local power
are then obtained by expanding the explicit time dependence in to the Fourier series
[
wˆα(t)(x)
]
n
= α˙(t) · ∇α
[
Eˆα(x)
]
n
∣∣∣
α=α(t)
+ 2piin
τ
[
Eˆα(t)(x)
]
n
,
which by using the definition of frequency matrix (5.14) can be written more com-
pactly as
wˆα(t)(x) = α˙(t) · ∇αEˆα(x)
∣∣∣
α=α(t)
+ Ωˆ · Eˆα(t)(x), (5.20)
where the first term represents again the work of external forces, or in terminology
of the chapter 4 potential forces wˆpotα (x), and the second term corresponds to the
work of driving forces wˆdrvα (x), which cannot be described in terms of the derivative
of the potential along an external parameters hence corresponding to the work of
non-potential forces. Similarly the local heat production given by
qt;α(t)(x) = L∗t;α(t)
[
Et;α(t)
]
(x) (5.21)
is in terms of Fourier components represented by
[
qˆα(t)(x)
]
n
=
∑
m∈Z
Lˆn−m;α(t)
[[
Eˆα(t)
]
m
]
(x) =
[
Lˆα(t)
[
Eˆα(t)
]
(x)
]
n
−2piin
τ
[
Eˆα(t)(x)
]
n
,
where we have used the definition of the generalized backward Kolmogorov generator
(5.15), or in more compact form as
qˆα(t)(x) = Lˆα(t)
[
Eˆα(t)
]
(x)− Ωˆ · Eˆα(t)(x). (5.22)
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Steady currents
Having the local power and local heat production we can verify that there is a steady
energy current through the system. The mean steady local power is given by
〈wt;α〉ρt;α =
∑
n∈Z
e
2piint
τ
∫
dΓ(x) [wˆα(x) ∗ ρˆα(x)]n
=
∑
n∈Z
e
2piint
τ
∫
dΓ(x)
[(
Ωˆ · Eˆα(x)
)
∗ ρˆα(x)
]
n
,
and similarly we obtain the mean steady local heat production as
〈qt;α〉ρt;α =
∑
n∈Z
e
2piint
τ
∫
dΓ(x) [qˆα(x) ∗ ρˆα(x)]n =
=
∑
n∈Z
e
2piint
τ
∫
dΓ(x)
[
Ωˆ ·
(
Eˆα(x) ∗ ρˆα(x)
)
−
(
Ωˆ · Eˆα(x)
)
∗ ρˆα(x)
]
n
=
=
∑
n∈Z
e
2piint
τ
∫
dΓ(x)
[
Eˆα(x) ∗
(
Ωˆ · ρˆα(x)
)]
n
,
where we have used the identity (5.16), the fact the ρˆ is steady state and the dis-
tributivity of the frequency matrix (5.14)
Ωˆ ·
(
Aˆ ∗ Bˆ
)
=
(
Ωˆ · Aˆ
)
∗ Bˆ + Aˆ ∗
(
Ωˆ · Bˆ
)
. (5.23)
We can see that together the mean local heat production and the mean local power
sum up to the time derivative of the mean steady value of the energy, as one would
have suspected,
∂t 〈Et〉ρt;α =
∑
n∈Z
e
2piint
τ
∫
dΓ(x)
[
Ωˆ ·
(
Eˆα(x) ∗ ρˆα(x)
)]
n
=
=
∑
n∈Z
e
2piint
τ
∫
dΓ(x)
[(
Ωˆ · Eˆα(x)
)
∗ ρˆα(x) + Eˆα(x) ∗
(
Ωˆ · ρˆα(x)
)]
n
.
From there we can also see that the time-average change of the energy over the period
τ is equal to zero, while the average local power and heat is in general not, hence
there is the steady energy current through the system even on the scales longer than
the period. This is due to the fact that external periodic force is responsible for the
changes of the total energy, hence it is constantly powering the system, while the
same amount of energy need to be dissipated from the system to the thermal bath in
order to maintain the steady state.
Quasistatic expansion
The first step in obtaining the quasistatic expansion of the mean work or heat is then
rewriting it in terms of Fourier components, where we will take the advantage of the
Quasistatic transformations of periodically driven systems 103
characterization of the total work by the local power
W(α(t)) =
T
∫
0
dt
〈
wt;α(t)(x)
〉
µt
=
=
T
∫
0
dt
∫
dΓ(x)
∑
n∈Z
e
2piint
τ
[
wˆα(t)(x)
]
n
∑
m∈Z
e
2piimt
τ
[
µˆt;α(t)(x)
]
m
=
=
∑
n∈Z
T
∫
0
dt e
2piint
τ
∫
dΓ(x)
[
wˆα(t)(x) ∗ µˆt;α(t)(x)
]
n
.
Now we can insert the quasistatic expansion of the probability distribution (5.17) and
obtain
W(α(t)) =
∑
n∈Z
T
∫
0
dt e
2piint
τ
∫
dΓ(x)
[
wˆα(t)(x) ∗ ρˆα(t)(x)
]
n
+
+
∑
n∈Z
T
∫
0
dt  α˙(t) · e 2piintτ
∫
dΓ(x)
wˆα(t)(x) ∗ 1
Lˆ ∗α(t)
[
∇αρˆα|α=α(t)
]
(x)

n
+
+ O (),
where the first term is the integrated mean local steady power which contains an
extensive in time component of the work and hence in the leading order is proportional
to 1/, while the second term is finite, which can be better seen after the substitution
t → t. By inserting the definition of the work (5.20) we can separate the terms
according the power of  and we obtain
W(α(t)) =
T
∫
0
dt
〈
wdrvt;α(t)
〉
ρα(t)
+
∑
n∈Z
T∫
0
dt α˙(t) · e 2piintτ
∫
dΓ(x)×
×
∇αEˆα(x)∣∣∣
α=α(t)
∗ ρˆα(t)(x) + wˆdrvα(t)(x) ∗
1
Lˆ ∗α(t)
[
∇αρˆα|α=α(t)
]
(x)

n
+
+ O ().
Moreover if we assume that the all quantities in the second term are smooth with
respect to time, we can apply the Riemann-Lebesgue lemma and see that only the
zeroth Fourier component is preserved up to the linear order in , and while the zeroth
component depends on time only via external parameters α it can be represented as
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the geometric integral
W(α(t)) =
T
∫
0
dt
〈
wdrvt;α(t)
〉
ρα(t)
+
+
∫
dα ·
∫
dΓ(x)
[
∇αEˆα(x) ∗ ρˆα(x) + wˆdrvα (x) ∗
1
Lˆ ∗α
[∇αρˆα] (x)
]
0
+ O (),
where we will again identify the “housekeeping” component of the work as the first
term and the “reversible” component of work as the second geometric term. Directly
from the definition we can see that the “housekeeping” component is
1. extensive in time in the leading order,
2. present even if the external parameters α are kept constant,
3. invariant with respect to external protocol reversal α(t) → α(T − t) if T/ is
multiple of period τ ,
4. equivalent to the “housekeeping” component (4.7) in case there are no periodical
forces acting on the system,
while the “reversible” component is
1. geometric in the sense that it is independent of parametrization of the trajectory
of external parameters,
2. finite,
3. antisymmetric with respect to the external protocol reversal α(t)→ α(T − t),
4. equivalent to the “reversible” component (4.8) in case there are no periodical
forces acting on the system,
which justifies our choices.
The “reversible” work and the generalized backward pseudoinverse
Up to now we didn’t try to provide any physical description of the generalized forward
pseudoinverse (5.18) present in the “reversible” component of the total work as we
have done for other types of driving in the section 4.3. This is due to the fact
that in general we cannot associate the generalized backward pseudoinverse with
the generalized forward pseudoinverse due to the extra term in the relation (5.16) if
compared with (2.11). However in the “reversible” component of the total work there
is only the zeroth Fourier component present, hence the relation (5.16) simplifies to∫
dΓ(x)
[
µˆt(x) ∗ Lˆ [Aˆ](x)
]
0
=
∫
dΓ(x)
[
Aˆ(x) ∗ Lˆ ∗[µˆt](x)
]
0
.
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In this particular case we can effectively define the generalized backward pseudoinverse
as
1
Lˆ
[wˆ](x) =
∞∫
0
dt
{
1ˆ0
∫
dΓ(y) [wˆ(y) ∗ ρˆ(y)]0 − etLˆ [wˆ](x)
}
, (5.24)
where the vector [1ˆm]n = δmn select the m-th Fourier component. Because the zeroth
component is obtained by time-averaging over the period, the generalized backward
pseudoinverse can be equivalently defined as
1
Lˆ
[wˆ](x) = lim
k→∞
kτ∫
0
dt
{
1ˆ0 〈wt〉ρt − etLˆ [wˆ](x)
}
,
which corresponds to the additional work done on the system to the steady work pro-
duction along the relaxation process starting from the configuration x, when taking
the limit in such a way, that we suppress the oscillations. If we also introduce the
notation for time-averaged mean values with respect to the steady state
1
τ
τ∫
0
dt 〈At〉ρt =
∫
dΓ(x)
[
Aˆ(x) ∗ ρˆ(x)
]
0
≡ ⟪Aˆ⟫
ρˆ
,
the “reversible” work can be written more compactly as
Wrev(α) =
∫
dα · ⟪∇α(Eˆα − 1
Lˆα
[wˆdrvα ]
)⟫
ρˆα
. (5.25)
The properties of the “housekeeping” work
We have seen that the “reversible” component of work is well defined in the limit for
all rescaled smooth time evolutions. As we will see this is not always true for the
“housekeeping” component of the work. At first we will rewrite the “housekeeping”
work in terms of Fourier components with rescaled time scale
Wkh(α(t)) = 1

T∫
0
dt
∑
n∈Z
e
2piint
τ
∫
dΓ(x)
[
wˆdrvα(t)(x) ∗ ρˆα(t)(x)
]
n
. (5.26)
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Then we treat the zero component separately from the rest of the terms and rewrite
it to the form more suitable for further analysis
Wkh(α(t)) = 1

T∫
0
dt ⟪wˆdrvα(t)⟫ρˆα(t) −
−
∑
n∈Z\{0}
iτ
2pin
{
e
2piinT
τ
∫
dΓ(x)
[
wˆdrvα(T )(x) ∗ ρˆα(T )(x)
]
n
−
−
∫
dΓ(x)
[
wˆdrvα(0)(x) ∗ ρˆα(0)(x)
]
n
}
+
+
T∫
0
dt
∑
n∈Z\{0}
iτ
2pine
2piint
τ
∫
dΓ(x) ∂t
[
wˆdrvα(t)(x) ∗ ρˆα(t)(x)
]
n
. (5.27)
We can see that in the quasistatic limit  → 0+ the last term tends to go to zero
because of Riemann-Lebesgue lemma, the first term is responsible for the divergence
of the “housekeeping” component of the work in the quasistatic limit. The second
term has the most interesting properties, in general it is of the same order of the
“reversible” component and hence in principle it can be comparable, it is also re-
sponsible for the “housekeeping” component not being invariant with respect of the
external parameters trajectory reversal α(t) → α(T − t) unless taken the limit over
the multiples of period τ . Moreover the second term heavily depends on the initial
and final condition in the sense that it is oscillating and hence does not converge in
general in the quasistatic limit. From physical point of view this term corresponds
to the choice of the initial and final “phase” or in other words to the choice of the
initial and final time within the scope of one period. It also means that the second
term then can play an important role in the evaluation of experimental results. To
illustrate it consider two different experimental setups, in whose the quasistatic limit
is approached by extending the time interval, in the first setup we assume we are
able to determine the times inside the period quite precisely and the fluctuations are
small across ale runs of the experiment, then the second term can contribute signif-
icantly. In the second setup lets assume that we are not able to control at all the
initial and final time within the scope of one period, then we can assume the “phases”
are uniformly distributed and then if we average over the “phases” before taking the
quasistatic limit, we can see that the second term does not contribute.
5.2.3 Quasistatic energetics
In previous chapter 4 we have obtained the firs law of thermodynamics by analyzing
the difference of the mean value of the total energy in the quasistatic limit. Here we
choose a bit different approach, we start with combination of “reversible” components
only and then discuss how it is related to the change of energy and compare it with
sum of the full quasistatic expansion of heat and work together. In the previous
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subsection we have mainly discussed the quasistatic expansion of the work, however
in a similar fashion we can also obtain the “housekeeping” and “reversible” component
of the heat
Qhk(α) =
T
∫
0
dt
〈
qt;α(t)
〉
ρt;α(t)
, (5.28)
Qrev(α) = −
∫
dα · ⟪∇α 1
Lˆα
[qˆα]⟫
ρˆα
. (5.29)
If we combine the “reversible” components and apply the definitions of the local
heat production (5.22) and the local power (5.20) we obtain
Wrev(α) +Qrev(α) =
∫
dα · ⟪∇α(Eˆα − 1
Lˆα
[wˆdrvα + qˆα]
)⟫
ρˆα
=
=
∫
dα · ⟪∇α(Eˆα − 1
Lˆα
Lˆα[Eˆα]
)⟫
ρˆα
,
which corresponds to the change of time-averaged mean value of the energy
d⟪Eˆα⟫ρˆα = d¯Wrev(α) +d¯Qrev(α). (5.30)
This equation we will consider to be a candidate for the generalized first law of
thermodynamics, with U(α) = ⟪Eˆα⟫ρˆα being a generalizes internal energy. Notice
that in case there is no periodical time dependence the generalized internal energy
is already equal to the internal energy introduced in chapter 4 and hence the (5.30)
corresponds to the equilibrium first law of thermodynamics (3.7).
On the other hand if we took the total work and the total heat in the quasistatic
expansion we obtain the difference of the total mean energy as a consequence of (5.19)
and (5.21)
Q(α) +W(α) =
T
∫
0
d
〈
Et;α(t)
〉
µt
dt =
〈
ET

;α(T )
〉
µT

−
〈
E0;α(0)
〉
µ0
,
which in general oscillates in the quasistatic limit  → 0+. As a consequence the
quasistatic limit of the difference of mean values of energies is not defined. This
reflects the fact that we are not able to uniquely associate a fixed energy with the
steady state as it is a periodic function of time. However we have seen that from
thermodynamical point of view it is reasonable to associate the internal energy with
the mean steady energy averaged over the period, as the time-averaged quantity
represents the overall energy present in the system independent of the fluctuations
on the level of single period hence the equation (5.30) represents the first law of
thermodynamics in systems driven by periodical force.
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Heat capacity
The fact that the “reversible” component of the heat does not depend on the exact
parametrization of the path of external parameters as well as its antisymmetry with
respect to the trajectory inverse α(t)→ α(T−t), enables us to extend the definition of
the generalized heat capacity from the section 4.3 to systems with periodical driving.
We define the generalized heat capacity as
C = d¯Q
rev(α)
dT = −⟪∂T 1Lˆα [qˆα]⟫ρˆα ,
which is equivalent in case there are present no non-potential forces to
C = ∂T ⟪Eˆα⟫ρˆα − ⟪∂T Eˆα⟫ρˆα + ⟪∂T 1Lˆα
[
Ωˆ · Eˆα
]⟫
ρˆα
,
where the first two terms are presented also in the equilibrium thus the third term
being genuine non-equilibrium contribution.
If we introduce a quasi-potential
Vˆ α(x) = Eˆα(x)− 1
Lˆα
[
Ωˆ · Eˆα
]
(x),
the heat capacity is then given in the similar fashion as in equilibrium although there
is quasi-potential instead of the total energy
C = ∂T ⟪Vˆ α⟫ρˆα − ⟪∂T Vˆ α⟫ρˆα ,
notice that the steady state does not necessarily need to function of the quasi-potential
and hence the generalized heat capacity is not necessarily positive.
5.2.4 Clausius relation
Again as in other cases of non-equilibrium driving the second law of thermodynamics
(3.27) poses no limitations to the “reversible” component of the heat as the “house-
keeping” component diverge in the quasistatic limit.
Although there is no direct consequence of the second law of thermodynamics, one
can be still interested in which special cases there is a generalized Clausius relation
relating the heat with the entropy production. In section (4.3) we have seen that in
the case of the system is driven out of equilibrium by attaching the system to multiple
thermal baths or by action on non-potential forces the sufficient condition has been
that the steady state is function of pseudo-potential. The same argument is here
a bit complicated by the explicit time dependence of all quantities. To avoid these
complications we represent the “reversible” component of the heat by time dependent
quantities
d¯Qrev = dα · 1
τ
τ∫
0
dt
[
∇α 〈Vt;α〉ρt;α − 〈∇αVt;α〉ρt;α
]
,
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where the time dependent potential is constructed as Vt;α(x) =
∑
n∈Z
[
Vˆ α(x)
]
n
exp 2piintτ .
If we now assume the steady state probability distribution is given as
ρt;α(x) =
1
Zt;α
e−β(α)Vt;α(x),
where β(α) is an arbitrary function of external parameters representing the general-
ized temperature, the “reversible” component of the heat is given by
d¯Qrev = dα · 1
τβ(α)
τ∫
0
dt ∇α 〈− ln ρt;α〉ρt;α ,
where we can recognize the generalized Clausius relation and where the generalized
thermodynamical entropy is given by the time-averaged Shannon entropy
S(α) = −1
τ
τ∫
0
dt 〈ln ρt;α〉ρt;α .
5.3 Slow driving limit
We have seen that in fact we have three time scales present in the system. The first
time scale is given by the evolution of external parameters, the second by the period
of the driving and the third by the typical relaxation time of the system τrelax. While
in the quasistatic limit the evolution of the external parameters has to be always on
the longest time scale
T

 τ, T

 τrelax ∀k,
the other two time scales can be arbitrary, i.e. we can have τ > τrelax as well as
τ < τrelax. The two limiting cases then being the slow driving limit τ  τrelax and
the singular driving limit τ  τrelax. In this section we will focus on the slow driving
limit while in the other section we will analyse the singular driving limit.
The slow driving limit is the limiting case when the period of the driving forces is
much larger then the relaxation time of the system, however is is still much smaller
than the characteristic time of the change of external parameters α. Technically we
characterize the slow driving regime by the small scaling parameter η  1, which
scales the period of the driving τ → τ/η, and which in the slow driving limit goes to
zero η → 0+ while scaling the period of the driving up to the infinity. To avoid dealing
with infinities we also rescale the time t′ = t/η, which correspond to observing the
system on the time scale of the characteristic relaxation time. Then on this particular
time scale the time evolution of the system is described by
η ∂t′µt′(x) = L∗t′ [µt′ ](x),
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which yields to the generalized forward Kolmogorov generator being[
Lˆ ∗η [µˆ] (x)
]
n
=
∑
m∈Z
Lˆ∗n−m [µˆm] (x)− η
2piin
τ
µˆn(x). (5.31)
We can see that the effect of the slow driving regime is reduced to formal substi-
tution of the spectral matrix Ωˆ → Ωˆ′ = ηΩˆ in the definition of generalized forward
Kolmogorov generator (5.9), where now the spectral matrix Ωˆ′ is the small parame-
ter. The same can be done for the local power (5.20) and the local heat production
(5.22), from where we obtain
wˆηα(t)(x) = α˙(t) · ∇αEˆα(x)
∣∣∣
α=α(t)
+ η Ωˆ · Eˆα(t)(x),
qˆηα(t)(x) = Lˆη
[
Eˆα(t)
]
(x)− η Ωˆ · Eˆα(t)(x).
5.3.1 Steady state
In the slow driving limit one expects the steady state of the system to be such that
at each time it is in the steady state of the dynamics corresponding to that particular
time as the driving is so slow that it provides the system enough time to relax there.
To prove this proposition we start need to assume that for sufficiently small η the
steady state can be expanded into the power series
ρˆη(x) =
∞∑
i=0
ηi ρˆ(i)(x).
Then by inserting this assumption to the steady state condition (5.12) we obtain a
set of equations determining the steady state∑
m∈Z
Lˆ∗n−m
[
ρˆ(0)m
]
(x) = 0,
∑
m∈Z
Lˆ∗n−m
[
ρˆ(i+1)m
]
(x) = 2piin
τ
ρˆ(i)n (x), ∀i > 0.
From where we can see that the leading order component ρˆ(0) given by the first
equation is equivalent to the Fourier series of the solution of the equation
L∗t
[
ρ
(0)
t
]
(x) = 0,
i.e. the leading order of the steady state is really given by steady states (2.10) at
each time with respect to fixed dynamics at that particular time.
In case the system is attached to the single thermal bath at constant inverse
temperature and when there are no non-potential forces acting on the system, the
driving is present only in the explicit time dependence of the potential and hence
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the leading term is given by the Boltzmann or Maxwell-Boltzmann distribution with
time dependent potential
ρ
(0)
t (x) =
1
Zt
e−βEt(x).
The corrections beyond the slow driving limit are then obtained by application of
the recurrent relation
ρˆ(n+1)(x) = 1
Lˆ ∗0
[
Ωˆ · ρˆ(n)
]
(x), (5.32)
where we have denoted by
Lˆ ∗0 [µˆ](x) =
∑
m∈Z
L∗n−m[µˆm](x)
the generalized forward Kolmogorov generator in the slow driving limit η → 0+, and
where 1/Lˆ ∗0 is the pseudoinverse (5.18) although this time with the projector to the
zero eigenvalue subspace is given by
Pˆ∗0 [µˆ](x) =
∑
n∈Z
ρˆ
(0)
+n(x)
∫
dΓ(y) µˆn(y),
where by ρˆ(0)+n we denote shifted zeroth component (5.11). This is due to the fact that
no only the zeroth component of the steady state is the eigenvector corresponding to
the zero eigenvalue of this limiting generator Lˆ ∗0 [ρˆ(0)] = 0, but also the vectors ob-
tained by shifting the zero component are also the eigenvectors to the zero eigenvalue
in the slow driving limit. I.e. the zero eigenvalue is degenerate and hence we need to
project out the whole subspace in order for pseudoinverse to exist.
We can conclude that the steady state in the slow driving regime is then explicitly
given by a series
ρˆiη(x) = ρˆ(0)(x) +
∞∑
n=1
ηn
1
Lˆ ∗0
[
Ωˆ · 1
Lˆ ∗0
[
Ωˆ · · · · · 1
Lˆ ∗0
[
Ωˆ︸ ︷︷ ︸
n×
·ρˆ(0)
]
. . .
]]
(x).
5.3.2 The heat and work
Having the expansion of the steady state around the slow driving limit we can proceed
further to investigate the behaviour of the “reversible” work and heat in the slow
driving limit. We start with the “reversible” work which we already expand up to
the first order in η
Wrev(α) =
∫
dα · ⟪∇αEˆα⟫ρˆ(0)α +
+ η

∫
dα · ⟪∇αEˆα⟫ρˆ(1)α − ∫ dα · ⟪∇α 1Lˆα;η
[
Ωˆ · Eˆα
]⟫
ρˆ
(0)
α
+ O (η2),
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from where we can see that the leading order in the expansion is an equilibrium-like
term, which in case when there are no non-potential forces correspond to the work
done in equilibrium averaged over the period τ . Moreover if the trajectory over the
external parameters is isothermal it corresponds to the change of the equilibrium free
energy F averaged over the period
d¯Wrev0 (α)|T=const. = dα ·
1
τ
τ∫
0
dt ∇αFα;t = dα · 1
τ
τ∫
0
dt
[
− 1
β
∇α lnZα;t
]
.
In order to refine the first order correction to more compact form we expand the
pseudoinverse in η in a similar fashion as in the section 4.4 and up to the first order
we obtain
Wrev(α) =
∫
dα · ⟪∇αEˆα⟫ρˆ(0)α +
− η
∫
dα · ⟪Ωˆ · 1
Lˆα;0
[
∇αEˆα
]
+∇α 1
Lˆα;0
[
Ωˆ · Eˆα
]⟫
ρˆ
(0)
α
+ O
(
η2
)
,
where we have explicitly used the expression for the first order correction in the steady
state (5.32) and the definition of generalized backward Kolmogorov generator (5.24)
along with the behaviour of the spectral matrix Ωˆ under the mean value (5.23), from
where we can see that the first order correction is proportional to the frequency of
the driving or to be more precise to the ration of the characteristic relaxation time
and the period of driving.
Similarly for the “reversible” heat we obtain
Qrev(α) =
∫
dα ·
[
∇α ⟪Eα⟫ρˆ(0) − ⟪∇αEα⟫ρˆ(0)]+
−
∫
dα ·
η⟪Ωˆ · 1Lˆα;0
[
∇αEˆα
]⟫
ρˆ
(0)
α
+∇α⟪ 1
Lˆα;η
Lˆα;0
[
Eˆα
]⟫
ρˆ(0)
+ O (η2),
where we can see the first term being again equilibrium-like as it is determined only
by the energy function Eˆα and from where it follows that the heat generalized heat
capacity in the slow driving limit in case there are no non-potential forces corresponds
to the equilibrium heat capacity averaged over the period of the driving τ
Cα =
d¯Qrev(α)
dT =
1
τ
τ∫
0
dt Cα;t + O (η).
Notice that the generalized heat capacity is positive as in the leading order it is given
by the time average of equilibrium heat capacities, which are known to be positive
[Cal85].
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At last let us remark, that in case there are no non-potential forces acting on the
system the extensive part of the “housekeeping” heat and work over the time interval
T are given by
Whk(α) = −Qhk(α) = η

T∫
0
dt ⟪Ωˆ · Eˆα(t)⟫ρˆα(t);η ,
which magnitude is of order of η. What need to noticed is that although this term is of
order η it cannot be in slow driving limit neglected, because the external parameters
are evolving on much longer time-scale,  η.
5.4 Singular driving limit
Another limit can be obtained, when the system is driven so fast, that the relaxation
time τR of the system is much longer than the period of the driving τ . The limit
when the ratio of relaxation time by period of driving is going to infinity is called a
singular driving limit, τR/τ → ∞. In this section we want to inspect the system in
the singular driving limit as well as obtain first non-zero corrections. In usual physical
situation we have the period of the external force under control not the relaxation
time, hence we induce the singular driving limit in the system by scaling the period
to zero. However this approach has serious disadvantage from mathematical point
of view. Especially to avoid dealing with terms of 1/τ in (5.9) and corresponding
quantities, we rather rescale both the physical time t and the period τ of the driving
by the same scaling factor η  1,
τ −→ ητ, t −→ ηt, (5.33)
thus fixating the period and effectively sending the relaxation time to infinity. The
singular driving limit is then obtained by taking the limit η → 0+. Notice that the
hierarchy of time scales in the singular driving limit follows
τ  τrelax
η
 T
ε
,
where by T/ε we denote the characteristic time scale of the quasistatic transforma-
tions.
This setup yields to the same time evolution as in (5.8) with η-dependent generator
[
Lˆ ∗η
]
mn
= ηLˆ∗m−n −
2piim
τ
δmn,
compare with (5.9) or with (5.31). Although the scaling also affects other aspects of
the system like local heat power, for now we will solely focus on the consequences of
this particular structure of generalized forward generator.
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5.4.1 Steady state
At first we will inspect the stationary distribution and its corrections. The stationary
distribution is given by (5.12), which in this particular case yields to set of equations
0 = η
∑
n∈Z
Lˆ∗m−n [ρˆn] (x)−
2piim
τ
ρˆm(x). (5.34)
To proceed further we expect that the typical physical system in the singular driving
limit does not “feel” the oscillations of the driving force and that the oscillations
became more important as the system is further from singular driving limit. This
expectation leads us to the assumption that the stationary distribution is analytical
in η, and hence we can expand the stationary distribution in powers of η with zeroth
leading order
ρˆ(x) = ρˆ(0)(x) + ηρˆ(1)(x) + η2ρˆ(2)(x) + . . . .
Inserting the expansion of the stationary distribution to the (5.34) and inspecting
the zeroth order for m 6= 0 we immediately find that the non-zero components of the
zeroth order contribution vanish
∀n 6= 0 : ρˆ(0)n (x) = 0,
i.e. only the zeroth component of the stationary distribution is essentially non-zero.
Applying the same technique but inspecting higher orders for m 6= 0 we also obtain
a recurrent relation for non-zero components of the stationary distribution
∀n 6= 0, k ∈ N : ρˆ(k+1)n (x) = −
iτ
2pin
∑
m∈Z
Lˆ∗n−m
[
ρˆ(k)m
]
(x). (5.35)
The only remaining independent set of equations left in (5.34) corresponds to
m = 0,
∀k ∈ N : 0 =
∑
n∈Z
Lˆ∗−n
[
ρˆ(k)n
]
(x),
which determine the zeroth component. In the zeroth order we obtain the zeroth
component as a solution of equation
0 = Lˆ∗0
[
ρˆ
(0)
0
]
(x), (5.36)
while for higher order contribution of the zeroth component we obtain a recurrent
relation
ρˆ
(k)
0 (x) = −
1
Lˆ∗0
∑
n6=0
Lˆ∗−n
[
ρˆ(k)n
]
(x), (5.37)
where 1/Lˆ∗0 is the pseudo-inverse (4.5) as in chapter 4 with Lˆ∗0 as the explicitly time
independent generator, i.e.
1
Lˆ∗0
[µ] =
∞∫
0
ds
{
ρˆ
(0)
0 (x)
∫
dy µ(y)− esLˆ∗0 [µ] (x)
}
.
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We can see, that in the singular driving limit the system’s steady state is explic-
itly time independent as expected, ρt(x) ≡ ρˆ(0)0 (x), and is given by time-averaged
generator,
0 = 1
τ
τ∫
0
dt L∗t [ρ] = Lˆ∗0[ρ].
Notice that even in the case the periodic time dependence of the system is given
only by the time periodic potential, the stationary distribution with respect to time-
averaged generator is not necessarily the stationary distribution obtained by implying
the time-averaged potential, as we will briefly discuss further.
We can also obtain corrections beyond the singular driving limit by using the
recurrent relations (5.35) and (5.37). Combining these equations together we can
explicitly obtain the first order correction
ρˆ
(1)
n6=0(x) = −
iτ
2pin Lˆ
∗
n
[
ρˆ
(0)
0
]
(x), ρˆ(1)0 (x) =
iτ
2pi
1
Lˆ∗0
∑
n 6=0
1
n
Lˆ∗−nLˆ∗n
[
ρˆ
(0)
0
] (x),
where the zeroth component of the first order correction can be also rewritten using
(5.6) as
ρˆ
(1)
0 (x) = −
τ
pi
1
Lˆ∗0
[ ∞∑
n=1
1
n
=
(
Lˆ∗nLˆ∗n
) [
ρˆ
(0)
0
]]
(x),
where = denotes the imaginary part and x¯ denotes the complex conjugation.
5.4.2 Generalized pseudo-inverse
Before we proceed further to the analysis of the work and heat in the singular driving
limit, we need to investigate the behaviour of the pseudoinverse in the quasistatic
limit. The basic problem here is that the limit of the forward Kolmogorov generator
limη→0+ Lˆ ∗η does not evolve towards any steady state and hence the generalized
forward pseudoinverse (5.18) as well as generalized backward pseudoinverse (5.24)
cannot be defined in that way as the integrals in definitions does not converge. To at
least partially avoid the problem, let us then define the regularized backward generator
as [
Lˆ[Aˆ](x)
]
n
=
[
Ωˆ · Aˆ(x)
]
n
+
Lˆ0
[
Aˆ0
]
(x) n = 0
−Aˆn(x) n 6= 0
,
which in limit → 0+ corresponds to the limit of the generalized forward Kolmogorov
generator, otherwise ensures the observable to converge toward its steady mean value
averaged over the period τ in the singular driving limit. Then the generalized pseu-
doinverse in the limit is given as the limit of the pseudoinverse for regularized gener-
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ator
[
1
Lˆ
[Aˆ](x)
]
n
=

1
 Lˆ0
[
Aˆ0
]
(x) n = 0
τ
2piin− τAˆn(x) n 6= 0
,
which diverges in case of the zeroth component while it converge for any other compo-
nent. Although the zeroth component of the pseudoinverse of regularized generator,
in the “reversible” component of the work and the heat the pseudoinverse is applied
to the quantity which zeroth components is zero A0(x) = 0.
5.4.3 Heat and work
In previous subsections we have analysed the structure of the steady state in the
singular driving limit and prepared the regularized backward pseudoinverse as the
leading order of the generalized backward generator in the singular driving expansion.
Now we will proceed to the expansion of the work and heat in the singular driving
limit. We start with the analysis of the local power and the local heat production.
The local power in the singular driving limit is given by the equation (5.20)
wˆα(t)(x) = α˙(t) · ∇αEˆα(x)
∣∣∣
α=α(t)
+ Ωˆ · Eˆα(t),
as it is independent of the backward Kolmogorov generator, on the other hand we
can deduce that the local heat production (5.22) is entirely of the first order in η
[qˆα(x)]n =
[
Lˆα[Eˆα](x)
]
n
−
[
Ωˆ · Eˆα(x)
]
n
= η
∑
m∈Z
Lˆn−m;α[Eˆm;α](x).
The leading order of the “reversible” work is then obtained by application of the
regularized pseudoinverse on the second term in the local power which yields to
Wrev(α) =
∫
dα · ⟪∇α(Eˆα − 1
Lˆα
[
Ωˆ · Eˆα
])⟫
ρˆα
=
=
∫
dα ·
〈
∇αEˆ0;α
〉
ρˆ
(0)
0
+ O (η).
Similarly for the heat we have
Qrev(α) =
∫
dα ·
∇α ⟪Eˆα⟫ρˆα − ⟪∇α
(
Eˆα − 1
Lˆα
[
Ωˆ · Eˆα
])⟫
ρˆα
 =
=
∫
dα ·
{
∇α
〈
Eˆ0;α
〉
ρˆ
(0)
0
−
〈
∇αEˆ0;α
〉
ρˆ
(0)
0
}
+ O (η),
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from where under the assumption that the energy function Eˆ0 is independent of
temperature T we obtain the generalized heat capacity as
C = ddT
〈
Eˆ0;α
〉
ρˆ
(0)
0
+ O (η).
Notice that we have obtained in the leading order the generalized heat capacity to
be given by the temperature derivative of the internal energy. Moreover in case the
driving of the system is given by periodic time dependence of the energy function
and if the generator depends on the potential linearly we obtain the equilibrium heat
capacity with respect to the energy function averaged over the period τ and thus the
positivity of the generalized heat capacity is guaranteed. Notice that also in this case
the strongly non-equilibrium behaviour of the system can be expected only in the
intermediate regime where the period of driving τ and the typical relaxation time are
comparable. Although the Kolmogorov generators for diffusions (2.45) and (2.49) are
linear in the potential, the Kolmogorov generator for jump processes is in general not
(2.15), thus the generalized heat capacity in case of jump processes in the singular
driving limit does not necessarily correspond to any equilibrium heat capacity.
The extensive part of the “housekeeping” component of the total heat and the
total work simplifies in the singular driving limit to
Whk(α(t)) = −Qhk(α(t)) = 1

T∫
0
dt ⟪Ωˆ · Eˆα(t)⟫ρˆα(t) = η
T∫
0
dt ⟪Ωˆ · Eˆα(t)⟫ρˆ(1)
α(t)
+O
(
η2
)
,
where we have used the fact that in the leading order only the zeroth component of
the steady state is non-zero while the zeroth component of the local power of the
driving forces is zero, thus effectively canceling each other out. Again as in the slow
driving limit, although the extensive parts of “housekeeping” heat and work are of
linear order in η they are in general not negligible as the external parameters are
again changed on much longer time scale.
5.5 Example: Periodically driven two-level models
In this section we provide a simple example of periodically driven system with only
two configurations and for two physically different scenarios. The first scenario cor-
responds, e.g., to an "incoherent" hoping between two levels in a quantum dot. In
the second scenario the two configurations can represent a pair of metastable states
of a complex system, mutually separated by an energy barrier. In both cases the
local detailed balance condition related the time-dependent transition rates to the
time-dependent energy levels. We mostly provide numerical results only.
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Figure 5.1: Illustration of the two-level model with periodical driving.
E0(0) = 0 +
∆
2
E τ
2
(1) = −0 + ∆2
E τ
2
(0) = 0 − ∆2
E0(1) = −0 − ∆2
Et(0)
Et(1)
kt(1→ 0)kt(1→ 0)
5.5.1 Scenario A: no barrier
The standard two-level model, see subsection 2.4.4, is determined by energy levels,
which in this case periodically depends on the time
Et =
[
0 + ∆2 cos
2pit
τ
−0 − ∆2 cos 2pitτ ,
]
where 20 is the basic gap between the states and ∆ is the amplitude of the energy
levels movement. The periodic transition rates are then given by
kt(x→ y) = ψ exp
[
−β2 (Et(y)− Et(x))
]
.
Notice that they obey detailed balance condition (2.22) at each time t. Given the
transition rates we can construct the forward Kolmogorov generator, which also ex-
plicitly depends on time
L∗t =
−ψ exp [β (0 + ∆2 cos 2pitτ )] ψ exp [−β (0 + ∆2 cos 2pitτ )]
ψ exp
[
β
(
0 + ∆2 cos
2pit
τ
)]
−ψ exp
[
−β
(
0 + ∆2 cos
2pit
τ
)]
and equivalently similarly we can define the backward Kolmogorov generator, which
is in this case equivalent to the transpose of matrix representation of forward Kol-
mogorov generator.
Lt = (L∗t )T =
−ψ exp [β (0 + ∆2 cos 2pitτ )] ψ exp [β (0 + ∆2 cos 2pitτ )]
ψ exp
[
−β
(
0 + ∆2 cos
2pit
τ
)]
−ψ exp
[
−β
(
0 + ∆2 cos
2pit
τ
)] .
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Before we show on this particular example the construction of the generalized
forward Kolmogorov generator and local power in terms of Fourier components we
have to obtain the local power and the local heat production in the time domain first.
The non-potential part of the local power is given by the time derivative of the total
energy with external parameters fixed, in this particular case ∆ and 0 is sufficient
wdrvt = E˙t =
∆pi
τ
sin
(2pit
τ
)
·
[
−1
1
]
,
whether the local heat production is then given by (5.21)
qt = Lt [Et] = 2ψ
(
0 +
∆
2 cos
2pit
τ
)
·
− exp [β (0 + ∆2 cos 2pitτ )]
exp
[
−β
(
0 + ∆2 cos
2pit
τ
)] .
Now we can proceed further by finding the Fourier components of the energy
[
Eˆ
]
0
= 0 ·
[
1
−1
] [
Eˆ
]
±1 =
∆
4 ·
[
1
−1
]
The local power in terms of Fourier components is
[wˆ]−1 = −
ipi∆
2τ
(
1
−1
)
[wˆ]1 =
ipi∆
2τ
(
1
−1
)
[wˆ]n =
(
0
0
)
n 6= ±1
while the local heat power is represented by
[qˆ]n =
inψ∆
2
 Jn+1 ( iβ∆2 )+ Jn−1 ( iβ∆2 )
Jn+1
(
− iβ∆2
)
+ Jn−1
(
− iβ∆2
) ,
where Jn is Bessel function of the first order. Similarly one can obtain diagonal
[
Lˆ ∗
]
nn
= inψ
2piinτ − J0 ( iβ∆2 ) J0 (− iβ∆2 )
J0
(
iβ∆
2
)
2piin
τ − J0
(
− iβ∆2
)
as well as of-diagonal elements of effective generator Lˆ
[
Lˆ ∗
]
nm
= in−mψ
−Jn−m ( iβ∆2 ) Jn−m (− iβ∆2 )
Jn−m
(
iβ∆
2
)
−Jn−m
(
− iβ∆2
) n 6= m.
One can then easily check that relations (5.22) and (5.20) are valid.
The generalized heat capacity C is numerically evaluated with respect to inverse
temperature β and frequency of the driving 1/τ on exponential scale, see figure 5.2.
As one can see, the system exhibits slow driving limit behaviour as well as singular
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Figure 5.2: Heat capacity of the driven two-level system as a function of inverse temperature
β and driving frequency 1τ on the logarithmic scale, with the average relaxation time denoted
by the green dashed line. ψ = 25, ∆ = 1, 0 = 1/8
 2  4  6  8  10  12  14  16
β
100
101
102
103
104
105
1/
τ
-6
-4
-2
 0
 2
 4
 6
driving limit behaviour, depending on the driving frequency with respect to charac-
teristic relaxation time τrelax. Although we cannot determine characteristic relax-
ation time analytically, we can heuristically estimate the temperature dependence by
analysing the relaxation time for each fixed time, i.e. fixed value of the potential.
The heuristic estimate of the characteristic time may be obtained by looking at the
typical magnitude of the relaxation times corresponding to the dynamics "frozen" at
each time t, which has the form
ln
[ 1
τrelax(t)
]
= ln [kt(1→ 2) + kt(2→ 1)]
= lnψ + ln
[
2 cosh
(
β
(
0 +
∆
2 cos
2pit
τ
))]
.
In low temperature region β  1 the logarithm of relaxation time can be easily
approximated by linear dependence on temperature
ln
[ 1
τrelax(t)
]
∼ β
∣∣∣∣0 + ∆2 cos 2pitτ
∣∣∣∣ ≥ 0,
while in the high temperature region β  1 the temperature dependence of logarithm
of characteristic relaxation time vanish
ln
[ 1
τrelax(t)
]
= lnψ +
(
0 +
∆
2 cos
(2pit
τ
))2
β2 + O
(
β4
)
,
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which is in good qualitative agreement with results shown in the figure 5.2. Notice
also that the region with negative generalized heat capacity is in the vicinity of the
characteristic relaxation time, hence it is in the vicinity of the transition regime
between fast and slow driving.
5.5.2 Scenario B: with barrier
Figure 5.3: Illustration of the two-level model with barrier with periodical driving.
E0(0) = 0 +
∆
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E τ
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(1) = −0 + ∆2
E τ
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(0) = 0 − ∆2
E0(1) = −0 − ∆2
Et(0)
Et(1)
kt(1→ 0)
kt(0→ 1)
∆
The main difference between these two models is the presence of the barrier in
this model, hence energy levels are the same as in previous case
Et =
[
0 + ∆2 cos
2pit
τ
−0 − ∆2 cos 2pitτ
]
while the transition rates are given by
kt(x→ y) = ψ exp [−β (∆− Et(x))] ,
where ∆ is the height of barrier, also one can verify that even this choice of transition
rates obey the detailed balance condition (2.22). Given the transition rates we can
again construct the forward Kolmogorov generator
L∗t =
−ψ exp [−β (∆− 0 − ∆2 cos 2pitτ )] ψ exp [−β (∆ + 0 + ∆2 cos 2pitτ )]
ψ exp
[
−β
(
∆− 0 − ∆2 cos 2pitτ
)]
−ψ exp
[
−β
(
∆ + 0 + ∆2 cos
2pit
τ
)]
and equivalently similarly we can define the backward Kolmogorov generator, which is
in this case equivalent to the transposed matrix of the forward Kolmogorov generator
Lt = (L∗t )T = ψe−β∆
− exp [β (0 + ∆2 cos 2pitτ )] exp [β (0 + ∆2 cos 2pitτ )]
exp
[
−β
(
0 + ∆2 cos
2pit
τ
)]
− exp
[
−β
(
0 + ∆2 cos
2pit
τ
)] .
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We can see that the local power is the same
wt = E˙t =
∆pi
τ
sin
(2pit
τ
)
·
[
−1
1
]
although what differs is the expression for the local heat production
qt = Lt [Et] = 2ψe−β∆
(
0 +
∆
2 cos
2pit
τ
)
·
− exp [β (0 + ∆2 cos 2pitτ )]
exp
[
−β
(
0 + ∆2 cos
2pit
τ
)] .
Figure 5.4: Heat capacity of the driven two-level system with barrier as a function of inverse
temperature β and driving frequency 1τ , with the mean relaxation time denoted by the green
dashed line.
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We again evaluate numerically the generalized heat capacity C with respect to
inverse temperature β and frequency of the driving 1/τ on exponential scale, see
figure 5.4. As one can see, the system exhibits slow driving limit behaviour as well as
singular driving limit behaviour, depending on the driving frequency with respect to
characteristic relaxation time τrelax. Moreover we can see that the system again has a
rich behaviour on the time scale comparable with the typical relaxation time. Again,
we are not able to determine characteristic relaxation time analytically, however we
can heuristically estimate the temperature dependence by analysing the relaxation
time for each fixed time, i.e. fixed value of potential.
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Again, the characteristic time of the dynamics can be estimated via the relaxation
times of the "frozen" system,
ln
[ 1
τrelax(t)
]
= ln [kt(1→ 2) + kt(2→ 1)]
= lnψ − β∆ + ln
[
2 cosh
(
β
(
0 +
∆
2 cos
2pit
τ
))]
.
In low temperature region β  1 the logarithm of relaxation time can be easily
approximated by linear dependence on temperature, approximatly
ln
[ 1
τrelax(t)
]
∼ β
[∣∣∣∣0 + ∆2 cos 2pitτ
∣∣∣∣−∆] ≤ 0,
while in the high temperature region β  1 the temperature dependence of logarithm
of characteristic relaxation time vanish
ln
[ 1
τrelax(t)
]
= lnψ − β∆ +
(
0 +
∆
2 cos
(2pit
τ
))2
β2 + O
(
β4
)
.
We can see that there is an additional term when compared with classical model
which largely influence the transition region.
5.6 Conclusions
We have developed the theory of quasistatic processes in systems driven by periodical
action of force. Our starting point were results of the Floquet theory (5.2), which we
used to reformulate the problem such that the explicit time dependence is removed
(5.8). Then we have been able to show that also in this type of driving the quasistatic
heat and work can be decomposed to so-called “housekeeping” part (5.26) or (5.28)
responsible for maintaining the steady state out of equilibrium and to the “reversible”
part (5.25) or (5.29) which is of geometrical nature and corresponds to what we in
classical thermodynamics call heat and work, which is our main result of this chapter.
While “housekeeping” components of the work (5.27) and heat are in general extensive
in time, it also contains fluctuating term tightly bounded with the initial and the
terminal condition, which in general does not need to converge in the quasistatic
limit and hence can affect the result of potential measurements.
Similarly to the systems driven out by non-potential forces or by attaching the
system to multiple thermal bath presented in the chapter 4, the systems driven by
periodical forces has also a rich non-equilibrium behaviour such as the general non-
validity of the Clausius relation, negative generalized heat capacities, as was shown
on two level models, see section 5.5. However as our results for slow, see subsection
5.3, and singular, see subsection 5.4, driving limit suggests, this behaviour is typically
limited to the intermediate regime where the period of the driving is comparable to
the relaxation time, as was also illustrated in the aforementioned models.
The article summarizing these results is still in preparation [PN].
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Chapter 6
Slow-fast coupling
Until now we have been trying to describe thermodynamical processes of the system
in contact with several thermal and chemical baths and in general in the presence of
external non-potential force fields, e.g. electromagnetic field, which time-dependence
is periodical. To be more precise, we have been studying Markovian systems in
environment described by few fully manageable external parameters, which entirely
determine the Markovian dynamics of the system as well as the steady state of the
system and which were subjects of the quasistatic transformations. Although these
conditions seem to be very general, not every possible physical situation fits into this
description even in the simplified case of quasistatic processes in the vicinity of steady
states. For example if we are interested only in the properties and behaviour of the
subsystem of a more complex system, the evolution of such system in general depends
on all degrees of freedom of the composite system, which are basically intractable.
However in some cases we are able to find an effective Markovian evolution for such
subsystem, so they can be treated in the same manner as above mentioned systems
with few external parameters. The basic questions are in which systems there exists
an effective Markovian description of the time evolution and how to properly construct
the description from the description of more complex systems?
In this chapter we will focus on these questions in a particular class of composite
systems with so called separation of timescales. We speak about the separation of
timescales, when we can sort the degrees of freedom of a complex system into two
or more distinct sets characterized by typical relaxation times. Moreover we demand
that the typical relaxation times τi of each set greatly differs, τ1  τ2  · · ·  τk.
We will restrict ourselves further on to the case when all degrees of freedom can be
sorted only to two of such sets. The degrees of freedom associated with the long
(short) typical relaxation time we call “slow” (“fast”). A typical example of such a
system is a heavy particle in the bath of light ones, where the degrees of freedom
associated with heavy particle are considered to be “slow”, i.e. it takes much more
time to relax the heavy particle after a perturbation of the environment than to relax
light particles. The dynamical parameters, which we are typically able to control
in the experiment, describe the average density of light particles and their local
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temperature, however it is difficult to control the feedback between the slow and fast
particles as well as local fluctuation of density.
In the first section we will focus on the dynamics of the “fast” degrees of freedom
on their respective timescale, while in the second section we will investigate the
dynamics of the “slow” degrees of freedom again on their respective timescale. In
the context of our example the first section focuses on the dynamics of light particles
under the influence of quasistatically moving slow particle, while in the second section
we will describe the movement of the heavy particle in the continuum of the light
ones, which keeps nearby a steady state.
Through this chapter we will be again using the framework of Kolmogorov gen-
erators firstly introduced in chapter 2 section 2.3, where we describe our full system
by probabilistic density µt(xS , xF ), where by xS (xF ) we explicitly denote the de-
pendence on the “slow” (“fast”) degrees of freedom. We also assume that the time
evolution of the full system is Markovian and given by (2.8)
∂tµt(xS , xF ) = L∗ [µt] (xS , xF )
where the total forward Kolmogorov generator L∗ acts on the overall system and
does not explicitly depend on time, and  denotes the ratio of the “fast” and “slow”
degrees of freedom’s relaxation times (τF and τS),  = τF /τS . The formal solution of
such evolution is given by
µt(xF , xS) = e(t−t0)L
∗
 [µt0 ] (xS , xF ). (6.1)
6.1 Autonomous dynamics for fast degrees of freedom
The first situation, which we want to analyse, is the behaviour of the system on the
timescale which is comparable to the typical relaxation times of the “fast” degrees of
freedom. In that case we would expect to see almost no time evolution of the “slow”
degrees of freedom. Hence we presumably expect to obtain a situation very similar to
the quasistatic limit, which is a central topic of this thesis, where the “slow” degrees
of freedom represent the external parameters, although in this case they don’t have
a prescribed trajectory, but rather evolve on their own.
To show more precisely in what sense the proposition holds true, we start with the
decomposition of the total forward Kolmogorov generator to the part evolving just
the “slow” degrees of freedom L∗S and the part responsible for the time evolution of
“fast” degrees of freedom L∗F . To have a clear distinction between what are “fast” and
what are “slow” degrees of freedom, we assume that they are entangled only by the
interaction potential, i.e. in the forward Kolmogorov generator for “fast” degrees of
freedom the “slow” degrees of freedom occurs only as parameters and vice versa. To
simplify the analysis we introduce the parameter  which explicitly characterizes the
timescale separation. Hence the time evolution of the joint probability distribution
(2.8) is given by
∂tµt(xS , xF ) = L∗S [µt](xS , xF ) + L∗F [µt](xS , xF ),
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where the only epsilon dependence lies in the pre-factor.
Our main aim is to obtain the time evolution equation for the marginal probability
distribution on fast degrees of freedom µ˜(xF ). We start with the decomposition of the
joint probability distribution to the conditional probability distribution of the “fast”
degrees of freedom conditioned to the particular configuration of the “slow” degrees
of freedom νt(xF |xS) and the marginal probability distribution of “slow” degrees of
freedom σt(xS),
µt(xS , xF ) = νt(xF |xS)σt(xS),
where we have also assumed that the appropriate timescale of the “slow” degrees of
freedom is t, i.e. the marginal distribution of “slow” degrees of freedom σ is function
in t. The time evolution equation is then given by
∂tνt(xF |xS)σt(xS) +  νt(xF |xS) ∂sσs(xS)|s=t =
= σt(xS)L∗F [νt](xF |xS) + L∗S [νt σt] (xS , xF ),
from which we can obtain a time evolution equation for marginal distribution of the
“slow” degrees of freedom σ(xS) by integration over the “fast” degrees of freedom
 ∂sσs(xS)|s=t = 
∫
dΓ(xF ) L∗S [νt σt] (xS , xF ), (6.2)
where we also assumed that the normalization condition (2.9) is valid also for the
forward Kolmogorov generator responsible for time evolution of “fast” degrees of
freedom L∗F . Notice that we have assumed that the dependence of the forward Kol-
mogorov generator for “slow” degrees freedom L∗S on fast degrees of freedom xF lies
only in the interaction potential, hence the time evolution equation (6.2) depends on
the averaged potential 〈V 〉ν(xS). Similarly we can obtain the time evolution equation
for marginal distribution on “fast” degrees of freedom µ˜(xF )
∂tµ˜t(xF ) = 〈L∗F [νt](xF |xS)〉σt + 
∫
dΓ(xS) L∗S [νt σt] (xS , xF ),
where we can see two contributions, the first term is the time evolution of the “fast”
degrees of freedom, where the “slow” degrees of freedom occurs only as parameters.
The second term is correction corresponding to the time evolution of “slow” degrees
of freedom.
If we assume that the feedback of the action of “slow” degrees of freedom is small,
i.e. the interaction potential in (6.2) is at least of first order in , then up to the
zeroth order in epsilon the time evolution of marginal distribution of “slow” degrees
of freedom is independent of the distribution of “fast” degrees of freedom, i.e. we
have autonomous dynamics for “slow” degrees of freedom in the leading order
∂sσs(xS)|s=t = L∗S [σs] (xS) + O ().
Hence the time evolution of the marginal distribution on fast degrees of freedom can
also be considered autonomous, in the manner that we consider the “slow” degrees
of freedom as time dependent parameters of the dynamics.
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If the dynamics of the “slow” degrees of freedom is deterministic
σt(xS) = δ(xS − xS(t)) ≡ δxS(t)(xS)
then the time evolution equation of the marginal distribution of “fast” degrees of
freedom simplifies to
∂tµ˜t(xF ) = 〈L∗F [νt](xF |xS)〉σt + O
(
2
)
,
where we have also used that in case the L∗S is independent of xF in the leading
order, hence it has to obey the normalization condition (2.9) as being the forward
Kolmogorov generator for autonomous time evolution up to the same order and so
forth the first order term on the right hand side is zero. The left hand side can be
rewritten as
∂tµ˜t(xF ) = ∂t
∫
dΓ(xS)νt(xF |xS) δ(xS − xS(t)) =
=
∫
dΓ(xS) [∂tνt(xF |xS) δ(xS − xS(t)) + νt(xF |xS) ∂tδ(xS − xS(t))] =
= ∂tνt(xF |xS(t)) +  x˙S(t) · ∇xSνt(xF |xS)|xS=xS(t) ,
which provides a more precise formulation of our claim in introduction.
We have seen that up to the zeroth order there is autonomous dynamics for
“slow” degrees of freedom under the assumption that the time evolution of the “slow”
degrees of freedom depends on the “fast” ones only through interaction potential
and the feedback is weak, i.e. of order . We have also seen that under the same
assumption the time evolution of “fast” degrees of freedom depends only on “slow”
degrees of freedom parametrically. Moreover if we also assume that the dynamics
of “slow” degrees of freedom is deterministic, we obtain the quasistatic expansion of
the conditional distribution of “fast” degrees of freedom on “slow” ones up to the
first order, as in chapter 4 section 4.3, where we can identify the “slow” degrees of
freedom with external parameters, whose time dependence is in this given implicitly
be evolution equation (6.2).
6.2 Autonomous dynamics for slow degrees of freedom
In this section we describe the time-evolution of slow degrees of freedom on their
appropriate timescale. Although Berglund and Gentz [BG06] provided a rigorous
and thorough analysis of slow-fast coupling in case the dynamics is deterministic,
the extension of these ideas to stochastic dynamics isn’t treated in such a rigorous
manner, see for example [TGS12]. We provide an alternative more exact derivation of
the effective Markovian dynamics for “slow” degrees of freedom. Our method enables
us to systematically quantify the corrections due to the slow-fast coupling, and also
to estimate their propagation in time.
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We start by using Dyson-like expansion to provide zeroth order contribution of
the effective Kolmogorov generator for slow degrees of freedom, see subsection 6.2.1.
Furthermore by expanding the Dyson-like series in the parameter characterizing the
separation of timescales  we show that the effective dynamics is Markovian up to
the first order with effective generator being (6.17). At the end of the section we
illustrate the results on examples.
In order to simplify the investigation we consider a specific form of  dependency,
namely
L∗ = L∗S +
1

L∗F ,
where L∗S is the evolution of slow degrees of freedom given the fast ones fixed and
L∗F is the opposite, i.e. the evolution of fast degrees of freedom given the slow ones.
This particular decomposition corresponds to independent dynamics for fast and slow
degrees of freedom apart, hence the interaction between the fast and slow degrees of
freedom is provided only by mutual dependence of some parameters, usually in the
form of interaction potential. Also the  dependency corresponds to the situation
when the fast degrees of freedom are more active, e.g. in case of jump processes with
continuous time we scale the symmetric part of jump rates or in case of diffusion we
scale the mobility.
We further assume that there exists a unique stationary distribution on fast de-
grees of freedom ρF (xS , xF ) for arbitrary yet fixed configuration of slow degrees of
freedom xS
L∗F [ρF ](xS , xF ) = 0,
and that the evolution up to the infinite time of fast degrees of freedom is equivalent
to the projection P∗0 of the fast degrees of freedom to the steady state ρF
lim
t→∞ e
tL∗F [µ] = P∗0 [µ] = ρF (xS , xF )
∫
dy µ(xS , y). (6.3)
Our starting point is the formal solution (6.1). To find an appropriate timescale
at which there exists an autonomous dynamics for slow degrees of freedom, we slice
the total time interval t to time steps of length ∆t
et(L∗S+
1

L∗F )[µ0] =
(
e∆t(L∗S+
1

L∗F )
) t
∆t [µ0]
and we choose the time step ∆t  τS in a suitable way that we can simultaneously
expand in both ∆t and . To separate the contributions of fast and slow degrees of
freedom we use the Dyson-like expansion
e∆t(L∗S+
1

L∗F ) = e
∆t

L∗F +
∆t∫
0
ds e
(∆t−s)

L∗FL∗Ses(L
∗
S+
1

L∗F ) (6.4)
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recursively. So for the evolution over the single time step ∆t we obtain a series
e∆t(L∗S+
1

L∗F ) = e
∆t

L∗F+
+
∞∑
n=1
∫
· · ·
∫
∆t≥t1≥···≥tn≥tn+1≡0
dt1 . . . dtn e
(∆t−t1)

L∗F
n∏
k=1
[
L∗Se(tk−tk+1)
1

L∗F
]
, (6.5)
where exponential terms have only the evolution of the fast dynamics as the argument.
6.2.1 Infinite timescale separation
In order to describe the time evolution of slow degrees of freedom even in the ze-
roth order by effective Markovian dynamics, we need to observe the system on an
appropriate timescale. Which corresponds to the ∆t being much larger than the
characteristic time of fast degrees of freedom ∆t  τF and doesn’t scale with fast
degrees of freedom, i.e.
lim
→0+

∆t = 0. (6.6)
Obtaining the zeroth order contribution is quite straightforward, we take the limit
→ 0+ of the Dyson-like expansion (6.5)
lim
→0 e
∆t(L∗S+ 1L∗F ) = P∗0 +
∞∑
n=1
(∆t)n
n! P
∗
0 [L∗SP∗0 ]n = e∆tP
∗
0L∗SP∗0P∗0 , (6.7)
where we have used the asymptotic of the time evolution on the fast degrees of freedom
(6.3) along with the assumption (6.6). By introducing the marginal distribution of
the slow degrees of freedom νt
νt(xS) =
∫
dxF µt(xS , xF )
we can indeed show that the time evolution is Markovian. We show that the marginal
distribution after the time step ∆t depends only on the marginal distribution in the
initial time using the limit (6.7)
νt+∆t(xS) =
∫
dxF e∆tP
∗
0L∗SP∗0P∗0 [µt] (xS , xF ) = e
∆t〈L∗S〉ρF [νt] (xS) .
And hence by taking the limit ∆t → 0+ we obtain a Markovian time evolution
equation
∂tνt(xS) = 〈L∗S〉ρF [νt] (xS). (6.8)
One can see that the leading order describes the situation where the fast degrees of
freedom can already be considered relaxed to the steady state given by fixed values of
the external parameters but also by the fixed values slow degrees of freedom. However
the assumption (6.6) alone is not sufficient to obtain higher order contributions, where
we would likely to see some feedback from the fast degrees of freedom.
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6.2.2 First-order correction
In order to find corrections up to higher order of epsilon let us assume that the
generator of fast degrees of freedom has a spectral decomposition
L∗F = −
∑
i>0
λiP
∗
i , (6.9)
where eigenvalues has positive real part <λi > 0. Similarly the time evolution of the
fast degrees of freedom alone can also be written as the decomposition to the same
eigenstates
e
s

L∗F = P∗0 +
∑
i>0
e−
sλi
 P∗i .
Using this decomposition in the Dyson-like series (6.5) we can again collect all the
zeroth order terms in , hence all the remaining terms are at least of order . While we
don’t expect an existence of an effective Markovian dynamics behind the first order
corrections in  we include only those. Finally we can neglect all the terms containing
the exponential term e−∆t λi , which are much smaller because of the condition (6.6).
All these considerations yield to
e∆t(L∗S+
1

L∗F ) = e∆tP∗0L∗SP∗0P∗0 − 
∞∑
n=0
(∆t)n
n!
n+1∑
k=0
(P∗0L∗S)k
1
L∗F
(L∗SP∗0 )n+1−k +
+ O
(
e
−∆t

min
i>0
λi
, 2
)
, (6.10)
where 1/L∗F denotes the pseudoinverse
1
L∗F
=
∞∫
0
ds
[
P∗0 − esL
∗
F
]
= −
∑
i>0
1
λi
P∗i , (6.11)
introduced in chapter 4 as (4.5), which emerges here as the consequence of the asymp-
totic behaviour of the time evolution in the memory kernel
t∫
0
ds e
s

L∗F = tP∗0 + 
t
∫
0
du
(
euL∗F − P∗0
)
−→
−→ tP∗0 + 
∞∫
0
du
(
euL∗F − P∗0
)
+ O
(
2
)
= tP∗0 − 
1
L∗F
+ O
(
2
)
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By rearranging all the terms in (6.10) we obtain more compact expression for the
expansion of the Dyson-like series up to first order in 
e∆t(L∗S+
1

L∗F ) = exp
[
∆tP∗0
(
L∗S − L∗S
1
L∗F
L∗S
)
P∗0
]
P∗0−
− 
[
1
L∗F
L∗SP∗0 e∆tP
∗
0L∗SP∗0 + e∆tP∗0L∗SP∗0P∗0L∗S
1
L∗F
]
+ O
(
e
−∆t

min
i>0
λi
, 2
)
. (6.12)
One can see that up to this point we haven’t assume anything about the total
probability density. The basic idea of the separation of timescale is that in every
time instance the system can be considered to be nearby the state with fast degrees
of freedom sampled from a stationary distribution
µt(xS , xF ) = ρF (xS , xF )νt(xS) + ∆µt(xS , xF ), (6.13)
where ∆µt is expected to be small and by νt we denote the marginal distribution of
the slow degrees of freedom hence∫
dxF ∆µs(xS , xF ) = 0.
Furthermore we assume that the correction is order . To check if the proposed
structure of the total probability density is conserved during the time evolution, we
evolve the total probability density in the form (6.13) using (6.12) and expanding it
only up to the first order
µt+∆t = e∆t(L
∗
S+
1

L∗F ) [µt] = ρF exp
∆t
〈(
L∗S − L∗S
1
L∗F
L∗S
)〉
ρF
 [νt]−
−  1L∗F
L∗S
[
ρF exp
{
∆t 〈L∗S〉ρF
}
[νt]
]
+ O
(
e
−∆t

min
i>0
λi
, 2
)
.
We can see that the structure (6.13) is really preserved by having
νt+∆t(xS) = exp
∆t
〈(
L∗S − L∗S
1
L∗F
L∗S
)〉
ρF
 [νt]
and
∆µt+∆t = − 1L∗F
L∗S
[
ρF exp
{
∆t 〈L∗S〉ρF
}
[νt]
]
, (6.14)
where one can see that the correction is of the first order in  and also does not
depend on the previous correction ∆µt at that specific order.
The assumption on the correction being small is equivalent to be in a state close
to steady on the fast degrees of freedom and also that the magnitude of the correction
is bounded. Next we prove that the correction remain small in this sense during the
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time evolution. To prove this proposition we need to assume that the dynamics is
converging to its steady state ρ on the arbitrary large timescale∥∥∥(et(L∗S+ 1L∗F ) − P∗) [µ]∥∥∥
1
≤ ‖µ‖1 , (6.15)
where ‖ · ‖1 is the L1 norm, P∗ is the projection to the full-system steady state
P∗ = ρ
∫∫
dxS dxF .
Then the correction after a single time-step
∥∥∥e∆t(L∗S+ 1L∗F )[∆µ]∥∥∥
1
≤
∥∥∥e∆t L∗F [∆µ]∥∥∥
1
+
∥∥∥∥∥∥
∆t∫
0
ds e(∆t−s)(L∗S+
1

L∗F )L∗Se
s

L∗F [∆µ]
∥∥∥∥∥∥
1
,
where we’ve already used the Dyson-like expansion (6.4) and the triangle inequality.
Using the spectral decomposition for evolution of the fast degrees of freedom (6.9)
and estimating the integral by its norm we obtain
∥∥∥e∆t(L∗S+ 1L∗F )[∆µ]∥∥∥
1
≤
∥∥∥∥∥∑
i>0
e−
∆t

λiP∗i [∆µ]
∥∥∥∥∥
1
+
∆t∫
0
ds
∥∥∥e(∆t−s)(L∗S+ 1L∗F )L∗Se sL∗F [∆µ]∥∥∥1 ,
using the assumption (6.15) together with the fact that the evolution on slow degrees
of freedom conserves the probability
∫
dxS L∗S we get
∥∥∥e∆t(L∗S+ 1L∗F )[∆µ]∥∥∥
1
≤ e−∆t λg ‖∆µ‖1 +
∆t∫
0
ds
∥∥∥L∗Se sL∗F [∆µ]∥∥∥1 ,
where we also estimated the first term in terms of spectral gap
λg = min
i>0
<λi.
Using the supremal norm of L∗S and the estimate on the exponential we have
∥∥∥e∆t(L∗S+ 1L∗F )[∆µ]∥∥∥
1
≤ e−∆t λg ‖∆µ‖1 + ‖L∗S‖∞
∆t∫
0
ds e−
s

λg ‖∆µ‖1 ,
and by integration and using the fact λg is of order τF we obtain∥∥∥e∆t(L∗S+ 1L∗F )[∆µ]∥∥∥
1
≤ e−
∆t
τF (1− τF ‖L∗S‖∞) ‖∆µ‖1 + τF ‖L∗S‖∞ ‖∆µ‖1 . (6.16)
From this we can see that the assumption ∆t  τF makes the first term negligible
and the second term is of order of , as the consequence of the norm ‖L∗S‖∞ being
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of order 1/τS and also τF /τS being of order , so after one iteration the correction is
already of order epsilon.
Putting all the results together, we have verified that at the timescale much
longer than characteristic time of the fast degrees of freedom ∆t  τF we have
an autonomous dynamics for slow degrees of freedom, which for small time steps
τF  ∆t τS is effectively governed by
∂tνt ≈ νt+∆t − νt∆t =
〈
L∗S − L∗S
1
L∗F
L∗S
〉
ρF
[νt]. (6.17)
The correction to the full probability density is of order  and is determined only by
the distribution on the slow degrees of freedom. Up to the first order, if the evolution
on slow degrees of freedom is smooth, the memory term
∆µt = − 1L∗F
L∗S
[
ρF lim
s→t−
νs
]
is not present. Furthermore we can see that the correction diminishes with time.
6.2.3 Example I: Diffusive particles entangled by harmonic potential
To demonstrate our theory we introduce a simple model of two diffusive particles
coupled by harmonic interaction potential with the fast particle trapped in an optical
trap. Both slow (R,P ) and fast (x, p) particles has mass m and diffuse through the
same environment with inverse temperature β and friction γ. The only coupling
between them is by interaction harmonic potential 12ω2(x − R)2, moreover the fast
variable is trapped by the optical trap with effective potential 12k(x − X0)2, where
X0 is the center of optical trap and k is the strength of the trap. The time evolution
is then introduced by Kolmogorov generators for the fast and slow particles
L∗F [µ] = −
p
m
∂xµ+
[
ω2(x−R) + k(x−X0)
]
∂pµ+
γ
m
∂p (pµ) +
γ
β
∂2pµ,
L∗S [µ] = −
P
m
∂Rµ+ ω2(R− x)∂Pµ+ γ
m
∂P (Pµ) +
γ
β
∂2Pµ.
One can easily find the stationary distribution of the fast particle conditioned on the
slow one fixed
ρF (x, p) =
1
ZR
exp
[
−β
(
p2
2m +
1
2ω
2(x−R)2 + 12k (x−X0)
2
)]
,
where ZR is the partition function
ZR =
∫∫
dx dp exp
[
−β
(
p2
2m +
1
2ω
2(x−R)2 + 12k (x−X0)
2
)]
=
= 2pi
β
√
m
ω2 + k exp
[1
2kω
2(R−X0)2
]
.
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The correction term in the effective generator (6.17) has the form L∗S(1/L∗F )L∗S [ρF ν]
so we start by applying L∗S
L∗S [ρF ν] = ρFL∗S [ν]−
βω2P
m
(
x− ω
2R+ kX0
ω2 + k
)
ρF ν.
The computation of pseudoinverse is in general difficult, however at least for this
particular example the pseudoinverse can be computed explicitly, see appendix C.4
for further details, we obtain
1
L∗F
L∗S [ρF ν] = −
ω2
ω2 + k
(
∂P ν +
βP
m
ν
)[
p− γ
(
x− ω
2R+ kX0
ω2 + k
)]
ρF .
The last step is to apply the L∗S and integrate over fast degrees of freedoms x and p∫∫
dx dp L∗S
1
L∗F
L∗S [ρF ν] = −
ω4
(ω2 + k)2
[
γ
m
∂P (Pν) +
γ
β
∂2P ν
]
.
Therefore we obtain the effective generator (6.17) for slow degrees of freedom
L∗eff [ν] = −
P
m
∂Rν+
kω2
ω2 + k (R−X0) ∂P ν+
(
1 +  ω
4
(ω2 + k)2
)[
γ
m
∂P (Pν) +
γ
β
∂2P ν
]
,
where the slow particle is again diffusive in effective potential and the first order
correction presents itself as the correction of the friction
γeff = γ
(
1 +  ω
4
(ω2 + k)2
)
.
6.2.4 Example II: Overdamped diffusion
Overdamped regime can be seen as another example of separation of fast and slow
degrees freedom. In this case the fast variable is the momentum p, the slow is the
position x and the small parameter is  = 1/γ. We will further assume that the
diffusion occurs in non-homogeneous environment with spatially dependent inverse
temperature β(x). Based on these considerations, we split the generator (2.45) for
underdamped diffusion into two parts
L∗S [µ] = −
p
m
∂xµ− F∂pµ,
L∗F [µ] =
1
m
∂p (pµ) +
1
β
∂2pµ,
where the second one describes the relaxation dynamics of momentum. The station-
ary distribution for the fast degree of freedom conditioned on the slow one is
ρ(p, x) = 1
Z(x)e
−β(x) p22m .
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We will proceed with the same protocol to determine the effective generator as in the
previous example. First we use the stationary distribution of fast degrees of freedom
to determine the structure the first term in the correction
L∗S [νρ] = −
[
∂xν +
(
∂xβ
2β − βF
)
ν
]
p
m
ρ+ (∂xβ ν)
p3
2m2 ρ,
upon which we apply the pseudoinverse, see appendix C.5 in particular (C.9a) to
(C.9d) for further details
1
L∗F
L∗S [νρ] = −
p3
6m (∂xβ ν) ρ+
[
∂xν −
(
∂xβ
2β + βF
)
ν
]
pρ
to obtain the total correction∫
dp L∗S
1
L∗F
L∗S [νρ] = ∂x
[
(F − kB∂xT ) ν − 1
β
∂xν
]
.
While the average of the L∗S is zero, the only contribution to the effective generator
is the first order correction
L∗eff [ν] = −
1
γ
∂x [(F − kB∂xT ) ν − kBT∂xν] ,
which is in agreement with Smoluchowski equation (2.49) for diffusion in inhomo-
geneous environment [vK87, vK98]. In case the force is conservative with potential
V (x), the stationary distribution can be easily determined
νst(x) =
1
Z
β(x) exp
[
−
∫
dx β(x)V ′(x)
]
,
which corresponds to the zero steady current j = 0. In case the boundaries are not
placed in infinity but rather restrict the diffusion to the finite interval [x0, x1], we
obtain another stationary solution this time with a non-zero steady current j
νst(x) = jβ(x)
x∫
x0
dy exp
− x∫
y
dz β(z)V ′(z)
 .
Notice that the steady current j represents here the normalization condition on the
probability distribution and hence is fully determined by the potential V (x) and the
temperature profile β(x).
We can see that the temperature gradient acts here as an additional force push-
ing the particles to the colder regions. We can better understand this effect in the
underdamped case, where it is caused by the thermalization of the kinetic energy. As
a consequence of the equipartition theorem in the hot spot the average kinetic energy
of the particle is larger than in its surroundings and so the typical momentum. This
means that also the pressure is larger there, which induce the flux of the particles
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out of the hot spot. While the physical reality does not depend on the level of our
description, hence in the overdamped diffusion, which is a time coarse grained de-
scription of the underdamped diffusion, such effect has to be present too. Moreover
if we interpret the whole force as the gradient of the total energy
E(x) = V (x) + 12kBT (x),
where we can see that the kinetic term is represented by the mean value of the kinetic
energy according to the equipartition theorem. This means that this is the correct
total energy of the particle undergoing the overdamped diffusion, which does not
neglect the coarse grained kinetic energy. However in the homogeneous system the
term is in most cases the additional term can be neglected, because it does not depend
on position thus only shifts the total energy. It only manifests itself as the constant
contribution to the heat capacity.
6.3 Conclusions
In the first section we have briefly discussed the possibility of the autonomous dynam-
ics for “fast” degrees of freedom on their appropriate timescale. The main result of
that particular section is the observation that the autonomous dynamics on the char-
acteristic timescale of “fast” degrees of freedom can be in some cases associated with
quasistatic process, where the autonomously time evolved “slow” degrees of freedom
act as external parameters.
In the second section we have discussed the possibility of Markovian autonomous
dynamics on the level of “slow” degrees of freedom on their proper timescale. We
have shown that up to the first order in the parameter characterizing the timescale
separation the dynamics is Markovian and can be effectively described by the effective
forward Kolmogorov generator (6.17), where the time derivative lim∆t→0+ ∆ft/∆t
has to be taken in the sense that τS  ∆t  τF . What is new is that we have also
obtained an exact expression how to determine the difference between the effective
Markovian solution and the actual solution (6.14) and an estimate how it behaves
under the time evolution (6.16).
At the end we have illustrated the results on several models, most notably we
have obtained a Smoluchovski equation describing the overdamped diffusion in the
inhomogeneous medium as the first order correction. We can also see that the over-
damped diffusion is the limiting case of the underdamped diffusion in case of fast
thermalization of the momentum and kinetic energy in comparison with the slow re-
laxation of positions. Moreover notice that the Smoluchovski equation is in fact the
first order correction.
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Chapter 7
Conclusions
In this thesis we have studied the quasistatic processes of small driven systems
described by stochastic Markovian dynamics. Specifically, we have considered (1)
Markov jump processes with continuous time, which in physical reality can describe
ratchets, various semi-classical models of molecular motors, etc., (2) diffusion, both
underdamped or overdamped, as describing e.g. colloid particle moving in a rota-
tionally driven medium. In both cases the time evolution of such systems can be
described by Kolmogorov generators, which provide unified framework, see chapter
2. After a brief recollection of well known facts for these systems in equilibrium,
see chapter 3, we focused on the analysis of the heat and work for thermodynamic
processes in the quasistatic limit, which is the main topic of this theses.
7.1 Quasistatic limit for non-equilibrium systems
7.1.1 Non-potential force driven systems
The first class of systems described mainly in chapter 4 are systems driven out of
equilibrium by the action of non-potential force, or by the action of multiple thermal
or particle baths. For these systems we provide an analytical formalism for the
quasistatic expansion of the mean values of work and heat. We have shown that
the mean heat and work in the quasistatic limit can be naturally decomposed into
what we call the “housekeeping” and “reversible” components and we have obtained
explicit formulas for their computation, see equations (4.7), (4.8), (4.9). The diverging
“housekeeping” component of the heat and work is related to the steady dissipation
of the system out of equilibrium and as such it is symmetric with respect to protocol
reversal Θα, while the finite “reversible” component is antisymmetric with respect
to protocol reversal and also independent of the protocol parametrization and thus
geometric. In particular, in equilibrium the “reversible” component coincides with
the total heat or work.
We have also formulated the energy balance equation (4.10) stating that the
change of the internal energy represented as the mean value of energy of the system
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is given by the total “reversible” heat and work to the system, i.e. the “housekeeping”
components do not contribute to the energy balance. In this sense the “reversible”
work and heat are a natural extension of the equilibrium reversible work and heat.
Further, we have introduced a generalized heat capacity as the “reversible” heat
produced along the quasistatic change of the temperature of the thermal bath (4.14).
As demonstrated on various models the generalized heat capacity has a particularly
rich behaviour out of equilibrium. The most surprising yet not fully understood is
the possibility of the generalized heat capacity to be negative as seen in subsections
4.3.5, 4.3.6, 4.3.7. Although the negative generalized heat capacity occurs in two-
and three-level systems close to the population inversion, the actual effect appears
to be much more subtle, cf. subsections 4.3.5 and 4.3.6. In case of the diffusion the
negative heat capacity typically occurs when the increase of temperature pushes the
system towards smaller dissipation, cf. 4.3.7.
7.1.2 Periodically driven systems
In chapter 5 we have developed the extension of the formalism of quasistatic processes
to periodically driven systems, which was not previously discussed in literature. Our
starting point was the application of the Floquet theory to remove the explicit time
dependence from the forward Kolmogorov generator by using the Fourier picture.
That helped us to cast the problem into similar framework as in chapter 4 and to
identify the generalized “reversible” and “housekeeping” components of the mean
value of the total heat and work, see equations (5.25), (5.26), (5.28) and (5.29).
These components have similar properties as those discussed in the previous subsec-
tion such as the “reversible” component being again independent of parametrization
of the protocol α or the “housekeeping” component being generically divergent in the
quasistatic limit. However there also arise new fundamental interpretational prob-
lems as the generalized “housekeeping” component contains terms of the comparable
magnitude as the “reversible” component, reflecting the initial and final state within
the time period. These terms can heavily oscillate in the quasistatic limit and hence
they can introduce an additional uncertainty to the experimental accessibility of the
“reversible” components.
We have also studied the generalized heat capacity on particular models as the
means to analyse the behaviour of the “reversible” component of the heat. In these
models we have seen the generalized heat capacity may become negative in the in-
termediate regime where the relaxation time is comparable to the period of driving,
while it is generally positive in either singular or slow driving limit.
7.1.3 Generalized Clausius relation
We have also discussed the possibility of generalization of the Clausius relation (3.31)
to non-equilibrium systems. It has been argued that the Clausius relation or some
straightforward generalization of that is not valid in general out of equilibrium. Nev-
ertheless if the steady state is characterized by the Boltzmann-like distribution in the
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McLennan form (4.11) then the generalized Clausius relation is verified; the system
presented in subsection 4.3.8 is exactly such an example. What physical conditions
cause the steady state to be represented by such a distribution is still an open ques-
tion as well as whether there exists any weaker condition. The only case where the
McLennan structure of the stationary distribution is generally verified is the close-
to-equilibrium regime, see section 4.4.
7.2 Markovianness in time-scale separation
The chapter 6 was dedicated to provide a link between the concept of quasistatic
changes of some external parameters and the time-scale separation, as well as to show
how one can obtain an effective Markovian dynamics for slow degrees of freedom on
their specific time-scale by projecting out the fast degrees of freedom, in a way which is
more precise that standard arguments in literature. In the first section we provided a
heuristic analysis when we can consider the system to be quasistatically driven. After
giving some heuristic arguments on the connection to previously discussed quasistatic
processes, we have studied in detail the Markovian structure of the effective dynamics
for large time-scale separation. In particular, the Markovianness has been proven to
hold true up to the first order in the expansion around infinite separation limit.
7.3 Open problems
We finish by providing a number of open question that have emerged during the work
and which have not yet been mentioned before.
7.3.1 Generalization of Nernst theorem
A natural question is whether the Nernst theorem representing the (equilibrium)
Third law allows for an extension beyond equilibrium. In our systems it might cor-
respond to the conjecture that the heat capacity with the temperature of all thermal
baths acting on the system going to zero also tends to zero. We have seen on several
examples that there are systems in which such a generalization of the Nernst theorem
indeed holds true, cf. subsections 4.3.5, 4.3.6, as well as other examples where it does
not, cf. subsections 4.3.7, 4.5.1, 4.5.2. While there is no surprise that the conjectured
generalization of the Nernst theorem is not valid for diffusion, its invalidity even for
system with finite number of state might sound surprising and it needs to be further
understood, cf. subsection 4.5.1.
For driven diffusion on the ring we have seen that the zero-temperature transition
from the limit fixed point phase to the limit cycle phase is accompanied with the
transition from the equilibrium-like to a new and highly nontrivial heat capacity
asymptotics, cf. subsection 4.5.2. Even a richer collection of different low-temperature
patterns have been obtained for the driven 2D diffusion, cf. subsection 4.3.7. It
remains to be seen on a more general basis in what precise sense the emergence of
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diverging or negative low-temperature heat capacity patterns characterize the low-
temperature steady states. There are still no definite answers why in some finite
systems the Nernst theorem holds true whether in others does not or what are the
exact conditions for the zero temperature phase transition to occurs.
7.3.2 Generalized quasistatic response functions
The heat capacity has been introduced in order to quantify the reversible component
of heat along the specific quasistatic process with temperature as the only time-
dependent parameter. Analogously, we can analyze other quasistatic processes in
terms of generalized (quasistatic) response functions like the compressibility, thermal
expansion coefficient etc. Beyond obvious questions about their possible anomalous
behavior in far-from-equilibrium regimes, still a more fundamental issue arises: Are
those mutually related in a way similar to the equilibrium Mayer of Maxwell relations?
Clearly, this question has much to do with generalizations of the Clausius relation and
the existence of non-equilibrium entropy. Within the heat-renormalization scheme
adopted in this work, these question remain largely open and will require further
research.
Appendix A
Kolmogorov generators for
Markov jump processes
In this appendix we derive the forward and backward Kolmogorov generator from
the conditional path measure for Markov jump processes. Our starting point is the
definition of the forward Kolmogorov generator (2.7), first introduced in chapter 2
section 2.3,
L∗t [µt](x) = lim∆t→0+
1
∆t
(∫
dy µt−∆t(y)
∫
P(t−∆t,t] (ω|Xt−∆t = y) δXt(x)− µt−∆t(x)
)
,
in terms of the conditional probability measure dP, in this case, for Markov jump
processes. The conditional path probability measure for Markov jump processes
(2.13), was first introduced in chapter 2 section 2.4, and was defined as
P(0,T ] (ω|X0 = x0) = exp
− T∫
0
ds λs(xs)
 k∏
i=1
kt
(
xt−i
→ xti
)
dti,
where kt(x→ y) denotes transition rate from x to y at time t, xs− the state right
before the jump at time s, λt(x) is the escape rate from the state x at time t and
ti denotes jump times. We start by expanding the first term in the definition of the
forward Kolmogorov generator (2.7) in terms of ∆t
∫
P(t−∆t,t] (ω|Xt−∆t = y) δXt(x) = δxy exp
[
−
t∫
t−∆t
ds λs(y)
]
+
+ (1− δxy)
t∫
t−∆t
ds ks(y → x) exp
[
−
s∫
t−∆t
du λu(y)−
t∫
s
du λu(x)
]
+ O
(
∆t2
)
,
where we have used the fact that the only contributions up to the linear order in
∆t are from trajectories without any jump (the first term) or with one jump (the
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second term). Combining this result with the definition of the forward Kolmogorov
generator above and taking the limit we obtain
L∗t [µt](x) =
∑
y 6=x
µt(y)kt(y → x)− µt(x)λt(x)
=
∑
y 6=x
[µt(y)kt(y → x)− µt(x)kt(x→ y)]
where we have also used the definition of the escape rate (2.14).
The backward Kolmogorov generator (2.11) is then defined by the forward Kol-
mogorov generator as∫
dx Lt[A](x)µt(x) =
∫
dx A(x)L∗t [µt](x).
Inserting the forward Kolmogorov generator into this definition we obtain∑
x
Lt[A](x)µt(x) =
∑
x
A(x)
∑
y 6=x
[µt(y)kt(y → x)− µt(x)kt(x→ y)] ,
=
∑
x
µt(x)
∑
y 6=x
[A(y)kt(x→ y)−A(x)kt(x→ y)] .
Hence by comparison we obtain the backward Kolmogorov generator
Lt[A](x) =
∑
y 6=x
kt(x→ y) [A(y)−A(x)] .
Appendix B
Stochastic calculus
In this appendix we sketch some of the proofs of statements given in chapter 2 subsec-
tion 2.5.2. We will mostly follow the text [Eva01], where one can find an additional
details.
B.1 Mean value of Itô integral
We have stated that the mean value of the Ito stochastic integral is zero (2.31). We
start the proof with the definition of the integral (2.30) and distribute the mean value
throughout the sum〈 T∫
0
f(W t, t) · dW t
〉
µ0
= lim
N→∞
N−1∑
i=0
〈
f(W ti , ti) ·
(
W ti+1 −W ti
)〉
µ0
,
whereW t is the Wiener process, N is the number of points in the partition of the time
interval [0, T ] and ti denotes the respective times of the points of the partitioning. We
use the definition of the conditional mean value to extract the vector field f(W ti , ti)
from the mean value〈
f(W ti , ti) ·
(
W ti+1 −W ti
)〉
µ0
=
=
∫
Rd
ddx f(x, ti) ·
〈
W ti+1 −W ti
∣∣W ti = x〉µ0 P (W ti = x|µ0).
Now we use the Markov property of the Wiener process, i.e. the future displacement of
the position does not depend on the history up to this time, to express the conditional
expectation by the expectation over all realizations of the Wiener process with the
new initial condition δx at time ti〈
W ti+1 −W ti
∣∣W ti = x〉µ0 = 〈W ti+1 −W ti〉δx .
Using the fact that the mean value of the displacement of position along the Wiener
process is zero (2.29) concludes the statement.
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B.2 Covariance of Itô integrals
The second statement connected the covariance of the Itô stochastic integrals (2.32)
with the time integral of the covariance. In this case we start by dividing it to three
terms〈 T∫
0
f(W t, t) · dW t
T∫
0
g(W t, t) · dW t
〉
µ0
=
=
N−1∑
i=0
N−1∑
j=i+1
〈(
W ti+1 −W ti
) · f(W ti , ti) g(W tj , tj) · (W tj+1 −W tj)〉µ0︸ ︷︷ ︸
A
+
+
N−1∑
i=0
i−1∑
j=0
〈(
W ti+1 −W ti
) · f(W ti , ti) g(W tj , tj) · (W tj+1 −W tj)〉µ0︸ ︷︷ ︸
B
+
+
N−1∑
i=0
〈(
W ti+1 −W ti
) · f(W ti , ti) g(W ti , ti) · (W ti+1 −W ti)〉µ0︸ ︷︷ ︸
C
taking the limit N → ∞ afterwards. By following the same line of thoughts as in
the previous case see that parts A and B are zero. The remaining term C can be
rearranged in the similar fashion using the conditional mean value〈(
W ti+1 −W ti
) · f(W ti , ti) g(W ti , ti) · (W ti+1 −W ti)〉µ0 =
=
∫
Rd
ddx P (W ti = x|µ0)×
× f(x, ti) ·
〈(
W ti+1 −W ti
) (
W ti+1 −W ti
)∣∣W ti = x〉µ0 · g(x, ti)
and using the fact that the variance is proportional to the time interval while the
mean value is zero (2.29) we obtain〈(
W ti+1 −W ti
) · f(W ti , ti) g(W ti , ti) · (W ti+1 −W ti)〉µ0 =
=
∫
Rd
ddx f(x, ti) · g(x, ti) (ti+1 − ti)P (W ti = x|µ0) =
= 〈f(W ti , ti) · g(W ti , ti)〉µ0 (ti+1 − ti) ,
which concludes the proof.
B.3 Riemann sum of square of displacement
Another statement connected the sum of square of displacements with the length of
the time interval. Here we sketch the proof of the more general version (2.33). We
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will show that the variance of the difference between the Riemann sum representing
the integral and the sum of square displacement which represents the mean value
tends to vanish with N →∞,
σ2 =
〈(
N−1∑
i=0
f(W ti , ti)
[(
W ti+1 −W ti
)2 − (ti+1 − ti)]
)2〉
µ0
.
We start again by dividing the product of the sum into three terms, where by following
the same pattern the terms corresponding to i 6= j are equal to zero, which leave us
with
σ2 =
N−1∑
i=0
〈
f2(W ti , ti)
[(
W ti+1 −W ti
)2 − (ti+1 − ti)]2〉
µ0
,
which can be rewritten using the conditional probability to〈
f2(W ti , ti)
[(
W ti+1 −W ti
)2 − (ti+1 − ti)]2〉
µ0
=
=
∫
Rd
ddx P (W ti = x|µ0) f2(x, ti)×
×
[〈(
W ti+1 −W ti
)4 − 2 (W ti+1 −W ti)2 (ti+1 − ti)∣∣∣W ti = x〉µ0 + (ti+1 − ti)2
]
.
By using the Gaussian properties of the Wiener process (2.27) we conclude the proof.
B.4 Itô lemma
To prove the Itô lemma (2.35) we need to associate the difference in the result
Y (W T , T )− Y (W 0, 0) with its integral representation. Lets take an arbitrary parti-
tion ti of the time interval [0, T ] then it is valid
Y (W T , T )− Y (W 0, 0) =
N−1∑
i=0
[
Y (W ti+1 , ti+1)− Y (W ti , ti)
]
.
To obtain terms similar to Riemann sum we expand the particular differences in both
arguments to Taylor series we obtain
Y (W T , T )− Y (W 0, 0) =
N−1∑
i=0
[
∂tY (W ti , t)|t=ti (ti+1 − ti)+
+ ∇xY (x, ti)|x=W ti · (W ti+1 −W ti)+
+ 12(W ti+1 −W ti) · ∇
2
xY (x, ti)
∣∣∣
x=W ti
· (W ti+1 −W ti) + . . .
]
.
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In the limit N →∞ one can see the first two terms correspond to Riemann sums for
the Riemann integral and Itô integral (2.30). The third term in the sum under the
same limit N →∞ according to (2.33) converges almost surely to
lim
N→∞
N−1∑
i=0
(W ti+1−W ti) · ∇2xY (x, ti)
∣∣∣
x=W ti
·(W ti+1−W ti) =
T∫
0
dt ∆xY (x, t)|x=W t ,
while other terms in the sum converge almost surely to zero by a similar reasoning
as in section B.3.
As an example we will show that the term corresponding to the mixed derivative
tends to go to zero by proving that the mean value as well as the variance goes to zero
in the limit N → ∞. To obtain the mean value we distribute the sum at first and
then use that the displacement of the Wiener process is independent on the history
(2.28) and has zero mean value (2.29)
〈
N−1∑
i=0
(W ti+1 −W ti) · ∇x∂tY (x, t)|t=ti,x=W ti (ti+1 − ti)
〉
µ0
=
=
N−1∑
i=0
〈
(W ti+1 −W ti) · ∇x∂tY (x, t)|t=ti,x=W ti
〉
µ0
(ti+1 − ti) =
=
N−1∑
i=0
(ti+1 − ti)
∫
Rd
ddx
〈
W ti+1 −W ti
〉
δx
· ∇x∂tY (x, t)|t=ti P (W ti = x|µ0) = 0.
By similar reasons as in section B.2 in case of variance the only contributing terms
are quadratic, then we proceed in the similar fashion as for the mean value
〈
N−1∑
j=0
(W tj+1 −W tj ) · ∇x∂tY (x, t)|t=tj ,x=W tj (tj+1 − tj)×
×
N−1∑
i=0
(W ti+1 −W ti) · ∇x∂tY (x, t)|t=ti,x=W ti (ti+1 − ti)
〉
µ0
=
=
N−1∑
i=0
〈[
(W ti+1 −W ti) · ∇x∂tY (x, t)|t=ti,x=W ti
]2〉
µ0
(ti+1 − ti)2 =
=
N−1∑
i=0
(ti+1 − ti)2
∫
Rd
ddx ∇x∂tY (x, t)|t=ti ·
〈(
W ti+1 −W ti
) (
W ti+1 −W ti
)〉
δx
·
·∇x∂tY (x, t)|t=ti P (W ti = x|µ0) =
=
N−1∑
i=0
(ti+1 − ti)3
〈∥∥∥∇x∂tY (x, t)|t=ti,x=W ti∥∥∥2
〉
µ0
,
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where ‖ · ‖ denotes the Euclid norm. If we assume that the time step is uniformly
bounded
∀i : ti+1 − ti < CT
N
and that the mean value in the Riemann sum is on the interval [0, T ] bounded then
we can make estimate for variance〈
N−1∑
j=0
(W tj+1 −W tj ) · ∇x∂tY (x, t)|t=tj ,x=W tj (tj+1 − tj)×
×
N−1∑
i=0
(W ti+1 −W ti) · ∇x∂tY (x, t)|t=ti,x=W ti (ti+1 − ti)
〉
µ0
<
<
C3T 3
N2
max
ti
〈∥∥∥∇x∂tY (x, t)|t=ti,x=W ti∥∥∥2
〉
µ0
N→∞−−−−→ 0,
which concludes the statement that higher order contributions vanish.
Putting all these partial results altogether we obtain that the difference can be
represented as
Y (W T , T )−Y (W 0, 0) =
T∫
0
dt
[
∂tY (W ti , t) +
1
2 ∆xY (x, t)|x=W t
]
+
T∫
0
dW t·∇xY (x, t)|x=W t ,
which together with (2.34) concludes the proof.
B.5 Comparison of Itô and Stratonovich integral
We have provided the relation between the Stratonovich and Itô integral (2.38). To
prove it we start with the expansion of the argument of the Stratonovich integral
to the Taylor series up to the first order in the position in a similar fashion to the
previous section, while higher orders are almost surely zero
T∫
0
f(W t, t) ◦ dW t = lim
N→∞
N−1∑
i=0
f(W τi , τi) ·
[
W ti+1 −W ti
]
= lim
N→∞
N−1∑
i=0
[
f(W ti , ti) +
1
2
(
W ti+1 −W ti
) · ∇xf(x, ti)|x=W ti
]
· [W ti+1 −W ti] .
Using again the (2.33) gives us the desired relation.
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Appendix C
Generator pseudoinverse
C.1 Alternative definitions
The definition of forward (4.5) and backward (4.6) pseudoinverse is not suitable for
practical computations. In this section we will provide other two equivalent more
convenient expressions.
The first alternative definition of forward Kolmogorov generator is based on the
spectral decomposition of the forward Kolmogorov generator (on the assumption it
exists)
L∗[µ](x) =
∑
i>0
λi P∗i [µ](x),
where P∗i is the projection to the eigenstate with the eigenvalue of λi. Because we
also assume that the system starting from an arbitrary state µ(x) will reach the
stationary state as t→∞, the zero eigenvalue has to be non-degenerate and all the
nonzero eigenvalues has to have negative real part <λi < 0. By default we denote by
the index 0 the projection to the zero eigenvalue, i.e. the projection to the stationary
state ρ(x), defined as
P∗0 [µ](x) = ρ(x)
∫
dΓ(y) µ(y). (C.1)
From the definition it can be directly verified that P∗0 is indeed a projection to the
stationary state
P∗0 [ρ](x) = ρ(x),
(P∗0 )2 = P∗0 .
Using the linearity of the forward Kolmogorov generator and the normalization con-
dition (2.9) we also obtain
L∗P∗0 = P∗0L∗ = 0.
Using the orthogonality of projections, P∗i P∗j = 0 ∀i 6= j, we obtain the first alter-
151
152 APPENDIX C
native expression for the forward pseudoinverse
1
L∗ [µ](x) = −
∞∫
0
dt
∑
i>0
eλitP∗i [µ](x) =
∑
i>0
1
λi
P∗0 [µ](x). (C.2)
This expression has proved to be particularly convenient for the case of models with
quadratic potential, where the eigenvectors for low powers in position and momentum
can be explicitly found, e.g. see sections C.4 and C.5 .
The second alternative expression for the forward pseudoinverse is by including the
projection P∗0 into the forward Kolmogorov generator making thus the total operator
invertible and subtracting the projection afterwards
[L∗ + P∗0 ]−1 − P∗0 =
[
1
1P
∗
0 +
∑
i>0
1
λi
P∗i
]
− P∗0 =
1
L∗ ,
which on the other hand proved to be useful in numerical calculations in case of
models describing Markov jump processes.
These expressions are also valid for backward pseudoinverse
1
L [A](x) =
∑
i>0
1
λi
Pi[A](x),
1
L [A](x) =
1
L+ P0 [A](x)− P0[A](x),
where projections Pi are related to the projections P∗i by∫
dΓ(x) A(x)P∗i [µ](x) = 〈Pi[A]〉µ ,
from where we conclude that the projection to the zero eigenvalue P0 corresponds to
taking the stationary mean value of the observable A
P0[A](x) = 〈A〉ρ .
C.2 Identities for the forward pseudoinverse
In this section we will show some of the identities for the forward pseudoinverse
and also show that the forward pseudoinverse is in fact the Drazin pseudoinverse
of the forward Kolmogorov generator. The first identity states that the forward
pseudoinverse applied to the stationary state ρ is zero, which can be obtained directly
from the definition
1
L∗ [ρ](x) =
∞∫
0
dt
[
ρ(x)− etL∗ [ρ](x)
]
= 0. (C.3)
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Because the forward Kolmogorov generator and the integral are linear operators, the
forward pseudoinverse is also a linear operator
1
L∗ [µ+ ν](x) =
∞∫
0
dt
[
ρ(x)
∫
dΓ(y) (µ(y) + ν(y)) + etL∗ [µ+ ν](x)
]
=
=
∞∫
0
dt
[
ρ(x)
∫
dΓ(y) µ(y) + etL∗ [µ](x)
]
+
∞∫
0
dt
[
ρ(x)
∫
dΓ(y) ν(y) + etL∗ [ν](x)
]
=
= 1L∗ [µ](x) +
1
L∗ [ν](x).
If we apply the forward Kolmogorov generator to the forward pseudoinverse and use
the linearity we obtain
L∗ 1L∗ [µ](x) = −
∞∫
0
dt ∂tetL
∗ [µ](x) = − [µt(x)]∞t=0 = µ(x)− ρ(x).
The same result can also be obtained by application of the forward pseudoinverse
to the forward Kolmogorov generator, however in this case it is the consequence of
normalization of the probability distribution (2.9)
1
L∗L
∗[µ](x) = −
∞∫
0
dt etL∗L∗[µ](x) = µ(x)− ρ(x).
Putting all these facts together we can see that it is also valid
1
L∗L
∗[µ](x) = L∗ 1L∗ [µ](x),
(L∗)n 1L∗ [µ](x) = (L
∗)n−1 [µ](x), n > 2( 1
L∗
)n
L∗[µ](x) =
( 1
L∗
)n−1
[µ](x). n > 2
(C.4)
These properties also uniquely characterizes the Drazin pseudoinverse, for further
details see [Dra58].
C.3 Identities for backward pseudoinverse
To show that the backward pseudoinverse is also a Drazin pseudoinverse, we need to
show for that same set of identities (C.4) is valid.
By putting the definition of the backward Kolmogorov generator (2.11) together
with the normalization condition (2.9) we see that for every state µ and every constant
c,
〈L[c]〉µ = c
∫
dΓ(x) L∗[µ](x) = 0,
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which leads to the conclusion that the constant function c(x) ≡ c is invariant under
time evolution
L[c](x) = 0.
Hence constant functions in case of the backward Kolmogorov plays the role of sta-
tionary state in case the forward Kolmogorov generator. From there immediately
follows that also the backward pseudoinverse applied to constant function c is zero
1
L [c](x) =
∞∫
0
dt
[
c− etL[c](x)
]
= 0.
Because the mean value does not depend on configuration x it is also valid that
L 1L [A](x) = −
∞∫
0
dt ∂tetL[A](x) = −
[〈
etL[A]
〉
δx
]∞
t=0
= A(x)− 〈A〉ρ .
The stationary mean value of the observable to which the backward Kolmogorov
pseudoinverse is applied is also zero
〈L[A]〉ρ =
∫
dΓ(x) A(x)L∗[ρ](x) = 0 (C.5)
In a similar fashion from (C.3) follows〈 1
L [A]
〉
ρ
=
∫
dΓ(x) A(x) 1L∗ [ρ](x) = 0. (C.6)
By using (C.5) we can conclude
1
LL[A](x) = −
∞∫
0
dt etLL[A](x) = A(x)− 〈A〉ρ , (C.7)
hence the backward Kolmogorov generator and the backward pseudoinverse are again
commutating.
By putting all these facts together we obtain the identities
1
LL[µ](x) = L
1
L [µ](x),
(L)n 1L [µ](x) = (L)
n−1 [µ](x), n > 2( 1
L
)n
L[µ](x) =
( 1
L
)n−1
[µ](x), n > 2
we can again see that the backward pseudoinverse is the Drazin pseudoinverse.
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C.4 Underdamped diffusion with harmonic potential
The forward Kolmogorov generator for underdamped diffusion in harmonic potential
has the form
L∗[µ] = − p
m
∂xµ+ ω2(x− x0)∂pµ+ γ
m
∂p (pµ) +
γ
β
∂2pµ,
where x and p are the degrees corresponding degrees of freedom, x0 is the center of
the harmonic potential and ω2 is its strength. The friction γ and inverse temperature
β of the environment are constant in the whole volume. One can easily find the
stationary state
ρ = 1
Z
exp
[
−β
(
p2
2m +
1
2ω
2 (x− x0)2
)]
,
which also corresponds to the eigenvector to the eigenvalue zero. The task to find all
the others eigenvalues and eigenvectors is hard, however for the purpose of computing
the pseudoinverse of the linear correction by (C.2) it is not necessary to have them
all. The quadratic nature of the generator implies that any application of it does not
increase the order of the polynomial in p neither in x. From these considerations we
expect the eigenvector to be a linear combination of x − x0 and p. We are looking
for the solution of the equation for eigenvectors
L∗ [(C(x− x0) +Dp) ρ] = λ (C(x− x0) +Dp) ρ,
which can be expressed as a set of algebraic equations
λD = −
(
C
m
+ γD
m
)
,
λC = ω2D.
There are two independent solutions with eigenvalues
λ1,2 =
−γ ±√γ2 − 4mω2
2m
and corresponding coefficients
C1,2 =
ω2√
ω4 + λ21,2
, D1,2 =
λ1,2√
ω4 + λ21,2
.
Using these results, we compute the pseudoinverse up to the linear order corrections
1
L∗ [ρ] = 0, (C.8a)
1
L∗ [(x− x0)ρ] = −
γ
ω2
(x− x0)ρ+ 1
ω2
pρ, (C.8b)
1
L∗ [pρ] = −m(x− x0)ρ. (C.8c)
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C.5 From underdamped to overdamped diffusion
To obtain the overdamped diffusion we assume that the velocity and in our case the
momentum p is the fast variable, which is predominantly governed by
L∗[µ] = 1
m
∂p (pµ) +
1
β(x)∂
2
pµ.
The stationary distribution of the momentum p with respect to fixed position x is
the Maxwell distribution corresponding to the inverse temperature β(x)
ρ(x, p) = 1
Z(x)e
−β(x) p22m .
In general it is valid that
L∗[pkρ] = k
β(x)∂p
(
pk−1ρ
)
= − k
m
pkρ+ k(k − 1)
β(x) p
k−2ρ,
which suggests that eigenvectors will be polynomials times stationary density ρ. For
our purpose we need the first four, which are listed bellow.
L∗[ρ] = 0
L∗[pρ] = − 1
m
pρ
L∗
[(
p2 − m
β(x)
)
ρ
]
= − 2
m
(
p2 − m
β(x)
)
ρ
L∗
[(
p3 − 3m
β(x)p
)
ρ
]
= − 3
m
(
p3 − 3m
β(x)p
)
ρ
Using them we obtain
1
L∗ [ρ] = 0, (C.9a)
1
L∗ [pρ] = −mpρ, (C.9b)
1
L∗
[
p2ρ
]
= −m2
(
p2 − m
β(x)
)
ρ, (C.9c)
1
L∗
[
p3ρ
]
= −m3
(
p3 + 6m
β(x)p
)
ρ. (C.9d)
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