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The ratio of (1) to (2) is called the incomplete beta-function ratio; it is represented by the symbol Ixia, b), thus, {2} They satisfy the inequalities (6) 1/2 ^ a ^ 108, 1/2 g b ^ 60 .
The purpose in this paper is to describe an efficient procedure, primarily for use on a high-speed digital computer, for the computation of Ixia, b) to high absolute accuracy, subject to constraints {1} and {2}.
The function Ixia, b) is important in statistics because it can be directly related, or interpreted, in terms of basic probability functions such as the chi-square distribution, the F (variance ratio) distribution, Student's t distribution, and the dis-calculation of the incomplete beta-function ratio 653 crete cumulative binomial distribution. It will be evident in the discussion given below that the restriction of a and b to half-integers is sufficient for expressing these probability distributions in terms of Ixia, b). Thus, {1} is not as severe a limitation, from the standpoint of statistical applications, as might first be expected. If Xi2, X22 are independent random variables which follow a chi-square distribution with vi, vi degrees of freedom, respectively, then Xi2/(Xi2 -f-X22) follows a beta distribution where a = v\/2, b = Vi/2. In [2, p. 243] , it is shown that
where P{a iS x} is read as the probability that the random variable a is less than or equal to x.
The variance ratio or F distribution with vi and v2 degrees of freedom is related to I*, [2, p. 241-243] , by (8) P{F á ft) = 1 -IM/2, n/2) , where
The distribution of the ratio
where X is a random variable following a normal distribution, and Xi is a random variable following an independent chi-square distribution with v degrees of freedom, gives rise to the Student's t distribution, which can be expressed in terms of Ix, [2, p. 238], as follows,
P{\t\ £to} = 1-1,(1-/2,1/2), where
In case a and b are integers, Ix is directly related to the cumulative binomial distribution, [18, p. xvii], Ein, r, x), as follows, n (11) Ein, r, x) = 22 e(n, h x) = Ixir, n -r + 1) , i=r where ein, i,x ) ss ( . )xl(l -x)"_í. Thompson [12] . The requirements on the computing program, as stipulated above, greatly exceed the extent of any of these tabulations.
A number of papers [4], [5] , [7] , [8] , [10] , [11] , [14]- [17] have been published setting forth algorithms and/or programs for computing Ix. Most of these papers are discussed to some extent in [3] . None of these papers, however, is completely adequate for our purposes. Some of them are limited to analyses for establishing the asymptotic behavior of Ix as a or b -» ». The remaining publications cited above run afoul of at least one of the following major difficulties in computing Ix:
{a} A straightforward binomial expansion of the integrand in (1) and a subsequent term-by-term integration results in an alternating series in powers of x which cannot be used for large values of a. The eventual subtraction of consecutive terms of nearly equal absolute values causes a prohibitive loss in significant digits.
{b} Ix is a function of three independent variables. Therefore, it is unlikely that one procedure or algorithm will suffice, and so it is necessary to devise a variety of schemes to encompass the ranges of a, b which are contemplated.
{c} The extreme range of o, 1/2 :g a ^ 108, introduces scaling problems in most procedures, because terms of the order of T(a) occur in the intermediate calculations.
{d} The use of recurrence relations imposes the requirement of computing starting values, in which case one is confronted with the evaluation of Ixia, 1/2) for large a. This computation is not straightforward if efficiency and high accuracy are to be maintained.
{e} Closely connected to {d} is the fact that one must circumvent any procedure which requires a summation over a elements, since this could entail the addition of 10s terms. Such a procedure would destroy the efficiency of the program and very likely the accuracy as well.
2. An Efficient Method for Computing Ixia, b). This section contains the main results. Throughout the remainder of the paper a and b will be represented by k or k -1/2 and j or j -1/2, respectively. The upper bound on j is rather arbitrary and may be increased, with a proportional increase in computing time. It will be assumed throughout that Ix is to be computed to an accuracy of (log« e) decimal digits, where « > 0 is assigned and (r) = the greatest integer in r.
We will require the relationship (12) Lia 
The choice between (14) and (16) Every a¿ is positive and each is necessarily less than unity, since ^^ 1; nevertheless, a scaling difficulty arises because the magnitude of the ratio of gamma functions, which appears in each a¿, can exceed the largest number a computer can handle. The same difficulty is manifest in the b, and in the c¿ given in (24) below.
This difficulty is resolved as follows :
(1) the maximum a¿, say aN, is determined by evaluating N from
This result is easily derived. One observes that, for i < N, ai < ai+i\ a.v+i â aN;
for i > N, ai+i < at. from which a^ is directly evaluated. In this way, the scaling difficulty for aN is resolved.
The remaining a ¿ can now be computed from the following recurrence relations : 
In terms of the notation
The d¿ terms can obviously be computed recursively from The Cj are summed in the same manner as the a,, i.e., by first computing the maximum d, cn, to resolve the scaling problem, and then summing in increasing order of i from Ntoj-1, followed by summing in decreasing order of i from N -1 to 1, where
The above formulation for Cases A and B has the following advantages :
(1) all terms of each sum are of like sign, (2) there are at most two main series to evaluate, with neither containing more than sixty terms, (3) the magnitude of the factors appearing in a¿ and c£ are kept under control without loss of accuracy, (4) the computation of the successive a¿, 6¿, c¿ is efficient.
Case C. a > 60, b = j -1/2.
A somewhat more detailed discussion of this case will be given, since it is the most difficult one. The beta ratio is again given by (21) ; however, (22) cannot be used to evaluate Ixia, 1/2) because the summation runs to k -1. Thus the problem here reduces to finding an efficient method for computing 7x(a, 1/2) when a > 60.
The method chosen to evaluate Ixia, 1/2) in this case was that of Gaussian quadrature [6, p. 319]. This procedure was chosen because the truncation error, E [6, p. 324], could be sharply and rigorously bounded, and, moreover, the derived error bound, E', showed that an amazingly low order could be used to obtain the desired accuracy. For example, the Gaussian quadrature of order ten would suffice for 10D accuracy in Ixia, 1/2).
Lack of space prohibits giving the complete details of the proof for bounding E; they are, however, given in [3] . The basic steps in the proof are outlined after some preliminary notations and inequalities are established. The transformation t = 1 -u2 applied to Bxia, 1/2) gives (31) Bxia, 1/2) = 2 / (1 -uy-'du.
■'(i-*)1/2
The symbols M, X are introduced through the following definitions :
Lia, 1/2; X) --| f^^ (1 -u'T^du .
In this notation, we have (34) Ixia, 1/2) = Ixia, 1/2; X) + 7i_x2(o, 1/2) , where the last term is proportional to the area under the curve (1 -ii2)°_1 from u = X to u = 1. The purpose of this representation is to choose X such that 7i_x2(a, 1/2) < e", where e" is another preassigned small number. One can now deduce from (36) and (37) that the upper limit of integration (unity) in (31) can be replaced by X(e") = X. Moreover, if X < (1 -x)1'2 then the value of Ixia, 1/2) is less than e", a fact that is easily concluded from (34) and (36). These introductory results will be useful in obtaining the bound E' (given by (45) The reason Ix is explicitly considered here is that the total integration interval in (33) can be halved. This is done by using (39) when X/2 < (1 -x)1'2 and by using (41) when X/2 ^ (1 -x)1'2. This reduces E' by a factor of 2+<2m+1>, which is significant. The term X/2 (^1/2) is quite small for large a, e.g., if a = 104, then, from (37), X/2 = 0.024 for t" = 9 X MH1.
The 2mth derivative of git) and hit) is needed in (38). Letting 
2^"«)
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use subject to the constraint a -1 > 2m -f-1/2. However, since a > 60 here, and m will turn out to be about 10, the constraint is easily satisfied.
Let
(46) Ua.r --(1 -«V , du so that (47) Ua-!,2m = Fui2m) .
It is proved in Appendix B of [3] that Ua,r satisfies the following equations:
for nonnegative integers r and real numbers a ^ r. The key fact which leads to a useful bound on Ua,r is that the absolute values of the extrema of Ua,r form a decreasing finite sequence on [0, 1] for a > r + 1/2. The proof of this statement is relegated to the appendix. Assuming the statement true, there follows from (49) that Thus (45), the desired result, is obtained by substituting (51) for (47), using this result in (43) or (44), and then (43) or (44) is used in (38). This completes the discussion on the error bound.
The explicit formulas based on the Gaussian quadrature for 7.(a, 1/2) are : The procedure for Case C has now been essentially established.
One detail remains to be discussed, namely, a description of a method for computing In T(s). (1) 0 < 0 5¡ 0.15 five terms are used, (2) 0.15 < 0 < 0.6 ten terms are used.
It is also necessary to retain the series given by (55) in order to compute In T(a + c) when its value is not stored and yet a < 100, e.g., if a + c = 140 and a = 90. Computing Ixia, b) . The computing program is set up in such a way as to compute Ixia, b) with an over-all error not exceeding e. Quantities e' and e" are associated with e such that e' = e/4 and e" = e/2. For the evaluation of Ix under Case C, for example, the value of e' is used to bound E' in (45) such that the truncation error due to the evaluation of Ixia, 1/2) by Gaussian quadrature does not exceed e'. The value of e" is used to determine X from (37) so that the value of 7i_x2(a, 1/2; 1) is less than e". The quantity e' is also used to terminate the summation of the c¿ in (26), if C; < e'/ij -1) for some i ^ N or some i ^ N. Thus the total error will not exceed e' + e" + e' = e. The details are given in [3] .
Total Error in
The program as presently set up on STRETCH yields Ixia, b) to 10D accuracy where e = 1.8 X 10-10, e' = 4.5 X 10-11, e" = 9.0 X 10~X1 .
The average computing time is 2.6 milliseconds; it would be about 8 milliseconds per case on an IBM 7090.
5. Appendix. This appendix contains a sketch of a proof that the absolute values of the extrema of Ua.r as defined by (46) do not increase as a function of u on [0, 1) provided a > r + 1/2. Greater detail is given in [3] .
The result is obtained with the use of the theory of ordinary differential equations [13, p. 99]. The theorem we employ states that if 
