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A neural implementation of Bayesian inference based on predictive coding
M. W. Spratling
King’s College London, Department of Informatics, London. UK. michael.spratling@kcl.ac.uk
Abstract
Predictive coding is a leading theory of cortical function that has previously been shown to explain a great
deal of neurophysiological and psychophysical data. Here it is shown that predictive coding can perform al-
most exact Bayesian inference when applied to computing with population codes. It is demonstrated that the
proposed algorithm, based on predictive coding, can: decode probability distributions encoded as noisy popula-
tion codes; combine priors with likelihoods to calculate posteriors; perform cue integration and cue segregation;
perform function approximation; be extended to perform hierarchical inference; simultaneously represent and
reason about multiple stimuli; and perform inference with multi-modal and non-Gaussian probability distribu-
tions. Predictive coding thus provides a neural network based method for performing probabilistic computation
and provides a simple, yet comprehensive, theory of how the cerebral cortex performs Bayesian inference.
Keywords: Bayes; priors; inference; multisensory integration; function approximation; predictive coding; pop-
ulation coding; neural networks
1 Introduction
It is widely believed that the brain performs Bayesian inference (Chater et al., 2006; Griffiths et al., 2008; Grif-
fiths and Tenenbaum, 2006; Kersten et al., 2004; Knill and Richards, 1996; Lee and Mumford, 2003; Rao et al.,
2002; Vilares and Kording, 2011; Yuille and Kersten, 2006). This requires the representation and manipulation
of probability distributions. A leading theory of how the brain represents probability distributions suggests that it
does so using population coding (Anderson and Van Essen, 1994; Barber et al., 2003; Beck et al., 2011; Deneve
et al., 1999, 2001; Fo¨ldia´k, 1993; Ganguli and Simoncelli, 2014; Jazayeri and Movshon, 2006; Latham et al.,
2003; Ma et al., 2006, 2008; Pouget et al., 2013, 2003, 2000, 1998; Sanger, 1996; Seilheimer et al., 2014; Zemel
et al., 1998). In such a code, the activity across a population of neurons represents a probability distribution:
each neuron represents a value of the random variable, and its firing rate encodes the probability associated with
that value (although the firing rate may be corrupted with noise). Together, the population of neurons provide a
discretely sampled approximation to a continuous probability density function.
There have been a number of previous, neurally-based, accounts of how the brain manipulates such population
codes to perform probabilistic inference. For example, models of how probability distributions can be encoded
by neural firing rates (Anderson and Van Essen, 1994; Barber et al., 2003; Zemel et al., 1998); models of how
priors can be encoded into the receptive fields (RFs) of neurons (Ganguli and Simoncelli, 2010, 2014; Girshick
et al., 2011; Shi and Griffiths, 2009); and models of how separate sources of sensory evidence can be combined in
a statistically optimal manner. Notable models of the latter type employ a network of integrate-and-fire neurons
(Ma et al., 2006, 2008; Seilheimer et al., 2014), or a basis function neural network with attractor dynamics (Deneve
et al., 1999, 2001; Latham et al., 2003; Pouget et al., 2003, 2000, 1998). The latter type of network can also be
used to perform function approximation with probabilistically defined variable values (Deneve et al., 2001; Pouget
et al., 2002). For details of the wide range of different models of probabilistic computation the reader is referred
to recent reviews on this topic (Ma, 2012; Ma and Jazayeri, 2014; Pouget et al., 2013; Vilares and Kording, 2011).
In this article an alternative neural network model is proposed for computing with population codes that ap-
proximate probability distributions. The motivation for developing this new algorithm was to create a single,
biologically-plausible, method capable of performing all the probabilistic inference tasks mentioned in the pre-
vious paragraph, and hence, to provide a more comprehensive neural model of probabilistic computation (as
performed by the cerebral cortex) than has previously been proposed. The proposed model succeeds in being
able to: decode probability distributions encoded as noisy population codes; combine priors with likelihoods to
calculate posteriors; perform cue integration; and perform function approximation; Furthermore, it goes beyond
the existing algorithms in being able to additionally: simultaneously represent and reason about multiple stim-
uli; perform inference with non-Gaussian probability distributions; perform cue integration with a non-flat prior;
perform cue segregation as well as integration; and perform hierarchical inference.
The proposed algorithm, PC/BC-DIM, is a version of Predictive Coding (PC; Huang and Rao, 2011; Rao and
Ballard, 1999) reformulated to make it compatible with Biased Competition (BC) theories of cortical function
(Spratling, 2008a,b) and that is implemented using Divisive Input Modulation (DIM; Spratling et al., 2009) as
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Figure 1: (a) A single processing stage in the PC/BC-DIM neural network architecture. Rectangles
represent populations of neurons and arrows represent connections between those populations. The pop-
ulation of prediction neurons constitute a model of the input environment. Individual neurons represent
distinct causes that can underlie the input. The belief that each cause explains the current input is encoded
in the activation level, y, and is used to reconstruct the expected input given the predicted causes. This
reconstruction, r, is calculated using a linear generative model (see equation 1). Each element of the
reconstruction is compared to the corresponding element of the actual input, x, in order to calculate the
residual error, e, between the predicted input and the actual input (see equation 2). The errors are subse-
quently used to update the predictions (via the feedforward weights W, see equation 3) in order to make
them better able to account for the input, and hence, reduce the error at the next iteration. The weights
V are the transpose of the weights W, but are normalised so that the maximum value of each column is
unity. The inputs to a processing stage may come from the prediction neurons of this or another process-
ing stage, or the reconstruction neurons of another processing stage, or may be external, sensory-driven,
signals. The inputs can also be a combination of any of the above. (b) When inputs come from multiple
sources, it is sometimes convenient to consider the population of error neurons to be partitioned into
sub-populations which receive these separate sources of input. As there is a one-to-one correspondence
between error neurons and reconstruction neurons, this means that the reconstruction neuron population
can be partitioned similarly.
the method for updating error and prediction neuron activations. DIM calculates reconstruction errors using di-
vision, which is in contrast to other implementations of PC that calculate reconstruction errors using subtraction
(Spratling, 2016). The PC/BC-DIM algorithm has previously been shown to explain a large range of neuro-
physiological and psychophysical data including: orientation tuning, surround suppression and cross-orientation
suppression in primary visual cortex (V1; Spratling, 2010, 2011, 2012a), the learning of Gabor-like RFs in V1
(Spratling, 2012c), gain modulation as is observed, for example, when a retinal RF is modulated by eye position
(De Meyer and Spratling, 2011, 2013), contour integration (Spratling, 2013b, 2014), the modulation of neural
response due to attention (Spratling, 2008a, 2014), and the saliency of visual stimuli (Spratling, 2012b). A second
motivation for the current work was to extend the range of phenomena that can be simulated by PC/BC-DIM to
include Bayesian inference. The current work also suggests that all the diverse biophysical behaviours that can be
explained by PC/BC-DIM may have a single, probabalistic, interpretation.
2 Methods
2.1 The PC/BC-DIM Algorithm
PC/BC-DIM is a hierarchical neural network. Each level, or processing stage, in the hierarchy is implemented
using the neural circuitry illustrated in Fig. 1a. A single PC/BC-DIM processing stage consists of three separate
neural populations,a and the behaviour of the neurons in these three populations is determined by the following
equations:
r = Vy (1)
e = x (2 + r) (2)
y← (1 + y)⊗We (3)
aPrevious work with this algorithm, and with other implementations of predictive coding, have proposed that each processing stage consists
of two neural populations: error neurons and prediction neurons. The operation performed by the reconstruction neurons in the current version
of PC/BC-DIM was performed within the error neurons in previous versions.
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Where x is a (m by 1) vector of input activations, e is a (m by 1) vector of error neuron activations; r is a (m
by 1) vector of reconstruction neuron activations; y is a (n by 1) vector of prediction neuron activations; W is
a (n by m) matrix of feedforward synaptic weight values; V is a (m by n) matrix of feedback synaptic weight
values; 1 and 2 are parameters; and  and ⊗ indicate element-wise division and multiplication respectively. For
all the experiments described in this paper 1 and 2 were given the values 1 × 10−6 and 1 × 10−4 respectively.
Parameter 1 prevents prediction neurons becoming permanently non-responsive. It also sets each prediction
neuron’s baseline activity rate and controls the rate at which its activity increases when an input stimulus is
presented within its RF. Parameter 2 prevents division-by-zero errors and determines the minimum strength that
an input is required to have in order to effect prediction neuron response. As in all previous work with PC/BC-
-DIM, these parameters have been given small values compared to typical values of y and x, and hence, have
negligible effects on the steady-state activity of the network. The matrix V is equal to the transpose of the W, but
each column is normalised to have a maximum value of one. Hence, the feedforward and feedback weights are
simply rescaled versions of each other. Given that the V weights are fixed to the W weights there is only one set
of free parameters, W, and references to the “synaptic weights” refer to the elements of W. Here, as in previous
work with PC/BC-DIM only non-negative weights, inputs, and activations are used.
Initially the values of y were all set to zero, although random initialisation of the prediction node activations
can also be used with little influence on the results. Equations 1, 2 and 3 were then iteratively updated with the new
values of y calculated by equation 3 substituted into equation 1 and 3 to recursively calculate the neural activations.
To perform simulations with a hierarchical model, equations 1, 2 and 3 were evaluated for each processing stage in
turn (starting from the lowest stage in the hierarchy), and this process was repeated to iteratively update the neural
activations in each processing stage at each time-step. If the input remains constant, the network activity will
converge to a steady-state. The time taken to reach a steady-state is strongly influenced by the number of synaptic
weights. For small networks, like those used in sections 3.1–3.4, five iterations are sufficient. For medium-sized
networks, like those used in section 3.5, approximately 20 iterations are sufficient. For large networks, like that
used in section 3.6, approximately 50 iterations are required. To ensure each network reached a steady-state, for
simulations on small and medium sized networks, the iterative process was terminated after 25 iterations, and
for simulations on large networks (and those for the hierarchical network used in section 3.5) 50 iterations were
performed. It is the response of the network at the time when the iterative process was terminated that are reported
in the results.
PC/BC-DIM is an abstract, functional, model that aims to explore the computational, rather than the bio-
physiological, mechanisms which underlie cortical function (Spratling, 2011). However, it is possible to speculate
about the potential biological implementation of the model. There are many different ways in which the simple
circuitry of PC/BC-DIM model could potentially be implemented in the much more complex circuitry of the
cortex (Kok and de Lange, 2015; Spratling, 2008b, 2011, 2012b, 2013a). However, the most straightforward
explanation would equate prediction neurons with the sub-population of cortical pyramidal cells (mostly found
in cortical layers II and III) whose axon projections form the feedforward connections between cortical regions,
and to equate reconstruction neurons with the sub-population of cortical pyramidal cells (mostly found in cortical
layer VI) whose axon projections form the feedback connections between cortical regions (Barbas and Rempel-
Clower, 1997; Barone et al., 2000; Budd, 1998; Crick and Koch, 1998; Felleman and Van Essen, 1991; Johnson
and Burkhalter, 1997; Markov et al., 2014; Mountcastle, 1998). This is consistent with previous work showing
that the behaviour of the prediction neurons in the PC/BC-DIM model can explain the response properties of
cortical pyramidal cells in both the ventral (Spratling, 2008a, 2010, 2011, 2012a,c, 2014), and dorsal (De Meyer
and Spratling, 2011, 2013) pathways of the cortical visual system, and is also consistent with brain imaging data
(Alink et al., 2010; Egner et al., 2010; Kok and de Lange, 2015; Kok et al., 2012; Smith and Muckli, 2010;
Summerfield and Egner, 2009; Summerfield et al., 2006; Wacongne et al., 2011). It is possible to equate the
error-detecting neurons with the spiny-stellate cells in cortical layer IV, which are the major targets of cortical
feedforward connections and sensory inputs. However, it is also possible that the error-detection is performed in
the dendrites of the superficial layer pyramidal cells (Spratling and Johnson, 2003) rather than in a separate neural
population; or via synaptic depression which can produce the specific form of divisive inhibition required by the
error-neurons in the PC/BC-DIM model (Rothman et al., 2009); or that the error neurons reside in the thalamus,
individual regions of which receive connections from layer VI pyramidal cells (putative reconstruction neurons)
as well as either sensory input or input from lower cortical regions (Olsen et al., 2012; Sherman, 2016; Shipp,
2004).
The mechanisms employed by the prediction and error neurons differ from those typically used in artificial
neural networks; i.e., linear summation of inputs followed by a nonlinear activation function (Rosenblatt, 1962;
Rumelhart et al., 1986). Specifically, the prediction neurons perform a multiplication operation and the error neu-
rons perform a division operation. However, both these nonlinear mechanisms are biologically-plausible. Neurons
that perform multiplicative (Salinas and Sejnowski, 2001; Salinas and Thier, 2000), and divisive (Carandini and
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Heeger, 1994; Heeger, 1992), operations are common throughout the brain. A range of biophysical mechanisms
have been proposed to underlie both these nonlinear operations, including the interplay between linear neurons in a
network (Brozovic´ et al., 2008; Chance and Abbott, 2000; Murphy and Miller, 2003; Reynolds and Chelazzi, 2004;
Salinas and Abbott, 1996), nonlinear dendritic integration (Gabbiani et al., 2002; Jaffe and Carnevale, 1999; Koch
and Segev, 2000; Larkum et al., 2004; London and Ha¨usser, 2005; Mehaffey et al., 2005; Mel, 1994; Mitchell and
Silver, 2003; Phillips, 2016; Spruston, 2008; Spruston and Kath, 2004; Stuart and Ha¨usser, 2001), and synaptic
mechanisms (Alger, 2002; Branco and Staras, 2009; Rothman et al., 2009; Sherman and Guillery, 1998).
In previous work with this algorithm, the reconstruction has been used purely as a means to calculate the errors,
and hence, equations 1 and 2 have been combined into a single equation. Thus, the underlying mathematical model
is identical to that used in previous work, but the interpretation has changed in order to consider the reconstruction
to be represented by a separate neural population. Furthermore, in the current work the reconstruction neurons
constitute the output of the model, and provide inputs to other processing stages in a hierarchical model. In
contrast, previous work with PC/BC-DIM has used the prediction neurons as the outputs of each processing stage
(Spratling, 2008a, 2012c). This is also in contrast to other versions of predictive coding (Friston, 2005; Rao and
Ballard, 1999) that have used two sources of output from each processing stage: error neurons for the feedforward
connections from lower to higher processing stages, and prediction neurons for the feedback connections.
2.2 Representing Causes and Performing Explaining Away
The values of y represent predictions of the causes underlying the inputs to the network (i.e., latent variables).
The values of r represent the expected inputs given the predicted causes. The values of e represent the residual
error between the reconstruction, r, and the actual input, x. The full range of possible causes that the network can
represent are defined by the weights, W. Each row of W (which correspond to the weights targeting an individual
prediction neuron, or its RF) can be thought of as a “basis vector” or “elementary component” or “preferred
stimulus”, and W as a whole can be thought of as a “dictionary” or “codebook” of possible representations, or
as a model of the external environment, or as the parameters of a generative model. The activation dynamics,
described by equations 1, 2 and 3, perform gradient descent on the reconstruction error in order to find prediction
neuron activations that accurately reconstruct the input (Achler, 2014; Spratling, 2012c; Spratling et al., 2009).
Specifically, the equations operate to minimise the Kullback-Leibler (KL) divergence between the input (x) and
the reconstruction of the input (r) (Solbakken and Junge, 2011; Spratling et al., 2009). Gradient descent can also be
implemented using subtraction rather than division to calculate the reconstruction errors (Achler, 2014; Harpur,
1997) as is the case in the Rao and Ballard (1999) version of predictive coding. In this case, gradient descent
attempts to find the prediction neuron activations that minimise the sum squared residual error (Achler, 2014;
Harpur, 1997). However, the subtractive method typically converges to a solution more slowly, and the solution
is less sparse. Furthermore, the subtractive version is less biologically-plausible as it requires error neurons to be
able to have negative firing rates,b and it also successfully simulates far less neurophysiological data (Spratling,
2008a, 2013a).
At the steady-state, the PC/BC-DIM algorithm will have selected a subset of active prediction neurons whose
RFs (which correspond to basis functions) best explain the underlying causes of the sensory input. The strength
of activation, y, reflects the strength with which each basis function is required to be present in order to accurately
reconstruct the input. This strength of response also reflects the probability with which that basis function (the
preferred stimulus of the active prediction neuron) is believed to be present, taking into account the evidence pro-
vided by the input signal and the full range of alternative explanations encoded in the RFs of the whole population
of prediction neurons.
If prediction neurons represent distinct causes such as the presence of different objects in a visual scene
(Lochmann and Deneve, 2011), or different odours in an olfactory scene (Beck et al., 2012), then each prediction
neuron’s activation represents the probability that its preferred stimulus is present in the input (Spratling, 2008b,
2012c, 2013b, 2014; Spratling et al., 2009). This is consistent with the idea (Achler and Amir, 2008; Anastasio
et al., 2000; Barlow, 1969; Deneve, 2008; Lee and Mumford, 2003; Lochmann et al., 2012) that the brain computes
with “explicit probability codes” (Ma et al., 2008). The activation dynamics of the PC/BC-DIM algorithm enable
the prediction neurons to perform a form of perceptual inference, in which evidence that supports one cause is
explained away preventing responses from prediction neurons representing other, less likely, causes (Kersten et al.,
2004; Lochmann and Deneve, 2011; Spratling, 2014). In common with other neural networks that can perform
explaining away (Beck et al., 2012; Lochmann and Deneve, 2011; Lochmann et al., 2012), PC/BC-DIM employs
divisive normalisation that targets the inputs to the network (see equation 2). The mechanism of divisive input
bIt is possible to re-implement the Rao and Ballard (1999) algorithm using only non-negative firing rates (Ballard and Jehee, 2012),
however, this results in a model that is extremely complex and requires a degree of coordination between the actions of different connections
that is unlikely to be feasible in a biological system.
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normalisation employed by PC/BC-DIM is, however, slightly different as prediction neurons can inhibit their own
inputs (in contrast to Lochmann and Deneve, 2011; Lochmann et al., 2012) and each prediction neuron contributes
independently to the strength of inhibition (in contrast to Beck et al., 2012).
Rather than representing distinct causes, the prediction neurons can alternatively be used to represent possible
values of a continuous variable, such as the orientation of a visual stimulus (Spratling, 2010, 2011, 2012a,b,c,
2013b). In this case, different prediction neurons can be tuned to different values. Each prediction neuron then
signals the belief that the input stimulus takes a particular value (e.g., is at a particular orientation), while the
population of prediction neurons represent the probabilities for the range of possible values.
Previous work with PC/BC-DIM has explored the ability of the prediction neurons to identify latent causes
and has shown that the behaviour of the prediction neurons is consistent with the response properties of cortical
pyramidal cells (De Meyer and Spratling, 2011; Spratling, 2010, 2011, 2012a,c, 2014; Spratling et al., 2009). In
contrast, this article explores how the reconstruction neurons can be used to calculate probability distributions,
and hence, how PC/BC-DIM can be used to perform Bayesian inference. This interpretation of the PC/BC-DIM
algorithm will be described in the next section.
2.3 Computing with Probability Distributions
As described in the preceding section, the weights in a PC/BC-DIM network are basis functions or elementary
components that can be combined together to reconstruct the input stimulus. If the inputs to a PC/BC-DIM network
are probability distributions, then the weights need to represent the elementary components of such probability
distributions so that any specific probability distribution that is presented to the network can be reconstructed from
those elementary components. Hence, when applied to population codes that encode probability distributions,
the PC/BC-DIM model can be seen to have strong similarities to the kernel density estimate (KDE) model of
encoding and decoding probability distributions (Anderson and Van Essen, 1994; Barber et al., 2003; Zemel et al.,
1998). Specifically, in this earlier model it is proposed that a probability distribution can be reconstructed by
summing basis functions in proportion to the firing rates of the neurons associated with each basis function. This
is the operation performed by equation 1 when the columns of V are interpreted as basis functions appropriate for
representing probability distributions. One difference is that in the current model each basis function is equal (up
to a scaling factor) to the synaptic weights of that neuron, whereas in the KDE model the basis functions are not
the weights (Barber et al., 2003; Zemel et al., 1998). It is necessary to find neural firing rates (the y values in the
PC/BC-DIM model) appropriate for representing an input probability distribution in terms of basis functions. One
method for doing this for the KDE model uses the expectation-maximisation algorithm to find neural responses
that minimise the Kullback-Leibler (KL) divergence between the input distribution and the reconstructed distri-
bution (Zemel et al., 1997, 1998). For the PC/BC-DIM algorithm, prediction neuron firing rates appropriate for
reconstructing a probability distribution are found using equations 1 to 3. The PC/BC-DIM algorithm is closely re-
lated to the particular method of performing non-negative matrix factorisation (NMF) proposed by Lee and Seung
(2001) (Solbakken and Junge, 2011; Spratling et al., 2009). This form of NMF also minimises the KL divergence.
It would also be possible to apply the Rao and Ballard (1999) version of predictive coding, using subtraction
to calculate the reconstruction errors, to find the prediction neuron activities. This would find neural responses
that minimise the least squares error between the input probability distribution and the reconstructed distribution
(Achler, 2014; Harpur, 1997). This succeeds in reproducing most of the results presented in this article, but not
all. There are also other reasons for preferring the PC/BC-DIM implementation of predictive coding, as listed in
the preceding section.
If a PC/BC-DIM network reconstructs the probability distribution that is presented to its inputs, then one
useful operation that may be performed is to reconstruct a less noisy version of a corrupted input distribution.
Experiments demonstrating this ability of the PC/BC-DIM network are described in section 3.1. However, simply
reconstructing the input distribution is otherwise not very useful. For example, it does not allow computations
to be performed, such as combining a likelihood with a prior to calculate a posterior in accordance with Bayes
theorem, or combining different sources of sensory evidence in a statistically optimal way, or computing functions
of variables whose values are defined in probabilistic terms. However, as will be seen in the Results section, it is
possible for the PC/BC-DIM algorithm to perform all of these forms of probabilistic inference. This is because
PC/BC-DIM networks can be wired-up so that rather than representing the input probability distribution (the
likelihood) the reconstruction neurons represent the posterior. In the simple case, where the PC/BC-DIM network
reconstructs the input distribution, the reconstruction neurons can be interpreted as representing the posterior
when the prior is uniform, and hence, the posterior is proportional to the likelihood. In order to calculate the
posterior with a non-uniform prior, the prediction neuron RFs are scaled differently (see section 3.2). This results
in prediction neurons with large weights (representing causes with a high prior probability) being preferentially
selected by the PC/BC-DIM algorithm to represent the input distribution. As the posterior is represented by the
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reconstruction neurons and is calculated as a combination of active prediction neuron RFs, the posterior will
reflect the prior. When combining two sources of sensory evidence (see section 3.3), the prediction neurons have
RFs that receive input from both sources. When there is a small cue conflict, the prediction neurons that have
RFs which overlap with both input distributions are made active by the PC/BC-DIM algorithm. These prediction
neurons produce a probability distribution at the reconstruction neurons that is intermediate between the two input
distributions. Finally, to perform function approximation (see section 3.5), a PC/BC-DIM network is wired-up so
that each prediction neuron has RFs representing the values of multiple variables. When probability distributions
representing the likelihoods of a subset of variables are presented to the network, those prediction neurons whose
RFs most closely match the given inputs are activated. Because these active prediction neurons have RFs tuned to
the missing inputs, they also reconstruct a probability distribution representing the values of these missing inputs.
When multiple population codes are used as input to a PC/BC-DIM processing stage, it is convenient to
think of the input vector being partitioned into separate sub-vectors representing the separate population codes,
as illustrated in Fig. 1b. Each partition of the input encodes the probability distribution for a different variable.
If the input is partitioned into multiple population codes, then the reconstruction neurons also represent multiple
population codes, as illustrated in Fig. 1b. In all the experiments described in section 3, one or multiple probability
distributions (represented as population codes) are provided as input to the PC/BC-DIM neural network. Each
probability distribution is encoded as follows. Imagine a probability distribution p(s|ω) for a variable s. This is a
continuous function over all possible values for s. This function can be encoded as a population code by sampling
this continuous function at a finite number of locations, i.e., at specific values of s. In all the simulations reported
here the sampling locations were equally distributed.
2.4 Decoding and Quantitative Assessment Methods
Once a probability distribution has been represented by a population of neurons this can be used by the brain, and
by the PC/BC-DIM model, as input to further probabilistic computations. Hence, the activity of the reconstruction
neuron population does not need to be decoded. However, decoding is useful to demonstrate the accuracy of the
model. The mean and variance are sufficient to fully characterise Gaussian probability distributions. To obtain
these parameters the standard equations for calculating the mean (µ) and variance (σ2) of a discrete probability
distribution were used:
µ =
∑
i zisi∑
i zi
(4)
σ2 =
∑
i zi(si − µ)2∑
i zi
(5)
Where zi is the activation of neuron i, and si is the RF centre (the preferred stimulus value) of neuron i. The
denominator is necessary to normalise the reconstruction neuron responses (which can have arbitrary scaling)
to form a valid probability distribution. Equation 4 is equivalent to the standard method of population vector
decoding proposed by Georgopoulos et al. (1986).
In section 3.6, the calculations were performed with a variable (orientation) that wraps around. In this case the
mean (in degrees) was calculated as:
µ =
180
2pi
phase
∑i zi exp
(
si
2pi
√−1
180
)
∑
i zi
 (6)
The experiments preceding section 3.6 can also be performed using variables with periodic boundary conditions
with negligible effects on the results.
To decode the reconstruction neuron responses, the vector of neural activations, z, was set equal to rc in the
above equations. Where c is an integer equal to the number of cues to the same sensory stimulus. Hence, in
experiments where cue integration or segregation was performed with two cues (Figs. 6, 8, 9, 11c-d, 14d-g,
and 15) the squared response of the reconstruction neurons was used for decoding, i.e., z = r2 was used in
equations 4–6. In the experiment on cue integration with three cues (Fig. 7) the cubed reconstruction neuron
responses were used, i.e., z = r3. In all other cases z = r was used.
Using exponential responses to decode the posterior in cue integration tasks is necessary in order to produce
an accurate estimate of the variance of the posterior distribution in those tasks (otherwise the variance would be
over-estimated). In the brain, downstream neurons performing further probabilistic computations would need to
know c in order to be able to raise the reconstruction neuron responses to the correct power. It is fairly easy to
imagine additional neural circuitry that could calculate c, but the need to raise the reconstruction neuron responses
to different powers for different computations is a limitation of the current model. However, it is a fairly minor
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limitation compared to previous work which has either proposed completely different algorithms for performing
cue integration (Ma et al., 2006) and function approximation (Beck et al., 2011), or which has failed to compute
the variance of the posterior at all (Deneve et al., 2001; Pouget et al., 2003).
2.5 Code
Open-source software, written in MATLAB, which performs the experiments described in this article is available
from: http://www.corinet.org/mike/Code/pcbc_prob.zip.
3 Results
The results of example simulations are presented in a standard format like that shown in Fig. 2b. In these fig-
ures the lower histogram shows the input to the PC/BC-DIM network which is a population code describing the
input probability distribution (or likelihood), p(s|ω). The length of each bar (indicated on the y-axis) represents
the probability p(si|ω) at a specific value of the variable s (indicated by the labels on the x-axis). The middle
histogram shows the responses of the prediction neurons. The y-axis is in arbitrary units representing firing rate
and the x-axis is labelled with neuron number. The upper histogram shows the responses of the reconstruction
neurons. The length of each bar (indicated on the y-axis) represents the firing rate of the neuron, and hence, the
value of the posterior probability distribution at a specific value of s (indicated by the labels on the x-axis). In
most simulations the values of s are measured in units of degrees. This is simply to give these values concrete
units and does not mean that PC/BC-DIM is limited to computing with variables measured in degrees. For each
experiment the weights of the PC/BC-DIM network have been set by trial and error to produce good results on
that task.
3.1 Decoding Noisy Population Coded Probability Distributions
One important issue when dealing with population codes that encode probability distributions is how to deal with
random fluctuations in the neural firing rates: how to accurately estimate the probability distribution despite the
samples being unreliable due to corruption by noise. A decoding method is thus required that can combine noisy
input samples to calculate an estimate of the underlying probability distribution. Previous work has shown that,
when the probability distribution is Gaussian, attractor neural networks can be used to convert a noisy population
code into a smooth Gaussian centred close to the maximum likelihood value (Deneve et al., 1999; Latham et al.,
2003; Pouget et al., 2000, 1998). Such decoding would allow the statistically optimum estimate to be easily read
off as the peak of the output distribution.
The PC/BC-DIM network can also perform near optimum decoding of a noisy, Gaussian, probability dis-
tribution. While PC/BC-DIM is not limited to dealing with Gaussian probability distributions, we consider 1D
Gaussian probability distributions as this allows direct comparison with previous work as well as with the results
that would be expected from exact Bayesian inference. The prediction neurons are given Gaussian RFs (all with
standard deviation 10o) covering the range of possible values (means distributed uniformly in the range −180o
to 180o), as shown in Fig. 2a. The PC/BC-DIM network reconstructs the input as a linear combination of basis
functions (the prediction neuron RFs, see Methods). In this case, the input probability distribution is reconstructed
as a combination of Gaussians. This fitting of a set of Gaussians to the data can be seen as a form of kernel den-
sity estimation of the input distribution. When the input is a noisy Gaussian population code, the reconstruction
is a smooth Gaussian, as shown for two specific examples in Fig. 2b and c. The smoothing effect results from
each Gaussian RF receiving input from a number of samples of the input distribution, which means that noise is
averaged out. The accurate reconstruction of the input distribution results from the PC/BC-DIM algorithm min-
imising the KL divergence between the reconstruction and the input. To confirm that the network’s estimate of the
probability distribution is close to the statistically optimal estimate, in general, experiments were performed using
Gaussian input distributions with random mean values chosen uniformly from the range [−90o : 90o] and ran-
dom standard deviations chosen uniformly from the range [15o : 45o]. Each input distribution was corrupted using
poisson noise which is commonly used to simulate noise in biological neurons. To do so, each input activation was
a sample taken from a poisson distribution whose mean was the noise-free value of that input. Figs. 2d and e show
plots of the network’s estimate of the mean and variance of the probability distribution (given by the reconstruction
neurons) compared to the optimal estimates of these parameters (calculated from the input distribution) for 100
trials. It can be seen that both the mean and variance are very accurately estimated by the PC/BC-DIM network
in all 100 trials. To quantify the decoding accuracy the absolute difference between the mean of the probability
distribution given by PC/BC-DIM and the statistically optimal value was calculated for each of 100 000 trials.
The maximum absolute difference was 0.36o, the median absolute difference was 0.002o and the mean absolute
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Figure 2: Decoding noisy population coded probability distributions. (a) The uniform population of
Gaussian RFs used for the W weights in the simulations reported in (b)-(e), and Fig. 4. Note that for
clarity the RFs of every other neuron are shown at a finer sampling rate (1o) than has been used to de-
fine the weights used in the simulations (5o). (b) and (c) Example simulation results. Each example
shows an input population code representing a Gaussian probability distribution (bottom histograms)
with mean 93o that has been corrupted by poisson noise. The standard deviations of the original distri-
butions are (a) 20o, and (b) 30o. The middle histograms show the prediction neuron activations, and the
upper histograms show the reconstruction neuron responses. The numbers above each histogram show
the maximum likelihood estimate of the stimulus value calculated from that histogram (equation 4). Note
that if the input population code was normalised to sum to unity this would result in the population code
generated by the reconstruction neurons also summing to one. (d) Each dot shows a comparison between
the PC/BC-DIM network’s estimate of the mean of the probability distribution (given by the reconstruc-
tion neurons) and the statistically optimal estimate of the mean of the input distribution. 100 experiments
were performed using input distributions with randomly chosen means and standard deviations that were
encoded with noisy population codes. (e) As for (d) but for variance.
difference was 0.014o. The percentage absolute difference between the network’s estimate of the variance and the
statistically optimal value, over the same 100 000 trials, had a maximum of 1.8%, a median of 0.10%, and a mean
of 0.18%.
Note that the network has been used to estimate the parameters of a single noisy probability distribution (i.e.,
the same corrupted input was presented to the network during all iterations of the PC/BC-DIM algorithm). A
more biologically valid approach would model the variability of neural responses in the inputs and within the
PC/BC-DIM network. Doing this leads to a reduction in the accuracy in the estimate of the posterior probability
distribution. Specifically, the median absolute difference between the network’s estimate of the mean and the
optimal estimate of the mean drops to 2.46o if the noise on the input changes each iteration, and is 2.80o if,
additionally, poisson noise is added to the prediction neuron responses at each iteration (the corresponding errors
in the estimates of the variance are 11.6% and 55.3%). To improve the performance in these circumstances it would
be necessary to modify the PC/BC-DIM algorithm to update neural responses slowly, and hence, to estimate mean
firing rates.
Zemel et al. (1998) performed an experiment to show that the KDE model (Anderson and Van Essen, 1994;
Barber et al., 2003) is incapable of reconstructing probability distributions which are narrower than the basis func-
tions. In common with the KDE model, PC/BC-DIM also reconstructs the probability distribution as a linear sum
of basis functions, and thus, it also suffers from this limitation. To demonstrate this, PC/BC-DIM was tested using
the experiment described in Zemel et al. (1998). In this experiment, the prediction neurons had Gaussian RFs
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Figure 3: Effects of width and height when decoding population coded probability distributions. Results
are for prediction neurons with Gaussian RFs that have a standard deviation of 0.3 (top row), and 0.08
(bottom row). (a) and (e) the input distribution has a standard deviation of 1. (b) and (f) the input
distribution has a standard deviation of 0.2. (c) and (g) The sum of the squared difference between x
and r as a function of the width of the input distribution. (d) and (h) The sum of the squared difference
between x and r as a function of the amplitude of the input distribution.
with a standard deviation of 0.3 uniformly spaced in the range [−10 : 10]. As in the preceding experiments, when
the input distribution was wider than the RFs the reconstruction was accurate (Fig. 3a). However, when the input
distribution was narrower than the prediction neuron RFs the distribution encoded by the reconstruction neurons
was too wide (Fig. 3b). To quantify this effect, Zemel et al. (1998) performed experiments with noisy population
codes of different widths and calculated the sum of the squared difference between the reconstruction and the
true (uncorrupted) distribution. For the PC/BC-DIM algorithm, this reconstruction error was large for narrow
input distributions (Fig. 3c), due to the inability of the PC/BC-DIM network to accurately represent distributions
narrower than the prediction neuron RFs. The prediction neuron weights are basis functions or elementary compo-
nents that can be used to reconstruct a probability distribution. Clearly, these components need to be appropriate
for a given task, or the reconstruction will be poor. Hence, to represent narrow distributions a network would need
prediction neurons with narrow RFs. Repeating the preceding experiment using RFs with a standard deviation of
0.08 did result in more accurate results (Fig. 3e-g). However, this is at odds with biological data which shows that
discrimination is more finely tuned than the RFs of cortical neurons (Zemel et al., 1998).
Another issue explored in Zemel et al. (1998) is the inability of the KDE model to accurately represent proba-
bility distributions with small amplitude. To assess this Zemel et al. (1998) performed experiments with Gaussian
input distributions of varying height, and they calculated the sum of the squared difference between the input
distribution and the one reconstructed by the KDE algorithm. Results for the same experiments performed with
PC/BC-DIM are shown in Figs 3d and h. It can be seen from these results that the PC/BC-DIM algorithm is
capable of very accurately representing probability distributions regardless of their amplitude.
Some previous neural models of decoding (Deneve et al., 1999; Latham et al., 2003; Pouget et al., 2000,
1998) have used attractor networks that can only generate a single mono-modal Gaussian distribution, and hence,
can not simultaneously represent multiple, distinct, stimuli (Sahani and Dayan, 2003). Unlike these previous
algorithms, PC/BC-DIM is not limited to representing a mono-modal distribution, as illustrated in Fig. 4. When
encoding probability distributions using population codes there is an inherent ambiguity between a complex distri-
bution that represents uncertainty about a single cause, and a complex distribution that represents multiple separate
causes (Sahani and Dayan, 2003). This work does not address this issue, but multi-modal distributions are treated
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Figure 4: Decoding multi-modal population coded probability distributions. Each example shows a tri-
modal input distribution (bottom histograms) with poisson noise (a), and without noise (b). The middle
histograms show the prediction neuron activations, and the upper histograms show the reconstruction
neuron responses. The network was identical to that used to produce the results shown in Fig 2.
throughout as representations of multiple stimuli.
3.2 Combining Likelihoods and Priors to Calculate Posterior Probability Distributions
The defining characteristic of Bayesian inference is that it makes use of prior information. Specifically, Bayes
theorem expresses how the likelihood (the probability distribution derived from the current observation) should
be combined with the prior (the probability derived from our knowledge about the state of nature) in order to
calculate the posterior distribution. Surprisingly, many previous neural implementations of Bayesian inference
with population codes have ignored priors, or equivalently have assumed that the prior is flat, and have hence
failed to demonstrate an ability to perform Bayesian inference (Deneve et al., 1999, 2001; Jazayeri and Movshon,
2006; Latham et al., 2003; Pouget et al., 2013, 2003, 2000, 1998; Seilheimer et al., 2014; Zemel et al., 1998).
Other theories propose that priors are represented by spontaneous activity (Fiser et al., 2010) or by a separate
population of neurons whose activity is added to the activity of the population of neurons representing the likeli-
hood (Ma et al., 2006). Representing the prior using the activity of a separate population of neurons would also
enable the prior to be combined with the likelihood in the same way that two sensory cues can be integrated (see
section 3.3). Alternatively, it has been proposed that the prior can be encoded by the distribution of RFs, such that
more neurons, typically with narrower tuning widths, are allocated to representing stimulus values that are more
probable (Ganguli and Simoncelli, 2010, 2014; Girshick et al., 2011; Shi and Griffiths, 2009). Storing priors in
the synaptic weights makes intuitive sense as priors result from previous experience and should change relatively
slowly (Vilares and Kording, 2011). The current model also incorporates the prior into the synaptic weights of the
network, however, this is done by scaling the weights of uniformly distributed RFs, rather than by changing the
distribution of the RFs.
Figure 5 shows a specific example of how PC/BC-DIM succeeds in calculating a posterior distribution (repre-
sented by the reconstruction neuron activations) by combining a likelihood (represented by the input population
code) and a prior (incorporated in the synaptic weights of the network). The network is identical to that used to
generate the results shown in Fig. 2, except that in this experiment the weights have been changed as shown in
Fig. 5a. The prior probability distribution is a Gaussian centred at 0o and with a standard deviation of 60o. Each
neuron’s weights (the rows of W) have simply been multiplied by this prior distribution (V is set equal to the
transpose of W and re-normalised so the each column has a maximum value of one, as in all other experiments).
For the two examples shown in Fig. 5b and c the firing rates of the reconstruction neurons provide an almost exact
approximation to the posterior that would be calculated via Bayes theorem. For an intuitive understanding of why
this happens consider the result in Fig. 5c. In this example, the two prediction neurons with the highest responses
have RFs centred at 80o and 70o. These RFs are less similar to the input distribution than the neuron with an RF
centred at 90o. However, the neurons with RFs centred at 80o and 70o have weights that are larger in magnitude.
The product of the weight vector and the input population code is thus greater for the prediction neurons with RFs
10
(a) −180 −90 0 90
0
0.02
0.04
−180 −90 0 900
0.5
1
93
x
5 10 15 20 25 30 350
0.5
1 y
−180 −90 0 900
0.5
1
83.7
r
(b)
−180 −90 0 900
0.5
1
92.9
x
5 10 15 20 25 30 350
0.5
1 y
−180 −90 0 900
0.5
1
74.4
r
(c)
−90 0 90
−90
0
90
Optimal Estimate of Mean  
N
et
w
or
k 
Es
tim
at
e 
of
 M
ea
n 
 
(d)
400 800 1200
 
 
 
 
40
0
 
80
0
12
00
Optimal Estimate of σ2  
  
N
et
w
or
k 
Es
tim
at
e 
of
 σ
2  
 
 
 
(e)
Figure 5: Bayesian inference with a prior. (a) RFs incorporating a prior as used for the W weights
in the simulations reported in (b)-(e). Note that for clarity the RFs of every other neuron are shown at
a finer sampling rate (1o) than has been used to define the weights used in the simulations (5o). (b)
and (c) Example simulation results. Each example shows a Gaussian input distribution representing the
likelihood (bottom histograms), and the response of the reconstruction neurons which represent the pos-
terior (upper histograms). The numbers above each histogram show the maximum likelihood estimate
of the stimulus value calculated from that histogram (equation 4). Due to the prior being centred at 0o
the posterior probability distributions in these experiments are shifted towards 0o compared to the corre-
sponding experiments shown in Fig. 2. The Gaussian curves superimposed on the upper histograms show
the posterior distribution calculated via exact Bayesian inference (scaled in amplitude to fit the network’s
estimate). (d) Each dot shows a comparison between the PC/BC-DIM network’s estimate of the mean of
the posterior probability distribution (given by the reconstruction neurons) and the mean of the posterior
calculated via exact Bayesian inference. 100 experiments were performed using input distributions with
randomly chosen means and standard deviations that were encoded with noisy population codes. (e) As
for (d) but for variance.
centred at 80o and 70o than it is for the prediction neuron with an RF centred at 90o. This results in the higher
firing rates of these two neurons. As the posterior (encoded by the reconstruction neuron responses) is a linear
combination of basis functions (RFs) weighted by the corresponding prediction neuron firing rates, the posterior
peaks between 80o and 70o, and is thus shifted towards the prior.
For clarity, Figs. 5a and b show results for calculations performed using likelihoods that have not been cor-
rupted with noise. However, PC/BC-DIM performs almost exact Bayesian inference even when the input distri-
butions are noisy. To confirm that the network’s estimate of the posterior probability distribution is close to the
statistically optimum estimate, 100 000 trials were performed using likelihood distributions corrupted using pois-
son noise. In each trial the likelihood was given a random mean, chosen uniformly from the range [−90o : 90o],
and a random standard deviation chosen uniformly from the range [15o : 45o]. Over 100 000 trials, the absolute
difference between the optimal estimate of the mean of the posterior distribution (calculated by Bayes theorem)
and the network estimate of the mean (from the PC/BC-DIM reconstruction neuron responses) had a maximum
value of 1.23o. The median absolute difference was 0.07o, and the mean absolute difference was 0.11o. Over the
same 100 000 trials, the variance of the posterior distribution given by the network and by Bayes theorem had a
maximum, median, and mean, percentage absolute difference of 15.9%, 0.98%, and 1.35% respectively. Figs. 5d
and e show plots of the network’s estimate of the mean and variance of the probability distribution compared to
the optimal estimates of these parameters for 100 trials.
11
−180 −90 0 900
0.5
1
−20
x
a
−180 −90 0 90
−10
xb
2 6 10 14 18 220
0.5
1 y
−180 −90 0 900
0.5
1
−15
r
a
2
−180 −90 0 90
−15
rb
2
(a)
−180 −90 0 900
0.5
1
−20
x
a
−180 −90 0 90
−10
xb
2 6 10 14 18 220
0.5
1 y
−180 −90 0 900
0.5
1
−17.2
r
a
2
−180 −90 0 90
−17.2
rb
2
(b)
−8 0 8
−8
0
8
Optimal Estimate of Mean  
N
et
w
or
k 
Es
tim
at
e 
of
 M
ea
n 
 
(c)
500 1000 1500
 
 
 
 
50
0
10
00
15
00
Optimal Estimate of σ2  
  
N
et
w
or
k 
Es
tim
at
e 
of
 σ
2  
 
 
 
(d)
Figure 6: Cue integration. (a) and (b) Example simulation results. Each example shows two Gaussian
input distributions (bottom histograms), representing two cues to the same sensory stimulus. The net-
work produces, in the reconstruction neuron activations (upper histograms), probability distributions that
closely match those that would be obtained by the statistically optimal combination of the two cues. The
Gaussian curves superimposed on the upper-right histograms show the posterior distribution calculated
via exact Bayesian inference (scaled in amplitude to fit, approximately, the network’s estimate). The
numbers above each histogram show the maximum likelihood estimate of the stimulus value calculated
from that histogram (equation 4). (c) and (d) Show cue integration accuracy for noisy population coded
probability distributions. (c) Each dot shows a comparison of the PC/BC-DIM network’s estimate of the
mean of the combined probability distribution compared to the probabilistically optimal estimate of the
mean. 100 experiments were performed with randomly chosen cue conflicts and cue precisions. As in
Ma et al. (2006), each dot represents the average of 1008 trials performed with different noisy population
codes. (d) As for (c) but for variance.
3.3 Cue Integration
In many circumstances multiple sources of information may be available about the same sensory stimulus. Cue
integration results in these separate sources of sensory evidence being combined together to produce a single
estimate of the stimulus’ properties. The distinct cues may be derived from the same sensory modality, such as
when estimating depth from multiple visual cues like disparity and linear perspective, or may come from different
modalities, such as when estimating depth using vision and proprioception. Various experiments have shown that
human performance in cue integration tasks is optimal, which requires the reliability of each sensory cue to be
taken into account (Seilheimer et al., 2014). For cues that can be represented by Gaussian probability distributions,
and assuming a flat prior, the mean of the combined estimate is the sum of the means of the two cues weighted
by the precision (the inverse of the variance) of each cue (Ernst and Ja¨kel, 2003; Ma et al., 2006; Ma and Pouget,
2008; Pouget et al., 2013).
Figure 6 illustrates that optimal cue integration can be performed using PC/BC-DIM. In these experiments the
input was partitioned into two in order to represent the two cues. For convenience both cues were measured in
the same units and could take values over the same range, but this is not a requirement. Each prediction neuron
had a Gaussian RF (with standard deviation 15o) centred at the same location in each input space. The population
of predictions neurons had RFs covering the range of possible values (means distributed uniformly in the range
−180o to 180o). When population codes representing Gaussian probability distributions were presented to the
two input spaces, the PC/BC-DIM network generated population codes (the reconstruction neuron responses)
that peaked very near to the optimal estimate obtained by probabilistically combining the two cues. Because
there are two partitions of the input, there are also two partitions of the reconstruction neuron populations. Both
represent the combined estimate of the stimulus values, and hence, both generate the same population code. For an
intuitive understanding of how PC/BC-DIM performs cue integration consider the result shown in Fig. 6a. Here,
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Figure 7: Cue integration with three cues. The format of this figure is identical to, and described in
the caption of, Fig. 6, except that here there are three Gaussian input distributions (bottom histograms),
representing three cues to the same sensory stimulus.
the most responsive prediction neuron has a RF centred at −15o in both input spaces. This is the most active
prediction neuron because both its RFs overlap with the input distributions, it thus receives the most support. The
reconstruction neuron responses are a linear combination of all the active prediction neuron RFs, and hence, also
peaks at −15o in both input spaces.
For clarity, Figs 6a and b show results for calculations performed using input population codes that have not
been corrupted with noise. However, PC/BC-DIM performs near optimal cue integration even when the input
distributions are noisy. To confirm this the method used in Ma et al. (2006) was employed. The two Gaussian
input distributions were both corrupted by poisson noise. One distribution had a fixed mean (0o) while the other
had a randomly chosen mean (uniformly selected from the range [−12o : 12o]), so that cue conflict varied by
up to ±12o. Each input distribution was assigned a random standard deviation, chosen uniformly from the range
[20o : 60o]. Figs. 6c and d show plots of the network’s estimate of the mean and variance of the combined
probability distribution compared to the optimal estimates of these parameters. To quantify these results, the
maximum, median, and mean absolute difference between the network’s and the optimal estimate of the mean
was 0.76o, 0.18o, and 0.24o. The maximum, median, and mean percentage absolute difference between the
network’s and the optimal estimate of the variance was 34.62%, 5.03%, and 7.26%.
Repeating the above experiment but for cue integration with three sensory cues produced the results shown
in Fig 7. An identical network was used except that each prediction neuron received input from three partitions
representing the three cues. Again, the network’s estimate of the combined probability distribution was accurate.
Specifically, the maximum, median, and mean absolute difference between the network’s and the optimal estimate
of the mean was 0.58o, 0.07o, and 0.09o. The maximum, median, and mean percentage absolute difference
between the network’s and the optimal estimate of the variance was 20.60%, 2.69%, and 3.72%.
PC/BC-DIM can also perform optimal cue integration with a non-flat prior. As in section 3.2, the prior was
incorporated by modifying the relative strengths of the synaptic weights. Figures 8a and b show illustrative results
when the prior probability distribution, for both cues, was a Gaussian centred at 0o and with a standard deviation of
60o. Each neuron’s weight vector, in both input spaces, was multiplied by this prior distribution. To demonstrate
that the network’s cue integration with a prior is near optimal even when the input distributions are noisy, the
experiment described in the previous paragraphs was repeated, and the results are shown in Figs. 8c and d. The
maximum, median, and mean absolute difference between the network’s and the optimal estimate of the mean was
0.28o, 0.05o, and 0.06o. The maximum, median, and mean percentage absolute difference between the network’s
and the optimal estimate of the variance was 10.11%, 1.59%, and 2.35%.
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Figure 8: Cue integration in the presence of a prior. (a) and (b) Example simulation results. (c) and
(d) Show cue integration accuracy for noisy population coded probability distributions. The format of
this figure is identical to, and explained in the caption of, Fig. 6. Due to the prior being centred at
0o the posterior probability distributions in these experiments (represented by the reconstruction neuron
responses in the upper histograms in (a) and (b)) are shifted towards 0o compared to the corresponding
experiments shown in Fig. 6. The Gaussian curves superimposed on the upper-right histograms show the
posterior distribution calculated via exact Bayesian inference (scaled in amplitude to approximately fit
the network’s estimate).
3.4 Cue Segregation
In multisensory integration experiments with human subjects, large cue conflict results in cue segregation rather
than integration (Beierholm et al., 2008). In which case the two cues are not perceived to have the same cause.
Determining if two cues should be integrated or segregated (i.e., determining if cues arise from a single cause,
or from multiple, independent causes) can be posed in terms of an inference problem: causal inference (Ma and
Pouget, 2008; Seilheimer et al., 2014; Shams and Beierholm, 2010; Vilares and Kording, 2011). While there exist
Bayesian models of causal inference, there are no current neurally-based models.
Existing neural models of cue integration and the closely related task of function approximation (see sec-
tion 3.5) either take the form of (radial) basis function networks (Deneve and Pouget, 2003; Pouget and Sejnowski,
1994, 1997; Pouget and Snyder, 2000; Salinas and Abbott, 1995; Salinas and Sejnowski, 2001) or attractor net-
works (Deneve et al., 1999; Latham et al., 2003; Ma et al., 2006; Pouget et al., 2002, 1998). Both types of model
require that all the sensory information originates from a single source. Hence, if sensory inputs originating from
multiple underlying causes are presented simultaneously, these networks will erroneously combine this informa-
tion into a single, incorrect, estimate (Pouget et al., 2002). Thus, while such networks can simulate cue integration,
they are incapable of modelling cue segregation. In contrast, PC/BC-DIM can model cue segregation as well as
cue integration. Unlike the quantitative analysis of cue integration in the preceding section, the assessment of cue
segregation offered here is only qualitative. Specifically, segregation is assumed to have occured if the probability
distribution represented by the reconstruction neurons is multi-modal: as mentioned in section 3.1, multi-modal
distributions are treated as representations of multiple stimuli.
Figure 9a shows that when two inputs encode very different stimulus values the reconstruction neurons gener-
ate a bi-modal probability distribution with peaks at the positions of the two cues. This is in contrast to when there
is less cue conflict, as in Fig 6a, where the reconstruction neurons generate a mono-modal distribution that peaks
at the weighted mean of the two cues. PC/BC-DIM can perform cue segregation and integration simultaneously,
as illustrated in Fig. 9b. Here, one input space receives a bi-modal population code that peaks at −30o and +50o,
and the other input space receives a mono-modal distribution with a mean of +60o. The reconstruction neurons
generate a bi-modal distribution with peaks at approximately −30o and +55o. The first peak is thus the result
of information presented to only one input space (i.e., cue segregation), while the second peak is an estimate of
the stimulus value based on combining two cues that have the same precision presented to different input spaces
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Figure 9: Cue segregation. (a) Shows two Gaussian input distributions (bottom histograms), representing
two cues with a large cue conflict. The network produces, in the reconstruction neuron responses (upper
histograms), bi-modal probability distributions representing stimuli at both locations predicted by the
two cues. (b) As for (a) but with a second cause represented by the bi-model distribution presented to the
first input space. This second cause is integrated with the cue presented to the other input space.
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Figure 10: Causal inference. The input (not shown) consist of two cues encoded as Gaussian probability
distributions with equal precisions. Cue conflict increases from left to right, from 10o to 90o in steps of
20o. Each subplot shows the responses of the first partition of the reconstruction neurons. The Gaussian
curves superimposed on the histograms show the posterior distributions calculated via exact Bayesian
inference for cue integration. (a) Each cue has a standard deviation of 20o. The left most subplot,
showing results for a conflict of 10o, is a repeat of the experiment shown in Fig. 6a. The right most
subplot, showing results for a conflict of 90o, is a repeat of the experiment shown in Fig. 9a. (b) As
(a) except cues have a standard deviation of 30o. In both cases, as cue conflict increases the probability
distribution generated by PC/BC-DIM changes from mono-modal (cue integration) to bi-modal (cue
segregation). When cues have lower precision, as shown in (b), cue integration occurs for a wider range
of cue conflicts.
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(i.e., cue integration). In PC/BC-DIM whether signals are integrated or segregated depends on the degree of cue
conflict and the precision of the two cues. For cues with small standard deviation, segregation will occur at a
smaller conflict than when the cues have larger standard deviation, as illustrated in Fig. 10.
3.5 Function Approximation
Function approximation is required for many tasks faced by the brain. For example, to perform sensory-sensory
coordinate transformations in order to bring different sources of sensory information into a common reference
frame, or to perform sensory-motor mappings in order to control movement. Here, to allow direct comparison with
previous work (Beck et al., 2011; Deneve et al., 2001; Pouget et al., 2002; Pouget and Sejnowski, 1997; Pouget and
Snyder, 2000) we only consider simple, linear, functions of one-dimensional variables, encoded using Gaussian
distributions. However, like this previous work, PC/BC-DIM is not limited to linear function approximation, nor
is PC/BC-DIM limited to computing with one-dimensional Gaussian inputs as has been shown previously (De
Meyer and Spratling, 2011, 2013).
Previous work (Beck et al., 2011; Deneve et al., 2001; Pouget et al., 2002; Pouget and Sejnowski, 1997; Pouget
and Snyder, 2000) has considered approximating a function of three variables (A, B, and C) such that C=A+B. If,
for example, A is considered to be a representation of the retinal position of an object, and B a representation of
eye position, then C can be considered a representation of the head-centred bearing of the object. Given any two
of these values, existing models can calculate the third (Deneve et al., 2001; Pouget et al., 2002). Alternatively,
if supplied with all three values existing networks can perform cue integration (Deneve et al., 2001; Pouget et al.,
2002). Furthermore, it has been shown that neurons in such networks display gain modulated responses, similar
to those observed in the dorsal pathway of the cortex (Deneve et al., 2001; Pouget et al., 2002). PC/BC-DIM
can reproduce all of these results, as is illustrated in Fig. 11a-e. For this task we can consider the input to
the PC/BC-DIM network, and hence, the reconstruction produced by the network to be partitioned into three
parts, as illustrated in Fig. 1b. Each partition represents a population coded probability distribution encoding the
uncertainty about the value of a different variable (A, B, or C). Each prediction neuron has a Gaussian RF, of
standard deviation 5o, in each of the three partitions. These RFs are centred in each input space so as to encode the
relationship A+B=C for one specific set of values. The RFs of the population as a whole evenly tile the A and B
input spaces, so that the network can approximate C=A+B for all values of A and B. For an intuitive understanding
of how the PC/BC-DIM network performs function approximation, consider the result shown in Fig. 11a. The two
input distributions cause responses in the subset of prediction neurons with RFs that are centred near −30o in the
first partition and near 20o in the second partition. Each of these prediction neurons has an RF centred near −10o
in the third partition. The reconstruction neuron responses are a linear combination of all the active prediction
neuron RFs, and hence, will peak at the appropriate places in each of the three partitions.
To confirm that the PC/BC-DIM network can perform accurate function approximation even when the pop-
ulation codes are corrupted with noise, the method used in Deneve et al. (2001) was employed. Values for A
and B were chosen at random (uniformly from the range [−40o : 40o]) and encoded using Gaussian probability
distributions (with a fixed standard deviation of 10o). These population codes were corrupted with poisson noise.
The statistically optimum estimate of C was found using the maximum likelihood estimate of A and B calculated
from the noisy input population codes. The network’s estimate of C was also calculated by taking the maximum
likelihood estimate from the reconstruction generated by the PC/BC-DIM algorithm. Across 100 000 trials, the
variance between the true value of C and the network’s estimate of C was only 0.01% worse than the variance be-
tween the true value of C and the maximum likelihood estimate calculated using the input distributions. Repeating
this experiment to estimate B given A and C, found that the network’s estimate was 0.08% poorer than the statis-
tically optimum estimate. In comparison, Deneve et al. (2001) report corresponding values for their algorithm of
3.3% and 2.1%.
Further experiments were performed in which the input distributions encoding the values of A and B were
given randomly selected standard deviations in addition to randomly selected means (as in the experiments re-
ported in previous sections). The mean was chosen from the range [−40o : 40o] and the standard deviation
chosen from the range [10o : 20o]. Each input was encoded using a population code corrupted with poisson noise.
Fig. 11f plots the network’s estimate of the mean of the probability distribution for variable C compared to the
statistically optimal estimate for 100 trials. Fig. 11g shows a similar comparison for the variance of the proba-
bility distribution encoding variable C. It can be seen that the PC/BC-DIM network produces accurate estimates
of both parameters. To quantify these results, the maximum, median, and mean absolute difference between the
network’s and the optimal estimate of the mean was 0.04o, 0.009o, and 0.01o over 100 000 trials. The maximum,
median, and mean percentage absolute difference between the network’s and the optimal estimate of the variance
was 11.79%, 4.63%, and 4.99% over the same 100 000 trials. Results for an equivalent experiment to estimate B
given A and C, are shown in Figs. 11h and i. In this case, the maximum, median, and mean absolute difference
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between the network’s and the optimal estimate of the mean was 0.52o, 0.03o, and 0.05o over 100 000 trials.
The maximum, median, and mean percentage absolute difference between the network’s and the optimal estimate
of the variance was 13.60%, 5.43%, and 5.67% over the same 100 000 trials. While the poor performance in
estimating the variance is a clear limitation of the PC/BC-DIM model, the results presented here still go beyond
those reported for previous methods. Specifically, the attractor network model (Deneve et al., 2001; Pouget et al.,
2002) is unable to correctly calculate the uncertainty of each variable as the width of each output distribution is
fixed (Pouget et al., 2003). Hence, this model can not estimate the variance of the posterior and it would fail on
the experiment reported in Fig. 11g as well as the experiment reported in Fig. 11i. Other existing methods for
function approximation (Beck et al., 2011; Pouget and Sejnowski, 1997; Pouget and Snyder, 2000) can correctly
represent the variance of the posterior, but are limited to performing function approximation in one direction (e.g.
calculating C from A and B), and hence, would not be able to perform the experiment shown in Fig. 11b or provide
any estimate of either the mean or the variance of B, like that shown in Fig. 11h and i.
Fig. 12 shows results for a PC/BC-DIM network performing function approximation with four variables (A,
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Figure 11: (previous page) Function approximation with three variables. A PC/BC-DIM network as
shown in Fig. 1b is used, where the three partitions of the input are used to represent probability distribu-
tions for three different variables. If these variables are denoted as A, B, and C, then the network has been
wired-up to approximate C=A+B. Note that C has a wider range of possible values than A and B, and
hence, the x-axes of the histograms representing C have a different scale than those representing A and
B. (a) When the two inputs representing A and B are presented (lower histograms), the reconstruction
neurons generate an output (upper histograms) that represents the correct estimate of the value of C (as
well as outputs representing the given values of A and B). (b) When the two inputs representing A and C
are presented (lower histograms), the reconstruction neurons generate an output (upper histograms) that
represents the correct estimate of the value of B (as well as outputs representing the given values of A
and C). In (a) and (b) the population codes generated by the reconstruction neurons have means which
correctly represent the maximum likelihood estimate of the corresponding stimulus value and standard
deviations that reflect the certainty in this estimate, such that the estimated values (C in (a) and B in (b))
are represented by population codes with larger variance, although this variance is less than the optimal
value. (c) and (d) When all inputs are presented simultaneously to the network, it has multiple (poten-
tially conflicting) estimates of the true value for C. The network performs cue integration with these
separate sensory inputs. (c) the inputs to the first two partitions are consistent with a value of C equal
to -10 while the input to the third partition indicates that the most likely value of C is +10. In this case,
the optimal, combined, estimate of the true value of C is 0. (d) As for (c) except that the precisions of
the input cues are no longer equal. The precision of the input to the third partition has been reduced, and
hence, the combined estimate of C is now weighted more towards the estimate given by A+B. (e) Gain
modulation. Here the response of a single prediction neuron has been measured. Its response is plotted
as a function of the value of variable A, for a number of different values of variable B. The position and
width of the tuning curve is unaffected by the value of B, but the gain of the response is affected by B.
Such gain modulation is observed in various regions along the dorsal pathway, for example, when a reti-
nal RF (variable A) is modulated by eye position (variable B). (f) 100 experiments were performed using
input distributions for A and B with randomly chosen means and standard deviations that were encoded
with noisy population codes. Each dot shows a comparison between the PC/BC-DIM network’s estimate
of the mean of the probability distribution encoding the estimated value of C and the optimal estimate for
C. (g) As for (f) but for variance. (h) and (i) As for (f) and (g) except using inputs encoding A and C and
estimating the probability distribution for B.
B, C, and D). The network encodes the relationship A+B+C=D. When any three variables are presented as pop-
ulation codes to the network, it calculates a Gaussian probability distribution encoded by the firing rates of the
reconstruction neurons that represents the correct value of the missing variable (Fig. 12a and b). Unlike previous
methods of function approximation (Deneve et al., 2001; Pouget et al., 2003, 2002; Pouget and Sejnowski, 1997;
Pouget and Snyder, 2000), PC/BC-DIM can simultaneously represent multiple stimuli. It can therefore simulta-
neously calculate two (or more) separate results, encoded as a bi-modal (or multi-modal) probability distribution,
as illustrated in Fig. 12c.
When fewer than three inputs are present the uncertainty about the missing values is large, and this is reflected
in the population codes calculated by the network (as shown in Fig. 12d). However, as for the previous network
(with three inputs) the variance of the output distributions is underestimated. Specifically, the probability distri-
bution for B should be uniform over the full range of possible values [−60o : 60o]. However, edge effects result
in the probability distribution not being completely uniform. Given that B has an equal probability of taking any
value in the range −60o to +60o, and zero probability of taking a value from outside this range, the posterior for
D should be uniform in the range −70o to +50o. The population code produced by the reconstruction neurons is
approximately uniform between −50o and +30o which is less than the expected range (and is due to the under-
estimation of the range of B). However, as noted earlier in this section, previous algorithms that perform function
approximation (Beck et al., 2011; Deneve et al., 2001; Pouget et al., 2002; Pouget and Sejnowski, 1997; Pouget
and Snyder, 2000) would completely fail on this task.
Figs. 12e and f compare the network’s estimate of the mean and variance of the probability distribution en-
coding variable D with the statistically optimal estimates of these parameters. These results are for 100 trials with
the values for A, B and C chosen at random (uniformly in the range [−25o : 25o]) and encoded using Gaussian
probability distributions (with a standard deviation chosen at random from the range [10o : 20o]). The equivalent
results for B, estimated from inputs encoding A, C, and D are shown in Figs. 12g and h. It can be seen that
PC/BC-DIM is accurate at calculating the parameters of each posterior distribution except that it underestimates
the variance of the probability distribution encoding variable B.
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It is possible to wire-up PC/BC-DIM networks to encode any function defined over any number of variables.
However, the number of prediction neurons required increases exponentially with the number of variables, as
is the case for any other method that computes with basis functions (Deneve and Pouget, 2003; Pouget and Se-
jnowski, 1997). To resolve this issue it is theoretically possible to decompose computations into several steps, and
implement each sub-task using a separate basis function network (Pouget et al., 2002). While previous methods of
computing with basis functions (e.g., Deneve et al., 2001; Deneve and Pouget, 2003; Pouget et al., 2002; Pouget
and Sejnowski, 1997; Pouget and Snyder, 2000) should be capable of operating in this way, it has not been demon-
strated that they can. Here, it is shown that a PC/BC-DIM network can be decomposed into multiple sub-networks
to compute a function. Fig. 13a shows a single PC/BC-DIM network performing function approximation with
four variables (A, B, C, and D). While it is possible to provide inputs to any of the four partitions, and read outputs
from any of the four partitions of the reconstruction neurons, the particular combination of inputs and outputs
needed to estimate D given A, B and C is shown in Fig. 13a. The architecture required to allow the same func-
tion to be approximated with two interconnected PC/BC-DIM networks, forming a simple two-stage PC/BC-DIM
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Figure 12: (previous page) Function approximation with four variables. A PC/BC-DIM network has
been wired-up to approximate the function D=A+B+C. Note that D has a wider range of possible values
than A, B, and C, and hence, the x-axes of the histograms representing D have different scales to those
representing A, B, and C. (a) When the three inputs representing A, B, and C are presented (lower
histograms), the reconstruction neurons generate an output (upper histograms) that represents the correct
value of D (as well as outputs representing the given values of A, B, and C). (b) When the three inputs
representing A, C, and D are presented (lower histograms), the reconstruction neurons generate an output
(upper histograms) that estimates the correct value of B (as well as outputs representing the given values
of A, C, and D). (c) As (a) but with two values of A represented by a bi-modal population code presented
to the first partition of the input. The network correctly calculates two values for D represented by the
bi-modal population code produced by the reconstruction neurons in the last partition. (d) When the
two inputs representing A and C are presented (lower histograms), there is a large uncertainty about
the values of B and D and this is (partially) represented in the probability distributions encoding these
variables generated by the network (upper histograms). (e) 100 experiments were performed using input
distributions for A, B, and C with randomly chosen means and standard deviations, that were encoded
with noisy population codes. Each dot shows a comparison between the PC/BC-DIM network’s estimate
of the mean of the probability distribution encoding the approximated value of D and the optimal estimate
for D. (f) As for (e) but for variance. (g) and (h) As for (e) and (f) except using inputs encoding A, C,
and D and estimating the parameters of the probability distribution for variable B.
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Figure 13: PC/BC-DIM neural network architectures for function approximation with four variables. (a)
A single-stage network to calculate D given A, B, and C. (b) A hierarchical architecture, consisting of
two interconnected PC/BC-DIM networks, for calculating the same function.
hierarchy, is shown in Fig. 13b. The first network calculates an intermediate result (A+B) in one partition of its
reconstruction neurons. This intermediate result provides input to one of the partitions of the second PC/BC-DIM
network. The second network’s reconstruction of this intermediate representation is fed-back as input to the first
PC/BC-DIM network. The resulting two-stage network has fewer prediction neurons in total than the equivalent
single-stage network (1850 compared to 15625 for the particular task used here), however, it produces almost
identical results (not shown) to those presented in Fig. 12.
To quantitatively compare the performance of the single-stage network and the hierarchical network, both
networks were used to perform function approximation with noisy input population codes. 100 000 trials were
performed for two conditions. In the first condition each network calculated D given noisy inputs encoding
randomly selected values for A, B, and C. The statistically optimum estimate of D was found using the maximum
likelihood estimate of A, B, and C calculated from the noisy input population codes and this was compared to the
network’s estimate of D calculated by taking the maximum likelihood estimate from the reconstruction generated
by the PC/BC-DIM algorithm. The median absolute difference between the network’s estimate and the optimal
estimate was 0.14o for the single-stage network, and 0.005o for the hierarchical network. The median percentage
absolute difference between the network’s estimate of the variance of the probability distribution encoding D
and the statistically optimum estimate was 1.48% for the single-stage network, and 5.02% for the hierarchical
network. In the second condition, each network calculated B given noisy inputs encoding randomly selected
values for A, C, and D. Across 100 000 trials, the median absolute difference between the network’s estimate and
the optimal estimate of the mean was 0.38o for the single-stage network, and 0.29o for the hierarchical network.
The median percentage absolute difference between the network’s estimate and the statistically optimum estimate
of the variance was 9.75% for the single-stage network, and 2.83% for the hierarchical network. Hence, both the
20
single-stage and hierarchical networks produce reasonable estimates of the posterior distributions.
3.6 Computations with Non-Gaussian Distributions
All the previous experiments have been performed using one-dimensional Gaussian population codes, and net-
works with Gaussian RFs. The results in this section demonstrate that PC/BC-DIM can perform Bayesian infer-
ence with stimuli and synaptic weights that are not Gaussian. The input is a greyscale image and the prediction
neurons are given synaptic weights defined using Gabor functionsc. The RFs of the whole population of predic-
tion neurons tile the input image with Gabor RFs. A second set of inputs (a one-dimensional vector) is defined
to represent orientation. Each prediction neuron receives a Gaussian RFs from this second partition of the input,
with this Gaussian centred at the orientation corresponding to the orientation of that prediction neuron’s Gabor
RFd. Defining this extra partition of the input automatically defines a second partition of the reconstruction neuron
population. The reconstruction in this second partition will be a population code representing the distribution of
orientations signaled by the responses of the prediction neurons. It would be possible to define further partitions
of the input and reconstruction neuron population to encode other features represented by the prediction neurons
(e.g., location or phase), however, here we only consider stimulus orientation. The reconstruction neurons that
represent orientation are like complex-cells in V1 as they pool the responses of multiple prediction neurons (cor-
responding to simple-cells in this analogy). The orientation-selective reconstruction neurons pool the responses
of prediction neurons with the same orientation preference, but with RFs at a range of spatial locations and with
a range of phase preferences. Here, so that we only have one population code representing orientation, spatial
pooling takes place over the whole image rather than in a small patch of image as would be the case for cortical
complex-cells.
If an input image is presented to this PC/BC-DIM network it generates reconstruction neuron responses that
represent both the image and a population code representing a probability distribution of orientations within the
image, as illustrated in Fig. 14. When the image contains a single sinusoidal grating, the population code is a
Gaussian with a peak approximately at the orientation of the grating (Fig. 14a). If the image is corrupted by
noise, then the population code is more distributed (Fig. 14b). If a second sinusoidal grating is superimposed
over the first, then the population code is bi-modal with peaks at approximately the orientation of both gratings
(Fig. 14c). If both an input image and a population code representing orientation are simultaneously presented
as inputs of the network, then cue integration can occur. For example, if the input image is a single sinusoidal
grating oriented at 37o from the vertical, and the population code is a Gaussian distribution centred at 49o, then
the combined estimate of the orientation represented by the second partition of the reconstruction neurons is
intermediate between the values signalled by the two cues (Fig. 14d). Furthermore, increasing the precision of the
input probability distribution (by reducing its standard deviation from 20o to 10o) causes the combined estimate to
shift further towards 49o (Fig. 14e). When cue conflict is large, the network performs cue segregation rather than
integration, generating a bi-modal distribution of responses in the second partition of reconstruction neurons. This
distribution has peaks at approximately the orientation of both cues (Fig. 14f). If multiple cues are supplied then
both cue integration and segregation can co-occur (Fig. 14g). To encode a prior into the weights of the network,
the Gaussian weights for each prediction neuron were scaled by a function of orientation (the prior). This function
of orientation was a Gaussian centred at 90o and with a standard deviation of 30o. When the image contains a
single sinusoidal grating, the population code representing orientation that is generated by the network is shifted
towards 90o (Fig. 14h and i).
The above results are qualitatively consistent with Bayesian inference. To determine if the inference performed
by the network is optimal it would be necessary to compare the posterior calculated by the network with that
expected from exact Bayesian inference. However, the form of the true likelihood for the image cue, and hence,
the correct posterior is not known. The situation is analogous to that faced when psychophysical experiments are
performed to assess if human performance on cue integration tasks is optimal (e.g., Battaglia et al., 2003; Ernst and
Banks, 2002; Helbig and Ernst, 2007; Jacobs, 1999; Knill and Saunders, 2003). In such experiments it is assumed
that the probability distributions take a certain form (typically that they are all Gaussian), and the parameters of
the distributions encoding each cue (i.e., the means and variances) are then estimated from experiments in which
those cues are presented to the subject in isolation. From these estimates the maximum-likelihood estimate for the
cue integration task is determined and this value is compared to the subject’s response when presented with both
cues. The same procedure can be followed for the current simulation results. It is assumed that the image cue
cAs in previous work using PC/BC-DIM to model V1 (Spratling, 2010, 2011, 2012a,b,c), the input is divided into ON and OFF channels
containing the high and low contrast components of the image, respectively, and the positive and negative values of the Gabor function are
used to define separate RFs for these two input channels. The figures show the original image, which is equal to the ON channel minus the
OFF channel of the input to PC/BC-DIM, and the reconstruction of the ON channel minus the reconstruction of the OFF channel.
dIn contrast to previous experiments, here theV weights for each partition were scaled independently to allow both cues to have a similar
influence on prediction neuron response.
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is equivalent to a Gaussian probability distribution with a mean given by the orientation of the image and with a
standard deviation of 11.2o. The latter value is an estimate derived from the width of the posterior produced by
the reconstruction neurons when only the image cue is presented to the PC/BC-DIM network (as in Fig. 14a). 100
cue integration trials were performed with randomly selected cues. In each trial the first cue was an image of a
single sinusoidal grating at a randomly chosen orientation, and the second cue was a Gaussian population code
representing an orientation with a randomly chosen cue conflict of up to ±10o, and a random standard deviation,
chosen uniformly from the range [10o : 20o]. In each case the optimal estimate of the orientation was calculated
assuming the first cue was equivalent to a Gaussian probability distribution centred at the orientation of the grating
and with a standard deviation of 11.2o. When this value was compared to the network’s estimate of the orientation,
they were found to be in very close agreement (Fig. 15a). Over the 100 trials the maximum, median, and mean
absolute difference between the network’s and the optimal estimate of the orientation was 0.63o, 0.20o, and 0.22o.
The preceding experiment was repeated using input images corrupted with noise, like that shown in Fig. 14b,
as the first cue and Gaussian input distributions corrupted by poisson noise as the second cue. In this case, to
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Figure 14: (previous page) Decoding, cue integration, cue segregation, and Bayesian inference with a
prior using image stimuli and neurons with Gabor RFs. The format of the diagrams is the same as used
in previous figures, except here the inputs to, and the reconstructions of, the first partition are shown as
2D images rather than 1D vectors. Also, here, the RFs of the most active prediction neurons are indicated
by the grey squares superimposed on the middle histograms. The numbers above the histograms show
the maximum likelihood estimate of the stimulus value calculated from that histogram (equation 6). (a)
The input image (lower left) is a circular sinusoidal grating oriented at 37o from the vertical. The recon-
struction neurons generate a population code (upper right histogram) that represents the orientation of
this stimulus. (b) as (a) but the input image is corrupted with speckle noise. The reconstruction neurons’
representation of the orientation (upper right histogram) is peaked at approximately the correct position,
but is wider than in (a). Compare this with the decoding of noisy Gaussian population codes illustrated
in Fig. 2. (c) The input image (lower left) is composed of two superimposed sinusoidal gratings, one
oriented at 37o and the other at 127o from the vertical. The reconstruction neurons’ representation of the
orientation (upper right histogram) is bi-modal and correctly represents the orientations of both gratings
(cf., Fig. 4). (d) and (e) The input image is the same as in (a) but a second Gaussian population code, rep-
resenting orientation, is also presented to the second partition of the input (lower right). The PC/BC-DIM
network integrates both cues to generate a combined estimate of the orientation (upper right histogram).
When the Gaussian population code that is provided as input to the second partition has greater pre-
cision, as shown in (e), the estimate of the orientation moves towards the value indicated by that cue.
Compare these results with cue integration for Gaussian population codes illustrated in Fig. 6. (f) When
the cue conflict between the orientation of the image and that encoded by the Gaussian population code
is large, cue segregation occurs and the reconstruction neurons’ representation of the orientation (upper
right histogram) is bi-modal and correctly represents the orientations of both cues (cf., Fig. 9a). (g) The
orientation input contains two cues (those used in both (e) and (f)) represented by a bi-modal population
code. The first orientation cue is integrated with the orientation information extracted from the image, the
second orientation cue is represented by a separate peak in the reconstruction neurons’ representation of
the orientation (upper right histogram). Compare this with simultaneous cue integration and cue segrega-
tion for Gaussian population codes illustrated in Fig. 9b. (h) and (i) To incorporate a prior the amplitude
of each prediction neuron’s Gaussian RF has been modulated by a Gaussian centred at an orientation of
90o from the vertical and with a standard deviation of 30o. The input (lower left images) is a circular
sinusoidal grating oriented at 37o (h) and 121.5o (i) from the vertical. Due to the prior being centred at
90o the network’s estimates of the posterior probability distributions (upper right histograms) are shifted
towards 90o. Compare this with Bayesian inference using Gaussian population codes illustrated in Fig. 5.
calculate the optimal estimate of the orientation it was assumed that the image was equivalent to a Gaussian
probability distribution with a standard deviation of 13.6o. Again, these optimal estimates were found to be
consistent with the network’s estimates of the orientation in this cue combination task, as shown in Fig. 15b. Over
the 100 trials the maximum, median, and mean absolute difference between the network’s and the optimal estimate
of the orientation was 1.40o, 0.40o, and 0.43o. The accuracy of the estimates of the variance of the posterior were
comparable to the same experiment performed with two cues defined by Gaussian probability distributions (see
Section 3.3). Specifically, over the 100 trials the maximum, median, and mean percentage absolute difference
between the network’s and the optimal estimate of the variance was 19.78%, 4.13%, and 5.78%.
Performing 100 trails with the only input being an image of a single sinusoidal grating at a randomly chosen
orientation, but with a prior imposed on the weights (like in the simulation results shown in Fig. 14h and i), also
produced estimates of the orientation close to the statistically optimum value that would be predicted by applying
Bayes theorem (as shown in Fig 15c). Specifically, the maximum, median, and mean absolute difference between
the network’s and the optimal estimate of the orientation was 1.59o, 0.53o, and 0.64o. Hence, despite one cue
being defined in terms of a two-dimensional array of intensity values, rather than a one-dimensional Gaussian
population code, the PC/BC-DIM network is still capable of performing accurate inference.
4 Discussion
Recently Bayesian theories of cognition have been heavily criticised (e.g., Bowers and Davis, 2012; Jones and
Love, 2011; Marcus and Davis, 2013). The PC/BC-DIM model addresses many of these criticisms. For example,
one criticism is that human behaviour is seldom rational and optimal, and hence, there is little evidence that the
brain performs optimal, Bayesian, inference (Bowers and Davis, 2012; Jones and Love, 2011). However, PC/BC-
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Figure 15: Accuracy of inference when using image stimuli and neurons with Gabor RFs. (a) and (b)
Cue integration accuracy. Each dot shows a comparison of the PC/BC-DIM network’s estimate of the
mean of the combined probability distribution compared to the probabilistically optimal estimate of the
mean calculated by assuming that the probability distribution defined by the image cue is equivalent to
a Gaussian. 100 experiments were performed with randomly chosen image orientations, cue conflicts
and precisions for the Gaussian cue. In (a) there is no noise in the inputs, in (b) the image cue and the
Gaussian cue are corrupted by noise. (c) Accuracy of the posterior calculated from a likelihood and a
prior. The prediction neuron RFs were modified to incorporate a Gaussian prior centred at an orientation
of 90o and with a standard deviation of 30o. Each dot shows a comparison of the PC/BC-DIM network’s
estimate of the posterior compared to the probabilistically optimal estimate obtained by assuming that
the image is equivalent to a Gaussian probability density with standard deviation 11.2o. 100 experiments
were performed with randomly chosen image orientations.
DIM proposes that the brain is engaged in predictive coding (Clark, 2013; Huang and Rao, 2011; Rao and Ballard,
1999), and that Bayesian inference is just one of the functions that can be achieved by predictive coding. Exact
Bayesian inference may be implemented in the brain, using predictive coding, only in specific circumstances,
allowing people to act optimally when their mental models of the environment are veridical, or to reason and act
optimally with respect to the sub-optimal models that they possess (Jones and Love, 2011). Jones and Love (2011)
point out that “the most substantial part of learning lies in constructing a generative model of one’s environment.”
Building such models is a task that predictive coding is particularly suited for (Clark, 2013).
Another criticism is that Bayesian models are tested using a breadth-first strategy that provides a superficial
explanation of a range of carefully selected tasks, rather than using a depth-first strategy where a model is tested
in detail in a challenging domain (Marcus and Davis, 2013). In contrast, PC/BC-DIM has been tested, in-depth,
as a model of V1 and has been shown to provide a comprehensive account of primary visual cortex function
(Spratling, 2010, 2011, 2012a,c). A further criticism is that different models of Bayesian inference have been used
to simulate different tasks (Marcus and Davis, 2013). In contrast, PC/BC-DIM has been used to simulate a range
of probabilistic inference tasks in the current work and a wide range of other neurophysiological and cognitive
processes in previous work (as listed in the Introduction). An additional criticism of Bayesian models is that
they have so many free parameters (such as the choice of priors, generative model, etc.) that they can simulate any
behaviour, and that these parameters are altered, post hoc, to fit the data (Bowers and Davis, 2012; Jones and Love,
2011; Marcus and Davis, 2013). PC/BC-DIM also has many free parameters, principally the synaptic weights of
the prediction neurons. However, in the PC/BC-DIM model of V1 these parameters were either learnt from natural
images, or were defined to be Gabor-like, and hence, to resemble the RFs of V1 neurons. The parameters were,
therefore, not chosen arbitrarily to fit the data, and were kept fixed across numerous experiments.
A further criticism of Bayesian brain models is that they are defined at the computational level of analysis
and make no predictions about, nor are constrained by, neural mechanisms and psychological processes (Bowers
and Davis, 2012; Jones and Love, 2011). However, previous work has described, biologically-plausible, neurally-
based implementations of Bayesian inference. For example, several models have proposed how priors can be
combined with likelihoods to calculate posteriors (Ganguli and Simoncelli, 2010, 2014; Girshick et al., 2011;
Shi and Griffiths, 2009), however, these models fail to perform other probabilistic computations such as cue
integration or function approximation. Other models do perform cue integration (Ma et al., 2006) but fail to
perform function approximation and vice versa (Beck et al., 2011). Still other models can perform both cue
integration and function approximation (Deneve et al., 1999, 2001; Latham et al., 2003; Pouget et al., 2003, 2002,
2000, 1998), but fail to calculate the variance of the posterior, are restricted to working with mono-modal Gaussian
distributions, and can not perform Bayesian inference with a non-uniform prior. This article proposes an alternative
24
neural implementation of Bayesian inference that overcomes the limitations of these previous methods. The
PC/BC-DIM model is particularly simple while providing a particularly comprehensive account of probabilistic
computation, that includes: inference with priors; inference with noisy population codes; hierarchical inference;
inference with more than one stimulus or cause; inference with non-Gaussian stimuli and non-Gaussian RFs;
cue integration; cue segregation; and function approximation. However, there remain a number of limitation of
the PC/BC-DIM model of probabilistic inference. Firstly, in all tasks the response of the reconstruction neurons
represents the posterior except in cue integration tasks where the posterior has been encoded by the response of
the reconstruction neurons raised to a power equal to the number of cues. Secondly, the estimate of the variance of
the posterior can be inaccurate, particularly when the PC/BC-DIM algorithm is used to perform certain function
approximations. Thirdly, the PC/BC-DIM model also fails to account for the capacity of the cortex to make fine
distinctions between stimuli using neurons with broadly tuned RFs. Finally, the current paper fails to provide
formal, mathematical, insights into why PC/BC-DIM succeeds in performing Bayesian inference.
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