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摘要 : :研究了广义逆矩阵的人工神经网络求解. 基于改进的BP算法 ,提出了求解广义逆的 3层网络的拓扑结构 ,包
括各层神经元的个数、排列方式 ,提出了各层之间连接权值的分布规则等 ,推导出了求解15类广义逆所必需的4个计
算公式 . 程序模拟证明 ,这种方法可以求出包括方阵、长方阵和病态矩阵在内的所有类型矩阵的广义逆矩阵.
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人[1 , 2 ] 提出 ,可以采用BP(Back Propagation) 学习算
法 ,以 2 层人工神经网络对非病态的正方阵进行求
逆 ,但该方法遇到矩阵病态 (即行列式为 0) 或非方




1 　基于 BP 网络求解广义逆矩阵
1. 1 　广义逆矩阵的定义[3 ]
首先介绍广义逆矩阵的定义 :
定义设 A = (aij) ∈C
m 3 n ,若 n ×m 型矩阵 G满足下
列 Penrose2Moore 方程 :
AGA = A (1)
GAG= G (2)
( GA) H = GA (3)
(AG) H = AG (4)
的全部或一部分 ,则称 G为 A 的广义逆矩阵. 广义










4 = 15 类. 如果 G是满
足第 i 个方程的广义逆矩阵 ,就记为 G= A (i) (i = 1 ,
2 ,3 ,4) ;如果 G是满足第 i , j 两个方程的广义逆矩
阵 ,就记为 G = A (i ,j) ;满足全部四个方程的广义逆
记为 A + . 15 种广义逆矩阵中 ,只有 A + 是存在且唯
一的.
1. 2 　基于改进 B P 算法求解广义逆矩阵
现在以求解五类广义逆矩阵 A (1) ,A (2) ,A (3) ,
A (4) ,A (3 ,4)为例介绍基于改进 BP 算法求广义逆的具
体算法.
(1)满足方程 (1) AGA = A 的广义逆 A (1)
这种广义逆 A (1)起源于线性方程组 Ax = b 的求
解问题 ,x = A - 1b .
( A) 网络拓扑结构设计
首先 ,要满足类似 AGA = A 的方程 (即有多个
矩阵相乘) ,并且要处理长方矩阵行数 ≠列数的情
况 ,那么 B P 网络的拓扑结构应该是怎样的 ,应遵循
怎样的规则 ? 这是一个崭新的问题.
经过研究 ,我们找出了答案. 以求 Am×n的广义
逆为例 ,设定一个 3 层人工神经网络如图 1 所示.
　图 1 　求满足方程 (1) 的广义逆的 3 层人工神经网络
(m = 2 , n = 3)
　Fig. 1 　The 32layer ANN to find generalized inverse matrix
that satisfies equation (1)
求解广义逆的 B P 网络的结构应遵循以下规
则 :
( a1) 每层神经元按矩阵的行排列 ,如 :输入第 i 个模
式对时 ,第 2 层神经元代表的信息依次为 ( bi1 ,bi2 ,
⋯, bim) ,而不是 (b1i ,b2i , ⋯,bni) . 这样选择有利于
后面的计算公式推导.
( a2) 取第 1 层神经元个数为 n ;中间层 (第 2 层) 神
经元个数为 m ;第 3 层神经元个数为 n ;
这里 ,中间层的神经元个数确定 (m) ,这与一般
B P 网络不同 ,一般 B P 网络中 ,中间层个数及中间
层的神经元数通常只能根据经验来选取.
( a3) 权值分布规则 :
对应于各层神经元按矩阵的行排列 ,网络的权
值应按列排列. 如 :ci1与 bi1 ,bi2 , ⋯,bim之间的连接
权值依次应为 ( a11 , a21 , ⋯, am1 ) ,而不是 ( a11 , a12 ,
⋯,a1m) .
下文的推导证明 ,基于这样的拓扑结构的 B P
网络才能正确有效的应用于广义逆求解的问题.
( B ) 计算方法
可以将满足AGA = A 看作是一个特殊的人工神
经网络模式匹配问题. 通过不断调节权值矩阵 G的







aikgkp) apj = aij , (i = 1 , 2 , ⋯, m ; j = 1 , 2 ,
⋯, n) ,则权矩阵 G便是所求逆矩阵.
如图 1 ,设网络的输入矩阵的某一行向量为 ai ,
第 1 层到第 2 层、第 2 层到第 3 层的权重矩阵分别
为 G、A. 其中的神经元模型为一个加权求和器 ,而不
是常规 B P 算法中的 Sigmoid 非线性函数. 因此第 2
层的输出为 ai G ;第 3 层的输出 ,即网络的输出为
ai GA .输入全部 m 行 (相当于 m 个样本) ,找寻一个
广义逆矩阵 G = (gij) ,使得输出为矩阵 A = (aij) 的
相应行 (即目标信号) . 不断输入 A 的各行 ,使输出




所以 ,满足 AGA = A 的求逆可用下述模式匹配
过程完成之 :
( b1) 确定输入矩阵 A 以及相应的目标输出矩阵 A.
这里 A 的每一行和 A 的相应行构成了一个输入 -
输出模式对.
( b2) 对输入矩阵 A ,计算 AGA ,设得到矩阵 B =






aikgkp) apj ,i = 1 , 2 , ⋯, m ; j =
1 , 2 , ⋯, n.
( b3) 计算
















若 E <ε(ε为规定的计算精度) ,则匹配结束 ;否则继
续.






















( b5) 回到 ( b2) ,继续.
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素初值的设定与算法是否收敛、变量数值是否会出
界等有着直接的关系. 自适应调整学习率有利于缩
短学习时间. 标准 B P 算法收敛速度慢的一个重要
原因是学习率选择不当 ,学习率选得太小 ,收敛太
慢 ;反之 ,则有可能修正过速 ,导致振荡甚至发散. 为
此采用了自适应调整学习率的改进策略 ,如 :对于学
习率η,在第 t + 1 次迭代中 ,有
gij (t + 1) = gij (t) +Δgij (t + 1) ,
其中 ,连接权的修正量













4. 000000 1. 000000 0. 000000
3. 000000 0. 000000 3. 000000
,
这是一个非方矩阵 ,传统方法无法求解 ,现求其满足
方程 (1)的广义逆矩阵 G,要求ε< 10 - 6 .




p = 1 , ⋯,m
q = 1 , ⋯,n
{apq}
,求出 A′= {a′ij } 的逆矩阵 G′=
{g′ij} 后 ,再 gij = g′ij·max
p = 1 , ⋯,m
q = 1 , ⋯,n
{apq} ,还原成 G= { gij}




0. 192773 - 0. 017767
0. 228906 0. 071067
- 0. 192773 0. 351100
.
给出 AGA ,以便与目标矩阵相较 ,作为验证 :
AGA =
3. 999999 0. 999999 0. 000003
3. 000001 0. 000001 2. 999997
.
可见在给定精度要求下 AGA = A ,从而说明了
本文提出的基于改进 B P 算法求解广义逆的方法的
正确和有效.
(2) 满足方程 (2) GAG= G的广义逆 A (2)
网络的层次结构与 (1) 相似. 输入矩阵及第 2、3
层之间的权值矩阵为 G,第 1、2 层之间的权值矩阵
为 A ,则网络的实际输出矩阵为 GAG. G同时作为目































guj ] ( ∑
m
k = 1
























gvjajv + 2gijaji - 1) (10)
(3) 满足方程 (3) ( GA) H = GA 的广义逆 A (3)
采用一个 2 层人工神经网络 ,输入为 G,权值矩
阵为 A ,将网络输出矩阵的转置 (这里仅讨论 A 为实
































(4) 满足方程 (4) (AG) H = AG的广义逆 A (4)































(5) 满足方程 (3)和 (4)的广义逆矩阵 A (3 ,4)
在计算机程序模拟试验中 ,依次完成上述 (3) 、
(4)两个过程. 当两个误差 E 都小于精度要求ε时 ,
匹配结束 ;否则重复进行.
1. 3 　说 　明
关于逆矩阵还有一种定义方法 ,即左逆和右逆 :
设 A ∈Cm×n ,若存在矩阵 A - 1L ∈C
n ×m ( A - 1R ∈C
n ×m)
使 A - 1L A = En (A A
- 1




R 是 A 的左
逆 (右逆)矩阵. 类似地 ,我们对求左逆和右逆也设计
了相应的 B P 网络拓扑结构 ,并通过计算机程序实
现、验证之 ,获得成功.
需要指出的是 ,由于上述五种广义逆矩阵当
detA = 0 或 A 为长方阵时 ,都是存在但不唯一的 ,






















义逆求解. 本方法用于 30 维以下的矩阵求逆均能较
快的达到足够的求逆精度.
2 　结　论









然而需要指出的是 ,尽管 B P 算法是 ANN 的一
种十分重要的 ,受到广泛应用的方法 ,然而限于 B P
算法本身固有的弱点 ,本文基于改进 B P 算法的广
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A Method to Find Generalized Inverse Matrix
on the Basis of Improved BP Algorithm
ZHOU Sun , J I Guo2li
(Dept . of Automation , Xiamen University , Xiamen 361005 , China)
Abstract : This paper studies a method to find generalized inverse matrix on the basis of ANN. Based on improved
BP algorithm , the topology of the 32layer network able to find generalized inverse matrix is designed , including the
number of each layer’s neurons , the way how they should be arranged , and the arrangement rule of weights between
layers , etc. Also the 4 necessary formulas are deduced to find the solution of 15 kinds of generalized inverse
matrix. The computer program simulation proves that by means of this method , generalized inverse matrix of all
kinds of matrix including square , rectangle or morbid ones can be found.
Key words : generalized inverse matrix ; ANN ; BP algorithm
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