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Diese Arbeit wurde von der Mathematisch-Naturwissen-
schaftlichen Fakultät der Universität Kiel als Disser-
tation angenommen. 
Zusammenfassung 
Die vorlie§ende Arbeit beschäftigt sich mit Grundla§en und Anwendung 
eines numerischen Modells auf die geschichtete bzw. ungeschichtete 
Ostsee mit realistischer Bodentopographie bei einer horizontalen Auf-
lösung von 10 x 10 km und einer vertikalen von 4 und 10 Schichten. Im 
ersten Teil werden die physikalischen Approximationen sowie mathema-
tischen Fragen der Sachgemässheit und Hyperbolizität verschiedener in 
der Ozeanographie verwendeter partieller Differentialgleichungssysteme 
dis~Jtiert. Letzteres ist im Zusammenhang mit der Wahl von Randbedin-
gungen an offenen Rändern, wie z.B. an den westlicffin Durchlässen der 
Ostsee, von Bedeutung. 
Im zweiten Teil werden die quasi-stationären Zustände von Wasserstand, 
Volumentransport und Strömung bei verschiedenen Windlagen für die un-
§eSChichtete und geschichtete Ostsee betrachtet und verglichen. Die 
Struktur der Strämun§en und Transporte wird entscheidend vom kombi-
nierten Einfluß der Schichtmg und Topographie geprägt. Weitere auf-
fällige Erscheinun§en sind der an Küsten und unterseeischen Schwellen 
auftretende, in Zellenstrukturen orgpnisierte Auftrieb, und Ström.mgs-
rnaxima in Bodemähe. Dureh zeitlich variable Windanregung werden Wirbel 
in der gesamten Ostsee erzeugt, die man als topographische Wellen 
deuten kann. Die Wirbel haben Durchmesser von ca. 20 - 80 km und wan-
dern in den einzelnen Becken gegen den Uhrzeigersinn entlang Tiefenli-
nien, wem der Wind nachlässt. 
Im dritten Teil werden 2-monatige Simulationsrechnungen für die homo-
gene Ostsee im Zusammenhang mit dem Meßprogramm BALTIC'75 präsentiert, 
die bei den Wasserständen zufriedenstellende, bei den mittleren Strö-
mungen jedoch unbefriedigende Ergebnisse liefern. 
BASIS AND APPLICATION OF A NUMERICAL M)DEL OF THE STRATIFIED BALTIC SEA 
st.ll'liTlarY 
The present paper deals with the basis and application of a m ..ml~rical 
rrKXiel to the horogeneous and stratified Baltic ~a with realistic 
bottom topogr-aphy. The resolution is 10 x 10 km in the horizontal 
and 4 or 10 layers in the vertical. 
In the first part, the physical approximations as well as the ma.the-
matical questions of well-posedness and byperbolicity of systems of 
partial differential equations used in oceanography are discussed. 
This beco!1Es important in comection with the choice of boundary con-
ditions at open boundaries, e.g. at the westem outlets of t!Y: Baltic. 
In the second part, the quasi -steady state of sea level, volune 
transport and currents are considered and cornpa.red for the horrogeneous 
and stratified Ba..ltic at different w:ind situations: The structure of 
currents and transports are doorlna..ted by the combined effect of 
stratification and topography. Striking features are upwelling at the 
coast or near sills organized in cell-like structures, and current 
maxirna. close to the bottom. Variable w:inds in ti:rre generate eddy-
like structures everywhere in the Baltic which are supposedly topo-
graphic waves. The eddies have dialiEters of 20 - 80 km and migr-ate 
cyclonically along the depth contours in different basins after the 
winds have ceased. 
In the thi..rd part, 2-roonths long siirul.ations for the horrogeneous 
Baltic are presented in cannection with the field program BALTIC'75. 
The COI'Tputations show satisfactory results for the water levels but 
rather unsatisfactory results for the averaged currents. 
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Die vorliegende Arbeit verwendet ein instationäres baro-
klines numerisches Modell (Simons (1973)), um Teilaspekte 
der Zirkulation der Ostsee zu studieren. Versteht man un-
ter dem Begriff der Zirkulation die rektifizierte Wirkung 
aller möglichen Bewegungsprozesse im Meer, wobei die Rekti-
fizierung als eine Mittelung über gewisse Raum- und Zeit-
skalen definiert wird, so ist das Zirkulationsproblem be-
züglich klimatologischer Zeitskalen weder für das Weltmeer 
(Pond & Bryan (1976)), noch für Randmeere zufriedenstellend 
gelöst. 
-5-
In der Ostsee sind Einzelprozesse wie z.B. Eigenschwingungen, 
interne Wellen, Trägheitswellen, Vermischung etc. intensiv 
studiert worden. Literatur findet man zum grossen Teil im 
Buch von Magaard & Rheinheimer (1974) oder auch in der Lite-
raturstudie von Schweimer (1978). Welche Rolle die Einzelpro-
zesse hinsichtlich ihrer Rektifizierung auf die Zirkulation 
in der Ostsee haben bzw. ob sie sich parametrisieren lassen, 
ist nicht immer bekannt. Es gibt z.B. Hinweise darauf, daß 
durch meteorologische Fronten erzeugte stark nicht-lineare 
Trägheitsschwankungen bei Vermischungsprozessen eine bedeu-
tende Rolle spielen (Krauß (1978) und (1980)). 
Eine Reihe von Arbeiten hat sich mit der Bestimmung der Strö-
mungen in der Ostsee aus hydrographischen Daten beschäftigt: 
Soskin et al.(1963) berechnen Strömungen nach der dynamischen 
Methode, Kowalik & Taranowska (1974) berechnen die sommer-
liche thermohaline Zirkulation der eigentlichen Ostsee mit 
einem stationären analytischen Modell, Sarkisyan et al. (1975) 
sowie Kowalik & Staskiewicz (1976) verwenden ein sta-
tionäres numerisch-diagnostisches Modell mit realisti-
scher Bodentopographie zur Berechnung der klimatologi-
schen, sommerlichen Strömungen und Transporte in der 
eigentlichen Ostsee. Ein wichtiges Ergebnis ist die Be-
deutung des kombinierten Einflusses von Bodentopographie 
und Schichtung. 
Ein Versuch, die klimatischen Oberflächenströmungen der 
gesamten Ostsee aus 25-jährigen Feuerschiffsbeobachtungen 
zu konstruieren, findet man in Wessel (1971). Eine Karte 
seiner Oberflächenströmungen ist in Abb. (0.0-1) auf der 
hier verwendeten stereographischen Ostseekarte reprodu-
ziert. Sie steht im Widerspruch zu den von Kowalik & 
Staskiewicz (1976) berechneten Oberflächenströmungen, die 
Ähnlichkeit mit der nach einer Südwestwindlage entstehen-
den Ekman-Strömung haben. 
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Die Bedeutung der durch die Salzwassereinbrüche in der 
westlichen Ostsee entstehenden Dichteänderungen und der 
daraus resultierenden Strömungen wurden von Welander (1974) 
und Wilmot (1974) behandelt. 
~indgetriebene Modelle für die Ostsee oder Ostseegebiete 
zur Berechnung von Wasserstandsänderungen, barotropen 
Strömungen und Transporten wurden von Uusitalo (1960), 
Laska (1966), Kowalik (1969), Uusitalo (1971), Kowalik 
(1972), Svansson & Szaron (1974), Koop (1974) und Kiel-
mann (1976 ) verwendet. Jankowski (1978) betrachtet sowohl 
winderzeugte als auch durch den Süßwasserzufluß bedingte 
barotrope Strömungen und Transporte. 
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Der starke Einfluß von Schichtung und Topographie so-
wie die Schwierigkeit, Punktmessungen von Strommesser-
ketten im Bornholmbecken zu simulieren, wurde von Simons 
(1976, 1978) mit einem numerischen Modell demonstriert, 
das im Bornholmbecken hochauflösend und baroklin, ausser-
halb des Beckens grobauflösend und barotrop ist. Die 
Arbeit enthält erste Hinweise auf die Existenz von topo-
graphischen Wellen in der Bornholmsee. Das spektrale 
Kanalmodell von Krauß (1979) zeigt ebenfalls starke, topo-
graphisch bedingte Effekte, die als am Boden konzentrierte 
Randwellen gedeutet werden. 
Bei den vorliegenden Untersuchungen stehen weder die hoch-
frequenten Vorgänge wie Trägheitswellen, Randwellen etc., 
noch die oben erwähnte klimatologische Zirkulation der 
Ostsee im Mittelpunkt des Interesses. Vielmehr wird hier 
unter ''Zirkulation" das Antwortverhalten der Ostsee bei 
niederfrequenter, räumlich konstanter Windanregung ver-
standen, wenn man von den im 3. Kapitel diskutierten Simula-
tionsrechnungen absieht (§ 3). Letztere zeigen aber, daß 
Simulationsrechnungen unter den gegebenen Verhältnissen 
nur im niederfrequenten Bereich erfolgreich sein können. 
Die räumliche Konstanz des Windfeldes ist dadurch gerecht-
fertigt, daß die Tiefdruckgebiete eine den Ostseeabmessungen 
vergleichbare Skala besitzen. 
Für solche idealisierten Windlagen von ein paar Tagen 
Dauer mit optimaler Unterdrückung der barotropen Seiches 
werden die quasi-stationären Felder (Wasserstand, Trans-
porte, Strömungen, Dichteanomalien) mit einem baroklinen 
Mehrschichtenmodell (4 und 10 Schichten) bei einer hori-
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zontalen Auflösung von 10x10 km berechnet (§ 2.1, § 2.2). 
Desgleichen werden topographische Wellen mit einem nieder-
frequenten·wind erzeugt (§ 2.3). Da aus Satellitenphotos 
horizontale Wirbelstrukturen mit einer Skala bis hinunter 
zu 10km bekannt sind (Kielmann (1978)), müssen diese Pro-
zesse auf Grund der verwendeten Auflösung nicht wie bei 
vielen der obengenannten Modelle parametrisiert werden. 
Es ergeben sich daher Einzelheiten in den hydrodynami-
schen Bewegungsfeldern der Ostsee, die in den bisherigen 
Modellen nicht auflösbar waren. 
Um Adjustierungsprobleme zu vermeiden, werden die Rech-
nungen vom Zustand der Ruhe aus mit einer nur vertikalen 
Schichtung gestartet. Mathematisch gesehen, handelt es 
sich bei den Modellrechnungen um die Lösung einer kompli-
zierten Anfangs-Randwertaufgabe, die wegen der westlichen 
Durchlässe der Ostsee auch noch offene Ränder enthält. 
Da die Sachgemäßheit solcher Probleme von Interesse ist, 
wird im ersten Teil (§ 1.2) unter anderem die Hyperboli-
zität der in der Ozeanographie verwendeten Grundgleichungen, 
die Anzahl der benötigten Randbedingungen etc. von einem 
allgemeineren Standpunkt her untersucht. Grundlegende Ar-
beiten hierzu findet man in§ 1.2, 1.2.1, 1.2.2 zitiert. 
Details der numerischen Approximation sind niedergelegt 
in§ 1.3. Die Beschreibung der Physik und einiger Approxi-
mationen werden in§ 1.1 und§ 1.4 aufgeführt. 
A~s Gründen des Umfangs und wegen einer besseren Ubersicht 
sind die zu den Modellrechnungen gehörigen Abbildungen und 
der Anhang in einem zweiten Band zusammengefasst. 
-9-
1, Die mathematisch-physikalischen Grundlagen des Modells 
1 • 1 Die physikalischen Grundlagen 
Im folgenden werden die dem Modell zu Grunde gelegten 
Gleichungen, Randbedingungen und Approximationen, soweit 
sie die Physik betreffen, dargestellt und diskutiert. 
Die Grundlagen bilden die Erhaltungssätze für Masse, Im-
puls und innerer Energie. Koordinatenabhängige Gleichun-
gen werden in einem kartesischen Rechtssystem x,y,z mit 
x nach Osten, y nach Norden_ und z nach oben formuliert. 
l 
X 
Meeresoberfläche z = ~(x,y,t) 
Boden z = - H(x,y) 
Die Bezeichnungen für Strömung, Dichte, Druck, Temperatur, 
Salz, Winkelgeschwindigkeit der Erde, Schwerepotential, 
Meeresoberfläche und Boden sind dabei nach einander: 
~ , f , p , T , S , [~ , 0 , ~- , H • 
1. 1. 1 Die Ausgangsgleichungen 
Um die turbulenten bzw. kleinskaligen Bewegungen eines 
hydrodynamischen Systems von den "mittleren" zu trennen, 
werden die Größen Impuls, Dichte, Druck, Temperatur und 
Salz in mittleren und fluktuierenden Anteil aufgespalten. 
Die Erhaltungssätze für Impuls, Masse, Wärme und Salz des 
gemittelten Systems lauten dann unter Verwendung der 
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Reynoldsbedingungen und der Tatsache, daß die Dichte-
fluktuationen im Meer sowie die molekulare Diffusion im 
Verhältnis zur turbulenten.äußerst klein sind (z.B. 
Krauß, (1973), S. 233): 
(1.1.1-1) 
a) (qu)t+<V· (~~~)+ 2!JtJU +VP + f"V~+'V· Cg~'~') = 0 
b) ~t + "V· s~ = o 
<s c T, u • ) c) CrcpT)t + \J • (fcpT~) + ". 
:: 0 p IV 
d) ( ~ S)t + \J. (gus) + v· <sg•u') = 0 
"' 
IV 
Außerdem gilt die Zustandsgleichung 
( 1.1.1-2) ~ = ~(p,T,S) 
Die gestrichenen Größen sind die F~uationen, der Quer-
strich bezeichnet ihre Korrelationen. 
Die gemittelte Kontinuitätsgleichung (b) gilt exakt, wenn 
statt der Geschwindigkeit der Impuls der Flüssigkeits-
valumina in mittleren und fluktuierenden Anteil aufgespal-
ten wird (s. Anhang A1.1-1). Dies führt zu einer etwas 
anderen Definition der "mittleren" Geschwindigkeit. 
Die Fluktuationen stellen bei Anwendung von numerischen 
Modellen zur Lösung von {1.1.1-1) nicht nur die turbulenten, 
sondern vielmehr diejenigen Prozesse dar, die durch die 
Diskretisationstechnik im numerischen Gitter nicht aufge-
löst werden können. Die zur Schließung der Gleichungen 
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benötigten Terme u'u', T'u', S'u' hängen von der Gitter-
rv""' rv rv 
weite des Modells ab, wobei die Gitterweite in vielen 
Fällen mehr durch die Rechnerkapazität bestimmt wird 
als durch physikalische Prinzipien. 
Auf das schwierige Problem der Schließung, für das es 
verschieden aufwendige Lösungsmethoden gibt, soll hier 
nicht detailliert eingegangen werden. 
Die Korrelationen werden durch "turbulente" Austausch-
koeffizienten mit dem mittleren Feld verknüpft. Ob eine 
solche Parametrisierung der "Gitterdiffusion" immer sinn-
voll ist, muß bezweifelt werden. So lassen die Untersu-
chungen von Harrison (1978) darauf schließen, daß z.B. 
die Parametrisierung von mesoskaligen Wirbeln im Atlan-
tik ( rV 100 km) über ein Austauschkonzept nicht zu 
rechtfertigen ist. 
Satellitenaufnahmen der Ostsee zeigen die Existenz von 
Wirbeln mit einer horizontalen Skala bis hinunter zu 
10 - 20 km, so daß eine Modellauflösung von mindestens 
der gleichen Ordnung anzustreben ist, um damit eine 
Parametrisierung der Wirbel zu vermeiden. 
Der Stresstensor Rij = - !? uj_ uj wird in der Literatur 
auf verschiedene Art mit dem Deforrnationstensor des 
mittleren Feldes in Verbindung gebracht. Sehr verbreitet 
ist die Methode, unter Verstümmelung des Deformations-
tensors jedes einzelne Element Rij darzustellen als 
(1.1.1-3) 
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mit AH(j) = A~ für j = 1,2 und AM(3) = A~ 
als horizontalen und vertikalen Austauschkoeffizienten 
(siehe z.B. Krauß 1973,8.241). 
Diese Darstellung enthält den Widerspruch, daß wegen 
der starken Anisotropie AvM ~<AhM und der Verstümme-
lung des Seherungefeldes die Symmetrie von R1 j verletzt 
wird. (1.1.1-3) kann daher nur als grobe Approximation 
dienen. 




wobei Kijlm ein um die Vertikale achsensymmetrischer 
Tensor 4. Ordnung und n1m der Deformationstensor ist, so 
erhält man einen symmetrischen Stresstensor, dessen Spur 
die kinetische Energie der Fluktuationen ist. Er hängt 
M M M jedoch von 3 Austauschkoeffizienten Ah , Av , A ab und 
führt auf eine von den herkömmlichen Reibungstermen ver-
schiedene Form in den Bewegungsgleichungen, die nur unter 
Vernachlässigungen in die Form (1.1.1-3) überführt wer-
den kann. 
Das Problem der widerspruchsfreien Formulierung des 
Stress-bzw. Spannungstensors ist für die dynamische Grenz-
flächenbedin6ung, besonders bei beweglichen oder offenen 
Rändern, von Bedeutung. Die Approximation der R .. muß in 
jedem Einzelfall geprüft werden. Im Modell wird~r1.1.1-3) 
verwendet. 
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Die übrigen Korrelationen ~~'T' etc. werden ebenfalls 
über das Austauschkonzept formuliert, so daß man unter 
Benutzung der Kontinuitätsgleichung und (1.1.1-3) die 
folgenden parametrisierten Gleichungen erhält: 
(1.1.1-5) 
a) ~t + ~ • \7 ~ + 2 n )( ~ + y V' p + \} p = 
M M 
= \?h• (Ah 'Vh~) + (Av }!z)z 
b) gt + \J· (f~) = 0 
c) . 'J T = Vh· T T Tt + u (Ah 'JhT) + (AVTZ)Z 
·'\, 
d) vs = \7 h. (A~ \7hS) + s s + u • (AVSZ)Z t r-1 
M T ST M T As sind die horizontalen bzw. Ah' Ah' h ; Av' Av' V 
vertikalen Austauschkoeffizienten für Impuls, \'lärme und 
Salz. Sie haben hier die Dimension [ A J = ~ cm2 /s ] 
Ist das Medium nahezu inkompressibel, so gilt statt 
(1.1.1-2) 5 = q(T,S) und man erhält bei Vernachlässi-
gung der molekularen Diffusion die Gleichung df /dt = 0. 
Das ergibt mit derselben Mittelungsmethode wie oben 
(siehe auch Anhang A1.1-1) die Gleichung 
(1.1.1-6) 
Ersetzt man die rechte Seite wieder durch ein Austausch-
konzept, so erhält man 
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(1.1.1-7) 
wobei Kh und Kv jeweils die horizontalen und vertikalen 
Austauschkoeffizienten für den Auftrieb sind. 
Aus den Gleichungen (1.1.1-5), (a) bis (d), oder 
(a) - (b) und (1.1.1-7) werden die Modellgleichungen 
approximiert. 
Nimmt man an, daß in erster Näherung 
d.h. die Dichte eine lineare Funktion von T und S ist, 
so kann man durch Multiplikation von (1.1.1-5c) mit 
~und (1.1.1-5d) mit~ sowie Addition der Gleichungen 
oT -os 
ebenfalls die Gleichung (1.1.1-7) herleiten, wenn 
A~ z A~ ~ Kh bzw. A; :~ A~ ~ Kv gilt. Dies ist aber 
näherungsweise der Fall (Turner 1973). 
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1. 1 • 2 Approximationen 
Außer der Parametrisierung der Turbulenz bzw. Gitter-
diffusion und der Ersetzung der Erhaltungsgleichungen 
für T und S durch eine Gleichung für 9 unter der Voraus-
setzung der Inkompressibilität werden auf Grund einer 
Skalenanalyse noch weitere Vereinfachungen des Systems 
(1.1.1-5) bzw. (1.1.1-7) vorgenommen. 
Seien L, H, f- 1, U charakteristische Länge, Tiefe, Zeit 
und Geschwindigkeit, so wird folgende Skalierung einge-
führt: 
(1.1.2-1) 
* X = L0 x * u = U0 u 
* Loy y = * V = U0 v 
* z = H z 0 * 
Ho 
w = uo L w 
0 
* f- 1t t = 0 
AußerdelJ'l werden folgende dimensionslose Zahlen definiert: 
(1.1.2-2) 
f 2L 2 ( 12 o o L 
F = = R ' 
gHo 
Eh= 2A~/(f0L02 ), Ev= 2A~(f0H~),Eh_=2Kh/(f0L~), E;=2Kv/(f0H~) 
Fi = F/{ ={L/Ri) 2 = 1/B, Re= t/Eh' Rev = t/Ev 
Dabei ist J =Aspekt-Verhältnis, t = Rossby-Zahl, 
F = Freude-Zahl, R = Rossby-Deformationsradius, 
r= Stabilität, ~,Ev horizontale und vertikale 
Ekman-Zahlen; E'h' E'v analog für Massendiffusion, 
Fi = interne Freude-Zahl. Ri = Barokliner Rossby-
Deformationsradius, Re = Reynolds-Zahl, Rev 
für vertikale Reibung. 
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Im Anhang (A1.1-3) sind die Bereiche, in denen diese 
Zahlen in der Ostsee etwa lokal schwanken können sowie 
typische Werte für topographische Phänomene angegeben. 
Z.B. t ~ 0(1o-2), F ~ 0(1o-2), J"~· 0(10-2 ) etc. Für 
größere Skalen kann aber auch [;: 0(10-3 ), F ~0(1) etc. 
sein. 
Durch Skalierung der 3. Bewegungsgleichung und Entwick-
lung nach dem Parameter b ~ 0(10-3 ) erhält man in guter 
Näherung die hydrostatische Approximation, so daß die 
* Dichte ~ in der Form 
(1.1.2-3) * g = g 0 ( 1 + '{ § ( z*) + E F g ) 
und der Druck in der Form 
(1.1.2-4) 
skaliert werden können 0reenspan,1968~. 
Der letzte Term in der Dichte- bzw. der Druckskalierung 
entspricht der geostrophischen Balance. 
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Die 3 Bewegungsgleichungen, die Kontinuitätsgleichung und 
die Dichteerhaltungsgleichung lauten dann in skalierter 
Form 
(1.1.2-5) 
a) (1+(f"Cz)+EFf) {ut+ t~·V'u-vf/f0} +Px = 
= g * ~ f Eh.Ll h u + Evuzz J 
b) (1+fSCz)+[F~ { vt+ E~·\7v+uf/f0 J +Py = 
= g * ~ f Eh .6.h V + Ev V Z Z J 
c) (1+Y§{z)+cF~)b2(F fwt+~~·Vw- ;[EhL.\hw+EvwzzjJ = 
= fPoz + 11 + ft:J'Pz +(f<zJ+[Fd 
d) F ( q t + f ~. V q) + f w .fz + ( 1 + r f ( z) + ~ F f) 'V· ~ = 0 
Die Skalierung zeigt die bekannte Tatsache, daß die hydro-
statische Approximation wegen 6 < <.: 1 eine ausgezeicr..nete 
Näherung ist. Wegen f << 1 sind die Dichteänderungen nur 
auf der rechten Seite von (1.1.2-5c) wichtig, weil sich 
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dort die jeweiligen Klammern balancieren, d.h. es gilt 
die Boussinesgue Approximation. Insbesondere sind 
in d) ywSz'fg(z), t.F.f<::<1 und fallen daher gegen den 
Term~· u mit 0(\l•U) :~.0(1) weg. Solange F <<1 gilt, 
•'-
ist auch der Term F(Jt+ f. ~· \7~) sehr klein gegen 
(1+ •.• ) 9· u, d.h. es gilt näherungsweise die vereinfach-
te Kontinuit'itsgleichung V. u = 0, unabhängig davon, ob 
"' in e) Massendiffusion zugelassen ist oder nicht. Falls 
F ~ 0( 1) oder größer ist, kann man auch noch näherungs-
weise \] • u = 0 setzen. Denkt man sich nämlich die linke 
N 
Seite von e) in d) eingesetzt, so sind die Terme 
- 1 { 1 f -( 1 + f g + t F q) lind 2 F Eh 4 h ~ + E~ q z z J + 2 t E~ f z z 
miteinander zu vergleichen. Die Größen FEh , FE'v oder 
t E' sind aber im allgemeinen < < 1 ( s .Anhang), wenn man 
tonvExtremfällen absieht, dh.also, auch im Fall F ~ 0(1) 
6ilt die Näherung. 
Extremfälle sind eventuelle Ränder oder Grenzschichten, 
an denen man dann aber eine andere Skalierung w~~len 
würde. 
Die hydrostatische Approximation führt dazu, daß man im Fall 
des Auftretens von instabiler Schichtung kein Konvektions-
mechanismus für eine Stabilisierung einsetzen kann. Das Mo-
dell simuliert in üblicher Art die konvektive Adjustierung, 
durch ein momentanes vertikales Vermischen der Wasser-
massen, d .h. simuliert E~ -7 ot ... , ( Simons, 1973). 
Dividiert man die Erhaltungsgleichung für die Dichte 
(1.1.2-6e) durch F, so lautet sie 
c 1. 1. 2-7) ~t + t ~ . 'Vs + Bwfz = 
1 { K' ,4 0 + 2 .-h hJ ( 
VE' 1 " V E' o '·+- ---=-
v .} ZZ,; 2 ( F 
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• 
Die Burger-Zahl B = f/F bestimmt dabei den Einfluß der 
Dichte (LeBlond und Mysak, 1978). Ist B = O(c), so sind 
horizontaleund vertikale Dichteadvektion für Zeitskalen 
-1 ) f von gleicher Bedeutung. An Flußmündungen oder Fron-
ten kann 'Vh ~ außerdem Extremwerte annehmen, die durch 
die Skalierung nicht erfasst werden. Im Modell wird daher 
für eine möglichst gute Skalenüberdeckung die Dichtead-
vektion vollständig berücksichtigt. Die nicht-linearen 
Terme in der Bewegungsgleichung (Impulsadvektion) werden 
hingegen vernachlässigt. In erster Näherung sind sie ohne-
hin von geringer Bedeutung, wenn t <<' 1. Sie sind auch von 
kleinerer Ordnung als die vertikale Dichteadvektion. In 
schmalen Durchlässen wie z.B. im Bornholmgatt (L0 = 30km, 
U
0 
= 5/cm/s ~ E ~ 0.2) können sie allerdings von Bedeu-
tung sein. 
Heftige Stürme mit starken Fronten können stark nicht-
lineare Trägheitsschwankungen der Strömung erzeugen (BQ-
SEX-Experiment, Krauß (1980)). Da während BALTIC'75 keine 
derartigen Wetterlagen auftraten, werden die nicht-linearen 
Terme nicht berücksichtigt. Ein scheinbarer Effekt könnte 
durch variable Austauschkoeffizienten simuliert werden. 
M 2 In der Ekmanschicht kann Av = 0(100cm /s) werden, d.h. 
die Ekmanschicht beträgt DE= 0(50m) und reicht damit äu-
fig lokal bis zum Boden der Ostsee. In diesem Fall ist 
Ev ·: 0(10-1) u..1ld das Verhältnis von nicht-linearen Termen 
in den Bewegungsgleichungen zur vertikalen Reibung 
Rev = t/(i Ev) :::. 0(10-2 ) ist sehr klein, d.h. Reibung 
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überwiegt. Für Werte A~ ~0(106cm2/5) beträgt die hori-
zontale Ekmanschicht etwa 0(5km), wenn man "no-slip" Be-
dingungen an der Küste fordert. Die Schichtdicke liegt 
also unterhalb der Modellauflösung von 10km. Das Verhält-
nis von nicht-linearen Termen zur horizontalen Reibung 
beträgt Re= c/(~ Eh) ~ 0(10), d.h. die horizontale Rei-
bung hat untergeordnete Bedeutung. 
Auch wenn die Reibungsterme lokal von niedriger Größen-
ordnung sind, müssen sie schon aus mathematischen Gründen 
mitgenommen werden, da sie den Typ der Differentialglei-
chungen durch die höhere Ableitungsordnung verändern. In 
1.2 wird außerdem erörtert, daß bei Verwendung der hori-
zontalen "no-slip" Bedingung die Forderung Ah = 0 zu einem 
nicht sachgemäß gestellten Problem-führt. 
Hätte man statt der Dichteerhaltungsgleichung die Erhal-
tungsgleichungen für Temperatur und Salzgehalt verwendet, 
so wäre man bezüglich der Skalenanalyse zu ähnlichen Aus-
sagen gekommen wie oben. 
Bei Verwendung der Vorhersagegleichungen für T, S ist der 
Arbeitsaufwand jedoch höher, so daß stattdessen die Dich-
teerhaltungsgleichung bevorzugt wurde. 
Mit den oben aufgeführten Approximationen lauten die 
Modellgleichungen in dimensionierter Form jetzt: 
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(1.1.2-6) 
a) 1 = \lh M M {u·tlu] u -fv +- Px (Ah Vhu) + (Avuz)z t 'lo 
"' 
b) vt:t-fu + 1 S'o Py = \7h • (A~~v) + M (Avvz)z - [!t·Vv] 
c) ~g + Pz = 0 
d) ux + vy + wz = 0 
e) 5t + ~·\lg = ?h • (Kh9f) + (Kv~z)z 
wobei die nicht-linearen Terme in den beiden Bewegungs-
gleichungen der Vollständigkeit halber mit angegeben sind 
(eckige Klammern). 
1.1.3 Randbedingungen und Vertikalintegration 
Die in den Gleichungen (1.1.1-5) ausgedrUckten Erhaltungs-
sätze werden durch entsprechende Randbedingungen ergänzt. 
Für alle Ränder und Grenzflächen F(x,y,z,t) = 0 werden die 
Flüsse von Impuls, Masse, Wärme, Salz entweder am Rand 
gewissen Stetigkeitsbedingungen unterworfen oder besonders 
spezifiziert, wobei am Rand die molekularen Prozesse über-
wiegen können und entsprechend parametrisiert werden müssen. 
Sein= {F ,F ,F ~/IPT/die Flächennormale von Fund 
rv 1 X Y ZJ 
·" «.. 0 'V~= A~Vh+ Av oz ein Gradientoperator (~= T oder S), so 
gilt mit Trals Spannungstensor 7T1h = pSik + Rik für das N 
mittlere Feld die: 
(1.1.3-1) Dynamische Bedingung 
~ • n = /!2 • n , rv rv tv N 
wobei der Spannungstensor evtl. ausserhalb des Meeres ~2 ) 
spezifiziert wird. 
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Dabei sind die Komponenten lTbzw. die Rik z.B. durch 
"" (1.1.1-3) gegeben. 
(1.1.3-2) Kinematische Bedingung 
(1.1.3-3) Bedingung für Wärmefluß 
1\ 1\ 
~ (T1 'VF)=\Z(T2 • \JF) 
'1 Tl 
(1.1.3-4) Bedingung für Salzfluß 
V. es,. V' F)= v cs2 • \?F) J" .f2. 
Im allgemeinen Fall hat man an einem Rand F also 6 Rand-
bedingungen zur Verfügung. Ohne turbulente Diffusion hin-
gegen nur 2, weil dann Vci = 0 und Rik = 0. Da man für die Gl. 
(1.1.1-5) ohne Diffusionsterme und ohne Vernachlässigung 
der nicht-linearen Terme im Falle eines offenen Randes 
aus mathematischen Gründen 1-5 Bedingungen benötigt (§ 1.2.6), 
muss man andere als die Bedingungen (1.1.3-1) bis (1.1.3-4) 
verwenden. 
Hat man 
keine Diffusion oder Reibung und einen festen Rand, so ist 
die kinematische Bedingung die einzige, da der feste Rand 
jeden Druck aufnehmen muß. Auch mathematisch genügt ~ 
Bedingung ( § 1. 2.b). 
Die oben aufgeführten Bedingungen werden im Anhang A 1.1 
für die Ränder Meeresoberfläche, Meeresboden, 
Fläche z = const, feste seitliche Begrenzung und offene 
seitliche Begrenzung im einzelnen aufgelistet. Die ersten 
beiden Ränder sowie der Schichtrand z = const werden für 
die Vertikalintegration in homogenen Schichten benötigt. 
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J<'ür viele t;wecke ist es ausreichend, die Nodellrechnungen 
in der barotropen, vertikalintegrierten Ostsee auszuführe11. 
AUS diesem Gr~1d, und außerdem, weil das System (1.1.2-b) 
für die Diskretisierung in baroklinen und barotropen Anteil 
aufgeapalten wird, sollen hier die aus dem System 
(1.1.2-6a)- (1.1.2-6e) zwischen der Oberfläche z=J und 
deo Boden z = -H vertikal-integrierten Gleichungen aufge-
führt werden, wobei die im Anhang A 1.1. angegeLenen 
Randbedingungen bei J und H verwendet werden. 
Durch Aufspaltung von f in konstanten Anteil 9 0 und 
Variation lautet die vertikal-integrierte Gleichung 
( 1 • 1 • 2-5 c) : 
(1.1.3-5) p = p + P· e 1. , 




Pe = Pa + fog( r -z), Pi = f g(f - Po)d.z. 
z 
Nit der j)efinition 'f 
(1.1.3-7) V = f udz 
-H "'" 
(Volume11transport) 
erhält man unter Vernachlässigung von Niederschlag und 
Verdunstung das vertikal-integrierte System (Krauß 1973, 
Simons 1980) mit h = H + ~ : 
( 1 • 1. 3-8) 
c) 
V 
dz -vh · fi! 
~+dU+ dV =0 (Kontinuitätsgleichung). 
dt ox ~y 
* Dabei sind in A die durch die Vertikalintegration der 
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nicht-linearen Terme vernachlässigten Abweichungen vom 
konstanten Stromprofil (Scherungseffekt) und der horizon-
tale ~ustausch (Ah) p&rametriaiert. 
Die für die Modellrechnungen in der homogenen Ostsee 
p := 0 verwendeten Gleichungen entsprechen ( 1.1. 3-8) mit der 
A~proximation H + ~ ~ H und der Vernachlässigung der 
nicht-linearen Terme. 
V 
Als mittlere Geschwindigkeit wird u = ,...., definiert. In 
1.2.4. werden die Handbedingungen für die vertikal-inte-
grierte Gleichung diskutiert. Physikalisch steht im rei-
bungsfreien .r'all nur die bedingung 
( 1 • 1 • 5-9) V = 0 an der Küste 
..... n 
zur Verfügung, obwohl am offenen Rand eventuell mehr ge-
braucht werden. 
Im reibungsbehafteten Problem ergibt sich durch die Vor-
gabe von "slip" oder "no-slip"-ßedingungen die Möglichkeit, 
aen tangentialen Volumentransport V vorzuschreiben. In 
"'tang 
a en I1odellrech..'l.ungen wird mit A* ~ 0 die Bedingung 
t 1 • 1 • 3-1 0) ~tang = 0 an der Küste 
gefordert. 
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1 • 1 • 4 Anfangsbedingungen 
Die Frage, ob das Modell mit vorgegebenen Anfangswerten 
der Variablen u,v,w,g,p,T,S gestartet werden kann, wird 
in §1.2 untersucht, (Cauchy Problem). Unter Vernachlässi-
gung von Reibung und Diffusion ist das System (1.1.1-1) 
hyperbolisch und damit ist das Cauchy-Problem grundsätz-
lich lösbar, wobei eine der Variablen q oder p über die 
Zustandsgleichung festgelegt wird. Die Frage nach der Ein-
deutigkeit und stetigen Abhängigkeit der Lösung von den 
Anfangsbedingungen ist nur unter einschränkenden Annahmen 
zu beantworten. 
Durch die vorgenommenen Approximationen (Hydrostatik, ver-
einfachte Kontinuitätsgleichung, Inkompressibilität) ist 
das System (1.1.2-6) im diffusionsfreien Fall nicht mehr 
hyperbolisch(§1.2). Es kommen statt 5 nur noch 3 Zeitab-
leitungen vor, so daß die Frage entsteht, wie die Verti-
kalgeschwindigkeit w und wie der Druck p zur Zeit t = 0 
vorgegeben werden sollen. 
Ist S zur Zeit t = 0 vorgegeben, so ~äßt sich p durch 
Vertikalintegration berechnen (1.1.2-6), wenn die Meeres-
oberfläche ~und der Luftdruck Pa zur Zeit t = 0 bekannt 
ist: 
( 1 • 1 • 4-1 ) p 
~ 
= Pa+ /sgdz • 
z 
Ebenso läßt sich w durch Vertikalintegration der Konti-
nui tätsgleichung ·berechnen zu ':!' 
I 
(1.1.4-2) w = .st + ~(f)·v r+J\lh· }3h dz 
z 
(U,V = Massentransport). 
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Sind u v o,~zur Zeit t=O bekannt,so lassen sich p und w 
, , J 
also entsprechend • berechnen. Durch Einsetzen dieser 
Beziehungen in das System (1.1.1-6) entsteht ein kompli-
ziertes Integro-Differentialgleichungssystem oder durch 
Elimination und Differentiation ein System höherer Ord-
nung, das numerisch sehr ungünstig zu behandeln ist. 
Daher geht man bei der Modeliierung meistens zur Diskre-
tisierung in homogene Schichten über, wie in §1.3. er-
läutert wird. 
Der Nachweis der Sachgemäßheit des Problems wird dabei 
durch den der Varianzerhaltung (Energieerhaltung) ersetzt. 
Für die Modellrechnungen genügt die Vorgabe der Variablen 
u,v,~ in jeder Schicht~ zur Zeit t=O für alle x,y. Da 
Reibung vorhanden ist, müssen an Meeresoberfläche und Bo-
den zusätzlich die Schubspannungen und Flüsse vorgegeben 
werden, im Inneren bestimmen die Austauschkoeffizienten 
zusammen mit den durch Vorgabe der u,v verursachten Sche-
rungen die Schubspannungen und Flüsse. 
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1.2. Die mathematischen Grundlagen 
Sowohl bei der Auswahl der Differenzenverfahren als auch 
bei der Vorgabe der Randbedingungen ist es notwendig, den 
Typ des Differentialgleichungssystems zu kenneno Insbeson-
dere interessiert die Frage, ob ein Problem bei vorgegebe-
nen Rand- bzw. Anfangsbedingungen sachgemäß gestellt ist 
("well posed", d.h. ob eine eindeutige Lösung existiert, 
die stetig von den Anfangs- (oder Rand-) bedingungen ab-
hängt. Benutzt man z.B. Differenzenverfahren höherer Ord-
nung, so benötigt man mehr Randbedingungen, als für die 
Sachgemäßheit des Problems erlaubt sind (Kreis und Oliger, 
1973). Aus dieser Überbestimmtheit können numerische Pro-
bleme entstehen. Ähnliche Schwierigkeiten entstehen bei 
der Verwendung von Integrationsgebieten mit offenen Rän-
dern (siehe z.B. Sundström (1977) und Paschen (1980)). 
Da man jedes partielles Differentialgleichungssystem 
höherer Ordnung in ein quasi-lineares System 1. Ordnung 
überführen kann, bietet es sich an, die Typenklassifizie-
rung für ein quasi-lineares System 1. Ordnung zu definieren. 
Bei dieser Klassifikation interessiert insbesondere, ob 
ein System hyperbolisch ist, da das Anfangswertproblem 
für hyperbolische Systeme grundsätzlich lösbar ist und 
unter weiteren einschränkenden Bedingungen auch sachge-
mäß gestellt ist. 
1.2.1 Definition der Klassifizierung von quasi-
linearen Systemen 1. Ordnung 
Gegebensei das System quasi-linearer Gleichungen im 




(U,x)Ux + ~ Ai(U,x)Ux + B(U,x) = 0 
I'VN -v 0 L "'N"' i NN'\f 
i=1 
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mit u als k-dimensionalern Spaltenvektor der k unbekannten 
Funktionen u1 , ••• ,uk und~ als Ortsvektor (x01 x1 , ••• ,xn). 
U ist der Spalsnvektor mit den Komponenten ou1/ oxi, ••• , 
"'xi (}uk/ o xi. Die Ai sind k x k Matrizen, die singulär sein 
können, B ist ein Spaltenvektor mit k Spalten. 
"' Man nennt das System (1.2.1-1) hyperbolisch in x0 -Richtung 
am Punkt x , wenn bei beliebiger Vorgabe reeller Zahlen 
-vP 2 ~1 , ••• , ~k mitL~i = 1 die verallgemeinerte Eigenwertglei-
chung 
n 
( 1 .2 .1-2) A(~p)~ = ~A0 (!p) + ~1 .liAi (!P)) ~ = 0 
k reelle Eigenwerte ~(j) und k paarweise linear unabhängige 
Rechta-Eigenvektoren r(j) besitzt (nach Jeffrey 1976). 
'V 
Gibt es k verschiedene reelle Eigenwerte A(j), so gibt es 
auch k linear, unabhängigr Eigenvektoren r(j). In diesem 
"' Fall nennt man das System streng oder total hyperbolisch. 
Sind hingegen die Eigenwerte der Matrix A0 bezüglich der 
Me.trix L ).1Ai bzw. die Nullstellen des charakteristischen 
Polynoms P(.l.) = IA.A0 +,L.l.iAi/ sämtlich komplex, so heißt 
das System elliptisch. (Courant und Hilb~1962). Besitzt 
P(~) s reelle und p konjugiert komplexe Nullstellen mit 
s + 2p = k, so heißt das System ultrahyperbolisch. 
Der parabolische Fall ist schwerer einzuordnen. 
Hängt die charakteristische Jorm I AA0 + ~ liAi J von 
n 
(1.2.1-1) A0 (U,x)Ux + ~ Ai(U,x)Ux + B(U,x) = 0 Nf\1 N 0 L "'fVN i IYfV"V 
i=1 
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mit U als k-dimensionalem Spaltenvektor der k unbekannten 
"" Funktionen u1 , ••• ,uk und! als Ortsvektor (x07 x1 , ••• ,xn). 
U ist der Spalsnvektor mit den Komponenten ou1/öxi, ••• , "'xi 
(}uk/ o xi. Die Ai sind k x k Matrizen, die singulär sein 
können, B ist ein Spaltenvektor mit k Spalten. 
Man nennt das System (1.2.1-1) hyperbolisch in x -Richtung 01--'.--.=-o.--;;g_ 
am Punkt xp, wenn bei beliebiger Vorgabe reeller Zahlen 
,.., 2 
A1 , ••• , ~k mitL~i = 1 die verallgemeinerte Eigenwertglei-
chung 
n 
( 1. 2.1-2) A(~p)~ = ~A0 (!p) + f., ~iAi (,!p)) _;, = 0 
k reelle Eigenwerte ~(j) und k paarweise linear unabhängige 
Rechta-Eigenvektoren r(j) besitzt (nach Jetfrey 1976). 
'V 
Gibt es k verschiedene reelle Eigenwerte A(j), so gibt es 
auch k linear, unabhängigr Eigenvektoren r(j). In diesem 
~ 
Fall nennt man das System streng oder total hyperbolisch. 
Sind hingegen die Eigenwerte der Matrix A0 bezüglich der 
Ma.trix LAi Ai bzw. die Nullstellen des charakteristischen 
Polynoms P( .l.) = I AA0 + L -liAi I sämtlich komplex, so heißt 
das System elliptisch. (Courant und Hilb~1962). Besitzt 
P(~) s reelle und p konjugiert komplexe Nullstellen mit 
s + 2p = k, so heißt das System ultrahyperbolisch. 
Der parabolische Fall ist schwerer einzuordnen. 
Hängt die charakteristische Form / ~A0 + 2 l 1Ai J von 
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irgendeinem der Parameter ~' ~1 , ••• ..:tk nicht ab, so nennt 
man das System parabolisch ausgeartet. Hängt sie z.B. nicht 
von l ab, so ist das System parabolisch in x0 -Richtung • 
Alle Definitionen gelten im allgemeinen quasi-linearen Fall 
nur punktweise. In Sauer und Szab6 (1969) werden Systeme als 
parabolisch bezeichnet, wenn P(~) k nicht notwendig ver-
schiedene Nullstellen besitzt, zu denen aber nur weniger als 
k linear unabhängige Eigenvektoren gehören. 
Für eine spezielle Klasse von parabolisch ausgearteten Diffe-
rentialgleichungen ist das Cauchy-Problem immer sachgemäß 
gestellt. Zu dieser Klasse gehört z.B. die Wärmeleitungs-
gleichung (Kreise und Oliger, 1973). 
Für andere Zwischentypen, z.B. wenn das charakteristische 
Polynom weniger als k Nullstellen besitzt, sind keine Be-
zeichnungen bekannt. 
Zu einer anschaulichen Bedeutung der Definition kommt man, 
wenn man Aals Frequenz oder Phasengeschwindigkeit deutet 
und die ~i als normierte Wellenzahlen. Verschiedene Lösungen 
des charakteristischen Polynoms ~(j) entsprechen dann ver-
schiedenen charakteristischen Untermannigfaltigkeiten, jede 
Nullstelle ~(j) stellt die Phasengeschwindigkeit einer 
Welle dar. 
Die Klassifizierungen sind im allgemeinen unabhängig vom 
Spaltenvektor B, da P(A) nicht von B abhängt, aber die 
Phasen A(j)we;den durch B modifizi~rt. Außerdem ist B von 
"' .rv 
Bedeutung, wenn man den Typ der Wellen etwa nach den rück-
treibenden Kräften klassifiziert. Auch können manche Wellen-
lösungen durch entsprechende Randbedingungen unterbunden 
werden bzw. nur durch die Ränder existieren (z.B. Ober-
flächenwellen). 
1.2.2 Typeneinteilung der kompressiblen, reibungs-
und diffusionsfreien Gleichungen 
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Die Klassifizierung von Differentialgleichungen und 
Differentialgleichungssystemen der Hydrodynamik ist von 
jeher für verschiedene Problemstellungen und Approxima-
tionen von Interesse gewesen. So wurden von Hough (1898) 
insbesondere die Laplace'sche Gezeitengleichung hinsicht-
lich ihrer Hyperbolizitätsbereiche untersucht. Die Unter-
suchungen wurden später von Longuet-Higgine (1964, 1965) 
fortgeführt. Courant und Friedrichs (1948) untersuchten 
die nicht-linearen barotropen und kompressiblen Gleichun-
gen unter der Bedingung der Stationarität • Courant und 
Hilbert (1962)be~chteUn die instationären Euler'schen 
Bewegungsgleichungen im 2-dimensionalen Raum. Die(reibungs-
behafteten)Navier-Stokes-Gleichungen sind in Ladyzhenskaya 
(1963) ausführlich behandelt. Kreiss und Oliger (1973) und 
Sundström (1977) beschäftigen sich ausführlich mit den 
Flachwassergleichungen. 
Im Zusammenhang mit dem Initialisierungsproblem in der 
Wettervorhersage betrachtet Ghil (1975) auch barokline 
Probleme. Krauß (1966) und Magaard (1968) untersuchten die 
Hyperbolizitätsbereiche der Gleichungen für interne Wellen 
im reibungslosen Medium. 
Für die numerische Integration von instationären Problemen _ 
ist die Lösbarkeit oder sogar Sachgemäßheit des Cauchy-
Problems hydrodynamischer Systeme von Bedeutung. Daher wer-
den im folgenden einige Systeme auf ihre Hyperbolizität 
hin untersucht& 
Fall 1 
Für die 7 Funktionen u,v,w,p,~, S,e (Strömung, Druck·:, 
Dichte, Salzgehalt, innere Energie) werden auf einer 
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ß-Ebene die 3 Bewegungsgleichungen, die Kontinuitätsglei-
chung, der 1. Hauptsatz der Wärmelehre, eine Gleichung 
für die Salzerhaltung und eine Zustandsgleichung be-
trachtet, wie sie für ein reibungsfreies und diffusions-
freies Medium gelten. Als Kräfte sind die Schwerkraft und 
die Corioliskraft zugelassen (z nach oben). 
(1.2 .2-1) 
1 "' a) ut + E(u~ + vuy + wuz) + g Px + fw- fv = 0 
b) t,(uvx + vvy + wvz) 1 fu = 0 vt + +- p + ~ y 
c) d 2{wt + f.(uwx + vwy + wwz) 1 + 1 ~ /'\ Pz + g - fu = 0 
d) g 2 ( ~t + Ufx + v~y + wsz) + ~(ux + vy + wz) = 0 
e) et + uex + vey + wez + f (llx + vy + wz) = 0 
f) st + uS + X vSY + WS• • 0 
(1.2.2-2) 
~ = S (p,S,e) 
/\ .Cl 
mit f = 2Ilsin tp und f = 2 cos <p • 
Setzt man f. = 52 = f 2 = 1, so erhält man dieses System 
ohne Approximationen z.B. aus Krauß (1973). 
Um gleich einige Approximationen und Vereinfachungen mit-
zubehandeln, sind die Größen e' J2 ,d'2 eingeführt worden: 
Vernachlässigung der nicht-linearen Terme 




Inkompressibel und ohne Diffusion oder 
Approximation der Kontinuitätsgleichung 
sonst 
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Denkt man sich die Zustandsgleichung nach p aufgelöst, 
also 
(1.2.2-3) p = p (~,S,e) , 
so kann man in den Differentialgleichungen (1.2.2-1) die 






= (.:U) . (Quadrat der Schallgeschwindigkeit) 
~ ~ s,e 
a = (h) 
oe s,~ • 
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Der inkompressible Fall ist dann mit 1/c2 -+ 0 (also 
auch '(= 0 )identisch. f. entspricht einer Rossby-Zahl, 
wenn man die Gleichungen dimensionslos macht, Ödem Ver-
hältnis von vertikaler zu horizontaler Skala. 
Faßt man nun ,E = ~ u, v, w, jt.e, S ) als Spaltenvektor auf, 
so ist das System (1.2.2-1) in der Form (1.2.1-1) dar-
stellbar, die Matrizen A0 ,A1 ,B und A sind im Anhang 
A1.2 angegeben. 
Das charakteristische Polynom Pt(~) lautet dann 
(1.2.2-5) ptc<J= <h fcn 2 n+ .. >2 f ~:r <-l+<6J<.l.+uJ 
- <, + ~P2r2> c~; + &2 ~~ +A~] >} 
c ~ 
Im Fall E = <! 2 = 'l 2 = 1 folgt daraus wegen ;[-l, 12 = 1 
(1.2.2-6) 
Im Fall der hydrostatischen Approximation oder der 
Inkompreesibilität des Mediums werden zwei Eigenwerte 
eliminiert, so daß die Ordnung des charakteristischen 
Polynoms ausartet, wenn die Schallwellen vernachlässigt 
werden. Das System ist dann nicht hyperbolisch im oben 
definierten Sinne. Dies erkennt man auch daran, daß auf 
Grund der vereinfachten Kontuinitätsgleichung die Gra-
dienten der Strömungskomponenten nicht mehr frei wähl-
bar sind. Physikalisch gesebln ~!miniert man durch die 
Inkompressibilitätsbedingung einen entsprechenden An-
passungsmechanismus. 
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Es gibt 3 verschiedene reelle Nullstellen von (1.2.2-6): 
(1.2.2-7) 




d.h. also, ~( 1 ) bis ~(4) fallen zusammen, ~( 5 ) und A< 61 
entsprechen den Schallwellen, wobei~~~ 
~ c 
<:< 1 nur ein 
kleiner Korrekturterm ist. 
Das System (1.2.2-1) ist aber im Sinne der oben angegebenen 
Definition hyperbolisch in t-Richtung, denn es gibt 6 linear 
unabhängige Rechtseigenvektoren (Anhang A1.2 ). 
Würde man dem System (1.2.2-1) noch eine Erhaltungsgleichung 
für irgendeine passive Substanz Y' hinzufügen, also dr/dt=O, 
so würde man die Ordnung von Pt(A) genau um 1 erhöhen, d.h. 
man erhielte nochmals einen Eigenwert ~ = - 6, zu dem sich 
wieder ein linear unabhängiger Eigenvektor finden lassen 
würde. 
Daraus kann man schließen, daß nicht alle Nullstellen von 
P( ll) einen physikalisch interessanten Wellentyp entsprechen 
müssen. Das liegt daran, daß sich das Bewegungsfeld unab-
hängig von der passiven Substanz ~ entwicklt. 
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Im System 1.2.2-1 ist keine passive Substanz enthalten, denn 
p,S,e (oder T, siehe nächster Fall) beeinflussen die Dichte 
über die Zustandsgleichung und damit das Bewegungsfeld. 
Gleichwohl können S und T sich aber so ändern, daß g nicht 
beeinflußt wird. 
Dieser Prozeß kann z.B. durch Doppeldiffusion bestimmt wer-
den (Turner 1973, S255ff). Da hier die diffusionsfreien 
Gleichungen betrachtet wurden, ist der Prozess nicht direkt 
enthalten. Dennoch wird man bei Hinzunahme von Wärme-und 
Salzdiffusion (gedämpfte oder instabile) Oszillationen er-
halten. 
Auf die 6 möglichen Wellen und ihre physikalische Bedeutung 
wird weiter unten eingegangen. 
Fall 2 
Würde man statt des ersten Hauptsatzes der Wärmelehre for-
dern, daß die gesamte Wärme des Systems erhalten bleibt, 
so könnte man die Wärmeleitungsgleichung 
(1.2.2-8) dT dt = 0 
an Stelle von (1.2.2-1e) verwenden (W.Krauß, 1973). Durch 
diese Ersetzung ändert sich an den wesentlichen Eigenschaf-
ten des Systems nichts. Das charakteristische Polynom lau-
tet 
mit den Nullstellen 
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A.cn , ... , (4) =- 6, ,:tC5) = -d+ c, A< 6 > = -6- c 
wenn t = 0 2 = y2 == 1 • 
Bei den Konstanten a,b,c2 muSman entsprechend e durch 
T ersetzen. Im übrigen gilt die im Fall 1 geführte Dis-
kussion hier identisch. 
Fall 3 
Da einer der sich in den diffusionsfreien Fällen 1 und 
2 ergebenden Eigenwerte physikalisch nicht interessant 
ist, wird S = 0 gesetzt, d.h. Gleichung(1.2.1-1f) ent-
fernt und statt (1.2.1-1e)der 1. Hauptsatz der Wärme-
lehre in der Form 
(1.2.2-9A) 
bzw. 
_1_ ~ - ~dt = 0 
c2 dt 
1 ~~ l (1.2.2-9B)~ ( (lt + upX+VPy+WPzJ - (~t+Uf:x+V.fy+Wfz) = 0 
verwendet (C.Eckart, 1960). 
Für dieses System sind im Anhang A1.2-3 wieder die 
Matrizen A0 ,Ai,A und B angegeben. rv 
Das charakteristische Polynom lautet 
(1.2.2-10) Pt(i\) = CA.+ö > 2 C..l+t~) { ~ U+t6H..t+6)-
t c 
-[~32 + d2(.~12 + A.22>) j 
und ist bis auf den Wegfall einer Nullstelle identisch 
mit (1.2.2-9). 
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Die Nullstellen sind reell und die entsprechenden Rechta-
eigenvektoren linear unabhängig, d.h. auch dieses System 
ist hyperbolisch (Anhang A1.2-4). 
Fall 4 
Verwendet man das System (1.2.2-1a-d) und fordert Baro-
tropie ~= ~(p) bzw. p = p(~), so erhält man das 
charakteristische Polynom 
( 1. 2. 2-11 ) pt (,,1) = (~+1: 6) 2 f J:r Chf6)(.1+d) 
- [ A3 2 + ~ 2 c~ 1 2 + A 2 2 >] j 
Pt(;i) hat 4 reelle Nullstellen für den Fall d2 = [ 2 = 1, 
sie lauten für E = 1 
"tC1),,{(2) = -6 
;\.( 3 ) =- 0+ c 
/l(4) = - tf- c 
und die entsprechenden Rechtseigenvektoren sind linear 
unabhängig ( Jeffrey> 1976). Das System ist also im 
kompressiblen Fall wieder hyperbolisch in t-Richtung. 
Diskussion der Fälle 1-4 
Alle 4 Systeme sind lokal hyperbolisch in t-Richtung, 
solange das Medium kompressibel ist und man nicht hydro-
statisch approximiert. Sie sind jedoch nicht strikt 
hyperbolisch. Das Cauchy-Problem ist generell für sie 
lösbar. Im Falle, daß die Matrizen A0 , Ai symmetrisch 
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sind, ist die Lösung auch eindeutig (Courant und Hilbert, 
1962) und das Cauchy-Problem für ein begrenztes Inter-
vall t ~ T sachgemäß (Kreiss und Oliger>1973), wobei T von 
den Eigenschaften des Lösungsvektors U abhängt, z.B. U muß 
,.." 'V 
gewisse Lipschitzbedingungen erfüllen. 
Fall 4 kann durch eine geeignete Matrizenmultiplikation 
symmetrisiert werden (z.B. Jeffrey, 1976). Da das Medium 
barotrop ist, kann es keine (internen) Schwerewellen 
geben, Oberflächenwellen würden nur an einer freien 
Grenzfläche existieren können. Setzt man S = const, 
eliminiert also die Schallwellen, so erkennt maa durch 
Linearisierung und Berücksichtigung des Vektors B in 
der Form~= {-fv, fu, 0, oj mit f = const, daß~die 
beiden übrigen Eigenwerte den gyroskopischen Wellen ent-
sprechen (LeBlond und Mysak, 1978), die im Grenzfall in 
die Trägheitsschwingungen übergehen.(Die Berücksichtigung 
von g ist nicht sinnvoll, da es nirgendwo Dichteänderun-
gen gibt). 
Es scheint zunächst befremdlich, daß im Fall 4 mit 
5 = const keine Rossby-Wellen zu sehen sind, die auch 
ohne das Vorhandensein der Schwerkraft existieren können. 
Betrachtet man die inkompressiblen homogenen Gleichungen 
(1.2.2-12a) 
(1.2.2-12b) V· u = o 
rv 
so erhält man durch die Anwendung des Operators Vx auf 
die erste Gleichung mit Hilfe der zweiten Gleichung die 
Beziehung 
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die koordinatenunabhängig ist und z.B. zunächst keine ß 
- Ebenen Approximation enthält. 
Ist/Jl /konstant, so fallen die letzten beiden Terme weg 
und man erhält gyroskopische Wellen. Legt man ein karte-
sisches System so, daß die z-Richtung mit der J1 -Rich-
t~ng zusammenfällt, das Koordinatensystem alsomit J1, um 
,...." 
die z-Achse einer Wasserkugel rotiert, dann ist/J}I wie-
der konstant und es gibt nur gyroskopische Wellen. 
Nur auf einer gekrümmten Fläche kann fl. variieren, z. B. 
·-v 
auf einer Kugelfläche. Dieser Sachverhalt wird bei obiger 
Klassifizierung nicht erfaßt •. 
Betrachtet man ein kartesisches System, in dem Jt die 
,..., 
Komponenten ~ = to,o,f(y)! hat, so schreiben sich 
die Gleichungen (1.2.2-13) in Komponenten 
( 1 • 2. 2-1 4a) (wy-vz)t - fuz = 0 
( 1 • 2 0 2-14 b1) (uz-wx)t - fv = 0 z 
( 1 • 2. 2-1 4c) (v -u )t - fwz + df = o. X y V dy 
Macht man nun die Annahme, daß ~/ oz = O, die Bewegung 
also nur horizontal variiert, so erhält man aus 
0.2.2-14~zusammen mit der Divergenzfreiheit ux+vy = 0 
die bekannte·Gleichung 
(1.2.-15) o 2vt + df v 0 v ay x= ' 
die nur noch einen Wellentyp zulässt, nämlich die 
Rossbywellen. 
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Verzichtet man auf die Annahme o/tz = O, so erhält man keine 
in y-Richtung streng periodischen Rossbywellen mehr. 
Andererseits ist zu bemerken, daß die Gleichungen (1.2.2-14) 
nicht einer ß-Ebenen Approximation entsprechen. 
Fall 3 lässt Schichtung zu, so daß Schwerewellen auch im 
Falle, daß keine Berandungen vorhanden sind, existieren 
können. Ebenso wie es in diesem Fall interne Schwerewellen 
gibt, muß es den internen Rossby-Wellentyp geben, d.h. die 
5 möglichen Wellen, die das charakteristische Polynom 
(1.2.2-10) zeigt, entsprechen 2 Schallwellen, 2 internen 
Trägheits/Schwerewellen und einer internen Rossby-Welle. 
Fall 1 und 2 enthalten die Möglichkeit einer weiteren Welle, 
die im Zusammenhang mit den diffusionsfreien Gleichungen 
etwas künstlich wirkt, die aber prinzipiell Schwingungen 
von S und T zuläßt, ohne die Dichte f zu beeinflussen, z.B. 
wenn S proportional T ist. Diese Art Oszillationen werden 
in Turner (1973) diskutiert ("double-diffusive convection"). 
Die Hyperbolizität der Fälle 1-4 gilt nur in t-Richtung. 
In Richtung der Raumkoordinaten verhalten sich die Glei-
chungen anders. Um die Gleichungen in räumlichen Richtungen 
zu klassifizieren, muß man in den charakteristischen Poly-
nomen nur eins der Ai mit A vertauschen und die entspre-
chenden Nullstellen aufsuchen. Betrachtet man etwa das 
charakteristische Polynom (1.2.2-11)des Falles 4 im zwei-
dimensionalen Raum, also etwa A3 = 0, so erhält man bei 
Vertauschung von A und ~ 1 , also bei Klassifizierung in 
x-Richtung, das charakteristische Polynom 
(1.2.2-16) rCl) = (.\1+fAu+!..l.2v)2 f (~ 1 +f-\v+i...t2v)• 
(,t1+ AU+~2v)- c2(.'l2+ ,A22)J • 
Im stationären Fall, ~ 1 ~ 0, 
,l,2 + ,A2 2 = 1 
erhält man wegen 
Ist t = 1, so gibt es nur reelle Nullstellen, falls 
u
2 + v2 > c 2 • Wenn aber u2 + v2 < c2 ist, so gibt es 
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2 komplex konjugierte Nullstellen und eine reelle doppelte 
Nullstelle, d.h. das entsprechende System ist ultrahyper-
bolisch. Fordert man zusätzlich die Rotationsfreiheit der 
Strömung, so ist die doppelte reelle Nullstelle ~u + v =0 
trivial erfüllt und es gibt nur noch komplexe Nullstellen 
(Courant und Friedrichs, 1948). Das Problem ist dann 
elliptisch. 
Man sieht außerdem, daß im Falle t = 0 (Vernachlässigung 
der nicht-linearen Terme in den Bewegungsgleichungen) der 
ursprüngliche Satz von Gleichungen nicht mehr unabhängig 
ist, denn das Polynom (1.2.2-11) verschwindet identisch. 
Dies entspricht dem geostrophischen Gleichgewicht, für das 





und diffusionsfreien Gleichungen 
Betrachtet wird auf der ~ -Ebene das System 
( 1.2. 3-1) 
.... 
a) ~ut+ E 5 (uvx+vuy+wuz) + Px + gfw - S fv = 0 
b) SVt+ t s (uvx+VVy+wvz) + Py + sfu = 0 
c) ~ 2 } 9 wt+ c.g<uwx+vwy+wwz)j + Pz+~g- qfu = 0 \ 
d) ~ t + u Jx + vg y + wg z • 0 
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Das System beschreibt bekanntlich in seiner um einen 
Anfangszustand ~(o), S(o), p(o~ linearisierten Form 
interne Wellen. 
Das charakteristisshe Polynom erhält man aus (1.2.2-10) 
für c2 ~ e>o ZU 
Das System ist nicht mehr hyperbolisch in t-Richtung, 
denn es hat nur 3 (reelle) Mullstellen bezüglich { 
statt 5. 
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Dennoch sind die 3 reellen Nullstellen nach wie vor 
Wellen zugeordnet (2 Schwere/Trägheitswellen, 1 Rossbywelle). 
In den jeweiligen Raumkoordinaten ist das charakteristische 
Polynom vom Grad 5, solange i = 1. 
Zur Klassifizierung in z-Richtung muß man ~ und A3 ver-
tauschen: 
( 1 • 2. 3-3 ) 
PzCU = [.A..2+b2(A12+~22)J {"-3 + f(..t1u+~2v)+t~w j 2 
t ,{3+ (.11u + ,{2v) + ;{w ~ • 
Im Fall f. = 1 und w ~ 0 gibt es 3 reelle Nullstellen 
für ~ • Solange keine hydrostatische Approximation ge-
macht wird, gibt es außerdem 2 konjugiert komplexe Null-
stellen, d.h. das System ist ultrahyperbolisch in z-Rich-
tung. Falls d2 -7 0 (hydrost. Approximation), erhält man 
eine reelle zweifache Nullstelle ~= 0. Es gibt jedoch zu 
A = 0 keine 2 linear unabhängigen Eigenvektoren, d.h. 
das System ist auch für J2 = 0 nicht hyperbolisch. 
In x - Richtung erhält man ähnliche Ergebnisse. 
Fall 6 
Betrachtet man interne Wellen als Störungen des Grundzu-
standes ~(o) = O, g(o) = ~0 (z) und p(o) = p0 (z), so 
folgt unter der Annahme der Boussinesq-Approximation für 
mittlere Breiten mit p = ~ * 
(1. 2. 3-4 ) 
a) ut + Px fv = 0 
b) vt + Py + fu = 0 
2 
c) 6 wt + Pz + gg = 0 
+ wr = 0 
1 d~ 0 
d) St mit r=,-S dz 
e) ux + vy + wz = 0 
Das charakteristische Polynom hierfür kann man aus 
( 1. 2. 3-2) bekommen, wenn man E. = 6 = 0 setzt: 
( 1. 2. 3-5) 
Pt(,-1) = 
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d.h. weder in t-Richtung noch in z-Richtung ist das 
System in die oben aufgeführte Klassifikation einzu-
ordnen. 
Diese Tatsache steht scheinbar im Widerspruch zu den 
Untersuchungen von Magaard (1968), der die Störung um 
einen geostrophisch balanzierten Grundstrom betrachtet, 
und Kra~ß (1978). Mit einem periodischen Ansatz in t 
wird dort nach algebraischen Umformungen von zu 
(1.2.3-1) bzw.(1.2.3-4) ähnlichen Systemen eine Diffe-
rentialgleichung für eine einzige unbekannte Punktion 
hergeleitet, für die es unter gewissen Bedingungen 
Hyperbolizitätsbereiche in den Raumrichtungen gibt. 
Dazu ist zu bemerken, daß die in 1.2.1 definierte 
Klassifikationsmethode nicht die inhomogene Seite des 
Diff.-Systems benutzt, daß aber durch die Eliminations-
prozedur die rechten Seiten in die resultierende 
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Einzeldifferentialgleichung eingehen. Durch den Elimina-
tionsprozeß werden daher implizit noch Differenzierbar-
keitseigenschaften und Verträglichkeitsbedingungen ge-
fordert, die im Ausgangssystem erster Ordnung nicht ent-
halten sind. Außerdem werden durch den periodischen An-
satz in t eingeschränkte Hyperbolizitätsbereiche defi-
niert (z.B. w < f etc.). 
Zur Behandlung der Systeme (1.2.3-1) als Anfangsrand-
wertproblem mit einem oberen und unteren Rand in der Ver-
tikalen geht man in der Praxis zu den vertikalinte-
grierten Gleichungen über und betrachtet diese Gleichungen 
sowie deren Abweichungen vom vertikalen Mittel. 
Das Anfangswertproblem der imkompressiblen, vertikalinte-
grierten Gleichungen ist im linearen Fall sachgemäß. 
1. 2. 4 Einordnung der vertikalintegrierten 
GleichWlßen 
Aus dem System (1.1.2-8) kann man unter Vernachlässigung 
der internen Druckgradienten opi/ox und Weglassen des 
Windstresses t 8 bei konstanten A: die Gleichungen (Fall 7) 
,.., 
(1.2.4-1) 
a) ut + E.Vh· (~!) + c2 ~ x 
c) ft + '\]h. ! = 0 
herleiten, wobei h = H + o<. f und c2 = g(H+c( S) . 
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Mit E = 0 oder t. = 1 kann man die Vernachlässigung oder 
Mitnahme der nicht-linearen Terme in der Bewegungsglei-
chung kontrollieren, mit o<. = 0 oder ci. = 1 die Annahme 
I~ I << H. Mit r = o, 1 die Vernachlässigung oder Mit-
nahme der horizontalen Reibung. Durch die Vertikalinte-
gration und die entsprechenden Randbedingungen sind die 
Schwerewellen explizit in das System aufgenommen. 
Das System läßt sich für r = 0 wieder in der Form 
(1.2.1-1) schreiben, ~ie Matrizen A0 , A1, A2,! und A 
sind im Anhang (A1.2 ) definiert. 
Setzt man 6 = ~ 1 ü + ~ 2v = ( ~ 1u + 42V)/h, 
so folgt für das charakteristische Polynom: 
(1.2.4-2) 
Pt(~)= A.3 + 3 E.6A 2 +!Ecl 2 (2f+«.)-c2} ~+<f5(~~d 2-c2 ) • 
.... 
Die Nullstellen lauten 
:-t( 1 ) = - E. 6 + c y;:-~ ~ (E - .... )-1 
c 
d.h. unabhängig von der Wahl t. = 0,1 oder « = o, 1 sind 
alle Nullstellen reell und verschieden. Damit ist das 
System (1. 2. 4-1) als streng hyperbolisch erkannt. 
A.( 1 ) undl( 2 ) stellen die Phasengeschwindigkeit der 
Schwaoewellen dar, A (3 )muß den Rossbywellen zugeordnet 
werden. 
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Die Phasengeschwindigkeiten werden wie in den Fällen oben 
noch durch die im Spaltenvektor B enthaltenen Terme 
"" ( fx! und VH) modifiziert. 
Das Verhalten der A(i) bei den verschiedenen Ver-
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Die relativen Phasengeschwindigkeiten unterscheiden sich 
für / S I << H und '(iji' > > /! J nicht. 
Es ist nicht klar ob das Anfangswertproblem für das 
voll nicht-lineare System (1.2.4-1) sachgemäß gestellt 
ist. Unter der Voraussetzung H = const kann man das 
System symmetrisieren (z.B. Oliger und Kreise 1973), d.h. 
das Anfangswertproblem ist sachgemäß für ein Intervall 
t ~ T. Im linearen Fall E = <X. = 0 läßt sich das 
System auch für H = const symmetrisieren (s.Anhang A1.2). 
Linearleiert man um einen Zustand 6 = c5 0 = --11 Ü0 + 
A2v0 mit ~ = 0, so ist das Anfangswertproblem für ein 
genügend glattes H(x,y) sachgemäß für alle t. ( Kreiss 
w1d Oliger 11973, SundströmJ1977). 
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Erweitert man die Gleichungen (1.2.4-1) durch Reibungs-
terme (r = 1, rechte Seite),so folgt im vereinfachten 
Fall a; 0 y = f = ,.,. bx = 'f~Y = E = c{ = 0 
(1.2.4-2) 
a) ut + c2 fx- * Ah U:xx = 0 
b) St - u X = 0 
und daraus durch Elimination von s 
(1.2.4-3) utt + (c2 + 
.. 
Diese Gleichung ist hyperbolisch für Ah ~ 0 und para-
bolisch für c2 ~ 0. Sie zeigt damit schon die wesent-
lichen Eigenschaften des reibungsbehafteten Systems. 
Ein Wellenansatz der Form U N ei(ae:x-~ t) und ft = Ah* 
führt zur charakteristischen Beziehung 
die für/'"# 0 komplexe Frequenzen ergibt. Die "Wellen" 
sind gedämpft, haben eine reduzierte "Phasengeschwindig-
keit": 
(1.2.4-5) 
und sind dispersiv. 
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Man sieht außerdem, daß für den Fall, daß die Diffusions-
geschwindigkeit t#- ~ die Phasengeschwindigkeit c der 
l 
Schwerewellen übertrifft, GJ rein imaginär wird und damit 
zeitlich nur noch Dämpfung möglich ist. Diese Tatsache 
führt, wie noch beschrieben wird, auch im vollständigen 
viskosen Fall zu einer unterschiedlichen Behandlung des 
Austauschterms hinsichtlich des Differenzenverfahrens. 
Die Klassifizierung in die herkömmlichen Typen "hyper-
bolisch", "parabolisch" läßt eich bei dem viskosen System 
(1.2.4-2) nicht verwenden. Dasselbe gilt für den zwei-
dimensionalen Fall (1.2.4-1) mit r = 1, der sich weder 
als hyperbolisch noch als parabolisch klassifizieren 
läßt. Sundström (1977) bezeichnet das reibungsbehaftete 
System als "unvollständig parabolisch". Es hat bezüglich 
des Anfangswertproblems und des gemischten Anfangs-Rand-
wertproblems ähnliche Eigenschaften wie das reibungslose 
System, erfordert jedoch zusätzliche Randbedingungen durch 
das Auftreten von Ableitungen 2. Ordnung. 
1.2.5 Das Anfangs-Randwertproblem für die 
vertikal-integrierten Gleichungen 
Bei der Integration der hydrodynamischen und thermo-
dynamischen Gleichungen von einem Anfangszustand aus 
(Cauchy-Problem) müssen zu den Anfangsbedingungen wegen 
der Abgeschlossenheit der Integrationsgebiete (Meeres-
gebiete) auch noch Randbedingungen vorgegeben werden. 
Anzahl und Art der Randbedingungen werden, mathmematisch 
gesehen, durch die Art des Differentialgleichungssystems 
-so-
und (im nichtlinearen Fall) durch dessen Lösung be-
stimmt. Die Anfangs-und Randbedingungen haben im allge-
meinen auch eine sinnvolle physikalische Entsprechung. 
Betrachtet man das hyperbolische System erster Ordnung, 
(1.2.5-1) + ••• : 0 
in der ~ einen k-spaltigen Vektor und A1 eine k xk 
Matrix darstellt, für das Gebiet 0 ~ x ~ 1, so ist nach 
Kreise und Oliger (1973) die Anzahl der Randbedingungen 
bei x = 0 durch die Anzahl der positiven, bei x = 1 durch 
die Anzahl der negativen Eigenwerte gegeben. 
Die positiven und negativen Eigenwerte entsprechen ver-
schiedenen charakteristischen Richtungen. Untersucht man 
die reibungsfreien vertikal-integriert~n Gleichungen 
(1.2.4-1), so erhält man für die Eigenwerte der Matrix 







mit ~ = c V 1 -2 +u. f.(f-o{.), ~ 
c
2 
a g(H+GC. ~) und Ü = U/(H +c(~) 
Im Fall, daß E = 1 (nicht-linear) und oc. = 1 ( I; wird 
nicht gegen H vernachlässigt) erhält man also 
u - c, 
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Die Anzahl der positiven und negativen Eigenwerte von 
A1 hängt also von u selbst abe 
Wird Ü positiv in X-Richtung gezählt und nimmt man 
c > u an, so benötigt man bei x = 0 (linker Rand) zwei 
Randbedingungen, wenn u in das Gebiet hineinzeigt 
("Einstrom-Fall"), jedoch nur eine Randbedingung, wenn 
u aus dem Gebiet herauezeigt ("Ausstrom-Fall"). Bei 
x = 1 (rechter Rand) gilt im Einstrom-Fall bzw. Aus-
strom-Fall dasselbe. Im für ozeanographieehe Anwendungen 
uninteressantert'll Fall c < Ü benötigt man bei x = 0 für 
Einstrom sogar 3 Randbedingungen. 
Da die Eigenwerte lokal von der Lösung abhängen, nennt 
man die Punkte bei x = 0 "Einstrom-Punkte", wenn u ::> O, 
und"Ausstrom-Punkte", wenn u < 0. Die Definition für 
x = 1 sind entsprechend mit anderen Vorzeichen. 
Im linearen Fall ( t = 0) braucht man nur jeweils eine 
Randbedingung für den linken und rechten Rand, da 
A{3) = 0 wird. Im Spezialfall der Gleichung {1.2.5-1) 
kann man Ü = 0 für x = 0 und x = 1 fordern (kinematische 
Randbedingung). Da diese Bedingung physikalischen Ur-
sprungs ist, muß sie an einem festen Rand immer gelten, 
so daß u dort aus natürlichen Gründen verschwinden muß 
und damit auch im nicht-linearen Fall am festen Rand 
nur jeweils ~ Bedingung benötigt wird. 
Hat man einen offenen Rand vorliegen, so sind im nicht-
linearen Fall zusätzliche Randbedingungen zu formulieren. 
Die obigen Betrachtungen gelten nach Kreise und Oliger 
(1973) unabhängig von der Anzahl der unabhängigen Varia-
blen und einer möglichen rechten Seite für (1.2.5-1). 
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Bezüglich eines y-Randes ist ü durch v zu ersetzen, die 
obigen Aussagen gelten dann sinngemäß. Im Falle eines 
gekrümmten Randes hat man die Betrachtungen in einem 
tangential berührenden Koordinatensystem:- zu führen. In 
einem numerischen Modell sind die Bedingungen nur für 
geradlinige Ränder vorzugeben, jedoch gibt es hier Schwie-
rigkeit, daß die Bedingungen in den jeweiligen Koordina-
tenrichtungen an den Eckpunkten des Gitters kompatibel 
sein müssen. 
Aus obigem geht hervor, daß eine notwendige Bedingung 
für die Sachgemäßheft mindestens die richtige Anzahl 
von Randbedingungen ist. Schwieriger ist es, die Form 
der Randbedingungen so zu wählen, daß das Problem sach-
gemäß ist, hier muß man eventuell in jedem Einzelfall 
den Nachweis führen. 
Das System (1.2.5-1) läßt sich lokal diagonalisieren, 
indem man u* = R1U als einen Funktionsvektor definiert, 
"' 1'1/ 
in (1.2.5-1) einsetzt und von links mit R-1 multipli-
ziert, wobei R die Matrix der Eigenvektoren von A1 ist. (Siehe Anhang A1.2-a). Das System lautet dann 
(1.2.5-3) + ••• 
Dabei ergibt sich im linearen Fall (siehe Anhang) 
r *' 1/2(~+ ~) 
I ul) = c 0 0 (1.2.5-4) u* = 1/2( t'- ~) ' * rv : u2 A1 0 -c 0 
I * 
\ u3 V 0 0 0 
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* * Da der zu u3 gehörige Eigenwert von A1 verschwinde;, wird 
V weder am linken noch am rechten Rand benötigt. u1 hin-
* gegen muß am linken, u2 am rechten Rand spezifiziert wer-
den, entsprechend dem Vorzeichen der Eigenwerte. Kreise 
und Oliger (1973) fordern, daß die zu den 1 positiven 
* Eigenwerten gehörenden Komponenten von21 am linken Rand 
als Linearkombination der zu den (k-1) nicht-positiven 
* Eigenwerten gehörenden KomponentenSir vorgegeben werden, 
wobei die Form der Linearkombination physikalisch sinn-
voll (z.B. Reflexionsgesetze, Grenzflächenbedingung) ge-
wählt werden kann: 
( 1. 2. 5-5) * * ~I = ~II + f(t) (am linken Rand) 
mit F = Matrix der Ordnung 1 x (k-1) und f(t) einer be-
liebigen Funktion. Jür den rechten Rand gilt entsprechen-
des sinngemäß. 
* * Im obigen Beispiel kann man u1 = u2 am linken oder rechten 
Rand setzen; dies ist gleichbedeutend mit der Forderung 
U = 0 (Grenzfläahenbedingung), Ist der linke Rand of~en, 
so kann man setzen• u~ =- u;+ ~(t), d.h. > = fo(t). 
Damit ist dann auch der Massentransport durch den linken 
Rand festgelegt und kann nicht mehr unabhängig vorgegeben 
werden. Andererseits kann auch ein Transport U0 (t) durch 
* * U0 (t) die Forderung u1 = u2 + c am linken offenen Rand 
vorgegeben werden. Wurtele et al. (1971) verwenden die 
* * Bedingung u1 = 0 bzw. u2 am offenen Rand. 
·r ,.;,-~ Im nicht-linearen Fall ist an Einstrompunkten n~~ ~~r 
' an 
offenen Randes noch eine weitere Randbedingun ..jorzttre, ~) 
* ·- ~ 
schreiben. Da der zur u3 : V-Komponente gehört&! Uritv~rsite:ü ~I 
./ K1e1 q 1 
\~/ 
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Eigenwert nicht mehr verschwindet, ist z.B. die V Kom-
ponente am Einetrompunkt vorzugeben. Sundström (1977) 
zeigt, da~ bei konstanter oder nur langsam veränderlicher 
mittlerer Strömung u das mit den erwähnten Randbedingun-
IV 
gen versehene System der reibungsfreien vertikal inte-
grierten Gleichungen bei konstanter Wassertiefe sachge-
mäß ist. 
Das unvollständig parabolische System (1.2.4-1) für r = 1 
kann nicht mit den oben verwendeten Methoden hinsichtlich 
des gemischten Randwertproblems untersucht werden. Nach 
Sundström (1977) benötigt man abe~;:rA~sRandbedingung am 
linken und am rechten Rand zusätzlich, also insgesamt 
5 Bedingungen. 
In derselben Arbeit werden Vorschläge für Bedingungen ge-
macht die zwar die Sachgemäßheit des Problems erzwingen, 
physikalisch aber etwas undurchsichtig sind. 
Vernachlässigt man die nicht-linearen Terme in der Bewe-
gungsgleichung oder hat man feste Ränder, so benötigt man 
nur noch 4 Randbedingungen. Im vorliegenden Modell werden 
mit Einführung einer Randreibungsschicht und entsprechen-
der "no-slip" Bedingung die Randbedingungen U = 0 am linken 
~ 
und rechten Rand verwendet. Dieser Fall ist als Spezial-
fall in Sundström (1977) enthalten und damit sachgemäß ge-
stellt. 
Eine andere Art von Randbedingungen am offenen Rand ist 
die sogenannte Sommerfeldt'sche Ausstrahlungsbedingung 
ot 
-ay 
c d x = O(am Rand) (1.2.5-6) -+ 
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wie sie von Pearson (1974) betrachtet wird. Dabei steht 
Y jeweils für die abhängigen Variablen. Pearson zeigt, 
daß bei Verwendung von (1.2.5-6) eine Welle mit der Pha-
sengeschwinqigkeit c vollkommen durch den Rand trans-
mittiert wird. Wenn aber die Welle eine andere Phasenge-
schwindigkeit hat oder wenn man die Randbedingung dis-
kretisiert, wird ein Teil der Welle reflektiert und kann 
nach endlicher Zeit zur Zerstörung der Lösung führen, da 
das Problem nicht mehr sachgemäß ist. Versuche, die je-
weils günstigste Phasengeschwindigkeit numerisch zu be-
stimmen und dann (1.2.5-6) anzuwenden, finden sich bei 
Orlanski ( 1976) und Camerlengo und 0 'Brien ( 1980) • Die· 
Lösungen werden aber im allgemeinen nach einiger Integra-
tionszeit unbrauchbar. 
Zusammenfassend kann gesagt werden, daß die Anfangs-Rand-
wert-Probleme im vertikal-integrierten, reibungsfreien 
und reibungsbehafteten linearen oder linearisierten Fall 
keine Schwierigkeiten hinsichtlich der Sachgemäßheit be-
reiten, wenn die Wassertiefe und mittleren Strömungen hin-
reichend langsam veränderlich und die Randbedingungen 
"vernünftig" sind (s.oben). 
Untersuchungen über die Sachgemäßheit barokliner Pro-
bleme sind sehr viel schwieriger. Sie werden im nächsten 
Abschnitt erörtert. 
1.2.6 Das Anfangs-Randwertproblem für 
die baroklinen GleichungBn 
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Betrachtet man z.B. das barokline System (1.2.2-1a-1d), 
(1.2.2-1f) und(1.2.2-8), so ergibt sich 
(1.2.6-1) 0
u C)U 
....O!_+A ~+ ••• 
ot 1 ox = 0 
mit E = {u,v,w,s,s,TJ und A1 wie im Anhang(A1.2 -1) ange-
geben. 
Für E = 6 2 = '( 2 = 1 (siehe 1.2.2) erhält man die Eigen-
werte von A1 aus (1.2.2-9), wenn man ~1 ~ 1 und 
: -12 • A, 3 -= 0 setzt, zu: 
(1) 
;1_ ' ••• , A C4l' s u; A <s > = u + c, A( 6 ) = u -c. 
Im allgemeinen Fall benötigt man insgesamt also 6 Rand-
bedingungen. Da c in diesem Fall die Schallgeschwindig-
keit darstellt, und c )')' u, folgt A..( 5 ) > 0 und 
A( 6 ) < 0, d.h. es muß jedenfalls eine Randbedingung 
am linken und eine am rechten Rand vorgegeben werden. 
Die Vorgabe der anderen Randwerte richtet sich danach, 
ob ein Einstrom oder Ausstrompunkt vorliegt. Im Fall 
u = 0 {z. B. fester Rand) ist arn linken bzw. rechten Rand 
nur eine Bedingtmg nötig. 
Dieselbe Aussage gilt im Fall 62 = ( 2 = 1 auch für die 
anderen Raumdimensionen y,z. 
Im Fall der Inkompreesibilität ( 2 = 0 hingegen ist das 
System, wie bereits erwähnt, nicht mehr hyperbolisch; 
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Im Fall ö2 = 0, also im Fall der hydrostatischen 
Approximation, artet das System derart aus, daß in 
(1.2.6-1) eine triviale Nullzeile entsteht, da in der 
dritten Bewegungsgleichung weder Ableitungen nach x,y 
noch nach t vorkommen. 
Oliger und Sundström (1976) kommen bei ihrer Analyse 
zu dem Schluß, daß in diffusionsfreien baroklinen 
Systemen jede Spezifikation von lateralen Randbedingun-
gen zu einem unsachgemäßen Problem führt. Läßt man je-
doch Reibung und Diffusion zu, so werden laterale Rand-
bedingungen notwendig. Im Palle eines festen Randes ist 
dies unproblematisch, führt jedoch bei offenen Rändern 
zu unerwünschten Randschichten. 
Die Sachgemäßheit von nicht-hyperbolischen Systemen wird 
oft durch die "Energiemethode" bewiesen, die das Prinzip 
der Erhaltung der Varianz alle vorherzusagenden Größen 
verwendet. 
Dieses Prinzip wird bei den meisten heute vorhandenen 
numerischen Modellen auch im diskreten Pall befolgt. 
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1.3 Die Diskretisierung in finiten Differenzen 
Die zu integrierenden Gleichungen (1.1.2-6) werden verti-
kal und horizontal diskretisiert, wobei die einschlägigen 
Methoden benutzt werden (z.B. Bryan (1969), Simons (1973), 
Haney (1974)l Da die Ostsee ein Nebenmeer ist, das in vie-
ler Hinsicht den Großen Seen in Nordamerika ähnlich ist, 
wird das Modell von Simons als Grundlage verwendet. Das 
letztere ist ein baroklines Mehrschichtenmodell, daß so-
wohl in Simons (1973) als auch in Simons (1980) beschrie-
ben ist. Es wird daher nur auf einige spezielle Abänderun-
gen und Details eingegangen, die dort nicht behandelt wer-
den. Die Diskretisierung in vertikale Schichten, die auch 
bei den Betrachtungen in §1.1.4 als sinnvoll erkannt wur-
de, kann auf zwei verschiedene Arten vorgenommen werden: 
1. Das Gebiet wird vertikal in vorgegebenen Abständen Dk 
durch Flächen z = const unterteilt. Durch die Flächen ist 
der Fluß von Impuls und Masse möglich. 
2. Das Gebiet wird vertikal durch Grenzflächen 9k=const 
unterteilt, die sich bewegen können Zk=h(x,y,t). 
Während man die erste Art der Diskretisierung als mathe-
matische Approximation der in z kontinuierlichen Gleichun-
gen (1.1.6-2) auffassen kann, ist die 2. Art die mathema-
tisch exakte Beschreibung einer physikalischen Approxima-
tion (Pedlosky 1979), die beide ihre Vor-und Nachteile 
haben. 
Die zweite Methode führt zu dem Problem, daß Grenzflächen 
im gesamten oder in Teilgebieten verschwinden können, 
die Meeresoberfläche und den Boden zu verschiedenen Zeiten 
und an verschiedenen Orten schneiden und eventuell wieder 
neu definiert werden müssen. 
z 
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In den vorliegenden Modellrechnungen wird die erste Art 
bevorzugt, die je nach Schichtdicke einen starken verti-
kalen Diskretisierungsfehler aufweisen kann, dafür aber 
in der mathematischen Formulierung bedeutend einfacher 
zu handhaben ist. 
Die Integration in der Zeit wird über ein explizites Ver-
fahren bewältigt, es müssen also keine Gleichungssysteme 
gelöst werden. Dafür muß man das Verhältnis von räumli-
cher Gitterweite und Zeitschritt beschränken, abhängig 
von der lokalen Phasengeschwindigkeit der schnellsten 
Wellen des Systems oder von der lokal schnellsten Diffu-
sionsgeschwindiekeit. In den meisten Fällen ist erstere 
Bedingung die größere Einschränkung (Courant-Friedrich-
Levy-Bedingung). 
Die Diskretisierung in horizontaler und vertikaler Rich-
tung ist so eingerichtet, daß in Abwesenheit von Reibung 
und Diffusion die Varianz aller Größen erhalten bleibt. 
1. 3.1 Diskretisierung in vertikale Schichten 
X 
----·-· -_ .. ------·--lil:.....;).......;;;.. __ z o =s, ~ o '~ = z-B, qo =0 
--------------- Z 1,(0, T, q) 1 




Die Diskretisierung wird durch obige Abbildung deutlich, 
wobei die Zk,k=O, ••• , K(x,y) die Schichtgrenzen, Dk+1~2 
die Schichtdicken sind, für die gilt: Dk+1/2 >~ ( • wk 
ist die zur Grenzfläche Zk gehörende Normalengeschwindig-
keit, Tk' qk die an der Grenzfläche wirkenden Schub-
spannungen und diffusiven Massenflüsse. K ist die Anzahl 
der Schichten. Für die vorliegenden Rechnungen wurde 
Kmax = 1, 4 oder 10 verwendet (K = K(x,y) ~ Kmax!). 
Die Gleichungen (1.1.2-6) werden zwischen den Schicht-
grenzen Zk und Zk_ 1 vertikal integriert. Die hydrosta-
tische Grundgleichung wird dazu benutzt, die horizonta-
len Gradienten vom barotropen (pe) und baroklinen (pi) 
Druckanteil zu berechnen, die Kontinuitätsgleichung für 
die Berechnung der Vertikalgeschwindigkeit an den Flächen 
ZK. Die exakte Formulierung der Schichtgleichungen ist 
in Simons (1973) zu finden und wird hier nicht im Einzel-
nen beschrieben. 
Die Bewegungsgleichung für die 
in der k-ten Schicht (Zk_1-Zk) 





-mittlere Geschwindigkeit u 
lautet im wesentlichen 
T0 =ts ist der Windschub, TK(x,y)=Tb die Bodenschub-
spannung. An dieser Gleichung sieht man deutlich den Mecha-
nismus der Impulsübertragung von einer Schicht zur anderen. 
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Summiert man die Bewegungsgleichungen der Schichten auf, 
so bekommt man per Konstruktion die vertikal integrierten 
Bewegungsgleichungen für den Volumentransport (1.1.2-8). 
Bildet man andererseits jeweils die Differenz zwischen auf-
einanderfolgenden Schichten, so erhält man K-1 Vorhersage-
gleichungen für die Geschwindigkeitsdifferenzen 
ßk = ük_ 1; 2 - ük+ 1/ 2 • Die K-1 Gleichungen für die"Scherun-
o 
gen" ük zusammen mit der vertikalintegrierten Bewegungs-
gleichung des Volumentransportes geben insgesamt wieder 
K Gleichungen, die formal eine ganz ähnliche Struktur auf-
weisen. 
Die Seherungegleichungen enthalten jedoch nicht mehr den 
barotropen Anteil, da dieser bei der Differenzenbildung her-
ausfällt. Andererseits ist die Bewegungsgleichung für den 
Volumentransport nur über die baroklinen Druckgradienten 
angekoppelt (1.1.2-8). 
Dieses Verfahren erlaubt es nun, die Seherungegleichungen 
mit einem größeren Zeitschritt zu bearbeiten, da die 
schnelleren Oberflächenwellen "herausgefiltert" und nur 
noch die langsameren internen Wellen den Zeitschritt fest-
legen. Bei den Modellrechnungen wurde ein 5-mal größerer 
Zeitschritt für die Vorhersage der Scherungen und Dichte-
advektion/Diffusion verwendet. 
Die Gleichung der Dichteerhaltung wird ebenso wie die Be-
wegungsgleichungen für eine Schicht vertikal integriert. 
Dazu müssen die mittleren Strömungen in jeder Schicht be-
kannt sein. Nachdem man also die Scherungsgleichungen in-
tegriert hat, muß vor der Integration der Dichteerhaltungs-
gleichung aus den Seherungegleichungen und aus dem Volumen-
transport wieder die Schichtströmungen berechnet werden. 
Der zeitliche Ablauf des Integrationsverfahrens ist im 








1.3.2 Diskretisierung der horizontalen 
und zeitlichen Koordinaten 
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Auf einer im Zentrum der Ostsee ( Cf= 60°, A = 20°) be-
rührenden Tangentialebene (§1.3.5) wird ein quadratisches 
Gitter mit einer Gitterweite 4e = llx = LJ.y = 10 km defi-
niert. Die Variablen sind räumlich und zeitlich gegenein-
ander versetzt , Abb. ( 1. 3-2) • Die Differenzenformulierung 
ist generell explizit. Es werden räumlieb zentrale und 
zeitlich sowohl zentrale-als auch Vorwärtsdifferenzen ver-
wendet (siehe unten). 
Das verwendete Gitter besteht aus 2 Netzen und entspricht 
dem Gittertyp (E) in der Darstellung von Mesinger und 
Arakawa (1976). Seine Vor- und Nachteile werden dort und 
in Simons (1980) diskutiert. 







o S , T , w, 5' -Punkte , Netz 1 
• dito , Netz 2 
* U,V,u,v-Punkte, Netz 1 u.2 
Küstenpunkte sind Strom-
punkte. Horizontale Gradi-
enten werden im um 450 ro-




j- Punkte sind auch zeitlich 
gegen U,V-Punkte versetzt • 
Abb. (1.3-2) 
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Dieses Gitter ist sowohl für die Volumentransport-ale 
auch für die Scherungsgleichungen, die eine ähnliche 
Struktur haben, geeignet, da sich die Randbedingungen 
U =0 bzw. Utan =0 leicht vorgeben lassen. Außerdem läßt Nn N g 
das Gitter eine günstige Approximation des Coriolis-Terms 
zu. Im Anhang sind die Differenzenformeln im Zusammenhang 
mit der Zeitintegration skizziert (A1.3). 
Der Nachteil des aus 2 Netzen bestehenden Gitters ist das 
Auftreten von Gitterdispersion, besondere in Gebieten mit 
schlechter horizontaler Auflösung. Als Maß des räumlichen 
Diskretisierungsfehlere ist sie jedoch ein Indikator für 
die Güte der Differenzenapproximation. Verfahren zur Eli-
mination von Gitterdispersion findet man z.B. bei Janjic 
(1974). Eine Verringerung der Gitterdispersion kann auch 
durch eine verbesserte Auflösung erreicht werden; dies 
hat unter anderem dazu geführt, daß das ursprünglich ver-
wendete 20km-Netz der Ostsee durch ein 10-km Netz ersetzt 
wurde. Der Effekt der Gitterdispersion wird in §1.3.4 noch 
einmal aufgegriffen. 
Die Integration der Kontinuitätsgleichung, der Gleichungen 
für den Volumentransport und der Seherungegleichungen wird 
entlang der x' ,y'-Koordinaten ausgeführt, mit Ausnahme der 
horizontalen Dichteadvektion, die im x,y-System berechnet 
wird, wobei benötigte Zwischenpunkte nach Bedarf interpo-
liert werden. 
Alle räumlichen Ableitungen werden durch zentrale Diffe-
renzen approximiert, so daß der Diskretisierungsfehler 
0(Ax2 ) beträgt. Zeitliche Ableitungen werden teils durch 
zentrale-, teils durch Vorwärtsdifferenzen ersetzt, so 
daß der Fehler hier O(At 2 ) bzw. 0(4t) beträgt. Bei expli-
ziten Verfahren erfordern zentrale Differenzen im Raum 
auch zentrale Differenzen in der Zeit, wenn das Diffe-
rentialgleichungssystem hyperbolisch ist, jedoch 
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Vorwärtsdifferenzen in der Zeit, wenn das System parabo-
lisch ist, um stabile Approximationen zu erhalten. In 
§1.2 wurde gezeigt, daß die Modellgleichungen weder der 
einen noch der anderen Klasse angehören, beiden aber ver-
wandt sind. Daher werden die Differenzenformulierungen 
termweise angepasst, so daß im Falle des Überwiegens des 
einen (z.B. Advektion) oder anderen (z.B. Diffusion) 
Effekts Stabilität gesichert ist. 
Der horizontale Druckgradient wird in den Volumentrans-
portgleichungen z. B. zeitlich zentral approximiert, der 
Austauschterm aber mit Vorwärtsdifferenzen. Die Stabili-
tätskriterien sind für beide Fälle verschieden (§1.3.3). 
Ebenso wird bei einigen Rechnungen die Dichteadvektion 
durch ein Lax-Wendrow-Schema (Zwei-Schritt) approximiert, 
die Dichtediffusion durch Vorwärtsintegration in der Zeit. 
Das Lax-Wendrow Integrationsschema beinhaltet eine starke 
numerische Diffusion, da z.B. im Falle der Gleichung 
~t + uyx durch die Lax-Wendrow Approximation ein virtu-
eller Diffusionsterm der Größenordnung 1/2u2~tfxx auf-
tritt, der im Verhältnis zur physikalischen Diffusion 
ASxx von Bedeutung sein kann. Im Modell wird 6 t ~ 15min 
verwendet. Ist dann A~105cm2/s, so würde für u ~ 30cm/s 
die virtuelle Diffusion von gleicher Größenordnung sein 
wie die physikalische. In der Vertikalen können die Ver-
hältnisse ähnlich ungünstig sein. 
Dennoch wurde ein Lax-Wendrow verwandtes Verfahren verwen-
det, um die Dichteerhaltungsgleichung zu integrieren. Das 
Prinzip ist im Anhang A1.3 skizziert. Es hat den Nachteil, 
daß horizontale sowie vertikale Diffusion benötigt werden, 
um die Rechnung stabil zu halten. 
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Durch Anwendung des v.Neumann'schen Ansatzes auf die 
Differenzengleichungen erhält man bezüglich der Bewe-
gungsgleichungen eine charakteristische Gleichung 3.0rd-
nung (Gl.A1.3.-9), d.h. die Differenzengleichung erlaubt 
genau 3 Wellenlösungen. Da auch das kontinuierliche Pro-
blem nur 3 Lösungen zulässt (s.§1.2.4), treten also keine 
zusätzlichen numerischen Pseudolösungen auf, obwohl das 
"leap frog" Schema verwendet wird. Da nämlich U,V und f 
zeitlich versetzt sind, können im linearen Fall die nume-
rischen Pseudolösungen nicht auftreten. Das verwendete 
Verfahren zur Berechnung der Dichteadvektion-und Diffusion 
lässt ebenfalls keine numerischen Pseudolösungen zu 
(s.A1.3). 
1. 3. 3 Stabilitätsschranken 
Wegen des expliziten Charakters der verwendeten Differen-
zenschemata müssen Zeit-und Ortsschritt gewissen Ein-
schränkungen unterworfen werden, damit die numerische Lö-
sung endlich bleiben kann. 
Bei Verwendung eines Wellenansatzes (v.Neumann-Methode) 
für die im Anhang aufgeführten Differenzengleichungen der 
vertikalintegrierten bzw. der Seherunga-Gleichungen er-
gibt sich ein kubisches Polynom (Gl.A1.3-9), dessen Null-
stellen A. = eil.~ t die für die Stabilität notwendige Be-
dingung I A. I~ 1 erfüllen müssen. Daraus ergeben sich die 
folgenden Schranken, wobei Ah der Diffusionskoeffizient 




1. Keine Reibung/Diffusion 
LlS 
( 1. 3. 3-1) At ~ 
Für f= 0 ist diese Bedingung identisch mit der Courant-
Friedrich-Levy Schranke. Da im allgemeinen gH?7(f/2·js) 2 
gilt, kann der Korrekturterm (f/2 •4s) 2 für praktische 
Rechnungen vernachlässigt werden. Für das Ostseemodell 
ergibt sich wegen H = 233m die Schranke 6t <( 210s, 
max 
so daß ein ~t = 3min die obige Bedingung gut erfüllt. 
2. Coriolis-Effekt auf die Stabilität ist vernachlässig-
bar, aber Reibu~g/Diffusion I 0 
In diesem Fall ergeben sich die Bedingungen 
( 1. 3. 3-2) (As)
2 
~t < 
B 4Ah+ 2 (4s) 2 
und 
( 1. 3. 3-3) Llt < .:1s 2Ah/4s + BLls/ 4 
yg~ ( 1 - VgHmax 1 
) 
Im allgemeinen sind die Bedingungen (1.3.3-1) oder 
(1.3.3-3) schärfer als (1.3.3-2). Alle Schranken können 
für bestimmte Wellenlängen günstiger liegen (s.Anhang A1.3). 
Hier sind die ungünstigsten Fälle berücksichtigt. 
Wird Ah oder B zu groß, so muß ~t entsprechend einge-
schränkt werden. Dies ist äquivalent mit der in 1.2.4 auf-
geführten Tatsache, daß das unvollständig parabolische 
Gleichungssystem für große Ah in ein parabolisches System 
überführt wird. 
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Aus (1.3.3-3) geht hervor, daß 2Ah/~s als Maß für die 
Diffusionsgeschwindigkeit nicht die Phasengeschwindigkeit 
~überschreiten darf. Ebenso kann die Bodenreibung nicht 
beliebig groß gewählt werden. 
Da die Seherungegleichungen in ihrer Struktur den vertikal-
integrierten Gleichungen ähnlich sind, erhält man die 
Schranken für den "internen" Zeitschritt ~t >At gemäß 
(1.3.3-1) bis (1.3.3-3), wenn man statt g die reduzierte 
Schwere g' = g,6~/~ 0 undBausder Schubspannung an der 
Unterseite der Schicht ausrechnet. 
Das verwendete Verfahren für die Dichteerhaltungsglei-
chung liefert jedoch eine restriktivere Bedingung. 
Bei der Integration der vereinfachten Dichteerhaltungs-
gleichung gt + u0 ~x- A9xx = 0 mit der im Anhang A1.3 
skizzierten Methode ergibt eich für die Differenzenglei-
chung wieder eine charakteristische Gleichung Cs.Gl. 
A1. 3-16) in -1. • 
Aus der Bedingung 1~/~ 1 erhält man Restriktionen für 
~t, die sowohl vom Austauschkoeffizienten A für Dichte 
als auch von der Advektionsgeschwindigkeit u0 abhängt. 
Im Fall u = 0 ergibt sich 6t < (Ax) 2/(2A), eine zu 
0 -(1.3.3-3) entsprechende Bedingung_._Im Fall u0 ~ 0 erhält 
man eine kubische Gleichung für At. deren numerische 
Auswertung zeigt, daß es Bereiche gibt, für die fAI ~1 
bleibt. Betrachtet man ~t als durch die Courant-Fried-
richs-Levy-Bedingung gegeben, so ergibt sich aus 
Gl. (A1.3-12) mit IA.J ~ 1 eine quadratische Gleichung für 
A, die zwei reelle Lösungen zuläßt, solange /u0 / nicht 
zu groß wird. Die Lösungen A1 < A2 definieren ein Inter-
vall [A1,A2] , dessen Breite von u0 abhängt. 
Für die Modellrechnungen wurde 6t = 5 • b. t = 15min ge-
wählt. Bei Verwendung von A = 105cm2/s läßt die Bedingung 
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Advektionsgeschwindigkeiten von knapp 30cm/s zu. Im 
mehrdimensionalen Fall kann man ähnliche Bedingungen ab-
leiten. Alle Schranken sind nur notwendige Bedingungen 
für die Stabilität und gelten lokal und ohne Berücksich-
tigung der Ränder. 
In der vertikalen Richtung hat man ebenfalls Schranken 
zwischen Zeitschritt und Schichtdicke 6Z einzuhalten. 
So ergibt sich in einem einfachen Diffusionsmodell die 
zu (1.3.3-2) äquivalente Bedingung. 
( 1. 3. 3-5) ~t 
' 
wobei Av ein vertikaler Austauschkoeffizient ist, d.h. 
bei vorgegebenem Av darf die Schichtdicke nicht zu 
klein werden. 
Werden die nicht-linearen Terme in den Bewegungsgleichun-
gen mit berücksichtigt, so wird die Courant-Friedrichs-
Levy-Bedingung bei einer Advektionsgeschwindigkeit !o 
verschärft z.B. zu 
1 
(1.3.3-6) < 
(Mesinger und Arakawa, 1976). 
lehlerbetrachtungen 
Als Fehlerquellen in einem numerischen Modell werden der 
Diskretisierungsfehler, die numerische Dissipation bzw. 
Diffusion und die numerische Dispersion verstanden, die 
auch häufig als Phasenfehler bezeichnet wird. Über den 




Die Ausführungen in A1.3 zeigen, daß das verwendete Diffe-
renzenschema für Volumentranapart-und Seherungegleichungen 
nicht dissipativ ist. Weiterhin ergibt sich, daß die nume-
rische Approximation der physikalischen Diffusion Ah die 
wahre Diffusion unterschreitet (Gl.A1.3-15). Für 2As-
Wellen ist das Verhältnis von approximierter zu wahrer 
Diffusion (2/Tr) 2 < 1, obwohl diese Wellen durch das Schema 1Ur 
Ah F 0 am stärksten gedämpft werden. Die Dämpfung durch 
die Bodenreibung ist auch im numerischen Fall unabhängig 
von der Wellenzahl und ist außerdem unabhängig von der 
Gitterweite 4s. Für quasi-geostrophische Bewegungen ist 
die physikalische Dämpfung, wie im kontinuierlichen Fall 
(z.B. Sundström 1977), größer als für Schwerewellen (Faktor 2, 
siehe Anhang A 1. 3 .} 
Die Dämpfungseigenschaften des Lax-Wendrow-Schemas für die 
Dichteadvektion sind in §1.3.2 diskutiert worden. Das einfa-
chere Schema (A1.3-7) funktioniert nur bei Vorhandensein 
physikalischer Dichtediffusion; die in Wirklichkeit variable 
Advektionsgeschwindigkeit u0 hebt den Dämpfungseffekt wieder 
auf (Gl.A1.3-16 und-17), so daß eine gewisse von u0 abhän-
gige Balance erreicht wird. Die Diffusion (physikalisch oder 
numerisch) führt im Modell zur Zerstörung von Fronten 
(Simons, 1980). 
Dispersion/Phasenfehler: 
Dieser Fehler macht sich in der numerischen Verzögerung 
einzelner Wellenkomponenten bemerkbar. Das Differenzenschema 
(A1.3-4) verzögert, wie die meisten Schemata, die Wellen mit 
wacheenden Wellenzahlen (siehe Gl. A1.3-10,-11,12a im An-
hang). Wellen mit einer Wellenlänge 2As'(45°-System) können 
sogar als falsche Trägheitswellen auftreten, wenn sie nicht 
entsprechend gedämpft werden, wie man den Formeln im Anhang 
A1.3. entnehmen kann. 
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Im reibungsbehafteten Medium wird der Verzögerung von 
Wellenkomponenten dadurch etwas entgegengewirkt, daß die 
durch physikalisch vorhandene Reibung entstehende natür-
liche Verzögerung durch die Numerik verringert wird 
(Gl.A1.3-15). 
Auch das ~ax-Wendrow-Verfahren sowie das vereinfachte 
Verfahren~1.3-7)zeigen unangenehme dispersive Eigenschaf-
ten, wie man z.B. aus (A1.3-18) sieht. 
Der dispersive Charakter der Methoden führt häufig im Mo-
dell dazu, daß bei Verwendung von Wärmeleitung Temperaturen 
auftreten, die größer als die maximal vorgegebene Anfangs-
temperatur ist, obwohl kein Einstrahlungsmechanismus wirkte 
(Verstoß gegen den 2. Hauptsatz der Wärmelehre). Dieser 
Tatbestand wurde von S.Struve (1978) näher untersucht (Auf-
treten von Negativ-Konzentrationen) und kann sinnvoll durch 
sogenannte "anti-flux"-Methoden (Book et.al, 1975) behoben 
werden. 
Gitterdispersions 
Die schon in §1.3.2 erwähnte Gitterdispersion, die darauf 
beruht, daß U und V-Punkte nicht räumlich gegeneinander 
versetzt sind, führt dazu, daS die beiden auf dem jeweili-
gen Fundamental-Netz quaei-unabhängigenLösungen sich in 
der Zeit immer weiter voneinander entfernen. 
In einer 20-km Ostsee wurde der Effekt der Gitterdisper-






••• l~ ... , 
Auf der nebenstehenden 
Zeichnung sind ~Punkte 
dargestellt. ~-Punkte 
des einen Netzes sind mit 
X, die des anderen mit • 
bezeichnet. 
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Als Maß für die Gitterdispersion wird nun die Differenz 
( 1. 3. 4-1) 
definiert Qit dem Mittel ~ij über 4 Nachbarpunkte des 
anderen Gitters: 
( 1. 3. 4-2) 
Bei Abwesenheit von Gi tterdieparsion sollte ~ ij ~ .f ij 
sein. Da die Lösungen auf den verschiedenen Netzen sich 
im Laufe der Integration immer mehr voneinander entfernen, 
wurde ein räumlich konstanter Südwind mit einem linearen 
Anstieg auf 10m/s innerhalb von 8 Tagen auf das Modell an-
gewendet. Jeden Tag wurden Karten der d-Werte ausgegeben. 
Dabei wurde folgendes festgestellt: Die größte Dispersion 
tritt in Bereichen schlechter räumlicher Auflösung auf, 
und dort besonders im Küstenbereich. Die Dispersion wächst 
im Laufe der Zeit an. In Abb. (1.3-3) ist eine Karte von 
d-Werten dargestellt, wie sie sich nach 8 Tagen einstellt. 
Es treten maximale Abweichungen dmax von 10cm auf, der 
mittlere Wert von d beträgt 1 cm, die Standardabweichung 
1.5cm. Man sieht, daß die stärksten d-Werte im Bereich der 
Rigaer Bucht und der Aalandsee erreicht werden. Die mitt-
lere Ostsee zeigt die kleinsten Fehler, wenn man vom 
Küstenbereich absieht, sie betragen höchstens 1cm. 
Eine Verfeinerung des Gitters auf 10km scheint angebracht, 
da die d-Werte als Maß des horizontalen Diskretisierungs-
fehlers interpretiert werden können. 
Bei den Mehrschichtenrechnungen trat in den Schichten 
mit starker Bodenvariation auch dann unangenehme Dispersion 
auf. 
Die Abbildung der Ostsee auf eine 
Tangentialebene mit Modelltopographie 
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Um die Modeliierung der Ostsee in einem kartesischen Koor-
dinatensystem behandeln zu können, wurden die Konturen der 
Ostsee auf eine Tangentialebene projiziert, die im Punkte 
d = 60°N und A = 20° E (Aalandsee) die Erdkugel mit To o 
dem Radius R berührt. Die Abbildungsformeln sind im An-
hang A1.3 angegeben. Abb. {1.3-4) zeigt die Ostsee 
auf dieser Ebene zusammen mit dem verwendeten 10km-Gitter. 
Die maximale Verzerrung in der Lübecker Bucht bzw. bei 
Leningrad oder Kemi beträgt 1-2km. Die Tangentialebene 
kann als f-Ebene mit f = 1.26 * 10-4 angesehen werden, 
wenn man beim Obergang von Kugelkoordinaten zum kartesi-
schen Tangentialebenen-System die Krümmung der Erde und 
die meridionale Abhängigkeit von f vernachlässigt. 
Wie man aus der Abbildungsfunktion erkennt, ist die Tan-
gentialebene mit dem vorgegebenen kartesischen System x,y 
keine ß-Ebene, da die Linien x = const keine Meridiane 
darstellen und somit f sowohl von y als auch von x ab-
hängt. 
Der Obergang des Systems der hydrodynamischen Gleichungen 
von Kugelkoordinaten auf das spezielle stereographisch 
erzeugte kartesische System ist nicht näher untersucht 
worden. 
Die Modellrechnungen sind zwar teilweise mit variablen 
f = f(y) vorgenommen worden, jedoch spielt die Variation 
von / t ~; J im Verhältnis mfHy/HJ des Bodens eine unter-
geordnete Rolle (topographischer ß-Effekt überwiegt 
planetarischen, siehe 2.3.1). 
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1.3.6 Modellrealisierung auf dem Rechner 
Aus Seekarten der Ostsee wurden an 5km ~ 5km-Gitterpunkten 
der in 1.3.5 beschriebenen Tangentialebene Tiefenwerte ab-
gelesen. Das 2-dimensionale Tiefenfeld wurde dann in bei-
den Koordinatenrichtungen 3-fach übergreifend mit den Ge-
wichten 1/4, 1/2, 1/4 gemittelt und an 10km ~ 10km-Gitter-
punkten abgetastet. Die Modellküsten sind durch die Tiefe 
H=O definiert. Die im Modell benutzte Tiefenverteilung der 
Ostsee ist in Abb.( 1.3-5) dargestellt. Die tiefste 
Stelle beträgt 233m in der Aalandsee (in Wirklichkeit 
tiefer). 
Die Eigenschaften der Ostseetopographie werden in Ver-
bindung mit Rossbywellen, Wirbeln oder anderen Phänomenen 
weiter unten behandelt. 
Durch die 10-km Abtastung ergeben sich 115 Punkte in 
Ost-West-Richtung und 131 in Nord-Süd-Richtung, das macht 
rund 15000 Gitterpunkte, von denen aber nur 1/4 echte 
aktive Rechenpunkte sind, der Rest ist Land. 
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1.4 Die im Modell verwendeten Anfangs-
und Randbedingungen 
Weiter oben wurde untersucht, welche physikalischen und 
mathematischen Rand/Anfangsbedingungen nötig sind. Hier 
wird auf die im Modell verwendeten eingegangen. 
1.4.1 Das Initialisierungsproblem 
Es wurde gezeigt, daß im barotropen Fall U,V,s beliebig 
zur Zeit t = t 0 an allen Gitterpunkten vorgeschrieben wer-
den kann. Im baroklinen Modell können in jeder Schicht 
uk' vk' ~kund szur Zeit t = 0 (s.§1.4) vorgegeben werden. 
Die beliebige Vorgabe uk' vk' ~k' swürde eine schockartige 
Anregung von Trägheits/Schwerewellen verursachen, die dis-
persiv ausstrahlen und das Meer an das quasi-geostrophische 
Gleichgewicht adaptieren (Roasby(1938), Cahn(1945), Bolin 
(1953),Fjeldstad(1958)). Diese sogenannte "geostrophische 
Adjustierung" wird im realen Meer außerdem durch die Rei-
bung beeinflußt. In der meteorologischen Wettervorhersage 
sind eine Reihe von Techniken entwickelt worden (z.B. Hal-
tiner, 1971), die aus dem lückenhaften und unbalanzierten 
Beobachtungsdaten geostrophisch adjustierte Anfangswerte 
für die Modellvorhersage konstruieren. 
Ba es außer einem klimatOlogischen keinen Datensatz der 
gesamten Ostsee gibt, der für einen bestimmten Simulations-
zeitpunkt die hydrographischen Daten T, S wenigstens auf 
einem groben Gitter synoptisch bereitstellt, kann das zu 
T, S gehörende Anfangsfeld der Strömung nicht konstruiert 
werden. Aber selbst wenn es einen solchen Datensatz gäbe, 
mUsste man das Modell zunächst als diagnostisches Modell 
rechnen lassen, um ein su T, S passendes Strömungsfeld als 
Anfangsverteilung zu finden. Dabei würde die Frage der 
Stärke von Diffusion und Reibung im Modell eine wichtige 
Rolle spielen. Auf die Verwendung von klimatologischen 
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T, S-Daten in diagnostischen Modellen wird weiter unten 
eingegangen (§2.2.1). 
Im vorliegenden Modell wurde für die barotropen und baro-
klinen Rechnungen von einem Gleichgewichtszustand 
u=v= r = 0 ausgegangen, so daß nur eine vertikal geschich-
tete Ostsee zu diesem Strömungsfeld vorgegeben werden konn-
te, um Adjustierungsrechnungen zu vermeiden. 
1.4.2 Randbedingungen in der geschlossenen Ostsee 
Als Randbedingungen werden die in §1.1.3 bzw. im Anhang 
A1.1 aufgeführten Bedingungen verwendet mit den folgenden 
Vereinfachungen: 
Statt der Bedingungen für Temperatur und Salz wird nur eine 
analoge für die Dichte verwendet. Es wird weder Niederschlag 
und Verdunstung noch der Wärmefluß an der Meeresoberfläche 
berücksichtigt. Die durch die Frischwasserzufuhr der Flüsse 
bewirkte Salz-bzw. Dichteänderung wird ebenfalls unberück-
sichtigt gelassen. Die Verwendung von "no-elip"-Bedingungen 
an den horizontalen Rändern erfordert die Verwendung eines 
horizontalen Austauschkoeffizienten für Impuls, da das ma-
thematische Problem sonst nicht sachgemäj-wäre (§1.2.5). 
1.4.3 Randbedingungen in der offenen Ostsee 
Durch die Belte ist die Ostsee mit dem Kattegatt und der 
Nordsee verbunden. Die Vorgänge in den Belten werden maß-
gebend durch Windstau-und Rücklauf-Effekte bestimmt (z.B. 
Dietrich und Schott(1974)). An den offenen Rändern der Ost-
see, also den Belt-Eingängen, werden spezielle Randbedin-
gungen benötigt. 
In §1.2.5 wurde erörtert, daß im linearen vertikal inte-
grierten Modell ohne Diffusion entweder der Volumentrans-
port normal zum offenen Rand oder der Wasserstand oder 
eine charakteristische Kombination von beiden vorgegeben 
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werden kann. Im nichtlinearen Fall müsste man noch die zum 
Rand parallele Komponente des Volumentransports bei Ein-
ström vorgeben. Obwohl die nicht-linearen Terme in den Bel-
ten möglicherweise von Bedeutung sind, können sie schon 
auf Grund der Modellauflösung (s.unten) nicht berücksich-
tigt werden. Durch das Vorhandensein von Diffusion wird 
noch eine weitere Bedingung am Rand benötigt. Diese muß 
man physikalisch aus der dynamischen Grenzflächen-bzw. 
"no-slip" oder "free-slip" .Bedingung begründen . 
Sundström (1977) hat Beispiele für sachgemäße Randbedingun-
gen dieses Problems angegeben. 
Die Diskretisierung der Randbedingungen ist eng mit dem 
gewählten Gitter und der vorgegebenen Geometrie verbunden. 
Der offene Rand wird im Fehmarnbelt und im öresund wirksam. 
Die Öffnung am Fehmarnbelt hat im Modell die in nebenste-
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Abb. (1.4-1) 
Die Darstellung entspricht etwa der Modellauflösung dieses 
Gebietes. Der öresund wird in der gleichen Art abgebildet, 
jedoch hat der Sund entsprechend eine Nord-Süd-Lage. Zur 
Vereinfachung wurde angenommen, daß sich Ein-und Ausstrom 
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des Öresunds synchron mit dem Fehmarnbelt ändert und der 
Volumentransport einen bestimmten Prozentsatz des Fehmarn-
belt-Transports ausmacht. 
Es wurden verschiedene Bedingungen im Fehmarnbelt verwendet, 
die darauf hinauslaufen, den Volumentransport UB am Belt 
dirWrtvorzugeben oder durch Vergleich den Wasserstand des 
Modells an den des Belts anzupassen. Als zweite Bedingung 
wird VB = 0 verwendet, d.h. der Ein/Ausstrom erfolgt nur 
senkrecht zum Rand. VB = 0 kann man auch deuten als Vorgabe 
von oV/ ox(B derart, daß VB= 0 ZU jedem Zeitpunkt gilt. 
Da Geometrie und Auflösung der Beltöffnung nur einen inne-
ren Strompunkt zulassen, (der nördlich und südlich benach-
barte Strompunkt also Küstenstrompunkt ist, für den die 
"no-slip" Bedingung gilt) wird implizit das in der Zeich-
nung skizzierte horizontale Stromprofil verwendet. 
Die Vorgabe JB = ~ UB,O} hat ~~eh ~ine andere wichtige 
Konsequenz. Da das Modell in 45 -rotierten Koordinaten 
integriert wird, wird der Volumentransport gleichmäßig auf 
t ' UB und VB (a.Zeichnung oben), d.h. auf die beiden benach-
barten :r-Punkte, die ja verschiedenen Netzen angehören 
(§1.3.4), verteilt. Würde der ~-Punkt des einen Netzes 
eine größere/kleinere Wassermenge als der des anderen 
Netzes erhalten, so würde sich von dieser Region eine der-
art starke Gitterdispersion ausbreiten, daß die numerische 
Lösung nicht mehr sinnvoll bleiben könnte. 
In dem hier verwendeten Gitter müssen die offenen Ränder 
jeweils durch eine ungerade Anzahl von V-Punkten und eine 
"' gerade Anzahl von ~-Punkten gebildet werden, um eine 
gleichmäßige Verteilung der Wassermengen auf beide Netze 
erreichen zu können. 
Bei Windanregung führt die Vorgabe des Volumentraneports 
zu einer Inkonsistenz am Rand, denn der Transport wird ge-
rade vom Wind mitbestimmt. Andererseits würde ein Anstau 
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von Wassermassen im Skagerak/Kattegat durch Winde über 
der Nordsee sich im Einstrom bemerkbar machen, ein Sachver-
halt, der vom Modell nicht erfasst werden kann. 
Kennt man, wie im vorliegenden Fall 1 durch das Dänische 
Beltprojekt (z.B.T.Jacobsen, 1976), für die Simulations-
rechnungen zu Baltic'75 den Volumentransport durch den 
Fehmarnbelt, so wirkt die Vorgabe dieser Transporte auf 
Fluktuationen, die im Inneren des Modells erzeugt werden 
und die auf Grund von Meßfehlern oder anderen Gründen nicht 
im Transport enthalten sein können, wie eine Wand mit 
speziellen Reflexionseigenschaften. Die niederfrequenten 
Schwankungen des Wasserstands in der Ostsee werden jedoch 
durch die Vorgabe der Transporte sehr gut approximiert 
§ 3.3.1 
Die Vorgabe der Transporte erfolgt am Fehmarnbelt über 
3 verschiedene Wegea 
1. Vorgabe der Transporte durch eine empirische Formel 
zur Verwendung für idealisierte Rechnungen. 
Um auch bei idealisierten Windfeldern über der Ostsee die 
Möglichkeit zu haben , Ein/Ausstrom durch die Belte zuzu-
lassen, wird der Volumentransport durch den Fehmarnbelt 
durch die folgende Formel grob approximiert: 
(1.4.3-1) UPEH(t) = U0 ; arctan(b0 1~(t-~) I )sin(R(t-~)-r) 
mit U0 =maximaler bei b0 J!f= 1 auftretender Transport, 
!= Windstress westl. Osteee, b0 =Konstante, die den 
maximalen Transport für li I= 1/b0 und die Steilheit des 
Anstiegs mit I~ !festlegt, R ist die Richtung des Windes 
"' gegen Nord (R=O Südwind!), A ist die Zeitverschiebung des 
lokalen Windes zum Ein/Ausstrom ( 4 = 13Std nach Lange, 
1975), ~gibt die Richtung an, in der der Wind weder Ein-
noch Ausstrom produziert, ~= 20° (Dietrich,1951). Der 
auch bei Windstille vorhandene Reststrom (Ausström) wird 
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in dieser groben Approximation nicht berücksichtigt. Abb. 
(3.3-7alc) zeigt den so berechneten Transport unter Ver-
wendung des im Bornholmbecken gemessenen Windes im Ver-
gleich zu den von Jacobsen (1976) gemessenen Transporten 
im Großen Belt. Die generelle Tendenz scheint richtig wie-
dergegeben. 
2. Vorgabe der durch Jacobsen (1976) bereitgestellten 
Volumentransporte des Großen Belts. 
Diese Art der Vorgabe des Volumentransports am Fehmarn-
belt ergab bei den Simulationsrechnungen die besten Resul-
tate bezüglich der niederfrequenten Wasserstandsschwankun-
gen in der Ostsee. 
3. Vorgabe der Wasserstandsschwankungen der Stationen 
Marienleuchte und Rödby (Fehmarnbelt). 
Auf Grund der obigen Erörterung wUrde das Einsetzen der 
beobachteten Wasserstände in die durch 1!1 bezeichneten 
Punkte (s.Zeichnung oben) zu verschiedenen Transporten 
in den beiden Netzen führen. Geht man davon aus, daß sich 
auf Grund der Enge des Belts keine wesentliche Querkompo-
nente VB entwickeln und die Reibung linear angesetzt wer-
den kann, so erhält man in erster Näherung wegen VB~ 0 
(1.4.3-2) 
:Belt 
Verwendet man bei der Diskretisierung dieser Gleichung 
für Sx den Wasserstandsunterschied zwischen Modell und 
Beobachtung (z.B. Marienleuchte), so wird sich ein Trans-
port durch den offenen Belt einstellen, bis beide Wasser-
stände ausgeglichen sind. 
Die Zeit, in der der Ausgleich geschieht, hängt vom Ver-
hältnis der charakteristischen Dämpfungszeit 1/)l zur 
Periode T der Fluktuationen ab. 
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Ist A. groß, so stellt sich der Transport momentan auf den 
Wasserstandsunterschied ein. Weenink (1958) hat in seinem 
stationären Nordsee-Modell ( () Ia t = 0) den auf Grund von 
Windetau-Effekten im Ärmelkanal entstehenden Strom eben-
falls der Wasserstandsdifferenz proportional gesetzt, die 
entstehen würde, wenn ein imaginärer Damm die Nordsee und 
den Kanal trennte. Diese Vorstellung ist mit der vorliegen-
den vergleichbar, in der der Wasserstand im Belt durch Be-
obachtungen, der Wasserstand in der geschlossenen Ostsee 
durch das Modell bekannt sind. In den Modellrechnungen 
wird sich auf Grund von (1.4.3-2) der unterschiedliche 
Wasserstand bei jedem Zeitschritt versuchen auszugleichen. 
In diskreter Form lautet (1.4.3-2) 
A • k•~ (1.4.3-3) u"'H= (1- ~ ·At)u~- A! gH cr~~~ell - SBeit ) 
mit 0 ~~ ~1/ 4t. 
Selbst wenn man relativ große 4 , etwa A,.., f, annimmt, 
ist der Faktor i\ ·At ""2-10-2 sehr klein. Die Modellrech-
nungen ergeben die beste Approximation des Belttransports 
außerdem für A << f (§3.4.3). 
Vernachlässigt man jA U I gegen I U t f in ( 1 • 4. 3-2) , so er-
hält man eine Art Ausstrahlungsbedingung 
(1.4.3-4) ut + gH~x = 0 IBelt 
die, ähnlich wie in §1.2.5 geschildert, Wellen mit der 
Phasengeschwindigkeit~ durch den Rand hindurch wandern 
lässt. 
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Eine andere Art der Vorgabe des Transports ist über die 
geostrophische Beziehung möglich (Wasserstandsdifferenz 
Rödby-Marienleuchte), die zusammen mit den oben erwähnten 
Randbedingungen in § 3.3.2 diskutiert wird. 
Betreibt man die Modellrechnungen für die homogene Ostsee 
in einzelnen Schichten, so muB an der Beltöffnung die Strom-
geschwindigkeit in jeder Schicht so vorgeschrieben werden, 
daß der Gesamttransport durch den Belt erhalten bleibt, 
d.h. man muß die Form des vertikalen Stromprofils vor-
schreiben. Erlaubt man außerdem vertikale Schichtung, so 
werden noch der Dichtefluß (bzw. Salz/Temperaturfluß) am 
offenen Belt benötigt, also z.B. der vertikale Dichtegra-
dient. Aus mathematischen Gründen wird man den Dichtegra-
dienten nur in der Einstromlage vorschreiben dürfen 
(~1.2.6) und in der Ausstromlage vom Modell extrapolieren. 
Wegen der in §1.2.6 beschriebenen Schwierigkeiten der Vor-
gabe von Randwerten an offenen Rändern eines baroklinen 
Modellewerden in den baroklinen Rechnungen die Ostseeaus-
gänge verschlossen gehalten. Es wäre jedoch möglich, z.B. 
bei Einstromlagen an der Beltöffnung eine Dichte(Salz)-
Quelle vorzugeben und die Ausbreitung des schwereren 
Wassers zu studieren. Das vorliegende Modell müsste aber 
für solche Art Rechnungen verändert werden, indem etwa das 
diffusive Verhalten mit "anti-flux" Korrekturen (s.z.B. 
Struve,1978) reduziert wird. 
Simulationsrechnungen im b~oklinen Modell würden ohne be-
k~~te Schichtungs-und Strömungsverhältnisse an den Belt-
öffnungen nicht sehr erfolgreich sein. Hier können nur ge-
koppelte oder fokussierende Modelle, die die Beltsee ent-
sprechend auflösen, zu zufriedenstellenden Ergebnissen 
führen. 
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2. Modellrechnungen unter idealisierten Bedingungen 
Modellrechnungen unter idealisierten Bedingungen dienen da-
zu, um aus den komplexen Bewegungsvorgängen eines realen 
Meeres bestimmte Vorgänge auszusondern bzw. unter verein-
fachten Bedingungen zu betrachten. Während analytische Lö-
sungen häufig nur für stark vereinfachte Modelle angege-
ben werden können, erlauben es numerische Methoden, Lö-
sungen für verschiedene Stufen der Kompliziertheit zu be-
rechnen. 
Die Nähe der Modelle zum realen Meer bedeutet aber gleich-
zeitig, dass die Ergebnisse unübersichtlicher werden und, 
ähnlich wie bei Beobachtungen auf See, zu einem grossen 
Angebot von "Meßdaten" führen, deren Interpretation häufig 
zu neuen Fragen Anlass gibt. 
Der Vorteil der numerischen Methoden besteht aber darin, 
daß das "Experiment" mit veränderten Bedingungen (Para-
metern) wiederholbar ist, so dass durch vergleichende Be-
trachtungen verschiedene Einflüsse studiert werden können. 
Der im Folgenden verwendete Begriff der "Zirkulation" 
ist in der Einführung erläutert worden. Die bisherigen Un-
tersuchungen, die sich mit der Zirkulation in der Ostsee 
beschäftigt haben, sind auf Teilbereiche der Ostsee ange-
wendet (Unsitalo (1960), Kowalik (1969), Kowalik (1972), 
Sarkisyan et al. (1975), Kowalik & Staskiewicz. (1976), 
Simons (1978))oder bei geringerer Auflösung (Jankowski 
(1978)) betrachtet worden. 
Die vorliegende Untersuchung beschäftigt sich mit der ge-
samten Ostsee bei einer horizontalen Auflösung von 10x10 km. 
Die durch den Salzeinstrom in der westlichen Ostsee ent-
stehende Zirkulation ist mit einem zweidimensionalen nu-
merischen Modell von Wilmot (1974) untersucht worden und 
wird hier nicht näher betrachtet. 
2.1. Zirkulation in der ungeschichteten Ostsee 
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Vom Oktober bis April gibt es in weiten Bereichen der Ost-
see kaum thermische Schichtung (z.B. Lenz (197~, Matthäus 
(197 9 )), und die oberen Schichten des Wassers sind homogen. 
Durch das sich von der westlichen Ostsee ausbreitende Was-
ser der Beltsee mit höherem Salzgehalt erhält man jedoch 
auch im Winter in der zentralen Ostsee Dichteunterschiede, 
die das Konzept einer homogenen Ostsee künstlich erscheinen 
lassen. Um die Bedeutung der Schichtung zu demonstrieren, 
ist eine solche Idealisierung jedoch erlaubt. Geht es z.B. 
um die Vorhersage von Wasserständen, so ist die Verwendung 
eines barotropen Modells - ähnlich wie bei den Sturmflut-
vorhersagen in der Nordsee - im allgemeinen ausreichend. Doch 
schon für die Berechnung von klimatologischen Volumentrans-
porten in der Ostsee ist die Schichtung im Zusammenhang mit 
der Topographie nach Sarkisyan et al. (1975) von entschei-
dender Bedeutung. 
Die Betrachtung von homogenen Modellen bedeutet nicht 
unbedingt, dass die Modellrechnungen nur in einer Schicht 
ausgeführt wurden. So sind viele Rechnungen auch für 
konstante Dichte, aber variable, vertikale Diffusion von 
Impuls A (z) ausgeführt worden. In der Nordsee sind 
V 
solche verallgemeinerten Ekman-Probleme von z. B. Heaps 
& Jones (1975) mit Spektralmodellen behandelt worden, deren 
Funktionensystem aus den Eigenfunktionen des vertikalen 
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Diffusionsoperators besteht. Die von A~(z) abhängige 
Vertikalstruktur der Eigenfunktionen zusammen mit den 
Randbedingungen an Oberfläche (Windstress) und Boden 
(Bodenstress) bestimmen das Profil der horizontalen Strö-
mungen. Umgekehrt ist die analytische Lösung des verall-
gemeinerten Ekman-Problems in der Vertikalen von Platzman 
(1963), Jelesnianski (1967), Nihoul (1977), Kielmann 
& Kowalik (1980) zur Berechnung der Schubspannung am Boden 
verwendet worden, so dass die Vorgeschichte von Windstress, 
Oberflächenneigung und Volumentransport in die Bodenreibung 
eingeht. 
In den vorliegenden Modellrechnungen sind diese relativ auf-
wendigen Methoden nicht eingearbeitet worden. Die verwen-
dete Bodenreibung und Diffusion werden im folgenden Ab-
schnitt behandelt. 
2.1.1. Wahl der Bodenreibung und Diffusion 
Schon bei der Vorhersage von Wasserständen auf Grund der 
atmosphärischen Felder trifft man auf das Problem der Wahl 
der Bodenreibung, die nicht nur bestimmt, wie schnell z.B. 
die Eigenschwingungen eines Beckens abklingen, sondern 
auch, wie gross die Wasserstandsunterschiede an den Becken-
enden im quasi-stationären Gleichgewicht sind. 





verwendet, wobei P = Äv der mittlere vertikale Austausch 
für Impuls bzw. b eine empirische Konstante ist. Beide 
Formulierungen werden in Simons (1973) diskutiert. Im 
Falle, dass in mehreren Schichten gerechnet wird (barotrop 
oder baroklin), ist H die Dicke und V der Transport 
-in der untersten Schicht. Für P wird in den Grossen Seen 
(z.B. Platzman, 1963) ungefähr 40 cm2 /s und für b~ 2.5~10- 3 
verwendet. 
Eine auffallende Erscheinung in der Ostsee ist das Auftre-
ten von Seiches (Neumann, 1941, Krauß & Magaard, 1962, 
Wübber & Krauß, 1979), wobei vorwiegend eine Schwingung 
von 26-28 Stunden-Periode im System Finnischer Meerbusen-
Westliche Ostsee angeregt wird. Neumann (1941) hat aus Pegel-
beobachtungen die natürlichen Dämpfungsraten A aus der Ampli-
tudenabnahme der Seiches bestimmt. 
Um die Sensitivität der Dämpfung von Seiches bei Änderungen 
von ~ und b im Modell zu prüfen, wurden auf das Modell zwei 
verschiedene Windfelder gegeben: Plötzlicher Südwind mit 
T=1 für t>O bzw. ein Windimpuls T=1 für O<t<14 Stunden. Es 
wurden die beiden Bodenreibungsformulierungen mit 0=20,40,80 
(cm2 /s) bzw. b=1.25t10- 3, 2.5-10-3, 5x10-3 angewendet und 
die logarithmischen Dekremente der Amplitudenabnahme der 
auftretenden Seiches ermittelt. Durch Betrachtung von meh-
reren Wasserstandsminima und -maxima wurden 6 Dekremente A 
pro Station berechnet, von denen der Mittelwert ~ und die 
Standardabweichung ßA in Tabelle 1 aufgeführt sind. Zum 
Vergleich sind die aus dem Neumann'schen Beobachtungsmaterial 
mit derselben Methode ermittelten Werte angegeben. 
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Aus der Tabelle ist ersichtlich, dass die Dämpfungs-
raten in Beobachtung und Modell lokale Unterschiede zei-
gen. Die Standardabweichungen sind teilweise so hoch, daß 
man sich nicht eindeutig für einen der aufgeführten ~- bzw. 
b-Werte entscheiden kann. Das Mittel der betrachteten 5 Sta-
tionen zeigt jedoch, daß eine Wahl von U zwischen 20-40 cm2 /s 
bzw. b~2.5•10- 3 angemessen ist. Wenn nicht anders vermerkt, 
sind alle 1-Schichten-Rechnungen mit P=40 cm2 /s oder 
b=2.5a10- 3 ausgeführt worden. Die für die Ermittlung der 
Dämpfungsraten nötigen Rechnungen wurden für einen horizon-
talen Austauschkoeffizienten A~=106 cm2 /s durchgeführt. Rech-
nungen mit A~ = 105 bzw. 107 cm2 /s zeigten keine wesentliche 
Änderung der Dämpfungsraten. Die Sensitivität von A~ wird 
noch einmal bei den Simulationsrechnungen in 3. 3behandelt. 
Schott et al. (1978) haben aus Diffusionsexperimenten wäh-
rend der Expedition BALTIC '75 (Keunecke et al., 1975) ho-
rizontale Austauschkoeffizienten Ah unter Modellanpassung 
an isotrope Vermischungsmodelle berechnet. Der für eine 
Längenskala von 10 km extrapolierte Wert für A~ ergibt sich 
zu A~:5•105 cm2 /s • Im Modell wurde daher für die meisten 
M 6 Rechnungen Ah~10 c~/s verwendet. Das von Schott et al. 
(1978) beobachtete Anwachsen von A~ in Abhängigkeit von 
Windstress und Seegang wurde im Modell nicht berücksichtigt. 
Andere, aus der Turbulenztheorie stammende Methoden der Be-
stimmung von A~ in Abhängigkeit vom Deformationstensor 
(s.z.B. GARP Publ. Series, No. 8, p. 40 ff), die zur Para-
rnetrisierung subskaliger Prozesse dienen, führen im Mit-
tel auf einen Wert A~ von derselben Grössenordnung wie 
oben. 
Für die vertikalen Austauschkoeffizienten von Impuls wurde 
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eine vertikalabh~ngige Verteilung A~(z) vorgegeben: In 
der vom Wind durchmischten Schicht wurde etwa AM = 100 cm2/s V 
angesetzt, dann eine Abnahme bis 1 cm2/s in den tieferen 
Schichten und ein Wert von 1-10 cm2/s in der Bodenschicht. 
Durch die lokale Topographie kann es natürlich vorkom-
men, dass die durchmischte Schicht und die Bodenschicht 
identisch sind. Während einer Rechnung wurde das Verti-
kalprofil Av(z) beibehalten. Auch in den baroklinen 
Rechnungen wurde Av(z) nicht an Dichte- und Geschwindig-
keitsgradienten angepasst. 
Auf die Diffusionskoeffizienten für Dichte wird in 2.2. 
eingegangen. 
2.1.2. Wasserstand und Volumentransporte 
Eine Reihe von Arbeiten besch~ftigt sich mit der Bedeu-
tung der Topographie für die Zirkulation. Für ozeanische 
Verhältnisse hat z.B. Schulman (1972) eine Zusammenfas-
sung gegeben. Simons (1980) gibt in seinem Buch eine aus-
führliche Darstellung der meisten Arbeiten und Theorien, 
die sich mit der topographischen Flachwasserzirkulation 
in Seen, Rand- und Nebenmeeren beschäftigen. 
Da die Ostsee ein aus vielen Becken und Kanälen zusam-
mengesetztes natürliches Meeresgebiet ist, können häufig 
die in den obigen Arbeiten untersuchten Idealisierungen 
zur Erklärung der berechneten Zirkulation dienen. 
2.1.2.1 Quasi-stationärer Zustand 
Bei einem plötzlich einsetzenden Wind entstehen z.B. zwei-
dimensionale Seiches in der Ostsee, die von Wübber & 
Krauß (1979) eingehend untersucht worden sind. Um die 
Anregung von Seiches zu unterbinden, wurden die ideali-
sierten Rechnungen für einen linear (auf den Wert ITI=1) 
ansteigenden und dann konstanten Windstress durchgeführt. 
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Ist die Anstiegszeit vom Windstress ein ganzzahliges Viel-
faches der fundamentalen Seichesperiode, so ist die Unter-
drückung von Eigenschwingungen optimal (Rao (1967), Simons 
(1980)). Wübber & Krauß (1979) geben die Perioden 40.5h und 
27.7h (f=O) bzw. 31.0h und 26.4h (f#O) für die Eigenschwin-
gungen erster und zweiter Ordnung an. Nimmt man Vielfache die-
ser Perioden, so scheint eine Anstiegszeit des Windstresses 
über etwa 2 - 4 Tage angemessen. Nach den Untersuchungen in 
2.1.1 sind die barotropen Seichesschwingungen nach etwa 5-6 
Tagen selbst bei optimaler Anregung auf Grund der Reibung 
abgeklungen. 
Abb. (2.1. -1) bzw. (2.1. -2) zeigen die Wasserstandsver-
teilung in der geschlossenen homogenen Ostsee nach 5 Tagen 
West- bzw. Südwind, Abb. (2.1. -3) bzw. (2.1. -4) die ent-
sprechenden Volumentransporte. Auffällig ist die Ähnlichkeit 
der Wasserstandsverteilungen in manchen Gebieten mit den 
in Abb. (2.1. -5) dargestellten 1/H-Linien der Modelltopo-
graphie, so z.B. in der Bottensee bei Südwind oder der pol-
nische, lettische und estnische Küstenbereich bei Westwind. 
Legt man die Volumentransportbilder auf die Wasserstands-
verteilungen, so sieht man, dass die Transporte in weiten 
Bereichen fast parallel zu den Wasserstandslinien verlaufen, 
wie es im geostrophischen Gleichgewicht der Fall ist. Ebenso 
die Führung der Transporte entlang der f/H bzw. 1/H-Linien 
in manchen Regionen ist Ausdruck der quasi-geostrophischen 
Balance. Dies gilt nur approximativ, da Reibung, Windantrieb 
und Küsten diese Balance verändern. 
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Für die Transport-Rechnungen wurde das quadratische Bo-
denreibungsgesetz (2.1.1.-1) verwendet. Vergleichsrech-
nungen mit dem quasi-linearen Gesetz (2.1.1.-2) mit U=40cm2 /s 
zeigten keinen wesentlichen Unterschied in den Ergebnissen, 
d.h. daß die verwendete Bodenreibung einer Ekman-Reibungs-
tiefe von etwa 25m entspricht, so daß für flachere Ge-
biete der Ostsee (etwa den Küsten) die Rotation vernach-
lässigt werden kann und der Ekman-Transport in Richtung des 
Windes geht. Für tiefere Gebiete dominiert der geostrophische 
Transport U gegenüber dem Ekman-Transport UE ~ T/pf. Der 
•g - ~ 
Einfluß der horizontalen Reibung bleibt auf eine Gitterbreite 
an den Küsten beschränkt. 
Wie die Abb. (2.1. -3) zeigt, laufen die Transporte bei 
Westwind parallel zur südschwedischen und polnischen Küste, 
ebenfalls zur südlichen (schwächeren) und nördlichen (stär-
keren) Berandung des Finnischen Meerbusens, zur südlichen 
• 
und nördlichen Berandung der Alandsee und des Schärenmeeres, 
und zwar in Richtung des Windes. 
Ein Teil des auf die westpolnische Küste konzentrierten Was-
sers wird an der Stolper Bank entlang über die Stolper Rinne 
direkt in die Bornholmsee zurückgeführt; ein Teil des Was-
sers, welches schon durch die Danziger Bucht zirkuliert ist, 
wird westlich der Kurischen Nehrung im grossen Bogen in die 
Stolper Rinne zurück in die Bornholmsee gebracht. Ein wei-
terer Teil des Wassers wird am östlichen Abhang des Got-
landbeckens konzentriert und nach Norden geführt, wobei 
auf Grund der topographischen Gegebenheiten südwestlich der 
Insel Oesel starke Mäander auftreten. Es läuft dann teils 
in einem schmalen Randstrom in den Finnischen Meerbusen 
und wird tei~unter Vereinigung mit dem grossen antizyklonalen 
Wirbel in der nord-östlichen Gotlandsee nach Westen ge-
führt. Der Wirbel bildet ein schmales Band, das im Osten 
den Finnischen Meerbusen ausfüllt und im Norden Einstrom, 
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im Süden Ausstrom verursacht. Im Nordosten des Landsort-Tiefs 
wird ein weiterer antizyklonaler Wirbel gebildet, der die 
nordwestliche Gotlandsee ausfüllt. 
Die Bottensee zeigt einen großräumigen zyklonalen Wirbel, 
dessen Haupttransport nach Norden auf einen 40-km breiten 
Streifen an der Ostküste beschränkt bleibt. Im Norden der 
Botten~Ek hat sich im wesentlichen ebenfalls ein zykloni-
scher Wirbel ausgebildet, allerdings sind auch sehr viel 
kleinräumigere Strukturen nördlich und südlich der Kvarken 
zu erkennen. 
Weenink (1958), Welander (1968), Kochergin & Klimok (1971) 
und andere haben gezeigt, dass in einem Becken mit einer 
Nord-Süd-Topographie H(y) und einem westlichen Windstress 
das Vorzeichen von atay~sx/H) die Richtung der Zirkulation 
und das Vorzeichen von a/ay(f/H) die Küstenseite bestimmt, 
gegen die die Strömung gepresst wird (Randstrom). 
Weenink (1958) hat für seine Nordsee-Modeliierung die Drän-
gung der Stromlinien an der Ostküste der Nordsee mit dem 
obigen Argument interpretiert, wobei die Änderung von f mit y 
vernachlässigt wurde. Dies kann man rechtfertigen, wenn ß/f<<IH I y 
ist, mit ß = df/dy. 
Betrachtet man in der Bottensee die über die Ost/West-Aus-
dehnung gemittelte Tiefe H(y), so ist Hy = 0(1o-3), also sehr 
viel grösser als ß/f = 0(10-9 ); ausserdem nimmt H(y) nach 
Norden zu. Letzteres kann somit als U~sache für die Konzen-
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tration des Transports an der Ostseite der Bottensee bei 
West- oder Ostwind angesehen werden. Da die Drängung der 
Stromlinien im Osten unabhängig vom Windstress ist, müsste 
ein reiner hydraulischer Transport, wie er etwa bei einer 
Einstromlage in der Ostsee vorkommen kann, die Transporte 
ebenfalls im Osten der Bottensee konzentrieren. Abb. (2.1-12) 
zeigt eine solche Situation, wobei in den Bewegungsgleichun-
gen T = 0 gesetzt, in den Belten aber ein Transport gernäss 
"' Gl. (1.4.3-1) vorgegeben wurde. Bei einer Ausstromlage kehrt 
sich nur die Richtung des Transports um. 
Das obige Argument erklärt auch die Konzentration des nörd-
lichen Transports im östlichen Gotlandbecken. Die unsymmetri-
sche Topographie ist nicht Ausschlag gebend; denn Kanalmodelle, 
wie das von Krauß (1979), zeigen auch bei unsymmetrischer 
Topographie keine Konzentration des Transports auf eine be-
vorzugte Seite (da keine "Nord/Süd"-Topographie vorhanden ist). 
Nicht-lineare Terme, die hier nicht berücksichtigt wurden, 
können jedoch solche Asymmetrien erzeugen (Bennet, 1974). Wie 
weiter unten noch gezeigt wird, reduziert sich jedoch der 
östliche Transport im Gotlandbecken bei Schichtung. 
Löst man das System (1.1.3-8) nach g~x bzw. g~Y auf, so er-
hält man nach vorheriger Linearisierung durch Rotationsbildung 
die Vorticity-Gleichung für die mittlere Geschwindigkeit ü zu 
a- M s b (2.1.2-1) atn + A~· V2 n = -rv·g + [vx(L H-I. >] - [vxp. 1 
·n p
0 
z ... 1 z 
~ 
mit ii = vx-ü.__ und fi. = _L 1 Vp
1
.dz , 
y "'1 poH -H 
~ 
P· = 1 gp'dz ]. 
z 
Der letzte Ausdruck auf der rechten Seite beschreibt die 
kombinierte Wirkung von Topographie und Schichtung; denn 
nach Umrechnung erhält man 
(2.1.2-2) ('Vxp.) 
-J. z 
Dieser Ausdruck verschwindet im ungeschichteten oder ebenen 
Meer identisch. 
Der Austauschterm ist ebenfalls approximiert. Mit Hilfe 
der Kontinuitätsgleichung für den Massentransport folgt 
(2.1.2-3) - f v·u = f u·'VH + f ~ ~ H - H 3t 
Im quasi-geostrophischen Fall kann mann 3~/at~O setzen 
und erhält im homogenen Meer unter Vernachlässigung des 
Austauschterms die Gleichung (Groen & Groves (1962)) 
(2.1.2-4). 
Aus dieser Gleichung kann man schliessen, daß für einen 
konstanten Wind, der entlang der Tiefenlinien bläst, der 
Term ITsi/'VH den Antrieb darstellt und daß für Wasser-
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tiefen, die-blickt nm1 in Windrichtung - nach rechts hin zuneh!ren(abnehrren) ,eine 
Zirkulation um (gegen) den Uhrzeigersinn resultiert (Simons (1978)). 
Dieses Argument wurde oben schon in anderer Form ver-
wendet und erklärt ebenfalls die Zirkulation im Süd-
teil der Bottensee als auch den grossen Wirbel der nord-
östlichen Gotlandsee und des Finnischen Meerbusens, den 
Wirbel in der nordwestlichen Gotlandsee, die Zirkulation 
in der nördlichen Bornholmsee usw. 
Weht ein Wind entlang der Küste eines Kanals, so resul-
tieren Transporte in Richtung des Windes in den Küsten-
regionen und ein Gegenstrom in den tieferen Regionen 
(Bennet (1974)). Simons (1980) weist daraufhin, daß die 
Variation des Transports quer zum Kanal hauptsächlich von 
der topographischen Variation bestimmt wird. So erzeugt 
ein halber Sinus als Bodenprofil eine Transportvariation 
von etwa eineinhalb Sinus. 
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Dies wird deutlich in Abb. (2.1-6) und (2.1-7), in denen 
die Transportvariation quer zu einigen Schnitt~aufge­
tragen ist , z.B. Bornholmsee (Schnitt 4) bei Westwind oder 
Bottensee (Schnitt 12) bei Südwind. 
Die Zirkulation bei Südwind (Abb. 2.1-4) ist sehr verschie-
den von der bei Westwind. So hat man nördliche Transporte 
an beiden Küsten der Bottensee und einen stark konzentrier-
ten südlichen Transport entlang des Talweges. Der grosse 
antizyklonische Wirbel in der nordwestlichen Gotlandsee 
ist sehr viel schwächer und durch eine nach Süden aus-
greifende Zirkulation zwischen öland und Gotland verscho-
ben. Eine grassräumige zyklonische Zirkulation mit starken 
topographisch bedingten Mäandern im Nordosten treibt das 
Wasser an den östlichen Küsten in Richtung des Windes nach 
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Norden und in den tieferen Regionen zurück nach Süden. Auch 
bei Südwind findet eine Konzentration der Transporte in der 
Stolper Rinne nach Westen statt. Die auffällige Schleifen- bzw. 
Wirbelbildung in der Bornholmsee bei Einmündung in das Born-
holmbecken verstärkt sich bei Südwind (ist aber im baroklinen 
Fall nicht vorhanden). Auffällig ist auch die verstärkte 
Wirbelbildung in der westlichen Bottensee bei Südwind, die 
im baroklinen Fall noch deutlicher wird. 
Es sind Rechnungen ausgeführt worden, die z.B. in der Bet-
tensee eine konstante Tiefe von 50m oder 100m, in der übri-
gen Ostsee aber die originale Tiefenverteilung verwendet 
haben. Die auffälligen Strukturen in der Bottensee verschwin-
den, wie erwartet, vollständig,während der übrige Bereich 
der Ostsee kaum einen veränderten quasi-statischen Zustand 
zeigt. 
Die Ergebnisse der Transportberechnungen stimmen im wesent-
lichen mit denen von Kowalik (1977) und Jankowski (1978) 
überein, doch werden durch die feinere horizontale Auflö-
sung die Topographie besser erfasst und kleinskalige Struk-
turen erkannt. Die maximalen Transporte betragen wie bei 
Jankowski etwa 5 - 10 (10 4m3/s) für einen Windstress ITI= 1. 
Messungen von Ambjörn & Gidhagen (1979) in der Älandsee 
ergeben Transporte von maximal 20 (10 4m3/s) für einen Wind-
stress von !Tl~ 2. Die Autoren erhalten nordwärts gerich-
o 
tete Nettotransporte durch die Alandsee bei nördlichen Win-
den, wie sie auch in den Modellrechnungen beobachtet wer-
den. Aus Ambjörn (1978) ergibt sich ein nördlicher Transport 
auf der Westseite und ein südlicher auf der Ostseite, wie 
auch in Abb. 2.1-7 zu sehen, wenn das Vorzeichen umgedreht 
wird. 
Die Wasserstandsdifferenz zwischen der Lübecker Bucht 
im Süden und der Bottenwiek im Norden beträgt 36cm nach 
5 Tagen Südwind ITI = 1, Abb. (2.1-2). 
Die Staurelation (z.B. Simons (1980)) für einen Kanal 
(2.1.2-5) 
ergibt für ITsyl = 1, H = 50km, L = 1300km, den vergleich-
baren Wert ßs= 39cm. Eine genauere Formel liefert etwas 
kleinere Werte. 
Im Fall ohne Rotation (f=O) erhält man eine Staurelation, 
die ebenfalls niedrigere Werte ergibt, wie im nächsten Ab-
schnitt beschrieben wird. 
2.1.2.2 Die nicht-rotierende Ostsee (f=O) 
Im Fall f = 0 verlaufen die Linien gleichen Wasserstands 
fast in Ost-West (Nord-Süd)-Richtung, wenn ein Wind in 
Nord-Süd (Ost-West)-Richtung bläst. Aus der zweiten Bewe-
gungsgleichung ergibt sich im stationären Fall bei Südwind 
annähernd 
(2.1.2-6) 
so daß bei Vorgabe der Werte des vorigen Abschnittes ein 
ßs von 26cm resultiert. Die Modellrechnungen ergeben 24cm. 
Während die Linien gleichen Wasserstandes eine relativ ein-
fache Struktur aufweisen, zeigen die zugehörigen Volumen-
transportbilder eine wiederum aus der Topographie folgende 
kompliziertere Form, wie sie in Abb. (2.1-8) und (2.1-9) 
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für West- bzw. Südwind dargestellt ist. Da es kein geo-
strophisches Gleichgewicht geben kann, folgen die Trans-
porte jedoch nicht mehr unbedingt den Tiefenlinien. 
Manche Strukturen, so z. B. der (bei f=O verbreiterte) 
Küstenstrom in der Bottensee bei Südwind oder die grossen 
Wirbel in der nordöstlichen und nordwestlichen Gotland-
see bei Westwind, bleiben auch im Fall f=O erhalten, wobei 
jedoch die Transporte stärker sind. 
Im Fall f~O wächst sowohl die horizontale als auch die ver-
tikale Ekman-Schicht an, so dass die Reibungseinflüsse nicht 
mehr auf den Randbereich beschränkt bleiben. Die Rechnungen 
mit f=O sind daher solchen mit starker Reibung ähnlich. 
Die Vernachlässigung von a/at gegen f ist nicht mehr ohne 
weiteres möglich, so dass man f näherungsweise durch die 
Frequenz der längsten Seichesperiode (knapp 2 Tage) oder 
durch die Periode der Windanregung (hier ca. 3-5 Tage) er-
setzen muss. 
Betrachtet man den stationären Zustand gernäss Gleichung 
(2.1.2-1), so erhält man für f=O die Gleichung 
(2.1.2-7) 
s b [v x(! ~I )] 
z 
b Wegen ~ ~ y und n = Vx-Uy ist dies zusammen mit der Konti-
nuitätsgleichung ein Differentialgleichungssystem zur Be-
stimmung von y, dessen Lösung für die Ostsee im Fall von 
West- bzw. Südwind mit den weiter oben aufgeführten Rand-
bedingungen in den Abb. (2.1-8) und (2.1-9) dargestellt ist. 
Dabei ist die Variabilität von H der maßgebende Faktor für 
die Struktur der Transportverteilung, wie aus den Modell-
rechnungen hervorgeht. 
2.1.2.3 Offene Belte 
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Rechnet man das Modell mit offenen Belten, indem entspre-
chend (1.4.3-1) die zum betreffenden Wind gehörenden Trans-
porte vorgegeben werden (davon 15% durch den öresund), und 
verwendet man für die idealisierten Rechnungen A = 0 b =0.5 
5 3 . ~ 0 ' 
v0 = 2·10 m /s, Wle es etwa den Beobachtungen entsprlcht, so 
erhält man die in Abb. (2.1-10) und (2.1-11) dargestellten 
Transportverteilungen. 
Man sieht, dass sich auf Grund der Einstromlage bei West-
wind in manchen Regionen der Ostsee starke Veränderungen 
ergeben, so etwa in der gesamten Arkonasee, Bornholmgatt, 
Stolper Rinne, südöstliche Gotlandsee etc. Dieser Unter-
schied ist in Abb. (2.1-12) dargestellt. Die dortige Volu-
mentransportverteilung erhält man, indem man im Modell nur 
den Volumentransport in den Belten vorgibt, wie er etwa 
einem westlichen Wind !Txl = 1 über 5 Tage entspricht. Da 
das Modell linear ist, erhält man Abb. (2.1-10) durch Ad-
dition der Transporte von Abb. (2.1-3) und Abb. (2.1-12). 
Die Stärke des Einstroms ist zwar im Modell willkürlich vor-
gegeben, doch sind die hier verwendeten Werte mit Beobach-
tungen vergleichbar, wie in § 1.4.3 dargestellt wurde. Der 
zum Westwind und der entsprechenden Einstromlage gehörende 
Wasserstand ist in Abb. (2.1-13) dargestellt und zeigt er-
wartungsgemäss, daß im Unterschied zur geschlossenen Ostsee, 
Abb. (2.1-1), die Linien gleichen Wasserstandes der Beltsee 
und südwestlicher Arkanasee in Ost-West-Richtung statt in 
Nord-Süd-Richtung verlaufen. 
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Für südliche Winde hat man Ausstromlagen, die im allge-
meinen schwächer sind, deren hydraulischen Effekt durch 
die offenen Belte aber dieselbe Struktur wie in Abb. 
(2.1-12) hat, wenn man dort die Transportvektoren umkehrt. 
Während z. B. bei Westwind der nach Westen gerichtete Trans-
port in der Stolper Rinne durch die offenen Belte verrin-
gert wird, wird bei südlichen Winden der nach Westen ge-
richtete Transport verstärkt. 
Die Verifikation von Transporten in einigen auf Abb. 
(2.1-12) erkennbaren kritischen Gebieten ist, wie die 
Rechnungen zeigen, stark von den Vorgängen in den Belten 
abhängig. Dies gilt entsprechend auch für die Strömungen 
und Wasserstände in der gesamten Ostsee, wie noch gezeigt 
wird. 
2.1.3 Baretrope Strömungen in der geschlossenen und 
offenen Ostsee 
Abb. (2.1-14) bis (2.1-17) zeigen mittlere Strömungen in 
4 Schichten nach 5 Tagen Südwind, wie in 2.1.2 beschrieben. 
Dabei wurden vertikale Austauschkoeffizienten an den 
Schichtgrenzen von Av = 100cm2 /s zwischen Schicht 2 und 
Schicht 3 (50-65m) und Av=10cm2 /s zwischen Schicht 3 und 
Boden verwendet. Die Schichten wurden für den Vergleich mit 
den baroklinen Rechnungen gewählt, bei denen die stärksten 
mittleren Dichtegradienten innerhalb der Schicht 3 liegen 
(Salzgehaltssprungschicht im Bornholmbecken). 
Die zu dieser Rechnung gehörigen Transporte sind mit den 
Modellrechnungen von Abb. (2.1-4) identisch. Schicht 1 
(0-15m) - Abb. (2.1-14) - zeigt im wesentlichen mittlere 
0 Strömungen, die gernäss der Ekman-Theorie eine 90 -Ab-
lenkung zur Windrichtung zeigt. In den flacheren Regionen 
entlang der Küste und auf den Bänken reicht die Ekman-
schicht tiefer als der Boden; die Strömung geht entlang 
den windparallelen Küsten in Richtung des Windes. In vielen 
Gebieten drückt sich die durch die Topographie bedingte 
Strömungsstruktur bis in die Oberflächenschicht durch. Die 
maximalen Geschwindigkeiten betragen 20-25cm/s und treten 
an den windparallelen Küsten hauptsächlich an der Ostseite 
auf. 
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Aus dem Ostsee-Handbuch (Teil I, 2001, S. 101 ff) geht her-
vor, dass die stärksten Oberflächen-Strömungen in der Botten-
see auf der Ostseite auftreten. Dies gilt im wesentlichen 
für alle Windlagen, wie mittlere Werte des ehemaligen Feuer-
schiffes "Storkallegrund" zeigen. 
Auch an anderen Orten des Bottnischen Meerbusens,an denen 
Feuerschirfsbeobachtungen vorliegen,stimmt die Richtung 
der Strömung an der Oberrläche qualitativ überein mit den 
Modellrechnungen. 
Die Geschwindigkeitsverteilung in Schicht 2 (15-50m) - Abb. 
(2.1-15) - ist, von den flacheren Regionen abgesehen, schon 
völlig durch die Topographie bestimmt. Die Struktur der 
mittleren Strömungen zeigt schon den wesentlichen Anteil 
dieser Schicht an dem Gesamttransport (vergl. Abb. (2.1-4)). 
Obwohl in dieser Schicht die Strömungen in der Grössenordnung 
von 10 cm/s liegen, können sie in manchen Regionen (z.B. west-
liches Bottentief, östliche Bottensee~ östliche Küsten der 
Gotlandsee) bis zu 25cm/s betragen. Schicht 3(50-65) und 
4 (65-Boden) - gernäss Abb. (2.1-16) und (2.1-17) - zeigen 
prinzipiell eine zu Schicht 2 identische Struktur; aller-
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dings nehmen die mittleren Geschwindigkeiten auf 5-10 cm/s 
ab. Die auffällige Wirbelbildung an der Mündung der Stolper 
Rinne ist in den beiden unteren Schichten besonders deut-
lich und zeigt, dass der Wirbel topographisch bedingt ist. 
Die stärksten Scherungen treten gernäss den vorgegebenen 
Austauschkoeffizienten zwischen Schicht 1 und 2 auf. 
Das entsprechende Pendant bei Westwind ist in den Abb. 
(2.1-18) bis (2.1-21) durch einen Wind von Osten in Richtung 
290° ersetzt worden, der gernäss (1.4.3-1) einen maximalen 
Ausstrom zulässt, da ~ = 20° beträgt. Das Westwindbild ist 
durch Invertierung der Strömungsrichtung zu erhalten. Die 
Schichteinteilung und Wahl des vertikalen Austausches ist 
dieselbe wie bei der Südwindlage. Schicht 1 in Abb. (2.1-18) 
zeigt entsprechend wieder im wesentlichen die bei Ostwind 
auftretende Ekman-Drift nach Norden. Entlang der deutschen 
und polnischen Küste ist ein kräftiger Küstenstrom entstan-
den, der mittlere Geschwindigkeiten im Belt von ca. 40 cm/s 
und auf der östlichen Stolper Bank von bis zu 30 cm/s pro-
duziert. Entsprechend ergeben sich starke Küstenströme auf 
der Nordseite des Finnischen Meerbusens, der nördlichen Got-
landsee, der südlichen Bottensee usw. Auffällig sind ebenfalls 
die starken Zellenstrukturen in der nordwestlichen Bornholm-
see, der Arkonasee, Stolper Bank, östlichen Gotlandsee etc., 
die wiederum den starken bis in diese Oberschicht reichenden 
topographischen Einfluss zeigen. 
Der Ausstrom kann nur durch den Fehmarnbelt erfolgen, da 
der öresund für diese Modellrechnung geschlossen ist. In 
dieser Schicht wird er durch den südlichen Küstenstrom ge-
speist. 
In Schicht 2 - Abb. (2.1-19) - wird der Ausstrom an der 
Darßer Schwelle bereits unterbrochen und muss zu entspre-
chenden Vertikalgeschwindigkeiten führen. Schicht 3 und 
4 in den Abb. (2.1.-20) und (2.1-21) haben nur indirekten 
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(durch entsprechende Vertikalbewegung induzierten) Anteil am 
Ausstrom. Die Struktur der Strömungsverteilung in den unteren 
Schichten ist wieder vollständig durch die geostrophischen 
Gegenströme und topographischen Verhältnisse bestimmt. Die 
stärksten Scherungen treten zwischen Schicht 1 und 2 auf. 
Doch auch hier gilt, daß die Scherungen bzw. das Stromprofil 
maßgeblich von der Vorgabe der vertikalen Austauschkoeffizienten 
filr Impuls bestimmt werden. 
Die Variation der Strömung mit der Zeit ist bisher nicht be-
trachtet worden. Auf mögliche quasi-geostrophische Wellen-
vorgänge wird weiter unten eingegangen (§ 2.3). Zur Ergän-
zung werden in diesem Abschnitt jedoch noch die mittlere 
Strömung nach 2 Tagen West- bzw. Sildwind in Abb. (2.1-22) 
und (2.1-23) dargestellt, wobei der oben beschriebene linear 
ansteigende Wind verwendet wurde. Gernäss Bennet (1974) be-
schleunigt sich das Wasser an den windparallelen Küsten 
bzw. Beckenrändern anfänglich am stärksten gernäss 
(2.1-8) H ,x u = (1 - -) 
t H Po 
-filr einen Kanal mit der mittleren Wassertiefe H. Die Modell-
rechnungen zeigen dieses Verhalten in den Abb. (2.1-22) und 
(2.1-23) und verdeutlichen die Dominanz der mittleren küsten-
und zugleich windparallelen Strömungen. Nach 3 Tagen hat sich 
jedoch schon eine vergleichbare geostrophische Gegenströmung 
in den tieferen Schichten ausgebildet. 
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2.2 Zirkulation in der geschichteten Ostsee 
Die Schichtung der Ostsee, bestimmt durch die Temperatur-
und Salzgehaltsverteilung, ergibt sich im langjährigen Mit-
tel aus dem Uberschuss an Süßwasserzufuhr der Flüsse im 
Norden und Osten und dem Salzaustausch im Westen durch die 
Verbindung zum Kattegat. Dies führt im wesentlichen zu 
einer Zweischichtung von salzarmem Wasser in der oberen und 
salzreichem Wasser in der Unterschicht, deren Schichtgrenze 
nach Norden abfällt (z.B. Wüst & Brogmus (1955)). Im Sommer 
entsteht durch die warme Deckschicht eine Dreischichtung; 
in tiefen Regionen, wie z. B. Gotland- oder Landsorttief, 
ergibt sich häufig eine durch die längeren Verweilzeiten be-
dingte zweite Salzschichtung mit höheren Salzgehalten im 
Bodenwasser (Fonselius (1970)). 
Die säkulare Schichtung und die daraus entstehende thermo-
haline Zirkulation der Ostsee entstehen aus der Rektifizie-
rung der Salzschübe im Westen bzw. Süßwasserschübe an den 
nördlichen Küsten. Die Salzschübe im Westen werden maßgeb-
lich durch die meteorologisch bedingten Ein- bzw. Ausstrom-
lagen bedingt. 
In den vorliegenden Modellrechnungen sollen weder die auf 
Grund der Schichtung bestehende Zirkulation der Ostsee, 
wie sie mit dem diagnostischen Modell von Kowalik & Stas-
kiewicz (1976) bestimmt worden ist, noch die Salzwasser-
ausbreitung, wie sie von Wilmot (1974) und Welander (1974) 
studiert worden ist, betrachtet werden. Das beinhaltet, 
daß die auf Grund der Ein-/Ausstromlagen advektierten, fast 
vertikal verlaufenden Fronten zwischen den verschiedeneren 
Wassermassen, die man häufig in der westlichen Ostsee beob-
achtet, nicht modelliert werden. 
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Vielmehr wird von einer nur vertikal geschichteten Ostsee 
ausgegangen, deren Schichtung etwa der des Bornholmbeckens 
entspricht, wie sie zur Zeit des BALTIC '75-Experiments 
beobachtet wurde. Es sind Rechnungen mit 4 und 10 vertikalen 
Tiefenniveaus ausgeführt worden. Durch die Vermeidung von 
horizontalen Dichtegradienten gibt es auch keine Adjustie-
rungsprobleme bei den Anfangswerten. 
Um Rechenzeit zu sparen, wurde für die baroklinen Rechnungen 
ein - statt 3 Tagen nur 2 Tage linear ansteigender, dann 
2 Tage konstanter Wind angenommen, durch den ebenfalls die 
Rauptseiches-Schwingungen einigermassen unterdrückt werden. 
Die barotropen Rechnungen wurden zum Vergleich mit demsel-
ben Wind berechnet. Entsprechend der in § 1.1.1 geschilder-
ten Approximation wird statt Salzgehalt und Temperatur die 
Dichte als prognostische Variable verwendet. 
2.2.1 Wahl der Reibung, Diffusion und Dichte 
Für die Reibung wurden dieselben Parameter wie für die baro-
tropen Rechnungen verwendet mit dem Unterschied, daß in 
den Gl. (2.1.1-1) und (2.1.1-2) die Grössen H, V aus der 
-untersten Schicht stammen. Da die Dichteverteilung einen 
starken Einfluss auf das vertikale Geschwindigkeitsprofil 
hat (z.B. Kowalik (1972), Bennet (1974), Krauß (1976)), 
kann die Schichtung die Bodenreibung verändern. Dies gilt 
auch für die vertikale Impulsdiffusion. 
Für die horizontale und vertikale Impulsdiffusion wurden 
ebenfalls ähnliche Verteilungen wie für die barotropen Rech-
nungen verwendet. Das vertikale Profil von A~(z) für 4-
Schichten und 10-Schichten-Rechnungen ist in Abb. (2.2-1) 
zusammen mit der Dichteverteilung dargestellt. Da für 
die baroklinen Rechnungen noch eine Vorhersagegleichung 
für die Dichte verwendet wird, müssen sowohl horizontale 
als auch vertikale Diffusionskoeffizienten für die Dichte 
vorgegeben werden. 
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Identifiziert man die Dichtediffusion mit der Salzdiffusion, 
so erhält man Diffusionskoeffizienten, die mindestens 1-2 
Grössenordnungen kleiner sind als die Koeffizienten der Impuls-
diffusion. Es ergibt sich die horizontale Dichtediffusion 
Ah zu Ah = 105cm2 /s für eine Horizontalskala von 10 km 
(Okubo (1971), Murthy (1975)). Untersuchungen von Simons 
(1974) im Ontario-See bzw. von Buch & Kullenberg (1980) in 
der Ostsee zeigen, daß man grössenordnungsmässig für die 
vertikalen Diffusionskoeffizienten der Temperatur bzw. Salz 
5 - 0.5 cm2 /s erhält, also etwa 1/100 des Wertes der Impuls-
diffusion:)Die Diffusionskoeffizienten der Temperatur (bzw. 
hier der Dichte) sind von der Richardson-Zahl abhängig, 
doch hat die Variation der Koeffizienten, solange die Grös-
senordnung richtig getroffen wird, nach Simons (1974) keinen 
allzu grossen Einfluß auf die globale Zirkulation. Für detail-
lierte Simulationsrechnungen ist allerdings die Variation 
der Koeffizienten von Bedeutung. Die folgenden, idealisierten 
Rechnungen verwenden für die Dichtediffusion 1/100 der Im-
pulsdiffusion. 
Die unterschiedliche Bodenreibung bei den homogenen und ba-
roklinen Mehrschichtenrechnungen ersieht man aus der Anwen-
dung eines linear über 2 Tage ansteigenden, dann 2 Tage kon-
stanten Südwindes auf ein homogenes 1-Schichten-bzw. 4-
Schichten- und ein baroklines 4- bzw. 10-Schichten-Modell 
mit der in Abb. (2.2-1) dargestellten Dichte- und Diffusions-
*) to'atthäus (1977) erhält für die Jahresgänge der 
WäruEdiffusim ~re Werte (bis ilber 100 cmZ /s). 
verteilung. Die Bodenschubspannung in Nord/Süd-Richtung 
wurde über Ost/West-Schnitte gemittelt gernäss 
(2.2-1) 
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wobei ~ die mittlere Geschwindigkeit in der jeweils un-
tersten Schicht zum Ende des 4. Tages bedeutet. Die geglät-
tete Verteilung von TbY(y) ist in Abb. (2.2-2) dargestellt 
und zeigt, daß im baroklinen 
duziert wird. Der Mittelwert 
see beträgt 0.8·10-2 dyn/cm2 im 
Fall die Bodenreibung stark re-
sby T über alle Punkte der Ost-
_z 
10-Schichten, jedoch 3.6•10 dyn/cm2 
im vertikal integrierten Modell, dh. die "barokline Boden-
reibung" beträgt nur ca. 25% der barotropen. Da im 10-Schich-
tenmodell aber auch die Impulsdiffusion vertikal variabel ist, 
erkennt man den Effekt der Schichtung auf die Bodenreibung 
besser am ho~ogenen bzw. baroklinen 4-Schichtenmodell, die 
•by -~ 4 -2 • jeweils die Werte T = 2. 7·10 c bzw. 1. •10 dyn/c~ l1.efern, 
d.h. die Bodenreibung wird bei gleicher Impulsdiffusion durch 
die Schichtung um ca. 50% reduziert. Der grössere Effekt 
rührt also von der Schichtung her, wie auch der detaillierte 
Verlauf von Tby zeigt. 
Berechnet man den Mittelwert der Bodenschubspannung nur 
aus solchen Orten, an denen die maximale Schichtzahl (4 oder 
10) erreicht wird, d.h. in den tieferen Regionen, so er-
gibt sich ein negativer Wert für Tby. Dieser ist absolut 
genommen für den baroklinen 10-Schichten-Fall am grössten 
und erklärt die Reibungsreduktion durch das unterschied-
liche Geschwindigkeitsfeld in den tiefen Regionen der Ost-
see. 
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2.2.2 Wasserstand und Volumentransporte (baroklin) 
Die Unterschiede zwischen der quasi-stationären Wasser-
standsverteilung im barotropen und baroklinen Fall betragen 
erwartungsgernäss nur wenige Zentimeter. In der Abb. (2.2-3) 
bzw. (2.2-4) sind diese Differenzen barotrop-baroklin bei 
gleicher Windanregung, West- bzw. Südwind, dargestellt. Bil-
det man Nord/Süd- bzw. Ost/West-Mittel der Differenzen, so 
fallen diese von positven zu negativen Werten in Richtung 
des Windes ab, in Abb. (2.2-3) von ca. lern auf -lern von 
West nach Ost, in Abb. (2.2-4) von ca. 2cm auf -4cm von Süd 
nach Nord. Die barokline Rechnung ergibt also zu diesem 
Zeitpunkt (4 Tage) eine zusätzliche Wasserstandsneigung. Wie 
schon in 2.2.1 erläutert, hat man im baroklinen Fall durch 
die Struktur des vertikalen Stromprofils eine reduzierte Boden-
reibung und damit eine reduzierte Dämpfung. Diese Tatsache 
führt einerseits auf einen geringfügig höheren Windstau 
(ca. 1cm), andererseits sind die "barotroperl'Seiches, wenn 
auch durch die Anregung optimal unterdrückt, etwa um den 
Faktor 4 weniger gedämpft - Abb. (2.2-2) - und produzieren 
auf Grund ihrer Amplitude zu diesem Zeitpunkt eine andere 
Neigung. 
Neben dem großräumigen Unterschied in der Neigung gibt es 
bei Südwind z.B. noch auffällige lokale Unterschiede von 
1-3cm, die an der schwedischen Südküste, um Bornholm, an 
der Ostküste Gotlands etc. auftreten. Da der interne Defor-
mationsradius Ri-0(10km) beträgt, erklären sich diese 
Unterschiede möglicherweise aus der Anregung von internen 
Kelvin- , Rand- oder Schelfwellen, können aber auf Grund 
der räumlichen und zeitlichen Auflösung bei diesen Modell-
rechnungen nicht weiter analysiert werden. 
Die Transporte nach 4 Tagen Westwind im baroklinen 4-
Schichtenmodell bzw. Südwind im 10-Schichtenmodell sind 
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in den Abb. (2.2-5) und (2.2-6) dargestellt. Das generelle 
Bild ist auf den ersten Blick nicht sehr verschieden vorn 
homogenen Fall (Abb. 2.1-3/4). Die Unterschiede sind 
durch Differenzbildung in den Abb. (2.2-7) und (2.2-8) 
deutlich gemacht sowie durch die Transporte senkrecht zu 
ausgewählten Querschnitten, die für den baroklinen Fall in 
die Abb. (2.1-6) und (2.1-7) des Abschnitts 2.1 als 
gestrichelte Kurven eingetragen sind. 
Lokal können die Abweichungen bis zu ca. 105rn3/s betragen, 
z.B. südwestlich der Kvarken oder arn nördlichen Rand des 
Landsorttiers. A~ffällig i~t_die häuf~ge_Anordnung der Dif-
ferenztransporte in Wirbelstrukturen. So fehlt in der 
baroklinen Rechnung bei Südwind der in der barotropen 
Rechnung arn Ausgang der Stolper Rinne deutliche zyklonale 
Wirbel. Da die verwendete Schichtung in dieser Region der 
realen sehr nahe kommt, ist zu vermuten, daß in der zentra-
len Bornholmsee die Schichtung eine dominierende Rolle für 
die Struktur der Strömungen spielt, wie es auch die Simu-
lationsrechnungen mit einem genesteten Modell von Sirnons 
(1976) zeigen. Es werden Wirbel durch die Schichtung evtl. 
nur abgeschwächt, wie z.B. bei Westwind östlich vorn Born-
holrngat - Abb. (2.2-5/7) - oder überhaupt erst produziert, 
wie bei Südwind über dem Bottentief - Abb. (2.2-6/8) -
Besonders auffällig sind auch die Wirbelstrukturen in 
den Differenztransportvektoren in der Gotlandsee östlich 
von Gotland bei Südwind und nordwestlich von Gotland bei 
Westwind. Ändert sich der Wind zeitlich, so fangen viele 
der Wirbelstrukturen an zu wandern, wie noch in 2.3. näher 
beschrieben wird. 
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Die Abschwächung oder Verstärkung von Wirbeln im Trans-
port resultiert aus dem Effekt des Terms (V~Pi)z in der 
Gleichung (2.1.2-1), der den kombinierten Einfluss von 
Schichtung und Topographie darstellt. Dieser kann im kli-
matologischen Mittel doppelt so gross wie der Windeffekt 
sein (Kowalik & Staskiewicz (1976)). 
Die Terme (Vx~/p0H)z und (Vxji>z sind für e1n1ge Modell-
rechnungen ermittelt worden. Für die Transport-Wirbelstärke 
sind jedoch die Terme (Vx~ /p0 )z bzw. (VxHEi)z zu verwenden. 
Einige statistische Parameter sind im Anhang A2 in Tabelle 2 
zusammengefasst. Daraus geht hervor, daß (Vxfi)z mehr als 
halb so gross wie (VxT/p0 H)z ist. Vergleicht man die Werte 
- -6 von (VxHfi)z = 0(10 cm/s 2 ) mit dem extremen Wert 
(VxT/p0 ) = 0(10-
6
cm/s 2 ), so sieht man, dass der kombinierte 
~ z 
Einfluss von Schichtung und Topographie in der Ostsee 
die Separation von baroklinen und barotropen Lösungen nicht 
immer zulässt (Simons (1976)). 
In den Abb. (2.2-9) und (2.2-10) ist die Verteilung des 
Terms (VxHji)z jeweils für Westwind und Südwind dargestellt. 
Durch Vergleich mit den Abb. (2.2-7) und (2.2-8) sieht man, 
dass die Abweichung zu den barotropen Transporten besonders 
in den Regionen verstärkt wird, in denen (VxHP.) maximal 
~1 z 
wird. 
Blickt man noch einmal auf die Abb. (2.1-7) und (2.1-8) 
der Sektion 2.1 zurück, so sieht man, dass die küstenpa-
rallelen Transporte ebenfalls durch den Einfluss der 
Schichtung verstärkt (z.B. Westseite der Bottensee) oder 
geschwächt {z.B. Ostseite der Bottensee) werden können. 
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Die Differenzen betragen 1 - 2t 104m2 /s 1 . Der Effekt 
der Schichtung in den Modellrechnungen ist in denjenigen 
Regionen am stärksten, in denen die Salzgehaltssprung-
schicht die Tiefenlinien schneidet, d.h. in den Gebieten, 
in denen mindestens die Wassertiefe 50-60 m erreicht, da 
dies die im Modell vorgegebene Raupt-Sprungschichttiefe 
ist. Letzteres ist nur für die Bornholmsee richtig, so 
daß die baroklinen Einflüsse westlich von Bornholm unter-
schätzt werden und diejenigen in der Bottensee in Wirk-
lichkeit anders aussehen können. 
2.2.3 Barokline Strömungen 
Nach Bennet (1974) unterscheiden sich in einer Anfangs-
phase nach dem Zustand der Ruhe die küstenparallelen baro-
klinen mittleren Strömungen kaum von den barotropen. So 
wird man im fl~?-~eE Wasser eine Strömung in Windrichtung, 
in tiefere~ &hichten eine gegen Windrichtung erwarten. 
Die vorliegenden Modellrechnungen zeigen aber schon nach 
wenigen Tagen eine wesentliche Änderung in der Struktur 
der Strömungen, die sowohl durch die Veränderung des ver-
tikalen Strömungsprofils als auch durch den kombinierten 
Einfluss von Schichtung und Topographie bewirkt wird (s. 
auch 2.2.2). Alle Rechnungen sind wieder mit einem linear 
auf !Tl = 1 steigenden Wind berechnet. Abb. (2.2-11) bis 
(2.2-14) zeigen die Horizontalverteilung der Strömung in 
einem baroklinen 4-Schichten-Modell bei Westwind, wobei 
die verwendeten Parameter denen in Abb. (2.2-1) entsprechen; 
Abb. (2.2-15) bis (2.2-19) zeigen entsprechende Bilder 
aus dem 10-Schichtenmodell bei Südwind, für die Schichten 
5-15, 15-25, 35-45, 55-65, 80-100 und 100m-Boden. 
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Um die Abweichungen von der barotropen Strömung deutlich 
zu machen, ist in Abb. (2.2-20) für ein 4-Schichtenmodell 
bei Südwind der Unterschied barotrop-baroklin in der Schicht 
0-15m dargestellt. Obwohl die Strömung dieser Schicht we-
sentlich durch die Ekman-Dynamik bestimmt wird, sind die 
Abweichungen zur barotropen Rechnung markant. Zum Boden 
hin verstärken sich diese Abweichungen noch. So existiert 
der im barotropen Fall am Ausgang der Stolper Rinne be-
findliche Wirbel in den baroklinen Rechnungen nicht mehr, 
wie auch schon die Volumentransporte zeigten. Die Vertei-
lung von (VxHfi)z in Abb. (2.2-10) ergibt an dieser Stelle 
positive Werte; ebenso ist (Vx~)z als auch (VxT/p 0 H)z 
positiv, so daß die Anregung für die Wirbelstärke der mitt-
leren Strömung nach Gl. (2.1.2-1) reduziert ist. 
Um Einblick in die Vertikalstruktur zu gewinnen, sind an 
einigen in Abb. (2.1-6) bzw. (2.1-7) definierten Schnitten 
durch bestimmte Regionen der Ostsee Isotachen gezeichnet 
worden. 
In Abb. (2.2-21a) und (2.2-21b) sind die v- bzw. u-Kompo-
nente der Strömung auf dem Schnitt 12 in der Bottensee dar-
gestellt, in Abb. (2.2-22a) die Vertikalgeschwindigkeit. 
Letzteres Bild hat grosse Ähnlichkeit mit Ergebnissen eines 
spektralen Kanalmodells von Krauß(l~79i, Fig. 7c), das bei 
fast identischer Anregung, Diffusion und Schichtung gleiche 
Grössenordnungen und Vorzeichen aufweist. Die in Krauß 
(1979a)auffälligen Signale vonamBoden auftretenden Wellen, 
"bottom trapped", sind auch hier andeutungsweise vorhanden. 
Hingegen ist der küstenparallele Strom sehr viel stärker 
an der Küste konzentriert, wie auch die Kanalmodelle von 
Bennet (1974) und Simons (1980) vorhersagen. 
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Der Grund liegt darin, daß das Spektralmodell keinen 
küstenparallelen Druckgradienten zulässt, dessen Existenz 
in Bennet's (1974) Kanalmodell oder O'Brien's (1975) Auf-
triebsmodell gefordert wird, und der im vorliegenden Modell 
ganz natürlich aus der Geschlossenheit des Beckens resultiert. 
Der Vergleich einer barotropen/baroklinen 4-Schichtenrech-
nung in Abb. (2.2-22b) bezüglich der küstenparallelen v-Kom-
ponente zeigt, dass auf der Ostseite der Bottensee durch 
die hier vorgegebene Schichtung der küstennahe Strom an der 
Oberfläche verstärkt, unterhalb der Sprungschicht vermindert 
wird. Im symmetrischen Kanalmodell von Bennet (1974) wird 
dies für beide Küsten vorhergesagt. Das vorliegende Modell 
ist in der Erfassung der Nordsüd-Geometrie jedoch realisti-
scher als ein Kanalmodell. Die Abweichungen zum barotropen 
Modell alternieren entlang des Schnittes mit einer Skala von 
30-60 km, die den in Abb. (2.2-20) erkennbaren Wirbeln zuge-
ordnet werden können. 
Abb. (2.2-23) zeigt die Nordkomponente der Strömung durch 
Schnitt 6 (südliche Gotlandsee) und Abb. (2.2-24) die Dif-
ferenz zur barotropen Ostsee. Wieder zeigen die Abweichungen 
alternierendes Vorzeichen mit einer Skala von 20-40km, zwi-
schen öland und Gotland sogar um 10km. Die horizontale 
Strömungsstruktur - Abb. (2.2-15) - (2.2-20) - weist diese 
Skala wiederum als dominante Wirbelskala auf. Die auffällige 
Energiekonzentration am Boden, vergl. auch Abb. (2.2-19), 
weist auf Wellen hin, deren Skala mit der obigen Wirbelskala 
übereinstimmt. 
Um die vom Modell erzeugte quasi-stationäre Strömungsstruk-
tur in der Bornholmsee detaillierter darzustellen, dienen 
ein Nord-Süd-Schnitt und ein Ost-West-Schnitt (in Abb. 
(2.1-7) als Schnitt 4 und Schnitt 4a bezeichnet). 
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Die Verteilung der Strömungskomponenten u, v, w entlang des 
Nord-Süd-Schnittes ist in Abb. (2.2-25a) bis (2.2-25c) rür 
Westwind (4 Schichten) und Abb. (2.2-26a) bis (2.2-26c) für 
------..",_- ----- ---
Südwind (10 Schichten) als Isotachenbild g~zeichnet. Die ent-
sprechenden Ergebnisse auf den Ost-West-Schnitten rinden 
sich in Abb. (2.2-27) und (2.2-28). 
Insgesamt sieht die Strömungsstruktur in der Bornholmsee 
recht kompliziert aus. Zwar erkennt man die bekannten Erschei-
nungen wie Ekmandrift in den oberen Schichten, (z.B. Abb. 
(2.2-25b) und (2.2-28a), Gegenstrom in den unteren. Weiterhin 
erkennt man starke Küstenströmungen verbunden mit Auftriebs-
erscheinungen, die ihr Maximum eine Gitterbreite (10km) entfernt 
vor der Küste haben und die besonders gross sind, wenn der 
Wind längs der Küste bläst (vgl. Csanady (1977)). Der in Abb. 
(2.2-27) und (2.2-28) ausgewählte Schnitt 4a ist fast iden-
tisch mit einem Schnitt von Walin (1972), auf dem dieser die 
Auf- und Abbewegung der Temperatursprungschicht an mehreren 
aufeinander folgenden Tagen gemessen hat. In Windsituationen, 
die den vorliegenden entsprechen, erhält man aus seinen Beob-
achtungen eine Vertikalgeschwindigkeit von 20m/3 Tage = 7•10-3crn!s 
an der KUste, die mit den Grassenordnungen der Modellrechnungen 
gut Ubereinstimmt. 
Neben dem lokalen Auftrieb (Abtrieb) an der Küste zeigen sich 
auch in den inneren Regionen der Bornholmsee Auftriebserschei-
nungen, die entweder durch die globale Zirkulation großräumig 
das Becken erfassen, z.B. 10-4-10-5cm!s in Abb. (2.2-27c), 
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oder die durch Wirbelbildung oderKmvergenzen und Divergen-
zen deN horizontalen Strömung eng begrenzte Auf/Abtriebs-
Zellen darstellen mit einer horizontalen Skala von 30-50km 
und einer vertikalen von 20-50m. Letztere sind verbunden 
mit verhältnismässig starken Bodenströmungen, die auch in 
der Gotlandsee auftreten. Die Vertikalbewegungen (z.B. Abb. 
(2.2-27c)) erreichen in Bodennähe bis zu 10-3crn!s. Ähnlich 
wie bei Krauß(1979a) existieren diese Phänomene nur bei Vor-
handensein von Schichtung und treten unterhalb der in ca. 
50m befindlichen "Salzgehaltssprungschicht" auf. 
Die Beobachtungen von BALTIC'75 (§ 3) zeigen die Verstärkung 
der Strömungen am Boden nicht immer eindeutig. Jedoch erge-
ben Messungen auf Position 9, in Abb. (2.2-27) bzw. (2.2-28) 
75km östlich der Küste gelegen, nach einer fast stationären 
Windlage (4. - 8.5.1975) Maximalwerte der Strömung in 67 m 
Tiefe von im Mittel 20cm/s bei nordwestlichem Stress der Stärke 
ITI~3-4. In Abb. (2.2-27b), (2.2-27c), (2.2-28a) und 
(2.2-28b) der Modellrechnungen erhält man für l1l = 1 Werte 
von bis zu 6 cm/s am Boden im Bereich der Meßposition 7 und 
9. In Abb. (2.2-28a) ist hier die Nordkomponente am Boden 
doppelt so gross wie an der Oberfläche. Die Messungen auf 
Position 7 ergeben nicht so eindeutig verstärkte Bodenströ-
mungen, doch treten auch hier die maximalen Strömungen in 
55m Tiefe auf (15 cm/s). 
Die idealisierten Modellrechnungen können nur prinzipielle 
Erscheinungen der Strömungsstruktur erkennen lassen. Die 
Untersuchungen von Simons (1976) zeigen jedoch, daß die Si-
mulationsrechnungen im allgerneinen gerade für länger anhal-
tende konstante Windlagen erfolgreich sind. 
Obwohl die Modellgleichungen hinsichtlich der Dichteer-
haltungsgleichung nicht mehr linear sind, kann man bei 
komplementären Windlagen annähernd komplementäre Strömun-
gen erwarten. Auftriebsgebiete werden zu Abtriebsgebieten 
und negative Dichteanomalien zu positiven etc. 
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Ist der Wind zeitlich variabel, so fangen die kleinräumigen 
Strukturen an zu wandern und können innerhalb weniger Tage 
eine völlig andere Strömungsstruktur in der Bornholmsee 
und anderen betrachteten Gebieten der Ostsee erzeugen. Es 
ist anzunehmen, daß diese Strukturen topographische Wellen 
darstellen, wie sie auch in den Grossen Seen (Simons (1974)) 
zu beobachten sind. Diese Frage wird in § 2.3 weiter behan-
delt. 
2.2.4 Dichteanomalien und Auftriebserscheinungen 
Im vorigen Abschnitt wurden schon einige Angaben über den 
vom Modell erzeugten Auftrieb in der Ostsee, insbesondere der 
Bornholmsee gemacht: 
-2 1) Küstenauftrieb, Distanz ~ 10km: w ,.._ 10 cm/ s 
2) Kleinräumiger Auftrieb wn. 10-4crnls bis 10-3crn!s amBoden 
3) Grassräumiger Auftrieb w "' 10 -S -10-4 cml s 
Für 1) werden die Modellergebnisse durch Walin's (1972) Mes-
sungen in der Bornholmsee unterstützt. Der Küstenauftrieb 
vor Nordwest-Afrika produziert ähnliche Grössenordnungen 
(z.B. Hagen (1977)~ 
Einen Uberblick über die horizontale Verteilung von Auf-
und Abtriebsgebieten in den oberen Schichten liefert Abb. 
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(2.2-29), die die Vertikalgeschwindigkeit in 15m Tiefe 
darstellt (positive Werte sind Auftrieb). Wie zu erwarten 
ist, tritt der stärkste Auf/Abtrieb an den Küsten auf, die 
parallel zum Wind verlaufen. Da wieder die quasi-stationäre 
Südwindlage betrachtet wird, findet man hauptsächlich an 
den West/Ostküsten starke Vertikalgeschwindigkeiten: Die 
gesamte schwedische Westküste mit Auftrieb, die Ostküste 
der Bottenwiek, die polnische, litauische, lettische 
Küste und die Westseite der Inseln ösel und Dagö mit Abtrieb. 
Auffällig sind die Auf- bzw. Abtriebsgebiete auf der Ost-
bzw. Westseite der Inseln Bornholm, öland, Gotland und 
0 Alandsinseln, sowie die Strukturierung in Zellen mit einer 
horizontalen Ausdehnung von 20-30km. Diese wird an manchen 
Stellen deutlich durch die topographische Skala verursacht, 
wie z. B. westlich der Inseln ösel und Dagö, wo auch die 
Horizontal-Strömungen stark mäandern (Abb. (2.2-16)). Noch 
deutlicher wird der Einfluß der Topographie auf die Skala 
der Zellenstruktur in Abb. (2.2-30), in der die Vertikalge-
schwindigkeit in 100m Tiefe für dieselbe Windlage darge-
stellt ist. Gerade die Gotlandsee ist mit einer sehr rauhen 
Topographie ausgestattet, die der Zirkulation offenbar die 
entsprechende Skala aufprägt. 
Während die in 15m auftretenden Vertikalgeschwindigkeiten 
an der Küste maximal 6•10- 3cm/s betragen und den Beobachtungen 
nicht widersprechen, ist es unklar, ob die in 100m auftreten-
den maximalen Vertikalgeschwindigkeiten von 1-2•10-3cm/s 
realistisch sind. 
Bei Westwind hat man Auftrieb an den Westküsten, nur ist er 
nicht so stark wie bei Südwind. Dafür ergeben sich starke 
Abtriebszellen an der polnischen und estnischen Küste des 
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Finnischen Meerbusens, sowie Auftriebszellen an der Finni-
schen Küste. Nördlich der Halbinsel Hela bzw. an der schwe-
dischen Küste der Bornholmsee ist stets mit Abtrieb bzw. 
Auftrieb bei südwestlichen Winden zu rechnen. Insgesamt ist 
der Auftrieb bei westlichen/östlichen Winden gleicher Stärke 
geringer als bei südlich/nördlichen. 
Die vertikale Verteilung der Vertikalgeschwindigkeit war an 
einigen Beispielen in den Abb. (2.2-26c) und (2.2-28c) erörtert 
worden. 
Ein Beispiel für die Struktur der Dichteflächen ist in Abb. 
(2.2-31a) für den Nord-Süd-Schnitt 4 durch die Bornholmsee 
bei Südwind dargestellt. Bekanntlich wölben sich die Dichte-
flächen bei Südwind auf der Westküste bzw. Südküste nach oben 
und auf der Ostseite bzw. Nordseite nach unten entlang eines 
schmalen Küstenstreifens, dessen Breite dem internen Rossby-
Radius der Deformation entspricht (Csanady & Scott (1974), 
Simons (1980)). Dieser beträgt hier 0(10km), so daß die 
Auf- bzw. Abwölbungen in Abb. (2.2-31a) auf den Küstenbe-
reich beschränkt bleiben. Man sieht aber auch, daß durch den 
in Abb. (2.2-25a) erkennbaren Gegenstrom in etwa 50m Tiefe 
auf der nördlichen Seite des Beckens die Dichteflächen 
sich kompensierend nach oben wölben. Die Vertikalverlagerung 
beträgt für diese Windsituation ca. 5-6m in der "Temperatur-
Sprungschicht" und ca. 3-4m in der "Salzgehaltssprungschicht". 
In der Bottensee erhält man auf dem Schnitt 12 in der Tem-
peratursprungschicht 10-15m Vertikalverlagerung. 
Generell ergabeh sich aufgrund der in § 1.3 geschilderten 
Eigenschaften des Integrationsverfahrens der Dichteerhaltungs-
gleichung häufig lokale Probleme der "Negativkonzentration" 
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von Dichte (s.a. Simons (1980)). Dies kann dazu führen, daß 
lokal Dichte derart angereichert oder verloren wird, daß Werte 
resultieren, die über den maximalen oder unter den minimalen 
im Becken anfangs vorhandenen Dichten liegen (im 10-Schichten-
modell Werte unterhalb von ot=5 oder oberhalb von ot=13). Dies 
führt z.B. in Abb. (2.2-31a) zu der erkennbaren Singularität 
der ot=8-Linie am südlichen Beckenrand. Das Problem ist lo-
kal, global bleibt die Masse erhalten. Bei Langzeitintegration 
muss man Verfahren verwenden, die diesen Fehler reduzieren 
(Lam (1977)). 
Da die erzeugten Dichteanomalien besser sichtbar werden, wenn 
man die Anomalien bezüglich der Anfangsverteilung auf Flächen 
z = const betrachtet, sind die Südwind-Anomalien von Schnitt 4 
noch einmal in Abb. (2.2-31b) dargestellt, in Abb. (2.2-31c) 
die entsprechenden Westwind-Anomalien. Zusammen mit den Anomalien 
in der Gotlandsee (Abb. (2-2-32)) erkennt man, daß sich die 
Dichteänderungen hauptsächlich dort entwickeln, wo die Sprung-
schichten den Boden schneiden. Die horizontale Dichteadvektion 
spielt bei diesen Rechnungen eine untergeordnete Rolle. Bei 
der 10-Schichtenrechnung kommt die wesentliche Dichteänderung 
durch vertikale Advektion zustande, da - von einer oberflächen-
und bodennahen Schicht abgesehen - die vertikale Dichtediffusion 
sowie Impulsdiffusion Null gesetzt wurde (Abb. (2.2-1)). 
Die horizontale Verteilung der Dichteanomalien ist in den Abb. 
(2.2-33) und (2.2-34) jeweils über bzw. unter der "Temperatur-
sprungschicht" dargestellt in Form von ot-Anomalien in 5-15m 
bzw. 15-25m Tiefe bei Südwind. Das entsprechende Paar von 
Abbildungen oberhalb bzw. unterhalb der "Salzgehaltssprung-
schicht" findet sich in den Abb. (2.2-35) und (2.2-36). 
-118-
Während die "Temperatursprungschicht"-Anomalien im wesent-
lichen die Auftriebserscheinungen widerspiegeln, erkennt 
man an den "Salzgehaltssprungschicht"-Anomalien deutlich 
die Kompensationsneigung (von Süd nach Nord abfallend) 
der Grenzfläche, jedoch gilt dies jeweils beckenweise, 
z.B. Bornholmbecken, Bottensee, Bottenwiek und östliche 
Hälfte des Finnischen Meerbusens. 
Die Schrägstellung der "Salzgehaltssprungschicht" bietet 
dabei einen möglichen Mechanismus für Überströmungser-
eignisse an den Schwellen zwischen.den einzelnen Becken. 
2.3 Topographische Wellen- Wirbel in der Ostsee 
Im den vorigen Abschnitten wurde Wert auf die Modeller-
gebnisse eines quasi-stationären Zustandes gelegt, der 
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durch eine typische, ein paar Tage andauernde Windlage 
erreicht wird. Auf Grund der räumlichen Skala der Tief-
druckgebiete 0(1000km) ist auch ein räumlich konstanter 
Windstress für diesen Fall angemessen. Die Bedeutung von 
Frontdurchgängen in einem geschichteten Flachwassermeer ist 
von Krauß (1978) mittels eines Spektralmodells bei ebenem 
'"eeresboden diskutiert worden. Im folgenden sollen niederfre-
quente Wellenvorgänge betrachtet werden. 
2.3.1 Allgemeines 
In einem berandeten Meeresgebiet gibt es bekanntlich Wel-
lentypen, die ihre Existenz der Erdrotation und der Küste 
verdanken, wie die barotropen und baroklinen Kelvin-Wellen. 
In indealisierten Becken (z.B. Rechtecken) können sie nur 
mit langen Wellen vom Typ der Poincare-Wellen zusammen 
existieren. Während letztere Perioden haben, die unterhalb 
der Trägheitsperiode liegen, also in der Ostsee unterhalb 
von 13 - 14 Stunden, können Kelvin-Wellen auch sehr nie-
drige Frequenzen haben. Der durch den Rossby-Radius der 
Deformation beschriebene exponentielle Abfall der Wellen-
amplitude vor der Küste beträgt ca. R = 200 km für die 
homogene und etwa Ri = 15 km für die barokline Ostsee, so 
daß die internen Kelvin-Wellen höchstens in einem schmalen 
Küstenstreifen zur Wirkung kommen. Hat man statt ein~ 
vertikalen Wand an der Küste einen geneigten Schelf, so 
beinhaltet dies zugleich eine varlable Bodentopographie. Es 
werden sowohl hochfrequente Randwellen als auch niederfre-
quente Schelfwellen (w<f) möglich. Die Randwellen entsprechen 
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den ersten 2 Wurzeln der in § 1.2.4 diskutierten kubischen 
charakteristischen Gleichung, sind also Wellen 1. Art; die 
Schelfwellen sind der dritten Wurzel der charakteristischen 
Gleichung zugeordnet, sind daher Wellen 2. Art. 
Die Randwellen können auch ohne Erdrotation existieren. 
Eine Sorte von Randwellen wandert so, daß die Küste links 
ist, die andere so, daß die Küste rechts ist. Von den letzteren 
entspricht die Randwelle niedrigster Ordnung bei kleinen Wel-
lenzahlen und Frequenzen (w<f) der Kelvin-Welle. Sie ist 
also prinzipiell im quasistationären Zustand enthalten, der 
in den vorigen beiden Abschnitten diskutiert wurde. Die Kelvin-
Welle wird im Ubersichtsartikel von Mysak (1980) als "hybrid" 
bezeichnet, weil ihre Existenz sowohl von der Schwere als 
auch von der Erdrotation abhängt. Da die Küsten und Bodenver-
änderungen in der Ostsee eine dem internen Rossby-Radius ver-
gleichbare Skala haben, werden die baroklinen Kelvinwellen 
durch die Topographie stark modifiziert. 
Die Schelfwellen haben Frequenzen w<f und wandern auf der 
Nordhalbkugel so, daß die Küste rechts ist. Betrachtet man 
diese auf Grund der Bodenneigung und Erdrotation existierenden 
Wellen 2. Art losgelöst von einer Küstenberandung, so werden 
diese Wellen auch "topographische" Rossby-Wellen genannt. Sie 
lassen sich ebenso wie die "planetarischen" Rossby-Wellen 
aus der quasi-geostrophischen Approximation der Bewegungs-
gleichungen herleiten. Die planetarischen Rossby-Wellen, die 
auf Grund der Breitenabhängigkeit des Coriolisparameters 
existieren, spielen in der Ostsee keine Rolle, da der topo-
graphische ß-Effekt 
(2.3.1-1) 
den planetarischen um 2 Grössenordnungen überwiegt, wie man 
in Abb. (1.3- 5) oben links aus der Häufigkeitsverteilung 
für d K en oeffizienten r = ßT/ß entnehmen kann, in der die 
häufigsten Werte von r zwischen 100 und 300 liegen. 
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Bei einer idealisierten Nord-Süd-Topographie mit nicht zu 
starker Neigung a gilt nach Rhines (1970) für die Frequenz 
freier topographischer Rossby-Wellen bei Vorhandensein von 
Schichtung 
(2.3.1-2) w = - af ~ R cth (R
1
.k) H0 k i 
NH 
mit k 2 = K 2 + n2 und R1. = fo , N2 = ~ ~ P. LlZ • 
0 
Für lange Wellen (d.h. R.<<2n/k) gilt dann 
1 
(2.3.1-3) wz 
und für kurze (d.h. R.>>2n/k) 
1 
(2.3.1-4) w~-aN~ k 
Die Schichtung wirkt sich also nur für kurze Wellen 
auf die Frequenz aus. Die hervorstechende Eigenschaft 
der Wellmist, daß sie sich stets so ausbreiten, daß das 
flache Wasser auf der Nordhalbkugel rechts liegt. 
Setzt man a -IVHI , so kann man mit r = ßT/ß= I~HI f/ß 
für (2.3.1-2) schreiben 
(2.3.1-5) 
Setzt man grössenordnungsmässig für Ostseeverhältnisse 
R. = 15 km, r ::: 100 (Abb. 1. 3- 5) und K=n=2n /50 km -l, 
1 
so erhält man aus Gl. (2.3.1-5), die natürlich für die 
Ostsee nur grob angenähert gilt, eine Periode von 6.4 
Tagen. Für andere (r,K,n,Ri)-Werte erhält man ähnliche 
Perioden von wenigen bis zu mehreren Tagen. 
-122-
Da die Wellen prinzipiell in geschlossenen Becken existieren 
müssen, können nur gewisse Eigenfrequenzen und Wellenlängen 
in Frage kommen. Für das kreisförmige Bornholmbecken hat 
Wenzel (1978) die Eigenperioden der barotropen topogra-
phischen Wellen bestimmt, wobei die niedrigste Ordnung 
(Wellenzahl 1 in radialer und azimutaler Richtung) eine 
Periode von ca. 4 Tagen, die Ordnung (3,3) eine solche von 
ca. 25 Tagen ergibt. 
Die Phasengeschwindigkeiten liegen in der Grössenordnung 
10cm/s bzw. 10km/Tag. Die vertikale Struktur der freien to-
pographischen Rossby-Wellen zeigt im baroklinen Medium einen 
exponentiellen Abfall vom Boden zur Oberfläche, der nach 
Pedlosky (1979) durch die Längenskala d gegeben ist: 
(2.3.1-6) H d = kR. 
l. 
-1 Setzt man K=n=2~/50km , H = 50m, Ri = 15km, so erhält man 
d ~20m. Für kürzere Wellen erfolgt der exponentielle An-
stieg zum Boden hin auf einer kürzeren Skala. Da in den Mo-
-2 -1 dellrechnungen das lokale N(z) bis zu 6·10 s beträgt, 
kann man für d einige wenige Meter erhalten, die die Ener-
giekonzentration amBoden hier und in Krauß (1979a)erklären 
können. 
Topographische Wellen können sich als Wirbelstrukturen dar-
stellen, z.B. im Transport. So erhalten Birchfield (1967) 
und Birchfield & Hickie (1977) in einem kreisförmigen Becken 
mit Topographie für den barotropen Fall stets ein Wirbel-
paar für niederfrequente Windanregung. Ähnliche Strukturen 
sind in den weiter unten aufgeführten Rechnungen in den 
einzelnen Becken der Ostsee zu sehen. 
Topographische Wellen sind auch in barotropen und baro-
klinen Modellen des Ontariosees berechnet worden (Simons 
(1975); Csanady (1976)). Sie zeigen sich dort sowie in 
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den Beobachtungen als eine Zweizellenstruktur mit einem 
zyklonischen und antizyklonischen Wirbel nach einem hefti-
gen Sturm. Die Strukturen wandern gegen den Uhrzeigersinn 
um den See und haben eine Periode von 8 Tagen. 
Numerische Rechnungen von Simons (1976, 1978) zeigen bei 
Vorgabe realistischer Windfelder in der Bornholmsee ebenfalls 
die Erzeugung und Wanderung von Wi~belstrukturen im Volumen-
transport. 
2.3.2 Beobachtungen von Wirbeln in der Ostsee 
Thermistor-Schleppkettenversuche in der Arkona-, Bornbolm-
und Gotlandsee, die in Kielmann, Krauß & Keunecke (1973) 
beschrieben sind, zeigen Auf- und Abwölbungen der Isothermen 
in räumlichen Skalen von ca. 30 - 40 km, die von den ge-
nannten Autoren internen Wellen zugeordnet wurden. In 
Keunecke & Magaard (1975) weisen Schleppkettenmessungen 
in der Bornholmsee jedoch auf die Existenz von quasi-geostro-
phischen Wirbeln hin mit einer horizontalen Skala von ca. 
30km, einer Periode von ca. 10 Tagen und einer Phasenge-
schwindigkeit von ca. 5 cm/s. 
Strömungsmessungen in der Bornholmsee (Kielmann, Krauß & 
Keunecke (1973)) zeigen niederfrequente Fluktuationen 
von einigen Tagen. Messungen aus dem BALTIC'75-Experiment 
im Bornholmbecken. (Kielmann et al. (1976)) zeigen ähnliche 
Phänomene in Schichtungs- und Strömungsmessungen. 
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Auf Satellitenphotos im sichtbaren Bereich (LANDSAT I) 
lassen sich auf Grund der Formation von Algen Wirbelstruk-
turen an der Oberfläche in der Bornholm- und Gotlandsee 
erkennen, die eine räumliche Skala von 20-30km haben 
(Kielmann (1978)). 
Abb. (2.3-1) zeigt ein von Hardtke (1980) bereitgestelltes 
Satellitenphoto der Ostsee im Infrarotbereich. Das Bild 
wurde aus dem TIROS~N-Datenarchiv des Department of Electrical 
Engineering & Electronics der Universität von Dundee (Schott-
land) mit der dortigen Bildwiedergabeanlage erstellt. In 
seinem wolken- und eisfreien Teil zeigt es die Arkona-, 
Bornholm- und Gotlandsee bei umlaufenden Winden aus SSE 
mit ca. 7m/s am 21. 4. 1980, nachdem einen Tag vorher ein 
Tief nach Norden durchgezogen war. 
Deutlich sind (wie auf vielen anderen Photos auch) Wirbel 
und Fronten an den unterschiedlichen Temperaturen (dunkel-
grau= warm) erkennbar, ebenfalls Auftriebsgebiete, z.B. 
südlich von Gotland. 
Besonders deutlich ist das auffällige Wirbelpaar im Born-
holmbecken mit einem Wirbeldurchmesser von ca. 35kmJoder 
der Wirbel in der westlichen Arkanasee von gleicher Skala. 
Im Zentrum der genannten Wirbel befindet sich wärmeres 
Wasser. Ob das Wasser horizontal eingemischt wurde oder 
aus tieferen (und salzreicheren) Schichten nach oben ad-
vektiert wird, ist unklar. Auf Grund der warmen Wirbelkerne 
sollte man annehmen, daß beide Wirbei gleichsinnig (zyklonisch?) 
rotieren, andererseits müssten sich-dann relativ starke hori-
zontale Scherungen zwischen ihnen ergeben. L~tztere gäben An-
laß für Turbulenzerscheinungen, die auf dem Photo aber nicht 
zu entdecken sind. 
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Betrachtet man das Gebiet südöstlich des östlichen Wirbels 
mit einer Lupe, so kann man sogar noch einen dritten, etwas 
kleineren (~20km) Wirbel entdecken. 
In Modellrechnungen lassen sich nun gerade in der Bornholm-
see, in der auf fast jedem Satellitenphoto Wirbel zu er-
kennen sind, topographische Wellen erzeugen, die eine ähn-
liche Skala wie die beobachteten Wirbel haben. Das Material 
der Satellitenphotos lässt bisher leider noch keine Sta-
tistik über Wirbelhäufigkeit, Wanderungs- und Drehrichtung 
oder Zeitskalen zu, so daß nicht immer klar ist, ob die 
Wirbel als topographische Wellen zu interpretieren sind. 
An den Beltausgängen erkennt man auf Satellitenaufnahmen 
kleinskalige Wirbel (<10km) bei Ein/Ausstromlagen, die 
Ähnlichkeit mit einer v. Kärmän'schen Wirbelstrasse zei-
gen. Die Wirbelstrukturen in der Ostsee haben manchmal 
Ähnlichkeit mit quasi-geostrophischer Turbulenz, die auf 
Grund von nicht-linearer Wechselwirkung entstehen würde. 
Da das Modell in den Bewegungsgleichungen linear ist, wird 
dieser Prozess nicht erfasst. Man kann aber spekulieren, 
daß bei der Entstehung von quasi-geostrophischer Turbulenz 
die topographischen Wellen eine entscheidende Rolle spielen. 
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2.3.3 Erzeugung von Wirbeln im linearen 
barotropen Modell 
Auf Grund der oben erwähnten Beobachtungen und theore-
tischen Modelle muss es möglich sein, mit einer nieder-
frequenten Anregung topographische Wirbelstrukturen zu 
erzeugen. Wenzel (1978) hat in einem idealisierten, ge-
schlossenen Bornholmbecken barotrope, freie und erzwun-
gene topographische Rossby-Wellen für einen räumlich stark 
inhomogenen und zeitlich variablen Wind untersucht. In 
den vorliegenden Modellrechnungen treten Wirbel auch für 
räumlich konstante und zeitlich variable Winde nicht nur 
in der offenen Bornholmsee, sondern auch in anderen Ge-
bieten der Ostsee auf. 
Lässt man den für Abb. (2.2-5) verwendeten linear anstei-
genden, dann konstanten Wind wieder linear abnehmen, um 
möglichst die Anregung von barotropen Seiches zu unter-
drücken, so entstehen innerhalb eines Tages Wirbelstruk-
turen in den Volumentransporten. Dies geht aus Abb. (2.3-2) 
hervor, in der die Differenz des Volumentransports von zwei 
aufeinander folgenden Tagen bei abnehmendem Südwind für 
ein barotropes 4-Schichtenmodell dargestellt ist (die Ab-
nahme erfolgt vom 4. zum 5. Tag). Am auffälligsten sind 
die Transportwirbel, die nach Abnahme des Windes östlich 
und nordwestlich der Insel Gotland, am Landsort- und Bot-
tentief entstanden sind. Die Transporte an der Peripherie 
der Wirbelstrukturen betragen bis zu 4•[10 4rn3/s] • Schwä-
chere Wirbelstrukturen sind aber auch entlang der Stolper 
Rinne bis hinein in das Bornholmbecken zu entdecken. Die 
Wirbel ordnen sich häufig in Paaren zu zyklonalen und anti-
zyklonalen Strukturen an, ihre Durchmesser betragen 25-60krn. 
Will man mit dem vorliegenden Modell die Wanderung 
der Wirbelstrukturen erfassen, so hat man mehrere Pro-
bleme: 
1) Die Wirbel wandern im allgemeinen weniger als 
10 km I Tag 
2) Da Wirbel sich in ihrer räumlichen Struktur während 
ihrer Wanderung ändern (z.B. von kreisförmig nach el-
liptisch), benötigt man viele Zwischenbilder, um sie 
identifizieren zu können 
3) Viele der Wirbel sind nur erzwungen und lösen sich 
sehr schnell auf (innerhalb von Stunden) 
4) Einige der Wirbel we'rden durch andere Vorgänge, z.B. 
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Rückströmungen, Seiches etc. maskiert 
5) Rand und Bodenreibung in Flachwassergebieten zerstö-
ren die Wirbel in kurzer Zeit. 
In Abb. (2.3-3) sind die Transportvektoren am 7. Tag nach 
6 Tagen Südwind (2 Tage auf ITI = 1 ansteigend, 2 konstant, 
2 abfallend) dargestellt. Eingezeichnet sind grosse Pfeile, 
die die ungefähre Wanderrichtung der dort befindlichen Wir-
belstrukturen angeben, wie sie vom 4. Tag an und später, 
bei Neuentstehung von Wirbelstrukturen, verfolgt wurde. 
Falls bei manchen Wirbeln keine Wanderungsrichtung ange-
geben ist, war ihre Wanderung nicht erkennbar. Auf Grund der 
beschränkten Modellauflösung konnte nur festgestellt werden, 
daß die Wanderungsgeschwindigkeit bei allen Strukturen un-
terhalb von ca. 10 km I Tag lag. 
Die Wanderung der Transportwirbel erfolgt so, daß die 
flache Küste in etwa stets rechts liegt, ähnlich wie die 
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von Simons (1975) betrachteten topographischen Wellen im 
Ontariosee, die mit ihren Wirbelzentren gegen den Uhrzei-
gersinn um das Becken herumwandern ("rotational modes" = 
Wellen 2. Art). 
Da der Mündungspunkt der Stolper Rinne in das Bornholm-
becken ein möglicher Entstehungsort für die barotropen 
Wirbel des Beckens darstellt, dessen niedrigste Eigen-
funktion freier topographischer Wellen eine Periode von 
4 - 5 Tagen hat, wurde ein periodischer in Nord/Süd-
Richtung, räumlich konstanter Wind auf das barotrope 
4-Schichtenmodell angewendet und jeweils nur der Ausschnitt 
des Bornholmbeckens betrachtet. 
(2.3.2-1) 
' 
T = 96 stunden 
Bei weiteren Rechnungen wurde der Wind nach einer Zeit 
Tc (hier 72 Stunden) abgeschaltet und das Strömungsfeld 
in den einzelnen Schichten verfolgt. Teile der Ergebnisse 
sind in Kielmann (1978) zusammengefasst. 
Abb. (2.3-4a) - (2.3-4d) zeigen die Entwicklung der mitt-
leren Strömung von t = 54 bis t = 72 Stunden in 0 - 15 m 
Tiefe, wobei für t = 72 der Wind gerade seinen Null-Durch-
gang hat. T/2 = 48 Stunden später erhält man das gleiche 
Bild wie für t = 72, nur sind die Stromvektoren entgegenge-
setzt gerichtet. 
In Abb. (2.3-5a) sind die einzelnen Wirbelzentren auf der 
Topographie des Bornholmbeckens durch Buchstaben gekenn-
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zeichnet (Index a heisst antizyklonisch zur Zeit t=72). 
Schaltet man den Wind bei t = Tc ab, so fangen die zu-
nächst erzwungenen Wirbel an zu wandern. Ihre Wanderungs-
richtung ist in (2.3-5a) durch Pfeile gekennzeichnet. 
Die Wirbel B und D waren am besten zu verfolgen; ihre 
sukzessiven Positionen sind mit der entsprechenden Zeit-
angabe in Abb. (2.3-5b) eingetragen. Daraus ergibt sich 
eine mittlere Wanderungsgeschwindigkeit von knapp 20km/Tag. 
Alle Wirbel wandern so, daß die flache Region rechts liegt, wie 
es für topographische Wellen zu erwarten ist. Die Strom-
geschwindigkeit an der Peripherie des Wirbels beträgt 
1-3 cm/s (!Tl = 1). Die Durchmesser variieren zwischen 
25 und 60 km. Im Laufe von ca. 2 - 3 Tagen bildet sich in 
der Nähe der Anfangsposition von B wieder ein neuer Wirbel, 
der entgegengesetzt dreht, dessen Strömung auf Grund der 
Reibung aber noch weiter abgenommen hat. Der auf der Tiefen-
linie Born wandernde Wirbel mit einer Periode von ca. 4-6 
Tagen würde der von Wenzel (1978) berechneten ersten baro-
tropen Eigenfunktion des Bornholmbeckens entsprechen. 
Nach einiger Zeit treten auch noch Wellen höherer Ordnung 
mit kleineren Wellenlängen in Erscheinung. Ihre Stromge-
schwindigkeit liegt im Mittel unterhalb von 1 cm/s. 
Zur Erläuterung des Bewegungsfeldes im Bereich des Born-
holmbeckens vor Abschaltung des Windes ist in Abb. (2.3-5c) 
die Vertikalkomponente der Wirbelstärke der mittleren Strö-
mung dargestellt. Sie zeigt die Gebiete zyklonaler (weiß) 
und antizyklonaler Wirbelstärke (schraffiert). Nach einigen 
Tagen ist das Feld in kleinskaligere Gebiete zerfallen. Die 
Wasseroberfläche ist für dieselbe Zeit in Abb. (2.3-5d) 
abgebildet und zeigt "Hoch- und Tiefdruckgebiete" mit 
maximalen Werten von 2.5 cm. 
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In Abb. (2.3-6a) und (2.3-6b) ist die Verteilung der Verti-
kalgeschwindigkeit in 15m und in 50m Tiefe dargestellt. 
Abb. (2.3-6a) entspricht den durch die Wirbel verursachten 
Konvergenzen und Divergenzen der Horizontalströmung der 
Abb. (2.3-4d). Die Wirbelbildung auf der Mittelbank in Abb. 
(2.3-4c) erinnert ein wenig an Taylor-Säulen; die Horizon-
tal- als auch Vertikalgeschwindigkeit zeigt in der Schicht 
o-40m keine allzu starke Vertikalstruktur. 
Abb. (2.3-7a) enthält die Verteilung der Vertikalgeschwin-
digkeit entlang eines Ost-West-Schnittes, der parallel zur 
Nordseite der Stolper Rinne verläuft (eingezeichnet in 
Abb. (2.3-5a). Deutlich tritt die Zellenstruktur mit Auf-
und Abtriebsgebieten zwischen den Wirbeln hervor. Maximale 
Vertikalgeschwindigkeiten findet man in 50m Tiefe. Die 
vertikale Struktur ist in diesem barotropen Modell zum gros-
sen Teil durch die Verteilung der Impulsdiffusion A~(z) be-
stimmt. Man erhält bekanntlich sehr viel geringere Verti-
kalgeschwindigkeiten, wenn Schichtung vorhanden ist. 
Die Erzeugung von Wirbelstrukturen im geschichteten Modell 
wird im nächsten Abschnitt diskutiert. 
2.3.4 Erzeugung von Wirbeln im linearen baroklinen Modell 
Nach den Betrachtungen in 2.3.2 sollte die Schichtung nur 
für kurze topographische Wellen Bedeutung haben. Da jedoch 
in vielen Gebieten der Ostsee (s. § 2.2) barokline und baro-
trope Bewegungen nicht trennbar sind, sind die in 2.3.2 ge-
machten Voraussetzungen nicht immer gegeben. 
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Dennoch zeigt sich, da~ ähnlich wie im barotropen Mo-
dell, einzelne Wirbelstrukturen zyklonisch entlang der 
Tiefenlinien der Becken wandern. So sind in Abb. (2.3-8) 
die Wanderungsrichtungen durch dicke Pfeile markiert. Die 
Abbildung stellt im übrigen die Transporte nach 2 Tagen 
ansteigenden, 2 Tagen konstanten und dann 2 Tage abfallen-
den Windes dar. Wie schon in § 2.2 erläutert, sind die 
Wirbelstrukturen in der Bornholmsee gegenüber dem baro-
tropen Modell stark dezimiert. Die Wanderungsgeschwin-
digkeiten sind nur grob abschätzbar und liegen ebenfalls 
unterhalb von 10km/Tag. 
Zum Vergleich mit den ·barotropen Rechnungen wurde auf ein 
baroklines 4-Schichtenmodell der in 2.3.3 beschriebene Wind 
gegeben. 
Abb. (2.3-9a) zeigt wieder die Horizontalgeschwindigkeit 
in 0-15m Tiefe bei Nulldurchgang der Windstärke und ist mit 
Abb. (2.3-4d) zu vergleichen. Die Geschwindigkeit in 15-50m 
und 50-65m ist in Abb. (2.3-9b) und (2.3-9c) dargestellt. Ge-
nerell sind die Wirbel gegenüber dem barotropen Modell stark 
abgeschwächt. Dies liegt am kombinierten Einfluß von Schich-
tung und Topographie, der gernäss dem Term (Vx~i)z für das 
betrachtete Gebiet zur Verminderung der Wirbelstärke bei-
trägt (s. § 2.2). Am stärksten haben sich die Wirbel A, B, 
D, G (s. Abb. (2.3-5a)) verändert. B ist aber dennoch vorhan-
den und tritt, wenn auch schwächer, in 15-35m Tiefe deut-
licher hervor, Abb. (2.3-9b). 
Der Unterschied zwischen barotroper und barokliner Rechnung 
ist besonders bezüglich des Vertikalprofils der Horizontal-
geschwindigkeit ersichtlich (s.a. § 2.2). 
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Die Geschwindigkeiten nehmen zum Boden hin zu ("bottom 
trapped"). Abb. (2.3-9d) zeigt den Unterschied barotrop-
baroklin in 50-65m Tiefe, aus der z.B. ersichtlich wird, daß 
die starke Veränderung von Wirbel F mit den andersartigen 
Bodenströmungen zusammenhängt. Diese spielen nach Simons 
(1976) für die Simulationsrechnungen eine entscheidende 
Rolle. 
Weiterhin sind in Abb. (2.3-6c) und (2.3-6d) die Horizontal-
verteilungen der Vertikalgeschwindigkeit für das barokline 
Modell zum Vergleich mit den darüber gezeichneten des baro-
tropen Modells dargestellt. Die Zellenstrukturen zeigen 
eine gewisse Ähnlichkeit mit den barotropen, jedoch ist die 
Vertikalgeschwindigkeit stark reduziert,und die Auf- und 
Abtriebsgebiete sind verschoben. Dies wird auch entlang der 
Stolper Rinne am Schnitt in Abb. (2.3-7b) deutlich. 
Auffällig ist die Verteilung der Dichteanomalie in 57m Tie-
fe entlang der Stolper Rinne, Abb. (2.3-7c). Sie zeigt die 
stärksten Änderungen im Bereich der Stolper Schwelle. Es ist 
anzunehmen, daß durch die intensive Wirbelbildung auf der 
Mittelbank und an der Stolper Rinne Vermischungsprozesse 
stattfinden, die den Wasseraustausch zwischen Gotland- und 
Bornholmbecken bewerkstelligen. 
Bei Abschaltung des Windes fangen die Wirbel wieder an 
zu wandern (flaches Wasser rechts). Eine längere Verfolgung 
mit dem baroklinen Modell wurde unterlassen, weil die be-
trachteten Wirbelstrukturen Wellenlängen haben, die einige 
Vielfache des ~nternen Rossby-Radius betrage~ und somit 
die Frequenz nach Gl. (2.3.2-3) von der Schichtung nicht 
mehr stark beeinflusst wird. Auf der anderen Seite müsste 
das Modell für die Betrachtung von kürzeren, baroklinen 
Wellen hochauflösender sein; denn der jetzt verwendete 
10km-Gitterabstand entspricht gerade dem internen Rossby 
Deformationsradius. 
Zur separaten Betrachtung der topographischen Wellen in 
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der Ostsee könnte ein aus der quasi-geostrophischen Approxi-
mation abgeleitetes Modell dienen (z.B. Holland (1978)), das 
die störenden Schwerewellen nicht mehr enthält. Man muss 
jedoch annehmen, daß auf Grund der relativ hohen Freude-
Zahl in der Ostsee (s. § 1.1.2) der Einfluss der Schwere 
auf die topographischen Wellen nicht zu vernachlässigen 
ist. 
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3. Simulationsrechnungen im Zusanmmhang mit Meßprogr::anrn BALTIC '75 
Um festzustellen, wie realistisch numerische Modelle Be-
wegungsvorgänge im Meer darstellen können, kann man ver-
suchen, in der Natur beobachtete Vorgänge mittels des 
Modells nachzuahmen. Dies lässt dann eventuell RUck-
schlüsse darauf zu, in welcher Hinsicht die Modelle ver-
bessert werden können. Die Verbesserungen können sowohl 
auf die mathematische als auch physikalische Formulierung 
abzielen. 
Bei einer genügenden Anzahl von freien Parametern kann 
für ein bestimmtes Experiment eine beliebig gute Modell-
anpassung erreicht werden ("Abstimmung" des Modells). 
Für ein anderes Experiment müsste der Parametersatz evtl. 
anders gewählt werden. Man ist daher bestrebt, die An-
zahl der Modellparameter möglichst klein zu halten und 
mit Hilfe von Sensitivitätsanalysen oder unabhängigen 
Methoden die Parameterbereiche einzugrenzen. 
Was im Detail unter Simulation verstanden wird, hängt 
von der Problemstellung ab. So können die grossen Ozean-
modelle zur Zeit die beobachteten Golfstromtransporte sowie 
die Temperatur- und Salzgehaltsverteilungen des Weltozeans 
nicht befriedigend simulieren (Pond & Bryan (1976)), d.h. 
relativ globale und klimatologische Probleme, während man 
versucht, auf den Schelfen, Randmeeren, Flüssen und Seen 
Vorgänge wie Auftrieb, Vermischung, Verschmutzung, Strömung, 
Sturmfluten lokal zu simulieren. Für diese Regionen ist 
man auf Grund des besseren Beobachtungsmaterials und der 
unterschiedlichen Fragestellung häufig erfolgreich gewesen, 
wie diverse Arbeiten zeigen (s. z.B. Zitate in den Bü-
chern von Nihoul (ed.) (1980); Ramming & Kowalik (1980); 
Simons (1980)). 
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Viele Prozesse können nur im statistischen Sinne simuliert 
werden, da die meteorologischen Antriebsfelder stochasti-
scher Natur sind,und einzelne Realisierungen des Prozesses 
nicht vorhersagbar sind (z.B. Willebrandet al. (1980)). Bei 
den Vergleichen beschränkt man sich nicht nur auf die 
Güte des Zusammenhangs von Modell und Messung allein. Viel-
mehr prüft man, ob ein innerhalb der Beobachtung gegebener 
Zusammenhang auch vom Modell zufriedenstellend simuliert 
werden kann. 
Im Zusammenhang mit dem Meßprogramm BALTIC'75 hat Simons (1978) 
versucht, barotrope und barokline Strömungen in der Bornholm-
see mittels eines genesteten Modells zu verifizieren. Dies 
ist teilweise, aber nicht gänzlich zufriedenstellend gelun-
gen. Hierzu werden einige zusätzliche Untersuchungen mit dem 
vorliegenden Modell an Hand von längerfristigen barotropen 
Simulationsrechnungen diskutiert. 
3. 1 Methoden der Mbdellverifizierung 
Um die mit dem Modell erzeugten Ergebnisse mit Beobachtungen 
zu vergleichen, gibt es verschiedene Möglichkeiten, die kurz 
aufgeführt werden sollen: 
3.1.1 Vergleich voo Einzelphänom:men 
Bei dieser Methode vergleicht man für gewisse Ereignisse, 
z.B. eine Sturmflut, die entsprechenden Variablen wie Was-
serstand, Strömung etc. zusammen mit den entsprechenden Beob-
achtungen auf Schaubildern. Man diskutiert die visuellen 
Unterschiede, z.B. Eintritt des Maximums im Wasserstand, 
Stromumkehr etc. So hat z. B. Simons (1976) geglättete 
Stromvektoren in verschiedenen Tiefen für eine bestimmte 
Windphase mit den in BALTIC'75 beobachteten verglichen 
und verschiedene Gründe für die Unterschiede erörtert. 
3.1.2 Statistische Verg1eiche in Zeit und Raum 
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Statt Einzelphänomene zu vergleichen, kann man aus Modell-
daten sowie Beobachtungen Häufigkeitsverteilungen, Mittel-
werte, Kovarianzen oder andere geeignete Parameter, z.B. 
Geschicklichkeitskoeffizienten berechnen und vergleichen. 
Eine detaillierte Darstellung von methodischen Problemen 
bei dem Vergleich zwischen Modell und Beobachtung findet 
man in Davis (1976). Dort, wie auch in Hsueh & Lee (1978), 
werden "Geschicklichkeitskoeffizienten" definiert, die 
von der folgenden Form sind: 
(3.1.2-1) 
<(U - Uoo )2> 
s=1- gern r 
<Uz > gern 
wobei < > Erwartungswerte, Ugem z .B. eine gemessene und 
Uber eine berechnete Strömungskomponente bedeuten. s = 1 
heisst perfekte Simulation. Man kann s für alle Meßpunkte 
oder für spezielle Teilmengen betrachten. Sind alle Meß-
punkte unabhängig und normal verteilt, so ist s eine ver-
nünftige Vergleichsgrösse. Sind die Daten nicht unabhängig, 
was meistens der Fall ist, z.B. auf Grund von Wellenphänomenen, 
so geht man zu einer spektralen Betrachtungsweise über. 
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3.1.3 Statistische Verg1eiche im Fourierraum 
Da im Meer fast jede Registrierung der Strömung, Tempe-
ratur etc. Wellenvorgänge enthält und daher die Daten in 
zeitlicher und räumlicher Folge nicht mehr unabhängig sein 
können, verwendet man statistische Methoden der Spektral-
analyse für die Modellverifizierung. Man kann dann erkennen, 
in welchen Frequenzen- bzw. Wellenzahlbereichen eine Mo-
dellierung zufriedenstellend funktioniert oder nicht. Anwen-
dungsbeispiele findet man bei Hsueh & Lee (1978) sowie bei 
Willebrandet al. (1980). Um diesen Vergleich ausführen zu 
können, muss man genügend viele Daten (sowohl vom Modell 
als auch gemessene) zur Verfügung haben, d.h. das Modell 
muss für längere Zeit laufen. 
3.1.4 Typische Siirnla.tionsrechmmgen 
Mit dem vorliegenden Modell wurden für einen Zeitraum von 
knapp zwei Monaten (1. April bis 26. Mai 1975), für die 
Liebing (1976) auf Grund der Analysen des Deutschen Wetter-
dienstes den Bodenluftdruck über der Ostsee auf einem 
190km-Gitter bereitgestellt hat, Zeitreihen von Wasserständen 
und vertikal gemittelten Strömungen an den vorhandenen Meß-
punkten erzeugt. Diese wurden dann im Sinne der oben ange-
deuteten Methoden mit den Beobachtungen verglichen. So 
wurde z. B. die Phasenbeziehung zwischen den Pegelregistrie-
rungen Gedser und Ystad mittels Spektralanalyse für Mo-
dell und Beobachtung verglichen etc. 
Die einzelnen Rechnungen unterscheiden sich durch die ver-
schiedene Wahl von Parametern und Randbedingungen an den 
Belten. Sie werden weiter unten diskutiert. 
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Da die Strommesserketten nicht genau auf den Gitterpunkten 
des Modells lagen, wurden die Modelldaten auf die ent-
sprechenden Meßpositionen interpoliert. 
Die barotropen Vorhersagen (eigentlich "Nachhersagen") 
über 2 Monate haben einen erheblichen Teil an Rechenzeit 
gekostet. Auf der Rechenanlage DEC-10/KL 1091 der Universität 
Kiel dauerte eine barotrope Vorhersage von 2 Monaten 4-6 
Stunden. Barokline Rechnungen über 2 Monate hätten erheb-
lich mehr Zeit gekostet. 
Es ist jedoch zweifelhaft, ob solche baroklinen Rechnungen 
mit dem vorliegenden Modell physikalisch sinnvoll gewesen 
wären: 
1) Es hätte zunächst eine an die klimatologischen Dichte-
daten der Ostsee angepasste Zirkulation berechnet werden 
müssen, die dann durch die aktuellen Dichteformationen 
von BALTIC'75-Zeit aktualisiert worden wäre (s. Initia-
tisierungsproblem § 1.4.1). Dies hätte man mit einem 
diagnostisch-numerischen Modell erreichen können; die 
Ergebnisse wären aber auch wieder von nicht genau be-
kannten Parametrisierungen abhängig (Austausch von Im-
puls, Salz etc.). 
2) Selbst bei einer halbwegs richtig auf die klimatologi-
schen Dichtedaten angepassten Zirkulation hätte man das 
Problem, daß langperiodische Phänomene wie topographische 
Wellen oder Wirbel, die in das Simulationsgebiet ein-
wandern, nicht richtig erfassbar sind, solange nicht eine 
Aktualisierung auch ausserhalb des Gebietes möglich ist. 
Um eine brauchbare statistische Aussage zu bekommen, hätte 
man Simulationsrechnungen über mehrere Monate machen müssen. 
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3) Fronten und Sprungschichten wären durch die unvermeid-
bare Diffusivität des Modells zu schnell zerstört worden. 
4) Bei Zeitskalen von Monaten wären die Einarbeitung von 
Verdunstung, Süsswasserzufuhr, Wärmefluss an der Meeres-
oberfläche und die Kenntnis der aktuellen Salzeinschübe 
und Vermischungsprozesse in der Beltsee nötig gewesen, 
die wiederum von dem globalen Geschehen über Nord- und 
Ostsee zusammen bestimmt wären. 
5) Die Antriebsfunktionen, dh. Wind bzw. Schubspannung, 
sind trotz der für das Meßprogramm BALTIC'75 einmalig gu-
ten Abdeckung der meteorologischen Komponente zu un-
genau bestimmt (s. 3.2.3). 
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3.2 Beobachtungsdaten des Experiments BALTIC'75 
3.2.1 Beobachtungsmaterial 
Die Zahl der zur Verfügung stehenden Pegelregistrierungen 
ersieht man aus Abb. (1.3-3 ) des ersten Kapitels. Für eine 
grosse Anzahl von Pegelstationen standen 1-stündige Werte 
für die Monate April - Mai zur Verfügung. 
Die Positionen der verankerten Strommesser- und Temperatur-
Meßketten im Bornholmbecken sind in Abb. (3.2-1) zu ersehen. 
Die Auflösung in der Vertikalen sowie die Qualität der 
Daten insgesamt ist sehr unterschiedlich. An einigen Posi-
tionen wurden direkte Windmessungen auf Bojen durchgeführt. 
Eine Reihe von Temperatur- und Salzgehaltsprofilen zwischen 
den Verankerungsketten gab Aufschluss über die Schichtungs-
verhältnisse. Die Strommessungen fanden hauptsächlich von 
Mitte April bis Mitte Mai 1975 statt. Detaillierte Darstel-
lungen des Beobachtungsmaterials findet man in Keunecke et al. 
(1975) undKielmannet al. (1976). 
3.2.2 Berechnung von vertikal gemittelten Strärungen 
Um für die barotropen Simulationsrechnungen auch Strömungen 
vergleichen zu können, wurden aus den BALTIC'75-Strommes-
sungen mittlere Strömungen für die Verankerungspositionen 
im Bornholmbecken berechnet. Dies geschah entsprechend 






in der das Stromprofil bei z = 0 durch u1 , bei z = H8 
(Sprungschicht) durch u3 oberhalb und u4 unterhalb von 
Hs und bei z = H (Boden) durch u5 ergänzt wird. Die ge-
mittelte Geschwindigkeit ergibt sich aus dem Integral 
dieses Profils. 
Es ist klar, daß die gemittelte Geschwindigkeit stark 
von der richtigen Festlegung des Profils abhängt. Messun-
gen mit der Profilsonde (Kuhn (1980)) zeigen, daß die 
Wahrscheinlichkeit einer falschen Abtastung des Geschwin-
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digkeitsprofils mittels fest verankerter Geräte gross 
ist. Andererseits beinhaltet die Mittelung auch eine 
gewisse Glättung. So werden die in den Strommessungen 
enthaltenen Trägheitsoszillationen durch Vertikalinte-
gration für ein geschlossenes Becken eliminiert (Krauß 
(1979b)). 
3.2.3 Untersuchung der IJEteorologischen Daten 
-142-
Wind- und Luftdruckdaten werden vom Modell bei jedem 
Zeitschnitt ~t = 3 min an jedem Gitterpunkt des Modells 
benötigt. Die Bodenluftdruckdaten wurden von Liebing (1976) 
auf einem 190km-Gitter ~t = 6 Stunden)bereitgestellt. Un-
tersuchungen von Messungen der ProfilmeSanlage und der 
Küstenstationen zur geostrophischen Berechnung des Windes 
wurden von Behrendt (1976) ausgeführt. 
Das spektrale Verhalten der vom Deutschen Wetterdienst ge-
lieferten Druckdaten wurde bisher nicht beachtet. Ebenfalls 
wurden der auf den Bojen (I, IV, V, 6A: s. Abb. (3.2-1)) 
gemessene Wind nicht zum Vergleich herangezogen. 
Letztere werden in folgendem aber gerade für die spektrale 
Analyse des geostrophisch berechneten Windes verwendet. 
Aus den Messungen im Bornholmbecken wurde eine 42 Tage 
lange Windmeßreihe durch Mittelungsprozesse der oben auf-
geführten Einzelmessreihen konstruiert. Die Druckdaten wurden 
zeitlich linear und räumlich, wie bei Liebing (1976), durch 
bikubische Interpolation auf das 10-km Gitter des Modells 
interpoliert. Der an der Meßposition 9 geostrophisch be-
rechnete Wind ist in Abb. (3.2-3a) und (3.2-3b) - gestrichelt -
zusammen mit dem oben erwähnten, aus direkten Messungen 
konstruierten Wind - ausgezogen - dargestellt, in Abb. 
(3.2-3c) der Luftdruck - gestrichelt - zusammen mit dem 
auf Christiansö beobachteten. 
Aus den Spektren des geostrophischen Windes und des wahren 
Windes erhält man für Zeitskalen oberhalb eines Perioden-
bereichs von 2 Tagen die Beziehung 
(3.2. 3-1) lul = a Iu I 
"' .... g mit a = o.s1!o.o4 
und den Ablenkwinkel 
(3.2.3-2) - 20° + 6° a ~ -
Diese Werte stimmen mit der nach der von Hasse (1974) auf-
gestellten Beziehung 
(3.2.3-3) I~ I = a I ~g I + b 
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(wobei a = 0.54-0.012*ßTL-W' b = 1.68-0.105*ßTL-W [m/sl ist) 
gut überein, wenn man den von Behrendt (1976) aus den Mes-
sungen der ProfilmeSanlage ermittelten Wert von ßTL-w=1.7° 
(Temperaturdifferenz Luft/Wasser) verwendet. Sehrend (1976) 
erhält auf Grund einer unabhängigen Untersuchung ä ~ 25°. 
Der Fehler in der Berechnung von ~ kann, wie man aus 
Abb. (3.2-3) ersieht, bis zu 8m/s im Betrag und 40° in der 
Windrichtung betragen. Aus weiteren Analysen ist ersichtlich, 
dass a auf Grund der Änderungen von ßTL-W entsprechenden 
Schwankungen während der Beobachtungsphase ausgesetzt ist. 
Autospektren des beobachteten und des berechneten (gestrichelt) 
Windbetrages zeigt Abb. (3.2-4a), die entsprechenden Schub-
Spannungsbeträge zeigt Abb. (3.2-4b). Die Schubspannung 
wurde aus den Winddaten gernäss 
(3.2.3-4) 
berechnet (pa = Dichte der Luft, ~10 = Windgeschwindig-
keit in 10m Höhe), wobei cD nach Garratt (1977) zu 
(3.2.3-5) CD: (0.75 + 0.067 * ~~iol) *10-3 
bestimmt wurde (~io in [m/s]). Die Beziehungen (3.2.3-3) 
bis (3.2.3-5) wurden für alle Simulationsrechnungen ver-
wendet. 
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Der Fehler zwischen geostrophisch berechnetem und beobach-
tetem Wind ist spektral deutlich erkennbar. Unterhalb von 
2 Tagen fallen die geostrophisch berechneten Spektren sehr 
viel stärker ab: 1~1-v- 2 , l~gl "' v-3•6 , d.h. für den Pe-
riodenbereich unterhalb von 2 Tagen fällt das geostrophisch 
aus dem Luftdruckfeld von Liebing (1976) berechnete Spektrum 
viel zu stark ab. Dies lässt sich nur aus einer starken Glät-
tung in den Druckdaten erklären (Willebrand (1978)). 
In Abb. (3.2-4c) und (3.2-4d) ist Kohärenz k und Phase $ 
zwischen den beiden Stressen dargestellt. Man sieht, dass der 
aus den Beobachtungen berechnete Stress nur oberhalb von 2 
Tagen einen Zusammenhang mit dem geostrophisch bestimmten 
Stress zeigt und dass der Phasenfehler für 50-80 Stunden 
Periode ca. 30°-40° beträgt. D.h., der "wahre" Stress eilt 
dem geostrophisch berechneten um ca. 4-8 Stunden voraus. Da 
die Druckkarten alle 6 Stunden vorliegen, ist ein solcher 
Phasenfehler erklärbar. 
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Insgesamt folgt aus der Windanalyse, daß die Simula-
tionsrechnungen, spektral gesehen, unterhalb von 2 Tagen nicht 
sinnvoll sind, da die Ergebnisse schon durch den fehler-
haften Wind nicht richtig simuliert werden können. Doch 
selbst oberhalb von 2 Tagen wird auf Grund des Phasenfeh-
lers im Antrieb auch ein solcher in den modellierten Fel-
dern erfolgen. 
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3.3 Simulationsrechnungen unter verschiedenen 
Bedingungen 
Bei den Simulationsrechnungen wurde nicht darauf Wert ge-
legt, die freien Parameter, wie Reibung, Diffusion etc., so 
anzupassen, daß eine möglichst gute tlbereinstimmung zwischen 
Modell und Beobachtung erreicht wurde; vielmehr wurde in Relation 
zu einer Referenz-Simulation der Einfluß verschiedener 
Faktoren (Reibung, Druckeffekt, offener Rand etc.) studiert. 
Zunächst wird die Referenz-Simulation definiert und dis-
kutiert. 
Referenzsimulation 
Bei dieser Modellrechnung werden eine quadratische Boden-
reibung nach (2.1.1-2) mit b = 2.5*10- 3 und ein horizontaler 
M 6 Austausch von Ah = 10 cm2 /s verwendet. Im Fehmarnbelt wird 
der von Jacobsen (1976) für den Grossen Belt aus Strommes-
serketten ermittelte Transport vorgegeben, im öresund 15% 
des Fehmarnbelt-Transports. Der a~f einem 190 km-Gitter alle 
6 Stunden vorhandene Bodenluftdruck (s. 3.2.3) wird bikubisch 
auf das 10 km-Modellgitter und innerhalb der 6 Stunden linear 
an allen Gitterpunkten des Modells auf At = 3 min interpo-
liert. Entsprechend denGln. (3.2.3-3) bzw. (3.2.3-4) wurde 
mit dem geostrophischen Ablenkwinkel ä = 25° und dem mittle-
ren Wert 4TL-W = 1.5°C der Windstress berechnet, dessen 
Eigenschaften in § 3.2.3 diskutiert wurden. Das Modell wurde 
vom Zustand der Ruhe aus gestartet und für knapp 2 Monate 
integriert: 1.4.1975 bis 26. 5. 1975. 
3.3.1.1 Visueller Vergleich 
Abb.<3.3-1a) zeigt für die Küstenorte Gedser, Ystad, Kolberg, 
Nexö, Landsort, Hamina und Oulu eine repräsentative Simu-
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lierung des Wasserstandes (gestrichelte Kurve: Modell-
rechnung). Visuell zeigt sich relativ gute Übereinstim-
mung. Jedoch liegen die Wasserstände in der ersten Hälfte 
der Rechnung höher als die beobachteten, in der zweiten 
Hälfte umgekehrt. Eine derartige Abweichung kann man 
dadurch erreichen, daß der Mittelwert des vorgegebenen 
Transportes in den Belten nicht Null gesetzt wird. FUr 
diese Rechnung ist der Mittelwert des Transports eliminiert 
worden; daher kann der Fehler nur daraus resultieren, daß 
der Mittelwert des für diesen Zeitraum am Fehmarnbelt und 
öresund vorgegebenen Transports nicht richtig war, denn 
die mittleren SüßwasserzuflUsse für diesen Zeitraum können 
die Diskrepanz nicht erklären. 
Manche der Extremwerte, z.B. am 13. - 14. 4., werden nicht 
richtig reproduziert. Eine Erhöhung des Widerstandskoeffi-
zienten cD würde zwar eine Verbesserung der Modeliierung 
für diesen Zeitraum bringen, jedoch nicht für andere. Es 
scheint die in 3.2.3 verwendete Berechnungsgrundlage für 
cD auszureichen. Hamina (und z.B. Helsinki) sind Orte, an 
denen die 1. und 2. Eigenfunktion der barotropen zweidimer-
sianalen Seiches hohe Amplituden zeigt (s. Wübber & Krauß 
(1979)). Dieser Sachverhalt ist auch in Abb. (3.3-la) auf-
fällig und zeigt sich ebenfalls im langjährigen Spektrum, wie 
weiter unten ersichtlich. 
Während es scheint, daß die Wasserstände über diesen langen 
Zeitraum zufriedenstellend simuliert werden, erweist sich 
die Simulation der mittleren Strömung als nicht ausreichend. 
Abb. (3.3-1b) zeigt filr denselben Zeitraum ein "bestes" Bei-
spiel (Position 2 in der oberen Hälfte des Bildes) und ein 
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"schlechtes" (Position 9 in der unteren Hälfte des Bildes). 
Es ist jeweils die Ost-West-, Nord-Süd-Komponente, Betrag 
und Richtung dargestellt. Doch sieht man, daß die Simula-
tion z.B. vom 13.5. - 15.5. für beide Fälle bezüglich der 
Richtung "recht gut" ist, für den Betrag zu klein (Faktor 
11 2). Für diesen Zeitpunkt hat Simons (1976), der einen 
stärkeren Windstress annimmt (cD = const = 2.1*10-3), ein 
ähnliches Ergebnis erhalten. Statistisch gesehen, ergibt 
sich aber ein sehr viel ungünstigeres Bild, wie noch ge-
zeigt wird. Das auffällige Signal am 14. 4., das auch im 
Wasserstand vorhanden war, zeigt sich ebenfalls in der 
mittleren Strömung und wird an den meisten Verankerungspo-
sitionen relativ gut simuliert, besonders in den flacheren 
Regionen. Letzteres weist ebenso wie bei Simons (1976) dar-
auf hin, dass der vom Modell produzierte Ekmanstrom rea-
listisch modelliert wird. In den tieferen Regionen hinge-
gen sind die Simulationen unbefriedigend. 
Aus den Untersuchungen der idealisierten Rechnungen geht 
hervor (§ 2.2), daß man mit einem barotropen Modell prin-
zipiell keine befriedigenden Simulationen der Strömung er-
warten kann. Für eine spezielle Situation vom 1. - 10. 5. 
erhält Simons (1976) aus den baroklinen Rechnungen auch 
günstigere Ergebnisse. Ob das auch im statistischen Sinne 
für einen grösseren Zeitraum der Fall wäre, bleibt zu prü-
fen. 
Der vom barotropen Modell zu klein modellierte Geschwindig-
keitsbetrag liesse sich durch eine Erhöhung von c0 oder Ver-
minderung der Reibung verbessern; ein benötigter Faktor 2 
würde dann aber im Widerspruch zur Wasserstandssimulation 
stehen. Weiter unten wird gezeigt, daß zwischen den aus 
den Messungen bestimmten mittleren Strömungen - spektral 
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gesehen - kaum ein Zusammenhang erkennbar ist, so daß die 
Stärke der Strömung nicht den wesentlichen Unterschied 
zwischen Modell und Beobachtung ausmacht. 
3.3.1.2 Spektraler Vergleich 
Um die simulierten Rechnungen statistisch zu erfassen, wurden 
von den Wasserständen und vertikal gemittelten Strömungen 
Spektren berechnet. Abb. (3.3-2a) und (3.3-2b) zeigen den 
Vergleich zwischen den Autospektren der Wasserstände der 
beiden Orte Ystad und Hamina als repräsentative Beispiele 
(gestrichelt: Modell). Man sieht, daß der Bereich oberhalb 
von Perioden von einem Tag Niveau bzw. Steigung der Spektren 
gut simuliert ist, wobei der Zusammenhang zwischen Modell 
und Messung durch die in Abb. (3.3-2c) dargestellte Kohärenz 
(für beide Orte) gegeben ist. Man sieht, daß unterhalb von 
einem Tag die Null-Kohärenz-Hypothese auf dem 95%-Niveau 
nicht verworfen werden kann, d.h. in diesem Bereich haben 
Modell und Messung nichts gemeinsam. Entsprechend ist es 
sinnvoll, die Phase zwischen Modell und Beobachtung(Abb.3.3-2d) nur 
oberhalb der Perioden von einem Tag zu vergleichen. Man 
sieht, daß bei ca. 50 Stunden die Phase zwischen Modell und 
Messung bis zu 20° beträgt. Man erhält das eigenartige Er-
gebnis, daß im Bereich von 50 - 100 Stunden das Modell der 
Beobachtung für den Ort Hamina voraneilt, für Ystad aber 
gerade der umgekehrte Sachverhalt gilt. Zwischen 10-50 
Stunden zeigen beide Phasenfehler in die gleiche Richtung 
(Modell hinkt hinterher). 
Eine auffällige Erscheinung bilden in allen Spektren und 
für sehr unterschiedliche Parametersätze die Spitzen bei 
3 - 6 Stunden, die auch in den Strömungsspektren vertret·en 
sind. Zwar liegen alle diese Spitzen im inkohärenten Bereich 
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und sogar unter dem beobachteten Energieniveau. Dennoch 
ist versucht worden festzustellen, woher diese Spitzen 
kommen. Es wurde kein Grund dafür gefunden, daß die Spitzen 
aus irgendeiner Modelleigenschaft stammen (Phasenfehler, 
Fehler in der Gruppengeschwindigkeit etc.). Verwendet man 
einen Zufallswind, der in Raum und Zeit ein weißes Spektrum 
hat, so häuft sich die Energie erwartungsgernäss bei den 
Seiches niedriger Ordnung, weniger aber bei den Perioden 
von 3 - 6 Stunden. Letztere is nahezu für alle Ostseege-
biete eine dominante Periode der Querschwingungen. Sollten 
die auffälligen Spitzen, die immer signifikant vom Rausch-
pegel abgehoben sind, von solchen Querschwingungen her-
stammen, so ist zu fragen, warum in den Beobachtungen kaum 
Anzeichen (nur Andeutungen in Abb. (3.3-2a/b)) für eine Ener-
giekonzentration an dieser Stelle zu finden sind. Eine 
Analyse des in § 3.2.3 beschriebenen Windes zeigt zwar eine 
Spitze im Bereich von 5 - 6 Stunden der geostrophisch be-
rechneten Nord-Komponente, doch ist es unverständlich, warum 
das Modell spektral so stark reagiert. In der Zeitreihen-
darstellung sind Fluktuationen dieser Periode wegen ihrer 
kleinen Amplitude kaum auszumachen. Da das Phänomen nur im 
inkohärenten Bereich liegt, in dem das Spektrum ohnehin auf 
Grund des stark geglätteten Windes (s. § 3.2.3) zu stark ab-
fällt, soll hierauf nicht weiter eingegangen werden. 
Der auffällige Knick der Spektren von Hamina in Modell und 
Beobachtung ist nicht nur für den simulierten Zeitraum von 
2 Monaten vorhanden. Wie das Spektrum einer 57 Jahre langen 
Pegelregistrierung von Helsinki (1904-1961) in Abb. (3.3-3a) 
zeigt, ist dieser Knick ein Charakteristikum des inneren 
Finnischen Meerbusens. Ein Vergleich mit den Spektren aus 
11 Jahre langen Registrierungen von Kemi und Mäntyluoto 
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(Abb. (3.3-3b)) zeigt, daß der Knick in Wirl'::lichkeit eine 
Energiekonzentration im Bereich der Seiches-Eigenfunktionen 
niedriger Ordnung (26-31 Stunden, Wübber & Krauß (1979)) ist. 
Die Frage, in wieweit der innere Zusammenhang der Pegelre-
gistrierungen vom Modell simuliert werden kann, geht aus 
Abb. (3.3-4a) bis (3.3-4d) hervor. Man sieht, daß im Mittel 
die Kohärenz zwischen Gedser und Ystad (a,c) für die Daten 
stärker abnimmt als für das Modell, d.h. das Modell macht 
~uch auf Grund des glatteren Windes) "zu kohärente" Vorher-
sagen. Das Phasenverhalten (b,d) zeigt den Sachverhalt, daß in 
den Daten langperiodische Signale zuerst in Ystad, dann in 
Gedser sind, wie es für an der Küste entlang wandernde Wellen 
(Küste "rechts") sein sollte. Das Modell macht innerhalb der 
hier verwendeten Statistik gerade die unverständlichere umge-
kehrte Aussage. Andererseits gibt es auch in den Daten Fälle 
0 (z.B.Simrishamn-Ahus), für die die Signale die Küste "links" 
haben. Und ausserdem sind die Konfidenzgrenzen möglicherweise 
unterschätzt worden. 
Entsprechend dem unbefriedigenden Zusammenhang von Modell 
und Beobachtung bei den mittleren Strömungen im Zeitbereich 
zeigen auch die Spektren - Abb. (3.3-5a) - (3.3-5d) - diesen 
Sachverhalt. So stimmen z.B. das Spektrum der Ostkomponente 
der Strömung (a) von Position 1 im Bereich zwischen 50-100 
Stunden halbwegs überein, bei Position 9 jedoch liegt das 
modellierte Energieniveau in diesem Bereich viel zu niedrig 
(b). Die Kohärenz zwischen Beobachtung und Modell liegt aber 
für beide Beispiele im wesentlichen unterhalb der 95% Signi-
fikanzschwelle (c,d), wenn auch mit einem Anstieg zwischen 
50-100 Stunden. Unterhalb von 1-2 Tagen fällt das modellierte 
Spektrum wie bei den Wasserständen zu steil ab. 
3.3.1.3 Geschicklichkeitskoeffizienten, Korrelation etc. 
Gemäß § 3.1.2 sind in Tabelle 3 des Anhang$ für einige 
Pegelorte und die Position 1 von B A L T I C ' 75 
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berechnete Streuung , die Korrelations- und Geschicklich-
keitskoeffizienten der Wasserstände bzw. Strömungen (in 
Spalte 1-4) angegeben. Ausser bei den Strömungskomponenten 
und dem "schlechtesten" Ergebnis der Wasserstandssimulierung, 
FurUögrund, sind alle Korrelationskoeffizienten signifikant 
von Null verschieden. 
3.?-.2 Einfluß der Belte im barotropen Modell 
Wie in Kielmann (1976 ) festgestellt wurde, haben die Ein/ 
Ausstromverhältnisse in den Belten einen starken Einfluß 
auf die Wasserstands- und Strömungssimulation - letztere 
besonders im Bornholmgatt. 
3.3.2.1 Geschlossene Ostsee 
Während das spektrale Verhalten der Wasserstände sich im 
Bereich unterhalb von 5 Tagen kaum ändert, wenn man die Ost-
see an den Belten abschliesst, zeigt Abb. (3.3-6) für einige 
Pegelorte bei geschlossener Ostsee, daß die Wasserstände 
im Mittel unbefriedigende Abweichungen zeigen, z.B. fällt 
der Wasserstand wegen der vom 1. - 10. 5. beobachteten 
Ausstromlage im geschlossenen Modell nicht richtig ab. Bei 
den mittleren Strömungen im Bornholmgat können die Diffe-
renzen 10cm/s und mehr betragen (s. auch§ 2). 
3.3.2.2 Offene Ostsee 
Durch Vorgabe der Transporte in den Belten konnten die 
Wasserstände in der Referenzsimulation zufriedenstellend 
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reproduziert werden. Da die Transporte nicht immer bekannt 
sind, wurde nachder in § 1. 4. 3 geschilderten Methode der in 
Marienleuchte und Rödby beobachtete Wasserstand im Fehmarn-
belt vorgegeben und der Transport nach Gl. (1.4.3-3) für 
jeden Zeitschnitt mit A = 0 berechnet. Während das spektrale 
Verhalten der simulierten Wasserstände in der westlichen 
Ostsee erwartungsgernäss stark verbessert wurde, konnte der vom 
1.5. - 10.5. zu verzeichnende Abfall des mittleren Wasser-
standes nicht so gut reproduziert werden, wie bei Vorgabe 
der beobachteten Transporte. Abb. (3.3-7) zeigt den vom Modell 
berechneten Transport am Fehmarnbelt (b) im Vergleich mit 
dem von Jacobsen (1976) aus Strommesserdaten berechneten (a). 
Obwohl grosse Ähnlichke~im Verlauf der Kurven besteht, sieht 
man, daß weder die Ausstromlage Anfang Mai noch die starke 
Einstromlage Ende Mai in der richtigen Phase und Grössenord-
nung berechnet werden. Ebenso gut könnte man die schon in Gl. 
(1.4.3-1) beschriebene halb-empirische Formel verwenden, aus 
der sich der in (c) dargestellte Transport ergibt. Dasselbe 
gilt aber auch für den aus der Wasserstandsdifferenz Rödby-
Marienleuchte geostrophisch berechneten Transport (d).Man 
kann zwischen den Transporten (b) - (d) also nicht diskri-
minieren. Es ist anzunehmen, daß bei besserer Auflösung in 
den Belten ein günstigeres Ergebnis zu erwarten ist, wenn 
man versucht, für die Transportberechnung nach dem in § 1.4.3 
geschilderten Ausgleichsprinzip (Modellwasserstand gleicht 
sich an beobachteten an) zu verfahren. 
3. 3. 3 Einfluß verschiedener anderer Faktoren 
3.3. ;3.1 Reibung 
Xndert man den horizontalen Austausch von A~ = 106cmZ/s 
auf 107cm2 /s, so ergibt sich im hochfrequenten Teil keine 
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Änderung des Spektrums; das Energieniveau im niederfre-
quenten Bereich ist aber niedriger (oberhalb Perioden von 
4 Tagen). In Willebrandet al. (1980) wird dies auf die 
stärkere Dissipation von kurzen Rossby-Wellen (planeta-
rische Wellen mit Gruppengeschwindigkeit nach Osten) zu-
rückgeführt. Da hier nur topographische Rossby-Wellen von 
Bedeutung sind, werden diese entsprechend mit wachsendem 
Austausch A~ dissipiert. Letzteres wird auch durch die 
Bemerkungen zur Dämpfung in § 1.3 unterstützt. Tabelle 3 
zeigt auch eine Reduktion in der Gesamtvarianz (Spalte 5), 
aber nicht von der Referenzsimulation signifikant unter-
scheidbare Korrelationskoeffizienten. Verstärkte lineare 
oder quadratische Bodenreibung bewirkt im Frequenz-
spektrum überall eine gleichmässige Reduktion der Energie. 
Windeffekt versus Druckeffekt 
Lässt man das Modell mit ITI = 0 rechnen und verwendet 
nur die horizontalen Druckgradienten, so erhält man die 
Wirkung des Druckes allein. Dieser produziert für BALTIC'75-
Verhältnisse Wasserstandsänderungen von bis zu 20cm (Kielmann 
(1976 )). Sie treten durch die Anregung der Seiches niedriger 
Ordnung besonders deutlich z.B. in Hamina auf. Abb. 
(3.3-8a) zeigt das Spektrum des Wasserstandes bei Ystad 
für den reinen Windeffekt (Druckgradienten vernachlässigt) 
und den reinen Druckeffekt im Vergleich. Man sieht, daß 
das Energieniveau im niederfrequenten Bereich eine Grös-
senordnung niedriger ist. Erwartungsgernäss ist der Effekt 
von Druck und Wind jedoch unterhalb von 10 Stunden gleich 
gross. Ein Beispiel für den Druckeffekt im Zeitbereich 
zeigt Ab b • ( 3 • 3- 8b ) • 
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Andere Effekte 
Die Änderung des geostrophischen Ablenkungswinkels von 
a = 25° auf 10° bzw. 40° verursacht keine nennenswerten 
Änderungen (s. die letzten beiden Spalten in Tabelle 3). 
Jedoch werden zeitweise Änderungen der Strömung von 1 - 3 
cm/s beobachtet. 
Verwendet man den im Bornholmbecken gemessenen Wind glo-
bal für die gesamte Ostsee (wie Simons (1976)), so nehmen 
die Kohärenzen für Wasserstand und Strömung zwischen Beob-
achtung und Modell erheblich ab, so daß angenommen werden 
muss, daß ausserhalb des Bornholmgebietes erzeugte Signale 
in das Becken einwandern und nur bei Verwendung des 
globalen Windes erfasst werden. 
Es ist klar,daß die oben aufgeführten Effekte gegenüber 




Es ist immer ein Problem bei der Diskussion von Modell-
rechnungen, inwieweit diese die "wahren" Verhältnisse wieder-
~eben. Die zuletzt betrachteten Simulationsrechnungen be-
schäftigen sich mit einem Teil dieser Frage. Obwohl diese 
Simulationsrechnungen nur barotrop waren, lassen sie zu-
sammen mit Ergebnissen anderer Autoren den Schluß zu, daß die 
lokale Verifikation von Beobachtungsdaten in der Ostsee auch 
im statistischen Sinne noch nicht befriedigend ist. 
Es gibt Hinweise darauf, daß die idealisierten Rechnungen 
prinzipielle Eigenschaften der Ostsee richtig darstellen, 
wenn man qualitative Vergleiche mit historischen Daten (Bei-
spiel: Auftreten der stärksten Oberflächenströmungen an 
der Ostseeite der Bottensee) und Messungen aus neuerer Zeit 
heranzieht. Ob z. B. die berechnete Struktur der Transporte 
in der gesamten Ostsee realistisch ist, ist eine offene 
Frage. Jedoch stehen die vorliegenden Rechnungen nicht im 
Widerspruch zu früheren Arbeiten. 
Das hier verwendete Modell der gesamten Ostsee lässt auf 
Grund seiner gegenüber früheren Modellen erhöhten horizon-
talen und vertikalen Auflösung weiterhin erkennen, daß 
topographisch bedingte Phänomene eine wichtige Rolle spie-
len. Die Vergleiche zwischen barotropen und baroklinen 
Rechnungen ergeben~daß Schichtung und Topographie 
die Struktur der Strömungen und Transporte wesentlich be-
stimmen. So haben die vertikalen Stromprofile im baroklinen 
Fall erwartungsgernäss die Gestalt von Eigenfunktionen. 
Darüberhinaus erhält man jedoch häufig über wenige Meter 
ein starkes Anwachsen der Strömungsamplituden zum Boden hin, 
wie man es für kurze topographische Rossby-Wellen erwarten 
würde. 
Inwieweit die aus Satellitenbeobachtungen in jüngster Zeit 
erkennbaren Wirbelstrukturen an der Oberfläche der Ostsee 
mit den topographischen Wirbeln des Modells zusammenhängen, 
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muss noch näher geklärt werden. Wegen der langen Perioden die-
ser Erscheinungen und wegen ihres offensichtlich vom Wetter-
geschehen abhängigen und daher zufälligen Auftretens müssen 
aus statistischen Gründen möglichst lange Beobachtungsreihen 
(mehrere Monate) in der gesamten Ostsee auf diese topographischen 
Phänomene hin analysiert werden. Da die topographischen Wellen 
sich weniger in Wasserstandsänderungen bemerkbar machen, be-
nötigt man für die Analyse zusätzlich lange Strommessungen. 
Eventuell kann auch historisches Datenmaterial verwendet wer-
den. 
Das barokline Modell könnte parallel dann unter Mitnahme der 
nicht-linearen Terme für längere Zeit mit dem beobachteten Wind 
integriert werden, wobei die numerische und physikalische 
Diffusivität minimiert werden müßten. Die Statistik der so 
erzeugten Modelldaten wäre dann mit der Statistik der Beob-
achtungen zu vergleichen und könnte einen wichtigen Hinweis 
auf die Bedeutung der topographischen Wellen für die Entste-
hung von Wirbeln und deren Rektifizierung, mithin auf das Pro-
blem der Zirkulation der Ostsee, geben. 
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Besteht ein Flüssigkeitsvolumen de~ Dichte <J aus mehreren 
Flüssigkeitspaketen der Dichte f(l) und der Geschwindigkeit 




Da die Kontinuitätsgleichung ebenfalls für die Gesamtmasse ~ 
gelten muß, ist die Geschwindigkeit des gesamten Flüssig-
keitsvolumens zu definieren als 
(A1.1-2) 1\ u = 
"' 
\ (i) v(i) 
.,L.- g rV 
L ~(i) 
d.h. als normiertes Mittel aller Impulse. (Vergl. Kamen-
kovich, 1977). 








.1\ I /' 1\ 
m = m + m , 9 = g + o 1 , p = p + p 1 etc. , 
r...J rv l"V .) 
so folgt aus der Kontinuitätsgleichung 
(A1.1-5) 
die gemittelte Gleichung 




Definiert man die mittlere Geschwindigkeit als 
(A1.1-6a) u = m/q 
"' "'"' 
so folgt die Gleichung (1.1.1-1b). 
Die Bewegungsgleichungen lassen sich schreiben als 
(A1.1-7) 1 .1\2 m + ••• 
;y 
und mittels der Reynoldsbedingungen als 
= 0 
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(A 1 • 1-8) o ~ f 1 r i. J [ 2 -.--.J! + ••• = o. - + \7 • - 1- + • • • m + m m ?t ~ g N f"\1 ~ 
Definiert man 
(A 1. 1-9) u' = m'/q 
rv IV 
und beachtet g'/g <<1, so folgt (1.1.1-1a) und 
entsprechend die anderen Gleichungen (1.1.1-1). 
Skalen und dimensionslose Zahlen: 
Die Größenordnungen von L0 , H0 , U0 , f werden für 
Ostseeverhältnisse in maximalen, minimalen und typischen 
Abmessungen betrachtet, da sie lokal insbesondere auf 
Grund der Topographie sehr verschieden sein können. 
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In den folgenden Tabellen sind jeweils die Ordnungen 
0( ••• ) in CGS-Einheiten angegeben. Typische Längen und 
Geschwindigkeits-Skalen beziehen sich auf topographische 
Rossby-Wellen, für die die angegebene Zeitskala von f- 1 
allerdings zu klein bemessen ist, d.h. die zeitlichen 
Ableitungen und ebenfalls E werden überschätzt. 
Variable Typisch Maximum Minimum 
10 4 ·106 10
8 106 
Ho 5.1 o3 104 103 
uo 5 50 1 
r 10-3 5 ·1 o-3 5 ·1 o-4 
Die abgeleiteten Größen werden aus zusammenpassenden Kom-
binationen von 1 0 , H0 , U0 , f berechnet. 
Variable Typisch Maximum Minimum 
~ 10-3 10-2 10-4 
E 10-2 10-1 10-4 
F 10-2 10 10-3 
tF 10-4 1 10-7 
B = r/F 10-1 5 10-3 
Die Ekmanzahlen hängen von den Austauschkoeffizienten ab 
und werden maximal für die Grenzschichten und minimal 
für das innere des Meeres angegeben: 
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Kv 1 10 
10-2 
Eh 10-
4 10- 1 10-8 
Ev 10-







Re = UEh 10-100 
107 10- 3 
Re = f./Ev 1-10 10
4 10-2 
Randbedingungen 
Die Bedingungen (1.1.3-1) bis (1.1.3-4) werden folgender-
maßen approximiert (z.B. Krauß, 1973): 
Meeresoberfläche z = f(x,y,t) 
(A1.1-10) 
a) \7 r. A~Vh}!h ~~ u _ AM .vh = _ 
v ~c z 
p(S) = Luftdruck p a 
"?;( 
b) - + uh• V~- w = (N-V)jo ?t "' .) 
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c) v r. AT \f T - ATT = - Q/cp (! h' h V Z 
d) vr. As V S - ASS = S(N-V)/f h h V Z 
mit N = Niederschlag, V = Verdunstung, Q dem nach unten 
gerichteten Wärmetransport und rs dem Windstressvektor~ 
Meeresboden z = - H(x,y) 
(A1.1-11) 
b) u h • 9H + w = 0 
,-./ 
c) AT VH ·'VT + ATT = 0 (Isolierter Boden) h V Z 
d) As 1\JH . vs + ASS = 0 (kein Salzfluß durch H) h V Z 
Dabei ist ~b der Bodenstress in der Tangentialebene des 
,...., 
Bodens, der geeignet spezifiziert werden muß (siehe 1.4.1). 
Statt der Bedingung (a) werden häufig auch "slip" oder 
"no-slip" Bedingungen verwendet (z.B. Simons 1980): 
Fläche z = const (im Inneren des Mediums) 
(1.1-12) 
M ·ou 
a) ( p~ + Av rz) 1 = 
b) w1 = w2 
mit k = vertikaler Einheitsvektor. Die Bedingungen werden 
,..j 
für die Diskretisierung in feste Schichten benötigt. 
Seitliche feste Berandungen 
(A1.1-13) 
a) u 
. ...,tang = 0 
b) ~normal = 0 
c) oT = o 
cn 
d) "OS = 0 
an 
"no-slip" 
(kein Massenfluß durch Rand) 
(Rand isoliert) 
(kein Salzfluß durch Rand) 
Seitlich offener Rand x = const 
(A1.1-14) 
a) (AM o u -ou h ~)1 = (A: d:)2 
dX 
b) (u) 1 = (u) 2 Massenfluß 
c) (AT 1..1) 
h 1 X 1 = (A~ ~ ~)2 oder=Q*/cpq (Wärmezufuhr) 
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d) (As 1...2) 
h ox 1 = 
( s 2.§) 
Ah ox 2 oder = S tl.M*/f ( Frischwasserzufuhr) 
mit t\M* als Süßwasserzufuhr in X-Richtung. Die Spezifi-
kation der Randbedingungen am offenen Rand kann zu Proble-
men führen (siehe 1· 2 ·5 und 1•2 ·6). Außerdem ist die Dar-
stellung (a) nur bezüglich des in (1.1.1-3) definierten 
Stress-Tensors richtig. 
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ANHANG A1. 2 
Fall 1 
Das System (1.2.2-1) läßt sich in der Form (1.2.1-1) 
schreiben, wenn man setzt: 
/' ~ 
( u 1 q (fw-fv) \ I VI ~ fu .... : (A1.2.-1) u = w 1 B = ! 
' 6 = {1u+ ~2v + A3w ~(g-fw) r ~- , J I (V } 0 ·. e I 0 
·s 
I~ 0 0 0 0 0 '. f u~ 0 0 c2 a b 9 0 0 0 0 \ 0 fU~ 0 0 0 0 I 
62 \ 0 tfu~ 0 0 0 0 0 0 0 0 0 A = ~ ~x-2 A1= 2 2 I 0 0 0 0 0 0 f 0 o ruf 0 0 : 
\ 0 
I 
0 0 0 ~ 0 p 0 0 0 u~ 0 I \ t \ 0 I 0 0 0 0 ~ 0 0 0 I I 0 0 uft 
t 
t~~ 0 0 0 0 0 \ ( (Wf 0 0 0 0 0 .\ 2 I f. Vf 0 c a b \ 0 f.Wf 0 0 0 0 i 0 o ~ S~g 0 0 0 0 0 [d~~ c2 a b l A - I l I A3= ; ~ 2 0 1 2- 0 (vs 0 0 : 0 0 f 'KWf 0 0 I 
0 p 0 0 Vf V~) \ 0 0 p 0 wg 0 I \ I 0 0 0 0 0 0 0 I 0 \ 0 0 wf J ~ 
Das charakteristische Polynom lautet dann P( \) = II Allmit 
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<l+EG')~ 0 0 ~c2 A1a .:i 1b 
0.+~ 6)~ 2 ,1_2a ~2b 0 0 ~2c 
0 0 b2 C1+E6)s ~3c 2 1l3a /'Jb I 
A = I ~~2 ~ ~ 2 A g2 {2 (.{ +6)~ 0 0 
\ ~p 2 3 1t2P ' Cl+6) s ;{3p 0 0 
\ 0 0 0 0 0 Cl+~)~ 
Damit (1.2.2-1) noch hyperbolisch genannt werden kann, 
müssen zu der 4-fachen Nullstelle A. = - o auch 4 linear 
unabhängige Eigenvektoren existieren. Setzt man in A für 
A. den Wert - 6, so bleiben von der Gleichung Ar = 0 nur 
,.._" 
die folgenden linear unabhängigen Gleichungen übrig 
(ri =Komponenten des Eigenvektors): 
(A1.2-2) 
Gibt man jeweils (r4 ,r5 ) = (o,1) oder (1,0) und ebenfalls 
(r1,r2 = (0,1) oder (1,0) vor1 so erhält man die 4 Rechta-
eigenvektoren z.B. zu 
0 \ ( ~ 








Diese Vektoren sind offensichtlich linear unabhängig (aber 
weder normiert, noch orthogonal zu einander). Im Falle, daß 
a,b gegen 0 oder gegen oo strebt, muß man die Eigenvektoren 
nur etwas anders definieren. Es gibt aber auch für diesen 
Fall 4 unabhängige. Ebenfalls für c 2 ~ oo • Die Anzahl der 
linear unabhängigen Vektoren bleibt auch erhalten, wenn 
einige der A1 verschwinden, es muß nur L:.:l.i
2 
= 1 bleiben. 
Fall 3 
Das System 1.2.-1a bis d und 1.2.-11 lässt sich in der Form 



















1 6 Ev~ 
0 
0 





































J· 2w~· 0 
-Wf g~ 
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(A+EG)~ 0 0 0 A., 
0 (~ +t6)~ 0 0 A2 
A = 0 0 ~2 0+f6)q 0 ,{3 
~ q 2 ~2 q 2 ,{ C? 2 
3 
r20~)~ 0 
0 0 0 - (_.t +6)f ~(-{+6)c 2 
Die linear unabhängigen Eigenwertgleichungen Ar = 0 lauten 
~ 
demnach für t = b2 = r2 = 1 und A = -6 : 
'\ -1 41~ r5 = 0 
A1~2r1 + -1.2q2r2 + )3~2r3 = 0 
d.h. r 5 = 0, r 4 frei wählbar, (r 1 ,r2 ) frei wählbar als 
z.B. (0,1) und (1 70). 









Da die anderen beiden Nullstellen bzw. Eigenwerte unter-
einander und von { = - 6 verschieden sind, gibt es ins-
ges~mt 5 linear unabhängige Eigenvektoren. Fall 3 ist also 
ein hyperbolisches System in t-Richtung. 
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Zu 1.2.4: 
Fall 7, System (1.2.4-1), läßt sich in der Form (1.2.1-1) 
schreiben, wenn man setzt 
(A1.2-5) 
bx 1 I -t~ u -fV +-~0 u = V B = by h 
·"' ~ 'V fU + -
1 r -t~ 
S'o h 
0 
E 2~ 0 ;J t. uh t* t..Y... f.!! E 2~ A1 = A2= 0 h h 
1 0 0 0 1 
mit h = H + ~, E , o<.. = 0 , 1 , J'XY = - t ~ ~ 
h 
J x = gh - f o(, u2 /h 2 , J Y = gh - t. Ci\ v2 /h 2, 
. 
\ 
' V • 
::! rv V • N 
~y \ 
I 




Setzt man 6 = (.,"t1u + ~ 2 V)/h und c 2 = gh, so bestimmt sich 
A = ~A0 + ~ 1 A 1 + A2A2 wegen A0 = E zu 
A = 
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Das charakteristische Polynom (1.2.4-2) ergibt sich dann 
aus Pt(,.{)= (/A /I und 112 + ~ 2 2 = 1. 
Im linearen Fall ( t = c{ = 0) erhält man die Matrizen 
0 0 g 0 
A0 = E A1 = 0 0 0 ,A2 = 0 
1 0 0 0 










macht das System symmetrisch hyperbolisch. 
Zu 1 • 2. 5 :· 
Die Eigenwerte der Matrix A1 erhält man aus dem 
charakteristischen Polynom 
( t 2Ü -).) 0 (c2 - t ~U:2 ) 




(f Ü-,i)(A. 2 - l 2Ü ,\- c2 + t ~ ü2) = 0 









Die Eigenwerte lauten dann y, ----, -2 AC1) (U + c +.1L E(f-ci) 
= 2 c 
v,··-~-~2 --, ~2) 




Die Rechtseigenvektoren ergeben sich aus dem System 
A,;, = A.~ . 
Fasst man die Eigenlösungen r( 1), r( 2 ), r( 3 ) zur Matrix 
'V V -1 "-' 
R zusammen, so läßt sich A1 durch R A1R diagonalisieren. 
R ist nicht-singulär für alle Kombinationen E, o( • 
R hat die Form 
cü + ~ - /\ 0 u - c 
R = E. v ( ~ ( t- cf\) + 1 ) u t'v<- <E -{;()-1) 1 0 
1 1 0 
c y, -2 mit ,/\ +~i(f-<X) 0 = 
0 
Wählt man die Vereinfachung t = o( = o, so folgt 
0 1 0 1 c -c 2c 2 
1 -1 1 0 1 R = 0 0 und R = -~ 21 
1 1 0 0 1 0 J. 
Setzt man u* = R- 1u bzw. U = Ru* und setzt U in die 
,-J ,._ ,..., ~ .\,. 
Gleichung (1.2.5-1) ein, so folgt unter der Annahme, daß 





Die Größen i< ) + *) und i< t- *) bezeichnet man auch als 
Riemann'sche Invarianten; sie sind auf den zugehörigen 
Charakteristiken konstant. 
-1 Multipliziert man die letzt Gleichung mit T , so folgt 
* ou* 1 c. u 
+ R- AR~+ ••• = 0 










Aus der letzten Beziehung folgt, da der zugehörige Eigen-
* wert Null ist, daß u3 = V im linearen Fall nicht vorgege-
ben zu werden braucht. 
Falls R eine einigermaßen glatte Funktion der Koordinaten 
ist, gilt dieselbe Aussage auch für variable R (Kreiss 
und Oliger (1973)). 
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ANHANG A1.3 
Differenzengleichungen des vertikal integrierten Systems 
1. Zeitliche Approximation: v,r verschränkt und semi-
"' implizite Darstellung des Coriolis-Terms, Vernach-




-At \7 · vn a) _rn+- f n-i . 1 = ;y 
b) tf1+1 un + <1tf cvn+-1 + r) + .AtoLn = -y-
c) vn+1 vn <1tf (un+A+ tfl) + LHj3n = -y-
mit ein H '{'"'-t"h 'Cbl( h. A (U""' ~ ) 7:H11. = - g - I + h + Uyy + I X X~ 
p.n 
= 
gH )_'n+ "h - 'lhy,n +A (V 'I'\,+ vy~ ) + rjy,n . 1 h )(l( 
Fasst man b) und c) als Gleichungssystem für U n '*"if , V ""+ ,A 
auf, so gewinnt man daraus das explizite Schema 
(A1.3-2) 
B.) rn+ 1/1 = f n--tll - 6t (U~ +~-) 
b) un+-1= 1 {<1-~l)un + 2:rvn + At(c:tn +Jßn)J 
1+i"2. 
c) yn+A= 1 i ( 1-$')yfl 2ttfl + At(pn - fo..n) ~ 
1+ rif2. 
~ 1 -~ -~ 
mit N= ~ fAt. Für die Modellrechnungen ist f~10 s 
l Q, -2 
und At "' 2 • 1 0 s , d • h • rv """ 1 0 • 
!~ kann auf verschiedene Arten approximiert werden. Wir 
?- 6"' n n . n ( '11. ) setzen ~.,. = B V m1 t B. = B H .. 1 V . . . 
"' '1./ L, 1 "", r ""' l,a 
2. Räumliche 
§1.3.2 
Approximation: V 1 ~ verschränkt, siehe 
"" 




1 ~ 1. n ~ -n » -:t{f~ ') 1 b) u :n ~A -- (1-~)u .. + 2 v .. +llt(o<.,. + 
-t,J -1~-&l L,J o(.IJ <,J t,J 
v-;'":" ..J._ 5 ( 1- ~2 )V 'H'- -31 'il + ~t(~~. - ~o(1>,l ') ~ c) = 2 u .. 
1+:1 ~ "',J ,(I J ~~l .(., J .J -t,j 
mit 
(A1.3-5) 
a) n. o(' ' 
"-,J 
= - &L c r.?l + ''l - ). ·n .,. -~~~ ) -
As' .(.t•h.,J- 1/i. -c.--4/l 1J-1-"'• 
2 ( U n · + U ':". - 4 U • (&')1 (-".j .(,J-,f .(.,'J 
b) ß ~l.=- JJ! ( r. n+ 1)1.- r:+•~l?- BV?'l . - i S.Y"'! 
t,j As' ~.'t-12.j+'h .(-i·;-7. .(,,'J' '•d 
+ A
1 
2 (Vn . + V )t. -4V.h. + V~ , + V~ . ) 
n (Äs')2. (--f,J .i,r-1 ",J .(.,j-+1 ·L-1--frJ 
wobei tt s' = fi 4 x = {2.ß.y = fi4s und l1 s die Gitterbreite 
des nicht-rotierten Systems bedeutet. 
Die Seherungegleichungen haben eine zu (A1.3-1) fast iden-
tische Form und werden ebenso diskretisiert. 
Die Diskretisierung der Dichteerhaltungsgleichung wird am 
einfachen Beispiel der Gleichung 
(A1.3-6) ~t + u 0 ~X- Af? XX = 0 
erklärt. Entweder wird das bekannte Verfahren von Lax-
Wendrow auf den Advektionsteil und eine Vorwärtsintegra-
tion auf den Diffusionsteil angewendet oder aber das 




2 ( f -2 gJ· +f ) I CCl X ) • ;-A A+ -1 
Zur Aufstellung der für die Stabilität notwendigen Krite-
rien der Schemata (A1.3-4) und (A1.3-7) wird der Wellen-
ansatz 
)t (A 1. 3-8) 1f; .= 
.N,J 
. ' iwAt m1t ~= e , q 
verwendet. Einsetzen in die Differenzengleichungen (A1.3-4) 
ergibt die charakteristisch~ Gleichung: 
und 
<5 2 = sin2 (Jt'~s) + sin2 ('1,~) ~ 2 
G' 2 = sin2 (at' ~s')+ sin2 C~·Ar ~ 2 
Dabei ist B der Bodenreibungskoeffizient für die Berechnung 
der Schubspannung 'Lb= BV; df, "l, C::. s sind Wellenzahlen 
- t\1 
und Gitterabstand im x ,y-System; J(', ~·, 4s' entsprechend 
im 450- gedrehten x',y'-System. 
Die Lösungen des kubischen Polynoms (A1.3-9) lauten für 
den Fall R = 0, t{f ~ 0 und I AI!: 1 
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(A1.3-10) A = a ± i ·y1-::a2-
1 
(Schwerewellen) A 1 ,2 
= 1 (Rossbywellen) 3 
mit a = 1-~l-- K 
1 + /J'2 
. Die Bedingung I .{ I~ 1 ist immer erfüllt, 
3 
die Bedingung /A 1~ 1 kann nur erfüllt werden, wenn 
A,'l. 
a ~ 1 ist, d.h. wenn gilt 
(A1.3-10a) ( ilt)2 gHd'~ 2 _ ( .6t-f)2 • 
46 2 
Im Fall f=O und 6'1 = 2 ergibt sich die bekannte Courant-
Friedrich-Levy-Bedingung. 
rf't = 2 erhält man für af'= '~1' = ff/ ~s 1 = 7r;{iAs, d.h. 
die strengste Schranke rührt von den 2 .:1 s 1 -Wellen her. 
Im Fall ~ = 0 und R ~ 0 erhält man für JA I ~ 1 
(A1.3-11) 
mit b = 1 
A = b + i Y1-R-b l 
-1,1. -
A_ = 1- R 
.3 
- (K + R/2). 
(Schwerewellen) 
(Rossbywellen) 
Die Bedingung / A.
3
1 ~ 1 führt auf die Schranke j1-R { ~ 1 , 
d.h. auf R 5 2 bzw. 
( A 1 • 3- 11 a ) At ( 4Ah a 2 + B) ~ 2 
(AB Jl 
während die Bedingung I ~ 
1 
/ ~ 1 zusammen mit der Einschrän-
kung R + b2 :=: 1 , die nur' für gewisse 6 . gilt, auf die 
Beziehung 
(A1.3-11b) (At 2gHcl' 4 + 4Ah cf 2.+ B ~s) 2 ~ 8c26• 2 
liS 4 S 
.. r;;·• 2A 
mit der Nebenbedingung rJ' > d =Y4 (--1! 61 + B2 Lls) führt • ..J 1 ,J - .S gn A s Für o ~ os gilt wieder (A 1. 3-11a). 
Im ungünstigsten Fall gelten die durch(1.3.3-1) bis 
(1.3.3-3) ausgedrückten Schranken. 
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Weiterhin sieht man, daß das Differenzenschema keinerlei 
numerische Dämpfung enthält. Die durch R F 0 bewirkte 
physikalische Dämpfung drückt sich durch die Beziehung 
lA. I= 11-R(h. (Schwerewellen) und durch J i\ I = /1-R/ 
II I l. .} 
(Rossbywellen) aus, d.h. die quasi-geostrophischen Vor-
gänge werden stärker gedämpft. 
Der Diskretisierung~fehler an der Frequenz ~läßt sich 
durch Vergleiph der kontinuierlich berechneten Frequenz 
lc.>A = GJ: + iQ1. mit der numerisch berechneten 
w = (.Vl' +i ~) L feststellen. Wegen ,{_= ei wl'/ ~ t folgt: 
IV IV N 
(A1.3-12a) wr = -1 arctan (A.1m) 
N At Are 
(A1.3-12b) w (. = --1 tn I A. I . 
N Llt 
Für A kann z.B. A aus (A1.3-11) eingesetzt werden. Durch 
..., 






folgt die für viele Differenzenschemata bekannte Tat-
sache (Grotjahn und O'Brien,1976), daß die Wellen mit 
r .,. 
wacltsenden Wellenzahlen verlangsamt werden ( UJA > ~N ) . 
Das Verhältnis des numerischen Dämpfungsfaktors w" zum 
N 
analytischen CJ i beträgt für .;(. _, 
CJ L A - 2~ t Cn ,,_Li t [ 4Ah 6 I L1 s + B] I 
( A 1 • 3-14) __Jj_ = -----(---::-2.--l.----:'l--
wAl 1/2 l A11 C ae + 'tt ) + B J 





2 As l l 
sin 'Yl. 2 j /(~s/2) + B 
(A1.3-15) = 
w" i\ 
Daraus sieht man im Falle A h 1:. 0, daß die Differenzen-
approximation die gewollte physikalische Dämpfung unter-
schreitet, d .h. (j.) ~ ~ (.J: . 
Bei der Behandlung der Gleichung ~t + u0~x - Afxx = 0 
führt der Wellenansatz (A1.3-7) auf die charakteristische 
Gleichung 
(A 1. 3-16) ). = ( 1-4 e:.t A . l .,n tlx) ( 1 . ~ t i ;M) " ) s1.n ~2 -1. - u0 s n~ '-J x· 1 (Llx)2. Ax 
wobei Llt der "interne" Zeitschritt bedeutet. 
Aus (A1.3-16) folgt ---------
(A1.3-17)/AI=I1-4.öt A 2. sin1Jt~xi\(+(-At)2. 
( c0x) AX 




Das Differenzenschema verzöger1_ebenfalls, denn 
1 (Llt r - arctan - u0 sinat A x) GJ '2it AX (A 1. 3-18) ~ = "- 1 
". 
WA • a{Uo 
Das Verhältnis w I./,,< ist für u =0 ebenfalls .t:. 1 d .h. 
N WA 0 ' 
die physikalische Diffusion wird durch die Numerik abge-
schwächt, für u0 ) 0 jedoch wieder verstärkt ( G.J i. = c3e 2A). A 
Der zeitliche Gesamtablauf im Modell ist in der 
folgenden Zeichnung veranschaulicht: 
Dichtediffusion 
--- S' ~ Dichteadvektion 






U ~eeresoberfläche f r ------- -1' 
u -w __ I 
j Llt Dt 
u _ ____1 2 






r ~b ltC' U /Stresse l 





Stereographische Abbildung der Ostsee 
Bezeichnet f 0 , ~ 0 das Zentrum der Ostsee, so wird vom 
Diametralpunkt auf der Erdkugel die Ostsee auf eine im 
Punkte !f 0 , ~ 0 berührende Tangentialebene stereogra-
phisch projiziert. 
1\ 1\ 1\ '\ Ist x, y, z das im Punkte f0 ,~0 auf der Tangential-
ebene befindliche Rechtssystem mit~ als Projektions-
achse und ~ entlang A. = ,.{ 0 , so folgt nach einiger Rech-
nung ( mit r = Erdradius): 
(A1.3.5-1) 
~ = r t coe 'fein 'f 0 cos ( -\- /t0 ) - ein 'f cos «f 0 ~ 
y = r i cos r'sin( -1_- ..\ 0 ) J 
~ = r fcos'fcos f 0 cos(A-A 0 ) + sin<{'sinef0 - 1j. 
Ist x,y ein Koordinatensystem auf der Tangentialebene 
mit x nach Osten, y nach Süden und Ursprung in cf_ ) 
o, 'lo' 
so folgt durch die stereographische Projektion 






















GEDSER KUNGSHOLM YSTAD HANKO HAMINA Mittel 
I FORT j 
: 0.48±0.25 0.70±0.23 0.69±0.15 0.41±0.06 0.42±0.09 0.54±0.22 
0.69±0.15 0 0 71±0 .13 0.76±0.11 0.57±0.05 0.54±0.09 0.65±0.14 
0.99±0.22 0.99±0.21 0.99±0.24 0.81±0.08 0.80±0.09 0.92±0.25 
0.65±0.36 0.66±0.19 0. 68±0. 17 0.40±0.11 0.43±0.08 0. 56±0. 25 
I 
0.69±0.16 0.68±0.21 0.74±0.13 0.55±0.08 0.55±0.07 0. 64±0. 16 
0.90.±0.23 0.85±0.29 0.89±0.32 0.80±0.07 0.79±0.06 0.85±0.23 
; 
! 
~ 0.33+0.27 0.60±0.21 0.54±0.16 0.28±0.06 o.38±o.1o I o.42±o.2o I -I 0.44+0.25 0.56±0.08 0.59±0.05 0.40±0.05 0. 4 7±0. 10 0.49±0.12 
I -I 0.61,:t0.25 0.75±0.07 0.72±0.14 0.49±0.03 0.60±0.12 0. 63±0. 17 
0. 33±0. 12 ! 0.65±0.44 0.68,:t0.25 0.23±0.04 0.30,:t0.07 0.56±0.25 
0.46±0.18 0.57±0.24 0.60±0.09 0.32±0.07 0.36±0.08 0.64±0.16 
0.58.±0.24 0.57±0.26 0.59±0.13 0.35±0.10 0.44±0.07 0.85±0.23 
0.52±0.42 0.78±0.16 0.48.±0.31 0.47±0.23 0.75±0.21 0. 58±0. 28 
----------- ----- ----·· -- ~-
Tabelle 1 (siehe Text 2.1.1) 





Vergleich von Windeffekt und kombiniertem Effekt von Schichtung und Topographie 
Tabelle 2 
fvODELLRECHNUNG TERM m:N MAX MIT DEV AMIT ADEV 
[ -10 -2] 10 s 
( "Südwind" ) d Ty -5.00 I 7.66 0.087 I 0.43 0.58 I [ ax<Hp ) lz 0.72 
I 0 i I 
("Westwind") [ a Tx ] -6.87 7.85 -0.033 0.83 0.45 l 
- 'ay (Hp ) z 0.70 l 
0 l I j I 3 Tage Südwind [vxp. l I -3.02 I 4.30 0.022 0.38 0.22 0.33 i I I ' i I l ~l I ! z 
4 Tage Südwind I dito i -3.59 4.86 I 0.028 I 0.46 l 0.24 I 0 .3S I I I 4 Tage Westwind dito I -2.77 2.57 -0.002 0.33 I 0.17 0.28 I I [ -6 ] 10 cm/s 2 
4 Tage Südwind I ['VxHP.] I -2.23 I 2.66 I 0.010 I 0.34 I \ "'l z 4 Tage Westwind i dito -3.55 3.20 I 0.32 ! -0.007 
MIN = M:i.ni.Imler Wert 
MAX = M:ixilmler Wert 
MIT = Mittelwert 
DEV = Standardabweichung 
AMIT ~ Mittelwert des Absolutbetrages ANHANG A2 

































































































f 15.5 r 0.543 15.6 






I 11.2 ! 0.817 11.6 l I I 1 o.8s8 l 9.4 9.5 0.791 0.844 
9.4 0.834 9.7 0.819 
i 
I i I ' 
11.7 0.827 12.0 0.817 
I 2.4 0.566 i 3.4 I 0.478 3.5 : 0.348 I 3.8 0.444 ' i I 0.864 ; 2.7 1 0.835 3.0 I 
Anzahl effektiver Freiheitsgrade~ 50. Sigr1ifikanzschwelle r(99%) = 0.350 
Tabelle 3 
Streuung von Beobachtung ( cr ) und Modell ( cr~A) , Korrelationen (r) und Geschicklichkeits-gem llkJU 
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Durch Gitterdispersion verursachter Fehler im Wasserstand 
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Stereographische Projektion der Ostsee mit 10 km x 10 km 









Abb. 1. 3-5 
Geglättete Topographie der Ostsee wie sie im numerischen 
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in der homogenen Ostsee bei Westwind. 
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Abb. 2.1-4 
Volumentransport in der homogenen Ostsee bei Südwind. 
Skala wie bei Abb. 2.1-3 
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Abb. 2.1-5 
1/H - Linien der Ostsee,Werte in 10-3m-1 ,abgeschnitten 
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Abb. 2.1-8 
Volumentransporte in der nicht-rotierenden Ostsee bei Westwind 
lc~ 0~' 
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VOLUMENTRANSPORT BEl 
SUEOWINO, 1=0 
- :• 20 m 2 /s 
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Abb. 2.1-9 
Volumentransport in der nicht-rotierenden Ostsee bei Südwind 
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Vertikale Verteilung von Dichte (~t) und Impulsdiffusion (A~) 
für die Modellrechnungen mit 
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Ost/West-Mittel der Bodenschubspannung jby der homogenen bzw. geschichteten Ostsee nach 
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en 10 cm/s2. erms (~xHP ) Einheit 7 te~lung des T (s. Text §2 2 i z • • 2) 
bei SU dwind · ~n 
-73-
-74-
~~ Q I 2 TAGE 
STROEMUNG IN 0 ~~CH 4 TAGEN WE~;~l15 M TIEFE 
DER BAROKL ND 





STROEMUNG IN I NACH 4 TAGE 5 ... 50 M TIEFE 
IN DER BARON WESTWIND KLINEN OSTSEE 
- ,_l) Cm/5 
Abb. 2 • 2-12 
tt'tx ./ 
0~' 
0 2 TAGE 4 
STROEMUNG IN 50 ... 66 M TIEFE 
NACH 4 TAGEN HEST~INO 
IN DER BAROKLINEN OSTSEE 
- '"20 cmls 
• < ~::; 
4 : ~-::::::.., 
. ''··· . ' ,....... . 
/Clllf)L 
J~iW?11 I \1~ 
'~:;~: _;:~::::::: 
. , ...... ' ' ~ 
... 
.. 
''' ••••·• tt 
········ ,,, 
,,, .•.. .• t 
.. '• 
Abb. 2.2-13 
~ ~- ;::: f 









0~ 0 I 2 TAGE 4 
STROEMUNG NACH 4 TAG~~J~CHEN 65 M UNO 
IN DER BAROKL ESTWJND 













"' "'0 ,_ 
-zw 
-o 













0 2 TAGE 4 
STROEMUNG IN 15 ... 25M 
NACH 4 TAGEN SUEDWIND 
IN DER BRROKLINEN OSTSEE 




0 2 TAGE 4 45 M TIEFE 0 IN 35 · · · STROEMUNG SUEOWJNO 
NACH 4 TAGEN INEN OSTSEE IN DER BAROKL 
- := 20 cm/s 
-80-
Abb. 2 .2-16A 
lr: /---
0~' 
0 2 TAGE 4 
STROEMUNG IN 55 .•. 65 M 
NACH 4 TAGEN SUEOWINO 
IN DER BAROKLINEN OSTSEE 




"ty ~k<-::1 I 
O 2 TAGE 4 
STROEMUNG IN SO .•. LOO M 
NACH 4 TAGEN SUEOWJND 
IN OER BRROKL!NEN OSTSEE 










NACH 4 TAGZWISCHEN 100 IN OER BAREN SUEDWIND H UND BOOEN 




2 TAGE 4 
~~F~ERENZ DER STRDEMUNG 
BRROT~~~ 15 M TIEFE 
BEI - BRROKLIN 
SUEO~IND 





__Al? 'p __ !_ __ g_._ 2 -_ ~J 
Barokline Strömung entlang Ost/West-Schnitt 
12 (s. Abb.2.1-6) bei Südwind.10 Schichten. 
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Abb. 2.2-22 
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(a) Zu Abb. 2.2-21 gehörige Vertikalge-
schwindigkeit in Einheiten 10- 4cm/s 
(b) Differenz von barotroper-barokliner 





Ab b • ? _ _!..?_:: ~.3 __ _ 
Nordkomponente der baroklinen Strömung in der südlichen 
Gotlandsee entlang Ost/West-Schnitt 6 (s.Abb. 2.1-6). 
Einheiten in cm/s. Südwindlage. 
Abb. 2.2::~ 
Differenz der Nordkomponente in cm/s zwischen barotroper 
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Abb. 2.2-25 
Barokline Strömungen in der Bornholmsee entlang 
Nord/Süd-Schnitt 4 (s. Abb.2.1-6),Westwind. 
NORD 
_l.bb. _2. 2-2_9__ 
Wie in Abb. 2.2-25 bei Südwind 
(a) Ostkomponente in crn/s (b) Nordkomponente in crn/s 
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Abb. 2. 2:_g]_. 
Wie in Abb. 2.2-25,aber entlang Ost/West-
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Abb. 2.2-28 
Wie in Abb. 2.2-26,aber entlang Ost/West-
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Abb. 2.2-32 
5t-Anomalien (10-fach) entlang Schnitt 6 
(s. Abb. 2.1-7)in der sUdliehen Gotlandsee bei 
SUdwindlage. 
(a) dt-Linien entlang Schnitt 4 (s. Abb.2.1-7) nach 4 Tagen SUdwind 
(b) Wie (a),jedoch ~t-Anomalien (10-fach) 
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Abb. 2. 3-2 
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IN DER BARO~~~~WINDVARIATION 
GROSSE PFEILE· EN OSTSEE 
~O~RUNGSRIC~TUNG 0 
· = 20 m2/s ER IHRBEL 
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Abb. 2.3-3 







Tiefe des ungeschichteten Bornholmbeckens 
(Periode=4 Tage,l1~=1 Nord/Süd). 
, (c) t=66 , (d) t=72 
Windanregung 
' (b) t=60 
Nulldurchgang des Windes zur Zeit (d). 
-100-
Abb. 2.3-5 
(a) Wirbelzentren A-G auf der Topographie des Bornholmbeckens 
(zur Zeit t=72 Std.) bei periodischer Windanregung. 
Pfeile geben Wanderungsrichtung der Wirbel bei Windstille an. 
(b) Folge von Positionen der Wirbelzentren B und D (auf der 
80m-Linie,Zahlen geben Zeitpunkt in Stunden an) 
(c) Wirbelstärke v -u vor Abschaltung des Windes.Einheiten 
. X y 
in 10-7s-1,Isolinienabstand = 20·10-7s-1,schraffiert: 
antizyklonisch. 
(d) Meeresoberfläche zur Zeit t=72 Stunden,passend zu Abb. 2.3-~ 
Abb. 2.3-6 
Verteilung der Vertikalgeschwindigkeit in der Bornholmsee 
bei periodischer Windanregung(zur Zeit t=72 Stunden) 
(a) barotrop in 15m Tiefe (b) barotrop in 50m Tiefe 
(c) baroklin in 15m Tiefe (d) baroklin in 50m Tiefe 










~t ~ ""' 
-0.5 ~ c 
0 50 
(a) und (b): 
OST 
barotrop 
100 150 km 200 
baroklin 
100 150 km 
z-57m 
Abb. 2.3-7 
Vertikalgeschwindigkeit entlang des in Abb. 2.3-5a einge-
zeichneten Schnitts parallel zur Stolper Rinne. 
Zeit: t=72 Stunden bei periodischer Windanregung. 
(a) barotrop (10- 4cm/s) , (b) baroklin (10-4cm/s) 
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(c) Dichteanomalie in 57m Tiere rür die barokline Rechnung. 
I t 1:'y / 
OlL_' 
0 2 TAGE 
VOLUMENTRANSPORT AM 6. TAG 
DER OBIGEN SUEDWINDVARIATION 
IN DER BAROKL!NEN OSTSEE 
GROSSE PFEILE: 
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d 
Horizontalgeschwindigkeit in der geschichteten Bornholmsee 
(Periode 4 Tage,j•rJY=1 Nord/Süd, bei periodischer Windanregung 
Zeit:t=72 Stunden) 
(a) 0-15m (vergl. Abb.2.3-4d), (b) 15-SOm, (c) 50-65m 
(d) Differenz zwischen barotroper-barokliner Rechnung in 50-65m 
B 3.2 
Abb. 3.2-1 
Messpositionen des Programms BALTIC'75 
•~s 
At. water leileis 
0 windstress 
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997 ~50 \...' .. , \/ 
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·
50 !.APR 6. 11. \6. 2\. 26. \.MAY 6. \\. 16. 21. 
0 H I GMT I 
Abb. 3.2-3 
(a),(b): Vergleich von gemessenem (----) und (aus den Boden-
luftdruckdaten von Liebing (1976)) geostrophisch 
berechnetem (-----) Wind im Bornholmbecken. 
(c) Vergleich von gemessenen (----) und interpolierten 
Druckdaten (-----) für das Bornholmbecken. 
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PHASE POSITIV• BERECHNETER WIND FUEHRT 
(a) Spektren des gemessenen (----) und berechneten (----) 
Windgeschwindigkeitsbetrages im Bornholmbecken (1975). 
(b) Wie (a),aber statt Geschwindigkeit hier Schubspannung 
(c) Kohärenz zwischen berechneter/gemessener Schubspannung 
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Abb. 3.3-la 
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Referenzsimulation mittlerer Strömungen: (--) "gemessen" und 
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Abb. 3. 3-2 
(a) Spektren des Wasserstandes von YSTAD,gemessen (----),berechnet(--) 
(b) Wie (a), aber für HAMINA 
(c) Kohärenzen zwischen Messung und Modell für die Orte 
YSTAD (dick) und HAMINA (dUnn) 
(d) Phasen zwischen Messung und Modell für YSTAD (dick) und 
HAMINA (dünn). Phase positiv: Messung führt. 

















2 4 68 2 4 68 2 
10-3 10-2 
FREQUENZ [ cph J 
95%-
468 468 2 
10-3 10-2 
FREQUENZ [ cph J 
Abb. 3.3-3 
(a) Wasserstandsspektrum von HELSINKI (57 Jahre,1904-1961) 
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li 0.40 :X: 
0 MESSUNG ~ 
o.zo 
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--95%--- ',_ -, Q:: 
tt 0.40 :X: 
0 MODELL ~ 
o.zo 
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1 o-2 1 o-1 
FREQUENZ [cphl 
(a) Kohärenz zwischen GEDSER und YSTAD , beobachtet. 
(b) Phase zwischen GEDSER und YSTAD , beobachtet. 
(c) Wie (a), aber vom Modell berechnet.Phase positiv:GEDSER führt. 
(d) Wie (b), aber vom Modell berechnet. 
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o.oo o.oo 4 6 8 4 6 8 2 
1 o-2 1 o-2 
FREQUENZ FREQUENZ 
Abb. 3.3-5 
(a),(b):Spektren von "gemessener" (-) und beobachteter 
(----) mittlerer Strömung für Pos. 1 und 9. 
(c),(d):Kohärenzen zwischen Beobachtung und Modell für Pos.l und 9. 
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Abb. 3.3-6 







positiv: Einstrom in die Ostsee 
negativ: Ausstrom aus der Ostsee a 
6.April 16. 6.Mai 16. 
Abb. 3.3-7 
(a) Gemessener Transport durch den Großen Belt (Jacobsen,1976) 
(b) Vom barotropen Modell berechneter Transport im Fehmarnbelt 
{c) Transport im Fehmarnbelt auf Grund der halb-empirischen 
Formel aus §1.4.3 • 
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FREQUENZ [ cph] 
Abb. 3. 3-8 
(a) Wasserstandsspektren fUr YSTAD auf Grund des Windes bzw. 
des Druckes allein. 
(b) Wasserstandsschwankungen auf Grund des Druckeffekts allein 
fUr den BALTIC'75 Zeitraum. 
