Data-specific Adaptive Threshold for Face Recognition and Authentication by Chou, Hsin-Rung et al.
Data-specific Adaptive Threshold for Face Recognition and Authentication
Hsin-Rung Chou, Jia-Hong Lee, Yi-Ming Chan, and Chu-Song Chen
Institute of Information Science, Academia Sinica, Taipei, Taiwan
MOST Joint Research Center for AI Technology and All Vista Healthcare
{sherry18030, honghenry.lee, yiming, song}@iis.sinica.edu.tw
Abstract
Many face recognition systems boost the performance
using deep learning models, but only a few researches
go into the mechanisms for dealing with online registra-
tion. Although we can obtain discriminative facial features
through the state-of-the-art deep model training, how to de-
cide the best threshold for practical use remains a chal-
lenge. We develop a technique of adaptive threshold mech-
anism to improve the recognition accuracy. We also design
a face recognition system along with the registering proce-
dure to handle online registration. Furthermore, we intro-
duce a new evaluation protocol to better evaluate the per-
formance of an algorithm for real-world scenarios. Under
our proposed protocol, our method can achieve a 22% ac-
curacy improvement on the LFW dataset.
1. Introduction
Deep Convolutional Neural Networks (CNNs) have
achieved great success for face recognition. Especially af-
ter the unified framework proposed by Schroff et al. [9]. In
most works [1, 7, 9], researchers use a fixed threshold for
the face verification tasks. The threshold is usually the opti-
mal value that can separate different identities of the testing
data. However, we argue that this method is deficient for
the real-world scenarios, because the optimal threshold is
usually case-specific, i.e. the best thresholds for different
data sets are often different. As we do not have the testing
data in practical applications, the optimal threshold is hard
to find or even unobtainable. Furthermore, The content of a
face database would change frequently, which also raise the
need for threshold value tuning.
We propose the technique of feature-specific adaptive
thresholding to improve the recognition accuracy. The
adaptive threshold serves for two purposes: it performs
the task of face verification, and it acts as a gatekeeper
of the database. We also design a system to simulate the
real-world scenario, which consists of a deep CNN and a
database; we use the deep CNN to extract the embedded
feature vector of a facial image and store it in the database
along with the threshold and its identity.
To have a fair comparison with the results of using a fixed
threshold, we introduce a new evaluation protocol that has
the same registration flow as the proposed system. The ex-
perimental results show that our method outperforms the
traditional one. It strengthens the robustness of the thresh-
old and makes the selection process more tractable.
2. Related Work
Recently, deep CNNs play an important role in the re-
search of face recognition. These works attempt to obtain
a better deep learning model by either modifying the objec-
tive functions or redesigning the network structures. Their
general goal is to utilize the deep learning model to produce
discriminative facial features. For example, FaceNet [9]
proposes triplet loss; NormFace [13] optimizes cosine sim-
ilarity directly; A-Softmax loss [6] introduces the angular
margin into the objective and AM-Softmax loss [12] im-
proves A-Softmax to stabilize the training; VGGFace[7]
combines VGG-net [10] with triplet loss and achieves a
great success on the LFW benchmark; Recently, Mobile-
FaceNets [1] designs a lightweight face recognition model
with Global Depthwise Convolution.
Nevertheless, it is still challenging to choose the opti-
mal threshold for differentiating different identities. In the
benchmark of LFW [4], a canonical list of face verifica-
tion pairs is provided and researchers are asked to evaluate
the algorithm via 10-fold cross validation (CV). The best
threshold for L2-distance is then decided accordingly. The
CV-based methods are sufficient for comparing the exper-
imental results of different methods, but the thresholds se-
lected usually do not suffice for practical applications. In
this paper, instead of applying a fixed threshold to the en-
tire database, we introduce an adaptive thresholding method
that assigns a suitable threshold per each registered face in
the database, and show that the approach performs more fa-
vorably on face recognition and authentication.
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Figure 1. System Structure. It consists of a
deep CNN with a L2 normalization layer, and
a database for storing feature embeddings.
3. Methodology
We have two operations in our system: registration and
recognition. In the operation of registration, a feature vector
(or embedding) is extracted form an input face image by us-
ing a deep network. We assume that one face image is reg-
istered on the system at a time. The face could belong either
to some person already registered on the system, or a new
person not registered before. We assign a threshold to the
registered face during each registration, and the thresholds
of the other registered faces will be modified accordingly.
For recognition, given a query image, we extract its fea-
ture embedding and compute the similarity scores between
it and all of the other stored embeddings. Then we use the
similarity scores to determine the identity of the query im-
age. The system structure is illustrated in Figure 1.
In the following sections, we first review the procedure
of extracting the facial features by using state-of-the-art face
detection and recognition methods; then we describe the de-
tails of registering and recognizing an image with adaptive
threshold in sections 3.2 and 3.3.
3.1. Deep Convolutional Neural Network
Given a query image, we first utilize the Multi-task Cas-
caded Convolutional Networks (MTCNN)[14] to detect and
align the face. Next, we utilize a well-trained face recogni-
tion model trained on Inception-ResNet-v1[11] with a L2
normalization layer as proposed by FaceNet[9]. In the in-
ference phase, we extract the output of the L2 normaliza-
tion layer as the unified facial feature embedding. For the
following section, we use embedding as a shorthand for the
extracted facial features as introduced by FaceNet. As the
embeddings are L2−normalized, we use the inner product
between two embeddings to compute their similarity.
3.2. Registration with Adaptive Threshold
Given a sequence of face images I = {I1 · · · It · · · IT },
the identity labels P = {P1 · · ·Pt · · ·PT } and the embed-
dings F = {F1 · · ·Ft · · ·FT } extracted by the deep CNN,
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Figure 2. Registration Flowchart. Ft is the
embedding of a registering image with iden-
tity C. (1) Compute the similarity scores of Ft
and all embeddings other than C. (2) Store Ft
and its name in the database. (3) Update the
thresholds of all the embeddings accordingly.
we register the embeddings into the database one-by-one as
illustrated in Figure 2. At each registration t, we insert the
feature embedding Ft and its identity Pt into the database;
then we update the threshold στt accordingly. σ
τ
t denotes
the threshold of registered feature embedding Fτ when Ft
is registering into the database (τ = 1, · · · , t).
We assign a different threshold for each facial embed-
ding in the database. For threshold στt (associated with the
τ -th image at the t-th time), we first compute the similarity
score between the embeddings Fτ and Fv in the database
(v = 1 · · · t):
S(τ, v) = Fτ · Fv (1)
Then we compute στt as the maximum value among all fa-
cial embeddings not belonging to the same person at the
current time:
στt = max(S(τ, v)), v = 1 · · · t, where Pτ 6= Pv (2)
For the implementation of updating the thresholds, as the
face images are registered one at a time, we can take advan-
tage of the recursion of στt−1 and σ
τ
t for an efficient compu-
tation during registration.
3.3. Recognition and authentication
Given a query facial image Iλ without its identity label,
we first extract the embedding Fλ by the deep CNN. Then
we compute the similarity scores with all the embeddings
that are already stored in the database as shown in Figure 3.
We extract the one which has the highest similarity score
with Fλ and denote its index as u:
u = arg max
v
(S(λ, v)), for v = 1 · · · t (3)
Once the most similar embedding Fu is found, the sys-
tem compare the associated threshold σut with the similarity
score S(λ, u). If S(λ, u) ≥ σut , then the image Iλ will be
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Figure 3. Recognizing Flowchart. Fλ is the
embedding of a query image Iλ. (1) Compute
the similarity score of Fλ with all embeddings.
(2) Get the maximal similarity score. (3) Com-
pare the score with the stored threshold to
determine whether the query is an intruder or
a registered identity.
classified as identity Pu; else it dissociates from any regis-
tered identities, in this case, we call it an intruder and reject
the authentication request:
Pλ =
{
Pu, if S(λ, u) ≥ σut
intruder, if S(λ, u) < σut
(4)
4. Evaluation and Experiment
Current open-set identification protocol such as [5] eval-
uates the algorithm under determinate probe (or query) and
gallery (or database) sets. This setting standardizes the eval-
uation and makes the result measurable, but it does not con-
sider the intruders nor changes in the gallery, which often
occurs in industrial applications.
We introduce timeline in our evaluation protocol. At t-
th time, we present an image to the system and check the
correctness; we move the face image from the probe to the
gallery set one at a time to simulate the real registration ro-
cess and the changes in the gallery.
4.1. Evaluation protocol for singly registering and
recognizing
In our evaluation protocol, we have T images in the test-
ing data, the gallery begins with an empty set. When a probe
feature embedding Ft is presented to the system, it will be
used to calculate the similarity scores with all the gallery
feature embeddings Fτ , τ = 1 . . . t. The gallery feature em-
bedding that gets the highest similarity score with Ft is de-
noted as Fu. The threshold function is denoted as Φ(t, u).
For fixed threshold, Φ(t, u) always returns a constant value;
for adaptive threshold, Φ(t, u) = σut . We use 10-fold CV
to compute the fixed threshold can compare the results with
those that obtained using our adative thresholding method.
When Ft is presented to the system, if S(t, u) ≥ Φ(t, u),
and Pt = Pu, then we define this case as true accept:
TA(t) = {S(t, u) ≥ Φ(t, u), and Pt = Pu} (5)
If Pt is an identity in the gallery but S(t, u) < Φ(t, u),
then no matter whether Pt = Pu, we define these cases as
false reject:
FR(t) = {S(t, u) < Φ(t, u), and Pt ∈ P} (6)
If Pt is not contained in the gallery, then we call it an
intruder. Thus, we define false accept and true reject as:
FA(t) = {S(t, u) ≥ Φ(t, u), and Pt /∈ P} (7)
TR(t) = {S(t, u) < Φ(t, u), and Pt /∈ P} (8)
For the last possible case, if S(t, u) ≥ Φ(t, u) and Pt is
someone in the gallery, but Pt and Pu are different identi-
ties, then we define this case as identification error:
IE(t) = {S(t, u) ≥ Φ(t, u), where Pt 6= Pu
, and Pt ∈ P}
(9)
We add Ft to the gallery set iteratively to simulate the
registration operation (t = 1 · · ·T ); we extract Ft+1 from
the probe set and repeat the process until all of the T images
are examined. The final accuracy, ACC, is then defined as
the average correctness of all the T sessions:
ACC =
∑T
t=1 |TA(t)|+ |TR(t)|
T
(10)
Table 1. Summary of the evaluation protocol
S(t, u) ≥ Φ(t, u) S(t, u) < Φ(t, u)
Pt = Pu True accept False reject
Pt 6= Pu, Identification error False reject
Pt ∈ P
Pt 6= Pu, False accept True reject
Pt /∈ P
4.2. Experiments on Facial Datasets
In all our experiments we use the same deep CNN trained
on MS-Celeb-1M [3] dataset to extract the feature em-
bedding. We evaluate our algorithm under the aforemen-
tioned protocol on three datasets: Labeled Faces in the Wild
(LFW) [4], Adience [2] and Color FERET [8]. As some
faces in the images are undetectable, we did not use all im-
ages in the datasets. The statistics of the images used in
our experiments are show in Table 2. For each experiment,
Table 2. The number of aligned images, identi-
ties, and number of samples per identity (with
the standard deviation) in facial datasets.
#images #classes #images/class
LFW 13,233 5,749 2.3± 9.01
Adience 19,339 2,284 8.46± 23.13
Color FERET 11,285 994 11.35± 8.6
we randomly shuffle all of the images in the dataset, and
then register the images one-by-one according to the ran-
dom order. We perform the experiments 10 times on each
dataset and average the accuracy. To fairly compare with
the results of using a fixed threshold, we also conduct the
fixed-thresholding experiments under our evaluation proto-
col with the same registration order.
As for the selection of fixed thresholds, following the
verification benchmark of LFW, we use 6,000 image pairs
randomly generated from the dataset. As done in the pro-
tocol of LFW for the verification performance evaluation,
10-fold CV is used and a threshold is selected for each fold-
splitting. The 10 thresholds selected are then averaged to
yield the fixed threshold used in our experiment. The same
procedure is performed for the fixed thresholds selection of
the color FERET and Adience datasets too. After that, the
fixed thresholds also serve as the initial values (t = 1) of
our adaptive thresholding procedure.
The accuracy (ACC defined in Eq. 10) is shown in Ta-
ble 3. In the case of fewer samples per identity like LFW,
the adaptive-threshold approach outperforms the fixed-
threshold method by around 22.5% in accuracy. In Adi-
ence or Color FERET, the adaptive-threshold approach still
consistently outperforms the fixed one. The temporary ac-
curacy during each registration is shown in Figure 4. The
adaptive-threshold approach converges earlier, showing it’s
promising in sample limited applications, e.g., small factory
security systems.
5. Conclusion
We solve the long-term threshold-selection problem for
face recognition and authentication, and also tackle the defi-
ciency of current evaluation protocol. The introduced tech-
nique of adaptive thresholding can decide more favorable
thresholds. We also design an on-line registration system
for real-world scenarios, which can handle varied condi-
tions for practical applications.
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