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1. INTRODUCTION 
This paper studies the combinatorial properties of multidimensional 
matrices. We deal with the foundations of the subject and encounter new 
combinatorial objects of considerable intrinsic interest. We also show that 
many of the classical combinatorial problems have a very natural description 
within this multidimensional framework. 
We begin the discussion with a simple example. 
In the first row there is displayed a Latin square L and three permutation 
matrices that locate the l’s, 2’s, 3’s in L, respectively. In the second row there 
is displayed a Latin square L.’ and three configurations Tl , T, , T3 whose 
occupied positions are located by the l’s, 2’s, 3’s inL’, respectively, and whose 
entries in these positions are determined by L. These configurations are 
disjoint transversals of the Latin square L and we may write 
L = TX u T, u T3 . (l-1) 
* The work of the first author was supported in part by the National Science 
Foundation. The work of the second author was supported in part by U.S. Army 
Research Office (Durham) and carried out at Syracuse University. 
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The partitioning (1 .l) of L is possible precisely because the Latin square L 
has an orthogonal mate L’. We now take the permutation matrices in the first 
row and place them one upon the other and thereby construct a (0, 1)-cube 
P with exactly one 1 in every line. The transversals Tl , T, , T, of L each 
locate exactly one 1 in each of the three horizontal planes of P and in turn 
define (0, 1)-cubes P, , Pz , P, , respectively, with exactly one 1 in every 
plane. Thus the partitioning (1.1) of L is precisely equivalent to the sum 
decomposition 
P = PI + Pz + P, . 
There is a one-to-one correspondence between L and P on the one hand, 
and likewise between Tj and Pj on the other. In the 3-dimensional case, 
however, we now see from the above example that there are actually two 
distinct types of permutation matrices. One is of the type P with exactly one 1 
in every line and the other is of the type Pj with exactly one 1 in every plane. 
Note further that the matrix P has exactly 3 l’s in every plane so that (1.2) 
is an example of a sum decomposition that is the analogue of the Birkhoff- 
Konig theorem, namely, every 2-dimensional (0, 1)-matrix of order n with 
exactly K l’s in each row and column is a sum of K permutation matrices. 
But note that the analogue of the Birkhoff-K&rig theorem is not generally 
valid in dimension 3 because we have already remarked that the sum decom- 
position (1.2) is precisely the requirement that L have an orthogonal mate. 
Thus, for example, the P associated with a Latin square of order 2 cannot 
have such a sum decomposition. 
We may rewrite Eq. (1.2) in the form 
5 p = 4 (PI + p, + PSI. 
The matrix on the left is “stochastic” in the sense that all of its plane sums 
are 1. But the matrices PI , Pz , P, on the right are also stochastic and actually 
extremal in the convex set of stochastic matrices. Thus (1.3) is an example 
of a convex decomposition of a stochastic matrix into extremal matrices. The 
2-dimensional Birkhoff theorem asserts that the extremal (doubly) stochastic 
matrices of order n are precisely the permutation matrices of order n. But 
the corresponding situation for 3-dimensional extremal stochastic matrices 
is vastly more complicated. In fact these matrices are not known to us 
explicitly for general n. 
In this paper we investigate systematically various topics that are a natural 
outgrowth of the preceding example. We first discuss the extremal matrices 
in the convex set of all nonnegative 3-dimensional matrices of size 
n1 x na x n, with prescribed plane sums (or prescribed line sums). We 
obtain an algebraic criterion for extremality in terms of the column rank of an 
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associated 2-dimensional (0, 1)-matrix. This material constitutes an extension 
of our earlier 2-dimensional investigations [7J, and we even obtain some added 
insights into the 2-dimensional case. We then establish three theorems on 
3-dimensional(0, l)-matrices that are extensions of well-known 2-dimensional 
theorems. For example, we obtain a 3-dimensional version of the 2-dimen- 
sional P. Hall theorem on systems of distinct representatives. We also 
determine necessary and sufficient conditions in order that a 3-dimensional 
(0, 1)-matrix have prescribed plane sums. Our concluding sections are devoted 
to multidimensional Latin configurations, premutation matrices, and trans- 
versals. Here we obtain powerful multidimensional generalizations of Eqs. 
(1.1) and (1.2). During the course of the discussion we pose four basic 
unsolved problems. 
2. BASIC DEFINITIONS 
Let 
A = hd (i = 1, 2 ,..., nr; j = 1,2 ,..., n,; K = 1, 2 ,..., ns) (2.1) 
denote a 3-dimensional matrix of size 1zr x ns x ns with elements aillc in 
the real (or complex) field. The matrix A is composed of til 2-dimensional 
matrices or “parallel” planes of the form 
AI” = [uii& ( j = 1, 2 ,..., n,; K = 1,2 ,..., n,) (2.2) 
or, equivalently, of n2 , n, parallel planes of the form 
A,(2) = [a.. 1. 3 uk ak (i = 1, 2 ,..., n,; k = 1,2 ,..., nJ, (2.3) 
A?’ = [+]ij (i = 1, 2 ,..., n,; j = 1, 2 )..., n2), (2.4) 
respectively. A selection of one plane from each of the three preceding 
families of parallel planes yields three “mutually orthogonal” planes that 
intersect in a unique point uiik of A and, conversely, precisely three of these 
mutually orthogonal planes “pass through” an arbitrary point uiix of A. 
The matrix A is also composed of n1n2 l-dimensional matrices (vectors) 
or “parallel” lines of the form 
A,(fr2) = [uijklk (k = 1, 2,..., nJ (2.5) 
or, equivalently, of nrns , n2ns parallel lines of the form 
Aks3) = [uiik]$ (j = 1, 2 ,..., n3, 
A;iB3) = [ai& (i = 1, 2 ,..., rzr), 
(2.6) 
(2.7) 
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respectively. A selection of one line from each of the three preceding families 
of parallel lines need not intersect in a point of A although precisely three 
of these mutually orthogonal lines pass through an arbitrary point of A. 
With the basic configurations of plane or line we associate a scalar equal to 
the sum of all of the points within the given configuration. Thus we denote 
the pZane sums of (2.2), (2.3), (2.4) by 
S/j?’ = a!l) z z 7 SA j2’ = 3 a J2’ 3 3 SAP’ = a P’, P-8) 
respectively, and the line sums of (2.5), (2.6), (2.7) by 
&4 !+2) = a!t.2) S@’ (1.3) 21 21 3 = aik , 
respectively. Hence with each position 
7jk = (i,i, 4 (i = 1, 2 ,..., n,; j = 1, 2 ,..., n,; k = 1, 2 ,..., a) (2.10) 
within the matrix A there is now associated a point aijk , and with this point 
there are associated the three plane sums (2.8) and the three line sums (2.9). 
Finally, it is convenient to tabulate the various plane sums by means of the 
following three plane sum vectors of A 
s(l) = [@‘Ii , s (2) = [aj2’] j , sc3’ = [a;$ (2.11) 
and the various line sums by means of the following three line sum matrices 
of A 
St1s2) = [atts2)lij , Sc1s3) = [&3’]ik , St2*‘) = [ai(,2*3’]jk . (2.12) 
Notice that the three line sum matrices (2.12) are determined by “collapsing” 
the three sets of parallel planes of A and the three plane sum vectors (2.11) 
are determined by further collapsing the line sum matrices (2.12). 
Now let 
zl(S’l), S(2), S(3)), ~(S(1.21, S&3), S’2.3’) (2.13) 
denote the class of all 3-dimensional matrices A having prescribed plane sum 
vectors (2.1 l), prescribed line sum matrices (2.12), respectively. Furthermore, 
unless explicitly stated to the contrary, whenever we use the above notation 
it is understood that the points of the matrix A are nonnegative real numbers. 
We designate this fact by the usual notation 
A > 0, (2.14) 
where 0 denotes the zero matrix. 
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Necessary conditions in order that the class 2l(S(i), Sea), S13)) be nonempty 
are that the prescribed nonnegative plane sum vectors be compatibh in the 
sense that their components satisfy 
7 = C a?) z 1 aj2) = C a$), (2.15) 
and corresponding necessary conditions in order that the class 
WS 02), ,P3), S(2*3)) be nonempty are that the prescribed nonnegative 
line sum matrices be compatible in the sense that their row and column sums 
satisfy 
(i = 1, 2 ,..., n,), 
(j = 1, 2 ,..., ns), (2.16) 
(k = 1, 2 ,..., fz3). 
The necessary conditions (2.15) are sufficient for the existence of a non- 
negative matrix in the class %(S (i), S(s), St3)). In fact there is available a 
simple direct construction. Thus if 7 = 0 we set A = 0 and if r # 0 we set 
1 A = ,z [q?)ay)aF)]. (2.17) 
An alternative basic construction proceeds as follows. Select a position rijk 
within the 3-dimensional array and define 
aiik = min (all), ai2), a;)). (2.18) 
It follows from (2.18) that at least one of the three mutually orthogonal 
planes that pass through position 7rTTiik must have all of its remaining points 
equal to 0. The removal of this plane yields new prescribed nonnegative 
plane sum vectors that are compatible, and the completion of the construction 
is now a consequence of the induction hypothesis. This construction is a 
direct extension of the 2-dimensional case and we omit further details (see, 
for example, [7j). It follows from the construction by induction that a matrix 
constructed by this procedure contains no more than n, + ns + n3 - 2 
positive elements. It also follows from the construction that these matrices 
have integral elements provided that the components of the plane sum vectors 
are integers. In case n, = n2 = n3 = n and 
S’l’ = S(2) = b!?(3) = (1, l,..., 1) (2.19) 
the construction yields a family of n!2 (0, I)-matrices. We call these con- 
figurations permutation cubes of degree 2. 
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The necessary conditions (2.16) are no longer sufficient for the existence 
of a nonnegative matrix in the class 21(S(1*2), S(l,s), S’(2*3)). For example, 
let J denote the matrix of l’s of order n and let I denote the identity matrix 
of order n. Let n, = n2 = n3 = n > 1 and consider a cube of order n with 
compatible line sum matrices 
57'1.2' = J, ,'$1.3' = $2.3' = nl. (2.20) 
The last two equations of (2.20) imply that 
(2.21) 
where & is the Kronecker delta. Thus the matrix 
Ap) = [a& (2.22) 
has allI = n and all other aiil = 0. But the first equation of (2.20) implies that 
(1.2) 
all =; 1 allk = (2.23) 
and this contradicts aIll = n. 
Cubes of order n with the compatible line sum matrices 
$1.2' = s'1.3' = s(2.3' = J (2.24) 
exist for all orders n, e.g., aijk = l/n, and even with (0, 1)-elements. The 
latter may be constructed from Latin squares of order n in the manner 
described in Section 1 and are called permutation cubes of degree 1. 
3. THREE-DIMENSIONAL EXTREMAL MATRICES 
The linear operations of addition and scalar multiplication are defined for 
the 3-dimensional matrices of Section 2 and consequently the classes of 
nonnegative matrices %(S(l), Sc2), S(s)) and %(S’1*2), S(le3), S’2*3)) are convex 
sets. We say that the nonnegative matrix A in the plane sum class 
2X(W), S2), S(s)) is plane extremal or that the matrix A in the line sum 
class Yl(S (1,2), S(l.31, 8'2.3') is line extremal provided that every convex 
decomposition of the form 
A=&,+(1 --)A2 (0 <a < 1) (3.1) 
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with A, and A, in the respective line sum or plane sum class implies that 
A, = A, = A. Notice that every nonnegative matrix A determines uniquely 
a plane sum class and a line sum class to which it belongs, and extremality 
always refers to these classes. From the theory of convex sets it follows that 
every matrix A in its class ‘?I is a convex combination of extremal matrices. 
Now let A = [uijk] be an arbitrary matrix. Let 
2 = Z(A) = [ZijJJ, (3.2) 
where aiik = 0 implies ziik = 0 and aiik # 0 implies zijk = 1. We call the 
(0, 1)-matrix Z(A) the type (zero pattern) of A. We say that an arbitrary 
matrix M with all plane sums (line sums) equal to 0 belongs to the plane 
sum class (line sum class) %(O, 0,O). 
THEOREM 3.1. The matrix A in its plane sum class (line sum class) rU 
is not extremal if and only Cf there exists a matrix M # 0 in the plane sum class 
(line sum class) %(O, 0,O) with Z(M) < Z(A). 
Proof. Let A be not extremal. Then we may write A = o1A, + (1 - a) A, , 
where 0 < (II < 1 and A, # A, are both in X. Thus M = A, - A, satisfies 
the requirements of the theorem. Conversely, let M # 0 in X(0,0,0) satisfy 
Z(M) < Z(A). Then for a sufficiently small positive E we have A, = A - EM 
and A, = A + EM both in ‘u. But then A = 3 A, + ?J A, is not extremal. 
It is convenient to restate Theorem 3.1 in the following equivalent form. 
The matrix A in its plane sum class (line sum class) % is extremal a. and only 
if for every matrix M in the plane sum class (line sum class) %(O, 0,O) with 
Z(M) < Z(A) we have M = 0. 
Theorem 3.1 tells us that the extremality of A (plane sum or line sum) 
is a property determined solely by the positions of the positive points within 
A and is independent of the actual values assigned to these positions. Thus 
all or none of the nonnegative matrices A of the same type Z are extremal in their 
respective classes. Furthermore, it follows that zf A is extremal (in its class) 
and zf Z(B) < Z(A) then B is extremal (in its class). Another useful corollary 
of Theorem 3.1 is the assertion that the nonnegative matrix A is extremal in its 
class % if and only if A is the only matrix in the class 2l of exactly type Z(A) 
(more trivially: of type < Z(A)). 
We now have available a procedure for the construction of certain simple 
extremal types. We select an arbitrary plane (line) and within this plane (line) 
we assign at most one position the value 1 and all remaining positions the 
value 0. Then we select another plane (line) and within this plane (line) we 
disregard previously assigned positions and we assign at most one of the new 
positions the value 1 and all remaining new positions the value 0. We continue 
this construction until all positions are assigned the values 0 or 1. By Theo- 
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rem 3.1 the resulting matrix Z(A) is plane extremal (line extremal). Thus 
the matrices constructed using (2.18), in particular the permutation cubes of 
degree 2, are examples of plane extremal matrices. Also, permutation cubes of 
degree 1 are examples of line extremal matrices constructed by this procedure. 
A type Z(A) is called minimal for the class % provided that there is no 
matrix in ‘u. with type < Z(A), i.e., < Z(A) but not = Z(A). 
THEOREM 3.2. The nonnegative matrix A is extremal in its class ‘1c if and 
only if the type Z(A) is minimal for the class %. 
Proof. The necessity follows directly from Theorem 3.1. For the suf- 
ficiency we consider an extremal matrix E in a convex decomposition of A. 
Then we must have Z(E) < Z(A) and by minimality Z(E) = Z(A). But 
A # E yields an M = A - E that contradicts the extremality of E. 
Notice that Theorem 3.2 implies that the nonnegative matrix A is extremal 
in its class ‘II if it contains the minimal number of positive points for the class %. 
Let A # 0 be a nonnegative matrix of size nr x na x n3 and let the type 
Z(A) contain exactly N 1’s. We label the three families of parallel planes of 
Z(A) in some prescribed manner and list them successively by families in a 
column. Then we label the N positions in Z(A) containing l’s and list them 
in a row. We now form the incidence matrix F, = F,(A) of planes versus 
(occupied) positions. Thus F, is a (0, 1)-matrix of size (n, + nz + n,) x N 
without repeated columns, and since precisely three mutually orthogonal 
planes pass through each position of Z(A) it follows that each column of 
F, contains only O’s apart from one 1 in its first nI components, one 1 in its 
next n2 components, and one 1 in its last n, components. Conversely, every 
matrix F, of this form yields a type Z(A). Moreover, if Z(A) is selected as 
the matrix J of l’s of size nr x n2 x nj then the corresponding F, of size 
(n, + n2 + n3) x n,n,n, is universal in the sense that an arbitrary F, of size 
(nl + n2 + n3) x N is composed of selected columns of the universal F, . 
An entirely analogous construction is available for the incidence matrix 
of lines versus (occupied) positions. The resulting matrix FI = F,(A) is a 
(0, 1)-matrix of size (nInz + n,n, + n& x N, and since precisely three 
mutually orthogonal lines pass through each position it follows that each 
column of FI contains only O’s apart from one 1 in its first np, components, 
one 1 in its next n1n3 components, and one 1 in its last n2n3 components. But 
every matrix FI of this form does not yield a type Z(A). An arbitrary FI of 
size (nrna + n1n3 + nana) x N is composed of selected columns of the univer- 
sal FI of size (qzz + nln, + n.& x n,nzn, . 
THEOREM 3.3. The (nonnegative) matrix A # 0 is extremal if and only 
if the columns of the respective matrix F(A) are linearly independent. 
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Proof. Let the columns of F be denoted by & . Then the existence of 
an M = [m& in %(O, 0,O) with Z(M) < Z(A) is precisely equivalent to a 
relationship on the columns of F of the form 
(3.3) 
Thus Theorem 3.3 is simply another reformulation of Theorem 3.1. 
COROLLARY 3.4. In the case of plane extremality 
N < n1 + n2 + n3 - 2, (3.4) 
and in the case of line extremality 
N < v, + v3 + n2n, - (nl + n2 + n3) + 1. (3.5) 
Proof. In the plane sum matrix F2 we may add together the first set of 
It1 rows or the second set of n2 rows or the third set of n, rows to obtain in 
each case the vector of Nl’s. Thus the row rank and hence the column rank 
of F, cannot exceed n, + n2 + n3 - 2. 
We remark that the two dependencies between the rows of F, are a con- 
sequence of the compatibility relations (2.15). 
The plane-line structure of Z(A) is such that without changing the rank 
of the matrix P1 we may add together the appropriate rows from among the 
first set of n1n2 rows to obtain all n, rows of the first set in the matrix F, and 
n2 - 1 rows of the second set in the matrix F, , the first row of this family 
omitted. In the same manner the second set of n,n, rows of the matrix F1 
yields nl rows of the first set in the matrix F, and n, - 1 rows of the third set 
in the matrix F, , the first row of this family omitted. Finally, the third set of 
n,n, rows of the matrix F1 yields n2 rows of the second set in the matrix F, 
and n, - 1 rows of the third set in the matrix F2 , the first row of this family 
omitted. We now inspect the altered matrix F1 and “cancel” 
ni + (n2 - 1) + (na - 1) repeated rows. But we retain the first set of n, 
rows and the second set of n2 rows of the matrix F2 , and these row sets 
contain one additional dependency. It follows that we may cancel a totality of 
nl + n2 + n3 - 1 rows of the altered matrix F1. Thus the row rank and 
hence the column rank of F1 cannot exceed 
n1n2 + n1n3 + n2n3 - (n, + n2 + %) T 1. 
We remark that the n, + n2 + n, - 1 dependencies between the rows 
of Fl are a consequence of the compatibility relations (2.16). 
We call an extremal matrix A and its type Z(A) maximal provided that 
equality holds in the appropriate inequality of Corollary 3.4. 
EXTREMAL CONFIGURATIONS AND DECOMPOSITION THEOREMS 203 
LEMMA 3.5. There exist maximal extremal matrices of size n, x n2 x n, . 
Proof. Let A denote the matrix with l’s in the three mutually orthogonal 
lines (planes) through position (1, 1, 1) and O’s elsewhere. Then A contains a 
totality of n, + n2 + n3 - 2 (nrns + n,n, + nan, - (n, + n2 + n3) + 1) l’s, 
and by the construction following Theorem 3.1 A is plane sum (line sum) 
extremal. 
Corollary 3.4 and Lemma 3.5 together are equivalent to the following 
theorem, 
THEOREM 3.6. The universal matrices F, , FI have ranks equal to 
nl + n2 + n3 - 2, n1n2 + n1n3 + n,n, - (n, + n2 + ns) + 1, respectively. 
From Theorem 3.6 and the remark following the proof of Corollary 3.4 
it now follows that every choice of line sums satisfying the compatibility 
relations (2.16) can be realized by some matrix with real elements (not 
necessarily positive). 
We say that the matrix A is contained in the matrix B provided that 
Z(A) < Z(B). 
THEOREM 3.7. Every extremal matrix is contained in a maximal extremd 
matrix. 
Proof. The iV linearly independent columns of the matrix F(A) are 
columns of the universal matrix F. These columns in the universal matrix F 
may be extended to span the column space of the universal matrix F. 
4. TWO-DIMENSIONAL EXTREMAL MATRICES 
Let A = [aJ be a nonnegative matrix of size n1 x nz with row i of sum 
ail) (i = 1, 2 nJ and column j of sum a:“) (j = 1,2,..., nJ. We form the 
rbw sum vectG’)S’l) - [a$“& and the column sum vector S2) = [ay)li of A 
and denote by 
u = YqS’l’, P’) (4.1) 
the class of all nonnegative matrices of size n, x n2 with row sum vector 
S(r) and column sum vector ,S2). 
Extremality over the class %(S o), Sc2)) regarded as a convex set has been 
extensively investigated in recent years (see, for example, [I], [3], [7]). The 
3-dimensional discussion of the preceding section may be applied to the 
2-dimensional case by setting ns = 1. The concepts of 3-dimensional (plane) 
extremality and 2-dimensional (line) extremality now coincide, and the 
(0, 1)-matrixF(A) naturally associated with Z(A) # 0 is of size (n, + n,) x IV. 
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There is another interpretation for the matrix F which extends to dimension 
3 as well. We assign variables xij to the occupied positions rij of A and con- 
sider the row and column sums as linear forms in the vector x = (xii) with 
some linear arrangement of the variables: 
a,(l)(x) (i = 1, 2 )...) ?zJ, 
a/“(x) (j = 1,2 ,..., na). 
(4.2) 
If these linear forms are arranged in a column as indicated in (4.2), then the 
matrix of coefficients is precisely F(A). We know that each column of F 
contains only O’s apart from one 1 in its first rzr components and one 1 in its 
last n2 components. Also note that a linear dependency among the linear 
forms (4.2) is equivalent to a linear dependency among the rows of F(A). 
Now the results of Section 3 immediately apply to the 2-dimensional 
matrix A. The nonnegative matrix A # 0 is extremal if and only if there exist 
N linearly independent linear forms among (4.2). Corollary 3.4 assumes the 
form 
N<n,$n,--1, (4.3) 
where the right side of (4.3) is the rank of the universal matrix F. The 
inequality (4.3) tells us at once that an extremal matrix A contains a line 
with at most one positive element, and we thereby simplify a previous argu- 
ment by Jurkat and Ryser [A. The 2-dimensional case of Theorem 3.2 cor- 
responds to Brualdi’s Theorem 4.1 [I]. He also has investigated extremality 
by way of a bipartite graph, and we remark that our matrix F is merely the 
point-line incidence matrix of this graph. 
A matrix A is said to have the unimodukzr property [6] provided that every 
subdeterminant of A is 0, f 1. (Every element of such a matrix is necessarily 
0, f 1.) Various criteria are known to imply the unimodular property, and 
we may use [5] to readily deduce that the matrix F has the unimodular property. 
The corresponding assertion is no longer valid in the 3-dimensional case. 
The nonnegative matrix A is called decomposable provided that the rows 
and columns of A may be permuted so that A takes the form 
AI 0 [ 1 0 A,’ (4.4) 
where A, and A, are nonvacuous submatrices of A. Otherwise A is called 
indecomposable. 
Let 
clap)(x) + -*- + cnlat) (x) = dlaF’(x) + -*- + d, aCal 4 w2 (4.5) 
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denote an arbitrary dependency among the linear forms of A # 0. The 
dependency (4.5) (or its counterpart in terms of the rows of F(A)) is called 
proper provided that it is not of the trivial form ci = dj = constant. If A 
has no zero rows or columns the line structure of A implies that each ci # 0 
is equal to some dj and, conversely, each dj # 0 is equal to some ci . If in 
addition the dependency is proper, then not all of the coefficients are equal 
and hence, by the compatibility relation we may obtain a dependency with 
both positive and negative Q’S and with both positive and negative dj’s, 
and with no zero coefficients. If there is a proper dependency among the 
linear forms of A # 0 we call A incomplete. Otherwise we call A complete. 
THEOREM 4.1. Let A be a nonnegative matrix of size nI x n, without zero 
rows or columns. The matrix A is incomplete if and only if it is decomposable. 
Proof. Let there be given a proper dependency of the special type 
described above. We partition the indices i = l,..., n1 into two nonempty 
sets I1 , IS such that ci > 0 (i E I,), ci < 0 (i E I,), and likewise the indices 
j = l,..., n2 into two nonempty sets J1 , Js such that dj > 0 (j E J1), dj < 0 
( j E 1s). It now follows that a position nij with (i, j) E II x Jz or E Ia x Ji 
cannot be occupied in A since the corresponding variable xij would not 
cancel in (4.5). This leads to a decomposition of A. Conversely, if such a 
decomposition is given we obtain a proper dependency by setting ci = 1 
(i E I,), ITS = - 1 (i E Ia), dj = 1 (j E JJ, dj = - 1 (j E 1s). 
A nonnegative matrix A # 0 is complete if and only if there are nI + n, - 1 
linearly independent linear forms of A or, equivalently, nl + ns - 1 linearly 
independent rows of P(A). Hence the number of columns in P(A) or, equiv- 
alently, the number of occupied positions in A satisfies 
N>n,+n,-1. (4.6) 
We call A # 0 minimal complete provided that equality holds in (4.6). It 
is now clear that a nonnegative matrix A # 0 is maximal extremal if and only if 
it is minimal complete. Thus we have established the following corollary of 
Theorem 4.1. 
COROLLARY 4.2. Let A be a nonnegative matrix of size nt x n2 without 
zero rows or columns. The matrix A is maximal extremal if and only if 
N = nI + n2 - 1 and A is indecomposable. 
The unimodular property, Theorem 4.1, and Corollary 4.2 do not have 
immediate extensions to dimension 3. For additional results of the same 
nature see [I], [7-j. 
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5. SOME ~-DIMENSIONAL THEOREMS ON (O,l)-MATRICES 
The matrix 
(i = 1, 2 ,..., n,; j = 1, 2 ,..., n,; k = 1, 2 ,..., na) (5-l) 
of size n, x ns x na is composed of ns “horizontal” planes of the form 
A?’ = [ai& (i = 1) 2 )..., n,; j = 1, 2 ,..., n,) (5.2) 
or, alternatively, of nins “vertical” lines of the form 
(k = 1, 2 ,..., ns). (5.3) 
The latter may be conveniently partitioned into the nr “vertical” planes of 
the form 
A?’ = [ai& ( j = 1, 2 ,..., n,; k = 1, 2 ,..., ns) (5.4) 
or into the ns “vertical” planes of the form 
Af2) = [a.. 1. 3 uk zk (i = 1,2 ,..., n,; k = 1, 2 ,..., ns). (5.5) 
In what follows we investigate the interplay between these various quan- 
tities and give some elementary but basic 3-dimensional theorems that are 
analogues or extensions of certain classical 2-dimensional theorems. Our 
first result is an application of a well-known theorem of K&rig. 
THEOREM 5.1. Let A and 4 denote two (0, l)-matrices of size n, x n2 x n, 
and let the line sum matrix S(1,2) of both A and A equal J, where J is the matrix 
of l’s of size n, x n2 . Let the n1n2 l’s in both A and A be labeled 1, 2,..., nins 
in an arbitrary manner. Then we may permute the labelings within the n, 
vertical planes All) and within the n, vertical planes A*;,) in such a manner that 
the corresponding vertical planes A?) and Aj2) then contain the same labelings 
for each j = I,2 ,..., n2 . 
Proof. The labelings assigned to the l’s of A and A^ are characterized 
by two matrices of size n1 x n2 composed of the elements 1, 2,..., nin2 . 
The Kiinig theorem arising in the study of systems of common representatives 
(see, for example, [ZO], [Zl]) asserts that we may permute the elements 
within each of the rows of these matrices so that the corresponding columns 
of the permuted matrices are each composed of the same elements. 
These matrices then induce the desired relabelings within the 3-dimensional 
matrices A and A of the theorem. 
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Let A be a (0, 1)-matrix of size n, x n2 . The fundamental K&rig-Egervary 
theorem asserts that the minimal number of lines (rows or columns) in A 
that cover all of the l’s in A is equal to the maximal number of l’s in A with 
no two of the l’s on a line. A detailed discussion of this theorem and the 
related theorem of P. Hall on systems of distinct representatives is readily 
available in the literature (see, for example, [2], [4], [8], [II], [22]). 
We now consider some elementary 3-dimensional covering theorems of 
the Kiinig-Egerviry type. Let A be a (0, 1)-matrix of size n, x ns x na . 
We set 
n = min (n, , n2 , n3) (54 
and for the covering theorems that follow we take n1 > n2 > n, . The 
covering number c = c(A) of the matrix A is defined as the minimal number 
of planes in A that cover all of the l’s in A. Evidently c(A) < n, and we now 
discuss the conditions under which c(A) = n. Note that a (0, 1)-cube 
(n, = n2 = n, = n) with constant nonzero plane sums obviously has c(A) = n. 
LEMMA 5.2. Let A be a (0, 1)-matrix of size n1 x n2 x n3, where 
nI > n2 > n3 = n. The inequality c < n holds if and only if there exists a set 
of k horizontal planes that are covered by fewer than k vertical planes 
(1 < k < n). 
Proof. Let the l’s in A be covered by c < n planes. Then the k horizontal 
planes not used in the covering must have their l’s covered by fewer than k 
vertical planes. 
LEMMA 5.3. Let A be a (0, 1)-matrix of size n, x n2 x n3, where 
n, 3 n2 > n3 = n. A set of k (1 < k < n) horizontal planes of A cannot be 
covered by fewer than k vertical planes if and only if there exists a set of k l’s 
in these horizontal planes with no two of the l’s in the same vertical plane. 
Proof. Let S(1,2) denote the line sum matrix of size nr x n2 obtained 
by collapsing the k horizontal planes. The lemma then follows by applying 
the 2-dimensional K&rig-Egervlry theorem to the (0, 1)-matrix Z(S(1,2)). 
The preceding lemmas imply the following 3-dimensional version of the 
P. Hall theorem on systems of distinct representatives. 
THEOREM 5.4. Let A be a (0, l)-matrix of size n, x n2 x n3, where 
n, > n2 2 n3 = n. The equality c = n holds if and only if every set of k 
horizontal planes contains a set of k l’s with no two of the l’s in the same 
vertical plane (k = 1, 2 ,..., n). 
We next investigate necessary and sufficient conditions for the existence 
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of a (0, 1)-matrix of size n, x n2 x na with a prescribed vertical line sum 
matrix and a prescribed horizontal plane sum vector. Let S = (sr , sp ,..., s,) 
be a vector whose components are nonnegative integers. We say that S is 
monotone provided that si > sa > ... > s, > 0. Let S = (sr , s2 ,..,, s,) 
and S* = (SF, sz,..., sf) be two vectors whose components are nonnegative 
integers. We say that S is majorized by S*, written 
s< s*, (5.7) 
provided that with subscripts renumbered 
S? + s-2 +*-* + si < s,* + s,* + *-. + s* (i = 1, 2 ,..., 12 - l), (5.9) 
Sl + $2 + **. +s,=s,* +s; + .-* +s,*. (5.10) 
Let there be given a (0, I)-matrix A of size n, x n2 x 11s with vertical 
line sum matrix 
St1s2) = [a$2)]ij (i = 1, 2 ,..., n,; j = 1, 2 ,..., n,) (5.11) 
and horizontal plane sum vector 
St3) = (a$), at) ,..., a$)). (5.12) 
We take the I’s in the rz1n2 vertical lines of A and place them in the bottom- 
most positions within each of these lines. This yields a new (0, 1)-matrix 
A of size ~tr x na x n3 with the same vertical line sum matrix S(1*2) and a new 
horizontal plane sum vector 
$3) = (5,‘“; ip,..., 62’). (5.13) 
It follows at once from the construction of A that Sf3) is monotone. Also, 
we readily deduce that 
93’ < S(3) (5.14) 
by first permuting planes so that St3) is monotone. Conversely, let there be 
given an arbitrary matrix S(1,2) of size nr x n2 with nonnegative integral 
elements no larger than n3 . Then it follows that the matrix S’1*2) determines 
a unique (0, 1)-matrix A of size n, x n2 x fi3 with vertical line sum matrix 
S’1.2) and with the l’s in the bottommost positions within each of the nll12 
vertical lines. The matrx A in turn determines a unique monotone horizontal 
plane sum vector and as before we designate this vector by St3). 
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THEOREM 5.5. Let W2) denote an arbitrary matrix of size n1 x n2 with 
nonnegative integral elements no larger than n3 . Let S(3) denote the monotone 
horizontal plane sum vector of n3 components determined by this matrix, and let 
S3) denote an arbitrary vector of n3 nonnegative integral components. Then there 
exists a (0, l)-matrix A of size n1 x n2 x n, with vertical line sum matrix 
S’1*2’ and horizontal plane sum vector S3) if and only if 
S’S’ < $3). (5.15) 
Proof. We have already observed that the existence of a (0, l)-matrix A 
of size n1 x n2 x n3 with vertical line sum matrix S’1*2) and horizontal plane 
sum vector ,S3) implies .S3) < Sf3). Conversely, suppose that Sc3) < St3). 
The 2-dimensional problem of the existence of a (0, 1)-matrix with prescribed 
row and column sums is solved in terms of the Gale-Ryser majorization 
criterion (see [2], [8], [II] for recent expositions concerning this topic). We 
remark that the construction of the 2-dimensional matrix A described in [Z1] 
has a natural extension to the 3-dimensional case. Thus under the assumption 
St3) < St31 we may shift l’s along the n1n2 vertical lines of A and in this 
manner construct the 3-dimensional (0, I)-matrix A with vertical line sum 
matrix S’l*s) and horizontal plane sum vector P3). But we omit the details 
of this construction because we may reduce the proof to dimension 2 as 
follows. We first construct a 2-dimensional (0, I)-matrix A’ of size n3 x n1n2 
whose columns are composed of the n+, vertical lines of the 3-dimensional 
(0, 1)-matrix A. The 2-dimensional majorization criterion may then be 
applied to the matrix A’ and this readily implies the desired 3-dimensional 
theorem. 
Let for the moment 
‘11 = 2l(S”‘, S’S’, *) (5.16) 
denote the class of all (0, 1)-matrices of size n, x n2 x n3 with prescribed 
vertical plane sum vectors S(l), S2), and arbitrary horizontal plane sum 
vector ,S3). It is to be noted that Theorem 5.5 gives a necessary and sufficient 
condition on the horizontal plane sum vector S3) in order that the class 
Cn(S’l), S’2), S’3’) b e nonempty. We observe that every matrix A in the class 
(5.16) determines a matrix A in the class (5.16) with a horizontal plane sum 
vector S(s). Thus S(l) and St2) determine a family of matrices of the form A 
and hence a family of horizontal plane sum vectors Sf3). The family of matri- 
ces A may be characterized by all matrices S’1.a) of size n1 x n2 with non- 
negative integral elements no larger than n, and with row sum vector S(l) 
and column sum vector S’s). It now follows that the existence of a (0, I)-matrix 
A in the class cU(S(l), S2), S3)) is equivalent o the existence of a matrix of the 
form A in the class (5.16) with horizontal plane sum vector S3) satisfying 
$3’ < S’S’* (5.17) 
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We remark that an analogous 3-dimensional existence theorem for (0, I)- 
matrices with prescribed line sum matrices S (1*2), EW3), S’2,3) also deserves 
study. But this appears to be a much more difficult problem. 
6. LATIN CONFIGURATIONS AND HIGHER DIMENSIONAL 
PERMUTATION MATRICES 
A number of the concepts and theorems that we have developed thus far 
for matrices of dimension 3 may be generalized without essential difficulty 
to the case of dimension greater than 3. We make no attempt to carry out 
such generalizations here. But we investigate instead higher dimensional 
matrices of special interest to us because of the central role they play in 
various well-established combinatorial problems. 
Throughout the discussion let n be an integer at least 2. Also, let d be a positive 
integer. A Latin configuration L(d) of dimension d and order n is a d-dimensional 
matrix of order n 
L(d) = [Q,. . .i,l (ii = 1, 2 ,..., n; j = 1, 2,..., d) (6-l) 
with the property that the elements ofL(d) are the integers 1,2,..., n and every 
line of L(d) is a permutation on the integers 1, 2,..., n. Thus L(1) is merely 
a permutation on the integers I, 2,..., n, and L(2) and L(3) are the familiar 
Latin squares and Latin cubes of order n, respectively. We may readily 
establish the existence of Latin configurations L(d) for arbitrary integers 
d > 1 and n > 2 by inserting in position (il , i2 ,..., id) of L(d) the element 
il + iz + *** + id (mod n). 
Let k > 2 and let 
Ll(k),L,(k),...,L,(k) (6.2) 
denote a set of /z Latin configurations of dimension K and order n. These 
matrices are called k-orthogonal provided that all of the nK k-samples in the 
“superimposed” matrix 
CL) = <L,(k), W),..., L(k)) (6.3) 
are distinct. Thus, for example, the Latin squares L,(2) and L,(2) are 2-ortho- 
gonal provided that they are orthogonal in the sense of Euler. Next, let 
d > k 2 2 and let 
L,(d),L,(d),...,L,(d) (6.4) 
denote a set of k Latin configurations of dimension d and order n. These 
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matrices are called k-orthogonal provided that all selections of k “correspond- 
ing” k-dimensional hyperplanes formed from these matrices are k-orthogonal 
in the sense of the preceding definition. Next, let 
W), Jw),...> Law (6.5) 
denote a set of m Latin configurations of dimension d and order n, and let 
k be an integer in the interval 
2 < k < min (d, m). 66) 
These matrices are called k-orthogonal provided that every k of them are 
k-orthogonal in the sense of the preceding definition. Finally, let d and m 
be positive integers and let 
(6.7) 
denote a set of m Latin configurations of dimension d and order n. These 
matrices are called fully orthogonal provided that they are k-orthogonal for 
every k in the interval (6.6). In the above terminology the configurations 
with d = 1 or m = 1 are to be regarded as fully orthogonal. 
In the special case d = 2 the fully orthogonal Latin configurations (6.7) 
form an orthogonal set of m Latin squares of order n in the usual sense. It is 
well-known that we then have 
m<n-1, VW 
and for m = n - 1 the fully orthogonal Latin configurations (6.7) are 
equivalent to a finite projective plane of order n. Let d >, 2 and m >, 2. 
Then by (6.6) the fully orthogonal Latin configurations (6.7) are 2-orthogonal 
and consequently these configurations contain corresponding 2-dimensional 
hyperplanes that form an orthogonal set of m Latin squares of order n. Thus 
the inequality (6.8) is valid provided only that d > 2. 
We remark that Latin configurations and various orthogonality concepts 
have been extensively investigated over a period of many years. We mention 
here specifically a paper by Silverman [13] that contains related material 
as well as references to the literature. 
Let d be a positive integer and let e and f be nonnegative integers such that 
d=e+f. (6.9) 
A permutation matrix P(d, e) of dimension d, degree e, codegree f, and order n 
is a d-dimensional (0, 1)-matrix of order n 
P(d, 4 = hlit...tdl (iI = 1,2 ,..., n; j = 1, 2 ,..., d) (6.10) 
481/8/z-6 
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with the property that every e-dimensional hyperplane of P(d, e) contains 
exactly one 1. Thus P(2, 1) is the usual permutation matrix of order n, 
and P(3, l), P(3, 2) are permutation cubes with every line sum, plane sum 
equal to 1, respectively (see Section 2). The permutation matrix P(d, 0) 
has every O-dimensional sum equal to 1, i.e., every element equal to 1, and 
thus P(d, 0) is the matrix J(d) of 1’s. The permutation matrix P(d, d) is the 
zero matrix apart from a single 1. It turns out to be technically convenient 
to include P(d, 0) and P(d, d) within our definition of permutation matrix. 
But throughout this section we will assume that both the degree and codegree 
of P(d, e) are positive. 
We note that a Latin con.guration L(d) is equivalent o a permutation matrix 
.P(d + 1, 1). In fact given the Latin configuration 
L(d) = [a+,. . iJ where ai,i2.. .id = j, (6.11) 
we may define the permutation matrix by the “lifting process” 
W + 1, 1) = k4,~,...~,A 
and vice versa (“collapsing”). 
where (6.12) 
The preceding construction is already of considerable interest for the 
special case d = 2 (see Section 1). The permutation cube P(3, 1) associated 
with the Latin square L(2) h as various symmetries that reflect the structure 
of L(2). For example, a permutation of the horizontal planes of P(3, 1) 
corresponds to a relabeling of the elements of L(2), whereas a permutation 
of one of the two sets of vertical planes of P(3,l) corresponds to a permutation 
of the rows of L(2) and the other to a permutation of the columns of L(2). Also, 
we may view P(3, 1) from either of the two “sides” instead of from “above,” 
and in this context it is now natural to associate with the Latin square L(2) 
two further Latin squares L’(2) and L”(2). 
Let D denote the @-set of all d-samples on 1, 2,..., n. We list all of the 
d-samples of D in a column to form a matrix D of size nd x d. Let P(d, e) 
for the moment denote an arbitrary (0, 1)-matrix of dimension d, “degree” 
,e > 0, “codegree” f > 0, and order n, and let the e-dimensional hyperplanes 
of P(d, e) be singled out for special consideration. We call a d-sample of D 
characteristic provided that the corresponding position in P(d, e) is occupied 
by a 1. We list all of the characteristic d-samples of D in a column to form a 
,matrix 
P = P(d, e) (6.13) 
of size N x d called the sample matrix of P(d, e). It is clear that the rows of 
the matrix ij locate all of the positions in P(d, e) and the rows of the sample 
matrix P locate all of the positions in P(d, e) occupied by 1’s. Moreover, the 
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sample matrix P characterizes P(d, e). The following lemma shows that the 
sample matrix P gives a useful concrete characterization of the permutation 
matrix P(d, e). 
LEMMA 6.1. The matrix P(d, e) is a permutation matrix if and only if in 
the associated sample matrix P = P(d, e) the rows of ewery submatrix of size 
N x f consist of exactly all of the f-samples on 1, 2,..., n. 
Proof. We underscore e columns of the matrix n for special consideration. 
We then inspect the f columns of D that have not been underscored and per- 
mute the rows of n so that identical f-samples within the rows of these 
columns occur consecutively. In this manner the rows of the matrix D are 
partitioned into blocks, and these blocks display all of the positions of P(d, e) 
with respect to the various e-dimensional parallel hyperplanes determined by 
the e underscored columns. Now the sample matrix p contains only the 
“characteristic” rows of fi, and in P(d, e) each of the various e-dimensional 
parallel hyperplanes determined by the e underscored columns has sum 1 
if and only if in the associated sample matrix P the rows of the submatrix 
of size N x f not containing the e underscored columns consist of exactly all 
ofthe nf f-samples on 1, 2,..., n. Thus P(d, e) is a permutation matrix if and 
only if the preceding requirement on p holds for all submatrices of size N x f. 
We are now in a position to state a basic relationship that establishes the 
equivalence between a permutation matrix and a fully orthogonal set of 
Latin configurations. We identify completely the l’s of the permutation 
matrix with corresponding elements of the Latin configurations by way of 
a sample matrix. 
THEOREM 6.2. There exists a permutation matrix P(d, e) if and only ;f 
there exists a fully orthogonal set of e Latin conjigurations L,( f ), L,( f ),..., L,( f ). 
Before proving Theorem 6.2 we first investigate the manner in which 
the sample matrix P of the permutation matrix P(d, e) determines the Latin 
configurations L,( f ), L,(f),..., L,(f) and vice versa. Let P denote the first f 
columns of P and let E denote the last e columns of P. We normalize the 
sample matrix p of size nf x d by row permutations so that the rows of F 
are in lexicographic ordering. For each j = 1, 2,..., e we form a submatrix 
Pj of P consisting of F plus column j of E. The matrix Pj is of size 
nf x (f + 1) and we use this matrix to construct an f-dimensional configura- 
tion Lj( f )a We take a particular row of Pi and use the first f components of 
this row to locate a position within L,(f), and we then place within this 
position of Lj( f) the last component in the row of Pi . It follows that in this 
manner we may ccnstruct a set of e configurations L,(f ), L,(f),..., L,(f) 
of dimension f all of whose positions are occupied by the elements 1, 2,..., n. 
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Conversely, every such configuration L,(f) defines a matrix of the form pj 
of size nf x (f + 1) and these in turn define a matrix of the form p of size 
nf x d. The preceding correspondence for e = 1 between P(d, 1) and L,(f) 
is the same as that exemplified by equations (6.11) and (6.12). 
We call a submatrix of pj critical provided that it is of size nf by f and con- 
.tains the last column of pj , 
LEMMA 6.3. Every critical submatrix of Esj consists of exactly all of the 
f-samples on 1, 2,..., n if and only if the configuration Lj( f) is Latin. 
Proof. We underscore one of the first f columns of pj for special con- 
sideration. Then the rows of the first f columns of pj display all of the posi- 
tions of Li( f ), and these positions may be partitioned into the various parallel 
lines determined by the one underscored column. The elements of the last 
column of pj assign a specific set of numbers to all of the positions of Lj( f ). 
Let 1”, denote the critical submatrix of pj determined by the one underscored 
column and let 3 denote the set of all lines of Lj( f) determined by the one 
underscored column. Then the rows of pi contain exactly all of the f-samples 
on 1, 2,..., n if and only if every element of 3 is a permutation on 1, 2,..., n. 
Hence the preceding requirement holds for all of the critical submatrices of 
pi if and only if the configuration Lj( f) is Latin. 
We next let k be an integer in the interval 
2 < k < min (e,f). (6.14) 
Let R denote a matrix of size N x (f + k) composed of the columns of the 
normalized P plus k columns of i? The numbers of the last k columns of I? 
locate specific configurations L,,( f ), L,,(f),..., L,,( f) and we let (L) denote 
the superimposed matrix formed from these configurations. Notice that there 
is a one to one correspondence between the rows of the matrix l? on the one 
hand and the elements of the superimposed matrix (L) on the other. We call 
a submatrix of R critical provided that it is of size nf x f and contains the last 
k columns of R. 
LEMMA 6.4. Every critical submatrix of I? consists of exactly all of the 
j-samples on 1, 2,..., n if and only if every k-dimensional hyperplane of the super- 
imposed conjiguration 
k-samples on 1, 2 ,..., n. 
(L,,( f ), L,,( f ),..., L,,( f )) consists of the nk distinct 
Proof. We underscore k of the first f columns of I? for special considera- 
tion. Then the rows of the first f columns of l? display all of the positions of 
(L), and these positions may be partitioned into the various k-dimensional 
parallel hyperplanes determined by the k underscored columns. The rows 
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of the last K columns of I? assign a specific set of k-samples to all of the posi- 
tions of (L). Thus let R’ denote the critical submatrix of I? determined by 
the K underscored columns and let 3 denote the set of all k-dimensional 
hyperplanes of (L) determined by the K underscored columns. Then the 
rows of I?’ consist of all of the nf distinctf-samples on 1, 2,..., n if and only if 
every element of 8 consists of all of the nk distinct K-samples on 1, 2,..., n. 
Hence the preceding requirement holds for all of the critical submatrices of 
I? if and only if the corresponding requirement holds for all k-dimensional 
hyperplanes of (L). 
Theorem 6.2 is now a consequence of Lemma 6.1 and the two preceding 
lemmas. 
We remark that the Parker lemma [9] useful in the construction of certain 
orthogonal Latin squares of order n = 2 (mod 4) corresponds to the special 
casef = 2 of Lemma 6.1 and Theorem 6.2. Note also that a finite projective 
plane of order n is equivalent to a permutation matrix P(n + 1, n - 1) 
of order n. We now state the first of four basic unsolved problems. 
PROBLEM 1. Determine the precise range of values of d, e, and n for which 
permutation matrices P(d, e) of order n exist. 
Problem 1 asks for necessary and sufficient conditions in order that a 
(0, 1)-matrix of dimension d and order n have all of its e-dimensional hyper- 
planes of sum 1. More generally, we have the following problem. 
PROBLEM 2. Let the sums of all e-dimensional hyperplanes be prescribed 
arbitrarily. Determine necessary and suficient conditions in order that a (0, l)- 
matrix of dimension d and order n have exactly these prescribed sums on all of its 
e-dimensional hyperplanes. 
Problem 2 is solved in dimension 2 by the majorization criterion mentioned 
in Section 5, and our Theorem 5.5 may be regarded as a modest first step 
toward a solution of the general problem. The corresponding problem for 
matrices with nonnegative real elements is also unsolved in the general case. 
7. DECOMPOSITION THEOREMS AND TRANSVERSALS 
The following theorem establishes the equivalence between the extension 
of a fully orthogonal set of Latin configurations and a certain sum decomposi- 
tion of a permutation matrix. We identify completely the l’s of the permuta- 
tion matrix with corresponding elements of the Latin configurations by way 
of a sample matrix. Again, throughout the discussion it is understood that the 
order is a fixed integer n 2 2. 
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THEOREM 7.1. Let d = e + f - 1, e > 2, and f > 2 be positive integers. 
The fully orthogonal set of e - 1 Latin conjigurations L,( f ), Lp( f ),..., L,..,( f) 
can be extended to the fully orthogonal set of e Latin confipurations 
L,( f ),L,(f ),..., L,-,( f ), L,( f) ifand only ifthepermutation matrix P(d, e - 1) 
associated with L,( f ), L,( f ),..., L,-,( f) can be decomposed into a sum of n 
permutation matrices P,(d, e) (i = 1, 2,..., n): 
P(d, e - 1) = i P,(d, e). 
i=l 
(7.1) 
Proof. Let p(d + 1, e) denote the sample matrix of size nf x (e + f) 
associated with the fully orthogonal set of e Latin configurations and let 
P(d, e - 1) denote the sample matrix of size nj x (e + f - 1) associated 
with the fully orthogonal set of e - 1 Latin configurations. The sample 
matrix p(d, e - 1) is obtained from the sample matrix P(d + 1, e) by the 
deletion of the last column of P(d + 1, e). By Lemma 6.1 and Theorem 6.2 
the rows of every submatrix of size nj x f of both P(d + 1, e) and p(d, e - 1) 
consist of all of the nf distinct f-samples on 1, 2 ,..., n. The l’s, 2’s ,..., n’s of 
the last column of the sample matrix p(d + 1, e) partition the rows of this 
matrix into n components each of size nf-l x (d + l), and this in turn 
partitions the rows of the sample matrix P(d, e - 1) into n components each 
of size nf-1 x d, which display exactly all (f - 1)-samples in every selec- 
tion off - 1 columns. We may then use the n components of P(d, e - 1) 
to define permutation matrices P,(d, e) (i = 1, 2,..., n). We thereby obtain 
the sum decomposition (7.1) for the permutation matrix P(d, e - 1). 
Conversely, the sum decomposition (7.1) for the permutation matrix 
P(d, e - 1) partitions the rows of the sample matrix P(d, e - 1) into n 
components each of size nf-l x d, which display exactly all (f - l)-samples 
in every selection off - 1 columns. We may then place the integer i at the 
end of each row in the i-th component of P(d, e - 1) (i = 1, 2,..., n), and in 
this way we add a final column of l’s, 2’s,..., n’s onto P(d, e -. 1). We thereby 
obtain the sample matrix P(d + 1, e) and the fully orthogonal set of e 
Latin configurations. 
The special case e = f = 2 of the preceding theorem gives the sum 
decomposition 
P(3, 1) = i P,(3,2) 
i=l 
(7.2) 
induced by a Latin square and its orthogonal mate (see Section 1). 
Let d > 2 and e < d be positive integers. A stochastic matrix of dimension d, 
degree e, and order n is a d-dimensional nonnegative matrix of order n with 
the property that every e-dimensional hyperplane of the matrix has sum 1. 
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We denote the convex set of these matrices by 
‘P = %(d, 4. (7.3) 
Notice that the permutation matrix P(d, e) is an extremal matrix in the 
stochastic class &(d, e). We may rewrite the sum decomposition (7.1) 
in the form 
+- P(d, e - 1) = + E P,(d, e). 
r-1 
(7.4) 
Then the matrix on the left side of (7.4) is a member of the stochastic class 
y,(d, e), and consequently (7.4) depicts a convex decomposition of this 
matrix into extremal matrices. Henceforth the extension problem for fully 
orthogonal sets of Latin configurations is closely related to the following two 
basic unsolved problems. 
PROBLEM 3. Determine xplicitly all of the extremal matrices in the stochastic 
class cP,(d, e). 
Problem 3 is solved in dimension 2 by Birkhoff’s theorem, and the approach 
of Section 3 may be used to deal with the general problem. But we have been 
unable to obtain an explicit description of the extremal stochastic matrices. 
PROBLEM 4. Determine explicitly the subset of the stochastic class cP,(d, e) 
consisting of all convex combinations of the permutation matrices P(d, e). 
Problem 4 is also solved in dimension 2 by BirkhoE’s theorem. The solution 
of the general problem requires the detection of a property that distinguishes 
the general stochastic matrix from members of the convex hull of the permuta- 
tion matrices. 
A transversal T(2) of dimension 2 and order n is a 2-dimensional configura- 
tion of order n with the property that exactly n of the positions of T(2) are 
occupied by the integers 1,2,..., n with no two of the integers on a line and all 
of the remaining positions of T(2) are unoccupied. A transversal T(d) of 
dimension d 2 2 and order n is a d-dimensional configuration of order n with 
the property that every 2-dimensional hyperplane of T(d) is a transversal 
T(2) of the type just defined. Thus exactly nd--l of the positions of the trans- 
versal T(d) of order n are occupied by the integers 1,2,..., n and the remain- 
ing positions of T(d) are unoccupied. 
Let k >, 2 and let 
T,(k + 11, T,(k + l),..., T,(k + 1) (7.5) 
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denote a set of k transversals of dimension k + 1 and order 1z with the same 
occupied positions. These configurations are called k-orthogonal provided 
that all of the rzk k-samples in the “superimposed” configuration 
(V = CT,@ + 11, T,(k + lb., T,(k + 1)) (7.6) 
are distinct. Next, let 
T,(d)> T,(4..., T?nV) (7.7) 
denote a set of m transversals of dimension d and order n with the same 
occupied positions, and let k be an integer in the interval 
2 < k Q min (d - 1, m). (7.8) 
These configurations are called k-orthogonal provided that all selections of 
“corresponding” (k + 1)-dimensional hyperplanes formed from every 
selection of k of these transversals are k-orthogonal in the sense of the 
preceding definition. Finally, let 
T,(d), T,W,..., T,(d) (7.9) 
denote a set of m transversals of dimension d 2 2 and order n. These con- 
figurations are called fully orthogonal provided that they occupy the same 
positions and that they are k-orthogonal for every k in the interval (7.8). In 
the above terminology this requirement in the special case d = 2 is merely 
the restriction that all of the transversals Z’,(2), T,(2),..., T,(2) have the 
same occupied positions and in the special case m = 1 no added restriction 
is imposed on the transversal T,(d). 
The following theorem explains the sum decomposition of Theorem 7.1 
for the permutation matrix P(d, e - 1) in terms of a certain partitioning of 
Latin configurations into fully orthogonal transversals. Once again we 
identify completely all of the quantities involved. This time we do not rely 
on the sample matrix for the proof of the theorem, but we use instead a 
“summation” technique. 
THEOREM 7.2. Let e > 2 andf > 2 be positive integers. The fully orthogonal 
set of e - 1 Latin con$gurations L,(f), L,(f),..., LeeI can be extended to 
the fuZZy orthogonal set of e Latin con$gurutions L,( f ), Lz( f ),..., LBwl( f ), L,(f) 
if and only if every Li(f) (i = 1, 2,..., e - 1) can be partitioned into n trans- 
versaZs Tij(f) (j = 1, 2,..., n) such that T,,(f), T,(f),..., Te-Jf) are fully 
orthogonal for each j = 1,2 ,..., n. 
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Proof. By Theorem 7.1 it is only necessary for us to interpret the various 
terms in the sum decomposition (7.1) 
P(d, e - 1) = E P,(d, e), 
j=l 
(7.10) 
where d = e + f - 1. By Theorem 6.2 we may associate with every 1 in 
the permutation matrix P(d, e - 1) a unique (e - I)-sample in 
(L,( f ), L,( f ),..., I+,-,( f )), and vice versa. Hence a sum decomposition for 
P(d, e - 1) defines for us a partitioning of the form 
G(f ),-%(f )Y9L,(f )> = i, <T,(f )> Tzi(f )Y> TB-u(f )> (7.11) 
i=l 
and, conversely, a partitioning of the form (7.11) defines for us a sum decom- 
position for P(d, e - 1). The configurations T,,(f), T&f ),..., T+Jf) 
obviously have the same occupied positions and with this assumption the 
partitioning (7.11) is equivalent to the e - 1 partitionings 
L+(f) = ij Tij(f) (i = 1,2 ,..., e - 1). (7.12) 
j=l 
The remainder of the proof consists of explaining the properties of the per- 
mutation matrices P,(d, e) in terms of the configurations 
cTA) = (TIA(f)~ TBA(f),".> Te-l,A(fh (7.13) 
and vice versa. 
We now assume that the sum decomposition (7.10) for P(d, e - 1) is 
given and let 
f’d4 4 = ~G~...~,~~...~,J. (7.14) 
Eachf-sample (i1 ,..., if) locates a unique position in (TA), and this position 
is either empty or occupied by a unique (e - 1)-sample (jr ,...,j&. All of 
the e-dimensional hyperplanes of P,(d, e) have sum 1, and the occupied 
positions of ( Th) are characterized by the equation 
(7.15) 
Thus the occupied positions of (T,,) are characterized by the (0, 1)-matrix 
of dimension f 
(7.16) 
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But the matrix (7.16) is a permutation matrix of type P(f, l), and this means 
that every line of (Th) contains exactly one occupied position. This is 
equivalent to the assertion that every 2-dimensional hyperplane of (Th) 
contains exactly n occupied positions and no two of the occupied positions 
are on the same line. 
We next investigate the structure of the (e - I)-samples (ji ,..., jeJ 
within the occupied positions of (Th). Without loss of generality we select 
j1 = c and ask for the positions within Tlh(f) that are occupied by c. By an 
application of the preceding argument it follows that these positions are 
characterized by the (0, 1)-matrix of dimension f 
[ c %...i,~i~...j,-~ 4 j*...*‘jc--l 1 (7.17) 
(Note our convention concerning O-dimensional sums.) But the matrix (7.17) 
is a permutation matrix of type P(f, 2), and this means that every 2-dimen- 
sional hyperplane of Tlh contains the element c exactly once. Hence by our 
previous observation concerning the occupied positions of the 2-dimensional 
hyperplanes of ( Th) it follows that the configurations Tlh(f), Tzh( f),. .., 
Teelln(f) are transversals. 
Now let K be an integer in the interval 
2<K<min(e-l,f-1). (7.18) 
Without loss of generality we select j, = cr ,..., jk = cg and ask for the 
positions within (T,,(f),..., Tkh(f)) that are occupied by the K-sample 
(Cl ,.*a, c,). These occupied positions are characterized by the (0, 1)-matrix 
of dimension f 
(7.19) 
But the matrix (7.19) is a permutation matrix of type P( f, K + l), and this 
means that every (K + I)-dimensional hyperplane of (Tlh(f),..., T&f)) 
contains the K-sample (cr ,..., ck) exactly once. Thus the configurations 
Tm(f ), TdfL Te-df) are fully orthogonal. Notice that the permuta- 
tion matrix (7.19) may be of type P( f, f) and hence equal to the zero matrix 
apart from a single 1. 
Conversely, we may assume that the fully orthogonal transversals T,,(f), 
Tzn(f)m Te-df) are given. It then follows that the various matrices 
formed above by summation are permutation matrices of the appropriate 
degrees. These conditions in their totality are easily seen to imply that all 
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of the e-dimensional hyperplanes of P,,(d, e) have sum 1. But this condition 
is the defining property of P,(d, e), and the proof is complete. 
The fully orthogonal transversals of Theorem 7.2 may be conveniently 
displayed within the sample matrix p(d + 1, e) associated with the fully 
orthogonal set of e Latin configurations L,(f), L,(f),..., L,-,(f), L,(f). We 
know that the sample matrix Ph(d, e) characterizes P,(d, e) and hence (T,,). 
But by the proof of Theorem 7.1 it follows that the sample matrix %(d, e) 
is characterized within p(d + 1, e) by the h’s in column d + 1 of P(d + 1, e). 
Thus it follows that the positions of h in L,(f) are precisely the occupied 
positions of the f&y orthogonal transoersab TIh( f), T&f),..., Tee&f). 
Furthermore, the elements of these transversals in the occupied positions are 
selected from the elements of L,(f), L,(f),..., L,,( f) in the corresponding 
positions. 
The following example displays this phenomenon. 
Remarks. N. S. Mendelsohn has brought to our attention that his joint 
paper with A. L. Dulmage [see A. L. Dulmage and N. S. Mendelsohn, 
Matrices associated with the Hitchcock problem, J. Assoc. Computing Machin- 
ery 9 (1962), 409-4181 contains results closely related to the 2-dimensional 
discussion in Sections 4 of this paper as well as our previous paper [il. 
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