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VI Resumen y Abstract 
 
 
 
 
 
RESUMEN 
 
El presenta trabajo pretende recopilar en un documento de tesis y de una manera 
muy didáctica, todo el proceso que permita realizar el análisis de datos de fallas de 
componentes y sistemas, especialmente eléctricos, empleando métodos estadísticos 
que le permitan al Ingeniero, hacer una programación adecuada del mantenimiento de 
equipos y sistemas eléctricos. 
 Para lograr lo anterior, se inicia con un glosario de términos y definiciones, 
posteriormente se clasifican las fallas, las filosofías de diseño y las fuentes de 
incertidumbre; además, se incluyen otros conceptos que ayudarán a comprender el 
proceso. 
Se continúa con la descripción de las pruebas de confiabilidad, de los datos de campo 
y de una metodología para la recolección de los datos. Así mismo, se describe a 
continuación el proceso matemático para deducir las funciones generales de 
confiabilidad para componentes no reparables; se analiza la curva de la bañera y los 
índices de confiabilidad. 
 Se hace un especial énfasis en los componentes y sistemas reparables y se describen 
los modelos más adecuados, usando procesos estocásticos como la cadena de Markov. 
La Ley de fallas de Weibull será la distribución que se empleará para realizar el 
análisis de los datos de fallas, enunciando los problemas de ingeniería que se resuelven 
mediante el análisis de Weibull, sus características principales y sus funciones, la 
evaluación de los parámetros mediante el análisis gráfico y la evaluación analítica por 
mínimos cuadrados. 
Se resuelven varios problemas prácticos considerando datos completos de 2 y 3 
parámetros y datos suspendidos. Finalmente, se presentan las conclusiones y trabajos 
futuros. 
 
Palabras clave: Confiabilidad, Disponibilidad, Mantenibilidad, Falla, Distribución 
Weibull, Componente, Sistema. 
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ABSTRACT 
 
The present work aims to compile in didactic thesis paper, the entire process that 
allows for the analysis of failure data of components and systems, especially electric, 
using statistical methods that allow the Engineer, make appropriate programming 
maintenance of electrical equipment and systems. 
 To achieve this, it starts with a glossary of terms and definitions, then failures, design 
philosophies and the sources of uncertainty are classified; also other concepts that will 
help you understand the process also are included. 
It continues with a description of the reliability testing of field data and a 
methodology for data collection, besides described below the mathematical process for 
deriving the general functions of reliability for non-repairable items; the bathtub curve 
and the reliability indices are analyzed. 
 Special emphasis is placed on the components and repairable systems, and the most 
appropriate models are described using stochastic processes, such as Markov chain. 
The distribution Weibull failure will be used for the analysis of failure data, listing the 
engineering problems and being solved; using the Weibull analysis, which main 
features and functions, the evaluation of the parameters by graphical analysis and 
analytical evaluation by means of least squares. 
Several practical problems considering complete data of 2 and 3 parameters and data 
suspended are solved. And finally, conclusions and future works are presented. 
 
 
Keywords: Reliability, Avalability, Mantenibility, Failue, Weibul Distribution, 
Component, System. 
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CAPÍTULO 1 
 
INTRODUCCIÓN 
 
 
     
 
En el presente trabajo se expone un procedimiento para realizar el análisis de los datos de 
falla de componentes, equipos y sistemas, con el objeto de usar esta información para pronosticar 
el comportamiento futuro, la planeación del mantenimiento y la operación de componentes, 
equipos y sistemas. Esto deja de manifiesto la gran importancia del tema toda vez que se 
constituye en una herramienta eficaz de Ingeniería que facilita la toma de decisiones en la 
operación de los activos de una empresa de producción o de servicios que usan dispositivos 
mecánicos, eléctricos y electrónicos. 
2 Análisis de datos de falla 
 
 
 
 
1. INTRODUCCIÓN 
 
 
El análisis de datos de falla permite encontrar los índices de confiabilidad de un 
sistema ya que es posible: 
 Indicar cómo y cuándo es posible una falla. 
 Conocer exactamente la severidad y las consecuencias de dichas fallas. 
 Evaluar la calidad del servicio prestado por el sistema. 
 Programar de manera efectiva las inversiones de capital. 
 Programar eficientemente las labores de mantenimiento. 
 Mejorar los diseños de sistemas similares. 
 Conocer el comportamiento y la operación de los sistemas. 
Conocer que tan confiable o seguro será un sistema durante su futura vida operativa 
es posible en parte mediante la evaluación cuantitativa de la confiabilidad. Las fallas 
pueden causar desde una simple inconveniencia hasta un impacto severo sobre la 
sociedad y su ambiente o llevar a un paro total de los equipos de un sistema. 
Los usuarios esperan que los productos, sistemas y servicios que compran sean 
confiables y seguros. 
Este concepto debe ser tenido en cuenta durante el planeamiento, diseño, fabricación 
y operación de los productos y sistemas desde los más pequeños hasta los más 
complejos. 
La presente tesis de grado pretende concientizar e ilustrar sobre la importancia de la 
recolección adecuada y el análisis estadístico de los datos de falla. En nuestro medio, 
esta tarea se ve interrumpida y de alguna manera muy difícil de realizar porque no 
existen datos confiables para evaluar la confiabilidad y la calidad de los productos o 
servicios prestados por los sistemas. En muchas ocasiones ni siquiera existen o están 
incompletos (no hay datos suficientes), lo cual imposibilita la tarea de evaluación y solo 
en las Empresas más importantes esta labor se realza con seriedad. 
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1.1. Justificación y problema a tratar 
El problema quedaría planteado de la siguiente forma: ¿ Cuál sería el procedimiento 
más eficiente y adecuado para pronosticar el comportamiento futuro de un sistema 
basado en el análisis de los datos de falla?. Para resolver este problema es 
absolutamente necesario indicar un procedimiento que con certeza nos lleve a la 
solución. La metodología empleada consiste básicamente en una consulta bibliográfica 
en numerosas fuentes y lo más completa posible. 
 
1.2. Hipótesis 
La ley de fallas de Weibull es una distribución que se adapta muy bien a la mayoría  de 
problemas de confiabilidad en Ingeniería Eléctrica. Esto lo logra a través del análisis de 
los datos recolectados en las hojas de vida de los componentes y sistemas eléctricos. 
 
1.3. Objetivos 
1.3.1. Objetivo general 
 Realizar un análisis de los datos de falla, tanto de sistemas no reparables como de 
sistemas reparables, empleando el método gráfico y comprobando los resultados 
mediante el método analítico de mínimos cuadrados. 
1.3.2. Objetivos específicos 
 Describir un procedimiento convencional, para realizar la recolección de datos. 
 Presentar un análisis de los modelos matemáticos, que describen la confiabilidad de 
los sistemas reparables y no reparables. 
 Aplicar la Ley de fallas de Weibull para modelar los datos de falla y así, encontrar los 
resultados que permiten pronosticar el comportamiento futuro de los sistemas y 
posibiliten la programación del mantenimiento preventivo. 
 Ilustrar con ejemplos prácticos, empleando los dos métodos ya mencionados a tres 
casos con tres tipos de datos (datos completos de dos y tres parámetros, datos 
censurados o suspendidos). 
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1.4. Metodología  
La metodología seleccionada, es una metodología de diseño que compromete las 
siguientes etapas: 
 Recopilar la información bibliográfica y definiciones conceptuales. 
 Recopilación de datos. 
 Análisis estadístico de los datos. 
 Asociaciones probabilísticas y definición de componentes reparables y no 
reparables. 
 La metodología finalmente se centró en aplicación de la teoría de fallas de Weibull. 
 Se realizaron ejercicios de aplicación y se entregan las conclusiones. 
 
1.5. Estructura de la tesis 
La presente tesis tiene la siguiente estructura: 
En el capítulo 2 se presentan las definiciones más importantes de términos 
comúnmente encontrados a lo largo de la tesis y los conceptos básicos generales. El 
capítulo 3, describe el procedimiento para la toma y recolección de datos de falla de 
componentes y sistemas. En el capítulo 4 se muestran los conceptos matemáticos para 
componentes no reparables. En el capítulo 5 se describen los conceptos matemáticos 
necesarios para los componentes reparables. En el capítulo 6 se hace una descripción 
detallada de la LEY DE FALLAS DE WEIBULL para realizar el modelamiento de los 
datos de falla. Por último en el capítulo 7 se plantean y resuelven varios ejemplos 
prácticos.
  
  
 
 
CAPÍTULO 2 
 
DEFINICIONES Y CONCEPTOS 
GENERALES  
 
 
     
 
Este capítulo presenta las definiciones y conceptos más importantes que serán ampliados en el 
desarrollo del trabajo y pretende ilustrar al lector con el glosario de términos  usados en el 
documento. Además se introducen los conceptos generales de importancia que ayudaran a 
entender los temas planteados. 
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2. DEFINICIONES Y CONCEPTOS 
GENERALES 
 
 
2.1 Definiciones [31], [31] 
El siguiente glosario contiene definiciones breves de términos frecuentemente usados 
en Ingeniería de confiabilidad y en el análisis de datos de vida. El propósito es 
proporcionar una rápida visualización de los términos, no proporcionan explicación 
extensa ni derivaciones matemáticas. 
 Componente. 
Es una pieza de un equipo mecánico o electrónico, visto como un ente no dividido 
adicionalmente para propósitos de análisis de confiabilidad. Los componentes son 
elementos constitutivos de un equipo. 
 Subsistema. 
Está conformado por un grupo de componentes, los cuales están asociados o 
controlados para ejecutar una o más funciones específicas. 
 Sistema. 
Está conformado por un grupo de subsistemas conectados de una manera adecuada 
para ejecutar la función principal. 
 Prueba acelerada de vida. 
Es una prueba estratégica mediante la cual el Ingeniero extrapola el comportamiento 
de falla de un producto en condiciones normales a partir de datos de vida obtenidos a 
niveles de fatiga acelerados. Este tipo de estrategia permite al Ingeniero obtener 
información sobre la confiabilidad de un producto en un tiempo más corto, por 
ejemplo, vida media, probabilidad de falla en un tiempo específico, etc. 
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 Disponibilidad. 
Es la probabilidad de que un componente o sistema sea capaz de funcionar cuando 
se le requiere que lo haga. Esta medida tiene en cuenta la confiabilidad de un 
componente o sistema y su facilidad de mantenimiento. Esto supone que el suministro 
de los medios externos necesarios está asegurado. 
 Disponibilidad inherente.   
Es la probabilidad instantánea de que un componente o sistema esté en servicio o 
fuera de servicio. Considera el tiempo de inactividad solo para la reparación de las 
fallas. El tiempo no logístico y el mantenimiento son incluidos. 
 Disponibilidad operacional. 
Es la probabilidad instantánea de que un componente o sistema esté en servicio o 
fuera de servicio, pero difiere del anterior en que incluye todos los tiempos fuera de 
servicio para el mantenimiento no programado (reparación debido a fallas) y 
programado incluyendo cualquier tiempo logístico. 
 Vida BX%. 
Es el tiempo en el cual el X% de las unidades de una población habrá fallado. Por 
ejemplo, si un componente tiene una vida B10 de 100 horas, luego, el 10% de la 
población  habrá fallado en 100 horas de operación. 
 Datos censurados. 
Son datos en los que no todos tienen representadas las horas exactas para llegar a la 
falla (por ejemplo, puede haber tiempos de operación para las unidades que aún no 
han fallado). 
 Sistema complejo. 
Es un diagrama de bloques que no puede reducirse secuencialmente mediante los 
sistemas serie y paralelo. 
 Confiabilidad condicional. 
Es la probabilidad de que un producto opere exitosamente en un intervalo específico 
de tiempo ya que ha funcionado con éxito hasta un tiempo determinado (por ejemplo, 
la probabilidad de que un componente que ha sobrevivido durante 100 horas, 
sobreviva por 100 horas más). 
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 Límites de confianza. 
Son las medidas de la precisión de un estimado estadístico. Esto está representado 
por una gama de valores en los que el estimado particular debe caer dentro de un % 
especificado de tiempo. Por ejemplo, si se realizan 10 pruebas diferentes de 
confiabilidad para un determinado producto y luego analizar los resultados, se van a 
obtener parámetros un poco diferentes para la distribución cada vez y por lo tanto, 
resultados ligeramente diferentes de confiabilidad. Sin embargo, mediante el empleo de 
los límites de confianza se obtiene un rango dentro del cual, estos valores de 
confiabilidad son probables que se produzcan en un cierto % de veces. Esto ayuda a 
medir la utilidad de los datos y la exactitud de las estimaciones resultantes. 
 Análisis de criticidad. 
Es un método para priorizar los estudios que tienen en cuenta la probabilidad de falla 
para un sistema y a la porción  de la probabilidad de falla que puede atribuirse a un 
modo de falla particular. La priorización resultante se usa para determinar la secuencia 
y el calendario de acciones correctivas que se realizarán. 
 Función de distribución acumulada- cdf. 
Es la función obtenida al integrar la función de distribución de falla cdf. En análisis 
de datos de vida, el cdf es equivalente a la función de desconfiabilidad. 
 Tiempo fuera de servicio. 
Es la cantidad de tiempo durante el cual un componente reparable no está en 
operación. Esto puede ser debido a la permanencia en estado de falla, al retraso 
administrativo, a la espera de partes de repuesto para ser embarcados o sometidos a la 
reparación del componente o sistema. 
 Distribución exponencial. 
Es una distribución estadística del tiempo de vida que supone una tasa de fallas 
constante para el sistema que se está modelando. 
 Distribución de la falla. 
Es un modelo matemático que describe la probabilidad de falla que se produce en el 
tiempo. Es también conocida como la función de densidad de probabilidad cdf. Esta 
función es integrada para obtener la probabilidad de que el tiempo de falla tome un 
valor en un intervalo de tiempo dado. 
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 Análisis de efectos y modos de falla-FMEA. 
Es una metodología diseñada para identificar modos potenciales de falla para un 
sistema o proceso, para evaluar el riesgo asociado a los modos de falla, para clasificar 
los problemas más importantes y para identificar y llevar a cabo acciones correctivas 
para hacer frente a las preocupaciones más serias. 
 Tasa de fallas. 
Es una función que describe el número de fallas que puede esperarse que ocurra en la 
unidad de tiempo de exposición. Se expresa en fallas/hora, fallas/año. Es sinónimo de 
tasa de salida forzada. 
 Intervalo de datos censurados. 
Los datos que representan un rango de tiempo en el que la unidad se conoce que ha 
fallado (por ejemplo, entre 50 y 100 horas de operación). 
 Datos censurados por la izquierda. 
Es un tipo de intervalo de datos censurados donde solo se conoce el fallo de los 
componentes antes de un tiempo determinado (por ejemplo, podría observarse que 
una unidad falle en algún momento antes de 500 horas de funcionamiento. 
 Análisis de los datos de vida. 
Es el análisis estadístico de datos de falla y datos de utilización llevados a cabo para 
poder modelar matemáticamente las características de confiabilidad y de 
desconfiabilidad de un sistema o componente. 
 Mantenibilidad. 
Es la probabilidad de que una unidad fallada sea reparada dentro de un período de 
tiempo determinado. Este término también se usa para denotar la disciplina de estudiar 
y mejorar la capacidad de mantenimiento de los productos, principalmente mediante la 
reducción de la cantidad de tiempo necesario para diagnosticar las fallas y las 
reparaciones. 
 Estimación de máxima verosimilitud-MLE. 
Es un método de estimación de parámetros que implica la maximización de la 
ecuación de probabilidad. Las mejores estimaciones de los parámetros se obtiene 
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mediante la determinación de los valores de los parámetros que maximizan el valor de 
la ecuación de probabilidad para un determinado conjunto de datos. 
 Vida media. 
Es una medida del que confiabilidad que representa el valor esperado de los tiempos 
a falla para una distribución de fallas, también es conocida como el valor medio. 
 Rangos de la mediana. 
Son las medidas usadas para obtener estimaciones de la falta de confiabilidad. Los 
rangos de la mediana son los valores que la verdadera probabilidad de falla debería 
tener ante la falla de orden i de una muestra de n unidades a un nivel de confianza del 
50%, o la mejor estimación de la falta de confiabilidad. Esta estimación se basa en una 
solución de la ecuación binomial. 
 MTBF. 
En el caso de sistemas reparables MTBF significa el tiempo medio entre fallas. Este 
tiempo promedio excluye el tiempo de espera para su reparación, el tiempo durante el 
cual está siendo reparado, recalificado y otros eventos como inspecciones y 
mantenimientos preventivos. Tiene por objeto medir solo el tiempo en el que el 
sistema está disponible y en funcionamiento. En sistemas no reparables,  MTBF 
significa el tiempo medio antes del fallo y está representado por el valor de la vida 
media para una distribución de falla de unidades no reparables. 
 MTTF. 
Significa tiempo medio a falla y está representado por el valor medio de vida para una 
distribución de la falla de unidades no reparables. Es el tiempo medio de exposición 
entre reparaciones consecutivas de un componente y la próxima falla de ese mismo 
componente. 
 MTTR. 
Significa tiempo medio para reparar y está representado por el valor medio de vida 
para una distribución de tiempos de reparación. Es el tiempo promedio para 
reemplazar o reparar un componente fallado. El tiempo logístico asociado con la 
reparación tal como adquisición de partes, movilización de herramientas y equipos o 
de personal no son incluidos. 
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 Función de densidad de probabilidad-pdf. 
Es un modelo matemático que describe la probabilidad de ocurrencia de eventos 
sobre el tiempo. Esta función es integrada para obtener la probabilidad de que el 
tiempo del evento tenga un valor en un intervalo dado. Es el análisis del tiempo de 
vida, el evento en cuestión es una falla y el pdf es la base para otras funciones de 
confiabilidad importantes, incluyendo la función de confiabilidad, la tasa de fallas y la 
vida media. 
 Dibujo de probabilidad. 
Es un tipo de gráfica (trazo) de la cdf de la distribución que permite trazar 
manualmente el tiempo de falla contra la desconfiabilidad estimada. A condición de 
que los puntos trazados caen en una línea relativamente recta (lo que indica que la 
distribución elegida es una buena opción), las estimaciones de los parámetros se 
pueden obtener en las escalas del gráfico. 
 Papel para el dibujo de probabilidad. 
Es un tipo de gráfico de coordenadas cartesianas especialmente diseñado que permite 
trazar el tiempo de falla contra la desconfiabilidad como una función lineal. El trazado 
y las escalas del papel probabilístico varían de distribución a distribución. 
 Confiabilidad. 
Es la probabilidad de que un componente o sistema pueda cumplir la función 
requerida sin falla bajo condiciones establecidas y durante un período de tiempo 
especificado. Más generalmente, la confiabilidad es la capacidad de los componentes o 
sistemas para ejecutar su función requerida por períodos de tiempo deseados sin falla, 
en ambientes especificados y a una confianza deseada. 
 Mantenimiento centrado en confiabilidad-RCM. 
Es un marco estructurado para el análisis de las funciones y modos de falla 
potenciales de un activo físico (componente o sistema) con el fin de desarrollar un 
plan de mantenimiento programado que proporcionará un nivel aceptable de 
operatividad, en un nivel aceptable de riesgo, de una manera eficiente y rentable. 
 Sistema reparable. 
Es un sistema que puede ser restaurado a la condición de operación después de una 
falla mediante la reparación o reemplazo de uno o más componentes. 
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 Datos censurados a la derecha. 
Son datos que representan la cantidad de tiempo durante el cual una unidad ha 
operado sin falla (por ejemplo, debe observarse que una unidad no fallará durante una 
prueba de 100 horas), también es llamado datos suspendidos. 
 Prueba de estrés. 
Es una estrategia de ensayo mediante la cual, las unidades se prueban a tensiones más 
altas que las encontradas durante condiciones de operación normales, usualmente para 
inducir fallas. 
 Análisis de garantía. 
El análisis de los datos de la garantía y de retorno con el fin de determinar las 
características de confiabilidad del producto. 
 Tiempo de la garantía. 
Es el momento en el cual se alcanzará un valor de confiabilidad especificado. 
 Distribución Weibull. 
Es una distribución estadística frecuentemente usada en el análisis de datos de vida 
debido a su versatilidad y al hecho de que  la cdf de Weibull puede asumir diferentes 
formas sobre la base de los valores  de los parámetros. 
 Falla. 
Es cualquier inhabilidad de un componente o sistema para llevar a cabo su función 
específica. Una falla es un evento que va más allá del simple fracaso. 
 
2.2 Importancia de la garantía de operación[1] 
Cualquier ciudadano está interesado en la confiabilidad de sus electrodomésticos, la 
disponibilidad del servicio de energía eléctrica, las posibilidades de reparación de sus 
equipos básicos en el hogar y la oficina y de su automóvil. La seguridad de su aire 
acondicionado y el suministro del gas. 
Las entidades bancarias y todo el sector terciario dan mucha importancia a: 
 La confiabilidad del sistema informático.  
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 La disponibilidad de la calefacción y el aire acondicionado 
 La posibilidad de reparación de ascensores y escaleras eléctricas. 
 La seguridad contra incendios. 
 
El Industrial que quiere ser competitivo no puede admitir pérdidas de producción. 
Busca lo mejor en: 
 Confiabilidad de sus procesos de control y mando 
 Disponibilidad de sus máquinas 
 Mantenimiento de las herramientas de producción 
 Seguridad de las personas y del activo industrial 
 
Estos valores que se agrupan bajo el concepto de garantía de operación, se relacionan 
directamente con la noción de confianza. Este concepto se cuantifica en términos de 
objetividad, se calcula en términos de probabilidad, se elabora en términos de 
arquitectura y la elección de componentes se verifica con ensayos o por la experiencia. 
La avería de un equipo, el corte del servicio de energía, el paro de un proceso 
automático o el accidente son cada vez menos tolerados. La garantía de operación que 
se expresa en términos de confiabilidad, de mantenibilidad, de disponibilidad y de 
seguridad es también una ciencia que ningún diseñador de producto o instalación 
puede ignorar. 
 
2.3 Definición y mecanismo del fallo [5], [10] 
Un fallo se define como la presencia de una condición indeseada o insatisfactoria. Un 
fallo significa que un componente o un sistema no satisfacen o no funciona de acuerdo 
con las especificaciones dadas o preestablecidas. 
Un fallo es una desviación de una condición original de un equipo y que no satisface 
a un evaluador  y que depende de las consecuencias en un contexto operativo 
determinado. Ejemplos de condiciones insatisfactorias son los siguientes: 
a. Imposibilidad absoluta del sistema o componentes para funcionar. 
b. Imposibilidad de sistemas o componentes para funcionar dentro de unos límites de 
actuación especificados. 
c. Lubricación insuficiente. 
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d. Corrosión. 
e. Ineficiencia en la operación. 
En tanto que el análisis del fallo puede por sí mismo tener un interés relativo menor, 
la preocupación por el fallo lo es por sus consecuencias, ya que estas son las que 
determinan la prioridad de las actividades de mantenimiento o mejoras de diseño 
necesarias para evitar que sucedan. En muchos sistemas modernos, ya no se pueden 
tolerar fallos ya que pueden producir consecuencias graves y por tanto, se pretende 
reducir su probabilidad en la medida de lo posible. Para esto, hay que averiguarlo 
mediante un procedimiento analítico. Este se basa en la descomposición del fallo del 
sistema en los fallos de sus componentes analizando los datos observados. 
La observación a nivel de componentes es posible, ya que se usa la misma clase de 
componentes en muchos sistemas, lo cual implica un número grande de objetos de 
observación  y además, los componentes suelen fallar más frecuentemente que los 
sistemas a los cuales pertenecen. Es necesario encontrar primero el origen del fallo, 
solucionarlo y prevenirlo. La probabilidad de que se presente el fallo nunca será de 
cero, pero si se puede reducir hasta límites aceptables, empleando modelos que reflejen 
el mecanismo del fallo. El proceso de falla ha sido definido por DJ Davis de la Rand 
Corporation en los siguientes términos: 
a. El equipo como un conjunto, su estructura básica, sus sistemas y los diferentes 
ítems que contienen, operan en un entorno que ocasiona tensiones que actúan 
sobre ellos. Las magnitudes, duraciones y frecuencias con las que las diferentes 
tensiones actúan son muy variables. En muchos casos, el espectro real de las 
tensiones producidas por el entorno se desconoce. 
b. La capacidad de enfrentarse a las tensiones es también variable. Difieren entre dos 
Ítems nuevos idénticos debido a las diferencias de material, variaciones en los 
procesos de fabricación, etc. La capacidad de enfrentarse a las tensiones puede 
también variar con la edad del componente. 
c. Se admite que una tensión ocasionada por el entorno que excede la resistencia al 
fallo del componente en un instante particular, origina el fallo de ese componente 
en ese momento. 
La edad aumenta la probabilidad de fallo del componente en cuestión, en cuyo caso 
puede tomarse una acción de mantenimiento para aumentar la capacidad de resistencia 
al fallo, restaurándolo a su nivel original. Disminuir la probabilidad de fallo de un 
sistema cuesta, especialmente si no se toman medidas en la etapa de diseño. La 
reducción de dicha probabilidad aumenta la seguridad de la planta (o sistema) y evita 
16 Análisis de datos de falla 
 
pérdidas económicas. Todo fallo se produce por rotura del equilibrio tensión- 
resistencia que caracteriza el funcionamiento de un componente. 
 
2.4 Clasificación de las fallas [1], [10], [16] 
Cuando ocurre un fallo, lo primero que se aprecia son sus efectos, que al analizarlos 
cuidadosamente proporcionan una explicación del modo de fallo, el cómo ha ocurrido 
y luego llegar al porque, a la causa y a la mecánica del fallo. Las causas del fallo pueden 
ser naturales o inevitables como el desgaste por el uso. Su proceso exige un tiempo 
durante el cual se producen señales, síntomas o alteraciones que detectadas y 
analizadas permiten conocer la evolución y el estado de adelanto del mismo y el riesgo 
o proximidad de aparición. 
En sistemas complejos, las causas y efectos de los fallos de unos componentes sobre 
otros se pueden encadenar entre si, al igual que una misma causa puede producir 
efectos diferentes no solo sobre componentes diferentes, si no sobre un mismo 
componente en circunstancias diversas; y que el mismo efecto puede ser producido 
por causas distintas. 
2.4.1 Según el grado de influencia en la capacidad de trabajo 
 Falla total. 
 Falta incompleta o parcial. 
2.4.2 Según el carácter físico de la aparición 
Fallos catastróficos (súbitos o totales) 
Son los que aparecen bruscamente sin manifestación previa y que son los que 
ocurren con menos frecuencia, aunque el elemento averiado queda fuera de servicio 
(se relacionan estos con fracturas, deformación, etc.). Las fallas catastróficas se 
producirán por aumento súbito de la tensión sobre el componente o por una 
degradación brusca de su resistencia. La interdependencia de componentes, 
subsistemas y sistemas mezclados con estos dos modos de falla, produce todo género 
de combinaciones. 
La rotura de un componente mecánico o un cortocircuito en un sistema eléctrico 
puede producir faltas catastróficas. Es difícil observar la degradación y por tanto, no es 
posible establecer procedimientos preventivos. 
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Fallas por cambios en los parámetros 
Son producidas por fenómenos tales como: Desgaste mecánico, fricción, aumentos 
en la resistencia de componentes electrónicos, la degradación es gradual y puede ser 
observada directa o indirectamente.    Estas fallas también son llamadas progresivas y 
resultan como una manifestación final de un proceso que se desarrolla a lo largo del 
tiempo. Están relacionados con la variación de ciertas características del equipo que 
origina un mal funcionamiento o un peligro claro de rotura. 
Debido a otros fallos 
 Fallo dependiente. 
 Fallo independiente. 
 Según que el fallo de un elemento provoque o no el fallo de otro, o del sistema. 
2.4.3 Según el carácter del proceso de aparición 
Fallo repentino: 
Aparece como consecuencia de la variación brusca de los parámetros funcionales. 
Fallo gradual o progresivo: 
Se conserva la variación suave de los parámetros debido al desgaste de los elementos 
o de todo el sistema. 
2.4.4  Según el tiempo de existencia del fallo 
Fallos estables:  
Se eliminan solo a través de la reparación, o por el cambio o sustitución del elemento 
fallado. 
Fallos temporales: 
Pueden desaparecer espontáneamente sin intervención  alguna debido a la 
eliminación de los motivos que los provocaron. Sus causas suelen ser los regímenes y 
condiciones de trabajos anormales, las vibraciones anormales, grandes desviaciones de 
temperatura, etc. 
Fallos intermitentes:  
Son fallos temporales muy reiterativos o que se repiten con mucha frecuencia. 
Resultan difíciles de descubrir y dependen de la calidad del elemento o de sus 
condiciones de trabajo. La existencia de fallos repetidos suele indicar un defecto de 
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diseño o mal estado del equipo; por ello, más interesante que someterlo a una 
reparación sería el tratar de eliminar la posible causa del fallo. Son fallos de corta 
duración que se auto eliminan, provocados por vibraciones efímeras de acciones de 
entrada aplicadas al elemento, a los parámetros internos y a las propiedades del mismo. 
2.4.5 Atendiendo al momento de aparición del fallo 
Fallos aleatorios (por azar): 
Se pueden producir en cualquier momento de la vida útil del componente o sistema. 
Suele requerir del desmontaje de los equipos para su reparación. Por tratarse de un 
proceso aleatorio, su proporción de fallo es constante en el tiempo y se corresponde 
con la vida útil del componente, por lo que pueden ser modelados mediante la 
distribución exponencial  y la distribución de Weibull. Los componentes que se 
identifican con este comportamiento son de tipo eléctrico, electrónico, 
electromecánico y mecánico. 
Fallos infantiles: 
Se dan en componentes recién producidos que escapan al control de calidad, por 
defectos en componentes originados por malos ajustes durante el proceso de 
fabricación o pos revisión. La tasa de fallos es decreciente en el tiempo y modelados 
mediante las distribuciones de Weibull y Gamma. Los componentes que mejor se 
identifican con este comportamiento son los de tecnología funcional de tipo mecánico.  
Fallos por desgaste:  
Cuando los componentes pierden resistencia al fallo con el uso: el efecto de las 
condiciones ambientales, de una lubricación deficiente, de las deformaciones u 
holguras acumuladas conducen a este tipo de fallos que son característicos de los 
componentes mecánicos (pistones, camisas, cojinetes, etc.) y electromecánicos. Las 
averías que se producen por el desgaste, suponen que el equipo debe ser desmontado 
para proceder a su reparación con costos elevados y largos tiempos de parada 
afectando la disponibilidad de manera significativa. Este tipo de fallas obedece a un 
proceso degenerativo por lo que su probabilidad de ocurrencia aumenta con el tiempo 
(tasa de fallas creciente). La distribuciones a que obedecen son: normal, gamma, 
Weibull y log normal. Para fallos accidentales puede aplicarse la distribución de 
Poisson. 
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2.4.6 Según la información del fallo 
Fallo activo:  
Aquel que viene señalizado o indicado por una alarma, indicio o señal. 
Fallo pasivo:  
El que permanece oculto. 
2.4.7 En el contexto de recolección de datos de fallo 
Fallas primarias:  
Son el resultado de una deficiencia de un componente; cuando esto ocurre en 
condiciones de operación, dentro del rango nominal (ejemplo: rotura de un álabe de 
turbina cuando la velocidad es la nominal). 
Fallas secundarias:  
Son el resultado de causas secundarias en condiciones no nominales de operación. 
Podría no haber sido falla si las condiciones hubiesen estado en el rango de diseño del 
componente. 
Las condiciones que causan fallas secundarias son: temperaturas anormales, 
sobrepresión, sobrecarga, velocidad, vibraciones, corriente, contaminación, corrosión. 
La ocurrencia de causas secundarias no siempre conlleva a que una falla secundaria 
ocurra (ejemplo: el incremento de la temperatura sobre el rango de diseño puede 
causar la falla de un componente solo el 60% del tiempo). Las fallas secundarias 
pueden clasificarse en las siguientes categorías: 
 Fallas de causa común: En este caso, la falla secundaria induce a fallas en más de 
un componente. Las catástrofes naturales son causas usuales de esto tipo al igual 
que el mal funcionamiento de otros sistemas o componentes. 
 Fallas propagadas: En este caso, la falta de un componente induce la falla de 
otro. 
 Fallas por error humano: Las causadas por el ser humano durante las etapas de 
diseño, construcción y operación. 
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2.5 Clasificación de causas de salidas de líneas y redes 
eléctricas [8], [9] 
2.5.1 Por el estado del tiempo 
Ventisca, nieve, frio extremo, inundaciones, calor extremo, huracanes, tornados, 
hielo, descargas atmosféricas, lluvia, vientos fuertes, etc. 
2.5.2 Misceláneos 
Aeronaves, animales, vehículos, hundimientos, fuego, explosión, sabotaje, 
vandalismo, árboles, terremotos, etc. 
2.5.3 Por componentes del sistema 
Suministro de combustible, fallas en generadores, transformadores, equipos de 
interrupción, conductores,  accesorios de postes, torres, aislamientos de líneas, 
subestaciones, equipo de control de tensión, equipo  de protección, medida y control. 
2.5.4 Por condiciones del sistema 
Inestabilidad, voltajes altos y bajos, frecuencia alta o baja, sobrecargas, sistemas 
eléctricos vecinos, etc. 
2.5.5 Personal de la empresa de energía 
Por errores de operación del sistema y errores de mantenimiento. 
 
2.6 Caracterización de los fallos [5] 
Los fallos pueden caracterizarse atendiendo a los siguientes criterios: 
2.6.1 Causas 
Errores de diseño, especificaciones incorrectas, desgaste natural, errores de 
implementación, componentes defectuosos, perturbaciones externas, fallos en los 
componentes, errores en el dimensionamiento de componentes. 
2.6.2 Naturaleza 
  Especifica la parte del sistema (software, hardware análogo o digital). 
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2.6.3 Duración 
 Permanentes: Los que continúan indefinidamente en el tiempo si no se toma 
alguna acción correctiva 
 Intermitentes: Aparecen, desaparecen, reaparecen de forma repetida y aleatoria. 
 Transitorios: Aparecen únicamente durante instantes breves coinciden do con 
alguna circunstancia como el encendido o alguna perturbación externa. 
2.6.4 Extensión 
Local, Global. 
2.6.7 Variabilidad 
 Determinados: Si su estado no cambia con el tiempo. 
 Indeterminados: cuyo estado puede cambiar cuando varían algunas condiciones. 
 
2.7 Filosofías de diseño para combatir los fallos [5] 
Existen tres técnicas básicas para mantener el funcionamiento correcto de un sistema 
ante posibles fallos del mismo: 
2.7.1 Prevención de fallos 
Es cualquier técnica capaz de evitar los fallos antes de que ocurran. Estas técnicas 
incluyen la revisión de los diseños, análisis minucioso de los componentes empleados, 
etc. Puede también incluirse aquí el aislamiento del sistema ante perturbaciones 
electromagnéticas externas tales como ruidos o variaciones de temperatura, presión, 
etc. 
2.7.2 Enmascaramiento de los fallos 
Dentro de esta categoría se encuentran las técnicas que encubren las consecuencias 
de un fallo pero no lo evitan. 
2.7.3 Tolerancia a los fallos 
Es la capacidad de un sistema para continuar funcionando normalmente después de 
producirse un fallo. En general, cuando ocurre el fallo, es necesaria la reconfiguración 
del sistema; es decir, la puesta en funcionamiento de elementos redundantes para 
sustituir al componente causante del fallo. 
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2.8 Fuentes de incertidumbre [10], [14] 
La incertidumbre sobre el correcto funcionamiento de un equipo durante su vida útil 
prefijada puede originarse en tres períodos: 
 Etapa de diseño: 
Las variables, los métodos de cálculo, las propiedades de los materiales, e incluso los 
mismos cálculos matemáticos están sometidos a Incertidumbre. 
 Etapa de fabricación: 
Es la etapa de transformación que abarca desde el diseño hasta la pieza o sistema 
totalmente fabricado, la incertidumbre no hace sino aumentar, dado que los métodos y 
procesos de fabricación incluyen nuevos eventos aleatorios. Estos intentan reducirse 
mediante los controles de calidad, los ensayos de los productos finales y los períodos 
de prueba de los productos antes de su lanzamiento al mercado. 
 Etapa de operación: 
La realidad muestra gran número de ocasiones en donde se utiliza el producto de 
forma totalmente diferente a las recomendaciones establecidas por el diseñador y el 
fabricante. 
Este proceso de concatenación y suma de incertidumbres dará lugar a un producto 
final que tiene una probabilidad de fallo durante su vida útil.  En Ingeniería es útil 
poder distinguir las diferentes fuentes de incertidumbre. Muchas veces será difícil 
cuantificar los efectos de cada una de ellas, pero es más que probable que exista la 
probabilidad de acotar por encima la aleatoriedad de algunos factores y tomar .medidas 
frente a la posibilidad de que suceda la peor combinación de los mismos. Es habitual 
dividir las fuentes de incertidumbre en los siguientes grupos: 
2.8.1 Incertidumbre fenomenológica 
Algunas veces los errores y fallas proceden de fenómenos naturales aparentemente 
inimaginables. Existen otros fenómenos  que sin embargo no pueden dejar de 
considerarse por existir constancia explícita de su alta posibilidad de existencia. 
Desafortunadamente, existen casos que escapan a todo control y a una mínima 
posibilidad de predicción. Si se piensa además en la posibilidad de simultaneidad de 
efectos contraproducentes, los casos aparentemente imposibles aún serán más 
numerosos. No es normal por ejemplo, que coincida un maremoto con un huracán, 
pero nunca se podría negar su posibilidad. Solo se puede asegurar con la estadística 
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adecuada  los valores vinculados a una cierta probabilidad y referidos a un determinado 
periodo de retorno. 
2.8.2 Incertidumbre de decisión 
El criterio de fallo suele consistir en la mayoría de los casos, en un determinado valor 
umbral, que podrá ser de nivel, o un tamaño de grieta por encima del cual la 
propagación de la misma es inmediata, o un desplazamiento máximo admisible. 
Generalmente no puede permitirse que el componente o sistema alcance un fallo físico 
total. Por ello, puede decirse que un criterio de fallo adecuado debe ser aquel en el que 
un pequeño cambio en el valor de las variables conduce a un fallo físico. Otro punto a 
tener en cuenta es que físicamente las variables que caracterizan los estados límite son 
de naturaleza altamente aleatoria. 
2.8.3 Incertidumbre del modelo 
Los modelos de confiabilidad conducen de un modelo físico aun modelo 
matemático-estadístico, sufriendo diversas simplificaciones, donde se generan nuevas 
incertidumbres: 
a. En las variables básicas que determinan las dimensiones del modelo. 
b. En las variables resistivas y de comportamiento de los materiales. 
c. En las cargas o solicitaciones a las que están sometidos los sistemas. 
d. En la propia formulación de las leyes de comportamiento del sistema; es decir, de 
las leyes que relacionan las variables anteriormente citadas. 
Los estados límite obtenidos por la combinación de los factores antes citados no se 
caracterizan por la precisión  de su formulación, generalmente extraída por inferencia 
de pruebas empíricas que como tales,  intentan ajustar una serie de datos obtenidos 
por ensayos y experimentación. 
2.8.4 Incertidumbre de la predicción 
La inclusión del tiempo en la formulación de los modos de fallo suele introducir una 
mayor incertidumbre principalmente en el parámetro tiempo. Las técnicas de 
mantenimiento intentan contrarrestar esta tendencia, consiguiendo elevar la 
confiabilidad de los sistemas. 
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2.8.5 Incertidumbres debidas al ser humano 
Para un análisis cuantitativo es muy difícil la realización de un modelo que incluya los 
errores humanos Una posibilidad es introducir una variable aleatorios que de manera 
subjetiva influya en la probabilidad de fallo. Los mecanismos existentes para intentar 
reducir la influencia del error humano son los siguientes: 
a. Educación, concientización y enseñanza de las técnicas básicas de confiabilidad. 
Además, debe plantearse una base de datos detallada de informes de fallos ya 
ocurridos con un estudio exhaustivo de las causas. 
b. Mejora del ambiente de trabajo de los operarios de una empresa con los beneficios 
de aumento de productividad y autorresponsabilidad que a ello conduce. 
c. Inspección exhaustiva de los productos durante las etapas intermedias de 
fabricación y de los productos finales. 
 
2.9 Confiabilidad estimada y confiabilidad calculada [10]  
La confiabilidad estadística suele obtener la probabilidad de falla desde un estudio 
estadístico de componentes ya fallados, los cuales pertenecen a una muestra 
relativamente numerosa de individuos. Se trata de una confabi1idad a posteriori, que 
será tanto más precisa cuanto mayor sea la muestra de componentes estudiada. Sin 
embargo, en muchos casos no es posible disponer de datos históricos sobre los fallos 
de una muestra, bien sea por tratarse de elementos singulares, o bien por el muy 
elevado precio, siendo por ello impracticable la experimentación de un número 
adecuado de componentes. En este caso, la única posibilidad es plantear un modelo 
matemático que represente la evolución del componente mediante la ley de fallas más 
probable, en donde el tiempo suele jugar un papel decisivo. Un método probabilístico 
aplicado a un modelo concreto y a una ley de degeneración adecuada, concluirá en una 
probabilidad de fallo asociado con el tiempo. Se trata pues de una estimación de 
confiabilidad a priori. 
La confiabilidad inferida sobre datos procedentes del comportamiento en el tiempo 
de una muestra, se puede llamar CONFIABILIDAD CALCULADA; La probabilidad 
de fallo asociada al tiempo, obtenida de un modelo evolutivo donde se han 
introducido las diferentes fuentes de incertidumbre; es decir, en las variables que lo 
definen, en la ley de comportamiento e incluso en los propios procedimientos de 
cálculo, se puede llamar CONFIABILIDAD ESTIMADA.  
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Las relaciones y puntos de conexión entre ambos tipos de técnicas de búsqueda de la 
probabilidad de fallo, puede desglosarse en varios puntos tales como la necesidad de 
tipificar estadísticamente las variables básicas que intervienen en el modelo de 
evolución planteado, no se puede pensar en estimar la confiabilidad si no se dispone de 
los parámetros que intervienen en las leyes analíticas de falta. se hace necesario el uso 
de técnicas de inferencia estadística sobre los datos disponibles por experimentación o 
mediante la consulta bibliográfica. 
Actualmente existen campos de actividad donde el estudio de probabilidad de falla es 
vital, por ejemplo en la aeronáutica e industria aeroespacial, la construcción naval, las 
plantas de generación de energía y en general todas aquellas actividades enfocadas en la 
calidad, quizá sea este el factor más competitivo en la industria moderna. 
 
2.10 Redundancia [5]  
Tradicionalmente se ha asociado el concepto de REDUNDANCIA con la 
duplicación de los elementos físicos que conforman un sistema. Esta es una de las 
técnicas más usadas para combatir los fallos. Sin embargo, debe entenderse el 
concepto redundancia de una forma más general. 
Se define REDUNDANCIA como el empleo de información, recursos o tiempo 
adicionales, por encima de los estrictamente necesarios para el correcto 
funcionamiento de un sistema. La redundancia puede tomar una de las siguientes 
formas (Johnson 1984): 
2.10.1 Redundancia Hardware o Física 
Consiste en incorporar hardware adicional, normalmente con el fin de detectar fallas 
0 conseguir la tolerancia de los mismos. 
2.10.2 Redundancia Software 
Consiste en añadir en los programas líneas de código adicionales para evitar errores. 
Este código suplementario puede Tener diferentes funciones, tales como evitar que los 
datos se salgan de rango, prevenir errores aritméticos, etc. 
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2.10.3 Redundancia Informacional 
Este tipo de redundancia implica el manejo de información suplementaria con el fin 
de detectar o corregir errores potenciales. 
2.10.4 Redundancia Temporal 
Consiste en emplear tiempo adicional de proceso para detectar posibles fallos, o en 
su caso, corregirlos. Esto puede suponer la repetición de cálculos por diferentes 
métodos, etc. 
 
2.11 Gestión de información para el análisis de averías [2], [8] 
Para mejorar el funcionamiento de los equipos, es importante contar con un buen 
registro de la información y el conocimiento adquirido con las experiencias anteriores. 
Un primer paso para mejorar los estudios y análisis de fallos es el empleo adecuado de 
la información y la construcción de bases de datos de averías, lo que permitirá 
establecer las causas. 
2.11.1 Estudio de información sobre fallos 
Las bases de datos disponibles sobre averías son de dos tipos: 
 CUALITATIVAS: Dan una ficha de análisis de averías y la forma como se 
presentó, las acciones correctivas y de prevención tomadas. 
 CUANTITATIVAS: Como datos históricos sobre el funcionamiento y el tiempo 
de intervención. Está relacionada con el tiempo medio entre fallas (MTBF) y el 
tiempo medio para reparar (MTTR) que también tiene que ver con la mejora de los 
equipos pero a través del análisis de tendencias y manejo de un gran volumen de 
datos. 
2.11.2 Sistema de gestión de datos de averías 
Este sistema se crea para conservar el conocimiento recogido a través de las 
experiencias de intervención de equipos y fallas ocurridas. Un sistema de información 
de averías debe contener por lo menos los siguientes datos: 
 Fechas y horas en las que se presentan las averías. 
 Equipo donde se presentó la avería. 
 Clase de averías: crítica, intermedia o reducida. 
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 Pieza o componente que ha fallado. 
 Naturaleza de la avería: ruido, vibración, calentamiento, desgaste, etc. 
 Producto que estaba procesando el equipo. 
 Proveedor de materias primas que se estaban transformando. 
 Análisis de la avería. 
 Acción correctiva tomada. 
Este tipo de información se debe consolidar en reportes diarios, semanales y 
mensuales con el objeto de definir la prioridad en los objetivos de actuación de 
mantenimiento. Los análisis de la información deben permitir formular acciones para 
prevenir que se repita esta clase de averías. Empleando técnicas de estratificación de 
información se puede analizar con detalle los principales problemas que presenta el 
sistema e identificar conque tipo de materiales, materias primas o proveedores la 
maquinaria presenta mayor número de fallos, en que turno y el operario encargado de 
su operación. 
2.11.3 Registros Cuantitativos 
Uno de los indicadores más útiles para el estudio del comportamiento de los equipos 
es el MTBF ya que facilita la evaluación de la eficiencia del mantenimiento preventivo y 
realzar estudios para mejorar la confiabilidad y la mantenibilidad, para lo cual se 
requieren adecuados reportes de mantenimiento, intervenciones, partes usadas, 
tiempos empleados, etc. Sin esta información, el diagnóstico se hace complejo y no 
garantiza identificar las causas profundas del problema. El análisis MTBF permite:  
 Seleccionar las áreas de mejora y reducción de las exigencias de mantenimiento. 
 Estimar el período de vida útil de las partes y repuestos empleados. 
 Seleccionar los puntos de interés para inspección, determinación y modificación de 
estándares de inspección. 
 Seleccionar posibles trabajos de mantenimiento a realizar por personal externo. 
 Mejorar los métodos de puesta a punto de los equipos. 
 Mostrar que las acciones correctivas tomadas han surtido efecto 
 Motivar al personal relacionado con el año de trabajo. 
De acuerdo a la IEEE Std 270-1996, la información básica que debería ser incluida 
en el reporte de salida de equipos es la siguiente: 
 Tipo, diseño y fabricante. 
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 Fecha de instalación, localización en el sistema, longitud en caso de líneas. 
 Modo de falla (cortocircuito, operación falsa, etc. 
 Causa de la falta (Rayo, Árbol, etc.). 
 Tiempos (fuera de servicio, en servicio, duración de la salida) . 
 Fecha, condiciones meteorológicas. 
 Tipo de salida (forzada programada, transitoria o permanente). 
 
2.12 Utilidad de la recopilación y análisis de datos de 
confiabilidad [31] 
Las razones por las cuales es útil recopilar y analizar los datos de confiabilidad son los 
siguientes: 
 Evaluar características de materiales. 
 Indicar cómo y cuándo es posible una falla y cuáles son las más comunes durante la 
vida útil. 
 Saber las consecuencias de las fallas. 
 Predecir la confiabilidad del sistema (o subsistema) en la etapa de diseño. 
 Evaluar el efecto de un cambio en la etapa de diseño. 
 Comparar los productos de fabricantes diferentes. 
 Conducir a mejores y más económicos diseños. 
 Conocer la operación y comportamiento de los sistemas. 
 Evaluar la confiabilidad de los productos o componentes cuando ya están en uso. 
 Comprobar la veracidad de los anuncios publicitarios de los productos. 
 Predicción correcta de los requerimientos de repuestos y control de inventarios del 
almacén de mantenimiento. 
 Estimar los tiempos de reemplazo óptimo de componentes. 
 Estudio de los efectos de la edad, duración de la misión y niveles de estrés durante 
la operación. 
 Bases para comparar diferentes diseños y seleccionar el mejor desde el punto de 
vista de confiabilidad. 
 Evaluación de la cantidad de redundancia presente en el diseño y estimación de la 
redundancia requerida para una confiabilidad específica. 
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 Establecer las acciones correctivas para minimizar las fallas y reducir los tiempos de 
mantenimiento y reparación. 
 Eliminar el sobrediseño y el subdiseño. 
 Elaborar guías para el control de calidad. 
 Optimizar las metas de confiabilidad para el sistema con costo mínimo. 
 Conducir a estudios de compensación entre confiabilidad, mantenibilidad, 
disponibilidad, costo, peso, volumen operatividad, servicio y seguridad para 
obtener un diseño óptimo. 
 Optimizar los costos de la garantía y su cobertura. 
 Evaluación de proveedores. 
 Promoción de ventas y realizar ajustes al mercadeo. 
 Aumentar el nivel de satisfacción del consumidor. 
 Promover imagen positiva y reputación de la compañía. 
 Aumento de los beneficios y optimización de costos. 
Si el fabricante no diseña sus productos o servicios con la confiabilidad y calidad 
deseada, alguien más lo hará. 
 
2.13 Análisis de modos de falla, efectos y criticidad FMECA 
[6], [17], [31]  
El término modos de fallo se usa para referirse a las posibles maneras en que un 
componente puede fallar. Un componente puede tener uno o más modos de falla .Este 
método FMECA es probablemente el más usado y efectivo en el análisis de 
confiabilidad. La referencia Original es la Norma Militar Americana US MIL Std. 1629. 
2.13.1 Alcance del método FMECA 
El FMECA considera cada modo de falla de cada componente de un sistema j 
comprueba sus causas y sus efectos. El análisis responde a las siguientes preguntas para 
cada componente del sistema en estudio: 
 ¿Cómo puede fallar el componente? 
 ¿Cuáles son las consecuencias de tal falla? 
 ¿Cuáles la criticidad de las consecuencias? 
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 ¿Cómo puede detectarse la falla? 
 ¿Cuáles son las salvaguardias contra la falla? 
El estudio logra: 
 Asegurar que todos los modos de falla concebibles y sus efectos sean 
comprendidos. 
 Identificar debilidades en el diseño. 
 Proveer alternativas en la etapa de diseño. 
 Proveer criterios para prioridades en acciones correctivas. 
 Asistir a la identificación de fallas en sistemas con anomalías. 
El FMECA es una tarea de grupo que requiere de participantes e información con las 
siguientes cualidades: 
 Experiencia en el campo de aplicación. 
 Conocimiento de la estructura del sistema en estudio. 
 Información de las fallas. 
 Criterios para fundamentarlas recomendaciones 
Un análisis FMECA puede estar basado en los componentes de un sistema o en las 
funcionalidades. El enfoque funcional se usa cuando no se pueden identificar 
componentes específicos o cuando el diseño no ha sido plenamente definido. La 
norma militar Americana provee dos métodos para realizar el FMECA. El método 101 
es cualitativo y permite resaltar los modos de falla cuyos efectos son importantes en 
relación a la severidad, detectabilidad,  mantenibilidad y seguridad. El método 102 
(análisis de criticidad) define el número de criticidad del modo de falla Cm así: 
                                      Cm = Q . A . Tf . t 
 
donde:  
Q es la probabilidad de pérdida de la función (o desconfiabilidad). 
A es la razón de modo de falla (para un ítem, 1a sumatoria de todos los A es uno). 
Tf es la tasa de fallas. 
t es el tiempo. 
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2.13.2 Etapas de FMECA 
El FMECA es realizado por uno o más Ingenieros que tienen conocimientos a fondo 
del diseño del sistema y de su aplicación. Los pasos a seguir son los siguientes: 
a. Establecer el alcance del análisis. 
Para esto es necesario identificar claramente: 
 Las fronteras del sistema a estudiar. 
 La profundidad del análisis. 
Los formatos del FMECA pueden incluir la siguiente información sobre cada falla 
potencial de un componente: 
 Causa raíz. 
 Posibles efectos 
 Medios de detección 
 Salvaguardias. 
 Frecuencia. 
Criticidad de los efectos. 
Dependiendo de la profundidad del análisis puede que varios  campos no sean 
rellenados. La profundidad también depende de cuando es realizado; por ejemplo, en 
un diseño preliminar o luego del diseño final. La decisión debe tomarse caso a caso. 
b. Recopilación de la información. 
El primer paso consiste en obtener toda la información disponible del diseño: 
 Especificaciones. 
 Planos. 
 Memorias de análisis de esfuerzos. 
 Resultados experimentales, etc. 
Para el análisis de criticidad también se requiere disponer de las predicciones de 
confiabilidad o pueden generarse simultáneamente. 
c. Preparar la lista de componentes. 
Antes de rellenar las fichas y detectar los modos de falla para cada componente, se 
deben listar todos los componentes del sistema. Se debe especificar: 
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 Funciones. 
 Condiciones de operación (temperatura, carga, presión, etc.). 
 Condiciones ambientales. 
Se debe construir un diagrama funcional de bloques, lo que permito guiar y 
comprender el análisis completo. 
d. Completando las fichas. 
 Componente: Se debe indicar de manera unívoca. 
 Función: Debe ser muy breve, en muchos análisis se omite por ser obvio. 
 Modos de fallo: Las posibles formas en que un componente puede fallar: 
- Por vejez, corrosión, fatiga, etc. 
- Por condiciones de operación (en automático, en manual, etc.). 
- Condiciones ambientales: terremoto huracán, Tornado, etc.  
- Por clase de operación: Prematura, tardía, deformación excesiva, etc. 
 Frecuencia de la falla: Puede ser el MTBF. 
 Criticidad: Usualmente se usa un sistema de ponderación de acuerdo a: 
- Insignificante: el efecto sobre la confiabilidad y/o disponibilidad es mínimo. 
- Menor: no afecta la seguridad pero si la confiabilidad y la disponibilidad un 
poco. 
- Mayor: no afecta la seguridad pero si la confiabilidad y la disponibilidad de 
manera 
- Importante. 
- Crítica: afecta la seguridad. 
e. Usos del FMECA. 
Aparte de identificar los modos y efectos de falla: 
- Preparación de árboles de decisión para detectar causas de problemas. 
- Preparación de requerimientos para mantenimiento preventivo. 
- Diseño de auto-tests. Indicadores de falla, componentes redundantes.  
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f. Beneficios y limitaciones. 
El FMECA se concentra en identificar las fallas posibles de los componentes. Así, se 
identifican deficiencias en el deseo que se pueden mejorar. También se pueden 
recomendar programas de inspección efectivos. Se puede priorizar en función de 
frecuencia y criticidad el modo de concentrar los esfuerzos en aquellos modos de 
mayor criticidad. 
Una limitación de FMECA es que se trata de un análisis de falta simple. Esto es, que 
cada modo de falla es considerado individualmente. Si un modo de falla es capaz por sí 
solo de afectar el funcionamiento del sistema, ello es identificado por el FMECA . Sin 
embargo, particularmente en sistemas complejos donde un solo modo de falla no 
afecta negativamente el sistema, pero si se combina con otra, si afecta. El FMECA no 
es adaptado para este segundo caso y es mejor usar la técnica de árbol de fallos. 
 
2.14 Conclusiones del capítulo 
En este capítulo se han incluido efectivamente los conceptos generales más importantes y un 
glosario de términos de aplicación general durante el trabajo. Es claro que para el tema general 
de ingeniería de confiabilidad, el vocabulario es extenso, pero aquí solo se trataron los que se 
requieren para entender el documento. En el siguiente capítulo el lector podrá observar el 
desarrollo matemático y los conceptos fundamentales relacionados con los datos de falla y su 
recolección.  
 
  
 
  
 
 
CAPÍTULO 3 
 
DATOS DE FALLA 
 
 
     
 
Este capítulo contempla los aspectos que comprenden los datos a tener en cuenta en el análisis 
de fallas, desde los conceptos básicos, hasta el tratamiento de los mismos. Se considera además, 
la forma de recolección y clasificación de los diferentes tipos de datos de falla. 
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3.1. Conceptos básicos sobre pruebas de confiabilidad [26], 
[31] 
Las pruebas de confiabilidad proporcionan las formas más detalladas en las cuales los 
datos de vida son recolectados y cuidadosamente controlados y monitoreados. Además, 
dichas pruebas pueden ser diseñadas para descubrir particulares modos de falla 
sospechosos y otros problemas. El tipo de prueba de  confiabilidad de un producto va a 
cambiar a lo largo de los diferentes puntos del ciclo de vida, pero el objetivo primordial 
es el de asegurar que los datos de la mayoría de las pruebas fueron generados bajo 
suficientes condiciones similares,  de tal manera  que se puedan hacer comparaciones 
válidas de las características de confiabilidad del producto en las diferentes épocas de su 
vida operativa.  
Una serie de pruebas diseñadas adecuadamente, en particular durante las etapas de 
diseño anteriores del producto, pueden generar datos que serían útiles en la 
implementación de un programa de seguimiento del crecimiento de confiabilidad. Esto 
proporcionará información útil para la toma de decisiones de gestión en relación con la 
programación, las proyecciones de costos y la planificación del ciclo de desarrollo de 
productos futuros. 
3.1.1 El diseño de la prueba de confiabilidad 
El diseño de pruebas de confiabilidad a veces puede conducir a una situación en la 
que se requiere una cierta cantidad de información sobre la vida de un producto con el 
fin de diseñar pruebas más eficientes. Con frecuencia, los Ingenieros de confiabilidad 
están buscando una fórmula mágica que les permita obtener información precisa sobre 
la vida de sus productos mediante pruebas de un pequeño número de unidades por 
períodos cortos de tiempo. Lamentablemente, no habrá ningún tipo de plan de pruebas 
que pueda satisfacer todos estos requisitos. Limitar mucho el número de unidades o los 
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tiempos de prueba, casi siempre resultará en una gran incertidumbre en los resultados 
de la prueba. 
Una prueba de confiabilidad ideal, sería aquella en la que un número relativamente 
grande de unidades se prueban hasta que se produzca la falla. La información de un 
gran número de fallas en la prueba es necesaria para modelar el comportamiento de la 
vida del producto. A mayor número de fallas que una prueba de confiabilidad produce, 
más precisos serían los resultados del análisis. Esto es especialmente importante para 
los productos nuevos. En el desarrollo de pruebas para este tipo de productos, es 
aconsejable probar tantos como sea posible para obtener gran cantidad de información. 
Esto ayudará a garantizar una primera estimación precisa de la confiabilidad del 
producto, que puede ser capaz de reducir el alcance de las pruebas en el proceso de 
desarrollo. 
Una vez recolectada y analizada la información de confiabilidad inicial, se puede usar 
para diseñar pruebas de aceptación o de demostración. Estas pruebas que usualmente 
ocurren después en el proceso de desarrollo, son usadas para demostrar que la 
confiabilidad de un producto no es peor que un cierto nivel preestablecido. 
Normalmente se asume que no ocurrirán fallas en este tipo de pruebas. Sin embargo, 
con el fin de diseñar eficazmente tales pruebas, se requiere una cierta cantidad de 
información sobre el producto bajo prueba. Como mínimo, uno debe ser capaz de 
estimar la distribución que la vida del producto sigue y el valor del parámetro de forma 
de esa distribución. Con esta información se puede diseñar una prueba que demuestre 
que los productos reúnen el requisito mínimo de confiabilidad a un nivel de confianza 
determinado, siempre que no existan fallos imprevistos durante la prueba. 
3.1.2 Perfiles de consumo de los usuarios 
Un requisito importante para el diseño de pruebas de confiabilidad útil es tener una 
buena idea de cómo el producto realmente va a ser usado en el campo. Las pruebas se 
basan en una expectativa realista del consumo de los usuarios. Las pruebas basadas en 
la mera especulación pueden resultar en un producto no rigurosamente probado y por 
lo tanto, puede encontrarse con dificultades operativas debido al uso de niveles de 
estrés más elevados de lo previsto. Los perfiles de uso de los usuarios reúnen buena 
información sobre cómo los clientes están usando realmente el producto de una 
organización. Un incentivo útil es instalar equipos de recolección de datos. 
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3.1.3 Tipos de prueba 
Estos cambiarán a medida que el diseño del producto madura y este se mueve desde 
las etapas iniciales de diseño hasta la liberación del diseño final y la producción. Una 
buena práctica a seguir es recopilar datos generados internamente, relativos a la 
ejecución de la confiabilidad del producto durante todo el ciclo de vida. Esto 
fortalecerá el análisis del crecimiento de la confiabilidad y ayudará a proporcionar una 
correlación entre los resultados de pruebas internas y datos de campo. Los diferentes 
tipos de pruebas de confiabilidad son: 
Pruebas de desarrollo 
Se producen durante las primeras fases del ciclo de vida del producto. Por lo general, 
desde el inicio del proyecto de liberación del producto. Es importante para caracterizar 
la confiabilidad del proyecto a medida que avanza a través de sus etapas de diseño 
iniciales para que las especificaciones de confiabilidad sean recibidas hasta que el 
producto esté listo para su lanzamiento. Es necesario vigilar de cerca como la 
confiabilidad del producto crece y cambia a medida que el diseño del producto madura. 
 Pruebas a nivel de componente 
Aunque estas pueden continuar a través de la fase de desarrollo del producto, es muy 
probable que ocurra muy temprano. Esto puede deberse a la falta de disponibilidad de 
partes en las etapas tempranas del desarrollo del programa. Puede haber interés especial 
en el rendimiento de un componente específico si ha sido radicalmente rediseñado, o si 
hay una especificación de confiabilidad separada o individual para ese componente. 
 Pruebas a nivel de sistema 
Aunque los resultados de las pruebas a nivel de componente pueden ser usadas para 
caracterizar la confiabilidad del sistema completo, no sustituye las pruebas del sistema 
completo, particularmente si es así como se ha especificado la confiabilidad. Es decir, si 
las especificaciones técnicas establecen una meta de confiabilidad para un sistema 
específico o configuración de los componentes, los cuales deben ser probados para 
comparar el desempeño actual con el objetivo establecido. Aunque las pruebas 
tempranas a nivel de sistema de las unidades pueden ser difíciles de obtener, es 
aconsejable ejecutar pruebas de confiabilidad a nivel del sistema tan temprano como sea 
posible. Por lo menos, pruebas integrales a nivel de sistema deben realizarse 
inmediatamente antes del lanzamiento del producto para la fabricación, con el fin de 
verificar la confiabilidad del diseño. Durante las pruebas de confiabilidad a nivel de 
sistema, las unidades bajo prueba deberán ser de una población homogénea. 
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 Pruebas aceleradas y ambientales 
Pueden ser necesarias en algunos casos para instituir una serie de pruebas aplicadas al 
sistema en condiciones ambientales extremas, o con factores de estas, acelerado por 
encima de los niveles normales de uso. Puede ser que el producto normalmente no falle 
dentro de las limitaciones de tiempo de la prueba y necesita tener los factores de estrés 
acelerados a fin de obtener datos significativos dentro de un tiempo razonable. En 
otros casos puede ser razonable simular diferentes entornos operativos basados en 
donde el producto está destinado a su vendido y operado. Independientemente de la 
causa, pruebas como estas deben ser diseñadas, implementadas y analizadas con 
cuidado. Según la naturaleza de los factores de estrés acelerado, es fácil sacar 
conclusiones incorrectas de los resultados de estas pruebas. Una buena comprensión de 
las tensiones de aceleración adecuadas y los límites de diseño del producto es necesaria 
para poder aplicar una prueba significativa de confiabilidad acelerada. Por ejemplo, Uno 
no querrá diseñar una prueba acelerada que sobrecargue el producto y presentar modos 
de falla que normalmente no se presentan en el campo. Hay que tener cuidado al 
establecer este tipo de programa de pruebas de confiabilidad. 
 Pruebas de envío 
Aunque las pruebas de envío no necesariamente califican como pruebas de 
confiabilidad propiamente, estas o sus simulaciones deben ser un requisito previo a las 
pruebas de Confiabilidad. Como tal, puede ser útil incorporar las pruebas de envío 
junto con la prueba de confiabilidad normal. Por ejemplo, puede ser una buena idea 
someter las unidades de una prueba de confiabilidad de diseño final a una prueba no 
destructiva de envío antes de las pruebas reales de confiabilidad con el fin de simular 
mejor las condiciones de uso real. 
Pruebas de manufactura 
Las pruebas que van después de que un diseño de un producto ha sido lanzado para 
producción, generalmente tienden a medir más el proceso que el producto, bajo la 
suposición de que el diseño del producto lanzado es el definitivo y bueno. Sin embargo, 
este no es necesariamente el caso, como el de los cambios de diseño posteriores a la 
liberación o las adiciones de características que no son infrecuentes. No obstante, es 
posible obtener información útil de las pruebas tipo confiabilidad de fabricación sin 
diluir la información orientada al proceso.  
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 Pruebas de funcionalidad y de burn-in 
Este tipo de prueba cae generalmente en la categoría de verificación de 
funcionamiento. La mayoría de los productos procedentes de la línea de montaje se 
ponen en una prueba muy corta para verificar que están funcionando. En algunas 
situaciones se puede ejecutar durante un tiempo predeterminado "burn-in" con el fin de 
eliminar aquellas unidades que tendrían fallas tempranas en el campo. Aunque no es 
posible recolectar información detallada de este tipo de prueba. A la estructuración 
adecuada, estas pruebas pueden proporcionar una imagen bastante buena del 
comportamiento a temprana edad de confiabilidad del producto. 
 Prueba de postproducción extendida 
Este tipo de prueba generalmente se implementa poco después de la etapa de diseño 
del producto cuando ya se ha liberado a la etapa de producción. Esto es para poder 
evaluar los efectos del proceso de producción sobre la confiabilidad del producto. En 
muchos casos, las unidades de prueba que se someten a la prueba de confiabilidad antes 
del inicio de la producción real, están hechos a mano o se gastan cuidadosamente antes 
del comienzo de las pruebas de confiabilidad. Al replicar estas pruebas con las unidades 
de producción reales, se pueden identificar posibles problemas en el proceso de 
fabricación antes de que muchas unidades sean enviadas. 
 Verificación de cambios en el proceso / diseño 
Está tipo de prueba es similar a la anterior en que deben emular estrechamente las 
pruebas de verificación de confiabilidad que se realiza al final de la fase de diseño. Este 
tipo de pruebas se realizan a intervalos regulares durante la producción o 
inmediatamente después de un cambio de diseño posterior a la liberación o un cambio 
en el proceso de fabricación. Estos cambios pueden tener un efecto potencialmente 
grande sobre la confiabilidad del producto y estas pruebas deben ser de duración y 
tamaño de la muestra adecuadas para detectar tales cambios. 
Esto da solo una breve descripción de algunos de los aspectos de las pruebas de 
confiabilidad. Cuando se trata de diseñar y aplicar estas pruebas, la filosofía de que 
"más es mejor" es cierta ya que a más unidades en prueba, más unidades funcionarán 
hasta que fallen. Con estos datos, los resultados serán más precisos y con menor 
incertidumbre. Esto permitirá al Ingeniero hacer una mayor estimación del 
comportamiento del producto en la vida real. Sin embargo, solo hay una forma de 
categorizar el comportamiento real de un producto y que consiste en investigar la 
confiabilidad del producto en las manos de los usuarios. 
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3.2. Datos de campo [34], [35], [37] 
Mientras que las pruebas de confiabilidad son vitales para la implementación de un 
programa de confiabilidad, no es la única fuente de datos de confiabilidad del producto. 
De hecho, los datos recibidos  desde el campo son la verdadera medida de rendimiento 
del producto y están directamente ligados a los aspectos financieros de un producto. De 
hecho, una gran cantidad de datos de campo pueden estar más relacionados con las 
finanzas que con la confiabilidad. Sin embargo, dada la importancia del vínculo entre la 
confiabilidad y los ingresos, la información de confiabilidad adecuada puede ser 
recopilada a partir de los datos de campo. En muchos casos no es muy difícil adaptar 
los programas de recolección de datos de campo para incluir información que es 
directamente aplicable a los reportes de confiabilidad. 
Algunos de los datos de campo más frecuentes se examinan a continuación. Estas 
discusiones serán generales ya que cada organización tiene diferentes métodos para 
monitorear el funcionamiento de sus productos una vez que están en el campo. Sin 
embargo, las siguientes descripciones dan una buena visión general de como los 
diferentes tipos de datos de campo pueden ser recopilados y poner en práctica un 
programa de confiabilidad. 
3.2.1 Datos de ventas y pronósticos 
La información relacionada con las ventas y los pronósticos son datos de uso general 
necesarios como base para muchos otros análisis de datos de campo. Saber cuántas 
unidades se usan en cualquier período de tiempo determinado es absolutamente 
necesario para realizar cálculos orientados a la confiabilidad. Tener una información 
precisa del número de fallos en el campo es inútil si no hay una buena cifra para el 
número total de unidades en el campo en aquel momento. 
3.2.2 Datos de garantía 
Es una categoría de datos que puede o no incluir los otros tipos de datos de campo 
enumerados a continuación, y no contienen información suficiente para rastrear los 
datos de confiabilidad. Puesto que la mayoría de los sistemas de garantía está diseñada 
para rastrear las finanzas y no los datos de comportamiento, algunos tipos de datos de 
garantía pueden tener muy poco uso para propósitos de confiabilidad. Sin embargo, es 
posible reunir información de confiabilidad adecuada basada en las entradas de los 
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datos de garantía, si no los datos reales de garantía por sí mismos .Por lo menos, debe 
haber un grado de confianza con respecto al número de fallos o éxitos de garantía un 
período de tiempo determinado. Esto, junto con los datos de envío permitirá una 
aproximación burda de confiabilidad basada en el número de unidades que fallaron 
contra el número de unidades que operan en el campo en cualquier período de tiempo 
determinado. 
3.2.3 Datos de servicio en el campo 
Este tipo de datos está conectado con las llamadas de servicio en el campo cuando un 
técnico de reparación tiene que reparar físicamente un producto fallado. Esta es una 
poderosa fuente potencial de información de confiabilidad en el campo, si un sistema 
está en el sitio para reunir los datos necesarios durante la llamada de servicio. Sin 
embargo, el trabajo de los técnicos es el de restaurar el equipo del cliente a condiciones 
de funcionamiento lo más rápidamente posible y no necesariamente para realizar un 
análisis detallado de la falla. Esto puede conducir a una serie de problemas. Primero, el 
técnico de servicio puede no registrar la información necesaria para el análisis de la 
confiabilidad, tal como cuánto tiempo acumuló el producto antes del fallo. Segundo, el 
técnico se puede basar en el síntoma de la falla y reemplazar todas las piezas que 
pueden resultar en ese sistema en particular. Puede ser que solo una de las partes que 
fue sustituida en realidad había fallado, así que es necesario realizar un análisis de falla 
en todas las partes para determinar cuál era en realidad la causa de la falla del producto. 
Desafortunadamente, esto no siempre se hace y si se hace, las partes que no han tenido 
ningún problema con ellos, con frecuencia se devolverá al servicio en el campo. Esto 
puede conducir a otra fuente potencial de errores en los datos de servicio de campo, 
cuando partes usadas con cantidades desconocidas de tiempo acumulado y daño 
pueden usarse como partes de reemplazo en las subsecuentes llamadas de servicio. Esto 
hace difícil el seguimiento y caracterización de la confiabilidad en el campo. Desde el 
punto de vista de la confiabilidad, siempre es mejor registrar la información de fallas 
necesaria y usar unidades nuevas cuando se estén reemplazando partes. 
3.2.4 Datos de soporte del cliente 
Este tipo de datos proviene de los servicios de soporte telefónico al cliente cuando 
este llama para reportar un producto fallado. En algunos casos, puede ser posible 
solucionar el problema del cliente por teléfono o diagnosticar adecuadamente la causa 
del problema para que una pieza de recambio pueda enviarse directamente al cliente sin 
tener que recurrir a un servicio técnico con visita al sitio. Se podría esperar que los 
datos de servicio de campo y apoyo al cliente residen en la misma base de datos, pero 
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este no es siempre el caso. Independientemente de la ubicación, los datos de soporte al 
cliente siempre deben ser examinados con cuidado puesto que los datos no siempre 
reflejan problemas reales con el producto. Muchas llamadas de soporte al cliente 
pueden referirse a problemas de uso o incapacidad para usar correctamente el producto 
y realmente no hay fallo alguno, esto es debido fundamentalmente al poco 
entendimiento del manual por parte del cliente o a un problema de redacción del 
manual. Esto porque a pesar de que el producto funcione a la perfección, los clientes 
tienen dificultades para operar el producto. Este es un buen ejemplo de una de las 
fuentes de desconexión entre los datos de confiabilidad en casa y los datos de 
confiabilidad en el campo. 
3.2.5 Datos de análisis de falla / Piezas devueltas 
Las piezas o sistemas averiados a veces se devuelven para un análisis más detallado de 
la falla y que puede ser proporcionado por el servicio técnico en el campo. Estos datos 
son más detallados y son más útiles para los Ingenieros de diseño o de procesos que a 
los Ingenieros de confiabilidad. Sin embargo, todavía es una fuente importante de 
información sobre el comportamiento de la confiabilidad del producto. Es necesario 
que todas las partes devueltas sean analizadas para determinar la verdadera causa de la 
falla. Los resultados de los análisis de falla deberán estar vinculados a los registros de 
servicio de campo con el fin de proporcionar una imagen completa de la naturaleza de 
la falla. En muchos casos, esto no ocurre o no se analizan las partes devueltas de 
manera oportuna. En el campo, el rendimiento que experimenta el cliente es el árbitro 
final de la confiabilidad del producto.  
 
3.3. Recolección de los datos [17], [36], [31] 
La recolección de los datos es el marco de referencia para un buen programa de 
Ingeniería de Confiabilidad. Es necesario tener un sistema comprensivo y exacto de 
datos de registro relativos al comportamiento de la confiabilidad del producto, con el 
fin de ser capaces de producir informes de confiabilidad significativos, exactos y 
completos. Aunque la naturaleza del sistema de recolección de datos será diferente 
según el tipo de datos que se recogen, tiene que haber un cierto número de elementos 
comunes en el tipo de datos recolectados y la forma como la información se registra. 
Esto es necesario para proporcionar la continuidad esencial para el desarrollo de una 
evaluación precisa de la confiabilidad desde el nacimiento hasta la muerte del producto.  
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Siempre que sea posible, se deben emplear computadoras en la recolección y registro 
de los datos. Por supuesto, el método de recolección de datos puede variar con el 
producto bajo consideración, pero teniendo en cuenta la disminución del costo y el 
aumento de los sistemas informáticos, no debería ser muy difícil establecer un sistema 
computarizado de recolección de datos disminuyendo aún más el potencial de errores 
de registro de datos. 
3.3.1 Recolección de datos de prueba en casa 
Uno de los aspectos más importantes de la creación de un programa de pruebas de 
confiabilidad en la Empresa radica en tener ciertos elementos comunes que se 
extienden por los diferentes tipos de pruebas. Esto se puede facilitar en gran medida 
por un grado de uniformidad en el proceso de recolección de datos,  al contar con un 
grupo de tipos de datos que se obtienen en cada prueba que se lleva a cabo, es más fácil 
llevar a acabo análisis similares a través de una variedad de diferentes tipos de pruebas . 
Esto conduce a una buena continuidad en el análisis y presentación de informes que se 
beneficiarán del programa de confiabilidad y toda la organización de la prueba. 
El método de recolección de datos será deferente de un producto a otro, dependiendo 
de si es posible usar una interfaz de computador para operar el producto durante la 
prueba y registrar automáticamente los resultados de la prueba, independientemente del 
método empleado en la ejecución de dicha prueba, siempre es posible y aconsejable el 
uso de un sistema de base de datos y ayuda mucho en el proceso de presentación de 
informes. Con una gestión adecuada es posible automatizar el proceso de presentación 
de dato usando la información de la base de datos. La supervisión humana es necesaria 
al analizar los datos de cualquier tipo, pero el uso adecuado de la estructuración de la 
base de datos y la manipulación puede hacer el trabajo del Ingeniero de confiabilidad  
mucho más fácil. 
En la creación de un sistema de base de datos para la recogida de los datos de las 
pruebas de confiabilidad en casa, hay un número mínimo de tipos de datos que deben 
incluirse en la estructura de la base de datos. Para la recolección de datos de 
confiabilidad en casa, se recomienda tener al menos 3 bases de datos relacionados que 
aparecen a continuación: 
Registro de la prueba 
El registro de la prueba contiene información detallada sobre las pruebas que realizan 
a los productos. La estructura de la base de datos variará dependiendo de los 
procedimientos de prueba y del tipo de productos para los cuales se están capturando 
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los datos. Si el producto requiere una prueba en la que las unidades de prueba están 
activas y operan hasta que fallan o el tiempo de la prueba expira, el registro de la prueba 
será muy simple. Sin embargo, si el producto requiere de diferentes insumos con el fin 
de realizar correctamente la prueba, el registro debe ser lo suficientemente detallado 
para registrar toda la información pertinente. Una lista detallada de campos para el 
registro de la prueba incluye: 
 Número de la transacción:  
Es un código de identificación único para la entrada del registro de la prueba. 
 Fecha de inicio de la prueba: 
La fecha en la que comienza la prueba. 
 Hora de inicio de la prueba: 
Tiempo exacto en el que comienza la prueba. 
 Nombre de la prueba: 
Es la identificación del registro de la prueba. 
 Paso o fase de la prueba: 
Si la prueba se ejecuta en una serie de etapas o pasos con diferentes entradas, este 
campo debe proporcionar una descripción del segmento de la prueba que se está 
ejecutando.  
Por ejemplo paso 2, alta temperatura, etc. 
 Entradas de la prueba: 
Descubre las untadas de la prueba en cada etapa o paso. Dependiendo de la naturaleza 
del producto y de la prueba puede ser necesario crear un registro separado para los 
pasos y las entradas de las pruebas específicas con el fin de mantener el registro de la 
prueba y evitar el desorden. 
 Observaciones del operador: 
Son comentarios específicos respecto a la prueba y que pueden ser útiles para realizar 
análisis posteriores. 
 Desviaciones: 
Son breves descripciones de las desviaciones con respecto al plan original de la prueba. 
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Registro de la falla 
El registro de la falta es donde residirá la mayor parte de la información importante 
para la generación de resultados de confiabilidad. Se debe tener cuidado en la 
construcción de la base de datos con el fin de que toda la información pertinente sea 
recolectada cada vez que ocurra un fallo. Al mismo tiempo, no debería tener tantos 
campos que hagan difícil el mango cuando se lleve a cabo un análisis de confiabilidad. 
Esto puede ralentizar el proceso total de prueba si una gran cantidad de información 
muy minuciosa tiene que ser registrada. El desarrollo de un método para automatizar el 
proceso de recolección de datos consiste en aliviar este problema, pero esto no siempre 
es posible. Una lista sugerida de los campos para el registro de las fallas incluye: 
 Número de transacción: 
Es un código de identificación único para la entrada de registro de la falla. 
 Registro de la prueba de referencia cruzada: 
El número de transacción para la entrada del registro de la prueba que corresponde a 
la prueba en la que ocurrió la falla. 
 Registro del servicio de referencia cruzada: 
El número de transacción para la entrada del registro del servicio más reciente. 
 Fecha del fallo: 
Fecha en la cual se produjo la falla. 
 Tipo de falla: 
Describe el tipo de falla encontrada sobre todo si se está usando un sistema de varios 
niveles de clasificación del fallo. 
 Fase de la prueba: 
Etapa o paso de la prueba cuando se produjo el fallo. Esto puede ser una referencia 
cruzada a las pruebas apropiadas o de registro de entada. 
 Código del síntoma: 
El síntoma observado por el operador cuando se produjo la falla. El código del 
síntoma puede ser reticulado a un código de falla preliminar. 
 Código del fallo: 
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Describe el modo real de la falla. Un código de falla preliminar se puede generar en 
base al código de los síntomas pero un Ingeniero que analiza las fallas debe hacer la 
disposición final del código de la falla. 
 Parte ID fallada: 
Describe la parte o partes que causaron la falla. Si es posible el número de serie de las 
piezas defectuosas debe incluirse como un campo separado. 
 Resolución: 
En este campo se describen las medidas que fueron tomadas para restaurar al estado 
de funcionamiento de la unidad que ha fallado. Este campo debería ser reticulado para 
el registro del servicio. 
 Observaciones: 
Son comentarios específicos sobre el fallo y que pueden ser útiles cuando se realizan 
análisis posteriores. 
Registro del servicio 
El propósito del registro del servicio es rastrear y registrar las acciones del servicio o 
modificaciones realizadas a las unidades de prueba. Es importante llevar unos registros 
concisos de las acciones de servicio realizados en unidades de prueba, porque incluso 
una pequeña modificación o reparación puede potencialmente tener un gran efecto en 
el rendimiento de las unidades de prueba. Al exigir que los Técnicos de servicio e 
Ingenieros usen un registro de servicio cada vez que trabajan en una unidad de prueba, 
se reducirá al mínimo la cantidad de retoques no oficiales del sistema, lo que reduce los 
cambios inexplicados en el funcionamiento de la unidad de prueba. Una entrada de 
registro de servicio debe hacerse cada vez que una unidad de prueba es instalada o 
actualizada. Una lista sugerida de los campos para el registro del servicio incluye: 
 Número de transacción: 
Un código de identificación único para la entrada de registro del servicio. 
 Registro de la prueba de referencia cruzada: 
El número de transacción para la entrada del registro de la prueba que corresponde a 
la prueba durante la cual se llevó a cabo el servicio. 
 Fecha del servicio: 
Fecha en la que se realizó el servicio. 
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 Tiempo del servicio: 
Hora en la que se realizó el servicio. 
 Identificador de la versión actual: 
Identifica el nivel de revisión o diseño de la unidad de prueba después de realizar el 
servicio. Este será el mismo que el identificado de versión actual a menos que el 
servicio realiza actualizaciones de la unidad de prueba al siguiente nivel. 
 Tipo de servicio: 
Describe el servicio realizado. 
 Parte modificada y/o reemplazada: 
Una descripción/número de serie de la parte modificada o reemplazada durante la 
acción de servicio. 
 Observaciones: 
Comentarios específicos relativos a la acción de servicio que pueden ser útiles para 
realizar análisis subsecuentes. 
 
3.4. Toma de muestra de datos 
La muestra de datos aleatoria y representativa puede tomarse: 
a. Observando el proceso de las fallas en la población de N componentes hasta que se 
registren n fallas. En este caso, no se sabe cuál será el tiempo del estudio T. 
b. Observando el proceso de fallas en la población de N componentes durante un 
período T. En este caso no se sabe cuál es el tamaño de la muestra n. 
En ambos casos, es importante conocer el error de estimación que existe para el 
tamaño de la muestra n. 
 
3.5. Clasificación de los datos de vida (o de falla) [38] 
Los modelos estadísticos para análisis de confiabilidad y hacer predicciones dependen 
de los datos. En los análisis de datos de vida, los modelos son distribuciones 
estadísticas y los datos son de vida o de falla del producto. La exactitud de cualquier 
predicción es directamente a la calidad, exactitud e integridad de los datos 
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suministrados. Buenos datos, junto con la elección del modelo apropiado resulta en 
buenas predicciones.  
En el análisis de datos de vida, se requiere usar todos los datos disponibles que 
algunas veces son incompletos o incluyen incertidumbres así como cuando ha ocurrido 
una falla. Los datos de vida o de falla pueden por lo tanto, separarse en 2 tipos: 
3.5.1 Datos completos 
Significa que toda la información está disponible y el valor de cada muestra de cada 
unidades observada y/o conocida. En el análisis de estos datos de vida, el conjunto de 
datos (que es completo), estaría compuesto por los tiempos a falta de todas las unidades 
de la muestra. 
Datos completos con tiempos de puesta en servicio diferentes (no simultáneos) 
Tal como se muestra en la figura 3.1, cada tiempo a falta TAF se mide con respecto al 
instante en el cual el componente fallado fue puesto en servicio estando nuevo. Es 
decir, no es necesario que todos los componentes se pongan a operar en el mismo 
instante de tiempo. 
 
Figura 3. 1: Muestra de tiempos a falla con tiempos de puesta en servicio diferentes 
 
 
Datos completos con tiempos de puesta en servicio o de arranque simultáneos 
Si n unidades arrancan a operar simultáneamente, son probadas, todas ellas fallaron y 
sus tiempos a falla fueron registrados, se tendrá la información completa así como el 
tiempo de cada falla en la muestra. La figura 3,2, ilustra esta situación. 
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Figura 3. 2: Datos completos para componentes que inician operación simultáneamente 
 
En la práctica, es usual que la muestra de datos se tome de registros operativos y en 
muchas ocasiones aparecen los siguientes problemas: 
a. Se tiene un registro de n fallas ocurridas en el período T, pero no se tienen los 
tiempos a falla de cada uno de los componentes que fallaron. 
b. Se tiene el registro del instante en que n componentes fallaron en un período T, 
pero no se conoce el instante en el que estos componentes fueron puestos al 
servicio. 
c. Se tienen los tiempos a falla de n componentes que fallaron en un período T pero 
no se conoce el tamaño de la población de componentes que estaba en servicio en 
ese período. 
En los casos a y b, no se puede hallar el modelo de confiabilidad del componente, 
solo se pueden encontrar índices estadísticos de confiabilidad. En el caso c, se puede 
hallar el modelo de confiabilidad del componente y los índices estadísticos de 
confiabilidad, pero no se puede establecer si esta muestra es representativa ni el error de 
estimación al utilizarla. 
3.5.2 Datos censurados 
En muchos casos, representan situaciones reales de confiabilidad en donde no todas 
las unidades de la muestra pueden no haber fallado (es decir, el evento de interés no fue 
observado) o los tiempos a falla exactos de todas las unidades no son conocidas. Este 
tipo de datos es comúnmente llamado "datos censurados". Existen los siguientes tipos 
de posibles esquemas de censura: 
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Datos con censurado simple tipo I (a la derecha) 
La figura 3.3 muestra las condiciones que presentan este tipo de datos. Aquí la prueba 
se detiene en un tiempo T predeterminado. Los datos se llaman de censurado simple 
porque todos los sobrevivientes se quitan de la prueba al mismo tiempo. Los datos de 
censurado simple tipo I con frecuencia se refieren como datos censurados por el 
tiempo o truncados por el tiempo. 
 
Figura 3. 3: Datos con censurado simple tipo I (datos suspendidos) 
 
 
Censurado simple tipo II (a la derecha) 
La figura 3.4 muestra las circunstancias bajo las cuales aparecen este tipo de datos. La 
prueba es detenida tan pronto como ocurra un número predeterminado de fallas. Todas 
las unidades sobrevivientes tienen los mismos tiempos de sobrevivencia y son iguales al 
tiempo de falla de la última falla. Los tiempos de censurado simple Tipo II son 
llamados simplemente "datos censurados por falla" o "datos truncados por falla". 
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Figura 3. 4: Datos con censurado simple tipo II (datos suspendidos) 
 
 
Datos con censurado múltiple (a la derecha) 
Se caracterizan por las unidades sobrevivientes que tienen diferentes tiempos de 
sobrevivencia. Tales datos pueden aparecer por diferentes situaciones. La figura 3.5 
muestra un ejemplo en el cual las unidades 1,2 y 3 fueron vendidas al cliente 1 y cuando 
se reportó la falla en la unidad 1 las unidades 2 y 3 estaban trabajando. Las unidades 4, 
5 y 6 fueron vendidas al cliente 2 y cuando se reportó la falla de la unidad 4, las 
unidades 5 y 6 estaban trabajando. 
 
Figura 3. 5: Datos con censurado múltiple 
 
En la figura 3.6 se muestra otro caso de datos con censura múltiple en donde por 
ejemplo, de 6 unidades puestas a prueba, 3 fallaron en tiempos diferentes, pero para las 
otras 3 los dispositivos de prueba fallaron antes de que fallaran las unidades . Así que 
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las unidades tuvieron que retirarse de la prueba en diferentes tiempos cuando los 
dispositivos fallaron. Existen muchas otras situaciones en las cuales aparecen los datos 
multicensurados. Los métodos de análisis para tales datos, así como también para datos 
de censurado simple, incluirán la información de aquellas unidades que no fallaron 
porque estaban funcionando en el momento en que tenían que retirarse de la prueba. 
Tal información agrega usualmente precisión o confianza en los resultados. 
 
Figura 3. 6: Datos con censurado múltiple 
 
Datos con intervalo censurado 
Estos datos reflejan la incertidumbre así como los tiempos exactos de las unidades 
falladas dentro del intervalo. Este tipo de datos frecuentemente viene de pruebas o 
situaciones donde los objetos de interés no son constantemente monitoreados. Por 
ejemplo, si  se está ejecutando una prueba sobre 5 unidades e inspeccionándolas cada 
100 horas para encontrar que la unidad ya no funciona; a continuación, la única 
información que se tiene es que la unidad ha fallado en algún punto en el intervalo 
entre 100 y 200 horas. La figura 3.7 ilustra esta situación. 
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Figura 3. 7: Datos con intervalo censurado 
 
Generalmente se recomienda evitar datos con intervalo censurado ya que estos son 
menos informativos comparados con los datos completos. Sin embargo, existen casos 
donde los datos del intervalo no están disponibles debido a la naturaleza del producto, 
a la prueba y al equipo de prueba. En estos casos, se debe tener cuidado al establecer 
los intervalos de inspección para que estos sean lo suficientemente cortos para observar 
el espaciamiento de las fallas. Por ejemplo, Si el intervalo de la inspección es demasiado 
largo, todas las unidades en la prueba pueden fallar dentro del intervalo y así la 
distribución de no falta puede ser obtenida. 
Datos censurados a la izquierda 
En este caso, un tiempo de falla es solamente conocido antes de cierto tiempo. Por 
ejemplo, se puede conocer que una cierta unidad falló algún tiempo antes de 100 horas 
pero no exactamente cuándo. En otras palabras, pudo haber fallado en  cualquier 
tiempo entre 0 y 100 horas. Esto es idéntico a los datos de intervalo censurado en el 
cual el tiempo de arranque para el intervalo es 0. Esta situación se observa en la figura 
3.8. 
Figura 3. 8: Datos censurados a la izquierda 
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3.5.3 Datos agrupados 
Los datos pueden ser entrados individualmente o en grupos. El análisis de datos 
agrupados es usado para pruebas en los que los grupos de unidades poseen el mismo 
tiempo a falla o en el cual los grupos de unidades fueron suspendidos al mismo tiempo. 
Es recomendable entrar datos redundantes en grupos.  
 
3.6. Conclusiones del capítulo 
Este capítulo permitió dar claridad al lector sobre los diferentes aspectos a tener en 
cuenta durante la recolección, tabulación, y tratamiento de los datos de fallos para 
garantizar un efectivo análisis estadístico que permita hacer un pronóstico más certero y 
real sobre el comportamiento futuro de un sistema, basado en el análisis de los datos 
tomados. El éxito que se pueda obtener finalmente depende de la calidad de los datos y 
de un sistema que permita tomar datos confiables. En el siguiente capítulo, se  tratará lo 
relacionado con los componentes no reparables. 
  
 
  
 
 
CAPÍTULO 4 
 
COMPONENTES NO REPARABLES 
 
 
     
 
Este capítulo contempla los aspectos más importantes para el tratamiento de datos de falla de 
componentes que se consideran no reparables. Es claro que a medida que transcurre el tiempo, 
una gran cantidad de componentes se suman a la lista de no reparables, ya sea por integración 
de componentes o porque los procesos de manufactura hace que sea más económico el remplazo 
total del componente que la misma reparación. 
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4. COMPONENTES NO REPARABLES 
 
 
4.1. Generalidades 
4.1.1 Definición 
Se definen como elemento o ítem o componente o equipo o dispositivo o mecanismo 
o subsistema no reparable aquel cuya condición operativa no puede ser restaurada 
después de una falla. Su vida termina con una única falla y debe por lo tanto, ser 
reemplazado. La mayoría de los componentes eléctricos (como las bombillas eléctricas), 
son considerados NO REPARABLES. Sin embargo, es importante destacar que 
cualquier equipo es reparable, pero hay que tener en cuenta si es o no económico 
hacerlo. 
4.1.2 Políticas de mantenimiento 
La política o estrategia de mantenimiento y/o reparación indica cómo se puede 
clasificar un equipo o componente o sistema. Si la política de mantenimiento es 
reemplazar después de la falla. Se clasificará como no reparable. Si por el contrario, la 
política es reparar o reinstalar después de la falla, se clasificará como reparable. 
Adicionalmente, para clasificar componentes, equipos o sistemas debe tenerse en 
cuenta el volumen de control y el contexto operacional específico al cual se hace 
referencia. 
4.1.3 Las distribuciones de probabilidad 
Los tiempos a falla obedecen a una distribución de probabilidad que puede o no ser 
conocida y que describe la probabilidad de que un componente falle dentro de cierto 
tiempo especificado o sobreviva más allá de ese tiempo. Las distribuciones continuas 
(Exponencial, Weibull y Gumbel) representan variables aleatorias que pueden asumir 
un infinito número de valores aunque dentro de un rango finito, mientras que las 
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distribuciones discretas (Binomial y Poisson) representan variables aleatorias que 
pueden asumir solo ciertos valores discretos. 
 
4.2. Modelo de dos estados [4], [12] 
El modelo de confiabilidad elemental para componentes, equipos y sistemas no 
reparables es el de dos estados que se muestra en la figura 4.1, también se muestra la 
secuencia operativa del componente, equipo o sistema. La transición del estado 
"bueno" al estado "fallado" ocurre en un tiempo para falla aleatorio TTF (tiempo a 
falla), el cual indica cuanto vive el componente. 
 
 
Figura 4. 1: Diagrama de dos estados de un componente no reparable y su secuencia operativa en el 
tiempo 
 
 
La variable t representa el tiempo de operación del componente. En tiempo cero, el 
componente entra en servicio estando bueno  y nuevo. En tiempo infinito, el 
componente habrá fallado. t es el período de tiempo referenciado respecto a cero, no es 
un instante de tiempo. La falla de un solo componente no reparable da: 
 Un dato de tiempo para falla. 
 El registro de que ocurrió una falla en un período de observación dado T, sin que 
necesariamente se haya registrado el tiempo para falla del componente. 
De tal manera que no es posible medir  modelar la confiabilidad de un solo 
componente no reparable. Es por esta razón que se requiere una muestra aleatoria 
representativa de tiempos para falla tomada de una población con N componentes 
idénticos objeto de estudio y en la cual n componentes fallaron. A esta muestra es 
posible hallarle el modelo de confiabilidad y los índices correspondientes. El modelo de 
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confiabilidad del componente no reparable es la función de distribución acumulativa de 
fallas Q(t) o la correspondiente función de densidad de probabilidad f (t). 
 
4.3. Construcción del modelo probabilístico [12] 
Para hallar el modelo de confiabilidad de un componente no reparable es necesario: 
a. Obtener la muestra de datos 
b. Realizar la prueba de aleatoriedad. 
c. Realizar la prueba de tendencia. 
d. Realizar la prueba de independencia. 
e. Realizar la prueba de bondad de ajuste a una distribución seleccionada. 
f. Encontrar el modelo probabilístico adecuado. 
Los literales b, c y d se pueden hallar por medio de pruebas estadísticas del análisis de 
las condiciones bajo las cuales se desarrolla el proceso de fallas de los componentes no 
reparables. En la práctica solo se requiere la prueba de bondad de ajuste puesto que: 
 Los TTF son de naturaleza aleatoria. 
 La falla de un componente es independiente de la falla de los otros componentes. 
 Si los componentes bajo estudio son idénticos, tienen la misma distribución de 
probabilidad (homogéneos) 
Es importante tener en cuenta que cuando se aplican las pruebas para aleatoriedad, 
tendencia e independencia sobre una muestra de tiempos a falla referenciados a un 
mismo origen, dichas pruebas fallan porque los datos aparecen cronológicamente 
ordenados en forma creciente. Así, en este caso un procedimiento a seguir antes de 
aplicar estas pruebas es: 
 Obtener los tiempos interarribo de fallas TBF como se muestra en la figura 4.2. 
 Aplicar a la muestra de tiempos interarribo de fallas las pruebas de aleatoriedad, 
tendencia e independencia. Para estas pruebas es necesario conservar el orden 
cronológico de los datos. 
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Figura 4. 2: Cálculo de los tiempos interarribo de fallas 
 
La muestra de los tiempos interarribo de fallas también permite estudiar el proceso de 
llegada de fallas a la población de componentes no reparables. El tiempo medio a fallas 
es: 
   (4.1) 
y el tiempo medio entre fallas es: 
   (4.2) 
La muestra de tiempos interarribo de fallas se puede ajustar a un modelo puntual en 
función de intensidad que represente el arribo de las fallas a la población de 
componentes no reparables, el cual representa el arribo de las fallas a la población de 
componentes no reparables. Este tipo de modelamiento es de especial interés cuando: 
 Se tiene una población muy grande de componentes no reparables, por lo cual el 
proceso de llegada a fallas es infinito. 
 Se tiene una población finita de componentes no reparables y se quiere comparar la 
intensidad de llegada de fallas con la tasa de fallas de los componentes. 
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4.4. Modelo de confiabilidad de un componente no reparable 
[3], [15] 
4.4.1 Terminología 
El modelo de confiabilidad del componente no reparable se define mediante: 
La función de distribución de probabilidad acumulativa del tiempo para la falla. 
Q (t) 
 
Q(t)= Pr(TTF £ t)    (4.3) 
 
donde Q(0)= Pr(TTF £ 0)= 0  
 Q(¥)= Pr(TTF £ 0)=1 
La función de distribución acumulativa se incrementa desde 0 hasta 1 a medida que la 
variable aleatoria aumenta desde el valor más pequeño hasta el más grande. Esta 
función se incrementa en pasos discontinuos para variables aleatorias discretas y como 
una curva continua para variables aleatorias continuas. 
En la evaluación de la confiabilidad, la variable aleatoria con frecuencia es el 
TIEMPO. Si a t=0 el componente se sabe que está operando, luego su Pr (falla en t= 
0)= 0 y a medida que t tiende a infinito, la Pr (falla) = 1. 
Como es cierto que el componente o sistema fallará dado que el tiempo de exposición 
a la falla es suficientemente grande, el complemento es la función de sobrevivencia R 
(t), así que 
 
R(t)+Q(t)=1    (4.4) 
La función de densidad de probabilidad del tiempo para la falla. f(t) 
En la evaluación de confiabilidad, la derivada de la función acumulativa de falla Q (t), 
da una función que es equivalente a la función de densidad de falla f (t). 
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f (t) =
dQ(t)
dt
=
d(1- R(t))
dt
= -
dR(t)
dt
o Q(t) = f (t)dt
0
t
ò y R(t) = 1- f (t)dtt
¥
ò
 (4.5) 
El área total bajo la función de densidad de falla debe ser 1 y por lo tanto, 
R(t) = f (t)dt
t
¥
ò     (4.6) 
En el caso de variables aleatorias discretas, las integrales en las ecuaciones anteriores 
son reemplazadas por sumatoria. Una función de densidad de falla hipotética se 
muestra en la figura 4.3. 
 
Figura 4. 3: Grafico para ƒ(t). 
 
 
El valor esperado del tiempo para la falla del componente. E (TTF) 
También es conocido como vida media esperada. 
E(TTF) = tf (t)dt
0
¥
ò     (4.7) 
El valor esperado es un pronóstico sobre cuanto vivirá el componente no reparable, 
no es el valor más probable ni el más frecuente. 
La varianza del tiempo para la falla del componente. Var (TTF) 
La varianza está dada por: 
Var(TTF) = t -E(t)[ ]
2
f (t)dt
0
¥
ò    (4.8) 
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La varianza indica cuanto se desviarán los tiempos para falla con respecto al valor 
esperado. Es decir, indica lo acertado o pobre del pronóstico dado por el valor 
esperado. 
La confiabilidad del componente no reparable. R (t) 
Se define la confiabilidad como la probabilidad de sobrevivir a un tiempo dado. 
R(t) =1-Q(t) = Pr(TTF > t)
R(0) = Pr(TTF < 0) =1
R(¥) = Pr(TTF > ¥) = 0
    (4.9) 
El modelo probabilístico obtenido corresponde a un componente medio (o típico) 
que representa a cualquiera de los componentes de la población. 
Relación entre las funciones. Q(t) y f(t) 
Esta relación también puede expresarse de la siguiente forma: 
f (t) = lim
Dt®¥
Q(t + Dt)-Q(t)
Dt
=
Pr t <TTF £ (t + Dt)[ ]
Dt
  (4.10) 
De donde se obtiene que 
Pr t <TTF £ (t +Dt)[ ] » f (t)Dt    (4.11) 
 
4.5. Tasa de fallas (o de riesgo) [31], [31]  
En términos de falla, la tasa de riesgo es una medida de la velocidad a la cual ocurre la 
falla. Sin embargo, no es simplemente el número de fallas que ocurren en un período 
dado de tiempo ya que esto depende del tamaño de la muestra que está siendo 
considerada. La tasa de riesgo depende del número de fallas en un período de tiempo 
dado y del número de componentes expuestos a la falla. Por lo tanto, 
l(t) =
numero de fallas por unidad de tiempo
numero de componentes expuestos a la falla
  (4.12) 
Considerar que a un componente no reparable que ha operado hasta un tiempo t se 
requiere conocer cuál es la probabilidad de que falle en un período subsiguiente Dt . Sea 
A el evento de que el componente falle en Dt  y B el evento de que sobreviva hasta t. 
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Pr B[ ] = Pr TTF > t[ ] = 1-Pr TTF £ t[ ] = 1-Q(t) = R(t)
Pr AÇB[ ] = Pr t £TTF £ (t + Dt)[ ] =Q(t + Dt)-Q(t) = R(t)-T(t + Dt)
Pr A / B[ ] = Pr t <TTF £ (t + Dt) /TTF > t[ ]
Pr A / B[ ] =
Pr AÇB[ ]
Pr B[ ]
=
Q(t + Dt)-Q(t)
1-Q(t)
=
R(t)- R(t + Dt)
R(t)
 (4.13) 
Dividiendo esta probabilidad condicional por Dt  y haciendo Dt ® 0. 
l(t) = lim
Dt®0
Pr A / B[ ]
Dt
= lim
Dt®0
Pr t <TTF £ (t + Dt) /TTF > t[ ]
Dt
 (4.14) 
l(t) = lim
Dt®0
Q(t + Dt)-Q(t)
Dt
1
1-Q(t)
   (4.15) 
Nótese que: 
Pr t <TTF £ (t +Dt) /TTF > t[ ] » l(t)D(t)  (4.16) 
 
4.6. Deducción de las funciones generales de confiabilidad [3], 
[5] 
Considerar el caso en el cual un número fijo Na de componentes idénticos son 
sometidos a prueba en el tiempo t= 0. Después de un tiempo t se tienen: 
Ns(t)= Número de componentes que sobreviven en el tiempo t. 
Nf(t)= Número de componentes que fallan en el tiempo t. 
De tal manera que 
N0 = NS(t)+N f (t)    (4.17) 
4.6.1 Función de confiabilidad 
En cualquier tiempo t, la confiabilidad o función de sobrevivencia está dada por: 
R(t) =
NS(t)
N0
=
N0 - N f (t)
N0
=1-
N f (t)
N0
=1-Q(t)  (4.18) 
R (t) es la probabilidad de que el componente sobreviva al intervalo (0, t). Aumentando 
el tiempo, el número de componentes funcionando no disminuye. Como consecuencia, 
la función de confiabilidad disminuye. 
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4.6.2 Función de desconfiabilidad 
Similarmente, la probabilidad de falla o distribución acumulativa de falta es: 
Q(t) =
N f (t)
N0
=
N0 -NS(t)
N0
=1-
NS(t)
N0
=1-R(t)  (4.19) 
Q (t) es la probabilidad de que un componente no sobreviva al intervalo (0, t). 
4.6.3 Ritmo de decaimiento 
Recordando que 
R(t) =1-Q(t) =1-
N f (t)
N0
    (4.20) 
Y derivando se tiene que: 
dR(t)
dt
= -
dQ(t)
dt
=
1
N0
dN f (t)
dt
   (4.21) 
Y por lo tanto, 
dN f (t)
dt
= -N0
dR(t)
dt
    (4.22) 
El primer miembro de esta ecuación se puede interpretar como el número de 
componentes que sufren daños durante el intervalo de tiempo dt, comprendido entre t y 
t+dt que equivale a la velocidad de daño del componente en el tiempo t. 
4.6.4 Función De Densidad De Probabilidad 
A medida que dt® 0 , luego, de la ecuación (4.5), se concluye que: 
f (t) =
1
N0
dN f (t)
dt
    (4.23) 
4.6.5 Función de tasa de riesgo 
Es también llamada tasa de daño o tasa de fallas. Considerando la ecuación (4.13), la 
ecuación (4.23) da el valor de la tasa de riesgo cuando el número de componentes 
expuestos a la falta es No; es decir, cuando t=0. Por lo tanto, la función de densidad de 
falla y la tasa de riesgo son idénticas en t=0 pero solamente en ese tiempo. 
De la ecuación (4.23), la expresión general para la tasa de riesgo en el tiempo t es: 
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l(t) =
1
NS(t)
dN f (t)
dt
=
N0
N0
1
NS(t)
dN f (t)
dt
l(t) =
N0
NS(t)
1
N0
dN f (t)
dt
=
1
R(t)
f (t) =
f (t)
R(t)
   (4.24) 
Lo cual de la ecuación (4.5), da: 
l(t) =
1
R(t)
dR(t)
dt
    (4.25) 
La tasa de riesgo es una función condicional de la función de densidad de falla. En 
términos físicos, esta relación significa que la función de densidad de falla permite 
evaluar la probabilidad de falla en cualquier período de tiempo futuro mientras que la 
tasa de riesgo permite evaluar la probabilidad de falla en el próximo período de tiempo 
dado que ha sobrevivido un tiempo t. 
Matemáticamente, la relación entre l(t) y f (t) puede describirse para tiempos mayores 
que t así: 
l(t) =
f (t)
f (t)dt
0
¥
ò
    (4.26) 
Como: 
R(t) = f (t)dt
0
¥
ò     (4.27) 
Luego, 
l(t) =
f (t)
R(t)
    (4.28) 
4.6.6 Fórmula matemática para la confiabilidad 
De la ecuación: 
l(t) = -
1
R(t)
dR(t)
dt
    (4.29) 
-l(t)dt =
1
R(t)
dR(t)     (4.30) 
Integrando a ambos lados: 
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-l(t)dt
0
t
ò =
1
R(t)
dR(t)
1
R(t )
ò
lnR(t) = -l(t)dt
0
t
ò
R(t) = e
- l (t )dt
0
t
ò
   (4.31) 
Para el caso especial en el cual l(t) = l  (constante), la ecuación (4.31) queda: 
R(t) = e-lt      
            (4.32) 
Este caso especial es conocido como DISTRIBUCION EXPONENCIAL. 
Algunos errores de concepto con respecto a la tasa de riesgo o de fallas de un 
componente no reparable son: 
a. l(t) no es una tasa de ocurrencia de eventos ya que un componente no reparable 
no puede soportar varias fallas. 
b. l(t) no es una probabilidad pues no es adimensional y sus valores pueden superar 
el valor de 1.0 en magnitud. 
La tasa de fallas se refiere a lo susceptible que puede volverse el componente a la falla 
conforme pasa más tiempo en operación. Así, l(t) indica su estado de confiabilidad: 
deterioro, mejora o período de vida útil. 
4.6.7 Ejemplo 4.1 (Para ilustrar las funciones de confiabilidad) 
Mil pequeños motores idénticos fueron puestos en funcionamiento. A medida que 
tuvieron el primer desperfecto (falla) fueron retirados de la experimentación. Se decidió 
detener los ensayos cuando el último de ellos sufra el primer desperfecto. 
Hallar Nf(t), Ns(t), f(t), Q(t), R (t) y l(t) . 
Graficar f (t), R (t), Q (t) l(t) . 
 
Solución: 
En la tabla 4.1 se muestran los resultados y en las figuras 4.4, 4.5 y 4.6 se muestran las 
gráficas solicitadas. 
Este ejemplo es puramente hipotético y los datos originales (columnas 1 y 2) han sido 
seleccionados solo con el fin de ilustrar conceptos relevantes. Los datos deberán ser 
obtenidos experimentalmente. 
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La columna 3 (fallas acumuladas Nf) es obtenida acumulando todas las fallas en los 
intervalos de tiempo previos. Por ejemplo, en el tiempo 2, Nf= 140+85=225. 
La columna 4 (Número de sobrevivientes Ns) es obtenida restando el número 
acumulado de fallas Nf del número original de componentes, es decir 1000. Por 
ejemplo, en el tiempo 3, Ns = 1000- 300= 700. 
La columna 5 (función de densidad de falla f(t)), es la relación entre el número de fallas 
durante el intervalo de tiempo y 1000. Por ejemplo, para el intervalo entre los tiempos 2 
y 3, f (t) = 75/1000= 0.075. 
La columna 6 (Distribución acumulativa de fallas Q (t), es la relación entre el número 
acumulado de fallas y 1000. Por ejemplo, en el tiempo 3, Q(t)= 30/1000=0,3. 
La columna 7 (Función de sobrevivencia o confiabilidad R (t)), es la relación entre el 
número de sobrevivientes Y 1000. Por ejemplo, en el tiempo 3, R (t)= 700/1000=0.7 
La columna 8 (Tasa de riesgo) es la relación entre el número de fallas en el intervalo y 
el número promedio de sobrevivientes para el período. Por ejemplo, para el tiempo 
entre 2 y 3: 
l(t) =
75
(775 + 700) / 2
= 0.102  
Cálculo 1 
Todos los resultados restantes mostrados en la tabla 4.1 pueden evaluarse de manera 
similar. 
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Tabla 4. 1: Calculo de las funciones de Confiabilidad del ejemplo 
Intervalo de 
tiempo en 
100h 
Nº de fallas 
en cada 
intervalo 
Fallas 
acumulativas Nf 
Nº de 
sobrevivientes  
NS = 1000- Nf  
Función de 
densidad de 
fallas 
f (t) =
No_ fall _ Inter
1000
 
Distribución 
de fallas 
acumuladas 
Q(t) =
No_Acum_Fall
1000
 
Función de 
sobrevivencia 
R(t) =
NS(t)
No
 
Tasa de riesgo 
(t) =
No_Fall _ Interv
prom_sobr _ perio
 
0 140 0 1000 0,140 0 1,000 0,151 
1 85 140 860 0,085 0,140 0,860 0,104 
2 75 225 775 0,075 0,225 0,775 0,102 
3 68 300 700 0,068 0,300 0,700 0,102 
4 60 368 632 0,060 0,368 0,632 0,100 
5 53 428 572 0,053 0,428 0,572 0,097 
6 48 481 519 0,048 0,481 0,519 0,097 
7 43 529 471 0,043 0,529 0,471 0,096 
8 38 572 428 0,038 0,572 0,428 0,093 
9 34 610 390 0,034 0,610 0,390 0,091 
10 31 644 356 0,031 0,644 0,356 0,091 
11 28 675 325 0,028 0,675 0,325 0,090 
12 40 703 297 0,040 0,703 0,279 0,144 
13 60 743 257 0,060 0,743 0,257 0,264 
14 75 803 197 0,075 0,803 0,197 0,470 
15 60 878 122 0,060 0,878 0,122 0,652 
16 42 938 62 0,042 0,938 0,062 1,020 
17 15 980 20 0,015 0,980 0,020 1,200 
18 5 995 5 0,005 0,995 0,005 2,000 
19  1000 0  1,000 0,000  
 
 
 
Figura 4.4: Grafico de tasa de fallas l(t). 
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Figura 4.5: Gráfico de función de densidad 
 
 
Figura 4. 6: Gráfico de R(t) y Q(t). 
 
4.7. Forma de las funciones de confiabilidad [3], [14], [45], [46] 
La curva de tasa de riesgo para el ejemplo 4.1 mostrada en la figura 4.4 tiene una 
forma que es característica de muchos componentes físicos. Esta forma es llamada 
CURVA DE LA BAÑERA. En esta curva se distinguen 3 regiones: La región I se 
conoce como mortalidad infantil o período de arranque, donde la tasa de riesgo 
desciende a medida que pasa el tiempo. La región II es conocida como período de vida 
útil o fase de operación normal y se caracteriza por tener una tasa de riesgo constante; 
en esta región, las fallas ocurren por azar y se aplica la distribución exponencial. La 
región III presenta el desgaste o la fatiga y se caracteriza por un rápido incremento de la 
tasa de riesgo con el tiempo. 
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Estas 3 regiones también pueden identificarse en la figura 4.5, la cual ilustra la función 
de densidad de falla del ejemplo 3.l. se puede observar que la región II sigue una buena 
aproximación a la curva exponencial negativa que puede extrapolarse en ambas 
direcciones como lo muestra la línea punteada de la figura 4.11. La región I muestra 
valores significativamente más grandes que aquellos que se deberían obtener si la curva 
exponencial estuviera aplicada desde cero. La región III muestra un aumento y luego 
decrece hacia cero a medida que aumenta el tiempo y es representada por la 
distribución Weibull ya que la curva tiene parámetros de forma. 
Aunque la curva de tasa de riesgo mostrada en la figura 4.4 muestra todas las 
características de la mayoría de los conjuntos de datos, los diferentes tipos de 
componentes pueden mostrar variaciones significativas sobre la forma de la curva de la 
bañera. Dos ejemplos particulares se muestran en las figuras 4.7 y 4.8 para 
componentes electrónicos típicos y para equipo mecánico respectivamente. En estos 2 
ejemplos se tienen casos extremos, los componentes electrónicos están asociados con 
una vida útil relativamente larga, y los equipos mecánicos están asociados con una vida 
útil breve (más corta). 
 
Figura 4.7: Tasa de riesgo de componentes electrónicos como una función del tiempo 
 
 
Figura 4. 8: Tasa de riesgo para equipos mecánicos como una función del tiempo 
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4.7.1 Período de mortalidad infantil (Región I) 
En esta región, la tasa de fallas decrece debido a: 
 Errores de fabricación. 
 Diseño inadecuado. 
 Baja calidad del proceso productivo. 
 Rotura de componentes defectuosos. 
 Defectos tecnológicos. 
 Daños durante el transporte 
 Daños durante la instalación. 
 Instalación incorrecta 
 Inadecuado burn.in. 
 Fuerzas y presiones ocultas. 
 Problemas de producción, de ajustes, y  pos revisión. 
 Control de calidad deficiente. 
 Partes recién producidas y que se están probando. 
Los daños que se presentan durante el período de mortalidad infantil se pueden 
reconocer y eliminados fácilmente usando procedimientos (o pruebas aceleradas o 
burn-in) que permitan forzar la manifestación del defecto intrínseco en el sistema. 
Las pruebas aceleradas buscan acelerar la degradación en un tiempo dado, 
aumentando las condiciones de exigencia con respecto a aquellos de uso normal. 
Resultan válidas y significativas cuando no introducen modos o mecanismos de fallo 
diferentes a los que se verificarían en las condiciones de uso normal. Las exigencias que 
se exaltan para acelerar la vida de los componentes pueden ser de tipo: 
 Ambiental (estado del tiempo, humedad, temperatura, etc.). 
 Eléctrico (voltaje, corriente, frecuencia, etc.). 
 Mecánico (vibraciones, golpes, etc.). 
Se puede modelar mediante las distribuciones de Weibull. Los componentes que 
mejor se identifican con este comportamiento son los de tecnología funcional de tipo 
mecánico. 
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4.7.2 Período de vida útil (Región II) 
Después del arranque, la tasa de riesgo se estabiliza en un valor casi constante por un 
período de tiempo relativamente largo y se llega a la fase de operación normal. Es el 
período más importante para el usuario del componente pues tiene el valor más bajo de 
tasa de riesgo y se aplica la distribución exponencial negativa. En este periodo, las fallas 
y daños son causados por: 
 El azar. 
 Errores humanos. 
 Defectos no detectados. 
 Eventos relacionados con el ambiente (descargas atmosféricas, sismos, vientos 
fuertes, inundaciones, temperaturas extremas, etc.). 
 Abuso por exigencias extremadamente altas. 
 Imprevistos. 
Las fallas son de naturaleza aleatoria y se pueden producir en cualquier momento de la 
vida útil del componente; el equilibrio tensión-resistencia se establece alrededor de unos 
valores medios, así que cualquier pico que se produzca aleatoriamente, puede producir 
un fallo al margen de la edad del componente. Suelen requerir el desmontaje de los 
componentes para su reparación (si es que lo tiene) y de tenerla puede suponer un alto 
costo y el tiempo de parada. Los componentes que generalmente se corresponden con 
este comportamiento son de tipo eléctrico, mecánico, electrónico y electromecánico. 
4.7.3 Periodo de desgaste (Región III) 
También es llamado fase de daños seniles o de fatiga donde la tasa de riesgo crece 
rápidamente y se hacen evidentes los mecanismos de daño intrínseco de cada 
tecnología e independiente de la construcción específica de cada componente. Los 
fallos por desgaste son debidos a: 
 Envejecimiento progresivo. 
 Corrosión. 
 Pérdida de resistencia al daño por el uso. 
 Efecto de las condiciones ambientales. 
 Lubricación inadecuada. 
 Deformaciones y holguras inadecuadas. 
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Los componentes que corresponden a este comportamiento son algunos mecánicos y 
electrodomésticos. Las averías que se producen como consecuencia de fallos por 
desgaste suponen que el componente sea desmontado para proceder a su reparación 
pero resulta muy costosa y el tiempo de parada muy elevado, afectando la 
disponibilidad de modo significativo. 
Este tipo de fallas obedece a un proceso degenerativo, por lo que su probabilidad de 
ocurrencia aumenta con el tiempo y su tasa de fallas se incrementa y responden a la 
distribución normal, log normal, gamma y Weibull. 
4.8. Índices estadísticos de confiabilidad [3] 
4.8.1 Tasa promedio de fallas 
Cuando se ha encontrado que durante un tiempo de estudio T, fallaron n 
componentes de una población de tamaño N pero no se tienen los tiempos de falla de 
cada uno de los componentes, la tasa promedio de fallas es: 
l =
n
NT
     
            (4.33) 
Pero cuando la población de componentes bajo estudio varía y en cada subperíodo Tj 
se inició con Nj componentes en cada operación, y de estos nj fallaron, la tasa de fallas 
se expresa como: 
l =
nj
j=1
k
å
N jTj
j=1
k
å
     
           (4.34) 
Esta tasa de fallas tiene como unidades [fallas /año-componente] o [falla/año-km] 
para componentes longitudinales. 
4.8.2 Tiempo medio a falla (MTTF) 
Es el tiempo esperado para que el componente opere antes de que ocurra el primer 
fallo. El MTTF puede calcularse en forma estadística, mediante la función de densidad 
de probabilidad con: 
76 Análisis de datos de falla 
 
 
1-MTTF = E(t) = tf (t)dt
0
¥
ò    (4.35) 
donde     f (t) =
dQ(t)
dt
 
Así que:         MTTF = t
dQ(t)
dt
dt
0
¥
ò  
y además     
dQ(t)
dt
= -
dR(t)
dt
 
            MTTF = -t
dR(t)
dt
dt
0
¥
ò  
Integrando por partes se tiene: 
         MTTF = -tR(t)+ R(t)dtò
0
¥
 
Teniendo en cuenta que en t= 0, t R (t)=0 y que para valores grandes de t mucho 
antes que infinito, R (t)=0. 
MTTF = R(t)dt
0
¥
ò     (4.36) 
Si la función de confiabilidad obedece a la ley exponencial, 
     MTTF = e-lt dt
0
¥
ò  
MTTF = -
1
l
e-lt
0
¥
 
MTTF =
1
l
    (4.37) 
otra forma para calcular MTTF es: 
MTTF =
1
n
TTFi
i=1
n
å     (4.38) 
Para aplicar esta ecuación se requiere tener una muestra de tiempos para la falta TTF1, 
TTF2, TTF3,…, TTFn; no se requiere conocer el tamaño de la población de 
componentes. MTTR es el estimador del tiempo esperado para la falla, es decir, 
MTTF=E(TTF). La calidad de este estimador depende del tamaño de la muestra (Ley 
fuerte de los grandes números). Los valores de MTTF obtenidos mediante la ecuación 
(4.37) son muy altos ya que se asume que la tasa de eventos del componente es 
constante. 
Capítulo 4. Componentes no reparables  
 
77 
 
Ejemplo 4.2. 
Un alimentador de 132kV tiene 100 transformadores de distribución. Durante 5 años 
se registraron las siguientes fallas: 
 Año 1  ® 18 fallas. 
 Año 2  ® 12 fallas. 
 Año 3  ® 20 fallas. 
 Año 4  ® 23 fallas. 
 Años  ® 17 fallas. 
 Total fallas ® 90 
La tasa de fallas es: 
l =
n
NT
=
90
100 * 5
= 0.18 fallas / año- transformador  
  MMTF =
1
l
=
1
0.18
= 5.6
años para falla de un transformador
de distribución
 
Con respecto a estos cálculos es necesario destacar lo siguiente: 
 No se conocen los tiempos para falla, por lo cual, no se puede obtener el modelo 
probabilístico. 
 La tasa de fallas calculada es un estimativo pues no se tienen los tiempos para la 
falla. 
 La tasa de fallas calculada se refiere a un transformador de distribución típico o 
promedio que representa a toda la población. 
 El tiempo promedio para la falla calculado es un estimativo que asume que la tasa 
de fallas es constante. 
  
Ejemplo 4.3:  
Para un cojinete de un generador se tienen los siguientes registros de falla: 
          Año         Población Nj         Fallas nj 
1    100     5 
2    125     8 
3    110     5 
4    113     7 
5    120     8 
Totales    568     33 
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l =
nj
j=1
k
å
N jTj
j=1
k
å
=
5 + 8 + 5 + 7 + 8
100 * 1+125 * 1+110 * 1+113* 1+120 * 1
=
33
568
= 0.0581 fallas / año- cojinete
 
  MMTF =
1
l
=
1
0.0581
=17.2
años para falla
de un cojinete
 
 
4.9. Vida residual [12] 
Considérese un componente no reparable que ha operado hasta un tiempo t. La 
probabilidad de falla en un intervalo de tiempo subsiguiente Dt  depende del 
comportamiento hasta el tiempo. Existen 2 formas de valorar la vida residual del 
componente: 
4.9.1 Evaluando la probabilidad de falla 
Sea: A = Evento de falla en el período de tiempo Dt . 
B = Evento de operación hasta el tiempo T. 
   P(A B) =
P(AÇB)
P(B)
=Q(Dt) =
f (t)dt
T
T+Dt
ò
f (t)dt
T
¥
ò
 
Q(Dt) =
q(T + Dt)-Q(T )
1-Q(T)
    (4.39) 
4.9.2 Evaluando la confiabilidad 
Sea A = Evento de sobrevivencia en Un período de tiempo Dt . 
B = Evento de sobrevivencia en el tiempo t. 
   P(A B) =
P(AÇB)
P(B)
= R(Dt) =
f (t)dt
T+Dt
¥
ò
f (t)dt
T
¥
ò
 
R(Dt) =
R(T + Dt)
R(T)
=
1-Q(T + Dt)
1-Q(T)
    (4.40) 
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El análisis presentado también es llamado probabilidad de falla a posteriori. 
4.10. Conclusiones del capítulo 
Este capítulo, permitió desarrollar los conceptos matemáticos relacionados con las 
funciones de confiabilidad de los componentes no reparables y su aplicación práctica; 
así mismo,  se dedujeron las expresiones matemáticas para el modelamiento final de la 
tasa de fallos aplicada a componentes seleccionados al azar  que han sido sometidos a 
pruebas de duración y se analizaron detalladamente cada una de las regiones que 
componen la curva de la bañera. En el próximo capítulo, se realizará un análisis 
aplicado directamente a los componentes reparables. 
  
 
  
 
 
CAPÍTULO 5 
 
COMPONENTES REPARABLES 
 
 
     
 
El presente capítulo considera una serie de conceptos generales sobre los componentes 
clasificados como reparables. En realidad se trata sistemas más que de componentes, y da una 
ilustración completa sobre el tratamiento que deben recibir dichos sistemas durante el análisis de 
fallos. Pretende también, dar a conocer los procedimientos más adecuados para el acopio de la 
información y el tratamiento estadístico de los datos, esto con el fin de realizar una programación 
eficiente del mantenimiento que se les debe realizar a estos sistemas para evitar paradas 
repentinas, y en base a mediciones de los parámetros de operación como lo son temperatura, 
vibraciones, ruido, etc., realizar un diagnóstico clínico que permita prever el tipo de 
mantenimiento o su periodicidad e inclusive, reemplazos programados. 
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5. COMPONENTES REPARABLES 
 
 
5.1. Conceptos generales 
5.1.1 Definición 
Se definen como elementos, o ítems, o componentes, o equipos, o dispositivos, o 
mecanismos, o subsistemas (sistemas) reparables aquellos cuya operatividad puede 
restablecerse después de un mal funcionamiento, gracias a una acción de 
mantenimiento o de reparación. El mantenimiento de un sistema reparable se puede 
hacer de 2 formas: 
 Mediante acción correctiva realizada como respuesta de mal funcionamiento.  
 Mediante acción preventiva realizada para prevenir o retardar el mal 
funcionamiento. 
Un componente reparable se caracteriza: 
 Porque en su vida puede ocurrir más de una falla. 
5.1.2 El proceso de reparación 
En sistemas eléctricos y electromecánicos aparecen con mucha frecuencia 
componentes muy costosos que no pueden económicamente ser reemplazados en el 
evento de una falla. Se conocen dos tipos de actividades de restauración: 
 La primera es llamada mantenimiento preventivo donde el componente es llevado 
fuera de servicio (downtime) para realizar un programa regular de inspección, 
limpieza y reemplazo de piezas dudosas o cuestionables. La tendencia práctica es 
mantener el componente en una condición que esté cercana a “TAN BUENO 
COMO NUEVO" al menos en el promedio. Si el mantenimiento preventivo es 
ejecutado en suficiente frecuencia, las fallas serias pueden ser reducidas de manera 
considerable. 
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 El segundo tipo de reparación se lleva a cabo justo después de llegar la condición de 
falla. En este caso, el componente esta inoperable y debe ser restaurado a la 
condición de operación (mediante mantenimiento correctivo). Esta actividad es 
frecuentemente referida como reparación. 
5.1.3 Reparación ideal 
En este modelo, el tiempo de reparación o de restauración se asume de cero (o muy 
pequeño). Este es el caso de los reconectadores automáticos de 3 o 4 ciclos de disparo-
reconexión en el cual, si la falla fue temporal, el servicio es restaurado con solo una muy 
corta interrupción. 
5.1.4 Reparación y mantenimiento preventivo 
Al hablar de reparación se entiende que el componente que ha fallado, encuentra 
atención inmediata por parte del personal de mantenimiento para determinar la causa 
de la falta y corregir el problema. En el caso de líneas de transmisión de energía 
eléctrica, el tiempo para reparar puede ser relativamente grande e incluye: 
 El tiempo para localizar la falla más 
 El tiempo para acopiar los repuestos más 
 El tiempo para llevarlos al sitio junto con la cuadrilla de mantenimiento más 
 El tiempo de preparación del trabajo más 
 El tiempo de ejecución de la reparación más 
 El tiempo de reenergización.  
El mantenimiento preventivo requiere que el tiempo sea programado para 
inspeccionar y reparar el componente. 
 
5.2. El modelo de dos estados [8], [9], [14] 
El modelo clásico para componentes reparables es el de 2 estados, mostrado en la 
figura 5.1, en la cual se muestra también la secuencia operativa del componente que es 
definida por las fallas y las reparaciones. 
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Figura 5. 1: Diagrama de 2 estados de un componente reparable y su secuencia operativa en el tiempo 
 
En este modelo no se consideran: Ni fallas simultáneas, ni que el componente pueda 
ser reparado mientras opera (falla parcial), ni que el componente vuelva a fallar mientras 
se está reparando. Cada falla fi tiene asociado un tiempo para la falla (TTF)i = mi  y un 
tiempo para reparación (TPR)i = ri , los cuales son aleatorios e independientes entre si 
en cuanto a su duración. Otra medida en la secuencia operativa es el tiempo entre fallas 
(TBF)i =Ti = mi + ri . El número de fallas y el número de reparaciones es aleatorio. 
Para el modelamiento se requieren muestras representativas de tiempos para falla 
( ) y de tiempos para reparar ( ) y estas muestras se toman 
del componente que se quiere modelar o de una población de componentes idénticos 
que se quiere modelar. El tiempo medio entre fallas es: 
MTBF =T = m+ r = (TBF)i / n
i=1
n
å = Ti / n
i=1
n
å   (5.1) 
MTBF = MTTF+MTTR    (5.2) 
donde: 
 
m® tiempo medio a falla
r ® tiempo medio para reparar
n® numero de ciclos
T ® tiempo medio del  ciclo
Ti ® tiempo medio del  i - ésimociclo
 
El tiempo medio para reparar se define como el recíproco del promedio de la tasa de 
reparación y denotado por: 
MTTR= r =
1
m
= (TTR)i / n
i=1
n
å = ri / n
i=1
n
å    (5.3) 
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donde: 
 
m® tasa media para reparar
ri ® tiempo observado para reparar  en el  i - ésimo ciclo
 
El tiempo medio a falla puede ser razonablemente estimado como: 
MTTF = m=
1
l
= (TTF)i / n
i=1
n
å = mi / n
i=1
n
å    (5.4) 
donde 
 
m® tiempo medio a falla
mi ® tiempo observado a la falla en el  i - ésimo ciclo
l® tasa media de falla
 
La suposición de que el comportamiento de un sistema reparado y un sistema nuevo 
son idénticos desde el punto de vista de la falta constituye la base de la teoría de la 
renovación. 
En general, la renovación perfecta no es posible y en tales casos, términos como 
tiempo medio a la primera falla, o tiempo medio a la segunda falla, llegan a ser 
apropiados. El término tiempo medio del ciclo define el tiempo promedio que se toma 
para que el componente complete un ciclo de operación; es decir: falla, reparación y 
restauración. Por lo tanto, 
T = m+ r      
           (5.5) 
Y entonces, 
T =
1
l
+
1
m
=
l + m
lm
    (5.6) 
El recíproco del tiempo medio del ciclo está definido como la frecuencia de la falla así: 
f =
1
T
=
lm
l + m
    (5.7) 
Cuando los estados de un componente  sobre un período dado se pueden caracterizar 
por el modelo de 2 estados como se muestra en la figura 5.2, se puede asumir que el 
componente está en servicio (up) o fuera de servicio (down), entonces: 
A+U =1    (5.8) 
Donde A (disponibilidad del componente), es la porción de tiempo durante el cual el 
componente está disponible; es decir, funcionando o en condiciones de funcionar. 
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En promedio, a medida que t tiende a infinito, puede mostrarse que la disponibilidad 
es: 
   (5.9) 
Así, la indisponibilidad puede expresarse como: 
U =1- A=1-
m
T
=
r
T
=
MTTR
MTBR
   (5.10) 
U =
m
m+ r
=
MTTR
MTTF +MTTR
=
l
l + m
  (5.11) 
Cuando el número total de componentes involucrados en el sistema es muy grande, 
MTTF>>MTTR. Luego, el proceso de división llega a ser considerablemente tedioso. 
Sin embargo, es posible usar una fórmula aproximada. Por lo tanto, 
    
o 
MTTF
MTTF +MTTR
= (-1)n
(MTTR)n
(MTTF)nn=0
¥
å    (5.12) 
o aproximadamente: 
MTTF
MTTF +MTTR
»1-
MTTF
MTTF
   (5.13) 
Es un poco desafortunado que en ciertas aplicaciones (por ejemplo en estudios de 
confiabilidad de plantas nucleares), emplean el MTBF para componentes no reparables 
y reparables. En cualquier evento sin embargo, representa el mismo concepto 
estadístico del tiempo medio en el cual ocurre la falla. 
 
5.3. Reparación y mantenimiento [15] 
5.3.1 Reparación 
Comprende las tareas a realizar para restablecer el estado de disponibilidad de un 
componente luego de una falla, teniendo en cuenta que el instante en el que se produce 
una falta no es conocido con anterioridad, y que la duración tf de la reparación depende 
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de la magnitud de los daños, de los requerimientos de personal y material para llevarla a 
cabo, etc., se comprende que el estado de falla es estático. Es decir, que la duración tf 
debe considerarse como una variable aleatoria. 
Para el proceso de reparación se analiza el diagrama de estados de la figura 5.2. 
 
 
Figura 5. 2: Diagrama del proceso de reparación y falla de un componente. 
 
 
Función de reparación- M(t) 
Representa la probabilidad de que un componente sea reparado a más tardar luego del 
tiempo t. 
M (t) = Pr(t f < t)    (5.14) 
Densidad de probabilidad de reparación- m(t) 
Representa la probabilidad de que una reparación sea completada en el intervalo 
[t,t +Dt] . 
m(t) = lim
Dt®0
M (t + Dt)-M (t)
Dt
=
dM (t)
dt
  (5.15) 
M (t) = m(t )dt
0
t
ò , M (¥) =1   (5.16) 
 
 
Tasa de reparación µ(t) 
Es la probabilidad condicional de que la reparación se complete en el intervalo 
[t,t +Dt] , bajo la condición de que en el tiempo t aún no se ha completado. La función 
m(t)  es: 
m(t) =
1
1-M (t)
dM (t)
dt
   (5.17) 
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Valor esperado del tiempo de reparación E(tf) 
E(t f ) = tm(t )dt
0
t
ò     (5.18) 
Para la variable aleatoria con una distribución exponencial tf. vale: 
E(t f ) =
1
m
    (5.19) 
5.3.2 Mantenimiento 
Comprende las tareas necesarias para conservar el estado de disponibilidad del 
componente a través de la inspección, medición y pruebas, así como del cambio 
preventivo de partes de la instalación o sistema. Para conservar los componentes en 
condiciones de cumplir las funciones para las que están destinados, son necesarios 
además de las tareas de reparación, trabajos de mantenimiento preventivo planificado 
con el fin de mantener durante un período de tiempo relativamente largo, la tasa de 
fallas baja como se muestra en la figura 5.3. 
 
Figura 5. 3: Efecto del mantenimiento preventivo sobre la tasa de fallas. 
 
Se consideran solo aquellos tipos de mantenimiento que requieren la salida del servicio 
del componente. Dado que tanto el punto inicial como la duración aproximada de los 
trabajos de mantenimiento son conocidos previamente, no puede considerarse el 
mantenimiento como un evento estocástico. La suma de todos los tiempos de 
mantenimiento tMi en el intervalo considerado tN se tiene en cuenta mediante el factor 
de mantenimiento preventivo W Así: 
W =
tN - tMiå
tN
    (5.20) 
El factor W no es una probabilidad ya que los tiempos tMi no son variables aleatorias. 
W es un indicador de la indisponibilidad del componente debido a la necesidad de 
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mantenimiento. Mientas las tareas de mantenimiento son preventivas y pueden 
planificarse con anticipación, las tareas de reparación se realizan por la necesidad 
inesperada de restablecer la capacidad del componente para cumplir las funciones para 
las que está destinado. 
 
5.4. Cadenas discretas de Markov [3], [8], [9] 
5.4.1 Modelado 
Para que el modelo de Markov sea aplicable, el comportamiento del sistema debe 
caracterizarse por la falta de memoria; esto es, los estados futuros de un sistema son 
independientes de los estados pasados excepto el estado inmediatamente anterior. Se 
puede definir la cadena de Markov como un proceso de Markov con un espacio-estado 
discreto. Se define: 
pij = P X(tn) = J X(tn-1) = i[ ]   (5.21) 
Como la probabilidad de transición de un paso para ir desde el estado i en tn-1 al 
estado j en tn y asume que esas probabilidades no cambian en el tiempo (son 
estacionarias). Si la probabilidad de transición depende solo del tiempo diferencia, luego 
la cadena de Markov es definida como "estacionaria" en el tiempo; es decir, la 
probabilidad de hacer una transición de un estado a otro es la misma en todo los 
tiempos pasados y futuros. 
En el caso particular de la evaluación de la confiabilidad de un sistema, el espacio está 
normalmente representado solo como una función discreta ya que esta representa los 
estados discretos e identificables en los cuales el sistema y sus componentes pueden 
residir, mientras que el tiempo puede ser discreto o continuo. El caso discreto 
generalmente se conoce como "cadena de Markov", pues el movimiento entre estados 
ocurre en pasos discretos. Una cadena de Markov está completamente definida por sus 
probabilidades de transición de ir de un estado i a un estado j, para un sistema de n 
estados, la forma general de una matriz está dada por: 
    (5.22) 
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La matriz P es llamada "Matriz de probabilidad transicional de un paso" para el 
sistema, caracterizada por ser cuadrada (nxn), porque todas las probabilidades de 
transición son fijas e independientes del tiempo,  y porque la suma de las probabilidades 
de cada fila de la matriz debe ser 1. 
Como las pij  son probabilidades condicionales 
pij =1
i=1
n
å y pij ³ 0    (5.23) 
Nótese que cuando el número de transiciones o estados no es muy grande, la 
información en la matriz de transición P puede representarse por un diagrama de 
transición, el cual es un mapa pictórico del proceso en donde los estados son 
representados por modos y las transiciones por flechas. 
Asumir que un sistema dado tiene 2 estados: El estado 1 representa el estado de 
operación y el estado 2 representa el estado de falla de un sistema. Las probabilidades 
de transición asociadas se definen como: 
p11 es la probabilidad de estar en el estado 1 en el tiempo t, dado que estuvo en el 
estado 1 en el tiempo 0. 
p22  es la probabilidad de estar en el estado 2 en el tiempo t, dado que estuvo en el 
estado 2 en el tiempo 0. 
p12  es la probabilidad de estar en el estado 2 en el tiempo t, dado que estuvo en el 
estado 1 en el tiempo 0. 
p21  es la probabilidad de estar en el estado 1 en el tiempo t, dado que estuvo en el 
estado 2 en el tiempo 0. 
Por lo tanto, la matriz de transición asociada es: 
    (5.24) 
y la figura 5.4 muestra el diagrama de transición asociado. 
 
Figura 5. 4: Diagrama de transición para un sistema de 2 estados. 
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Si el sistema tiene 3 estados, su matriz de transición es: 
    (5.25) 
 
y su diagrama de transición se muestra en la figura 5.5. 
 
Figura 5. 5: Diagrama de transición para un sistema de 3 estados. 
 
 
Ejemplo 5.1. 
Los registros de transformadores de distribución servidos por una subestación indican 
que solo el 2% de los transformadores que ahora están fuera de servicio, seguirán así ya 
que serán reparados próximamente. 
Los registros también muestran que el 5% de esos transformadores que están 
actualmente en servicio, estarán fuera de servicio para hacerles reparación 
próximamente. Asumir que el proceso es discreto, Markoviano y tiene probabilidades 
de transición estacionarias. Determinar" 
a- Las probabilidades condicionales. 
b- La matriz de transición. 
c- El diagrama de transición. 
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Solución: 
a- Hacer que t y t+1 representen el tiempo actual y el tiempo próximo respectivamente. 
Por lo tanto, las probabilidades condicionales asociadas son: 
P Xt+1 = fuera de servicio Xt = fuera de servicio[ ] = 0.02 = p11
P Xt+1 = en servicio Xt = fuera de servicio[ ] = 0.98 = p12
P Xt+1 = fuera de servicio Xt = en servicio[ ] = 0.05 = p21
P Xt+1 = en servicio Xt = en servicio[ ] = 0.95 = p22
 
b- La matriz de transición es: 
    
c- El diagrama de transición se muestra en la figura 4.6. 
 
Figura 5. 6: Diagrama de transición del ejemplo 4.1. 
 
 
 
Ejemplo 5.2. 
Se han estudiado las estadísticas de salida de una subestación dada y se encontró: 
1- Que hay una relación Markoviana entre la ocurrencia de salidas de alimentadores en 
el tiempo actual y el tiempo futuro. 
2- Que la relación es estacionaria. 
Asumir que el Ingeniero ha resumido los hallazgos en la tabla 5.1. 
 
Tabla 5. 1: Datos de salida de alimentadores. 
Alimentador 
Actualmente 
Fuera de servicio 
Probabilidades en % de la próxima salida del 
alimentador 
1 2 3 
1 40 30 30 
2 20 50 30 
3 25 25 25 
La tabla 5.1 muestra que por ejemplo, si alimentador que actualmente está fuera de 
servicio es el N°1, las probabilidades de que los próximos alimentadores fuera de 
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servicio sean el 1, el 2 o el 3 son: 40%, 30% y 30% respectivamente. Usando los datos 
de la tabla, determinar b siguiente: 
a- Las probabilidades condicionales de salida. 
b. La matriz de transición. 
c- El diagrama de transición. 
 
Solución: 
a- Si t y t+1 representan el tiempo actual y el tiempo próximo respectivamente, la 
probabilidad de que el próximo alimentador fuera de servicio sea el N°1, dado que el 
número es 1 ahora, puede expresarse como: 
 
    p11 = P Xt+1 =1 Xt =1[ ]= 0.40  
donde: 
  
Xt+1 ® alimentador  fuera de servicio en el  proximo tiempo
Xt ® alimentador  fuera de servicio en el  tiempo actual
 
 
Similarmente: 
    
p12 = P Xt+1 = 2 Xt = 1[ ] = 0.30
p13 = P Xt+1 = 3 Xt = 1[ ] = 0.30
p21 = P Xt+1 = 1 Xt = 2[ ] = 0.20
p22 = P Xt+1 = 2 Xt = 2[ ] = 0.50
p23 = P Xt+1 = 3 Xt = 2[ ] = 0.30
p31 = P Xt+1 = 1 Xt = 1[ ] = 0.25
p32 = P Xt+1 = 1 Xt = 1[ ] = 0.25
p33 = P Xt+1 = 1 Xt = 1[ ] = 0.50
 
 
b. La matriz de transición es: 
    
 
c- El diagrama de transición se muestra en la figura 5.7. 
 
Figura 5. 7: Diagrama de transición del ejemplo 5.2. 
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5.4.2 Evaluación del comportamiento transitorio 
Considerar el sistema simple de 2 estados identificados como 1 y 2. Las probabilidades 
de permanencia o salida aun estado particular en un tiempo finito son mostradas en la 
figura 5.8 y esas probabilidades se asumen constantes para todos los tiempos futuros. 
 
Figura 5. 8: Sistema de 2 estados. 
 
 
Esta es una cadena de Markov discreta ya que el sistema es estacionario y el 
movimiento entre estados ocurre en pasos discretos. Las probabilidades de transición 
pueden representarse por medio de la matriz. 
 
Donde pij  es la probabilidad de hacer una transición al estado j después de 1 intervalo 
de tiempo, dado que estuvo en el estado i al iniciar el intervalo de tiempo. 
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Para ilustrar la evaluación del comportamiento transitorio de un sistema usando la 
matriz de probabilidad transicional estocástica, se multiplica la matriz de transición por 
sí misma para obtener: 
  (5.26) 
 
Sustituyendo valores, se obtiene: 
 
Los elementos de  dan todas las probabilidades de estado del sistema después de 2 
intervalos de tiempo, empezando en el estado 1 unos y otros comenzando en el estado 
2. 
El principio ilustrado por este ejemplo, puede extenderse a la matriz  la cual puede 
definirse como la matriz cuyos elementos  representan la probabilidad de que el 
sistema esté en el estado j desprende n intervalos del tiempo dado que comenzó en el 
estado i. 
Las ecuaciones 5.26 para este sistema particular de 2 estados y ecuaciones similares 
para sistemas más complejos y otros intervalos de tiempo, permiten encontrar la 
probabilidad de residencia en cualquier estado sabiendo en cual arrancó; es decir, la 
probabilidad de arranque en un estado particular es 1 y la probabilidad de arrancar en 
otros estados es 0. Este es el caso más frecuente ya que en el tiempo 0 el estado 
determinístico del sistema es conocido. 
Si se requiere evaluar las probabilidades de estado cuando las condiciones iniciales no 
son conocidas con este grado de certeza, luego, la matriz    puede ser 
premultiplicada por el vector de probabilidad inicial  , el cual representa la 
probabilidad de estar en cada uno de los estados del sistema al comenzar la misión. Los 
valores de probabilidad contenidos en este vector deben sumar 1. 
Si el sistema anterior mostrado en la figura 5.8 comienza en el estado 1, su vector de 
probabilidad inicial es: 
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Ya que la probabilidad de estar en el estado 1 en el tiempo 0 es 1 y la probabilidad de 
estar en el estado 2 es 0. 
Si se conoce por ejemplo que el sistema es igualmente probable que arranque en el 
estado 1 o en el estado 2, entonces el rector de probabilidad inicial es: 
      
En el primer caso, el vector que representa las probabilidades de estado después de 
dos intervalos de tiempo, es: 
   
En el segundo caso, el vector que representa las probabilidades de estado después de 
dos intervalos de tiempo, es: 
  
Las probabilidades de estado pueden evaluarse para cualquier intervalo de tiempo, 
simplemente multiplicando la matriz de probabilidad de transición estocástica por sí 
misma un número determinado de veces. Si este proceso se continúa secuencialmente, 
se puede deducir el comportamiento transitorio. 
Los valores límite o de estado estable de probabilidades de estado se pueden derivar 
continuando el proceso de multiplicación un número suficiente de veces. Así que 
después de 4 intervalos de tiempo: 
   
En el primer caso, el vector que representa las probabilidades de estado después de 4 
intervalos de tiempo es: 
   
Después de 8 intervalos de tiempo: 
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En el primer caso, el vector que representa las probabilidades de estado después de 8 
intervalos de tiempo es: 
  
Después de 16 intervalos de tiempo 
 
Para el primer caso, el vector que representa las probabilidades de estado después de 
16 intervalos de tiempo es: 
 
Este principio se puede extender para dar: 
   
5.4.3 Evaluación del comportamiento estacionario (probabilidades 
de estado límites) 
Si solamente se requieren las probabilidades de estado límites, se puede emplear un 
método alternativo, empleando la siguiente expresión: 
      
              (5.27) 
Donde a  representa el vector de probabilidades límite y  representa la matriz de 
probabilidad de transición estocástica. 
Este principio puede aplicarse al sistema simple de dos estados mostrado en la figura 
5.8. Se define P1 y P2 como las probabilidades límite de estas en los estados 1 y 2 
respectivamente, luego: 
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Reemplazando da: 
     
-0.3p1 + 0.2p2 = 0
0.3p1 - 0.2p2 = 0
 
Es evidente que las ecuaciones anteriores son idénticas (o que en otros casos se 
presenten ecuaciones linealmente dependientes o combinaciones lineales). En este caso, 
se toma una de ellas 
     -0.3p1 + 0.2p2 = 0 
Y se complementa con 
p1 + p2 =1 
O en forma matricial 
    
-0.3 0.2
1 1
é
ë
ê
ù
û
ú
p1
p2
é
ë
ê
ê
ù
û
ú
ú
=
0
1
é
ë
ê
ù
û
ú  
Mediante la regla de Kramer: 
   
p1 =
0 0.2
1 1
-0.3 0.2
1 1
=
0 - 0.2
-0.3- 0.2
=
-0.2
-0.5
= 0.4
p2 =
-0.3 0
1 1
-0.3 0.2
1 1
=
-0.3
-0.5
= 0.6
 
Por lo tanto, 
p1
p2
é
ë
ê
ê
ù
û
ú
ú
=
0.4
0.6
é
ë
ê
ù
û
ú  
Este resultado es idéntico al obtenido por el método de multiplicación de matrices, el 
cual es muchísimo más largo y tedioso. 
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5.4.4 Estados absorbentes  
Son aquellos en los que una vez se entra, no se puede salir hasta que el sistema 
comienza una nueva misión; lo cual, se identifica como estado de falla catastrófica, en el 
cual, la probabilidad de entrar debe ser minimizada para asegurar la operación de la 
misión. En tales casos, un requerimiento del análisis de confiabilidad es evaluar el 
número promedio de intervalos de tiempo en el cual el sistema reside en uno de los 
estados no absorbentes; es decir, por cuantos intervalos de tiempo el sistema opera en 
promedio antes de que entre a los estados absorbentes. 
Este principio es aplicable a sistemas reparables para evaluar el número promedio de 
intervalos de tiempo en el que el sistema opera satisfactoriamente antes de que entre a 
un estado indeseable. Interesa saber el valor promedio de intervalos de tiempo antes de 
alcanzar un estado absorbente. 
Si  es la matriz de transición estocástica 
 es la matriz truncada creada al eliminar la fila y la columna asociada con el estado 
absorbente y representa el conjunto transitorio de estados y, 
Es necesario evaluar el número esperado de intervalos de tiempo para los cuales el 
sistema permanece en uno de los estados representados en esta matriz. 
El principio de esperanza matemática E(x) xi pi
i=1
¥
å  no solamente es aplicable a 
elementos de probabilidad simple Pi sino también es aplicable a elementos de 
multipobabilidad representados por la matriz . Por lo tanto, si  »  es el número 
esperado de intervalos de tiempo, 
   (5.28) 
 
Donde  es la matriz de identidad, la cual representa la probabilidad de todas las 
posibles condiciones iniciales 
    (5.29) 
 
    (5.30) 
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El n-ésimo intervalo es uno de entrada a un estado absorbente. 
   (5.31) 
 
 
lim
n®¥
» n = 0 y a medida que n® 0    (5.32) 
 
     (5.33) 
Entonces 
    (5.34) 
   (5.35) 
     (5.36) 
Empleando este criterio en el sistema simple de 2 estados, donde el estado 2 se define 
como un estado absorbente 
   (5.37) 
 
  (5.38) 
O sea, 2 Intervalos de tiempo en promedio antes de entrar al estado 2 si el sistema 
comienza en el estado 1. 
5.4.5 Aplicación de la técnica discreta de Markov 
Considerar el sistema de 3 estados mostrado en la figura 4-9 con las probabilidades de 
transición indicadas. 
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Figura 5. 9: Sistema de 3 estados. 
 
Evaluar: 
a. Las probabilidades de estado limites asociadas con cada estado. 
b. b- El número pero medio de intervalos de tiempo gastados en cada estado si el 
estado 3 es definido como un estado absorbente. 
Solución: 
a.   
     
Si las probabilidades de estado límite son P1, P2 y P3 respectivamente, 
Þ p1 p2 p3éë
ù
û
3 / 4 1 / 4 0
0 1 / 2 1 / 2
1 / 3 1 / 3 1 / 3
é
ë
ê
ê
ê
ù
û
ú
ú
ú
= p1 p2 p3éë
ù
û
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3
4
p1 +
1
3
p3 = p1
1
4
p1 +
1
2
p2 +
1
3
p3 = p2
+
1
2
p2 +
1
3
p3 = p3
 
 
        
-
1
4
p1 +
1
3
p3 = 0 (1)
1
4
p1 -
1
2
p2 +
1
3
p3 = 0 (2)
1
2
p2 -
2
3
p3 = 0 (3)
 
Claramente se ve que (1)+ (2)= -(3) 
O sea, una combinación línea; por lo tanto, debe eliminarse la ecuación (3) y colocar 
en su reemplazo 
    p1 + p2 + p3 =1 (4)  
La nuera ecuación matricial quedará: 
   
- 1
4
0 1
3
1
4
- 1
2
1
3
1 1 1
é
ë
ê
ê
ê
ê
ù
û
ú
ú
ú
ú
p1
p2
p3
é
ë
ê
ê
ê
ù
û
ú
ú
ú
=
0
0
1
é
ë
ê
ê
ê
ù
û
ú
ú
ú
 
Aplicando la regla de Kramer 
  p1 =
0 0 1
3
0 - 1
2
1
3
1 1 1
- 1
4
0 1
3
1
4
- 1
2
1
3
1 1 1
=
4
11
,    p2 =
4
11
,    p2 =
3
11
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   Þ p1 p2 p3éë
ù
û
=
4
11
4
11
4
11
é
ë
ê
ù
û
ú 
b. si el estado 3 es un estado absorbente, la matriz truncada: 
 
 
  
 
 
   
   
 
» =
4 2
0 2
é
ë
ê
ù
û
ú =
N11 N21
N12 N22
é
ë
ê
ê
ù
û
ú
ú
 
 
Estos valores indican: 
N11 = 4  es el número promedio de intervalos de tiempo que el sistema estuvo en el 
estado 1 dado que arrancó en el estado 1. 
N21 = 2  es el número promedio de intervalos de tiempo que el sistema estuvo en el 
estado 2 dado que arrancó en el estado 1. 
N12 = 0  indica que  el sistema estuvo cero intervalos de tiempo en el estado 1 dado que 
arrancó en el estado 2. La razón es que no hay una transición directa del estado 2 al 
estado 1, solo a través del estado 3 que es absorbente. 
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5.5. El proceso continuo de Markov [3], [12]  
5.5.1 Introducción 
Los problemas de confiabilidad estar normalmente asociados con sistemas que son 
discretos en el espacio (que pueden existir en UNO de un número de estados discretos 
e identificables) y continuos en el tiempo (que existen continuamente en uno de los 
estados del sistema hasta que ocurre una transición, la cual la toma discretamente de 
otro estado que luego existe continuamente hasta que ocurre otra transición. 
5.5.2 Conceptos generales sobre modelamiento 
La tasa de transición 
Considerar el caso de un componente reparable simple para el cual, la tasa de fallas y 
la tasa de reparación son constantes (ellas son caracterizadas por la distribución 
exponencial). El Diagrama de transición para este componente se muestra en la figura 
5.10. 
 
Figura 5. 10: Diagrama de espacio estado y variación de la confiabilidad y la disponibilidad. 
 
 
Se define: 
P0(t) como la probabilidad de que el componente está operable en el tiempo t. 
P1(t) como la probabilidad de que el componente este fallado en el tiempo t. 
l  como la tasa de fallas 
m  como la tasa de reparación. 
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La función de densidad de fallas para un componente con una tasa de riesgo constante 
l  es: 
 
f (t) = e-lt     (5.39) 
Las funciones de densidad para los estados de operación y de falla del sistema 
mostrado en la figura 4.10 son: 
f0(t) = le
-lt  y f1(t) = me
-mt
   (5.40) 
Los parámetros l  y m  son referidos como las tasas de transición de estado ya que 
ellas representan las tasas a las cuales el sistema transita de un estado a otro y se definen 
como: 
l =
numero de fallas de un componente en un periodo de tiempo dado
periodo total de tiempo en que el componente estuvo operando
   (5.41) 
m =
numero de reparaciones de un componente en un periodo de tiempo dado
periodo total de tiempo en que el componente estuvo en reparacion
  (5.42) 
 
En general, la tasa de transición se define como: 
tasa de transicion=
Nº  de veces que una transicion ocurre desde un estado dado
tiempo esperado en ese estado
    (5.43) 
 
Evaluación de las probabilidades dependientes del tiempo 
Considerar ahora un intervalo incremental de tiempo dt que esto suficientemente 
pequeño tal que la probabilidad de 2 o más eventos ocurriendo durante este tiempo 
incremental es despreciable. La probabilidad de estar en estado operativo después de 
este intervalo de tiempo (o sea, la probabilidad de estar en el estado 0 en el tiempo t+dt) 
es igual a P(de estar operativo en t y no fallar en dt) + P(de estar con falla en t y reparado en dt). 
Usando un modelo similar al usado para desarrollar la distribución de Poisson, 
P0(t +dt)= P0(t)(1-ldt)+P1(t)(mdt)  (5.44) 
 
P1(t +dt)= P1(t)(1- mdt)+P0(t)(ldt)   (5.45) 
De la ecuación (5.43) 
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P0(t + dt)-P0(t)
dt
= -lP0(t)+ mP1(t)    (5.46) 
A medida que dt® 0 , 
P0(t + dt)-P0(t)
dt dt®0
=
dP0(t)
dt
= P'0(t)  (5.47) 
Así, 
P'0(t) = -lP0(t)+ mP1(t)
P'1(t) = lP0(t)- mP1(t)
   (5.48) 
 
Estas 2 ecuaciones escritas en forma matricial quedan: 
P'0 (t) P'1(t)éë
ù
û
= P0 (t) P1(t)éë
ù
û
-l l
m -m
é
ë
ê
ê
ù
û
ú
ú
 (5.49) 
La matriz de coeficientes de la ecuación 5.48 no es una matriz de probabilidad de 
transición estocástica ya que la suma de los coeficientes de cada fila es 0 y no 1. Las 
ecuaciones anteriores son ecuaciones diferenciales lineales con coeficientes constantes y 
se emplea la transformada de Laplace para resolverlas. 
  (5.50) 
donde  y P0(0)  es el valor inicial de P0(t) 
 
Rearreglando la ecuación 5.49 da: 
P0 (s) =
l
s+ m
P1(s)+
1
s+ l
P0(0)
P1(s) =
l
s+ m
P0(s)+
1
s+ l
P1(0)
   (5.51) 
 
Donde P0(s)  es el valor inicial de P1(t). 
 
Las ecuaciones 5.50 pueden ahora resolverse para P0(s)  y P1(s)  como ecuaciones 
simultáneas lineales usando el método de sustitución sencillo o técnicas de solución de 
matrices. En ambos casos: 
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P0 (s) =
m
l + m
P0(0)+ P1(0)
s
é
ëê
ù
ûú
+
1
l + m
1
s+ l + m
lP0 (0)- mP1(0)[ ]
P1(s) =
l
l + m
P0(0)+ P1(0)
s
é
ëê
ù
ûú
+
1
l + m
1
s+ l + m
mP1(0)- lP0 (0)[ ]
 (5.52) 
Estas ecuaciones deben ahora ser transformadas en el dominio de tiempo real usando 
la transformada inversa de Laplace: 
   (5.53) 
 
P0 (t) =
m
l + m
P0(0)+P1(0)[ ]+
e-(l+m )t
l + m
lP0(0)- mP1(0)[ ]
P1(t) =
l
l + m
P0(0)+ P1(0)[ ]+
e-(l+m )t
l + m
mP1(0)- lP0 (0)[ ]
 (5.54) 
Para todas las condiciones iniciales: 
P0(t)+P1(t) =1    (5.55) 
P0 (t) =
m
l + m
+
e-(l+m )t
l + m
lP0 (0)- mP1(0)[ ]
P1(t) =
l
l + m
+
e-(l+m )t
l + m
mP1(0)- lP0(0)[ ]
   (5.56) 
En la práctica, lo más probable es que el sistema arranque en el estado 0 (el sistema 
está en una condición operable en el tiempo 0. En este caso: 
P0 (0) = 1 y P1(0) = 0
P0 (t) =
m
l + m
+
le-(l+m )t
l + m
P1(t) =
l
l + m
+
me-(l+m )t
l + m
mP1(0)- lP0 (0)[ ]
   (5.57) 
P0(t) y P1(t) son las probabilidades de encontrarse en el estado de operación y de falla 
respectivamente como una función del tiempo dado que el sistema comenzó en t= 0 en 
el estado de operación 
Evaluación de las probabilidades de estado límite (o de estado estable) 
Estas serán diferentes de 0 para un proceso continuo de Markov siempre que el 
sistema sea ergódico. En el caso de un componente simple reparable representado por 
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el diagrama de espacio estado de la figura 5.10, las probabilidades límite pueden 
evaluarse de las ecuaciones 5.56 dejando que t tienda a infinito. Si esos valores de 
probabilidades límite son definidos como P0  y P1 para los estados de operación y falla 
respectivamente, luego, de las ecuaciones 5. 56 a medida que t tiende a infinito, 
P0 = P0 (¥) =
m
l + m
P1 = P1(¥) =
l
l + m
    (5.58) 
Estas ecuaciones de probabilidades de estado límite son independientes de si el 
sistema arranca en estado de operación o en estado de falla. Esto puede verse en las 
ecuaciones 4.55 donde el segundo término en cada caso tiende a cero a medida que t 
tiende a infinito para todos los valores de P0(0) y P1(0)  
Para la distribución exponencial, el tiempo medio a fallas es 
MTTF = m= 1
l     (5.59) 
y el tiempo medio para reparar, 
MTTR= r = 1
m
    (5.60) 
Sustituyendo estas últimas ecuaciones en las ecuaciones 4.58, 
P0 =
m
m+ r
P1 =
r
m+ r
     (5.61) 
Los valores de P0  y P1 están generalmente referidas como la disponibilidad A y la 
indisponibilidad U de estado estable del sistema respectivamente. La disponibilidad 
dependiente del tiempo A(t) del sistema es: 
A(t) = P0(t) =
m
l + m
+
l
l + m
e-(l+m )t    (5.62) 
Esta es la probabilidad de encontrarse en el estado de operación en alguna tiempo t en 
el futuro dado que el sistema arrancó en el estado de operación en t=0. Esto es muy 
diferente de la confiabilidad R(t) dada por 
R(t) = e-lt      (5.63) 
Esta probabilidad de permanencia en el estado de operación como una función del 
tiempo dado que el sistema arrancó en el estado de operación en t= 0. 
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Una relación similar existe entre la indisponibilidad U (t) y la desconfíabilidad Q (t) y 
su relación se muestra en la figura 5.10b. 
Las probabilidades de estado límite podrían haber sido evaluadas directamente de las 
ecuaciones diferenciales sin resolverlas realmente. El enfoque es evaluar las 
probabilidades de estado a medida que t tiende a infinito. Bajo esta condición P'0(t) y 
P'1(t) tienden a cero y las ecuaciones 
P'0(t) = -lP0(0)+ mP1(0)
P'1(t) = lP0(0)- mP1(0)
    (5.64) 
se reducen a 
-lP0(0)+ mP1(0) = 0
lP0(0)- mP1(0) = 0
    (5.65) 
Una de estas ecuaciones debe ser descartada ya que ambas son linealmente 
dependientes. Como en el caso de las cadenas discretas de Markov, una de ellas se 
puede reemplazar por 
P0 +P1 = 0      (5.66) 
y el resultado es: 
P0 =
m
l + m
 y P1 =
l
l + m
    (5.67) 
Las cuales, son las probabilidades de estado límites 
5.5.3 Diagramas de espacio estado 
Conceptos generales 
Para facilitar la solución de los procesos de Markov continuos o discretos es deseable 
primero construir el diagrama de espacio estado apropiado e insertar las tasas de 
transición relevantes. Todos los estados relevantes en los cuales el sistema puede residir 
deben ser incluidos en tales diagramas y todas las formas conocidas en las cuales las 
transiciones entre estados pueden ocurrir, deben ser insertadas. No existen restricciones 
básicas en el número de estados o el tipo y número de transiciones que pueden ser 
insertadas. 
El analista debe por lo tanto, primero interpretar la operación del sistema en un 
diagrama de espacio estado que reconozca ambos estados del sistema, la forma como 
esos estados se comunican y los valores de las tasas de transición. 
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Componentes reparables simples 
La figura 5.10 muestra el diagrama de espacio estado para el sistema de 2 estados 
(operación y falla). La figura 5.11 muestra el diagrama de espacio estado para un sistema 
de 3 estados. 
 
Figura 5. 11: Diagrama de espacio estado para un sistema de 3 estados. 
 
 
 
Dos componentes reparables 
Existen 4 estados posibles en los cuales el sistema puede estar. Esto se observa en la 
figura 5.12. 
 
Figura 5. 12: Diagrama de espacio estado para un sistema de 2 componentes. 
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En el caso de un sistema serie, el estado 1 es un estado de operación y los estados 2, 3 
y 4 falta. En el caso de un sistema con redundancia paralelo, los estados 1, 2 y 3 Son de 
operación y el estado 4 es de falta. Por lo tanto, si P1, P2 , P3  y P4  son las 
probabilidades de estar en los estados 1, 2, 3 y 4 respectivamente, luego, para el sistema 
serie, 
Pop = A= P1 +P2 +P3
Pfalla =U = P2 +P3 + P4
   (5.68) 
y para el sistema paralelo, 
Pop = A= P1 +P2 +P3
Pfalla =U = P4
    (5.69) 
Estas ecuaciones se aplican para probabilidades de estado límite y dependientes del 
tiempo. 
Ciertas transiciones en el modelo de espacio estado pueden no ser físicamente 
posibles como por ejemplo, si ambos componentes del sistema han fallado, la 
reparación del componente 2 puede nunca ser comenzada hasta que el componente 1 
haya sido reparado y en esta caso, la transición m2  del estado 4 al estado 2 no debería 
existir. Puede también ser posible que ambos componentes fallen simultáneamente, 
caso en el cual, una transición entre el estado 1 y el estado 4 existirá. Esta transición 
implica un modo común o una causa común. La transición física del estado 1 al estado 
4 cansada por una falla de modo común no debería ser confundida con la ocurrencia 
simultánea de 2 fallas independientes. 
En algunas situaciones prácticas, el diagrama espacio estado de la figura 3.12, puede 
simplificarse y reducirse, por ejemplo, debe conocerse que cuando uno de los 
componentes falla en un sistema serie, el otro componente no opera más tiempo y su 
tasa de fallas en estas circunstancias llega a ser cero. En este caso, el estado 4 no existe 
dejando solo los estados 1, 2 y 3 g las tasas de transición entre esos 3 estados. 
Si ambos componentes son idénticos, los estados 2 y 3 también son idénticos y 
pueden combinarse para dar un sistema reducido de 3 estados como se muestra en la 
figura 4.13. Los términos 2l  y 2m  indican que los 2 componentes están disponibles 
para fallar o reparar respectivamente en el próximo incremento de tiempo y que uno de 
los 2 puede fallar o ser reparado, pero no ambos en ese intervalo. 
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Figura 5. 13: Diagrama de espacio estado para 2 componentes idénticos. 
 
 
 
Sistema de 3 componentes 
El número máximo de estados en un sistema de 3 componentes (donde cada 
componente puede existir en 2 estados es 23 = 8. Esto se muestra en la figura 5.14 en la 
cual li  y mi  representan la tasa de fallas y de reparación del componente i y U y D 
indican que el componente está en operación o fuera de servicio respectivamente. 
 
Figura 5. 14: Diagrama de espacio estado para un sistema de 3 componentes. 
 
 
Los estados a ser combinados para éxito y falla del sistema son: 
Sistema serie: Éxito (estado1) 
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 Falta (estados 2, 3, 4, 5, 6, 7 y 8). 
Sistema paralelo redundante: Éxito (estados 1, 2, 3, 4, 5, 6 y 7) 
Falla (estado 8) 
Sistema 2 de 3: Éxito (estados 1, 2, 3 y 4) 
Falla (estados 5, 6, 7 y 8) 
 
Gran número de componentes 
El número de estados es 2n siendo n el número de componentes del sistema. 
Sistemas con redundancia stand-by 
El aspecto más importante en la representación de estos sistemas es que reconoce e 
identifica los estados en los cuales el sistema puede residir y las transiciones que pueden 
ocurrir entre esos estados. 
Reconsiderar el sistema stand-by de 2 componentes con suicheo perfecto (figura 5.15). 
 
Figura 5. 15: Diagrama de espacio estado para un sistema stand-by de 2 componentes. 
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Sistemas con misión orientada (sistemas no reparables) 
El diagrama de espacio estado se muestra en la figura 5.16. 
 
Figura 5. 16: Diagrama de espacio estado para sistemas con misión orientada. 
 
 
 
Aquí todos los estados se comunican y un estado es uno absorbente. 
5.5.4 Matriz de probabilidad transicional estocástica 
Si la tasa de fallas de un componente es l , luego, la probabilidad de una transición a 
falta en Dt  es lDt  y la probabilidad de no falla en Dt  es 1-lDt . En el Caso de un 
componente reparable simple representado por el diagrama de espacio estado de la 
figura 3.1, la matriz de probabilidad transicional estocástica es: 
    (5.70) 
5.5.5 Evaluación de las probabilidades de estado límite 
Definiendo a p  como el vector de probabilidad de estado límite, el cual permanece 
sin cambio cuando es multiplicado por la matriz de probabilidad estocástico, esto es, 
     (5.71) 
Si p = P0 P1éë
ù
û
 para un componente reparable simple, entonces, 
P0 P1éë
ù
û
1- lDt lDt
mDt 1- mDt
é
ë
ê
ê
ù
û
ú
ú
= P0 P1éë
ù
û
  (5.72) 
las cuales cuando se escriben en forma explícita da: 
-(1- lDt)P0 + mDtP1 = P0
lDtP0 - (1- mDt)P1 = P1
   (5.73) 
al reorganizarlas da: 
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-lDtP0 +mDtP1 = 0
lDtP0 -mDtP1 = 0
    (5.74) 
Aquí Dt ¹ 0  por lo tanto, 
®
-lP0 +mP1 = 0
lP0 -mP1 = 0
    (5.75) 
Una de estas 2 ecuaciones se elimina y es reemplazada por P0 +P1 = 0  y por lo tanto, 
de nuevo dan 
P0 =
m
l + m
y P1 =
l
l + m
    (5.76) 
Como Dt  desaparece de las ecuaciones 3.73, es conveniente omitirlas completamente 
en la formulación de la matriz inicial y expresar las probabilidades de transición 
estrictamente en términos de las tasas de transición y así, 
     (5.77) 
Dos componentes reparables idénticos 
Para este caso, el diagrama de espacio estado es el de la figura 4.13. La matriz de 
probabilidad estocástica es: 
    (5.78) 
Por lo tanto, si las probabilidades de estado límites son P1 P2 P3éë
ù
û
, entonces 
P1 P2 P3éë
ù
û
1- 2l 2l 0
m 1- l - m l
0 2m 1- 2m
é
ë
ê
ê
ê
ù
û
ú
ú
ú
= P1 P2 P3éë
ù
û
 (5.79) 
La cual, en forma explícita da: 
P1(1- 2l) + P2m = P1
P12l + P2(-l - m) + P32m = P2
P2l + P3(1- 2m) = P3
 (5.80) 
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Reorganizando da: 
(a)
(b)
(c)
(d)
-2lP1 + mP2 = 0
2lP1 - (l + m)P2 + 2mP3 = 0
lP2 - 2mP3 = 0
P1 + P2 + P3 = 0
  (5.81) 
La ecuación b resulta su una combinación lineal de a y c por tanto se elimina y se 
reemplaza por la ecuación d para formar el conjunto de ecuaciones simultáneas a, c y d 
que al resolverlas da: 
P1 =
m2
l + m( )
2
, P2 =
2lm
l + m( )
2
, P3 =
l 2
l + m( )
2   (5.82) 
a. Para componentes conectados en serie 
En el caso de 2 componentes conectados en serie, 1 es el estado de operación y 2 y 3 
Son estados de falla del sistema dando: 
  (5.83) 
 
b. Componentes conectados en paralelo 
En este caso, el estado 2 también es un estado de operación dando: 
disponibilidad ® A= P1 + P2 =
2lm + m2
(l + m)2
indisponibilidad ®U = P3 =
l 2
(l + m)2
   (5.84) 
Es interesante notar que en este sistema, Cada componente es independiente y las 
expresiones para P1(t), P2(t) y P3(t) junto con los valores de A y U pudieron haber 
sido obtenidos directamente de los resultados del sistema de componentes simples 
usando la expansión binomial. 
5.5.6 Evaluación de las probabilidades dependientes del tiempo. 
Método de ecuaciones diferenciales 
Considerar el sistema con 2 componentes idénticos mostrado en la figura 5.13, luego, 
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P1(t) es la probabilidad de que ambos componentes estén en estado de operación en el tiempo t. 
P2(t) es la probabilidad de que un componente esté en estado operativo y un componente está en 
estado de falla en el tiempo t. 
P3(t) es la probabilidad de que ambos componentes estén en estado de falla en el tiempo t. 
Las ecuaciones diferenciales para este sistema son: 
P'1(t) P'2 (t) P'3(t)éë
ù
û
= P1(t) P2(t) P3(t)éë
ù
û
-2l 2l 0
m -(l + m) l
0 2m -2m
é
ë
ê
ê
ê
ù
û
ú
ú
ú
 (5.85) 
Se asume que el sistema arranca en el estado 1 
P1(0)=1, P2(0) = 0 y P3(0) = 0   (5.86) 
La solucionen peleando la transformada de Laplace es: 
P1(t) =
m2
l + m
+
2lm
l + m( )
2 e
-(l+m )t +
l 2
l + m( )
2 e
-2(l+m )t
P2 (t) =
2lm
l + m( )
2
+
2l(l - m)
l + m( )
2
e-(l+m )t -
2l 2
l + m( )
2
e-2(l+m )t
P3(t) =
l 2
l + m( )
2
+
2l 2
l + m( )
2
e-(l+m )t +
l 2
l + m( )
2
e-2(l+m )t
 (5.87) 
5.5.7 Evaluación de la confiabilidad en sistemas reparables 
Esto puede ilustrarse considerando los 2 componentes idénticos de la figura 5.13. Si 
los 2 componentes son conectados en paralelo, luego el estado de falla del sistema es el 
estado 3. La probabilidad de estado límite asociada con el estado 3 es la 
indisponibilidad del sistema. 
U =
l 2
l + m( )
2
     (5.88) 
A fin de calcular la confiabilidad del sistema cuando el proceso de encuentra en el 
estado 3, se puede obtener modificando el diagrama de espacio estado para hacer del 
estado 3 un estado absorbente. Cuando el estado 3 es encontrado, el sistema  
efectivamente para hasta que el proceso comienza nuevamente en el estado 1.  
La ecuación 4.84 es modificada como sigue: 
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P'1(t) P'2 (t) P'3(t)éë
ù
û
= P1(t) P2(t) P3(t)éë
ù
û
-2l 2l 0
m -(l + m) l
0 0 0
é
ë
ê
ê
ê
ù
û
ú
ú
ú
 (5.89) 
Este conjunto de ecuaciones diferenciales puede resolverse usando la transformada de 
Laplace. 
La confiabilidad del sistema es: 
R(t) = P1(t)+ P2(t) =
s1e
-s2t - s2e
-s1t
s1 - s2
   (5.90) 
 
 
donde 
s1 =
1
2 3l + m + l
2 + 6ml + m2( )
s2 =
1
2 3l + m - l
2 + 6ml + m2( )
   (5.91) 
Es interesante comparar la ecuación 5.90 con las ecuaciones para la confiabilidad de 2 
componentes idénticos en redundancia paralelo sin reparación. En este caso, 
R(t) = e-lt +e-lt -e-2lt = 2e-lt -e-2lt   (5.92) 
La diferencia entre estas 2 ecuaciones es que en la ecuación 5.90, el sistema fallará solo 
si el componente que permanece en operación falla antes de que el componente fallado 
sea reparado. En el caso de la ecuación 5.91, no es permitida la reparación y por tanto, 
la falla del sistema ocurre cuando el último componente en operación falla. 
5.5.8 Tiempo medio a falta MTTF 
Conceptos 
El MTTF puede ser igualado al tiempo promedio antes de que el sistema entre a un 
estado absorbente. Si las ecuaciones diferenciales han sido resueltas para obtener una 
expresión para la confiabilidad del sistema R(t), el MTTF puede evaluarse integrando 
R(t) entre 0 e infinito. 
MTTF = R(t)dt
0
¥
ò     (5.93) 
En el caso de un sistema redundante reparable para el cual R (t) está dada por: 
MTTF =
s1 + s2
s1s2
=
3l + m
2l 2
   (5.94) 
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Esto puede compararse con la ecuación 4.94 para el sistema. 
MTTF =
3
2l
    (5.95) 
Método de la matriz transicional de probabilidad estocástica 
El método de ecuación diferencial es tedioso, Un método alternativo es la matriz de 
probabilidad truncada en el cual, la fila y la columna asociado con un estado absorbente 
son borradas de la matriz de probabilidad de transición estocástica. 
a. Para sistema con 2 componentes con redundancia paralelo 
La matriz de probabilidad de transición estocástica es: 
   (5.96) 
Si se asume que el estado 3 es absorbente, la matriz truncada Q será, 
    (5.97) 
En el literal 5.4 sobre cadenas descritas de Markov, Q fue usada para determinar el 
número promedio de pasos que pueden transcurrir antes de que el sistema entre en un 
estado absorbente. En el caso de los procesos continuos de Markov, la misma técnica 
puede usarse para deducir el MTTF que puede gastarse antes de que el sistema entre a 
un estado absorbente. Por lo tanto, la matriz fundamental es, 
 (5.98) 
 
en la cual, el elemento mij  de  es el tiempo promedio gastado en el estado j dado que 
el proceso comenzó en el estado i antes de ser absorbido. Si el sistema comienza en el 
estado 1, entonces 
MTTF = m11 +m12 =
(l + m)+ 2l
2l2
=
3l + m
2l 2
  (5.99) 
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b. Sistema serie de 2 componentes 
Con este caso, los estados 2 y 3 Son de falla y por lo tanto, son estados absorbentes. 
   (5.100) 
 
c. Derivación de la tasa de fallas 
Como se descubrió antes y se mostró en las ecuaciones 5.58 y 5.59, el MTTF puede 
deducirse como el recíproco de tasa de fallas del sistema y viceversa. Por tanto, 
 Para un sistema serie de 2 componentes: 
tasa efectiva de fallas= 2l    (5.101) 
 Para un sistema de 2 componentes en paralelo en el cual ambos están operables, se 
considera en estado exitoso: 
tasa efectiva de fallas=
2l 2
3l + m
   (5.102) 
5.5.9 Aplicación de técnicas a sistemas complejos 
En todos los casos, el procedimiento a seguir es el siguiente: 
a. Identificar todos estados en los cuales el sistema puede residir. 
b. Identificar todas las posibles transiciones entre esos estados y especificar los valores 
numéricos de esas transiciones. 
c. Construir el conjunto apropiado de ecuaciones diferenciales o la matriz de 
probabilidad estocástica transitoria. 
d. Usando el método de ecuación diferencial o el de multiplicación evaluar las 
probabilidades de estado dependientes del tiempo si son requeridas. 
e. Usando el principio de , evaluar las probabilidades de estado límites si son 
requeridas. 
f. Identificar los estados de operación, de fuera de servicio y derrateados del sistema. 
g. Combinar las probabilidades de estado apropiadas evaluadas en d y o c para dar la 
probabilidad de que el sistema esté operando, fuera de servicio o esté en estado 
derrateado. 
h. Usando el principio de estados absorbentes, resolver las ecuaciones diferenciales 
modificadas para obtener una ecuación para la confiabilidad del sistema y usar esta 
ecuación para obtener el MTTF. Si las ecuaciones diferenciales no pueden 
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resolverse directamente, el modelo de multiplicación de matrices, puede usarse para 
obtener un estimativo de R (t) y la matriz fundamental desarrollada para obtener 
MTTF 
 
Ejemplo 5.3. 
Para un transformador de potencia a 220/115 KV de 80/100 MVA se definen los 
siguientes estados operativos (figura 5.17). 
 
Figura 5. 17: Diagrama de transición de estados para el transformador de potencia del ejemplo 5.3. 
 
 
El tiempo esperado para que se produzca una falla del sistema de ventilación forzada 
es E(t12 ) =1 año. 
El tiempo esperado para reparar una falla del sistema de ventilación forzada es 
E(t21)= 0.005479 años (2 días). 
El tiempo esperado para que se produzca una falla total del transformador es 
E(t13) = 4 años. 
El tiempo esperado para recuperar el transformador de una falta total es 
E(t31)= 0.08333 años (1 mes). 
 Hallar las probabilidades de estado límite. 
 Hallar la probabilidad de encontrar el transformador sin fallas y la indisponibilidad. 
 Hallarla frecuencia y la duración de cada estado. 
 
Solución 
Las tasas de transición entre estados se calcula mediante: 
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hij =
1
E(tij )
    (5.103) 
Así que la tasa de faltas del sistema de ventilación forzada es: 
     h12 = l12 =
1
1
=1 fallas / año 
La tasa de fallas del transformador de potencia es: 
     h31 = l11 =
1
4
= 0.25 fallas / año 
La tasa de reparación del sistema de ventilación forzada es es: 
    h21 = m21 =
1
0.005479
=182.5 reparaciones / año 
La tasa de reparación del transformador es: 
    h31 = m31 =
1
0.083333
=12 reparaciones / año 
La matriz de transición entre estados es: 
     
Si el vector de probabilidades de estado límites es P1 P2 P3éë
ù
û
, entonces 
  P1 P2 P3éë
ù
û
1- (l12 + l21) l12 l13
m21 1- m21 0
m31 0 1- m31
é
ë
ê
ê
ê
ù
û
ú
ú
ú
= P1 P2 P3éë
ù
û
 
Esta ecuación matricial queda así: 
   
1- (l12 + l21)[ ]P1 + m21P2 + m31P3 = P1
l12P1 + (1- m21)P2 = P2
l13P1 + (1- m31)P3 = P3
 
Rearreglando queda: 
   
-(l12 + l21)P1 + m21P2 + m31P3 = 0 (1)
l12P1 - m21P2 + 0 = 0 (2)
l13P1 + 0 - m31P3 = 0 (3)
 
La ecuación (1) resulta ser una combinación lineal de las ecuaciones (2) y (3) 
[(1)= (-3)+ (-2)]. 
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Se elimina la ecuación (1) y se reemplaza por:  
      P1 +P2 +P3 =1 
y el grupo de ecuaciones queda así: 
    
P1 + P2 + P3 = 1 (4)
l12P1 - m21P2 + 0 = 0 (2)
l13P1 + 0 - m31P3 = 0 (3)
 
Lo cual, en forma matricial queda: 
    
1 1 1
l12 -m21 0
l13 0 -m31
é
ë
ê
ê
ê
ù
û
ú
ú
ú
P1
P2
P3
é
ë
ê
ê
ê
ù
û
ú
ú
ú
=
1
0
0
é
ë
ê
ê
ê
ù
û
ú
ú
ú
 
Aplicando la regla de Cramer para encontrar las probabilidades límite: 
 D =
1 1 1
l12 -m21 0
l13 0 -m31
=1
-m21 0
0 -m31
-1
l12 0
l13 -m31
+1
l12 -m21
l13 0
 
     D = m21m31 +l12m31 +l13m21  
   P1 =
1 1 1
0 -m21 0
0 0 -m31
D
=
m21m31
m21m31 + l12m31 + l13m21
 
   P2 =
1 1 1
l12 0 0
l13 0 -m31
D
=
l12m31
m21m31 + l12m31 + l13m21
 
P3 =
1 1 1
l12 -m21 0
l13 0 0
D
=
l13m21
m21m31 + l12m31 + l13m21
 
Reemplazando valores: 
 D =182.5* 12+1*12+0.25*182.5 = 2247.625  
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 P1 =
182.5 * 12
2247.625
= 0.9744  en  t = ¥  
 P2 =
1* 12
2247.625
= 0.00534  en  t = ¥ 
 P3 =
0.25 * 182.5
2247.625
= 0.0203  en  t = ¥ 
Estas son las probabilidades de estado estable. 
Se observa que:  
 La suma de las 3 probabilidades de estado estable es 1. 
 P1=0.9744 corresponde al primer estado (transformador sin fallas) y es el que tiene 
mayor probabilidad de ser encontrado en t = ¥. 
 La indisponibilidad del transformador es P3=0.0203. 
La frecuencia de ocurrencia de un estado i es la probabilidad de ocurrencia del estado i 
por la sumatoria de las tasas de salida de ese estado. 
fi = Pi * hij
j¹i
n
å      (5.104) 
También se puede calcular como la probabilidad de no encontrar el estado í por la 
sumatoria de las tasas de entrada a ese estado. La duración media en un estado í es el 
tiempo medio gastado en un estado í y corresponde al inverso de la sumatoria de las 
tasas de salida desde en estado. 
mi =
1
hij
j¹i
n
å
    (5.105) 
Además, se cumple que: 
fi * mi
i=1
n
å = Dt     (5.106) 
 
donde Dt  es el tiempo de referencia del estudio. 
Para hallar la frecuencia de ocurrencia de un estado acumulado o la duración media en 
ese estado acumulado solo se toman en cuenta los estados que se comunican a través 
de la frontera de acumulación. 
La frecuencia y duración de cada estado se muestran calculadas en la tabla 5.2. 
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Tabla 5. 2: Frecuencia y duración de cada estado 
Estado i pi fi  (veces/año) mi (días) 
1 0.9744 f1= 0.9744(1+0.25)=1.218 292365
25.01
1
1 

m  
2 0.0534 f2= 0.0534(182.5)=0.97455 2365
5.182
1
2 m
 
3 0.0203 f3= 0.0203 x 12=0.2436 42.30365
12
1
3 m
 
 
La probabilidad de que un transformador se encuentre disponible para operar a su 
máxima capacidad (100MVA) es del 97.44%. Esta condición operativa se da 1.218 
veces por año y tiene una duración media de 292 días. 
La probabilidad de que el transformador solo se encuentre disponible para operar a 
una capacidad máxima de 80MVA es del 0.534%. Esta condición operativa se da O. 
97455 veces por año y tienen una duración media de 2 días (corresponde al mismo 
tiempo promedio para la reparación de daños del sistema de refrigeración forzada. 
La probabilidad de que el transformador no se encuentre disponible para operar es del 
2.03%. Esta condición operativa se da 0.2436 veces por año y tiene una duración media 
de 30.42 días 0 sea el mismo tiempo promedio para reparación de fallas graves del 
transformador. 
Obsérvese que: 
  
f1 * m1 + f2 * m2 + f3 * m3 =1.218 * 292 + 0.97455 * 2+ 0.2436 * 30.42
= 365 dias (1 año)
 
que corresponde al tiempo de referencia del estudio. 
 
5.6. Conclusiones del capítulo 
Con este capítulo ha quedado claro que existen herramientas matemáticas y 
estadísticas muy precisas, que permiten el tratamiento efectivo de los datos para 
pronosticas el comportamiento futuro de un sistema reparable. Dichas herramientas, 
tales como las cadenas de Markov y otros procesos estocásticos, y su forma de 
aplicación, fueron desarrolladas de una manera extensa con ejemplos de aplicación 
ilustrativos. El siguiente capítulo estudia de una manera extensa, la ley de fallas de 
Weibull y la aplicación en sistemas eléctricos de la distribución propuesta por Walody 
Weibull.  
 
  
 
  
 
 
CAPÍTULO 6 
 
LEY DE FALLAS DE WEIBULL 
 
 
     
 
Este capítulo ilustra de manera efectiva, la distribución estadística más generalizada que al 
analizar los parámetros y su valor, permite llegar a la distribución estadística más adecuada. 
Weibull incluye en sus expresiones matemáticas generales  las distribuciones más importantes 
como la normal, la exponencial, log normal, Rayleigh y otras, dependiendo del valor final de sus 
parámetros.  
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6. LEY DE FALLAS DE WEIBULL 
 
6.1. Introducción [31] 
La distribución de Weibull es ampliamente utilizada para calcular la confiabilidad de 
artefactos eléctricos y electrónicos, para el análisis de la fatiga y vida de componentes y 
materiales, para las técnicas de predicción que permitan el aseguramiento de la calidad 
de productos y procesos y aplicaciones en el campo de la mecánica. 
Se caracteriza por considerar la tasa de fallas variable por lo que es empleada por su 
gran flexibilidad ya que se puede ajustar a varias funciones de confiabilidad de 
dispositivos o sistemas, y permite modelar prácticamente todos los períodos de un 
equipo (arranque, vida útil y desgaste). 
La base empírica fue creada por Waloddi Weibull (1887-1979) y la fundamentación 
teórica la desarrolló B.V Gnedenko. A causa de su mayor complejidad solo se usa 
cuando de antemano se conoce que una distribución que se constituye como caso 
particular  de la distribución Weibull (exponencial, normal, etc.) es la que mejor 
describe la distribución de fallas. 
Aunque existen 2 tipos de soluciones analíticas de distribución de Weibull (Método de 
los Momentos y método de la máxima verosimilitud) ninguno de estos se aplica por su 
alta complejidad. En vez de estos, se usa la resolución gráfica para encontrar el 
parámetro de localización empleando el papel probabilístico de Weibull. 
La distribución de Weibull permite encontrar la distribución de fallas de un 
componente que se pretende controlar y que a través del registro de fallas se observa 
que estos varían a lo largo del tiempo normal de uso.  La distribución  Weibull facilita la 
identificación de las variables que influyen en la tasa de fallos y su consideración 
además de disponer de una herramienta de predicción del comportamiento futuro, 
metodología bastante útil para las empresas que desarrollan programas de 
mantenimiento preventivo de sus instalaciones. 
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La distribución Weibull no tiene forma característica específica pues depende de los 
valores de los parámetros en sus funciones de confiabilidad. 
El empleo de la distribución Weibull permite calcular los tiempos óptimos para el 
mantenimiento y ayuda a tomar decisiones en diagnóstico y nuevas inversiones de 
proyectos. 
 
6.2. Problemas de ingeniería resueltos con el análisis de 
Weibull (Ejemplos de aplicación) [31] 
 Se reportan tres fallas de un componente en operaciones de servicio durante un 
período de 3 meses.  ¿Cuántas fallas se esperan para el próximo año? ¿Cuál es la 
mejor acción correctiva para reducir los riesgos y las perdidas? 
 Para realizar los pedidos de repuestos y programar labores de mantenimiento 
cuantas unidades deberán ingresar al almacén de mantenimiento por cada modo de 
falla mes tras mes, el próximo año? 
 Basado en los datos de garantía que partes de un sistema excederán una tasa de 
fallas del 4% y en qué fecha? 
 Después de un cambio en la Ingeniería, cuántas unidades deben ser probadas y por 
cuánto tiempo sin fallas, para verificar que el modo de falla por envejecimiento es 
disminuida con un nivel de confianza del 90%. 
 Una instalación eléctrica sufre de salidas por sobrecalentamiento de tuberías. 
Basados en los datos inspección,  ver  la proyección de vida de las calderas basada 
en la conexión de los tubos fallados y la caldera es reemplazada cuando el 10% de 
los tubos han sido conectados debido a la falla. 
 El costo de una salida no planeada para un componente sujeto a falla por desgaste 
es 20 veces el costo del reemplazo planeado.  ¿Cuál es el intervalo óptimo de 
reemplazo? 
 
6.3. Alcance [31] 
El Análisis Weibull incluye: 
 El dibujo de los datos y su interpretación. 
 Proyección y predicción de fallas. 
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 Evaluación de planes de acciones correctivas. 
 Pruebas de justificación de nuevos diseños con mínimo costo efectivo. 
 Previsión de partes de repuesto. 
 Análisis de la  garantía y predicciones de costos de mantenimiento. 
 Control de procesos de producción. 
 Calibración de sistemas de diseño complejo. 
 Recomendaciones para el manejo de respuestas a problemas de servicio. 
 
Los datos de problemas y deficiencias incluyen: 
 Datos de fallas y de suspensiones programadas. 
 Modos de falla mixtos. 
 Tiempos de origen diferente de cero. 
 Edades desconocidas para unidades exitosas. 
 Muestras extremadamente pequeñas. 
 Datos que no son de falla real. 
 Pérdida de datos. 
 Dato de inspección. 
 
Los tipos de fallas incluyen: 
 Desarrollo, producción y servicio. 
 Fallas mecánicas, electrónicas, de materiales y humanas. 
 Naturales: Rayos, daño por objetos extraños, errores humanos, agujeros hechos por 
pájaros carpinteros en postes de madera. 
 Control de calidad, deficiencias del diseño, materiales defectuosos. 
 Reclamaciones de garantía. 
 
Los Modelos Matemáticos para análisis de sistemas incluyen: 
 Modelos explícitos para modos de falla independientes. 
 Simulación de Montecarlo para modos de falla independientes. 
 Modelos exponenciales, Binomiales y de Poisson. 
 Modelos de sobrevivencia de Kaplan- Meier. 
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 Modelos de reclamación por garantía. 
 Modelos de control de procesos de producción. 
 
6.4. Ventajas del análisis Weibull [31], [31] 
 Provee una razonable precisión en el análisis y pronóstico de fallas con muestras 
pequeñas. 
 Proporciona un simple y útil gráfico para los datos de falla que permite medir la 
vida característica, ciclos de arranque parada, tiempos de operación, ciclos de 
trabajo en función del porcentaje de falla acumulativa. 
 Provee de un método analítico para comprobación. 
 Permite hallar tipo de falla, tiempo medio entre fallas y datos que ayudan a tomar 
decisiones sobre programación del Mantenimiento. 
 
6.5. Pronóstico y predicción de las fallas [31], [31] 
Cuando ocurren las fallas en servicio, una predicción del número de fallas que 
ocurrirán en el próximo período es deseable (6 meses, 1 año). En la figura 6.1 se 
muestra una proyección típica de fallas.  Este proceso proporciona información de si el 
modo de fallas se aplica a la población entera o a solo una porción o lote.  Luego se 
desarrollan planes alternativos para acción correctiva y el pronóstico de fallas es 
repetido.  Si las partes falladas son reemplazadas a medida que ellas fallan, la proyección 
de las fallas es mayor que su  reemplazo. 
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Figura 6. 1: Proyección de las fallas. 
 
Una ventaja adicional del análisis Weibull es que puede ser útil aún con inconsistencias  
en los datos, aun así los dibujos de Weibull son usualmente informativos. Los métodos 
serán descritos para: 
 Identificar modos de falla mixtos. 
 Problemas con el origen no localizado en cero. 
 Investigación de parámetros de envejecimiento alternos. 
 Manejo de datos donde la edad de algunas partes es desconocida. 
 Construcción de una curva Weibull cuando hay fallas que no han ocurrido. 
 Identificar problemas de lotes donde el modo de falla afecta un subconjunto. 
 Identificando valores atípicos sospechosos. 
La distribución de Weibull usualmente proporciona el mejor ajuste de los datos de 
vida. Si el ajuste es pobre, deben considerarse otras distribuciones. Muestras moderadas 
(≥ 20 fallas) son necesarias para una buena exactitud de otras distribuciones con menos 
de 20 fallas, Weibull es la mejor selección y por tanto práctica. 
 
6.6. Planeación del mantenimiento [31] 
La gráfica de Weibull es muy útil para planear el mantenimiento, particularmente el 
RCM (Mantenimiento centrado en la Confiabilidad). β (parámetro de forma) indica si 
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las inspecciones programadas o no y las revisiones (o reparaciones) son necesarias:  Si 
β≤1 las reparaciones no son costo efectivo. Con b  >1, el período de reparación o 
intervalo de inspección programada es leído directamente de la gráfica con una 
probabilidad aceptable de falla. 
Para modos de falla por degaste, si el costo de una falla no planeada es mucho más 
grande que el costo de un reemplazo planeado, existe un intervalo de reemplazo óptimo 
para mínimo costo. 
Usando pronóstico de falla Weibull, operaciones cuantitativas son hechas entre: 
 Mantenimiento programado o no programado. 
 Reacondicionamiento forzado o conveniente 
 Inspecciones no destructivas  vs reemplazo de partes. 
 Acción correctiva  vs hacer nada. 
 Tiempos diferentes entre reparaciones (overhauls). 
 Intervalos de reemplazo óptimo. 
El mantenimiento planeado induce a cambios rítmicos o cíclicos en las tasas de fallas. 
El Rítmico es afectado por las interacciones entre las vidas características de los modos 
de fallas del sistema, las b , los períodos de inspección y los reemplazos de partes.  
 
6.7. Características generales [3], [21], [24], [47], [31], [31] 
6.7.1 Función de densidad de probabilidad 
La función de densidad de probabilidad de falla de la distribución (pdf) Weibull está 
definida como: 
 
 
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0exp ,
ot t t t
f t t t



 
     
    
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(6.1) 
donde: 
 
t ³ t
0
, y es una variable aleatoria que representa el tiempo entre fallas. 
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t
0
es el  parámetro de localización (-∞<
 
t
0
<∞), llamado también  vida mínima que 
define el punto de partida de la distribución (es también llamado vida libre de falla). 
h  es el parámetro de escala (0<h<∞), o sea la extensión a lo largo del tiempo del eje 
de los tiempos. Se llama también vida característica.  Edad a la cual el 63.2% de las 
unidades podrían fallar. 
b  es el parámetro de forma que representa la pendiente de la recta y que describe el 
grado de variación de la tasa de fallas (0< b  <∞). 
6.7.2 Efectos del parámetro b  sobre f(t) 
Las formas típicas que pueden producirse para la función de densidad de fallas de la 
distribución de Weibull son mostradas en la figura 6.2. 
 
Figura 6. 2: Variación de la función de densidad  de Probabilidad Weibull. Efecto del parámetro β sobre 
 
f t( ) . 
 
6.7.3 Efectos del parámetro b  sobre R(t) y Q(t). 
La función de sobrevivencia o confiabilidad es: 
 
R t( ) = f t( )
t
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 (6.2) 
Capítulo 6. Ley de fallas de Weibull  
 
135 
 
La función de distribución acumulativa de fallos para la fracción de la población que 
falla a la edad  t  es: 
 
Q t( ) =1- R t( ) =1- exp -
t - t
0
h
æ
èç
ö
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bé
ë
ê
ê
ù
û
ú
ú
  (6.3) 
Con 
 
t
0
= 0  
 
Q t( ) = 1- exp -
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   (6.4) 
Las formas típicas que pueden deducirse para la función  acumulativa de fallos de la 
distribución Weibull son mostradas en la figura 6.3. 
 
Figura 6. 3: Variación de la función acumulativa de fallos en función del tiempo. 
 
6.7.4 Efectos del parámetro b  sobre  
La tasa de riesgo es: 
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l t( ) =
b t - t
0( )
b-1
hb
    (6.5) 
Las formas típicas que se pueden deducir para la tasa de fallas 
 
l t( )  de la distribución 
Weibull se muestran en la figura 6.4 
 
Figura 6. 4: Variación de la tasa de fallos 
 
l t( )  en función del tiempo para valores  diferentes del 
parámetro de la forma b . 
 
Las ecuaciones para función de densidad, la función de sobrevivencia, la distribución 
acumulativa de fallos y la tasa de fallos mostrados solamente son válidas para valores de 
 
t - t
0( ) ³ 0 . Para valores de t - t0( ) < 0 , las funciones de densidad y la tasa de fallos valen 
cero. 
Cuando 
 
t - t
0( ) =h , la confiabilidad está dada por: 
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R t( ) = exp - 1( )
bé
ëê
ù
ûú
=
1
2.718
= 0.368® 36.8%( )  
Por lo tanto, la constante h  representa también el tiempo medido a partir de 
 
t
0
= 0 y 
según esto, dado que 
 
Q t( ) =1- R t( ) =1-0.368 = 0.632  el (63.2%) de la población se 
espera que falle y para cualquier valor de b , h  también  es llamada “vida 
característica”. 
6.7.5 Relación entre b  y las fallas 
La curva de la bañera de la figura 6.5 muestra la relación entre b  y las fallas a través 
de la vida de un componente.  La tasa de fallas instantánea es la tasa de riesgo
 
l t( ) . 
 
Figura 6. 5: Curva de la bañera para un componente bueno. 
 
 
 implica periodo de mortalidad infantil o de arranque 
Los sistemas electrónicos y mecánicos pueden inicialmente tener altas tasas de fallas. 
Si b<1 permite sospechar: 
 Pruebas de esfuerzo inadecuadas. 
 Problemas de producción, mal ensamble y control de calidad. 
 Problemas de ajustes. 
 Fallas de la electrónica de estado sólido. 
Si el modo de fallas dominante para un componente es 
 b <1 y el componente 
sobrevive a la mortalidad infantil mejorará con la edad a medida que la tasa de fallas 
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disminuye con la edad.  Como la tasa de fallas decrece, aumenta la confiabilidad. El 
ajuste de los componentes no es el adecuado. 
 implica periodo de vida útil 
b=1.0 implica el período de fallas aleatorias independientes del tiempo. Estos modos 
de falla son perennes. Se puede sospechar: 
 Errores de mantenimiento.  
 Errores humanos. 
 Fallas debido a fenómenos de la naturaleza. 
 Daños por objetos extraños. 
 Daños por descargas atmosféricas. 
 Mezcla de datos de 3 o más modos de fallo. 
 Intervalos entre fallas. 
Aquí de nuevo los ajustes no son apropiados. Un weibull con β=1 indica una 
distribución exponencial. Aquellos que sobrevivan al tiempo t, un porcentaje constante 
fallan en la próxima unidad de tiempo.  Esto se conoce como una tasa de riesgo 
constante. 
 implica periodo de desgaste 
Si estas fallas ocurren dentro de la vida diseñada ellos son sorpresas desagradables. 
Existen muchos modos de falla mecánicos en esta clase: 
 Bajo  ciclo de fatiga 
 Fallas de rodamientos 
 Corrosión, erosión 
Los ajustes y revisiones o la parte de repuesto de baja vida B pueden ser rentables. El 
período para ajustes y revisiones es leído en la gráfica Weibull a la vida apropiada B. Si 
la falla produce un riesgo a la seguridad, la vida  B sería muy bajo (B 1 ó B 0.1). Si el 
modo de falla es benigno la vida B para revisiones o partes de repuestos puede ser 
mucho más alta. (B1 –B0). 
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 implica un envejecimiento, rápido periodo de desgaste 
Los modos de falla típicos con el envejecimiento y un desgaste rápido incluyen: 
 Esfuerzo de corrosión. 
 Propiedades de los materiales. 
 Materiales frágiles como las cerámicas. 
 Algunas formas de erosión. 
Todos los modos de desgaste han incrementado la probabilidad de falla con la edad y 
por lo tanto, disminuyen la confiabilidad. Para los ajustes y las inspecciones puede ser 
rentable reemplazar las partes que producen fallas significativas.  En un avión se 
cambian partes que ya tienen cierta edad para reducir el riesgo, la pila de un marcapasos 
se reemplaza a cierto tiempo de uso, así este buena aun. 
6.7.6 Efectos del parámetro de escala h  sobre la función de 
densidad de probabilidad f(t) 
Un cambio en el parámetro de escala h  tiene el mismo efecto sobre la distribución 
que un cambio es la escala de las abscisas: Aumentando el valor de h  mientras se 
mantiene constante el valor de b  tiene el efecto de estrechamiento. 
Como el área bajo la curva es constante, el pico de la curva pdf también disminuye 
con el aumento de h  como lo indica la figura 6.6. 
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Figura 6. 6: Efectos de los parámetros de escala h  sobre f t( ). 
 
Si h  aumenta mientras b  y t
0
 permanecen los mismos la pdf se estira hacia la 
derecha y la altura decrece, manteniendo su forma y localización. h  es el tiempo (edad) 
al cual el 63.2% de las unidades fallarán. 
Ajustando 
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  (6.6) 
y no se tiene en cuenta el valor de b  
6.7.7 Efectos del parámetro de localización, t0. 
Este parámetro localiza la distribución a lo largo de la abscisa. Cambiando el valor de 
t0 tiene el efecto de deslizamiento de la distribución y su función asociada a la derecha 
(si t0>0) o hacia la izquierda (si t0<0) como se ve en la figura 6.7. 
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Figura 6. 7: Efectos de los parámetros de escala t0 sobre )(tf . 
 
 Cuando t0=0, la distribución arranca en el origen. 
 Si t0>0, la distribución arranca en un punto localizado a la derecha del origen. 
 Si t0<0, la distribución arranca en un punto localizado a la izquierda del origen. 
 t0 proporciona un estimativo de un tiempo a falla más temprano de tales unidades. 
 El período de vida de 0 a t0 es un período de operación libre de fallas de tales 
unidades. 
 El parámetro t0 puede asumir todos los valores y proveer un estimativo de un 
tiempo a falla que puede ser observado. Un t0<0 puede indicar que las fallas pueden 
ocurrir antes de comenzar las pruebas y ya durante la producción, en almacén, en 
tránsito, durante chequeo de salida antes de iniciar su misión. 
 
6.8. Representación de los modos de falla mediante la 
distribución Weibull [24], [47], [31] 
En el estudio de la distribución Weibull se pueden dar las siguientes combinaciones de 
sus parámetros con mecanismos de falla muy particulares. 
a. Para t0=0; el mecanismo no tiene una duración de confiabilidad intrínseca y por lo 
tanto, 
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 Si  β<1, la tasa de fallas disminuye con la edad sin llegar a ser cero, este es el 
período de arranque (o mortalidad infantil) dando lugar a fallas por tensión de 
rotura. 
 Si β=1, la tasa de fallas se mantiene constante lo que indica una característica de 
fallos aleatorio o pseudoaleatoria.  En este caso, 
   
1 1
exp
t
f t y t
  
 
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  (6.7) 
y la distribución Weibull es igual a la distribución exponencial si h =1 l , esto es, el h  
valor de  representa el tiempo medio a fallas (MTTR). 
 Si β=2, las expresiones para función de densidad y tasas de fallos se convierte en: 
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Expresiones que son idénticas a la distribución de Rayleigh 
 Si  β>1, la tasa de fallos se incrementa en la edad de forma continua y describe así el 
período  de desgaste del equipo, aquí el  MTTF »h . 
 Si β=3.44 se cumple que la media es igual a la mediana y la distribución Weibull es 
similar a la distribución Normal. 
b. Si t0>0: El mecanismo no es intrínsecamente fiable desde el momento en que fue 
puesto en servicio hasta que t= t0 y además, 
 Si β<1, indica que hay fatiga u otro tipo de desgaste en el que la tasa de fallas 
disminuye con el tiempo después de un súbito incremento hasta t0; valores bajos de 
β (~0.5) pueden asociarse con ciclos de fatiga bajos y los valores de β más altos, (~ 
0.8) se pueden asociar con ciclos de fatiga más altos. Los ajustes e inspecciones 
programadas son de costo económico no efectivo. 
 Si β>1, hay erosión o desgaste similar en la que la constante de duración de carga 
disminuye continuamente con el incremento de la carga.  Los programas de  
inspección  son leídos directamente del gráfico calculando la probabilidad aceptable 
de las fallas. 
 Si β>10 es indicativo de que t0 debe ser calculado 
 Si al graficar los puntos de la muestra aparece una cola hacia abajo o una    
reducción súbita de pendiente indica un t0>0. 
c. Si t0 < 0: Indica que el mecanismo fue utilizado o tuvo fallas antes de iniciar la toma 
de datos (durante el ensamble, el transporte, la instalación y el almacenamiento, 
además, 
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 Si β<1; puede tratarse de una falla de juventud antes de su puesta en servicio, por 
un margen de seguridad bajo. 
 Si β>1, se trata de un desgaste  debido a la disminución constante de la resistencia 
antes de su puesta en servicio (por ejemplo, debido a una vida propia limitada que 
ha finalizado o es in adecuada). 
 Si al graficar  los puntos de la muestra aparece una cola hacia arriba indica un  
aumento súbito de la pendiente e indica un t0 < 0 . 
 
6.9. Funciones de distribución Weibull [24], [47], [31], [31] 
6.9.1 Valor esperado, media o MTTF (tiempo medio o falla) 
La media, también llamada MTTF de la función de densidad de la probabilidad pdf de 
Weibull está dada por: 
 
MTTF = t
0
+hG
1
b
+1
æ
èç
ö
ø÷
   (6.9) 
donde 
 
G
1
b
+1
æ
èç
ö
ø÷
 es la función gamma evaluada en el valor 
 
1
b
+1
æ
èç
ö
ø÷
 , estos valores se 
pueden encontrar en la tabla 6.1. 
 
La función gamma está definida como: 
  1e d 

  

       (6.10) 
 
en el cual los valores enteros de h  se reducen a: 
            
 G(h) = (h-1)  
 
Si t0=0, entonces: 
MTTF =hG
1
b
+1
æ
èç
ö
ø÷
   (6.11) 
Si β=1, 
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MTTF =hG
1
1
+1
æ
èç
ö
ø÷
=hG 2( ) =h  
Si β >1, entonces, MTTF<h  
Si β<1, entonces, MTTF >h  
Si β=0.5, entonces MTTF=2h  
El MTTF (tiempo medio a fallas) no debe ser confundido con el MTBF (tiempo 
promedio entre fallas).  Se trata de parámetros diferentes aunque son iguales cuando no 
hay suspensiones. El MTBF es usado con sistemas reparables. 
En la figura 6.8 se muestra gráficamente la relación dada por: 
1
1
MTTF
 
 
   
 
    (6.12) 
 
Figura 6. 8: Relación entre MMTF, h  y b . 
 
 
La tabla 6.1 permite calcular los valores h  y MTTR 
6.9.2 La desviación estándar 
La desviación estándar de la distribución Weibull con 
 
t
0
= 0 está dada por: 
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 
1
2 2 2
0
2 2 2
2
exp
2 1
1 1
2 1
1 1
T
T
T
t t
t dt t




 
 
 
 
 

   
    
   
    
        
    
   
       
   

  (6.13) 
6.9.3 Función de Confiabilidad Condicional de Weibull 
 
 
 
0
0
exp
/
exp
T t t
R T t
R t T
R T T t




    
  
     
   
  
   
   (6.14) 
Esta ecuación da la confiabilidad para una nueva misión de duración t, teniendo ya 
acumulado un tiempo de operación T y las unidades son chequeadas para asegurar que 
comiencen la nueva misión exitosamente.  Es llamada condicional ya que se puede 
calcular la confiabilidad de una nueva misión basado en el hecho de que las unidades ya 
han acumulado horas de operación exitosa. 
6.9.4 Vida Confiable de Weibull 
La vida confiable 
 
T
R
 de una unidad para una confiabilidad especificada R, 
comenzando la misión en 0, está dada por 
  
1/
0RT t l R

       (6.15) 
Esta es la vida para la cual la unidad funcionará exitosamente con una confiabilidad de 
R.  Si R=0.5, luego 
 
T
R
= M
e
, la vida media, o la vida para la cual la mitad de las 
unidades sobrevivirán. 
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Tabla 6. 1: La función gamma para encontrar s  y h . 
b  
 
MTTR
h
= G 1+
1
b
æ
èç
ö
ø÷
 
 s /h  b  
 
MTTR
h
= G 1+
1
b
æ
èç
ö
ø÷
 
 s /h  
0 ∞ ∞ 2.0 0.8862 0.463 
0.1 10! 
 
20!- 10!( )
2  2.1 0.8857 0.44 
0.2 120 1901 2.2 0.8856 0.42 
0.3 9.2605 47 2.3 0.8859 0.41 
0.4 3.3234 10.43 2.4 0.8865 0.39 
0.5 2.0000 4.472 2.5 0.8873 0.38 
0.6 1.5046 2.645 2.6 0.8882 0.37 
0.7 1.2658 1.851 2.7 0.8893 0.36 
0.8 1.1330 1.428 2.8 0.8905 0.34 
0.9 1.0522 1.171 2.9 0.8917 0.33 
1.0 1.0000 1.000 3.0 0.8938 0.32 
1.1 1.0649 0.878 3.1 0.8943 0.315 
1.2 0.9407 0.785 3.2 0.8957 0.31 
1.3 0.9235 0.716 3.3 0.8970 0.30 
1.4 0.9114 0.659 3.4 0.8984 0.29 
1.5 0.9028 0.613 3.5 0.8998 0.28 
1.6 0.8966 0.594 3.6 0.9011 0.27 
1.7 0.8922 0.530 3.8 0.9038 0.26 
1.8 0.8893 0.512 4.0 0.9064 0.25 
1.9 0.8874 0.486    
 
Para el caso de 
 
t
0
= 0 se demuestra que cualquier grupo de datos que sigan la 
distribución Weibull se pueden representar por una línea recta en el papel Weibull,  se 
parte de la hipótesis de que el origen es perfectamente conocido y que coincide con los 
datos experimentales. 
6.9.5 La Mediana 
La Mediana de la distribución Weibull es: 
 
Me= t
0
+h lh2( )
1/b
    (6.16) 
6.9.6 La Moda 
La Moda de la distribución Weibull es: 
 
Mo= t
0
+h 1-
1
b
æ
èç
ö
ø÷
1/b
   (6.17) 
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6.9.7 100 P-ésimo percentil 
El 100 P-ésimo percentil es: 
t
p
=h -lh 1- p( )( )
1/b
    (6.18) 
 
6.10. Evaluación de los parámetros b  y h  mediante el método 
gráfico usando el papel probabilístico de Weibull [24], 
[42], [47], [31] 
6.10.1 Los datos Weibull 
Es necesario conocer el dato de falla de las partes o componentes que conforman un 
sistema y se conoce como el dato de falla de Weibull (o dato de vida). El parámetro 
adecuado de envejecimiento está determinado por el modo de falla y es el que mejor se 
ajuste a una línea recta al dibujar los datos en el papel de probabilidad Weibull. 
Los gráficos de Weibull no siempre forman una estricta línea recta debido a que se 
mezclan diferentes modos de falla, los cuales se deben clasificar para determinar de 
manera adecuada la distribución de la falla; también es debido a los tiempos 
suspendidos o muestras extremadamente pequeñas. 
6.10.2 Escalas de las gráficas Weibull 
Las figuras 6.9, 6.10, 6.11  y  6.12  muestran el llamado papel de probabilidad Weibull 
de 1, 2, 3 y 4 ciclos creados empleando el programa “Reliasoft Weibull++. 
La escala horizontal es la edad o parámetro tiempo  t   
t = t
i
- t
0( )  y es logarítmica 
puede representarse en esta escala el kilometraje de vehículos, el tiempo en servicio, los 
ciclos de trabajo, el tiempo de operación , los arranques y paradas, aterrizajes, 
desembarcos, etc. También se puede graduar con lnt. 
La escala vertical es la función de densidad acumulativa de fallas pdf, o sea, la 
proporción de unidades que fallarán hasta el  tiempo  t  en porcentaje.  El símbolo 
estadístico para el pdf es 
 
Q t( ) , la probabilidad de falla hasta el tiempo  t  o 
desconfiabilidad. 
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El complemento de 
 
Q t( )  es la Confiabilidad 
 
R t( ) =1-Q t( ) o sea, la probabilidad de 
sobrevivencia hasta el tiempo  t . 
 
 Figura 6. 9: Papeles probabilísticos de Weibull 
de 1 ciclo (www.weibull.com). 
 
Figura 6. 10: Papeles probabilísticos de Weibull 
de 2 ciclos (www.weibull.com). 
 
Figura 6. 11: Papeles probabilísticos de Weibull 
de 3 ciclos (www.weibull.com). 
 
Figura 6. 12: Papeles probabilísticos de Weibull 
de 4 ciclos (www.weibull.com). 
  
 
La  ordenada se puede también graduar con 
 
Ln Ln
1
1-Q t( )
æ
è
ç
ö
ø
÷
é
ë
ê
ê
ù
û
ú
ú
. 
Weibull acuñó un nombre para el tiempo en el que un porcentaje dado fallará llamado, 
por ejemplo la vida B1 significa el tiempo en el que 1% de las partes fallarán (en la 
industria aeroespacial B1 es usado para fallas benignas, B0.1 para fallas serias y B0.01 
para fallas catastróficas). 
El gráfico Weibull permite hallar h  b  y r (una medida de la bondad del ajuste llamada 
coeficiente de correlación). Las escalas son elaboradas de tal manera que los datos 
conformen una línea recta si se trata  de una Distribución Weibull. El Análisis de 
Weibull se aplica solo a un modo de falla a la vez. 
6.10.3 Pasos a seguir para la construcción de la gráfica de Weibull 
a. Tratar de obtener buenos datos, este paso es tal vez el más difícil.  
b. Identificar bien cuales datos son de falla y cuales son por suspensión (censurados). 
c. Ordenar los datos de menor a mayor (así mismo anotar el rango ascendente). 
d. Calcular el rango de la mediana utilizando la fórmula de Bernard 
 
Q t( ) = 2-0.3( ) / N +0.4( ) 
e. Graficar los datos en el papel de probabilidad Weibull 
 
Q t
i( ) vs  ti . 
f. Trazar “a ojo” una línea recta que represente bien los datos de falla y se ajuste lo 
mejor posible. 
6.10.4 Interpretación del gráfico Weibull 
Una primera mirada al gráfico de Weibull permite concluir que tan bueno es el ajuste, 
cual es el valor de b  (pendiente) o parámetro de forma y el valor de la vida 
característica h  o parámetro de escala. 
Encontrar el valor de b  en la gráfico 
Por la ordenada 
 
Q t( ) = 63.2%  se traza una paralela igual la recta de puntos trazada 
con buen criterio a ojo hasta cortar el eje b  (escala superior) La intersección  de la 
paralela con este eje b  da el valor de b . 
 
150 Análisis de datos de falla 
 
 
 Encontrar el valor de h  en la gráfica 
Su valor está dado por la intersección de la recta de puntos con la línea paralela al eje 
de las abscisas correspondiente al 63.21% de fallos acumulados. 
6.11. Evaluación analítica de los parámetros de la distribución 
Weibull usando el método de los mínimos cuadrados [24], 
[42], [47] 
El Método de los mínimos cuadrados es preferido por las siguientes razones: 
 Es un método simple y fácil de aplicar. 
   La gráfica de los datos  sirven como una 
prueba de bondad del ajuste de la distribución. 
 Da un indicio de si se debe o no calcular el parámetro de localización (el que 
localiza la abscisa a partir de la cual se inicia la distribución).  Lo primero que hay 
que verificar es el comportamiento visual de los pares de medidas según una línea 
recta y si hay puntos que presentan un comportamiento anormal.  
6.11.1 Cálculo de los parámetros b  y h  
Este método permite calcular los parámetros de forma b  y de escala h  mediante la 
transformación doble logarítmica  de la función de distribución acumulativa de 
fallas
 
Q t( ) =1- R t( ). La transformación doble logarítmica permite convertir la función 
de distribución acumulativa en una ecuación lineal de regresión. 
6.11.2 Deducción de la ecuación lineal de regresión 
El primer paso consiste en llevar la función a la forma lineal.  Para la distribución 
Weibull, la función de distribución acumulativa de fallas es: 
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Aplicando  logaritmos naturales a ambos lados de la ecuación da: 
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1
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Aplicando nuevamente logaritmos naturales 
 
ln ln
1
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é
ë
ê
ê
ù
û
ú
ú
é
ë
ê
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ù
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= ln
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0
h
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= b ln t - t
0( )- b lnh
  (6.19) 
Esta última expresión representa una ecuación de la forma 
  y= a+ bx  
La cual es una recta de regresión con 
y = ln ln
1
1-Q t( )
é
ë
ê
ê
ù
û
ú
ú
é
ë
ê
ê
ù
û
ú
ú
c = ln t - t
0( )                   b= b
   (6.20) 
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Se concluye que el parámetro de forma b  es la pendiente de la recta de regresión, que 
el parámetro de escala h  está en función del intercepto b de la recta de regresión y del 
parámetro de forma b , por lo tanto: 
 a= b lnh  
o sea  que: 
 
-
a
b
= lnh  
Por lo tanto: 
h = exp -
a
b
é
ë
ê
ù
û
ú
b
    (6.21) 
6.11.3 Rango de regresión en )(RRXX  
La realización del rango de regresión en X  es similar al proceso visto para el rango de 
regresión en Y con la diferencia de que las desviaciones horizontales desde los puntos 
hasta la línea son minimizadas ahora. 
De nuevo, la primera tarea es llevar la función de confiabilidad a una forma lineal: 
Este paso es exactamente el mismo del análisis de regresión en Y y todas las ecuaciones 
también se aplican a este caso.  La derivación del análisis previo comienza con el ajuste 
de los mínimos cuadrados, donde, en este caso, se trata como una variable dependiente 
y la otra como una variable independiente. 
El mejor ajuste de una línea a los datos para regresión en X  es la línea recta 
      ybaX 11   
donde: 
 
a1 = c - b1y =
c
i
i=1
N
å
N
- b1
y
i
i=1
N
å
N
® intercepto con el  eje Y  (6.22) 
 
b1 =
N c
i
y
i
i=1
N
å - c i yi
i=1
N
å
i=1
N
å
N y
i
2 - y
i
i=1
N
å
æ
èç
ö
ø÷
2
i=1
N
å
® pendiente  (6.23) 
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donde: 
 
y
i
= ln ln
1
1-Q t( )
é
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ê
ê
ù
û
ú
ú
é
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ú
c
i
= ln t - t
0( )
   (6.24) 
y los valores de 
 
Q t
i( ) son nuevamente obtenidos del rango de la mediana 
Una vez obtenido a y b se resuelve la ecuación lineal para y el cual corresponde a 
          
1
1 1
1
,
a
y
b b
  
 
Resolviendo para los parámetros h  y b  se tiene 
 
a= -
a1
b1
= -b1 lnh     y    b=
1
b1
= b1   (6.25) 
6.11.4 Rango de regresión en Y(RRY) 
La ejecución del rango de regresión en y requiere que una línea recta sea 
matemáticamente ajustada al conjunto de puntos (datos) de tal manera que la suma de 
los cuadrados de las desviaciones verticales desde los puntos hasta la línea sea 
minimizada. 
Se emplea el método de los mínimos cuadrados para determinar la línea a través de los 
puntos, la cual es de la forma 
 y = a
1 + b1c  en donde: 
 
a1 = y - b1c =
y
iå
N
- b1
c
iå
N
   (6.26) 
 
b=
c
i
y
i
- c
iå( ) yiå( )å / N
c
i
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iå( )
2
/ Nå
   (6.27) 
donde, 
 
y
i
= ln ln
1
1-Q t
i( )
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è
ç
ö
ø
÷
ì
í
ï
îï
ü
ý
ï
þï
     y    c
i
= ln t - t
0( )   (6.28) 
Los valores  de 
 
Q(t
i
) son estimados del rango de la mediana (fórmula de Bernard) y 
por tanto, 
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ú    (6.29) 
Los cuales son los valores estimados de b  y h . 
6.11.5 Coeficiente de correlación r 
Se calcula mediante la fórmula 
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 (6.30) 
Este valor da una prueba de bondad del ajuste, un valor aceptable debe estar muy 
próximo a 1.0 para indicar así que los puntos se alinean razonablemente bien. 
 
6.12. Cálculo del parámetro de localización t0 [24] 
6.12.1 Trazado de la probabilidad para el parámetro de localización t0 
El tercer parámetro de la distribución Weibull, es utilizado cuando los datos no caen 
sobre una línea recta y más bien lo hacen sobre una curva cóncava hacia arriba o hacia 
abajo.  Los siguientes enunciados se pueden hacer con respecto al valor de t0. 
Caso 1: Si la curva para MR vs ti es cóncava hacia abajo, luego existe un t0 tal que 0< 
t0< ti ó t0>0. 
Caso 2: Si las curvas para MR vs 
 
t
i
- t
i( )  son cóncavas hacia arriba, luego existe un t0<0 
la cual enderezará la curva  de MR vs 
 
t
i
. 
Caso 3: Si ninguno de los 2 casos anteriores prevalece, luego se rechaza la distribución 
Weibull como la que puede representar los datos, o avanzar con un análisis de 
población múltiple (Weibull mixta). 
Para obtener el parámetro de localización, t0: 
 Restar el mismo valor arbitrario , t0, a todos los tiempos a falla y regraficar los datos. 
 Si la curva inicial es cóncava hacia arriba restar un t0 negativo de cada tiempo a falla. 
 Si la curva inicial es cóncava hacia abajo, restar un t0 positivo de cada tiempo a falla. 
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 Repetir el proceso hasta que la gráfica de datos sea una aceptable línea recta. 
 El valor de t0 es el valor restado (positivo o negativo) que coloca los   puntos en una 
línea recta aceptable. 
Es importante notar que se ha usado el término t0 positivo o negativo, donde restando 
un t0 es equivalente a sumarlo.  Nótese también que cuando se ajusta para t0, la escala 
del eje X para una línea recta se convierte 
 
t - t
0
. 
6.12.2 Consideraciones sobre el parámetro de localización  
Si al graficar los puntos de la muestra aparece una cola de puntos hacia arriba o hacia 
abajo, indica que el parámetro de localización debe ser calculado. 
Una cola hacia abajo o una reducción súbita de pendiente indica un 
 
t
0
>0. 
Una cola hacia arriba  o un aumento súbito de pendiente indica un 
 
t
0
<0. 
Un 
 
t
0
<0 se presenta cuando hay unidades con falla en servicio, o unidades en servicio 
con defectos que causarán falla tales como los defectos originados durante el ensamble , 
el transporte, la instalación o montaje o el almacenamiento. 
Un valor de b>10 es indicativo de que 
 
t
0
 debe ser calculado. 
Luego se procede a calcular el parámetro
 
t
0
. 
6.12.3 Métodos de estimación del parámetro de localización t0 
 Caso de 
 
t
0
>0 
Para este caso, los datos no se alinean adoptando la forma indicada en la figura 6.13. 
 
156 Análisis de datos de falla 
 
 
Figura 6. 13: Representación gráfica para el caso 
 
t
0
>0. 
 
Al graficar los datos en papel Weibull, estos tienen forma de curva que admite una 
asíntota vertical;  la intersección de la asíntota con la abscisa permite obtener una 
primera estimación de 
 
t
0
. Así que: 
    
 
Q t( ) =1- R t( ) =1- e
-
t-t
0
h
æ
èç
ö
ø÷
bé
ë
ê
ê
ù
û
ú
ú
= 0  
o sea 
      1= e
-
t-t
0
h
æ
èç
ö
ø÷
bé
ë
ê
ê
ù
û
ú
ú
= 0  
     
 
lh 1( ) = lh exp -
t - t
0
h
æ
èç
ö
ø÷
bé
ë
ê
ê
é
ë
ê
ê
ù
û
ú
ú
0 = -
t - t
0
h
æ
èç
ö
ø÷
b
0
1
b = -
t - t
0
h
æ
èç
ö
ø÷
b /b
Þ 0 = -
t - t
0
h
t - t
0
= 0Þ t = t
0
 
De donde se obtiene una evaluación para
 
t
0
. 
Una vez que se ha evaluado
 
t
0
, se lleva a cabo una corrección con 
 
t1 = t - t
0
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Donde  t
1 es el tiempo nuevo. 
t  es el tiempo estimado viejo. 
A continuación se trasladan los nuevos valores, obteniéndose algo parecido a una 
recta;  de no ser así, se empieza de nuevo la operación hasta máximo 3 veces;  si se 
continua sin obtener una recta, se puede deducir que no se puede aplicar la ley de 
Weibull  
 Caso 
 
t
0
<0 
En este caso, se obtiene una curva que admite una asíntota inclinad u horizontal.  Una 
manera de calcular 
 
t
0
 es posible mediante ensayos sucesivos hasta que se pueda dibujar 
la curva como se observa en la figura 6.14. 
 
Figura 6. 14: Representación gráfica para el caso 
 
t
0
<0. 
 
6.12.4 Método de estimación o de rangos medianos para cálculo de 
 
t
0
¹ 0 
Debido a la complejidad de los métodos anteriormente descritos existe una manera 
muy práctica de calcular 
 
t
0
 mediante estimación. 
El Método se inicia, una vez dibujada la gráfica como la mostrada en la figura 6.15, 
seleccionando un punto arbitrario 
 
Y
2
 que puede estar aproximadamente en la mitad de 
158 Análisis de datos de falla 
 
 
la recta, y otros 2 puntos 
 
Y
1
 y 
 
Y
3
 , equidistantes de 
 
Y
2
 una distancia d en el eje de las 
ordenadas. 
Como es lógico, se cumplirá que  
 
Y
2
-Y
1
=Y
3
-Y
2
= d 
 
Figura 6. 15: Cálculo de 
 
t
0
 por medio de transformaciones funcionales. 
 
De la ecuación anterior, y si los 3 puntos están lineados (colineales) se tiene que: 
          
 
c
2
- c
1
= c
3
- c
2
 
y como 
 
c = ln t - t
0( ) se tiene: 
       
 
ln t
2
- t
0( )- ln t1 - t0( ) = ln t3 - t0( )- ln t2 - t0( )
ln
t
2
- t
0
t
1
- t
0
= ln
t
3
- t
0
t
2
- t
0
 
o sea que 
 
t
2
- t
0
t
1
- t
0
=
t
3
- t
0
t
2
- t
0
 
 
 
t
2
- t
0( )
2
= t
1
- t
0( ) t3 - t0( )
t
2
2 - 2t
2
t
0
+ t
0
2 = t
1
t
3
- t
t
t
0
- t
3
t
0
t
2
2 - 2t
2
t
0
= t
1
t
3
- t
1
t
0
- t
3
t
0
t
2
2 - t
1
t
3
= 2t
2
t
0
- t
1
t
0
- t
3
t
0
t
2
2 - t
1
t
3
= 2t
2
- t
1
- t
3( )t0
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t
0
=
t
2
2 - t
1
t
3
2t
2
- t
1
- t
3
=
- t
1
t
3
- t
2
2( )
- t
1
+ t
3
- 2t
2( )
 
     
 
t
0
=
t
1
t
3
- t
2
2
t
1
+ t
3
- 2t
2
 
 
 
t
0
= t
2
-
t
3
- t
2( ) t2 - t1( )
t
3
- t
2( )- t2 - t1( )
    (6.31) 
De esta forma, se puede calcular el valor de 
 
t
0
 y los datos representados utilizando 
 
t - t
0( ) como variable, si los datos siguen la distribución Weibull los puntos deberán 
quedar alineados 
6.13. Conclusiones del capítulo 
En este capítulo quedo claramente expuesto y con ejemplos ilustrativos, que la ley de 
fallas de Weibull es el método más acertado, puesto que abarca muchas otras 
distribuciones aplicables a la ingeniería de confiabilidad. El análisis de fallas de Weibull 
se acomoda a una gran cantidad de formas de datos que al final nos orientan sobre la 
distribución más acertada; además, se dedujeron expresiones matemáticas para las 
funciones más importantes de la distribución Weibull. En el próximo capítulo se busca 
considerar varios tipos de datos de falla para observar que efectivamente esta 
herramienta permite el análisis incluso con muy pocos datos. 
 
  
 
  
 
 
CAPÍTULO 7 
 
EJERCICIOS DE APLICACIÓN 
 
 
     
 
Para aplicar los conceptos analizados en el capítulo 6 sobre la ley de fallas de Weibull, se 
presentan ahora 3 casos típicos relacionados con datos completos de 2 y 3 parámetros y con 
datos de falla incompletos, también llamados censurados. Se empleará el procedimiento allí 
descrito y se complementará con análisis gráfico sobre el papel probabilístico de Weibull en cada 
ejercicio. 
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7. EJERCICIOS DE APLICACIÓN 
 
7.1. Ejercicio con datos completos- 2 parámetros h  y b  [21], 
[47], [31], [31] 
La información disponible acerca de la duración de 10 sistemas electromecánicos para 
detección de proximidad sometidos a funcionamiento continuo hasta que se produce el 
fallo en cada uno, expresados por su duración en meses, es la siguiente: 3.5, 1.7,  6, 5, 
13, 11, 8, 18, 22 y 9. 
a. Elaborar una tabla que permita: ordenar los tiempos de menor a mayor y calcular 
los rangos de la mediana empleando la fórmula de Bernard y encontrar  los datos 
para aplicar el método de regresión por mínimos cuadrados.  
b. En el papel probabilístico de Weibull graficar los puntos de la tabla anterior 
 
Q t
i( ) 
vs 
 
t
i
. 
c. Encontrar  en la gráfica de Weibull  los parámetros b  y h  e interpretar los 
resultados. 
d. Empleando el Método analítico (Regresión por mínimos cuadrados) con Rango de 
Regresión en c , encontrar los valores estimados de h  y b  
e. Empleando el Método analítico (Regresión por mínimos cuadrados) con Rango de 
Regresión en Y, encontrar los valores estimados de h  y b  
f. Hallar el Coeficiente de Correlación r y analizar el resultado. 
g. Hallar la función de densidad de probabilidad de falla 
 
f t( ) . 
h. Hallar la función de sobrevivencia
 
R t( ). 
i. Encontrar la Confiabilidad para  t =12 meses 
j. Si se desea tener una Confiabilidad del 90% cada cuanto tiempo se requerirá un 
Mantenimiento?. 
k. Hallar la función  de Probabilidad acumulativa de fallas 
 
Q t( ) . 
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l. Encontrar la desconfiabilidad para  t =12 meses. 
m. Hallar la función de tasa de riesgo 
 
l t( ) .  
n. Encontrar el valor de MTTF. 
o. Hallar la probabilidad condicional para una nueva misión de duración  t =10 meses 
dado que ya  funcionó 10 meses satisfactoriamente. 
p. Encontrar la vida confiable de Weibull para  R= 0.8 
q. Hallar la mediana. 
r. Hallar la Moda. 
s. Hallar el 100Pésimo percentil con P=0.6321 y P=0.9 y P=0.1. 
 
Solución 
a. La tabla 7.1 muestra los datos y cálculos solicitados 
 
Tabla 7. 1: La función gamma para encontrar s  y h . 
 i
  
t
i
meses
 
Q t
i( ) =
i - 0.3
N + 0.4
 
 
c
i
= lnt
i  
  
y
i
= ln ln
1
1-Q t
i( )
æ
è
ç
ö
ø
÷
é
ë
ê
ê
ù
û
ú
ú
 
 
c
i
y
i  
 
c
i
2
 
 
2
iy  
 
1 1.7 0.06731 0.5306 -2.6638 -1.4134 0.2815 7.0958 
2 3.5 0.1635 1.2528 -1.7230 -2.1586 1.5695 2.9687 
3 5 0.2596 1.6094 -1.2021 -1.9347 2.5902 1.4450 
4 6 0.3558 1.7918 -0.8216 -1.4721 3.2105 0.6750 
5 8 0.4519 2.0794 -0.5087 -1.0578 4.3239 0.2588 
6 9 0.5481 2.1972 -0.2303 -0.5060 4.8277 0.0530 
7 11 0.6442 2.3979 0.03284 0.0787 5.7499 0.0011 
8 13 0.7404 2.5649 0. 2991 0.7672 6.5787 0.0895 
9 18 0.8365 2.8904 0.5938 1.7163 8.3544 0.3526 
10 22 0.9327 3.0910 0.9927 3.0684 9.5543 0.9855 
   
c
i
i=1
N
å = 20.4054
 
 
y
i
=
i=1
N
å -5.23106
 
 
 
c
i
y
i
i=1
N
å = -2.912
 
 
c
i
2
i=1
N
å = 47.0406
 
 
y
i
2
i=1
N
å =13.925
 
 
b. La representación de los puntos 
 
c
i
, y
i( ) en el gráfico de Weibull permite trazar una 
recta, esto se muestra en la figura 7.1, siguiendo el procedimiento dado en la sección  
5.10.3. 
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Figura 7. 1: Cálculo de 
 
t
0
 por medio de transformaciones funcionales. 
	
 
 
c. De acuerdo al procedimiento dado en la sección 5.10.4.1  se encuentra que el valor 
de b  es 1.45 el cual indica que las fallas son debidas al desgaste. 
De acuerdo al procedimiento dado en la sección 5.10.4.2 se encuentra que el valor 
de h  es 11 meses e indica la vida media característica. 
d. Método Analítico (Rango de regresión en X ) para encontrar los valores estimados 
de h  y b . 
El mejor ajuste de los datos a una línea recta (Rango de regresión en X ) es la línea 
recta 
 c = a
1 + b1y y cuando los valores de la tabla 6.1. 
Las ecuaciones correspondientes para  a
1 y  b
1 son: 
Capítulo 7. Ejercicios de aplicación  
 
165 
 
     
 
     
 
a= -
a1
b1
= -
2.4035
0.6938
 
    
 a= -3.4643 ( Intercepto) 
 
La vida media es: 
    
 
h1 = exp -
a
b
é
ë
ê
ù
û
ú = exp -
-3.4643
1.44
é
ë
ê
ù
û
ú
h1 =11.09 meses (Valor estimado de h)
 
e. Método Analítico (Rango de regresión en Y) para encontrar los valores estimados 
de h  y b . 
Utilizando los valores de la tabla 6.1. 
    
 
a1 = y - b1c =
y
iå
N
- b1
c
iå
N
b1 =
c
iå yi - c iå( ) yiå( ) / N
c
i
2 - c
iå( )
2
/ Nå
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b1 =
-2.912( )- 20.4054( ) -5.23106( ) / 10
47.0406 - 20.4054( )
2
/ 10
b1 =
7.7622
5.4026
= 1.437 = b1
a1 =
-5.23106
10
-1.437
20.4054
10
a1 = -3.4554 ( Intercepto)
Vida caracteristica h1 estimada
h1 = exp -
a1
b1
é
ë
ê
ù
û
ú = exp -
-3.4554
1.437
é
ë
ê
ù
û
ú
h1 = 11.07 meses
 
f. El Coeficiente de Correlación es: 
  
     
  
     
99184.0
10/23106.5925.1310/4054.200406.47
10/23106.54054.20912.2
//
/
22
2222







  
 
r
r
NyyNx
Nyxyx
r
iiii
iiii
 
 
El cual es un buen índice de bondad del ajuste. 
En los literales siguientes se emplean como  parámetros, los encontrados con el 
método gráfico  h =11 meses y  b =1.45. 
g. La función de densidad de probabilidad de falla  f t . 
 
f t( ) =
b
h
t
h
æ
èç
ö
ø÷
b-1
exp -
t
h
æ
èç
ö
ø÷
bé
ë
ê
ê
ù
û
ú
ú
f t( ) =
1.45
11
t
11
æ
èç
ö
ø÷
1.45-1
exp -
t
h
æ
èç
ö
ø÷
bé
ë
ê
ê
ù
û
ú
ú
f t( ) = 0.045t0.45 exp -
t
11
æ
èç
ö
ø÷
1.45é
ë
ê
ê
ù
û
ú
ú
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h. La función de sobrevivencia es 
 
R t( ) = e
-
t
h
æ
èç
ö
ø÷
bé
ë
ê
ê
ù
û
ú
ú
= e
-
t
11
æ
èç
ö
ø÷
1.45é
ë
ê
ê
ù
û
ú
ú
 
i. La Confiabilidad para  t =12 meses es 
 
R 12( ) = e
-
12
11
æ
èç
ö
ø÷
1.45é
ë
ê
ê
ù
û
ú
ú
= 0.3216 32.16%( ) 
j. Para una confiabilidad 
 
R t( ) = 0.9 ,el tiempo requerido para el Mantenimiento es 
 
0.9 = e
-
t
11
æ
èç
ö
ø÷
1.45é
ë
ê
ê
ù
û
ú
ú
ln0.9 = -1.45´
t
11
-0.1054 = -
1.45
11
t
® t =
0.1054
1.45
11
=
0.1054 ´11
1.45
= 0.8meses
 
k. La función de probabilidad acumulativa de fallas es 
 
Q t( ) = 1- e
-
t
h
æ
èç
ö
ø÷
bé
ë
ê
ê
ù
û
ú
ú
Q t( ) = 1- e
-
t
11
æ
èç
ö
ø÷
1.45é
ë
ê
ê
ù
û
ú
ú
 
l. La desconfiabilidad para  t =12 meses es 
 
Q 12( ) =1- R 12( ) =1-0.3216 = 0.6784 67.84%( )  
m. La función de tasa de riesgo es 
 
l t( ) =
btb-1
hb
=
1.45t1.45-1
11( )
1.45
= 0.045t0.45  
n. La duración de la vida media es 
 
MTTF =hG 1+
1
b
æ
èç
ö
ø÷
=11´ G 1+
1
1.45
æ
èç
ö
ø÷
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De la tabla 6.1 (función gamma) se encuentra que 
   
 
G 1+
1
1.4
æ
èç
ö
ø÷
= 0.9114  y  G 1+
1
1.5
æ
èç
ö
ø÷
= 0.9028  
 Diferencia= 0.9114 -  0.9028 =  0.0086  
Interpolando: 
   
 
0.1 ® 0.0086 c =
0.05*0.0086
0.1
0.05 ® c c = 0.0043
 
Así que 
   
 
G 1+
1
1.45
æ
èç
ö
ø÷
= 0.9114 - 0.0043= 0.9071 
Por lo tanto, 
    MTTF =11*0.9071= 9.98 meses 
o. La probabilidad condicional para una nueva misión de duración  t =10 meses dado 
que ya ha funcionado bien durante T=10 meses es 
 
R t / T( ) =
R T + t( )
R T( )
=
e
-
T+t
h
æ
èç
ö
ø÷
bé
ë
ê
ê
ù
û
ú
ú
e
-
T
h
æ
èç
ö
ø÷
bé
ë
ê
ê
ù
û
ú
ú
R 10 / 10( ) =
R 10+10( )
R 10( )
=
e
-
20
11
æ
èç
ö
ø÷
1.45é
ë
ê
ê
ù
û
ú
ú
e
-
10
11
æ
èç
ö
ø÷
1.45é
ë
ê
ê
ù
û
ú
ú
=
0.0926
0.4186
= 0.2212 = 22.12%( )
 
p. La vida confiable de Weibull de una unidad para una confiabilidad de 0.8 
comenzando la misión de cero es: 
 
T0.8 =h - ln R( )éë ùû
1/b
=11* - ln 0.8( )éë ùû
1/1.45
T0.8 = 3.91 meses
 
Esta es la vida para la cual una unidad funcionará con éxito  con una confiabilidad de 
0.8 
q. La mediana es 
 
Me=h ln2( )
1/b
=11´ ln2( )
1/1.45
Me=10.725 meses  
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r. La Moda es 
 
Mo=h 1-
1
b
æ
èç
ö
ø÷
1/b
=11* 1-
1
1.45
æ
èç
ö
ø÷
1/1.45
= 4,91 meses 
s. El 100Pésimo percentil 
 
tp=h - ln 1- p( )( )
1/b
 Con  p= 0.6321 es: 
 
t0.6321=11* - ln 1- 0.6321( )( )
1/1.45
t0.6321=11 meses=h = vida característica
 
 
Con p = 0.1
t0.1= 11 -lh 1- 0.1( )( )
1/1.45
= 2.33 meses
Con p = 0.9
t0.9 = 11 -lh 1- 0.9( )( )
1/1.45
= 19.55 meses
 
7.2. Ejercicio con datos completos 3 parámetros h , b  y t0 [24], 
[47], [31], [31] 
Considerar que un transformador de distribución registra en su historia operativa los 
siguientes tiempos a falla: 550-1180-1610-1760-2150-720-1020-880-1490-2330-1330-
1920 horas en un total de 12 observaciones pasadas: 
Para este caso es necesario 
a. Elaborar una tabla para ordenar los tiempos y calcular los rangos de la mediana. 
b. Graficar los puntos de datos en papel Weibull. 
c. Si es necesario calcular 
 
t
0
 y realizar las correcciones correspondientes. 
d. Graficar en papel Weibull los datos ya corregidos. 
e. Encontrar en la gráfica Weibull los valores de b  y h . 
 La probabilidad acumulada de fallas 
 Q(t) . 
 La confiabilidad 
 R(t). 
 La tasa de fallas 
 l(t) . 
 La función de densidad de fallas. 
f. Por el Método analítico encontrar lo solicitado en e) además del coeficiente de 
correlación r. 
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g. Encontrar la probabilidad de falla del transformador a las 16:00 horas de operación, 
hacerlo por los 2 métodos. 
h. Si se desea tener una confiabilidad del 75% cada cuanto tiempo se debe realizar el 
mantenimiento al transformador. 
i. Hallar la duración de la vida media del transformador. 
 
Solución  
a. Registro de fallas ordenadas de menor a mayor y el Rango de la mediana para el 
transformador de distribución (ver tabla 7.2) 
 
 
Tabla 7. 2: Tiempos de falla ordenados y cálculo del Rango de la mediana. 
Orden de la 
falla 
 i  
Tiempo 
de falla 
t
i
  (horas)
 
Q t
i( ) =
i - 0.3
N + 0.4
 
1 550 0.0565 
2 720 0.1371 
3 880 0.2177 
4 1020 0.2984 
5 1180 0.3790 
6 1330 0.4597 
7 1490 0.5403 
8 1610 0.6210 
9 1760 0.7016 
10 1920 0.7823 
11 2150 0.8629 
12 2330 0.9435 
N=12  
 
b. Gráfica de puntos en el papel Weibull: 
En la figura 7.3 se muestra la gráfica de Weibull, donde se observa que los puntos 
tienen una forma cóncava hacia abajo y se seleccionan los puntos 
 
t
1
,  t
2
 y t
3
. 
Capítulo 7. Ejercicios de aplicación  
 
171 
 
Figura 7. 2: Grafica de Weibull de los datos dados. 
	
 
Estimación del parámetro de localización 
 
t
0
 
En base a la fórmula: 
   
 
t
0
=
t
1
t
3
- t
2
2
t
1
+ t
3
- 2t
2
Con t
1
= 470; t
2
= 1000; t
3
= 2500
t
0
=
470 ´ 2500 - 1000( )
2
470 + 2500 - 2´1000
t
0
= 180h
 
La tabla 7.3 muestra la corrección en la cual, la columna 
 
t
i
 es reemplazada por 
 
t
i
- t
0  
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Tabla 7. 3: Datos para el análisis gráfico y analítico del ejercicio 7.2. 
 i  ti - t0
 Q t
i( ) =
i - 0.3
N + 0.4
 
R t
i( ) =1-Q ti( ) yi = ln ln
1
R t
i( )
æ
è
ç
ö
ø
÷
é
ë
ê
ê
ù
û
ú
ú
 
y
i
2
  
c
i
= ln t
i
- t
0( ) 
2
iy   c i × yi  
1 370 0.0565 0.9435 -2.84446 8.0917 5.9135 34.9695 -16.821 
2 540 0.1371 0.8629 -1.9142 3.6642 6.2916 39.5838 -12.043 
3 700 0.2177 0.7823 -1.4044 1.9723 6.5511 42.9167 -9.2004 
4 840 0.2984 0.7016 -1.0374 1.0762 6.7334 45.3387 -6.9852 
5 1000 0.3790 0.6210 -0.7414 0.5497 6.9078 47.7171 -5.1214 
6 1150 0.4597 0.5403 -0.4851 0.2353 7.0475 49.6675 -3.4187 
7 1310 0.5403 0.4597 -0.2521 0.0636 7.1778 51.5206 -1.8095 
8 1430 0.6210 0.3790 -0.0302 0.0009 7.2654 52.7864 -0.2194 
9 1580 0.7016 0.2984 0.1901 0.0361 7.3652 54.2459 1.4001 
10 1740 0.7823 0.2177 0.4218 0.1779 7.4616 55.6761 3.1473 
11 1970 0.8629 0.1371 0.6866 0.4714 7.5858 57.5442 5.2084 
12 2150 0.9435 0.0565 1.0556 1.1143 7.6732 58.8784 8.0998 
  yi =
i=1
N
å -6.3553
 
y
i
2
i=1
N
å =17.4536
 
c
i
i=1
N
å = 83.9739
 
c
i
2
i=1
N
å = 590.845
 
 
c
i
y
i
i=1
N
å = -37.6639
 
 
c. Gráfico de probabilidad de Weibull con los puntos ya corregidos (ver figura 7.3) 
 
Figura 7. 3: Grafica de weibul de los datos conseguidos, deducción de b  y h . 
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d. De la gráfica Weibull se obtiene: 
 
b = 2.2 h = 1350horas, t
i
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e. Por el Método analítico se obtienen los siguientes resultados (rango de regresión en 
Y) 
 
b =
N c yå - c yåå
N c 2 - cå( )
2
å
b =
12 -37.6639( )- 83.9739( ) -6.3558( )
12 590.8452( )- 83.9739( )
2
b = 2.121 ( período de desgaste)
a =
yå - b cå
N
=
-6.3553( )- 2.121 83.9739( )
12
a = -15.37
h = e
-
a
b
é
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û
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El coeficiente de correlación lineal es: 
  
 
r =
N c
i
y
i
- c
i
× y
iååå
N c
i
2 - c
iå( )
2
´ N y
i
2 - y
iå( )
2
åå
r =
12 -37.6639( )- 83.9739( ) -6.3553( )
12 590.8452( )- 83.9739( )
2
× 12 17.4536( )- -6.3553( )
2
r =
81.7125
6.207 ´13.002
@ 1.0
 
f. La probabilidad de falla del transformador a las 1600 horas es: 
Mediante la gráfica de Weibull 
     
 
Q 1600( ) = 70.2%  
Mediante el Método Analítico 
    
 
Q 1600( ) = 1- e
-
1600
1403.3
æ
èç
ö
ø÷
2.121é
ë
ê
ê
ù
û
ú
ú
Q 1600( ) = 0.7331 73.31%( )
 
Por lo tanto, se concluye que la probabilidad de falla del transformador a las 1600 
horas de operación es del 73.31% 
g. Se proyecta tener una confiabilidad del 75%, Cada cuando tiempo se debe hacer 
mantenimiento del transformador? 
Por la gráfica de Weibull: Para 
 
Q t( ) = 25%  se encuentra que 
 
      t = 770horas 
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Por el método analítico 
     
 
R t( ) = e
-
t
1403.3
æ
èç
ö
ø÷
2.121é
ë
ê
ê
ù
û
ú
ú
0.75 = e
-
t
1403.3
æ
èç
ö
ø÷
2.121é
ë
ê
ê
ù
û
ú
ú
ln0.75 = -
t2.121
1403.3( )
2.121
-0.2877 = -
t2.121
4732670.446
t2.121 = 1361589.287
t = 779.3horas
 
h. Duración de la vida media 
 
E t( ) = MTBF =h ×G 1+
1
b
æ
èç
ö
ø÷
MTBF =1403.3´ 0.8857 = 1242.9horas
para b = 2.121Þ G 1+
1
2.121
æ
èç
ö
ø÷
= 0.8857
 
7.3. Ejercicio considerando datos suspendidos [42], [47] 
Una prueba de laboratorio sobre remaches viejos de una Máquina arrojó los 
resultados mostrados en la tabla 7.4. Los números 3, 6 y 7 son considerados fallas no 
representativas (datos suspendidos o censurados). 
 
Tabla 7. 4: Datos de falla de remaches. 
Nº Tiempo de falla min
 
Observación 
1 90 Falla 
2 96 Falla 
3 100+ Suspendido 
4 30 Falla 
5 50 Falla 
6 45+ Suspendido 
7 10+ Suspendido 
8 80 Falla 
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Para propósitos didácticos solamente los datos 3, 6 y 7 son ignorados en el primer 
análisis en donde se van a considerar los 5 datos de falla restantes: 
En la tabla 7.5 se ordenan los 5 datos de falla de menor a mayor y se calcula el rango 
de la mediana. 
 
Tabla 7. 5: Datos ordenados y cálculo del rango. 
  Q t( ) =
i - 0.3
N + 0.4
´100
 
1 30 12.96 
2 50 31.48 
3 80 50.00 
4 90 68.52 
5 6 87.04 
 
En la figura 7.4 se muestra la gráfica Weibull correspondiente (línea llena) y en la que 
se observa que 
 b = 2.2,  h = 78 minutos y  
b
1
= 9 minutos 
Los rangos son ahora ajustados para tener en cuenta el efecto de los ítems 
suspendidos y se muestran en la tabla 7.6 
 
Tabla 7. 6: Rangos ajustados para datos suspendidos. 
Rango 
Tiempo a 
falla min 
Rango 
inverso 
 
Rango ajustado i =
Rang.inv´ Rang.ajust.previo+ N +1( )
Rang.inv+1
 Q t( ) =
i - 0.3
N + 0.4
´100 
1 10 S 8 Suspendido - 
2 30F 7 
7 0 8 1
1.125
7 1
  


 9.8% 
3 45S 6 Suspendido - 
4 50F 5 
 5 1.125 8 1
2.438
5 1
  


 25.5% 
5 80F 4 
 4 2.438 8 1
2.438
5 1
  


 41.1% 
6 90F 3 
 3 3.75 8 1
5.063
3 1
  


 56.7% 
7 96F 2 
 2 5.063 8 1
6.375
2 1
  


 72.3% 
8 100S 1 Suspendido - 
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Estos resultados son incluidos en la nueva gráfica de Weibull (línea punteada) 
mostrada en la figura 7,4 donde se observa el real efecto de tener en cuenta los datos 
suspendidos (aunque estos no se grafican): 
 
b
s
= 20  (Hay efecto limitado). 
 
h
s
= 93 minutos (Aquí hay un efecto mayor)  = B63.2 
 B1= 9 minutos (sigue siendo el mismo). 
Los ítems suspendidos no afectan el número del rango hasta después de que ellos 
ocurren. 
 
Figura 7. 4: Gráfica comparativa de Weibull teniendo en cuenta o no las suspensiones. 	
 
Aumento de las suspensiones:  
Cuál fue el efecto de las suspensiones sobre la gráfica de Weibull?: La pendiente b  
tuvo un ligero cambio pero la vida característica h  si cambio. 
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Si se ignoran las suspensiones los resultados son pesimistas. 
Los pasos para graficar los datos son suspensiones son las siguientes: 
a. Ordenar los tiempos (de fallas y suspensiones) de menor a mayor. 
b. Calcular los rangos ajustados para las fallas (las suspensiones no son calculadas ni 
graficadas). 
c. Usar la aproximación de Bernard para calcular los rangos de la mediana. 
d. Graficar en el papel probabilístico de Weibull los tiempos a falla  t  vs Rangos de la 
mediana 
 
Q t( ) . 
e. Leer el valor de 
 
b
S
 (pendiente). 
f. Leer el valor de la vida característica 
 
h
S
 o sea el valor de b  63.2 del gráfico de 
Weibull. 
g. Interpretar el gráfico de Weibull 
El valor encontrado de 
 
b
S
= 2.0 indica que efectivamente los remaches se encuentran 
en el período de desgaste. 
 
7.4. Conclusiones del capítulo 
Se han incluido en este capítulo para el desarrollo de los ejemplos, tres tipos de datos 
a saber: sistemas con datos completos de dos y tres parámetros y datos suspendidos, 
considerando los casos más comunes que se encuentran en los sistemas eléctricos, 
presentándolos de manera didáctica y de fácil comprensión. 
  
 
  
 
 
CAPÍTULO 8 
 
CONCLUSIONES Y TRABAJOS 
FUTUROS 
 
 
     
 
En este capítulo, se presentan las conclusiones obtenidas a lo largo del desarrollo de la tesis. 
Así mismo, se exponen algunas ideas a desarrollar posteriormente  
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8. CONCLUSIONES Y TRABAJOS 
FUTUROS 
 
8.1. Conclusiones 
 En el proceso de operación y mantenimiento de sistemas eléctricos, electrónicos y 
mecánicos, es importante el estudio de la confiabilidad de estos, y para ello, es 
necesario evaluar los índices más representativos que expresan la eficiencia de la 
operación (qué tan bueno es el servicio prestado por los sistemas). 
 Para lograr esto, es indispensable tener una buena historia clínica de los equipos y 
sistemas que incluya un buen registro de datos de falla y de interacciones sobre 
ellos, donde están registrados los tiempos de falla, los tiempos de reparación, etc. 
 Se propone una metodología de análisis de los datos de falla que pueda variar de 
acuerdo con el tipo de datos disponibles, incluso cuando se dispone de pocos datos. 
 El mayor inconveniente que se presenta hoy en día al tratar de realizar el análisis, es 
que en la mayoría de los casos no se dispone de datos confiables y suficientes. 
 La idea es tratar de crear conciencia sobre la necesidad de disponer de un buen 
método de recolección de datos, y realizar así un buen estudio sobre el 
comportamiento actual, y un buen pronóstico sobre el comportamiento futuro de 
los sistemas eléctricos, electrónicos y mecánicos, con el fin de programar los ciclos 
de operación. 
 Todo el análisis realizado, permitirá tomar decisiones sobre los cambios operativos 
del sistemas y sobre el momento de realizar cambios o ejecutar el mantenimiento 
adecuado, o determinar en qué momento no es rentable, de acuerdo cómo estén 
operando los equipos. 
 El análisis detallado también da indicaciones sobre el tipo de capacitación que 
deben recibir los operarios y el personal de mantenimiento. 
 Permanentemente se podrán dar recomendaciones para mejorar el esquema de 
toma de datos de vida (o de falla) de componentes y sistemas. 
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 También es posible obtener información que permita realizar un buen esquema de 
revisiones, inspecciones y tipos de pruebas de vida y duración más adecuados, que 
lleven a realizar un diagnóstico real sobre el comportamiento actual de los equipos, 
y posteriormente un mantenimiento preventivo que evite las fallas catastróficas. 
 En la presente tesis, se propone emplear la distribución de Weibull de 2 y 3 
parámetros, ya que se ajusta bien a muchas condiciones dadas por otras 
distribuciones; de esta manera, dependiendo del valor de los parámetros de forma y 
de escala Weibull, se puede transformar en la distribución exponencial, en la 
distribución normal, en la distribución Rayleigh o en otras, pues todas ellas están 
contenidas en la distribución Weibull. 
 Con la distribución Weibull, se puede modelar todos los periodos de la vida 
operativa de un componente o sistema (periodo de arranque, periodo de vida útil y 
periodo de desgaste), lo que resulta de gran utilidad para el análisis de los datos de 
falla. 
 
8.2. Trabajos futuros 
 Verificar con las distribuciones exponencial, normal, rayleigh y otras (la que más se 
acomode), todos los resultados obtenidos con la aplicación de la ley de fallas de 
Weibull. 
 Realizar verificaciones usando el árbol de fallas. 
 La presente tesis puede complementarse con temas afines y adicionales para 
elaborar un texto guía sobre confiabilidad de sistemas eléctricos. Estos se podría 
emplear en asignaturas relacionadas con el tema. 
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