Our research takes an exhaustive approach to measurement issues in price index construction for the BLS airfare index. We pursue a number of the objectives for dealing with the biases that the 1997 CPI Commission recommended and detail a protocol for data collection and analysis that can be replicated and can be enhanced by availability of additional data sources. We find an upward bias in the BLS airfare index over the period considered. However, because of issues of practicality and implementability of the methods we utilize in our analysis, the goals of the Commission recommendations remain illusive and problematic in being more broadly applied to other components of the CPI.
Introduction
Ideally, the Consumer Price Index (CPI) measures the price of a fixed market basket over time. The CPI has a wide variety of uses as both a measure of the overall inflation in the economy and as a cost of living index (COLI). The CPI Commission outlined several features of the CPI which tend to make it less useful as a COLI. The issues raised by the CPI Commission are discussed at length in Boskin et al. ( , 1998 and . First, because the market basket is fixed, the CPI does not allow for consumers to respond to price changes by substituting away from commodities with higher price increases toward commodities with lower price increases (substitution bias). Second, because price changes are considered only within outlets, the index does not allow for consumers to substitute away from higher priced outlets toward lower priced outlets for identical items (outlet substitution bias). Third, since the market basket is typically sparse in details about quality, the CPI does not always consider the possibility that price increases may be caused by unmeasured quality improvements in the items that constitute the fixed market basket that increase consumer welfare (quality change bias).
The CPI Commission concluded that changes in the CPI overestimated the change in the Cost of Living by about 1.1 percent per year. They estimated the portions of bias that could be attributed to substitution bias and outlet substitution at 0.4 and 0.1 percent per year. They also estimated the portion that could be attributed to failing to control for the quality of existing commodities and to incorporate new commodities at 0.6 percent per year. The commission concluded that impacts of this bias were far reaching since many government expenditure increases, most notably Social Security, are tied into the CPI. Consequently, the bias has led the federal government to overcompensate individuals for the cost of living, leading some to conclude this overcompensation has accelerated inflation as more dollars in benefits chase a fixed level of goods. The commission generated a number of recommendations. Among them were: (i) use hedonic statistical methods to adjust for quality change; (ii) reweight the consumption basket more frequently; (iii) increase the pace of sampling so that new goods can be accounted for more rapidly; (iv) study the individual components of the CPI to determine which components provide the most information about future movements in the index and which components have movements which are mostly irrelevant to movements in the total; (v) move toward the notion of a new "basket" every year; and (vi) use new sources of data such as scanner data.
This paper describes the implications of implementing some of these recommendations in the context of one specific component of the CPI, domestic airline fares. To our knowledge, ours is the first paper to integrate so many of these recommendations simultaneously: re-weighting every period, hedonic models and the use of scanner-like data. We view the consumer's market basket of airline travel commodities as composed of a number of alternative city-pair routes. The airline fares portion of the CPI is amenable to the CPI Commission's recommendations because data sets of ticket sales already exist. In other industries, improved data collection may prove difficult because national level data collection requires cooperation that these firms are unlikely to willingly provide.
Based on the U.S. Department of Transportation's (USDOT) origin and destination data (O&D) we estimate a quality-adjusted price index for airline fares using a hedonic price regression which includes quality characteristics as well as time dummies. From these estimates we are able to construct quality adjusted changes in price over time. Basing our adjustments on the O&D database is also useful in dealing with market basket composition issues. Because the weights consists of sales data, they can be adjusted as the quantities sold adjust. When a new product is introduced (e.g. an airline adding a new route, the introduction of a business class fare, etc.) it shows up automatically in the data. Interregional comparisons can be made because the data collection techniques are the same across regions. Still there are some limitations: airline data are collected quarterly rather than monthly (making construction of a monthly airfare index difficult), smaller airlines tend to underreport and some information about fare class is censored. Even so, the aviation O&D data have a much broader geographical coverage and longer time series than any other single source publicly available sales data series in any other industry of which we are aware.
The paper is organized as follows. In the next section we discuss developments in the literature on price indices and on specific problems with the construction of an air travel price index. In Section 3, we discuss the methods employed by the Bureau of Labor Statistics (BLS) to calculate the Consumer Price Index for Airfares. In Section 4, we present the construction of measurements for a number of fare characteristics and present their trends during the period of our study, 1979I-1992IV. In Section 5, we construct a new method that explicitly recognizes the role of quality characteristics on the consumer's valuation of airline service. This reduced form approach utilizes hedonic price index methods to weight down the actual reported output and thus weight up the effective price of airline service. Our final section presents results and provides concluding remarks.
Sources of Bias in the CPI: Suggested Corrections and their
Implications for the Airline Price Index
As we pointed out in the introduction, the CPI Commission concluded that changes in the Consumer Price Index overestimated the change in the Cost of Living by about 1.1 percent. The bias was attributed to three factors: the substitution bias, outlet substitution bias, and quality change bias (or new goods bias). Boskin et al. (1998) discuss the Commission findings and describe the sources of these biases in detail. They also discuss another type of bias that few have deemed important. This is a "when" bias (referred to in this paper as "intertemporal substitution bias"). The "when" bias occurs because price data tend to be collected during the week, whereas an increasing share of purchases are made on weekends and holidays. Many outlets even emphasize weekend sales.
The Commission's conclusions generated a large quantity of further research-both supporting and refuting the Commission's findings. Abraham et al. (1998) provide the BLS response to the CPI Commission's report and describe initiatives at the BLS that are intended to improve the accuracy of the CPI (some of which were enacted before the Commission's report). Pollak (1998) claimed that changing the CPI so that it could more accurately reflect a cost-ofliving index was not possible without addressing very fundamental issues which still appear to be unresolved. Whose cost-of-living do we want to model? How can we deal with an economy in which the law of one price does not hold and consumers must search for the best price? What exactly is a good? Baker (1998) summarizes criticism of the CPI Commission's report. Among several issues, he asserts that several estimates of bias depend exclusively upon introspection and several other estimates are the result of either misinterpreting previous research or making dubious extrapolations from that research.
Possible bias in government inflation statistics is not just a concern in the United States and when the findings of the Boskin Commission were made public, the international community responded. In 1997 Statistics Canada published a joint study examining CPI bias in four other OECD countries (Australia, Canada, France, U.K.) (Ducharme, 1997) .
1 Referring to the international impacts of the report it states, ". . . in a number of countries it raised the awareness of the need to review formulae, improve underlying household surveys (make them more frequent and more comprehensive) and adjust for quality variation all goods and services, especially complex goods and services typically offered in the market place as bundles." It goes on to state, "The five national statistical agencies agree that quality change is the most difficult and important problem in estimating the CPI . . . [A] ll feel that the only way to progress is by developing a research agenda and, with the help of other experts, to systematically analyze the effects of quality change on estimated prices."
The BLS has implemented several changes in the construction of the CPI in order to improve the accuracy of the index. Some of the improvements came as a result of the CPI Commission's report and some were already being contemplated. To address lower level substitution bias the BLS moved toward using a geometric mean instead of an arithmetic mean. To address upper level substitution bias the BLS began issuing alternative superlative indexes for comparison. Other changes were also made to ameliorate outlet substitution bias. To address quality change bias the BLS commissioned several studies to investigate how hedonic price functions might be used to control for changes in quality of items in the market basket. We discuss below how such hedonic approaches have been applied to other industries and why the airline travel index in particular could benefit from controlling for quality characteristics hedonically.
A Brief Review of Hedonic Literature
The automobile industry was one of the first industries to utilize hedonic methods (Griliches, 1961) . The analysis of marginal prices of housing attributes through computation of hedonic indices began in the late 1960s (e.g. Ridker and Henning, 1967) and 1970s (Rosen, 1974) . Hedonic indices were applied to computers in the mid 1980s (e.g. Triplett, 1984) and more recently information technology products in general (Triplett, 2004) . Other markets whose prices were revalued using hedonic techniques include the medical field (Primont and Kokoski, 1990; Trajtenberg, 1990) and university education (Schwartz and Scafidi, 2000) . To our knowledge, our development of a price index for airline fares via a hedonic price approach is new to the literature. For a clear and concise review of hedonic regression theory we suggest the reader review Quigley (1982) . Armknecht and Ginsburg (1992) offer hedonic regressions as a way to address the issue of quality that arises when new products enter the market. Hedonic models not only help in estimating quality differences resulting from a change in characteristics. They also enhance the analyst's information about the quality composition of services offered. Specifically, the models can identify those quality characteristics that provide the largest impacts on price. Armknecht and Ginsburg (1992) suggest two important benefits related to these insights. First, analysts can create a formal statistical test for whether changes in a quality characteristic render the old and new services incomparable.
Second, the factors that provide the most impact on price can be used to redesign collection documents used by the CPI. By ordering the quality characteristics according to importance, for example, field staff can pick the most appropriate substitute by the most important characteristics according to the appropriate order. Pakes (2003) furthers this line of thinking by directly comparing matched model indexes to hedonic indexes in the market for PCs. Pakes (2008) cautions the researcher that imperfect competition prevents the hedonic coefficients from being accurately interpreted as the consumer's marginal willingness-to-pay. He makes this point with a hypothetical example involving medications that illustrates the problem of interpreting the derivatives of a hedonic price function as either willingness to pay derivatives or cost derivatives, since empirical estimates are essentially reduced form solutions formed from a complex equilibrium process. Pakes makes it clear, however, that losing the interpretation of hedonic coefficients derivatives of a hedonic price function as either willingness to pay derivatives or cost derivatives does not invalidate the use of hedonics to control for quality in a price index. Pakes' concern about the interpretation of hedonic coefficients involves situations where the commodity is defined too broadly. An example is one in which the consumers buying drug A are not the same consumers buying drug B. If one were to run a separate regression for each drug, and if the toxicity of drug B were to reduce over time, we would expect to see a negative parameter estimate for toxicity.
Using this line of reasoning the large number of customers shopping among the various characteristics of an airline ticket would validate the interpretability of hedonic coefficients. Parameter estimates in our analysis below thus retain their interpretation as measures of the marginal willingness to pay because airline travel is not so broad a service as to apply to completely different consumer groups. Airlines do have different marketing strategies for different groups of consumers (business versus leisure travelers, for example). However, these groups of consumers are not exclusive sets of consumers. An airline passenger who is traveling on business now will be traveling for leisure later. Someone who buys a first class ticket today may well buy a discount coach ticket tomorrow. It seems reasonable to assume, for example, that a first class ticket was bought when the premium for first class was sufficiently small and that a coach ticket was bought when the premium was too large. In Pakes' drug example, it is hard to conceive of a consumer buying the more toxic drug if the price were lower. However, we cannot think of any quality attribute associated with an airline ticket that consumers could not be induced to change through a sufficient change in price.
CPI Bias and Quality Issues in the U.S. Airline Industry
In this section we discuss how CPI bias might appear in the index for airline fares as well as discuss research into quality issues in the U.S. airline industry. It should be noted that the BLS airline fares index is not the only price index for airline fares. The Bureau of Economic Analysis (BEA) produces the consumer expenditure deflator for airline fares as part of the National Accounts Estimation and the Bureau of Transportation Statistics is now publishing the Air Travel Price Index (ATPI) based on a Fisher index. Lent and Dorfman (2005) conduct a detailed comparison of the ATPI to the CPI for airfares and the BEA's expenditure deflator. The ATPI is not available prior to 1995 while the quality-adjusted index constructed here ends in 1992. Consequently there can be no direct comparison between the two indices. It should be noted that the Fisher index does not necessarily represent a lower bound for a COL index and, as such, may be subject to less substitution bias. Most quality adjustments made by the CPI use an imputation procedure that estimates the price change of a new product (or old product with new quality feature) by the average price changes of similar products currently in the market. This assumes that the underlying price change of the service not currently available would have been the same as the price changes of services currently in the market. However, if this is not the case, then the imputation procedure would miss important price changes. Armknecht and Ginsburg (1992) illustrate this problem in the context of airline fares:
. . . As an example of this situation consider airfares. The airlines at one point in time introduced a new set of discount airfares to replace supersaver fares. Originally, supersaver fares required a 30-day prepayment to obtain the reduced fare. The new discount fares introduced a lower price structure than the supersavers and required the 30-day prepayment. However, along with the lower fares came a 50 percent cancellation penalty, a quality difference between the fares that may/should make them noncomparable. If no other airline price changes occurred during this month, the exclusion of the discount quotes would result in an imputed price change of zero because all other airline fares (coach and first-class) remained the same. The index, therefore, misses any possible price change occurring with the introduction of the lower discount fares under current procedures (this problem would exist even if other fares changed but at a different rate). Gordon and Griliches (1997) point out that some quality improvements are quite problematic when attempting to incorporate them into a price index because they represent an abatement of "bads" that also were not considered in the index. For example, increases in the price of a flight due to increased safety measures may be a price change due to quality improvement. However, unless we also deal with the cost that was imposed due to increased risk of plane malfunction or terrorism, we will not be accurately reflecting the COL associated with it. It may be easily argued that patrons were better off before terrorism was ever a threat than after security measures were put in place. By not specifically accounting for the costs to increased risks, we will be overestimating the effect of security on welfare and underestimating the cost of living. The security issue is not explicitly accounted for in our analysis, but this is an interesting point. One possible modeling approach to use in this regard that we have not pursued is the directional distance function paradigm introduced by Färe et al. (1994) and recently utilized in the context of the impact of environmental "bads" on growth accounting by Jeon and Sickles (2004) .
Although they did not construct a price index, Morrison and Winston (1995) calculated marginal valuations of quality characteristics via an airline choice model. The marginal value of an additional mile for travelers who accumulated 3,501 to 15,000 miles was estimated to be 13 cents while for travelers who accu-mulated 15,001 to 80,000 miles it was 21.5 cents. They estimated the cost of restrictions on a discount flight via a binary, probit model of choice between unrestricted vs. restricted fairs. Although there appeared to be no significant costs for the leisure travel the business traveler incurred some significant costs. Saturday night restrictions added $219 dollars of disutility. Advanced reservation requirements imposed a cost of $3.68 a day. Overall, business travelers (via a compensated variation method) were willing to pay $87 dollars per trip to avoid restrictions, a substantial portion of which was due to the Saturday night stay ($67). They also estimate a fare equation for each carrier to investigate whether multimarket contact has an affect on prices. They found that multimarket contact did have an effect on fares in the industry but that the effects were highly cyclical. When the economy is growing rapidly fares were higher where there was multimarket contact than where there was none. However, there are recessionary periods where the opposite effect occurs. Multimarket contact might be considered a benefit to consumers because it allows for the possibility of greater competition (e.g. Perloff et al., 2003) . Even in the presence of collusion on prices, airlines might still compete along quality dimensions. An example is Continental competing with United in the Dallas-Fort Worth/Washington DC market, in which there is anecdotal evidence of price collusion, by allowing for more carry-on luggage space. United tried to implement a carry-on size limit. Continental sued United in order to stop the carry-on limits.
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A number of studies have found that the consumer has benefited from airline deregulation. Caves et al. (1987) showed that deregulation increased the passenger-mile productivity growth rate between 1.3 and 1.6 percent per year. Morrison and Winston (1995) highlighted a number of important benefits accruing to consumers: (1) fares were about 22 percent lower with deregulation; (2) a benefit of about $10.3 billion per year resulted from the elimination of route restrictions and an increased use of hub-and-spoke networks; (3) the proportion of passengers with direct nonstop flights increased, even though passengers often had to take an indirect route associated with the hub-and-spoke network structure; and (4) passengers who had to change planes rarely had to change airlines due to increases in network size.
It should be noted, however, that the benefits of such innovations as the hub-and-spoke systems may be overstated due to longer travel time, longer flight segments, and longer waiting times for the flights themselves because of scheduling and because of congestion. Ground time has increased by five minutes regardless of distance traveled. It would seem, however, that the cost of increase travel time ($2.8 billion per year in 1995) was more than offset by the benefit of hub-and-spoke systems (Morrison and Winston, 1995) .
Simulating the Current BLS Approach for Constructing an
Airfares CPI
The airline fares index is the largest component (61 percent) of the public transportation index. It accounts for 0.814 percent of the total CPI. The BLS selects approximately 850 observations for its airline fares index. All regularly scheduled commercial airline trips departing from airports in the 87 cities in the CPI are eligible for use in the index. When the city does not have a qualifying airport, the qualifying airport from the nearest city is designated as the point of departure. Reflecting the average pattern of trips from the USDOT's origin/ destination survey, 2 percent are first class, 4 percent are full coach fare, and 94 percent are discounted coach fares. The origin/destination survey does not identify types of discount fares. Thus the BLS assumes that half of the discounted coach fares are the lowest available fare regardless of restrictions. The BLS assumes that the other half includes specific restrictions. The fare at the time of sampling is found in the SABRE reservation system. This is the same system that historically has been used by much of the travel industry, though its use has declined substantially over the last two decades. When an airline discontinues a discount fare that is being priced, the BLS substitutes the closest available alternative. However, applicable restrictions may change, thus changing the "quality" of the flight. BLS estimates the value of this change. If the value is high, the two fares will not be compared. Usually, however, the change is not large and the fares are compared and reflected in the CPI.
Below we more formally describe the process used by the BLS during our study period (1979 through 1992) and the new procedure that they used beginning in 1999. Since we are interested in evaluating the current procedure of BLS but must evaluate it using older data we construct price indices using both methods. The first method is used for comparison to historical indices. The second is used to identify the historical index had current procedures been used. Below we describe the historical procedure and then how it changed in 1999.
Step 1 (primary sampling): Conduct random price sampling for all items in the market basket. The market basket is a set of origin-destination-fare class triples in each Price Sampling Unit (PSU). The PSU is a county within one of the metropolitan areas which is covered by the Consumer Price Index for all urban consumers (CPI-U).
Step 2 (aggregation process pre-1999) :
where the subscript i represents the item in the basket, j represents the PSU and t represents the time period. Weights wij are obtained from the Consumer Expenditure Survey and weights sj represent the fraction of sales which occur in PSUj compared to the entire U.S.
Step 2Ј (aggregation process post-1999) :
The difference between step 2 and step 2′ is the use of arithmetic means prior to 1999 and geometric means after 1999 at the stage where price ratios are aggregated to the level of the PSU.
Implementation of these procedures is complicated by inadequate information on the appropriate market basket and the proper weights. Unfortunately, the only market basket and weights available from BLS are those currently used and they were constructed in 1998. Market baskets and weights for earlier years are unavailable because the BLS did not archive this data. Information on deeply discounted fares with corresponding restrictions thus was not available in many of the years that our study covers. The CPI is best computed when the products under consideration are simple homogeneous commodities. This does not describe the air transport industry, particularly over our study period, because air travel takes place between many different origins and destinations over alternative paths and with differing levels of service. In this section we discuss several of the important dimensions of air travel and how they affect the price of travel through changes in quality. These issues fall into seven broad quality categories: network configuration, flight convenience, passenger amenity, airport and flight delay, ticket restrictions, yield management, and frequent flier programs (zero coupon tickets). These categories will at times overlap. In many cases our choice of study period, from 1979 through 1992 is both interesting and restrictive. It is interesting because many fare innovations and service quality changes occurred during this time period following the deregulation of the industry in 1978. It is restrictive because many of the data sets which would be useful to identify service quality changes do not span our study period.
Network Configuration
Prior to deregulation, airline networks were constructed on a piecemeal manner. Airlines were granted routes out of "public convenience and necessity." This often led to rather inconvenient routing for passengers, particularly to small communities. Deregulation opened access to all routes and by 1982 airlines could serve whatever routes they wished. Airlines responded by developing hub-and-spoke networks, adding some destinations and dropping others. In our study we consider three hedonic characteristics of the airlines. network configuration: the indirectness of routing, change of planes, and the number of airlines used to complete the trip.
Airlines find different network configurations useful because they allow for higher passenger densities on individual routes, potentially allowing the airlines to take advantage of economies of equipment size (larger aircraft tend to have lower costs per passenger mile) and higher load factors (filling otherwise empty seats on an aircraft costs the airline very little). In a simple network involving five cities (one serving as the hub), the cities can be connected with at most one change of plane service with as few as four round trip flights. Connecting the cities together with a network providing nonstop service would require 10 round trip flights. Adding an additional city would require one more round trip flight with a hub-and-spoke network compared to five more round trip flights using direct flights only.
Because passenger time is valuable, indirect routing is a cost to the passenger. The cost increases when the indirect routing involves changes of planes through a congested hub. On the other hand, indirectly routed passengers often will accrue more frequent flyer miles than a directly routed passenger.
When an airline does not serve both the origin and destination or serves them only indirectly, passengers must take part of their trip on one airline and the remainder on at least one other airline (interlining). Passengers perceive a lower quality of service when interlined. Baggage will more likely be mishandled or misdirected, the distance between gates at the connecting airport is usually greater, and there is the increased likelihood of a missed connection.
We measure the network characteristics at the individual ticket level. Using the DB1A, we identify the origin and the ultimate destination as indicated by a trip break. Approximately 30 percent of trips involve one way tickets (no trip breaks), 65 percent are one way (one trip break at the destination), and the remaining 5 percent involve open jaw or multibreak tickets. In order to gain an understanding of the bulk of trips we limit our attention to either one way or round trip tickets and develop separate models for each. The changing pattern of these tickets is described in Figure 1 . For each trip type, we identify the complexity of the trip from the DB1A at the ticket level. The travel itinerary allows us to measure the number of segments (changes of planes with the same carrier) required in the itinerary, the number of airlines that were used to provide service, and the number of changes required to a different airline (interlines). For each of these variables the higher the variable the lower the quality of service. Figure 2 displays the patterns of one way trips over the sample period while the patterns of round trip itineraries are shown in Figure 3 . For one way tickets 28 percent of the tickets used more than one airline on a trip in 1979I. By 1992IV only 4 percent of the one way itineraries required that passengers interline. There is little change in number of segments over the study period. The pattern for round trip tickets is similar. In 1979I nearly half of the round trip itineraries involved more than one airline. Some of these involved more than one interline as an itinerary started with one carrier, switched to a second, then went back to the first carrier on the return. There is a slight increase in the number of segments, indicating that while passengers were not decreasing the number of segments over the study period they were switching to preferred itineraries on the same airline. This is what would be expected under hub-and-spoke systems. In summary, the itinerary data suggest that there has been some improvement in the quality of service over the study period. If ignored in the computation of price indices these service quality improvements would artificially inflate the rate of growth in prices.
Flight Convenience and Availability
Passengers typically have clear preferences regarding the time of travel and location of departure. They may choose the expected time of departure or the time of arrival at the final or intermediate destination. The willingness to accept other flight times or locations varies a great deal with trip purpose. Ideally, we would measure when and where the passenger wanted to leave and when and where the passenger left. This is not possible. Instead we proxy this aspect of flight convenience and availability with a hedonic characteristic of service quality measured as the number of departures at the airport of origin. We use the total scheduled departures from DOT's Airport Activity Statistics Form 41 Schedule T3 to measure departures. The more departures that occur (higher flight frequency), the more likely that the time of departure will match the most desired time for the passenger, indicating a higher level of service.
The number of flights at different sized airports has changed since deregulation when airlines were allowed to offer service at some airports and eliminate service to other airports, typically those serving small communities. Figure 4 . The group of large airports is represented by the 20 airports with the highest total departures between 1979 and 1992. The medium airports are represented by the 20 airports ranked between 100 and 119 in terms of total departures. Small airports are represented by those ranked between 300 and 319, and very small airports are represented by the 20 airports ranked between 400 and 419. Departures increased by 34 percent over the study period for large airports, and by 20 percent for medium and small airports, while departures decreased by 80 percent for very small airports. There was a clear shift from very small to larger cities. From the airline's perspective the shift was economical since offering service to very small airports that service small municipalities was an expensive proposition when few enplanements could be expected. However, from the passenger's perspective, offering service to small communities was desirable since it reduced travel time to an alternative city's airport. For our study, we view departures from small communities as an indication of high service quality and a corresponding willingness of passengers to pay higher prices than they would be willing to pay at the closest medium or large airport.
Another aspect of higher flight frequency, however, is higher congestion and an increased likelihood of flight delay. This suggests that at some point, higher flight frequency has negative consequences on passenger convenience. Since more tickets are likely to be generated at airports that have high flight frequencies, the impact of the congestion and flight delay consequences of flight frequency is likely to be more apparent in our sample than aspects that represent convenience. We use hedonic characteristics to measure two dimensions of passenger amenity: food, and class of service. First class service brings with it an array of amenities, among them more space, priority boarding, more attentive service, and a better meal. Class of service is information directly provided for each itinerary in DB1A and thus we know when a particular segment of the itinerary is first class or business class. We construct a dummy variable for this class of service (FirstCl). For carriers that offer only one class of service, typically new entrants, all tickets are reported as first class, even though the characteristics of service more closely resemble coach. Consequently, we have constructed the dummy variable (FCNew) to indicate first class service on carriers which only designate one class of service for their itineraries during the quarter. It is difficult to differentiate this service with a coach ticket designation.
When no-frills airlines began offering service, one of the amenities they most visibly compromised was airline food. It seems clear that the more an airline spends on food the higher will be the quality of service received by consumers and the more they would be willing to pay for service. We obtain information on a carrier's food expenditures from Form 41 Schedule P6 and standardize it by the number of enplanements during that quarter. We then construct an itinerary specific measure by adding the food cost per enplanement for each airline providing service for each segment in the itinerary to measure this service quality characteristic (Food). We also experimented with using the airline's expenditures per passenger mile for proxying food service. This yielded very similar results. In either case, our use of food expense on the itinerary proxies several amenities that are also correlates of food expense in our model. An airline's willingness to spend money on food often indicates a willingness to provide many more amenities. Figure 5 indicates there has been a gradual increase in food expenditures per passenger. Even when one controls for inflation in food prices, we find real expenditures per passenger increased by about 25 percent during the sample period. If food expenditures were simply passed through, it would indicate that about 3 percent of the price of travel, on average, could be attributed to food expense. This figure masks the large variability in food expenses across airlines. Some carriers, for example Pan Am, spent nearly 20 dollars per passenger on average prior to their merger with National. Low cost carriers like Southwest Airlines spend almost nothing on passenger food.
Ticket Restrictions
A major feature of airline fare structures is ticket restrictions. These may shift the risk of nontravel from airlines to consumers (non-refundability), provide the airlines with improved predictability about demand (advanced booking), or enhance the airline's ability to use price discrimination information separating price sensitive consumers from business travelers with more inelastic demands (Saturday night stay-overs). A major liability of our use of DOT's DB1A as the primary source of ticket information is that it includes very limited information on ticket restrictions. What can be consistently identified from the fare class codes is that some kind of restriction was used on a particular ticket leading to the ticket being discounted. However, we are unable to identify what the restriction is. Figure 6 shows the fraction of all tickets which were discounted coach tickets for one way and round trip travel during the sample period. The data show a steady increase in both one way and round trip tickets that are discounted coach. For round trip tickets, only 30 percent of tickets were discounted coach in 1979I, increasing to nearly 90 percent by 1992IV.
Yield management practices on the part of airlines add further complications to the discounting process. While two airlines may offer service with an identical fare, their fare structure may be very different because they offer different numbers of seats at that fare. Consequently, it would be inappropriate to model the situation as though the fare described the price at the margin of an individual's willingness to accept the particular restriction. Because of the unavailability of different fares, consumers typically will meet the requirements for higher sets of fare restrictions than those actually required by their ticket. For example, a consumer may meet the 30 day book in advance, no refund, Saturday night stay restrictions, but because this fare is sold out, they may accept a 14 day book in advance, no refund, with a Saturday night stay fare.
Frequent Flier Programs and Zero Coupon Tickets
Frequent flyer miles were introduced in the mid 1980s by then CEO Robert Crandall of American Airlines. The purpose behind this program was to increase customer loyalty by offering them free travel at a later date. The program has proliferated to other industries. Grocery stores now offer discounts for frequent shoppers. The CPI currently ignores zero coupon tickets. The pattern of these tickets from 1979 to 1992 can be seen in Figure 7 for one way and round trip travel. For both round trip and one way travel there is a spike in 1987 associated with the introduction of these tickets to about 10 percent for both one way and round trip travel. By 1988, these decline to about 5 percent of round trip travel and about 4 percent of one way trips. The use of zero coupon tickets by consumers is determined by a mix of expectations about their value and the rules that a carrier has for their redemption. During periods of increasing prices we see an increased use of free tickets. An implication of consumers choosing when and where to use zero coupon tickets is that the price that would have been paid for a zero coupon itinerary tends to be more than the price for the typical itinerary. In other words, zero coupon tickets tend to go to more exotic places (trip to Hawaii rather than to Florida) than other trips.
During the period of our study, zero coupon tickets were generated solely by air travel, indicating that they should be used to adjust the effective price of air travel. This view is seriously blurred when, for example, credit card and long distance phone companies began offering frequent flyer miles as part of the inducement to use their services. This raises the issue about where they should be included in the CPI: as adjustments to air travel or the services that generated the frequent flier miles. While conceptually it makes sense to adjust the price of the service that generated the benefit, this is certainly beyond the scope of this paper. It would require that we partition benefits earned by travel from benefits earned by other means and to constantly revise the value of those benefits based on expectations about future air travel prices, the usefulness of the miles based on an airline's network or partnership arrangements, and anticipations about the airline's redemption policy. Instead we adopt an alternative approach that allocates all of the benefits of frequent flier programs to reductions in the price of air travel. We impute the value of zero coupon tickets by our hedonic equation and then construct an expenditure adjustment factor: λ = value of tickets purchased value of tickets used
The result of this adjustment factor is to lower the effective price index in quarters where a large number of zero coupon tickets were used rather than the quarter where the ticket is earned.
4 4 We recognize that our approach is not perfect with respect to zero coupon tickets for at least three reasons. First, there are zero coupon tickets which are systematically excluded from our analysis. Because we use DB1A as our source of information, we do not have consistent information about foreign travel (DB1A includes only those trips which incorporate a trip segment within the U.S.). Consequently, because of data limitations, we suspect that the most expensive zero coupon tickets, those associated with international travel, are systematically left out of the analysis. As a result, our analysis systematically overestimates the price of domestic travel where many of those flights are earned. Of lesser importance, passenger upgrades offered as part of a frequent flier program may also systematically be left out of our analysis if they are not explicitly recorded (passengers get a higher quality of service than we have recorded on their itinerary), again leading to an overstatement of price. Third, those domestic zero coupon tickets that we do include in our analysis almost always come with restrictions including blackout dates, which tend to make them less valuable than the average trip between those city pairs, leading to an overstatement of price. To the extent that these actors are important, data limitations suggest that we will not fully capture the effects of frequent flier programs in our adjusted price index. 
Route Specific Factors
Several route characteristics clearly affect the price of travel. Not the least of these is the distance between the origin and destination. Other variables which many have attempted to incorporate into modeling the demand side of long distance travel include weather related variables such as mean temperature difference in an attempt to capture vacation travel in the winter months. Others have included variables which attempt to capture the demand for business travel such as the number of white collar jobs in an area. In our model we assume that these factors are either very slow to change or that they are strongly correlated with other factors in our model (for example, white collar jobs are likely correlated with per capita income). We capture these slowly moving factors with fixed route specific effects which describe the origin-destination pair. In our model this amounts to approximately 115,000 route effects for the one way models and 134,000 for the round trip models.
Other Factors
We also considered the use of other factors. These included safety, circuity of travel, complaint data, and controls for local demand characteristics such as growth of local GDP and employment rates at origin and destination. Safety was excluded primarily because there is very little data on safety. Aside from the extremely rare event of an actual crash, there is no database that tracks mechanical failures, expenditures on security, etc. Even if changes in security could be tracked, the likelihood is that the security procedures were mandated by unmeasurable increases in security risks. Circuity of travel, defined as the ratio of actual miles flown to the minimum flight length of the route, was included in some models, but did not perform as well as the number of flight segments. Complaint data was not used because the data are driven by expectations. Persons who expect poor service rarely find it worthwhile to complain when they get it. Local demand factors were excluded for several reasons. With over 115,000 route pairs, collecting local economic data is daunting. Additionally, there is no theoretical reason for regional economic factors to enter into consumer demand equations such as the hedonic index. Combining these facts with significant uncertainty as to usefulness led us to exclude local demand factors from our model.
Results
Our intended question is how alternative methodologies to those the BLS currently utilizes affect the Air Fare Index. This requires that we simulate their current methodology over the study period, without the advantage of using their data. We then compare these results to price indices which allow for increased substitutability in market baskets by using sales information and adjust the price index by holding attributes of service quality fixed. These different indices are summarized in Table 1 .
The replicated airfare indices for arithmetic and geometric means and the airfare index calculated by the BLS are presented in Figure 8 . The replicated indices match fairly well with the actual index reported by the BLS. What differ-ences there are between the replicated arithmetic mean series and the replicated geometric mean series are in the direction expected. The replicated arithmetic mean series, with weights that are not entirely fixed, has a higher rate of inflation (average annual inflation is 10.19 percent). The replicated geometric mean series, also with weights that are not entirely fixed, has a lower rate of inflation (average annual inflation is 8.84 percent). This supports the general notion that geometric means lead to lower estimates of inflation. As we noted in the last section we consider one way and round trip tickets to have key differences in terms of both the passenger and the airline. Consequently, we also develop separate demand models for one way and round trips and discuss these results before combining them in an overall air travel demand model. We first estimate a base model that does not include any aspects of service quality:
for ticket i on route j at time t. bt is the coefficient on a dummy time variable where the reference category is time period 1979I. Omitted service quality characteristics may be correlated with fixed time and/or route effects and thus the ordinary least squares estimates of the ′ α j s and the ′ β t s may be biased and inconsistent. The predicted price ratio from 1979I to time t is: The estimates for the one way and round trip models are provided in Table 2 . Summary statistics including the number of observations, N, and the number of route city pairs, Nj, are also listed. The relatively high R 2 values given such disaggregated data reveal the substantial explanatory power associated with these fixed route characteristics.
The results of this basic model are useful. While they do not adjust for the characteristics of service they do provide a comparison between our method which provides for changing weights among ticket types as opposed to the constant weights used in the BLS Consumer Price Index. This is particularly important because the BLS index has fixed proportions of heavily discounted tickets while our analysis shows that these proportions change substantially over time.
Our hedonic model includes the effects of restrictions and service quality
where the Xkijt are the k measures of service quality and ticket discounting for ticket i on route j. In this model we control for the expenditures on food, the number of departures, the number of segments (more segments indicating a more circuitous trip and required changes of planes), interlining (the requirement that passengers also change airlines when they change planes), the class of service (dummy indicating first class) and whether or not the ticket had fare restrictions. Food, interlining and departures are incorporated in logged form. Parameter estimates for the hedonic model without incorporating restrictions model are presented in Table 3 while those for the hedonic model with restrictions incorporated as additional explanatory variables are presented in Table 4 . The signs and magnitudes for the coefficients on food and first class service are as expected. Also, restrictions and discounting lower the price of the ticket. The coefficients on other aspects of service quality remain substantively similar across models. Restrictions mostly affect the price of round trip tickets (where Saturday To generate prices indices for the base and hedonic models, it is necessary to aggregate the one way and round trip price indices. This is accomplished by taking their expenditure weighted geometric mean value: presented in Figure 10 . As an additional reference, we include an index for the unadjusted revenue yield (revenue per passenger mile flown, normalized to be 100 in 1979I). Notice that the yield index (growing 3.65 percent per year over our study period), which incorporates no quality adjustment, grows at a much lower rate after airline deregulation in the U.S. gave carriers authority to set their own prices and determine their own routes in 1980. Airlines initially used this authority to rationalize their route structures, eventually leading to a use of hub-and-spoke type networks and an indirect routing of some passengers, particularly between less common origins and destinations. Together with an increase in trip length (revenue per mile for long trips is lower than revenue per mile for short trips), this suggests that the yield index substantially underadjusts for changes in price.
Comparing these indices with the hedonic index leads to an interesting conclusion. The hedonic index has an average annual inflation of 6.27 percent. This is much lower than any of the other indices (with the exception of the revenue yield index). Specifically, the difference between the replicated indices and the hedonic index is much larger than the difference between the replicated indices and the actual CPI. This seems to imply that quality adjustment issues are more important to correcting upward biases in the airfares index than both fixed weight/basket and aggregation issues. However, this result is directly contradicted by our bench mark regression. The bench mark regression estimates a simple fixed effects model with time dummies but no quality variables. The average annual inflation resulting from this model is 4.42 percent, indicating that adjusting for quality increases inflation by a small amount. The appropriate conclusion can only be that quality fell during the period 1979 to 1992. Also, the difference between the replicated indices and the bench mark hedonic index is much larger than the difference between the bench mark hedonic index and the hedonic index with quality variables. This suggests that having a market basket determined by sales in each period (and appropriately aggregating) lowers inflation much more than adjusting for quality raises inflation. Thus substitution bias is more important than quality bias in our sample period. One reason may be the very small amount of routes included in the BLS market basket (approximately 670). The DB1A data set can identify over 134,000 different routes in the sample period. It is unlikely that all substitution biases are dealt with when the consumer can only substitute among 0.5 percent of the total routes. Quality adjustments are still important in order to avoid all bias (in this case downward bias). It seems likely that this fact would hold for many of the subindices that make up the CPI (especially indices tracking service oriented industries and high-tech appliances). Thus, complete correction of bias in the CPI (upward or downward) may not be attainable without methods to more accurately control for quality. 6. Conclusions
In our research we have attempted to take an exhaustive approach to measurement issues in price index construction for the BLS airfare index. While our findings are constrained by data availability and other resource constraints that may not be as constraining for government agencies, we have nonetheless been able to pursue a number of the objectives for dealing with the biases that the 1997 CPI Commission recommended be addressed. We have also provided a detailed protocol for data collection and analysis that can be replicated and can be enhanced by availability of additional data sources. We find an upward bias in the BLS airfare index over the period considered. However, we have also found that 6 Lent and Dorfman (2005) have used the same origination-destination information as we do, though their study interval is between 1995 and 2002. Their approach follows the standard BLS approach based on matching, though they require that like items match on both fare class and the exact itinerary. Compared to the BLS index, their approach leads to the inclusion of a much broader basket of trips. However, a shortcoming in their approach is that nearly half of the itineraries do not have exact matches. They carry out an imputation to adjust for the non-matching items based on trip distance. Though the contrast may appear subtle, our approach relies on the DOT supplied trip-break indicators to identify the destination in round trip travel. Travel between the origin and the destination is, after all, what is ultimately demanded by the passenger. Were we to implement matching over our study period, there would be an even more substantial number of non-matches since deregulation and mergers led to many reconfigurations of the airlines' networks. There were approximately 15 mergers and service cessations among major carriers over our study period, while the industry was much more stable between 1995 and 2002 with only two major service cessations. Indeed, we chose our study period because of its volatility. We explored the use of an alternative circuity measure (itinerary distance/ origination-destination distance) as an additional variable in our hedonic model, but found it to be highly collinear with our measure of indirect routing (number of ticket coupons), and consequently, we left it out of our final model. Of course, our hedonic model allows us to incorporate other attributes for which matching is difficult to implement, and that Lent and Dorfman do not consider, such as passenger interlining. the data and computational resources required to implement the Commission recommendations for the airline industry, one which for historical reasons has a substantial amount of detailed data, are quite onerous and the corrections via the hedonic approach are not without their own problems. Because of issues of practicality and implementability, the goals of the Commission recommendations remain illusive and problematic.
