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Abstract-In this paper, we suggest an algorithm paradigm for incomplete hypercubes. Using 
this paradigm, many simple and efficient algorithms can be designed on an incomplete hypercube 
for many appiications such as routing, broadcasting, semigroup computation, prefix sums, aiternate 
direction exchange, total exchange, data gathering, data scattering, and selection of the fkst k largest 
processes. The algorithms designed for routing and broadcasting require less computation time than 
KatseWs. 
1. INTRODUCTION 
The hyperde is a high-connectivity and regular multiprocessor computer system whose number 
of processors must be a power of 2. An n-dimensional hypercube contains N = 2” (n is a positive 
integer) identical processors. Each processor is associated with an n-bit address b,b,_l . . . bl, bi = 
0, 1,l 5 i 5 n, and there exists a communication link between two processors if and only if their 
addresses differ in exactly one bit position. For the convenience of description, we denote the 
processors by PO, 4, Pa,. . . , l+ -1, where P;: denotes the processor with address i, 0 5 i 5 2” - 1. 
An n-dimensional hypercube can be regarded as composed of two (n - i j-dimensional su)cubes, 
one with b, = 0 and the other with b, = 1. Similarly, each of the two (n - 1)-dimensional 
subcubes can in turn be regarded as composed of two (n - 2)-dimensional subcubes, one with 
b- = 0 and the other with b,,-1 = 1, and so on. To route or broadcast a data item on a 
hipircube is very simple. Assume that the addresses of the source processor and the destination 
processor differ in r bit positions. Then any path of length r from the source processor to 
the destination processor may be served as a routing path if its r links correspond to the P 
different bits. On the other hand, to broadcast a data item on an n-dimensional hypercube, 
n communication steps and n computation steps are necessary. Initially, the data item to be 
broadcast are stored in the source processor. Then, at the i-th step (1 5 i 6 n), each processor 
owning the data item sends a duplicate to its adjacent processor whose address differs from its 
address in the bit position bi. Thus, n communication steps and n computation steps are sufficient 
L_ __-__,_A- LL- L__- =~~~I!~~ 12 LO corrlplece 6ne broaacastmg. moreover, by reversing the process of the broadcasting, semigroup 
computation (such as addition, multiplication, and finding maximum) can be performed on an 
n-dimensional hypercube (one operand in each processor initially) in n communication steps and 
n computation steps. Additional n communication steps and n computation steps are necessary 
if the computation result is required by every processor. 
Although the hypercube has a regular structure and great computation power, there is a se- 
vere restriction on the number of processors. This restriction will cause a limitation to the size of 
the hypercube and its practical applications. Recently, Katseff [l] has proposed the incomplete 
hypercube to overcome the restriction. An n-dimensional incomplete hypercube may contain ar- 
bitrary m processors PO, PI, . . . . Pm-l, where 2”-’ < m < 2n. Compared with an n-dimensional 
hypercube, the 2” - rn missing processors in an n-dimensional incomplete hypercube have the 
first 2” - m greatest addresses. Thus, if we split the processors of an n-dimensional incomplete 
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hypercube into two subsets according to the values of bit b,,, the subset of processors with b, = 0 
forms an (rr - 1)-dimensional subcube and the subset of processors with 6, = 1 forms an incom- 
plete subcube. In [l], Katseff also proposed a routing algorithm and a broadcasting algorithm 
on an n-dimensional incomplete hypercube. Both algorithms require 0(n2) computation time 
and O(n) communication time. Besides, the performance of the incomplete hypercube can be 
improved considerably if extra connections are added between pairs of nodes [2]. 
In this paper we suggest an algorithm paradigm for the incomplete hypercube from which 
simpler and faster routing and broadcasting algorithms than Katseff’s can be derived. Besides, 
the paradigm is very useful to design algorithms on the incomplete hypercube for many other 
applications. 
2. AN ALGORITHM PARADIGM FOR INCOMPLETE HYPERCUBES 
In this section we propose an algorithm paradigm for the incomplete hypercube. We assume 
that the incomplete hypercube contains m processors, where 2”-’ < m < 2”. Also, for a given 
problem A, we assume that its input data are initially distributed among all the processors 
evenly. According to the distribution of the input data, we can define two subproblems AI and 
AC whose union is A. The subproblem AZ consists of the input data that are placed in the 
incomplete subcube whose processors have b,., = 1 and the subproblem AC consists of the input 
data that are placed in the (n - 1)-dimensional subcube whose processors have b, = 0. If an 
algorithm designed on the hypercube for solving A is available, we can design an algorithm on 
the incomplete hypercube for solving A according to the following paradigm. 
Step 1. Solve AC on the (n - 1)-dimensional subcube. 
Step 2. Move AI from the incomplete subcube to the (n - 1)-dimensional subcube. That is, 
each processor in the incomplete subcube sends its own input data item to its adjacent 
processor in the (n - 1)-dimensional subcube. 
Step 3. Solve AI on the (n - 1)-dimensional subcube. 
Step 4. Merge the results obtained in Step 1 and Step 3. 
Step 5. B&urn the result obtained in Step 4 to the incomplete subcube. That is, each pro- 
cessor in the (n - 1)-dimensional subcube sends its local computation result to its 
adjacent processor in the incomplete subcube, if it exists. 
In the following, we present algorithms that are designed according to the above paradigm for 
routing, broadcasting, and semigroup computation. 
PROBLEM 1. Routing. We are required to route a data item from a source processor to a 
destination processor. Without loss of generality, we assume that both the source processor 
and the destination processor are located in the incomplete subcube and their addresses are 
lb,,,_,b,,_3 . . . b,, and lbd,_, bd,_2 . . . bd, respectively. 
ALGORITHM 1. 
Eoufing a data item from the source processor with address ib,,_,b,,_, . . . b,, 
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processor with address lbd,_I bd,_2 . . . bdl. 
Step 1. Do nothing. 
Step 2. Send the data item from the source processor to its adjacent processor with the address 
Ob,,_lb,,_, . . . b,, . 
Step 3. Route the data item (on the (n - 1)-dimensional subcube) from the processor with 
address Ob d,,_-1 b#,,_-) . . . b,, to the processor with address Obd,_, bd,_) . . . b&. 
Step 4. Do nothing. 
Step 5. Send the data item from the processor with address Obd__lbd,_a . . . b& to the desti- 
nation processor. 
PROBLEM 2. Broadcasting. -Wb are required to iwoadcast a data item on the incompiete hyper- 
cube. Without Josing generality, we aume that the source processor is located iu the incomplete 
subcube and has the address lb,,,_, b,,_* . . . b,, . 
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ALGORITHM 2. 
Broadcasting a data item from the source processor with address lb,__,b,__, . . . b,, . 
Step 1. Do nothing. 
Step 2. Send the data item from the source processor to its adjacent processor with address 
Ob,,_~b,~_, . - . b sz. 
Step 3. Broadcast the data item that is held in the processor with address Obd,,_lbbl_a . . . b,, 
on the (n - 1)-dimensional subcube. 
Step 4. Do nothing. 
Step 5. Send a duplicate of the data item from each processor in the (n - 1)-dimensional 
subcube to its adjacent processor in the incomplete subcube, if it exists. 
PROBLEM 3. Setigroup computation. We are required to compute the resuJt of as $ al $ . . . $ 
am-l, where “@” indicates an associative operator. The computation result must be known to 
every processor. InnitiaJJy, ai, 0 5 i 5 m - 1, is stored in processor Pi. Without Jossing generality, 
we sssume that the operation is addition. 
ALGORITHM 3. 
Compute t6e sum of a0 + 01 + . . . + a,,,- 1. The sum must be known to every processor. 
Step 1. Compute the sum of ei’s, i = 0,. . . ,2”-l - 1, on the (n - 1)-dimensional subcube. 
The sum is then broadcast on the (n - 1)-dimensional subcube. 
Step 2. Move ej, 2”-‘jm - 1, from processor Pj to processor Pj_2”-1. 
Step 3. Compute the sum of ej’s, j = 2”-l,. . . , m - 1, on the (n - I)-dimensional subcube 
(the operand in processor Pi, m - 2”-l j2”-l- 1, is zero). The sum is then broadcast 
on the (n - 1)-dimensional subcube. 
Step 4. Sum up the results obtained in Step 1 and Step 3 for each processor in the (n - l)- 
dimensional subcube. 
Step 5. Send a duplicate of the result obtained in Step 4 from each processor in the (n - l)- 
dimensional subcube to its adjacent processor in the incomplete subcube, if it exists. 
Clearly, since routing, broadcasting, and semigroup computation take O(n) computation time 
and O(n) communication time on an n-dimensional hypercube, the above three algorithms all take 
O(n) computation time and O(n) communication time. Compared with Katseff’s routing and 
broadcasting algorithms which both require O(n2) computation time and O(n) communication 
time, Algorithm 1 and Algorithm 2 require less computation time. Moreover, Algorithm 1 and 
Algorithm 2 are simpler than Katseff’s algorithms. 
Besides routing, broadcasting, and semigroup computation, more algorithms can be designed 
easily according to the paradigm for many other applications such as preflx sums, alternate 
direction exchange, total exchange, data gathering, data scattering [3], and selection of the first 
k largest processes [4]. The derived algorithms all have the same time complexities as on an 
hypercube. 
3. CONCLUDING REMARKS 
The paradigm we have proposed in this paper suggests a systematic approach to design algo 
rithms on an incomplete hypercube. According to this paradigm, many problems can be solved 
on an incomplete hypercube in the same time complexities as on an hypercube. It should be 
emphasized that since the paradigm states a general strategy to design algorithms on an incom- 
plete hypercube, it is likely to further improve the derived algorithms. But, even so, the improved 
algorithms are superior to the derived ones only in a constant factor and they both have the same 
time complexities in big-0 notation. For example, by adding the data items in the incomplete 
subcube to the data items in the (n- 1)-dimensional subcube before the summation, an improved 
version of Algorithm 3 is as follows. 
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ALQORITHM 3’. 







Move oj, 2”“jm- 1, from processor Pj to processor Pj_~~-l, and take the summation 
at Pj_as-1 a 
Compute the sum of oj ‘8, j = 0,. . . , m - 1, on the (n - 1)-dimensional subcube. The 
sum is then broadcast on the (n - l)-dimensional subcube. 
Do nothing. 
Send a duplicate of the result obtained in Step 3 from each proceaaor in the (n - l)- 
dimensional subcube to its adjacent proceseor in the incomplete aubcube, if it exists. 
It ia not difficult to check that Algorithm3’ takes 2n communication steps and n computation 
steps, which is about half of those required by Algorithm 3. 
REFERENCES 
H.P. Katreff, Incomplete hypercubes, IEEE Tranractionr on Computers 37 (S), 604-608 (lS8). 
H.L. Chen and N.-F. T~mg, F&anced incomplete hypazubes, Proceedhigy of the International Conference 
on Parallel Procerring, Vol. I, 270-277, (1989). 
Y. Saad and M.H. S&&e, Data commuu~ ‘cation in hypercubee, Journal of Parallel and Dirtributed Com- 
prting 6,115-136 (1989). 
J.P. Sheu, C.L. Wk, and G.H. C&n, Selection of the first k largest pnxeases in bypercube@, Parallel 
Computing 11 (3), 381-384 (1989). 
