Quantum operations, or quantum channels cannot be inverted in general. An arbitrary state passing through a quantum channel looses its fidelity with the input. Given a quantum channel E, we introduce the concept of its quasi-inverse as a map E qi which when composed with E increases its average input-output fidelity in an optimal way. The channel E qi comes as close as possible to the inverse of a quantum channel. We give a complete classification of such maps for qubit channels and provide quite a few illustrative examples.
Unitary dynamics of quantum systems is an idealization which almost never occur in reality. There are always inevitable and unknown couplings with the environment which destroy the coherence and purity of a quantum state and hence the information encoded into a quantum system. One of the central results in quantum theory is that a general non-unitary dynamics of an open quantum system can be characterized by operators acting entirely within the quantum system. This general dynamics is aptly called a quantum channel to signify the passage of quantum states (i.e. photons) through noisy environment (optical fibers or free air). The most important goal of quantum communication is to combat this quantum noise which has led to whole subfields in quantum information science, like quantum error correction [3] , decoherence free subspaces [4] [5] [6] , pre-and post-processing [7] [8] [9] [10] by weak measurements [11, 12] . A quantum channel being completely specified by operators inside a system, raises the natural and highly important question if it can be inverted by some other set of operators, that is if we can invert a quantum channel and retrieve the input state in the same way that we do for unitary dynamics. If this inversion is possible, it can simply replace or at least complement other techniques for quantum state protection. It is however well known that quantum channels cannot be inverted unless they are simple unitary channels of the form ρ −→ U ρU † . In this letter we ask to what extent we can come close to a complete inversion and introduce the concept of quasi-inversion of a quantum channel. We formulate this question in precise form, solve it for the important case of qubit channels, classify the solutions and present several examples.
Given a quantum channel E, its overall performance can be measured through the average input-output fidelity F (E) := dφ φ|E |φ φ| |φ ,
where the integral is taken over all input states. The measure of the integral is taken to be unitary-invariant, i.e. dψ = dφ for |ψ = U |φ , and normalized to dφ = 1. We now ask if it is possible to perform a quantum operation at the output, which increases this average fidelity independently of the input state and in an optimal way: Definition 1. Let E : ρ −→ E(ρ) be a quantum channel, i.e. a completely positive trace preserving map [1, 2] . Its quasi-inverse, denoted by E qi , is any channel fulfilling the following two conditions:
where E is any other channel.
In this paper we will restrict our study to qubit channels which will be shown to have already a rather rich structure. We will prove that the quasi-inverse of a qubit channel can always be taken to be a unitary map E qi (ρ) = V ρ V † , and that it is both a left and a right quasi-inverse. We then show how it can be determined explicitly and illustrate the method by examples. To this end we use two complementary ways for characterizing a qubit channel: a) The Kraus representation
with K i = a i + b i · σ, where the trace preserving condition i K † i K i = I imposes the constraints a * a + b * · b = 1 , a b * + a * b + i b * ×b = 0. (4)
Here we have introduced the shorthand notations c = i c i ,
The affine map:
which the channel induces on the Bloch sphere. Here M = [M αβ ] is a real 3 × 3 matrix and t a vector in R 3 with components (α, β = 1, 2, 3):
Tr σ α E(σ β ) , t α = 1 2 Tr σ α E(I) . (6) Note that for unital channels, i.e. those obeying E(I) = I, one has t = 0. Any qubit channel E can be decomposed in the canonical form [2] :
or . When t = 0, these conditions are necessary but not sufficient.
The connection between the Kraus representation and the affine map is obtained through the equations (6) which give
and M = S+A , where the real symmetric matrix S = [S αβ ] is given by
and the real antisymmetric matrix A = [A αβ ] by
In this paper, we sometimes denote a quantum channel E with affine map pair (M, t) as E M,t or simply by the pair (M, t) itself. It should also be noted that while it is straightforward to obtain the affine map from its Kraus representation, the converse is not easy at all. Moreover not every affine map corresponds to a quantum channel.
Average Fidelity: From the definition (1), and the fact that any pure state can be written as |φ φ| = 1 2 (1 + n · σ), ||n|| = 1, we can find the average fidelity of a channel. The ingredients that we need are
dn n = 0 , and dn n α n β = 1 3 δ αβ . The result is
which in view of the trace-preserving property (4) can also be written as
We will see in the following that the matrix B = [B αβ ], with
plays a central role in determining the quasi-inverse of a channel. In terms of this matrix the average fidelity reads
The average fidelity can also be determined from the affine transformation
Note in passing that from (10) and (15) Tr(M ) = 3−4 Tr(B) which implies the equality of the two expressions (17) and (16) for the average fidelity. Also note that when M is symmetric, we can write
This relation will be important when we discuss the quasiinverse of qubit channels with symmetric affine maps. We now state one of the main results of this letter:
The quasi-inverse of any qubit channel can always be taken to be a unitary map.
The proof is detailed in supplementary material. It is important to note that the proof hinges upon a basic property specific to qubit channels, namely any unital qubit channel is a random unitary channel [1] . It remains to be seen whether or not the quasi-inverse of a quantum channel in higher dimension can be chosen to be unitary.
Given the canonical decomposition (8) , one may be tempted to relate the quasi-inverses of E and E c . The following theorem and remark elaborate this point.
Remark 1. It is by no means true that the quasi-inverse of a general channel
The proof of theorem 2, together with comments concerning the remark can be found in the supplementary material.
Two classes of channels: It is now crucial to note from the relation M = R U Λ c R V that the affine matrix of a channel is symmetric if and only if it is of the form
This connection drastically differentiates between the quasiinverse of qubit channels with symmetric affine matrix (for which U = V −1 in their canonical form) and qubit channels with non-symmetric affine matrix (for which U = V −1 ). Interestingly the unitality of the channel, does not play any role in this distinction, except for the implicit role that the transition vector t plays in determining the range of the parameters λ i [2] . We will be more explicit on this in remark 2.
Explicit form of the quasi-inverse: To find the explicit form of this quasi-inverse, let the quasi-inverse be E qi (ρ) = V ρ V † . The average fidelity of the combined channel
can be obtained from (14) . We simply need to determine the scalar coefficients of the new Kraus operators
where a i = x 0 a i + ix · b i . Using (14) , the fidelity of the combined channel is F = 1 3 (1 + 2 a * a ) which can be rewritten as
By combining (21) and (18) we find B = 1 2 (M − Tr(M )). Note that setting x 0 = 1 and x = 0 (V = I), one gets back the fidelity of the original channel. Recalling the definition of the vector v in (11) and also (16) , the increase of average fidelity ∆F (E) ≡ F (E qi • E) − F (E) can then be written as:
Maximizing its value over all unitary maps, i.e. maximizing over the real parameters (x 0 , x), subject to the constraint x 2 0 + x · x = 1, determines the quasi-inverse of the channel. It is convenient to rewrite the r.h.s. of (22) in quadratic form:
where
its maximum value is given by:
where λ max is the largest eigenvalue of the 4 × 4 matrix Q. The normalized eigenstate (x 0 , x) T corresponding to this largest eigenvalue will determine the quasi-inverse of E, i.e. the unitary rotation V = x 0 + ix · σ, or equivalently V = e iφx·σ , with cos φ = x 0 and x = sin φx, withx the unit vector along x.
A simple calculation from equation (19) , shows that the value of a i for both V K i and K i V are equal. This means that if we had sought a right quasi-inverse, we would have reached the same equations as in (23) and (25). This can also be seen from the affine map picture. Let E qi and E induce respectively the affine maps (N, t ) and (M, t). Then
which is symmetric with respect to the interchange of the two channels. Therefore the quasi-inverse of a qubit channel is both a right and a left quasi-inverse. We now study further properties of quasi-inverses.
Theorem 3. For all qubit channels E whose affine matrix is symmetric and positive, the quasi-inverse is the identity map, i.e. their average fidelity cannot be increased.
Proof. A symmetric matrix is diagonalizable. Therefore in a suitable basis it is in the form:
In the same basis the matrix B is of the form:
which in view of (25) implies that if all λ i 's are non-negative, then ∆F (E) = 0. Therefore such a channel has a non-trivial quasi-inverse only if at least one of the eigenvalues of M , i.e. one of λ i 's is negative.
There is a basic difference between channels with symmetric and non-symmetric affine matrices. In the symmetric case, v = 0 and the eigenvectors of the matrix Q in (24) are of the form (0,x) T withx a unit vector. Therefore the quasi-inverse of such a channel, if different from identity, is an inversion (a π-rotation) around some axis, i.e. E qi (ρ) = V ρV † , with V =x · σ, andx a unit vector. In the non-symmetric case (11) , v = 0 and the corresponding eigenvector will not necessarily have x 0 = 0 and hence the quasi-inverse will be a rotation with a specific angle depending on the channel parameters.
Below we will present one example of each kind. More examples can be found in supplementary material.
Pauli Channel: This is a channel with symmetric affine matrix.
with p i ≥ 0 and 3 i=0 p i = 1. This leads to a diagonal B matrix
Its average fidelity is given by
After combining with the quasi-inverse, the increase of average fidelity is given by
where p max is the largest of the probabilities p 1 , p 2 and p 3 , so that
The quasi-inverse V is now a reflection with respect to the axis corresponding to p max (i.e. the x− axis if p 1 is the largest probability). Moreover, comparing (31) and (33), we find that if p 0 ≤ 1 2 and and p max ≥ 1 2 then F (E) ≤ 2 3 and F E qi • E ≥ 2 3 . This means that the quasi-inverse can indeed increase the average fidelity of a noisy channel which is below the value of 2/3 corresponding to that of a "classical" random channel, to above this value. Note that it is not always the case that the inversion is determined by one of the Kraus operators. An example where this is not the case is given in supplementary material.
A mixed unitary channel: This is a channel with nonsymmetric affine matrix.
where U i = e −i θ 2 σi is a rotation around the x i axis with angle θ and p 0 + 3p = 1. The matrix Q is now given by
where v = p sin θ and q = 4p sin 2 θ 2 − 1 . For q ≥ 0, the largest eigenvalue of this matrix is λ max = 1 2 (q + q 2 + 3v 2 ) , with corresponding eigenvector given by |λ max ∝ 3v 2λmax 1 1 1
T . This means that the quasiinverse of the channel is given by the unitary V = e iφ n·σ , where
(36) The increase in average fidelity is given by ∆F (E) = 2 3 λ max , which is plotted in Fig. 1 as a function of parameters p and θ.
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We have introduced the concept of quasi-inverse of quantum channels and have proved several of its properties for qubit channels, including their unitarity, and equality of left and right inverses. A concrete formalism for finding the quasi inverse of general qubit channels has been introduced and several classes of examples have been studied in detail. Let us note that the quasi-inverse of a channel is different from its time reversal introduced in [16] in the context of entropy production in open quantum systems. The operation R is not unitary and is an involution
to the quasi-inverse. This research raises several important questions, including the degree that the quasi-inverse of a channel can partially restore the coherence of input states [17] [18] [19] , the extension of the concept and in particular the questions of unitarity to higher dimension. While we have considered general qubit channels, the proof of the unitarity of the quasi-inverse hinges on a very specific property of unital qubit channels, [1] , according to which any unital qubit channel is a random unitary channel. Counter example to this theorem in higher dimensions was first found by Landau and Streater [20] . Therefore it would be quite interesting to see if there are quantum channels in higher dimensions whose quasi inverse are not unitary. One can also extend the notion of quasi-inverse to the classical domain, i.e. to classical stochastic or bi-stochastic processes. Finally the results presented have certainly practical importance for partial compensation of noise in quantum channels; indeed, one may first apply the quasi-inverse to increase the average input-output fidelity and then use error correcting techniques to completely recover quantum states transmitted through such channels.
Supplementary Material for Quasi Inversion of Qubit channels
A: Proof of Theorem 1:
Proof. First consider the definition of average fidelity. An important property of this quantity is its linearity, that follows from its definition in Eq. (1) in the main text, whence
where i λ i = 1 and λ i ≥ 0 , ∀λ i . We now use a theorem of [1] according to which a necessary and sufficient condition for a qubit channel to be a random unitary channel, namely a convex combination of unitaries, is that it should be unital. Note that this theorem is not true for higher dimensions and holds only for qubit channels. Suppose now that the quasi-inverse E qi is unital. This means that E qi =
Therefore we have
Let U max be the unitary map which has the highest contribution on the left hand side. Then it is obvious that if we replace all the random unitaries on the left hand side by U max , we get an even higher average fidelity:
(40) Therefore for any qubit channel whose quasi-inverse is unital, we can always take the quasi-inverse to be a simple unitary. It now remains to see under what circumstances the quasiinverse is unital. To solve this problem, it is useful to work with the channel represantation in terms of affine maps. Let ∆ be the admissible domain of the parameters of the affine map defined by the pair (M, t) and let E M,t be the corresponding channel. Assume that E qi N0,t0 be its quasi-inverse; according to Definition 1, this implies that
and that for any other channel E N ,t , (N , t ) ∈ ∆, one has
In view of Eq. (21) these two conditions are equivalent to:
and
Note that although t 0 does not appear on the right hand side of this inequality, it affects the allowable range of N 0 . However, if E qi N0,t0 is a CPT map, then E qi N0,0 is also a CPT map (the converse is not true, since the inclusion of the parameters t restricts the allowable range of parametes of M [2] ). Therefore the average fidelity of the map E N0,0 • E M,t is the same as the average fidelity of the map E N0,t0 • E M,t and both are determined by Tr(N 0 M ). Thus, the two conditions (41) and (42) can be rewritten as:
Therefore if the channel (N 0 , t 0 ) is the quasi-inverse for the channel (M, t), then the unital channel (N 0 , 0) is also the quasi-inverse for that channel with the same improvement of fidelity. This means that we can always take the quasi-inverse of a qubit channel to be unital and hence unitary according to the first part of the proof.
B: Proof of Theorem 2 We first need a lemma:
Then
Proof. The proof is straightforward once we use the definition of the average fidelity, make a change of variable U |φ −→ |ψ and use the invariance of the integration measure dφ = dψ.
We now turn to the main proof.
Proof. From the above lemma, it immediately follows that if
. We now note that the definition of quasiinverse for the channel E c implies
and for all other channels E
Define
Then one finds
and using the Lemma once more, one obtains:
This proves that E qi as in (51) increases the average fidelity of E. Now let E be any other channel. We have
and using again the Lemma , we find
where E := U −1 • E • U. Using equation (50), we have
where (52) has also been used.
Remark 3. We should stress that for general channels of the form E = U •E c •V, one cannot simply write the quasi inverse as
and hence according to Lemma and Eq. (49)
where in the inequality we have used the definition of quasiinverse of the channel E c . However we can no longer use the equality of F (E c ) and F (E), since this equality is not valid when U and V −1 in the canonical decomposition of the channel are different.
C: The geometric picture:
One may ask why we have not followed entirely the approach of affine maps for finding the quasi-inverse of a qubit channel by using equation
and finding the matrix N which maximizes the trace on the right hand side. The problem is that even if one finds such a matrix by say numerical methods, it is not guaranteed that it defines a qubit channel. In fact while any qubit channel defines an affine map, not all affine maps define qubit channels. Nevertheless one can solve this problem for the special case of symmetric affine maps in a geometrical way. We note that such affine maps pertain to channels of the form E = U • E c • U −1 , with E c having a diagonal affine matrix, Λ c = diag(λ 1 , λ 2 , λ 3 ). For complete positivity of the map (the qubit channel), these parameters are confined to be inside a tetrahedron as shown in Fig.2 . The corners of these tetrahedron correspond to E i : ρ −→ σ i ρ σ i where i ∈ {0, 1, 2, 3} also includes the identity matrix σ 0 = I, that is to simple conjugation by Pauli matrices. The edges, faces and the inside of the tetrahedron correspond respectively to convex combination of two, three and four of these simple maps. According to Theorem 2, we only need to find the quasi-inverse E qi c whose affine matrix is again diagonal N c = diag(µ 1 , µ 2 , µ 3 ) with parameters in the same tetrahedron. The parameters µ i should be chosen to maximize the fidelity
If it were not for the constraint that the vector µ should be inside the tetrahedron, it could have been simply been taken parallel to λ = (λ 1 , λ 2 , λ 3 ). However with this constraint and with our knowledge from Theorem 1 that the quasi-inverse can be a unitary map, it is enough to take the vector µ to correspond to one of the vertices v 0 , v 1 , v 2 or v 3 depending on which one has the smallest Euclidean distance from λ. Inserting the coordinates of these vertices from Fig. 2 into the following formulas
and simplifying, we find that the comparison of these distances amounts to comparing the following expressions and determining which one is the maximum
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D: Uniqueness of the quasi-inverse From the geometric picture we see that unless the tip of the affine vector λ is equi-distant to the corners of the tetrahedron, there is always a unique quasi-inverse which is a unitary (corresponding to the vertex closest to the tip of λ). Only at this set of measure zero, we have degeneracy of quasi-inverses, where the convex combination of these quasi-inverses also leads to the same average fidelity and hence we have unital quasi inverses which are no longer pure unitary. As an example, consider the channel E = 1 2 (σ x ρσ x + σ y ρσ y ), corresponding to the middle of an edges of the tetrahedron, corresponding to the affine map M = diag(0, 0, −1). The quasi-inverse of this channel is E qi p = (1 − p)σ x ρσ x + pσ y ρσ y for any p, leading to the channel (E qi p • E)(ρ) = 1 2 (ρ + σ z ρσ z ) for which the affine matrix is N M = diag(0, 0, 1).
E: A channel whose quasi-inverse is different from one of its own Kraus operators
The Pauli channel is a special channel for which the quasiinverse turns out to be one of Kraus operators of the channel, i.e. the Pauli matrices. There are many other channels for which this is not the case. In order to remain within the domain of analytical solutions and avoid numerical methods, we define a new channel and call it the tetrahedron channel. The channel is defined by
where q = 1 − p 0 − p 1 − p 2 − p 3 . The vectors u i are chosen to be the corners of a tetrahedron as 1, 1) ,
so that the correspinding b vectors are given by b i = √ p i u i , i = 0, 1, 2, 3, from which the corresponding B matrix can be computed. For simplicity we consider the special case where
with p + p ≤ 1/2 due to the normalization condition q + 2p + 2p = 1. With this choice, one finds:
with eigenvalues
and corresponding eigenvectors
where x, y, z here denote the cartesian three dimensional unit vectors. The original average fidelity of this channel is given by
and the increase in average fidelity is given by
or explicitly
The regions where an increase of fidelity is possible, and the unitary operator V that achieves it, are shown in Fig.3 .
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F: The amplitude damping channel
The amplitude damping channel E AD is a non-unital characterized by the following Kraus operators
The Q matix is given by
As seen from above, for this channel, v = 0 and hence this is a channel with symmetric affine matrix. Later on we will consider a slightly twisted version of it which has a nonsymmetric affine matrix. It is readily seen that if γ > 0, then λ max is negative and hence no increase in average fidelity is possible , i.e. no non-trivial quasi-inverse exists. However for γ < 0, the largest eigenvalue is λ max = −γ and ∆F = − 2 3 γ implying that the quasi-inverse is V = σ z . The fidelity of the channel itself is given from Eq. (18) as F (E AD ) = 1 2 + 1 6 γ 2 + 1 3 γ and the fidelity of the combined channel is F (E qi • E AD ) = 1 2 + 1 6 γ 2 − 1 3 γ.
Remark 4. If we denote the amplitude damping channel with negative γ, by E − AD and that with positive γ, which is the standard amplitude damping channel by E + AD , then from the form of their Kraus operators, it is evident that E − AD = Z • E + AD , where Zρ = σ z ρ σ z . However from this relation, one cannot infer any conclusion between their quasi-inverses, since the concept of quasi-inverse as defined in this paper doesn't lead to a relation like (Φ • E) qi = E qi • Φ qi .
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Consider now a slight modification of this channel when A 0 is changed to
The corresponding channel is still trace-preserving and nonunital but has a non-symmetric associated affine matrix. The matrix Q is now given by
so that λ max = |γ| 2 and hence ∆F = |γ| 3 . Then, the quasi inverse is the unitary V = e i π 4 σz . The average fidelity of this amplitude channel before applying the quasi inverse is
and F (E qi • E AD ) = 1 2
