Abstract. We consider an arbitrary linear program with equilibrium constraints (LPEC) that may possibly be infeasible or have an unbounded objective function. We regularize the LPEC by perturbing it in a minimal way so that the regularized problem is solvable. We show that such regularizationleads to a problem that is guaranteedto have a solutionwhich is an exact solutionto the original LPEC if that problem is solvable, otherwise it is a residual-minimizing approximate solution to the original LPEC. We propose a nite successive linearization algorithm for the regularized problem that terminates at point satisfying the minimum principle necessary optimality condition for the problem.
where A 2 R p n ; B 2 R p m ; N 2 R m n ; and M 2 R m m ; are given matrices, c 2 R n ; d 2 R m ; b 2 R p ; and q 2 R m , are given vectors, and ? denotes orthogonality, that is the scalar product of the two vectors appearing on either side of ? is zero. This is a special case of a mathematical program with equilibrium constraints 7] that has important applications in machine learning 9, 11, 3] . Fukushima and Pang 6] were the rst to address the feasibility issue for a mathematical program with equilibrium constraints (MPEC) similar to those of our LPEC (1.1) and point out that it is a di cult problem in general. They gave su cient conditions to ensure feasibility, which are not trivial to check, but did not address the question of handling possibly infeasible constraints. In the present work we wish to address this case as well as the more general problem of an unsolvable LPEC via an exact penalty regularization approach. We note that exact penalty approaches have been proposed for solvable LPECs in 9] and for solvable MPECs in 15]. We brie y outline the contents of the paper now. In Section 2 we give a general exact penalty result which shows that a xed solution of a penalty problem, for an increasing sequence of penalty parameters tending to in nity, minimizes the penalty term. Such a solution also minimizes the objective function of the original unpenalized, possibly infeasible, problem over the set of minimizers of the penalty term. If the penalty term minimum is zero then the original unpenalized problem is feasible and solvable and a solution to it is obtained by the penalty function minimization. In Section 3 we apply the penalty result to regularize the LPEC (1.1) and show that solving the regularized penalty problem, which consists of minimizing a piecewiselinear concave function on a polyhedral set, for any value of the penalty parameter exceeding some threshold, leads to a residual-minimizing solution to the LPEC which is an exact solution if the LPEC is solvable. In Section 4 we propose a supergradientbased successive linearization algorithm, that terminates in a nite number of steps at a stationary point, for solving the regularized penalty problem for the LPEC. A similar supergradient-based algorithm has been proposed for a general linear complementarity problem 14], and successfully used on the NP-complete knapsack feasibility problem 10].
1.1. Notation and Background. A word about our notation and background material. All vectors will be column vectors unless transposed to a row vector by a prime superscript T . The scalar product of two vectors x and y in the n-dimensional real space R n will be denoted by x T y. For a mathematical program min will denote row i of A and A j will denote column j of A. The identity matrix in a real space of arbitrary dimension will be denoted by I; while a column vector of ones of arbitrary dimension will be denoted by e and a column vector of zeros of arbitrary dimension will be denoted by 0. The symbol := will denote a de nition of the term appearing to the left of the symbol by the term appearing to the right of the symbol.
For a set X 2 R nX will denote its complement in R n . 2. Exact Penalty for Possibly Infeasible Problems. We derive in this section an exact penalty formulation for a possibly infeasible mathematical program and show that such an exact penalty approach can yield an infeasibility-minimizing solution to the problem for the infeasible case and an exact solution for the solvable case. We state this result in the following theorem which may be useful for handling general infeasible linear and nonlinear programs other than infeasible LPECs. and choose i such that:
We then have the following contradiction:
where the last inequality follows from the choice of i . 
Hence,
(iv) This follows directly from (iii) and the de nition (2.1) of Q(x) which implies that x 2 T if inf x2S Q(x) = 0. In a related weaker result, Tikhonov and Arsenin 19, Theorem 1, p 101] establish asymptotic convergence of an inexact quadratic penalty function solution for the very special case of projecting a point on a possibly empty solution set of a system of linear equations. They show convergence to a projection of the point onto the set of solutions of the normal equations of the linear system when the linear system is infeasible. In contrast for example, Part (iii) of the above theorem shows how the Big M Method of linear programming 17, pp 81-82] can terminate at an optimal solution over the set of infeasibility minimizers when a linear program is infeasible.
We turn our attention now to LPECs that may possibly be infeasible or whose objective may be unbounded.
3. LPEC Regularization. We consider now the LPEC (1.1) with no assumptions on feasibility or boundedness of the objective function to start with. We rst regularize the underlying linear program to the LPEC (1.1), that is problem (1.1) with the complementarity condition removed, and make it solvable in case it is not. Hence if the underlying linear program to the LPEC (1.1) is solvable or regularized to be so, the LPEC (1.1) will have a bounded objective function if it is feasible. This is is so because the feasible region of the LPEC (1.1) is a subset of the feasible region of the underlying linear program, and both problems have the same objective function. This preliminary regularization can be achieved 12, Theorem ; h = ; z = We note that because of the skew symmetry of H, the regularization problem (3.1) can be rewritten as a linear program and its solution can be used to generate a solvable underlying linear program for LPEC (1.1) 12, Equation (9) We note that for LPECs arising in machine learning 9, 11, 3] there is no need for this preliminary regularization in as much as the underlying linear programs there are feasible and solvable. For the rest of the paper we shall assume that such a regularization as given by replacing c; d; b; q by c; d; b; q of (3.4) has been either carried out or is un-necessary and for simplicity of notation we shall not replace c; d; b; q by c; d; b; q as would be required if such a regularization takes place. Note that this preliminary regularization, which renders the underlying linear program solvable, does in no way ensure that the LPEC is solvable. It was pointed out in 6] that such feasibility of the underlying linear program does not ensure feasibility of the LPEC constraints. In fact one of the main objectives of this work is the ability to handle LPECs that may not have a solution. Hence starting with an LPEC (1.1) for which the underlying linear program is solvable, either through a preliminary regularization as described above or because it is naturally so, we de ne a regularized problem which is guaranteed to be solvable as follows. (We note in passing that we can forgo this preliminary regularization and pass on the regularization process in its entirety to one LPEC regularization process which would be considerably more complicated than the proposed one. For the sake of simplicity and because machine learning LPECs need no such preliminary regularization, we opt for the simpler regularization presented below.) We de ne now two sets associated with the LPEC (1.1) which will be used in applying Theorem 2.1 to obtain our principal result. S := f(x; y) j Ax + By b; Nx + My q; (x; y) 0g T := f(x; y) j y ? Nx + My ? qg:
We state our principal regularization result now. 5. Summary and Future Work. We have proposed an always-solvable regularization of a completely general LPEC. The regularized problem is a piecewise linear concave minimization problem on a polyhedral set that generates a residualminimizing solution to the original LPEC which is an exact solution if the LPEC is solvable. A nite successive linearization algorithm is proposed for solving the regularized problem that terminates at a stationary point. A smoothing of the penalty problem (3.7) objective function using a smoothing of the plus-function proposed in 4, 5] can also be used and can be shown to lead to an exact solution the penalty problem (3.7) for a nite value of the penalty parameter as was done in 1]. The encouraging computational results of 10] on a special case of the proposed algorithm on an NP-hard problem is a possible indicator of the possible e ectiveness of the proposed algorithm for solving the regularized LPEC.
