Abstract. The numerical experiment on refining the parameters of the finite element model of the beam by the method of approximating the responses is presented in the article. As mathematical models of joint-stock companies are used: linear combinations of radial-basis functions, and Kriging-models. These models are generated in the work on the basis of Latin squares and depend on the parameters to be refined (the moduli of elasticity of finite element groups of the beam). To obtain optimal values of the parameters, a genetic optimization method was used. The results of solving the optimization problem showed a high level of coincidence of the parameter values with a combination of response models obtained from dynamic and static types of calculations. It was also shown that when solving the problems of finite element models, it is sufficient to use models constructed only on the basis of radial-basis functions.
Introduction
The most important requirement for finite-element (FE) models of structures is their maximum possible correspondence to real objects by parameters of stress-strain state (SSS) and dynamic characteristics. However, it is impossible or difficult to achieve the required level of coincidence of the numerical solution by the finite element method (FEM) [1] and the results of the full-scale test of the structure under study.
The discrepancy between the results can be minimized by eliminating FE modeling errors, for example, in studying the accuracy-convergence of a numerical solution, as well as aspects of field trials. However, often in this case the required coincidence of the model and the object is not achieved. As a rule, the main reason for this discrepancy are errors in the parameters of the FE models, ignorance of their real values. Such parameters can be geometric characteristics of sections, for example, their areas, moments of inertia. Ignorance of their true values is associated with a variation in the geometric characteristics of the structure due to the presence of cracks, hidden defects. Also, due to the heterogeneity of materials, their mechanical characteristics (moduli of elasticity, coefficients of transverse deformation, density) cannot be determined at the object of investigation with a sufficient degree of accuracy. For example, the class of concrete construction can vary depending on the conditions of laying concrete, a set of its strength. In this case, in order to minimize the level of discrepancy between the FE model and the real object, it is necessary to solve the problem of refinement (identification) of model parameters [2, 3] .
To refine the parameters of FE models, in recent years, methods of responses approximation (RA) have been used. The responses in this paper are characteristics that can be calculated with the help of FEM and measured on a structure using sensors. For example, the responses in the form of static SSS parameters are the displacement, deformation, and stresses of the deformed solid from various static loading options. Dynamic characteristics can also be used in the form of natural frequencies of vibration of structures.
The RA methods are used with a much smaller resource of the computer than by other methods of FE models (sensitivity analysis methods [4, 5] , stochastic [6, 7] , optimization [8, 9] ). This is explained by the fact that all actions to find the optimal parameter values (directly to refine them) are performed on the approximation models of responses. It should be noted that the RA methods are relatively simple in software implementation and do not require any of their integration with FE solvers.
The RA models depend on the parameters to be refined and are built for a fixed number of iterations (launching the FE model for calculation) with the known specified values of the refined parameters to obtain the required responses of the FE model. The rules for determining the number of launches of the FE model for calculation and the values of the parameters for these launches are called experiment plans, or simply plans, but directly the vector of refined parameters on the iteration underway -the starting point. The responses that are computed on the FE model with parameter values corresponding to the origin points are called initial responses.
Polynomial regression models are usually used as RA models [10] , which stand out against the backdrop of many other models by the simplicity and intuitive nature of their construction, and also by their clarity. However, the accuracy of such models is low and for their construction requires a large number of initial points -the launch of the FE model for calculation. At the same time, the number of these launches increases in a geometric progression with an increase in the number of refined parameters.
To overcome the disadvantages of using polynomial regression models, it is necessary to use more accurate RA models, which are generated on as few initial points as possible. These RA models are the models based on radial-basis functions [11] and Kriging models [12, 13] , which are models of spatial interpolation and are based on constructing the correlation structure of data obtained from the FE model.
Thus, the goal of this paper is to compare the efficiency of approximation of responses by models based on radial-basis functions and Kriging models. The work is carried out using the example of a numerical experiment to refine the parameters of the FE model of a simple beam. Its parameters vary in length. To achieve the goal of the work, it is necessary to estimate the reliability of the description of these models of the dependence of the FE model responses on the parameters being refined, as well as the solution of the problem of searching for a vector of optimal parameter values for comparing the speed of computation of responses on these models.
Basic mathematical dependencies
The RA models, in the present paper, are constructed on special plans in the form of Latin squares (LS) [14] , the main feature of which is the uniform filling of the parameter area by the minimum possible number of initial points. The parameter area is determined by the known boundary values of the parameters.
In one of the LS variants, these are plans for which a certain coordinate on parameters appears only once in a row and only once in the matrix column of the plan [X] . The number of rows of the matrix [X] is the minimum required number of initial points of the Latin squares Nt, which depends on the number k of parameters to be refined. The number of columns of the matrix [X] is equal to the number of parameters to be refined. The number of points Nt is calculated according to formula: ( ) ( ).
With the FE models, in most cases, more than one response is approximated, and for each of them, a separate RA model is constructed. For this, after the LS formation, at each point of the plan, the necessary initial responses are calculated, as well as their n vectors {Yfem}j, j=1,…,n. These vectors, together with the plan matrix [X] , are the initial data in the construction of the RA models.
The basic idea of RA models being constructed on the basis of radial-basis functions (RBF) is to construct a matrix of radial-basis functions [Φ] and to evaluate the influence of each point of the plan on the whole range of parameters from the responses {Yfem} j. The matrix [Φ] is a square matrix whose dimension is determined by the number of points in the plan:
Each element of this matrix is a function φ (r), depending on the distance r between the initial points xi and xl, i, l = 1, ..., Nt. In the present paper, as a radial-basis function, a multiquadratic equation of the form:
where σ is the coefficient that is selected before a high level of correspondence of the RBF model responses to the responses calculated at the special control points. After constructing the matrix [Φ], it is necessary for each RBF model to calculate the weight vector {W} j, j = 1, ..., n, which determines the "weight" of each point in the parameter area, depending on the input data in the form [X] and {Yfem}j ,. This vector is calculated under the assumption that the responses of the RA models at the initial points are equal to the initial responses:
After computing {W} j, the j-th RBF model of RA has the form:
Kriging-models are similar to RBF-models in terms of the preliminary construction of a square matrix of distance functions between the points of the plan. In Krieging models, such a matrix is called a correlation matrix and is denoted as [R] j, j = 1, ..., n, and it is unique for each RA model. Its dimension is determined by the number of points of the LS, and it has the form: 
where r (xi, xl, {θ} j) is the correlation function, {xi}, {xl} are the vectors of coordinates of initial points with indices i and l; {θ} j is a vector of weight coefficients with respect to parameters; s is the parameter index.
To generate n of Kriging models, the optimization problem, individual for each RA model, is solved, which consists in maximizing the likelihood function ln (L) by varying the values of the vector {θ} j, j = 1, ..., n:
where det [R] j is the determinant of the matrix [R] j; σ 2 j is the variance estimate of the approximated response.
To calculate the value of the j-th response ywj with the help of its Kriging model at the new measurement point xw, it is necessary to create a correlation vector between the initial and complementary measurement points {r} wj of the following form: where riw is the correlation function between the starting point xi and the new measurement point xw. riw is calculated by the formula (7) . Direct calculation of the value of the j-th response ywj on the new measuring point xw with the help of the Kriging model is carried out by a formula of the form:
where {E} is a vector of dimension Nt×1, consisting of ones; μj is the estimate of the mathematical expectation of the approximated response.
Reliability of the description of the dependence of the response on the refined parameters by the RA model is estimated using the determination coefficient R 2 (11) and checked at the control points being generated automatically. This coefficient is calculated for each RA model separately, and it shows the fraction of the response variance explained by the approximation model in its total variance. If R 2 >0.9, then the model reflects the approximated dependence with a sufficient degree of accuracy. The maximum possible value of the coefficient is 1a.
( ) (11) where yci is the response computed by the FE model at the reference point with the index i; ycav -the average response value from all control points; yi is the response computed on the RA model at the point with coordinates corresponding to the reference point with the index i.
As a method of optimization, a heuristic genetic method is used in the work. Genetic optimization methods [15] are based on modeling the process of natural selection within a "population" consisting of "individuals." Each individual has its own "genes" or the vector of values of the parameters {X} and its value of the objective function Fobj({δ}). The Euclidean norm of deviation {δ} responses {Y}, calculated on the models of their approximation from the responses fixed on the {YTEST} construction with allowance for the maximum modulus deviation, is used as the objective function in the work. Thus, the objective function has the form: The FE model (FE-P) of a beam, with the known correct values of the parameters in the form of elastic moduli, from which the responses of the "natural tests" {YTEST} are extracted, is divided into 5 groups of finite elements with a length of 4 m. Each of them is given a unique modulus of elasticity with the complete identity of the remaining characteristics (Poisson's ratio v = 0.28, density p = 7800kg / m 3 ). The numbers of the FE groups and their elastic moduli are presented in Table 1 and Fig. 1 . The intervals of variation of the elastic moduli of all FE groups ([123500, 256500] MPa) form a range of parameters. These intervals are normalized in such a way that the minimum value of the parameter corresponds to -1, and the maximum is +1.
The responses that make up {YTEST} are presented in Table 2 The task of the numerical experiment is to evaluate the efficiency of the RA models, which are built on the basis of data from the corrected FE model (FE-K), based on such criteria as the reliability of the description of the response dependencies on the parameters and the computational speed on the RA models when solving the optimization problem.
The FE-K differs from the FE-P by equal moduli of elasticity of groups of finite elements; particularly, they are equal E0=1,9
. 10 5 MPa. The RA models are built on a LS with the 21st reference point, i.e. to obtain models of RA, FE-K is launched for calculation 21 times with the values of the parameters of the LS plan. Some of the points' coordinates in the plan, along with the initial responses, are presented in Table 2 . When constructing RBF models, weights are calculated by the formula (4), and for the Kriging models, based on the results of solving the optimization problem (8), the weighting coefficient vector by parameters.
Verification of RA models is to determine the coefficients of their determination. To do this, 500 measurement points are randomly generated in the parameter area. It is worth noting that such a number of points is chosen for complete verification of the RA models and when solving real-world problems, the FE models need only generate 10-20% of control points relative to the number of points in the plan. The values of the determination coefficients are presented in Table 3 , and they are all close to 1e. To solve the problem of searching for the parameters of the FE-K, a target function of the form (12) is formed. Further, the difference between the responses of the "natural tests" {YTEST} obtained on the FE-P model and the responses of the RA models based on the FE-K is minimized. Varying parameters in the solution of the optimization problem are the refined parameters of the RA models. To determine the average value of the objective functions and elastic moduli of each finite element group, the genetic optimization algorithm was launched 50 times. The results of these calculations are presented in Table  4 . The results of calculations with the minimum (best) identified objective functions are presented in Table 1 . To construct the RA models, verify them, and solve the optimization problem, the programming language Python was used.
Conclusion
Based on the results of verifying the RA models and solving the optimization problem, the following conclusions can be drawn:
1. RBF-and Kriging-models approximate the dependence of responses on parameters with the same high degree of accuracy when solving the problems of refining the FE models' parameters by the method of approximation of responses. This circumstance makes it possible to use RBF models instead of Kriging models in solving problems of the FE models.
2. The speed of solving the optimization problem for RBF-models is significantly higher in comparison with the Kriging-models, for which additional time is also required. By analogy with point 1, this indicates the priority of applying the RBF models for the FE models.
3. The genetic method of optimization allows us to study the range of parameters with a great degree of detail for the global minimum of the studied dependences.
4. It is necessary to verify the use of RBF and Kriging RA models on more complex FE models of real objects with a large number of parameters and responses to confirm the results presented in the work.
