Abstract Temporal orienting leads to well documented behavioural benefits for sensory events occurring at the anticipated moment. However, the consequences of temporal orienting in cross-modal contexts are still unclear.
1 Introduction Attention allows one to segregate relevant from irrelevant information (e.g., Treue, 2003) , to allocate resources accordingly, and to improve their processing. One of the possible dimensions in which attention can be directed is time. Temporal attention leads to processing improvements for events occurring at attended moments, leading to faster responses (e.g. Correa et al., 2004; Coull & Nobre, 1998; Griffin et al., 2001; Miniussi et al., 1999) , increased accuracy (Correa & Nobre, 2008) and lower perception thresholds (Cravo et al., 2013; Rohenkohl et al., 2012) . Physiologically, temporal attention has been found to modulate early event-related potentials (ERPs) such as the N100 component (Lange et al., 2003; Lange, 2012; Miniussi et al., 1999; Sanders & Astheimer, 2008) , as well as later components such as the P300 (Lampar & Lange, 2011; Miniussi et al., 1999) and the N200 (Sanders & Astheimer, 2008) .
Although temporal attention has been mostly studied in unisensory contexts, everyday life environments are multisensory by nature; thus, the brain must constantly face the problem of selecting information at the relevant times as well as in the relevant modality (ten Oever et al., 2016) . A classic question that arises from this selection problem is: Does attentional orienting in one dimension affect the processing of all possible modalities (e.g. a supramodal attention system), or is attentional orienting managed independently for each sense? (e. g. Driver & Spence, 1998a , 1998b Spence & Driver, 1997) . This question regarding cross-modal selective attention has mostly been researched in the domain of spatial attention, and a general agreement has emerged over the last 20 years that orienting attention to a spatial location in one sensory modality induces corresponding shifts in other sensory modalities. This leads to behavioural benefits at the attended location for all possible modalities. This pattern could be described as cross-modal spatial coupling (e.g. Driver & Spence, 1994; Eimer & Driver, 2000; Eimer et al., 2002; Eimer, 1999; Macaluso & Driver, 2005; Macaluso et al., 2000; Macaluso, 2010; Sambo & Forster, 2011; Santangelo et al., 2010; Spence & Driver, 1997 , 1996 Spence et al., 2000; Tang et al., 2015; Trenner et al., 2008) . However, in contrast to spatial attention, the consequences of cross-modal orienting in time have been far less studied and the interpretation of the results is still controversial Mühlberg et al., 2014) . conducted a relevant study that addresses the question of orienting temporal attention in a cross-modal environment. Their paradigm involved a discrimination task (single vs. double event judgment) on targets that could be either auditory or tactile, and presented at an early or late time point after a 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 warning cue. Based on previous endogenous spatial attention studies in cross-modal contexts (Spence & Driver, 1996 , 1997 , target modality and time were manipulated probabilistically so that that the majority of all targets presented at the expected time point belonged to the primary modality. Instead, most targets presented at the unexpected time point belonged to the secondary, less frequent, modality. Hence, Lange and Röder's experiment design (followed by Mühlberg et al.'s 2014 , and the present study) used a probabilistic manipulation, with the general assumption that manipulations of expectancy can induce corresponding orienting of top-down attention (see Correa et al., 2005; Nobre & Rohenkohl, 2014) . Attention and expectation are technically dissociable processes, with different expressions in terms of brain correlates Summerfield & Egner, 2009 ), but have hardly distinguishable behavioural outcomes. In line with Summerfield and Egner (2009) , we can consider that expectation can be modulated via likelihoods (the variable directly manipulated here), whereas attention relates to motivational relevance (which can be based, amongst other things, on known likelihoods). That is, the more likely a target is to appear (expectation manipulation), the more behaviourally relevant it becomes (attention manipulation). To further support this motivational relevance, the probabilistic manipulation can be supported by explicit instructions. This is in order to encourage attention shifts towards the more likely time/modality of the upcoming target (e.g., ). An additional separation has to be made between time-based and temporal attention. Time-based attention refers to the anticipation, and potentially orientation of attention, towards an event coupled to a temporal marker (Aufschnaiter et al. 2017; Thomaschke & Dreisbach, 2015; Thomaschke et al., 2015; Thomaschke et al., 2011; Volberg & Thomaschke, 2017; Wagener & Hoffmann, 2010) . In other words, time is informative about a target property, such as color or modality. In contrast, temporal attention itself would refer to focusing upon a certain point in time (Los et al., 2001; Schröter et al., 2015; Thomaschke & Dreisbach, 2015; Thomaschke et al., 2015) . The case addressed here, just like Mühlberg et al., 2014 , deploys both types of orienting in time, since the likelihood of the target modality is contingent upon time points (time-based attention), yet, the participants' orientation of attention in time is determined by the overall probability of target appearance (temporal attention).
Following this logic, one could formulate the original question of this paper in terms of the interplay between time-based attention (to modality) and temporal attention (e.g., attention to time).
In study, the results showed a speed up in reaction times and a modulation of the N100 ERP component for targets in both modalities (primary and secondary) at the overall most likely 3 time interval. This pattern suggested a cross-modal coupling in the allocation of temporal attention, similar to previous results in cross-modal spatial attention (e.g., Spence & Driver, 1996) . However, Lange and Röder were only able to analyse the responses provided at short time intervals because the experimental protocol did not induce uncertainty about target presence at the later time point (Coull & Nobre, 1998; Griffin et al., 2001) .
In order to investigate the responses at both time points, Mühlberg et al (2014) adjusted a paradigm previously used by Spence and Driver (1996) , where two modalities, vision and touch, could be presented at two possible onset points, early and late, but with different temporal likelihoods. Mühlberg's study introduced catch trials without stimuli were used to prevent certainty at the late time point. In contrast to the results of , the results of Mühlberg et al. (2014) showed that each modality could benefit from its relative appearance probabilities at different points in time. In other words, the pattern was consistent with cross-modal decoupling in temporal attention. The findings are in stark contrast to , yet the source of this difference remained unclear.
One obvious possibility is that the disparity between the results of and Mühlberg et al. (2014) simply reflects that different sensory modality combinations are subject to varying degrees of coupling/decoupling. In this case, touch and audition would be subject to a stronger coupling than touch and vision when it comes to orienting attention to (and/or) expecting events in time. Similar modality asymmetries have been reported before, for example, in the case of cross-modal spatial attention (Klein, 1977; Posner et al., 1976) , leading to rare cases of a spatial cross-modal decoupling in space as well. For example, Lloyd et al's study (2003) shows partial evidence of cross-modal decoupling in spatial attention between audition and touch, the same modality pairing as and the present study. In Lloyd et al.'s study, the authors found that participants were capable of monitoring different modalities at different locations, but at the expense of an overall performance decrease, which would still align with the cross-modal synergy proposed by Spence & Driver (1996; see also Soto-Faraco et al., 2005 , for another failure to find crossmodal synergies in an audio-visual sustained spatial attention task). Perhaps, because audition and touch are less spatially dominant than vision (Welch & Warren, 1980) , spatial coupling is easier to overcome between these two modalities. In contrast to that, temporal information vision is less reliable than audition and touch (Kubovy, 1988; VanRullen et al., 2014) . Following up on these speculations, cross-modal coupling in temporal   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 attention may be stronger in the presence of temporally dominant auditory stimuli (as in , than for other pairings such as vision and touch (as in Mühlberg et al., 2014) .
However, there may be a different possibility to explain previously discrepant results: temporal orienting of attention is fundamentally different from spatial orienting of attention in terms of how strongly different sensory modalities follow each other. Here, we argue that there is a basic difference between temporal and spatial attentional orienting that could possibly lead to a difference in their behavioural expression in crossmodal contexts (see Mühlberg et al. 2014) . Spatial attentional orienting usually involves the simultaneous processing of (or preparation for) alternative events, which compete for resources within the same time window (Desimone & Duncan, 1995) . In contrast, in temporal selective attention, orienting occurs serially by definition; therefore, allowing a flexible allocation of processing resources at various relevant moments in time (Mühlberg et al., 2014) . This tentative hypothesis is indirectly supported by differences in neural correlates between spatial (Eimer & Driver, 2000; Störmer et al., 2009; Yang & Mayer, 2013) and temporal attention (Coull & Nobre, 1998; Davranche et al., 2011; Lampar & Lange, 2011; Miniussi et al., 1999; Sanders & Astheimer, 2008) in ERP and fMRI studies. Along the same line, a recent EEG study by Keil et al. (2017) suggested that temporal and modality attention operate with different latencies and brain sources. If temporal and spatial attention are indeed intrinsically different, then cross-modal decoupling might represent a general property of temporal attention, at variance with the cross-modal coupling usually found in spatial attention. Therefore, one should be able to find evidence for decoupling between other pairs of modalities including audition and touch, just like Mühlberg et al. (2014) had previously found with touch and vision.
To test whether decoupling can emerge between audition and touch, we followed the same variation of Lange and Röders's paradigm (2006) used in Mühlberg et al. (2014) , with the sole adjustment of using auditory and tactile events. The probability of target stimuli in one of the two modalities and at one of two possible onset times was higher (primary modality, at the expected time point). Importantly, the relative probability of target modality in the less likely time point was reversed. This design allows a direct comparison of the results of and Mühlberg et al. (2014) . We hypothesize here that, if cross-modal temporal decoupling occurs, based on the specific temporal likelihoods of auditory and tactile stimuli, then we should observe that both modalities show the best behavioural responses at their respectively more likely point in time. In this design, this means that the primary and secondary modalities should display reversed temporal cueing patterns. However, if cross-modal temporal attention is coupled for touch and audition, then both the primary and secondary modality targets should show better performances at the overall most likely point in time. In the present design, this means that the primary and secondary modalities should display parallel temporal cueing patterns. Reaction times and accuracy were used as a proxy for target processing efficiency.
Experiment 1 Methods

Participants
A total of 29 participants volunteered for this experiment (2 left-handed; 20 female; mean age 25.92 years, age-range 18-61 years) in exchange for 8€ per hour. They all reported normal or corrected-to-normal vision.
Stimuli
The stimuli used as targets in the study were auditory or tactile, and presented as single or double pulse events. Auditory stimuli consisted of short auditory tones (1000Hz, 60 dB(A)) delivered via headphones at a comfortable loudness, presented to the left or the right ear. Single pulse stimuli lasted 50ms, whereas double pulse stimuli consisted of two pure tone bursts of 10ms duration, separated by a 30ms gap. Tactile stimulation was presented on the tip of the left or the right index finger of the participant's hand and was delivered by a solenoid tapper (round tip, 8 mm, Miniature Solenoid Tapper Controller Mk3, MSTC3-10M, M&E Solve, UK).
For single pulse stimulation, the tapper was lifted for 10ms; double pulse stimuli consisted of two 2 ms stimulations, separated by an 8ms gap. The tactile stimulation did not cause any pain or annoyance to the participant. These parameters of the auditory and tactile stimuli were adjusted based on prior informal pilot testing, so that the accuracy for both would exceed chance level.
Experimental design and procedure
The experiment protocol and response collection protocols were custom programmed using MatLab 8.3.0 (The MathWorks Inc.; Natick, MA, USA). The goal of this study was to investigate if cross-modal decoupling in time (Mühlberg et al., 2014) extends to a different set of modalities such as audition and touch. In order to do so, we adjusted the task design from Mühlberg et al. (2014) to meet the needs of the aforementioned experimental purpose.
Participants performed a one vs. two pulse discrimination task over tactile and auditory stimuli in a paradigm where we manipulated the participants' expectations about the onset time and modality of the upcoming target.
The experiment was conducted in a sound attenuated room with dim illumination. Participants sat in a chair with their arms relaxed on each side, on the chair armrests. A monitor placed in front of the participants displayed a black fixation cross on a grey background and two grey arrows on the left and right side of the fixation cross, respectively pointing left and right. In order to start a trial, participants had to simultaneously press two foot pedals, placed underneath the heel and the toes of their dominant foot, and they remained pressing the pedals at all times until they until they responded. If participants failed to do so, then the trial was discarded and repeated at a later time within the block. Each trial started with a colour change of one of the arrows from grey to black, which indicated the side of the upcoming stimulus with 100% validity. A target stimulus could appear which were either auditory or tactile, single or double pulse stimulation, 1.2s (early) or 2.4s (late) after this spatial cue. Participants had to discriminate if the target stimulus had been a single or double. In order to do so, participants had to release one of the two foot-pedals (heel or toe, response-mapping counterbalanced across participants). Participants were informed before every block about the most likely time-point of target appearance and modality, and instructed to answer as quickly and accurately as possible. After the response (or after the response timeout of 3s), an inter-trial interval of 1s led to the beginning of the next trial. Masking white noise was played over the headphones throughout the whole length of the trial (from the cue) in order to block out the slight noise produced by the solenoid tappers.
To manipulate the participants' expectation about onset time and target modality, and hence inducing the orientation of endogenous attention in time and modality, we adjusted the likelihoods of these two factors in a probabilistic manner ( Fig. 1 ). Temporal expectation about onset time was manipulated in a block wise manner.
Targets would appear at the expected onset time in 54% of the trials, compared to only 23% of trials containing the target at the unexpected onset time. The remaining 23% of trials were catch trials where no target would 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 appear at all. Note that every trial contained a maximum of one target, so that auditory and tactile targets could not be presented in the same trial.
To manipulate modality prevalence, we made one of the two target modalities, called primary modality, more likely to appear than the other, accounting for a total of 70% of all targets; whereas, only 30% of all targets belonged to the other, secondary modality. Whether the modality would be the primary modality or the secondary modality was fixed for each participant and encoded in the factor primary modality. Since one of the participants was excluded from the analysis due to low accuracy (chance performance) in one of the experimental conditions, this resulted in a total of 28 participants in the analysis. The factor of primary modality was counterbalanced between participants and each of the groups contained a total of 14 participants.
Most importantly, in order to measure any decoupling between modality and time, the factors of modality prevalence and temporal expectation were dissociated from each other in the following way. At the expected time point, the majority of targets (86%) were primary modality targets and only the remaining 14% of targets were in the secondary modality. At the unexpected time point, the likelihoods reversed, so that 67% of targets were in the secondary modality and the remaining 33% were in the primary modality.
Every participant ran a total of six experimental blocks of 108 trials each (a total of 648 trials). Within three of the experimental blocks, the early onset would be the expected onset (1.2s). Within the remaining three blocks, the late onset (2.4s), was presented in the order of conditions, AAABBB, counterbalanced between participants. One experimental session lasted approximately 45mins. During the experiment, reaction times and response accuracy were recorded. Trials in which the participants failed to provide a response or in which the foot pedals were released before the response window were automatically discarded and repeated at the end of the block.
In order to learn the probabilities of the different experimental conditions, participants performed the task on a training set of 36 trials. The training only consisted of half of the primary targets at the expected onset and half of the secondary targets at the unexpected onset of the first three experimental blocks. To learn the temporal 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 properties, further visual temporal information was given throughout the training. After the initial cue, the arrow corresponding to the cued side would flicker every 400ms for 50ms, resulting in two flickers before an early target and five flickers before a late target. Participants were made aware of this supporting temporal information and instructed to use it. Importantly, this additional temporal information was not presented during the actual experiment. Additionally, a second training set, consisting of 24 trials, was presented after the first three blocks in order to enable the participant to adapt to the new temporal expectation pattern for the next three blocks. The data from the training sets were not analysed.
Analysis
Similar to Mühlberg et al (2014) , all incorrect responses and RTs that were two standard deviations away from the individual mean were discarded from the analysis (<5% of all trials were excluded). Furthermore, the analysis focused on mean reaction times (RT) and accuracy. 1
In order to analyse the interaction of attention to time and modality, we ran an ANOVA with the betweengroup factor of primary modality (audition or touch), within-group factors of modality prevalence (primary or secondary), onset time (early or late) and block type (expect early or expect late). A significant interaction between attention to time and modality would thereby be reflected through a three-way interaction between modality prevalence, onset time and block type. Fisher LSD tests were used as a post-hoc analysis. All statistical analyses were conducted with STATISTICA 8.0 (StatSoft Inc.; Tulsa, OK, USA). Note that any possible asymmetry between primary modalities would be reflected in the four-way interaction, involving primary modality. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65
Results
Mean RTs
We found a significant main effect of modality prevalence (F1,24=22.25, p<0.01), in which participants responded faster towards primary modality targets than secondary modality targets. Furthermore, this effect was modulated by the primary modality (interaction modality prevalence x primary modality; F1,24=12.54, p<0.01). This shows that the main effect of modality prevalence was mostly driven by the audition group, where we found a large difference between the primary (audition, 807 ms) and the secondary modality (touch, 992 ms; p<0.01); whereas, there was no significant difference between the responses towards primary (touch) and secondary (auditory) modality targets within the touch group (878 ms vs. 904 ms, respectively; p=0.41). No other main effect reached significance. However, we found two close-to-significant interactions: one between modality prevalence, onset time, and block type (F1,24=3.89, p=0.060, Fig. 2A ), and one between modality prevalence, onset time, block type, and the primary modality (F1,24=3.85, p=0.061, Fig. 2B & C) . This nearsignificant interaction is relevant in terms of one of our initial hypotheses: namely, that different modalities possess different temporal reliabilities and thus, might be prone to different levels of cross-modal coupling. To test this hypothesis, we decided to follow up the four-way interaction between the primary modality, modality prevalence, onset time, and block type. In the touch group, the pattern of RTs followed the relative likelihoods of target appearance in each modality, meaning that participants showed a significant (p=0.046, expect early blocks, Fig. 2B ) or nearly significant (p=0.068, expect late blocks, Fig. 2B ) advantage for the primary modality targets at the expected time points. Meanwhile, the secondary modality targets showed no such trend (p=0.92 for expect early blocks and, p=0.15 for expect late blocks, Fig. 2B ). In the audition group, neither the primary modality (audition, p=0.53 for expect early and p=0.90 for expect late blocks, Fig. 2C ), nor the secondary modality (touch, p=0.95 for expect early and p=0.67 for expect late blocks, Fig. 2C ) showed any temporal attention effect. In other words, while the trends within the touch group clearly suggest a decoupling of attention to time and modality, the results of the audition group reflect no temporal modulation at all; hence, these results are uninformative with respect to either coupling or decoupling .   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Accuracy On average, the accuracy during the experiment was high (92.5% of correct responses). We found a significant interaction between modality prevalence and primary modality (F1,24=57.91, p<0.01), revealing more accurate responses towards the primary vs. secondary modality for the audition group (97.6% vs. 87.5%, p<0.01) and more accurate responses towards the secondary vs. primary modality for the touch group (88.3% vs. 96.4%, p<0.01). This pattern simply reflects that responses towards auditory targets were overall more accurate than towards tactile targets. This effect was also further modulated by the onset time, leading to a three-way interaction between primary modality, onset time and modality prevalence (F1,24=7.27, p=0.013), showing that the decreased accuracy for tactile targets was particularly strong for the expect early blocks of the audition group (p=0.017). Additionally, we found a trend for a main effect of block type (F1,24=3.55, p=0.072), suggesting that participants were slightly more accurate for the expect early blocks than the expect late ones (93.4% vs. 91.6%). No other main effect or interaction reached significance.
Discussion
According to the hypothesis of cross-modal coupling in temporal attention, we would expect this: during the moments when attention is oriented towards one sensory modality, targets in other sensory modalities would also be facilitated . In experiment 1, we pitched relative time expectancies of two different modalities against each other, and failed to find any evidence for such cross-modal temporal coupling hypothesis. Instead, we found evidence for decoupling (touch group), similar to what occurred with touch and vision (Mühlberg et al., 2014) , and a lack of evidence for either coupling or decoupling (auditory group). The decoupling revealed itself as a trend towards an interaction of temporal expectation and modality prevalence.
Strong expectations about a tactile target at a particular time point were not expressed as an advantage for auditory targets presented at that time point. Instead, if anything, responses to auditory targets tended to follow their own likelihoods in time.
The failure to find coupling in both groups of experiment 1, as well as the existence of this decoupling pattern in the touch group are sufficient grounds to rule out the generality of the cross-modal coupling hypothesis. Yet, the results of experiment 1 also show a pattern in the auditory group that is clearly different 1 2 3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 from what would be expected by the decoupling hypothesis. Indeed, we found an interaction for temporal expectation and modality prevalence for the touch group, but not for the audition group, which makes us question the generality of the decoupling effect as well. At this point, one possible trivial explanation of the failure of the decoupling pattern to arise in the auditory group would be that the discrimination of the auditory targets was simply too easy. It is clear that auditory target discrimination was easier than the tactile one, leading to significantly faster and more accurate responses to auditory targets compared to tactile targets. This means that selective attention to audition might not have been fully required to respond efficiently to auditory targets, especially in the auditory group (Spitzer et al., 1988) . It is conceivable that due to the low auditory task difficulty and auditory temporal dominance (Kubovy, 1988; Welch & Warren, 1980) , the possible temporal effects of the primary (auditory) and secondary (tactile) modalities were reduced when audition was the most frequent modality. Note that, strictly speaking, the coupling hypothesis would predict a strong temporal orienting effect for the primary modality, together with a trend in the same direction for the secondary modality. Instead, temporal orienting failed to occur altogether in this group 2 .
An alternative hypothesis to explain the pattern of results in experiment 1 can be based on the special role of orienting towards or away from touch . Allocating attention towards or away from touch seems to produce higher costs in the form of slower reaction times compared to visual or auditory stimuli for both attended and unattended tactile stimuli. Thus, attending to (difficult) touch stimuli and away from (easy) auditory stimuli in the touch group might help balance the two modalities and create the need for attentional selection, leading to decoupling. In the audition group, however, participants might instead forgo the need to allocate attention to (already easy) auditory events. Therefore, this may allow them to deal with (difficult) tactile information when it comes.
Another factor that might have influenced the pattern of results in experiment 1 is the absence of spatial alignment for auditory and tactile stimuli. Since the tactile and auditory stimuli in the study of were presented in close spatial proximity, this could be a determining difference between these two 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 studies. While technically possible, this explanation alone seems unlikely to account for the overall failure of coupling to occur (and decoupling to arise). The spatial disparity between the location of the tactile and auditory stimuli in experiment 1 was restricted only to a few degrees in depth and elevation within the same hemifield, and some evidence suggests that audio-tactile stimulation can lead to similar neural correlates and behavioural interactions even in spite of approximate or a lack of spatial alignment (e.g., Murray et al. 2005) . Additionally, Lloyd et al. (2003) investigated the cross-modal spatial interplay of attention between audition and touch and found the same pattern of results for spatially congruent and incongruent auditory and tactile events. Given these precedents, we believe that the current differences in spatial location should be inconsequential to the interpretation of the result, although we cannot rule out the possibility completely.
Altogether, the pattern observed in experiment 1 did not support a cross-modal coupling, but only provides weak evidence for a cross-modal decoupling as described in our initial hypotheses (see also, Mühlberg et al. 2014 ). One possible reason may simply be a lack of statistical power; however, considering that the number of participants and trials is comparable to Mühlberg et al. (2014) , this seems to be an insufficient conclusion.
Nevertheless, this question remains to be open to discussion with regards to how far task difficulty and spatial misalignment have influenced the pattern of results in experiment 1. In experiment 2, we address these two factors by investigating whether the pattern of results (when audition is primary) becomes clearer when increasing the difficulty of the auditory task and, whether spatial alignment (vs. misalignment) leads to coupling.
Experiment 2 Methods
Participants
A total of 28 new participants volunteered for this experiment (3 left-handed, 24 female, mean age 23. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 Stimuli The goal of this experiment was to test potential alternative explanations for the findings of experiment 1. Firstly, we examined whether task difficulty had masked possible coupling/decoupling in the audition group of experiment 1. Secondly, we tested whether the failure to find coupling in the first experiment might be due to the spatial misalignment of the auditory and tactile targets. In order to address the first issue, we adjusted the loudness of the auditory stimuli in comparison to the background white noise for each individual separately until participants reached an auditory discrimination training performance of approximately 80%. We also enquired whether participants subjectively perceived the discrimination task as equally difficult for both auditory and tactile stimuli, and if they perceived the task as perceptually demanding. To address the second issue, we divided the group of 28 participants in two groups of 14 participants each (that is, each group equalled the N of the auditory group in experiment 1). In the first group (misaligned), we presented the auditory stimuli via headphones, as in experiment 1. In the second group (aligned), we presented the auditory stimuli via loudspeakers located close to the participants' hands to ensure spatial proximity between auditory and tactile stimuli. All sounds were presented at a comfortable loudness of about 60 dB(A), measured from the participants head.
Experimental Design
The experimental design was mostly identical to that of experiment 1. However, since the interest of this new experiment referred to the results of the auditory group of experiment 1, all of our participants had audition as their primary modality and touch as their secondary modality, removing the factor of primary modality from the design.
Analysis
The analysis was conducted following the structure of experiment 1, with the additional betweenparticipants factor of spatial alignment and without the between-participants factor of primary modality. Hence, the variables were the within-subject factors of modality prevalence (primary or secondary), onset time (early or late), and block type (expect early or expect late), and the between-subject factor of spatial alignment (aligned or misaligned). Additionally, to test for task difficulty, we ran an ANOVA over the results of the audition group 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 in experiment 1 (easy) and the data of the misaligned group of experiment 2 (difficult). We used RT and accuracy as dependent variables (in separate analyses).
Results
Mean RTs
We ran an ANOVA with the between-group factor of spatial alignment and the within-group factors of modality prevalence, onset time, and block type. None of the main terms of the ANOVA reached significance. However, we found that the critical pattern revealing an interaction between attention to time and to modality, was significant (interaction between modality prevalence, onset time and, block type F1,24=6.97, p=0.014, Fig. 3 ).
Looking at this interaction more closely, post-hoc analyses (Fisher LSD) showed non-significant trends towards decoupled attention effects in expect early blocks. That is to say there was an advantage for expected primary modality targets (855 vs. 893 ms, p=0.069, Fig. 3A) , and a (numerical) advantage in the opposite direction for secondary modality targets (925 vs. 894 ms, p=0.13, Fig. 3A) . In expect late blocks, the directionality of the trend remained the same, but again, did not reach significance (873 vs. 844 ms, p=0.16 for the primary; 883 vs. 890 ms, p=0.72, for secondary modality targets, Fig. 3B ). To test the influence of the spatial location of the stimuli upon the pattern of results, the factor of spatial alignment was introduced. Yet, neither the main effect of spatial alignment itself, nor any of its interactions reached significance, suggesting that the relative spatial positioning of the stimuli was not relevant in this particular context.
The results provided more evidence in favour of the decoupling hypothesis than in experiment 1, but the overall pattern was not statistically clear-cut. We decided to run an exploratory analysis under the post-hoc hypothesis that our observed effect might be stronger in the first half of the experiment (first 3 blocks) than in the second. The reasoning is that, as some studies point out, participants might have to unlearn the set of temporal probabilities from the initial part of the experiment, and relearn the new temporal properties of the second half of the experiment with the ensuing costs (e.g. Thomaschke et. al, 2015) . If this is true, weakened patterns of temporal orienting in the second half of the experiment seems to be a logical conclusion. As a first step, we ran an ANOVA with the additional between-participant factor of Starting Block (expect early or late).
We found that the Starting Block significantly interacted with the factors of block type (F1,24=30.72; p<0.01) and with the factors of block type and modality prevalence (F1,24=1.48, p<0.01), showing that responses get 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 naturally faster over the course of the experiment. Importantly, the resulting reaction time decrease from first to second blocks led to a generalized equalization of reaction times between primary and secondary targets (early group: primary from 929 ms to 853ms and secondary from 1004 ms to 843 ms; late group: from primary 863 ms to 819 ms and secondary from 930 ms to 816 ms). In other words, a possible improvement leading to a ceiling effect in terms of reaction speed might have dampened the behavioural effects toward the second half of the experiment. Since we could neither exclude the possibility that participants had not fully unlearned the temporal pattern of the first experimental half, or that the behavioural improvement had led to a ceiling effect, we decided to run an ANOVA only including the first three experimental blocks over all participants with the factors of: time expectation (now a between subject factor), spatial alignment, modality prevalence, and onset time.
Despite halving the number of trials, the new ANOVA on first-blocks data revealed a highly significant interaction between time expectation, modality prevalence, and onset time (F1,24=9.91, p<0.01), the predicted pattern in our original hypothesis. Post-hoc analyses revealed that participants of the expect early group responded significantly faster to early primary targets than to late primary targets (894ms vs. 964ms, p=0.043);
whereas, for secondary modality targets, an opposite trend emerged (faster responses towards late than early targets; 1033 ms vs. 975ms, p=0.089). In contrast, no such pattern was observed for participants of the expect late group. Additionally, we found a main effect of modality prevalence (F1,24=6.84, p=0.015), showing faster responses to primary (896ms) compared to secondary modality targets (967ms). This effect was additionally modulated by spatial alignment (F1,24=5.06, p=0.034), since only the unaligned group showed this difference (p<0.01 for the unaligned group vs. p=0.79 for the aligned group). However, since, no other main effect or interaction could be observed, the data again shows no effect of spatial alignment on the expression of temporal attention.
Finally, to check whether the auditory stimuli of experiment 2 were indeed more difficult than in experiment 1, we compared the data of the spatial misaligned group of experiment 2 (i.e., the most comparable dataset), to the audition group of experiment 1 (both, N=14) by running an ANOVA with the between-group factor of task difficulty and the within-group factors of modality prevalence, onset time, and block type. This analysis revealed an interaction between task difficulty and modality prevalence (F1,24=5.41, p=0.028). While there was a large significant reaction time difference for the primary (audition) and secondary (touch) modality 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 in experiment 1 (easy, 807 vs. 992 ms, p<0.01), the difference was much smaller for the data of experiment 2, reaching only a marginally significant trend (difficult, 893 vs. 962 ms, p=0.059). Hence, overall RTs were far less imbalanced in experiment 2 than in experiment 1.
Accuracy
Accuracy was high on average (90.2% correct responses). We also observed a significant main effect of modality prevalence (F1,24=13.55, p<0.01), in which responses towards primary modality targets were more accurate (93.9%) than secondary modality targets (86.4%). Additionally, we found an interaction between the block type and onset time (F1,14=6.32, p=0.019). Post-hoc analyses revealed that for expect late onset trials, participants responded slightly less accurately (p=0.038) at the early time point (88.9%) than at the late time point (91.6%). Similar to what occurred in the reaction time data, no effect of spatial alignment was found.
An ANOVA comparing the data of experiment 1 and 2 with the between-group factor of task difficulty and the within-group factors of modality prevalence, onset time, and block type revealed no effect of the task difficulty on accuracy.
Discussion
In experiment 2, the difficulty of auditory targets was rendered similar to that of tactile targets by decreasing the loudness of the auditory stimulus. Responses towards the primary auditory targets were also slower and (marginally) less accurate than in experiment 1. Critically, we found a significant three-way interaction between modality prevalence, onset time, and block type. While the primary auditory modality showed a strong trend towards faster responses at the expected time point, the secondary tactile stimuli followed an opposite trend. In a post-hoc exploratory analysis, we found that these trends were fully significant when considering data from the first half of the experiment alone. This provides some evidence in favour of cross-modal temporal decoupling, and that the pattern might not have been observed in experiment 1 because of the imbalance in task difficulty between the modalities. While there was no significant effect of the auditory difficulty on accuracy, the reaction times towards auditory targets in experiment 2 were significantly higher compared to experiment 1, suggesting an increased difficulty. Therefore, these results suggest that the strong modality prevalence effect 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 in experiment 1 could have potentially masked any effects of the interaction between attention-to-time and attention modality due to its dominance.
Additionally, in experiment 2, we also investigated whether the lack of cross-modal coupling in experiment 1 could be explained by the spatial misalignment of the auditory and tactile stimuli. As we expected, however, spatial (mis)alignment had no sizable impact on the pattern of results (see the discussion of experiment 1), suggesting that the now observed cross-modal temporal decoupling is not obliterated by a slight misalignment between the tactile and auditory target locations (within the values used here).
General Discussion
The main finding of the present study is that orienting attention in time allows cross-modal temporal decoupling (Mühlberg et al., 2014) . Cross-modal decoupling means, as it was the case in the present study, that temporal orienting in each modality can unfold according to different temporal expectation patterns. This is in stark contrast to the hypothesis of cross-modal temporal coupling, whereby temporal orienting in all modalities would be dominated by the expectation pattern of one (most relevant) modality, as it was previously suggested in an earlier study . Because contradictory results from two previous studies regarding crossmodal temporal attention had been obtained using different modality combinations, an open question was whether cross-modal coupling and decoupling may manifest selectively for audio-tactile pairings, but not for visuo-tactile pairs. Hence, here we used a modified version of the experiment of Mühlberg et al. (2014) with auditory and tactile stimuli and observed that, in spite of the involvement of the auditory modality, which is the most reliable modality in terms of time perception (e.g., Ball et al., 2018; Bresciani et al., 2005; Fendrich & Corballis, 2001; Morein-Zamir et al., 2003) , behaviour was mostly consistent with cross-modal temporal decoupling. The fact that decoupling is found between at least two pairs of modalities suggests therefore, that it might be a general property of temporal attention.
The result of cross-modal decoupling in time stands in contrast to cross-modal spatial attention in multisensory contexts, where coupling between modalities seems to be the norm (Driver & Spence, 1994 , 1998b Kennett et al., 2001; Spence & Driver, 1996) . In cross-modal spatial attention, it is the most frequent case that different 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 sensory modalities follow a common orienting pattern, consistent with one dominant modality (see Driver & Spence, 1994; Spence & Driver, 1996; Spence et al., 2000; Teder-Sälejärvi et al., 1999 , regard however Lloyd et al., 2003 and Soto-Faraco et al., 2005 for possible exceptions), suggesting a dominance of spatial attention over modality attention. This finding is supported by the investigation of pre-stimulus oscillations in brain activity using MEG, which have shown a similar lateralization pattern of alpha and beta oscillations in the occipital and central cortex, regardless of whether visual or tactile attention was oriented in space (Bauer et al., 2012) . On the other hand, the interplay between temporal and modality attention seems to be more flexible than the interplay between spatial and modality attention (Keil et al., 2016) . An EEG study from Keil et al. (2016) found that attention towards a targets modality leads to a different and independent pattern of pre-stimulus activity in different frequency ranges and brain areas, then focussing attention towards the temporal properties of the target. An interaction between attention to time and modality, was expressed by a modulation of prestimulus theta band activity (see also, Pomper et al., 2015, using the same data set). Both, Keil et al. and Pomper et al. found that modality attention leads to modulations in the alpha and beta band within sensory cortices, and temporal attention leads to activation of the motor cortex in the beta and delta bands. While the studies of Bauer et al. (2012) , Keil et al. (2016) and Pomper et al. (2015) are not directly comparable in task design, their basic finding aligns well with the present results, and supports the hypothesis that there are intrinsic differences in the way cross-modal attention occurs during spatial and temporal orienting. A recent study of the same group (Keil et al., 2017) used simultaneously presented, visual and tactile stimuli after a regular or irregular temporal interval and participants were instructed to orient either to the visual or the tactile stimulus via an auditory cue.
Analysing the ERPs, the authors found that the effects of temporal orienting occurred already around 25-75ms after the stimulus onset; whereas, the effects of modality attention were observed around 100ms later. Several other differences between the neural correlates of attention to time and attention to space exist. Spatial attention is associated with a lateralization in the alpha frequency range (for vision or audition) or alpha/beta frequency range (for touch), in particular through inter-hemispheric imbalance in amplitude (see e.g. Jensen & Mazaheri, 2010; Ruzzoli & Soto-Faraco, 2014) . Temporal attention leads to a lateralization of the beta band activity, which holds true for different modalities such as touch (van Ede et al., 2011) and audition (Todorovic et al., 2015) . Spatial and temporal attention, despite sharing some similar patterns of cortical activity in the fMRI, also leads to non-overlapping activations. For example, spatial attention, but not temporal attention ,   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 usually activates areas such as the frontal eye field (Liu et al., 2014; Yang & Mayer, 2013) ; whereas, activations such as in the superior occipital gyrus or the cerebellum seem to be rather related to temporal attention (Davranche et al., 2011; Li et al., 2012) . All these studies suggest that there might be important differences in the mechanisms underlying temporal and spatial attention, and our results would support such a hypothesis.
As mentioned in the introduction, in order to induce (e.g., motivate) attention orienting, the present study used a foreperiod paradigm to manipulate the temporal likelihoods, which does lead to modulations in attention and expectation. Both, attention and expectation, can lead to the undistinguishable behavioural expression, but fairly different neural expressions (e.g. Lange, 2013) . When properly dissociated, (temporal) attention usually leads to increased neural activity in response to the attended target (Schroeder & Lakatos, 2009 ); whereas, expectation often leads to decreased or rather sharpened neural activity in response to the expected target (Bendixen et al., 2012; Schwartze et al., 2013) . 3 Evidence suggests that, when a study incorporates both, attention and expectation, then attention tends to reverse the effects of expectation Todorovic et al., 2015) , thus, one could conclude that one observes predominantly the effect of attention in such a design. However, a direct distinction would not be possible in a purely behavioural design.
Our study employs time-based expectation as a means to induce attention shifts (following the paradigm used by previous studies addressing cross-modal coupling and decoupling Mühlberg et al., 2014) . Thus, time-based expectancy, as well as explicit instruction, was used as a way to manipulate the participants' expectation about an upcoming target. Another question is in how far our manipulation can be classified as a time-based attention or as temporal attention study. Time-based orienting of attention is defined as the anticipation of a certain event feature in time, whereas temporal orienting represents an orientation towards time itself (Thomaschke & Dreisbach, 2015) . Time-based expectations are solely dependent on the temporal likelihoods of an event, not on the additional deployment of attention upon it (Thomaschke et al., 2011) , and can be mainly explained by motor preparations (Volberg and Thomaschke, 2017) . If one would classify our study in the light of time-based expectancy, then our results would, however, be in contrast with the results of Volberg and Thomaschke (2017) , since they suggest that time-based expectancies express 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 differently for modalities with different temporal probabilities. However, within our study participants had to focus their attention upon time, while also employing time-based expectations for the individual modalities. In other words, we assume that participants did not only anticipate different events at different time points, but they also oriented their attention towards the probable time point, given the overall target likelihoods as well as the explicit instructions received. Thus, the focus of our study can be seen as the interplay between orienting attention in time and towards modality via time-based expectancies, and therefore are not in contrast with Volberg and Thomaschke (2017) .
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Importantly, while targets of the more likely, primary modality would be mostly presented at the more likely, expected time point, these targets were presented as a minority at the unexpected time point, where most targets were of the secondary modality. In order to prevent complete temporal certainty, some trials contained no target at all. early blocks for the primary modality was observed (812 ms vs. 866 ms, p=0.065). Since the interaction seems to be further modulated by the primary modality (p=0.061), the pattern was further divided for the different modality groups. (B) Interaction between modality prevalence, onset time, and block type for the touch group.
Participants responded significantly (836 ms vs. 919 ms, p=0.046, expect early blocks) or nearly significantly (916 ms vs. 841 ms, p=0.068, expect late blocks) towards the primary modality at the expected time points, while no such pattern was observed for the secondary modality (898 ms vs. 894 ms in the expect early blocks and 884 ms vs. 941 ms in the expect late blocks). (C) Interaction between modality prevalence, onset time, and block type for the audition group. No significant effects or trends could be observed. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 27 respond faster towards the primary modality at the early (expected) time point (p=0.069), while responses towards the other, secondary modality had the opposite directionality (p=0.13). (B) Interaction between modality prevalence and onset time in the expect late blocks. Participants were slightly, albeit insignificantly faster for the primary modality at the late (expected) time point (p=0.16). No difference for reaction time at the two onset times was observed for the secondary modality (p=0.72).
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