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Chapter 1
Introduction
1.1 Purpose of this thesis
The purpose of this thesis is to test assumptions and predictions for theories on the
eﬀective viscosity of particle-fluid mixtures. The presence of particles in a Newtonian
fluid should increase the eﬀective viscosity ηeﬀ of a mixture. The theoretical predic-
tions, in particular the linear theories of the Einstein-correction type, are based on
assumptions for which it is diﬃcult to see whether they are or can be fulfilled for the
systems in question. One assumption is homogeneity, the other is the linear position
of the drag forces. Nevertheless, for translational symmetric particle distributions,
it has been shown (Hashimoto [1]) that the drag forces to not add up, but there
is an interference-like amplifications of the stokeslets. It is not clear whether the
assumptions for that interference are fulfilled, while on the other hand, if they are
fulfilled, one has to determine under which conditions homogeneous distributions
are feasible, in all likelihood by introducing disorder into ordered configurations.
Another assumptions is that of spherical shape for the particles. It would be nice
no know how large deviations can be expected when one goes to less round, polyg-
onal shapes which are more realistic for actual granular materials. Further, it is
not known up to which filling ratio the linear approximations are valid, while the
non-linear predictions disagree about the value of the void filling φ for which the
deviations can be expected. In the Powders and Grains conference in Sydney, Aus-
tralia, the author of the code which is used here, Shi Han Ng and my thesis advisor
Hans-Georg Matuttis were challenged by Heinrigh Jaeger from the University of
Chicago: It looks as if your code is much more powerful than the simulation code
of the Rheologists, so why don’t you do Rheology? This research is an outcome
of that challenge. The purpose of this thesis is to compare our two-dimensional
1
2 CHAPTER 1. INTRODUCTION
simulation results with the two-dimensional equivalent of the Einstein-correction for
homogeneous distributions of regular polygons which approximate round particles
up to various degrees. As the simulation code has shown some uncanny high sta-
bility in the past, on the elementary level, it should be confirmed that for systems
without particles, the measured viscosity is the same as the inputted viscosity, and
that there is no artificial viscosity introduced, neither intentional nor due so errors
or mistakes in the simulation. Based on the correct evaluation of the fluid viscosity,
various fillings will be explored and compared with the theoretical predictions.
Chapter 2
Simulation Method
2.1 Simulation Method of the Granular Particles
The discrete element method (DEM) models inter-particle forces based on the over-
lap of undeformed particle shapes (“hard particle, soft contact”, see Fig 2.1) and
a model of static friction (implementation of Cundall-Strack’s model) [2, 3]. DEM
is commonly used to investigate the complex behavior of granular materials with-
out constitutive laws. Because the simulation in this thesis is limited to the two-
dimensional case, we also limit our discussion of the DEM to the two-dimensional
case. The use of discrete element interaction means that the immersed particles can
also collide during the simulation.
2.1.1 DEM in two dimensions (polygons)
n n
tn
c 1 c2l1 2
A
l
Fig. 2.1 Definition of the distance parameters between the center of mass of the
overlap area and the centers of mass of the contacting particles l1, l2, and the normal
direction nn and tangential direction nt for interaction of two dimensional particles.
3
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Generally, the three basic properties which have to be defined for a DEM-
computation are the magnitude and the direction of the force as well as the force
point. In a two-dimensional DEM, the force F between two contacting polygons
is proportional to the overlapping area A of the particles. The equation of the
magnitude of the force between two particles is calculated as
F = Y · A
l
, (2.1)
where A is the overlap area of the particles and Y is the Young modulus. The
characteristic length l is given as
l =
l1l2
l1 + l2
, (2.2)
where l1, l2 are the distances between the center of mass of the contacting particles
and the force point, i.e. the center of mass of the overlap area, A (see Fig. 2.1). The
direction of the force is given by the weighted average of the intersection between the
contacting polygons. The characteristic length in eq. (2.1) is basically the extension
between two extremal points of the particles. Additionally to the normal forces, the
Cundall-Strack friction model [3] is implemented so that static friction and particles
in relative rest to each other (clusters) can be simulated.
2.1.2 Gear’s Predictor Corrector
The basis of the DEM-method is Newton’s equation of motion
M · r¨(t) = F (t), (2.3)
where M is the mass, r(t) is the vector of the center of mass and F the external
force vector.
In our research, Newton’s equation of motion for the particles are solved by a
second order Gear’s Predictor-Corrector integrator (BDF2) which is also used as the
time integrator for fluid phase.
We chose the Gear predictor-corrector formulation (eq. (2.6, 2.7)) because of its
stability and eﬃciency. The Gear predictor-corrector is able to estimate the solution
of some equations with large time step and is able to neglect small oscillations in
the solution. Though it is an implicit method, no matrix inversion or a solution of
a non-linear system of equations is necessary, but the evolution can be described
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with fixed coeﬃcients, together with the positions and its various time derivatives
of former timesteps.
The second-order equation of motion eq. (2.3) can be rewritten as a system of
two first-oder ordinary diﬀerential equation (ODE),
r˙(t) = v, (2.4)
M · v˙(t) = F (t), (2.5)
For the translation, if r0 is the vector of e center of mass, and rn =
δtn
n!
dnr0
dtn , the
n-th time derivatives of r0 is scaled by a factor
δtn
n! to reduce rounding errors. BDF2
is derived from a Taylor expansion of ri (i = 0, 1, 2) at time t + δt from t. The
predictor of three-value method is computed as⎛⎜⎝r
p
0(t+ δt)
rp1(t+ δt)
rp2(t+ δt)
⎞⎟⎠ =
⎛⎜⎝1 1 10 1 2
0 0 1
⎞⎟⎠
⎛⎜⎝r0(t)r1(t)
r2(t)
⎞⎟⎠ . (2.6)
The three-value method is second order (therefore BDF2), the third order method
needs four values, and so on. The corrector rci is given as⎛⎜⎝r
c
0(t+ δt)
rc1(t+ δt)
rc2(t+ δt)
⎞⎟⎠ =
⎛⎜⎝r
p
0(t+ δt)
rp1(t+ δt)
rp2(t+ δt)
⎞⎟⎠+
⎛⎜⎝c0c1
c2
⎞⎟⎠∆r, (2.7)
with ∆r = rc2(t + δt) − rp2(t + δt), is the diﬀerence between the predicted value
rp2(t+ δt) and the corrected value r
c
2(t+ δt). The coeﬃcients ci for the three-value
corrector are shown in Tab. 2.1 (see also in the references [4]).
Table 2.1 Coeﬃcients for the corrector of the Gear-corrector (BDF2) for second-
order diﬀerential equations.
Order c0 c1 c2
2 0 1 1
6 CHAPTER 2. SIMULATION METHOD
2.2 Simulation Method of the Fluid Part
2.2.1 On the choice of compressible vs incompressible sim-
ulation schemes
In principle, for a simulation, a fluid can either be compressible or incompressible.
Compressible flow means that the flow velocity in the system exceeds 10 % of the
sound velocity, while for lower velocities the flow counts as incompressible. For our
granular systems, usually the sound velocities of the granular matrix are one order of
magnitude below the sound velocity of the bulk material of the grains, which would
have approximately the sound velocity of a liquid. Therefore, the sound velocity in
our Newtonian fluid can be considered to be much higher than the sound velocity
of the granular assembly, so that we can treat our simulation flow as incompressible
fluid. In the case of velocities higher than 10% of the sound velocity in a fluid, sound
waves are triggered due to the flow.
In fact, as far as flow problems are concerned, the issue about choosing an in-
compressible or a compressible simulation scheme is not the speed of the flow and
the creation of sound or noise, but whether the noise can aﬀect the flow pattern
and, in our case, the dynamics in the granular matrix. In the case of the interaction
between a flow field and a shock wave, there is interference between flow and sound,
and the resulting flow patterns have been studied in detail. Accordingly, for such
problems, only compressible flow simulation schemes are appropriate.
For the flow problem of granular particles in fluids, or granular assemblies in
fluids, there does not seem to exist any relevant problem where sound waves interact
together with the flow and the granular system. The anecdotal, ever recurring movie
stereotype of a collapse of a valley or a cave due to loud noise, shouting etc. does not
seem to have any scientific foundation. Likewise, it is doubtful whether avalanches
can be triggered by noise alone: Where avalanches are triggered by detonating
explosives, it is the pressure of the explosion in the snow itself which releases the
avalanche, not the sound it creates.
2.2.2 Finite Element Methods (FEM)
The Navier-Stokes equations and the continuity equations for incompressible flow
can be written as
∂u
∂t
+ u ·∇u = −∇P + ν∇2u+ f , ∇ · u = 0, (2.8)
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where pressure P is normalized by dividing it by the density of the fluid. The
continuity equation is a constraint on the compressibility and u · ∇u is the non-
linear term. For our simulation, we choose a Finite-Element description, because for
the noise reduction it is essential that the whole pore space is discretized without
error and that the flow in the whole of the fluid domain is taken into account for
the equations.
The motion of the fluid is obtained from solving the diﬀerential algebraic equa-
tion (DAE) for the Navier-Stokes equation in the FEM-formulation with Backward-
Diﬀerence Formula of second order (BDF2) and adaptive stepsize ∆t
[
1+2h
∆tn(1+h)
M +K +N(un+1) −C
CT 0
](
un+1
Pn+1
)
=
(
M
[
1+h
∆tn
un − h2∆tn(1+h)un−1
]
+ fn+1
0
)
, (2.9)
whereM is the mass matrix of the problem, K is the viscous or diﬀusion matrix, N is
matrix of the non-linear terms, f are the external forces, C is the constraint matrix,
u are the flow velocities, P are the pressures and h = ∆tn∆t(n−1) . [5] The pressures
in eq. (2.9) are Lagrange parameters for the constraint of incompressibility, i.e.
the pressures prevent fluid from entering a volume so that the density would be
increased. The advantage of this approach is that instantaneous (from one timestep
to the next) changes of the pressures are possible, no continuity of the pressures
in time is necessary, and no equation of motion, relaxation condition etc. for the
pressure must be fulfilled. Pressures which fluctuate strongly indicate that the time-
step of the simulation is too large: In that case, the simulation may “heal” and the
fluctuations disappear, or one may redo the simulation with smaller timestep: In
both cases, the simulation can continue, so that one can obtain at least some partial
informations on the system. Even for strongly fluctuating pressure fields, the forces
on the particles in the system are still smooth.
As the BDF2 is not self-starting, we use as initial condition for our simulation
from a stationary state which is obtained iteratively by a Newton-Raphson iteration
for the stationary Navier-Stokes equations. In particular, obtaining the pressure field
so that the incompressibility condition is not violated for the pressure is diﬃcult for
a complex flow field with many dozens or hundred of particles.
8 CHAPTER 2. SIMULATION METHOD
2.3 Coupling of fluid and particles
Particle- and fluid simulation are coupled by treating the boundary of the particles
as the boundary of the flow domain. In 2 dimensions, contacting particles can
block the flow of the fluid easily (see Fig. 2.2). In contrast, for 3 dimensions (see
Fig. 2.3), fluid will be able to flow through the pore space. To allow for this eﬀect in
our 2D simulation, a “shadow” around the particles is modeled (see Fig. 2.2). The
boundaries of the particles are (from the other side) at the same time the boundaries
of the fluid. The fluid velocities of the fluid boundary in the particle are computed
from the predicted velocity and angular velocity of the particle.
2D
Particle area: as seen by the
particle.
Particle area: as seen by the fluid.
Fig. 2.2 The region between the gray part of the particles and the walls is be
separated from the rest of the fluid space if no additional provisions are made. Dark
gray is the shadow for which the particles interact and light gray which is the core
that forms the boundary of the fluid flow.
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Fig. 2.3 Three-dimensional arrangement of grains which lead to flow between the
particles along the thick lines.
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Fig. 2.4 Computation of the fluid force on the particle from the node of an FEM-
element. nˆ denotes the normal vector of the surface element.
The force from the flow which acts on the particle is computed by integrating
the fluid stress tensor over the particle’s surface
FD =
∫
Γ
{Form drag︷ ︸︸ ︷
−pδij +µf
(
(∇u) + (∇u)T
)
︸ ︷︷ ︸
Friction drag
}
· nˆdL, (2.10)
where nˆ denotes the normal vector of the surface element. The fluid pressure acts in
normal direction, while the viscous drag acts in tangential direction on the surface,
proportional to the gradient towards the surface. It turns out that the simulation
is stable when particles are advanced with the BDF2-integrator in the BDF2-field:
For the corrector step, only the velocities on the surface are corrected, the positions
remain fixed. (For particles moved with a BDF5-method in the BDF2 integrated
flow field: the method becomes unstable very fast.)
2.4 Implementation of Remeshing
For the spatial discretization of the fluid-phase, we use P2P1 elements (Taylor-Hood
elements) [6] shown in Fig, 2.5. The velocities are approximated with quadratic
functions while the pressures are approximated with aﬃne functions (often, mis-
leadingly called “linear”). The triangular meshes are generated using a constrained
Delaunay triangulation which allows to tessellate the fluid space around the parti-
cles. To improve the quality of the triangles, we use a “relaxation algorithm” where
edges of a triangular mesh are treated as linear springs (See Fig, 2.6). As long as the
the triangles are not equilateral, they will relax towards an equilibrium to obtain a
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Fig. 2.5 Taylor-Hood element (P2P1-element) with six values for the velocities
(parabolic, P2) and three values for the pressures (aﬃne, P1).
!: Velocities and pressures.
⃝: Only velocities.
r1
r2
r3r1
F 1
r2
F 2
r3
F 3
Fig. 2.6 Edges of triangular mesh treated as linear spring and adequately chosen
force on triangular mesh. r1, r2 and r3 are the position vectors of the vertices.
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more equilateral triangular shape. An adequately chosen force law for the spring-like
forces between the mesh-points can be written as
F 1 = −k
(
|l12|− l˜
) l12
|l12| − k
(
|l13|− l˜
) l13
|l13| , (2.11)
l12 = r1 − r2, l13 = r1 − r3. (2.12)
where l˜ is the average length of the three edges of the triangle. Using a zeroth-order
approximation method on the force law,
rn+1 = rn +∆t
2r¨n +O(∆t), (2.13)
with the force law eq. (2.11) allows to relax the springs towards the force equilibrium.
Chapter 3
Simulation Setup
3.1 Viscosity and eﬀective viscosity
A Newtonian fluid is a substance that will deform when it is subjected to a tangential
or shear force. The (linear) viscosity of a fluid η is the proportionality constant
which allows, together with the flow velocity, to compute the resisting force against
deformation. To determine the viscosity of a fluid, the Couette flow cell [7] is
commonly used as the measurement method. The fluid is contained between two
concentric cylinders; the outer cylinder (radius Ra) is stationary, and the inner
cylinder (radius Ri) is rotating with angular velocity ω (see Fig. 3.1). The torque
D on the inner cylinder is necessary to overcome the friction in order to rotate with
a constant velocity. The relation between torque and viscosity is
η(φ) =
(R2a −R2i )D
4πLωR2aR
2
i
, (3.1)
where Ri, Ra is the inner and outer radius of the cell, L is the Column height, D is
the torque, ω is the angular velocity and L is the length of the fluid column [7]. In
our two-dimensional simulation, we relate all two-dimensional quantities to a three-
dimensional system with depth 1[m]. For suspensions, D will depend on the volume
ratio φ of grains to total volume. The corresponding eﬀective viscosity for a fluid
with viscosity η is then defined as
ηeﬀ(φ) = η(φ)/η. (3.2)
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Fig. 3.1 Couette cell in three dimensions.
3.1. VISCOSITY AND EFFECTIVE VISCOSITY 15
The eﬀective viscosity ηeﬀ of a dilute suspension of rigid n-dimensional hyper-
spheres in a viscous fluid at small particle Reynolds numbers can be derived as
ηeﬀ = η
(
1 +
n+ 2
2
φ
)
, (3.3)
where n = 3 gives the Einstein correction of 5/2 · φ for three dimensions [8]. The
eq. (3.3) can be written as
ηeﬀ = η (1 + 5/2 · φ) . (3.4)
In our two-dimensional system, we will use n = 2 and the correction is 2 · φ [9].
Therefore, the eﬀective viscosity can be written as
ηeﬀ = η (1 + 2φ) . (3.5)
There are numerous studies on the dependence of the eﬀective viscosity ηeﬀ on
the particle suspension. Einstein’s correction eq. (3.4)for eﬀective viscosity is a linear
function of the volume fraction [8]. Other authors extended Einstein’s with non-
linear terms to take into account the interaction of the particles at larger volume
fractions, see Tab. 3.1.
Table 3.1 Summary of expressions from the geological and engineering literature
used to predict viscosity (η) [10].
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Fig. 3.2 Compilation plot of eﬀective viscosity equations based on Tab. 3.1. From
0 < φ < 0.3, all curves show a linear increase in viscosity with the volume fraction.
Beyond φ > 0.3, the nonlinear increase sets in. [10].
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3.2 Two dimensional simulation
Fig. 3.3 shows the two dimensional simulation geometry of the Couette flow cell.
Throughout the text, the two-dimensional system is oriented horizontally, there
is no gravitation acting on the particles. This allows to investigate the eﬀect of
particles with diﬀerent density, i.e. diﬀerent inertia. Diﬀerent centrifugal forces can
be studied by varying the system size and the velocities of the inner cylinder.
Fixed 
outer 
wall
Fig. 3.3 Couette cell in two dimensions which we are using as our simulation model.
The Velocity profile is indicated as linear (convex) from the inner to the outer
cylinder, while in fact is slightly non-convex.
A': shadow 
particle of A
B C
u 0
A
Fig. 3.4 Problem for a periodic shear cell: For a particle A which overlaps with the
left boundary and interacts with particles B towards the right of the left boundary,
a shadow-particle A’ must be implemented which overlaps with the right boundary
and interacts with particles C on the left of the right boundary. Additionally, the
Finite element mesh must be generated so that the periodicity must be maintained.
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To investigate the eﬀective viscosity, many other computer simulations are imple-
mented periodic shear cells (shearing of particles-fluid mixtures between 2 parallel
plates). Periodic boundary conditions are employed to remove boundary eﬀects.
From fig. 3.4, particle A and shadow particle A’ on both boundaries are moving at
the same direction in periodic shear cell. However, we need two sets of centers of
mass and two sets of outlines because particle A is interacting with particle B on
the left while particle A’ is interacting with particle C on the right, which is incon-
venient in programming. Therefore, the Couette geometry is preferable f or better
computational feasibility and easier comparison with the actual experiments [7]. In
our two dimensional simulation, some units are diﬀerent from three dimensions (see
Tab. 3.2). Relating all two-dimensional quantities to a three-dimensional system of
depth 1 m, instead of the three-dimensional densities ρ, with units [kg/m3], we have
to use two-dimensional densities σ, with units [kg/m2]. If the particles are conceived
as cross-sections of 1[m]-long rods, then the same numerical values can be used in
two dimensions as in three dimensions. Units for the dynamic viscosity η change,
as for pressures, stresses, Young’s modulus, but not for the kinematic viscosity ν.
Table 3.2 The diﬀerences in the units between simulations in two dimensions and
three dimensions.
3D 2D
density ρ [kg/m3] σ [kg/m2]
P, σ, Y [N/m2] [N/m]
η [N/m2 / ( (m/s)/m)=Pa·s] [N/m / ( (m/s)/m)=Pa·s m]
ν η3D/ρ [m2/s] η2D/σ [m2/s]
The Reynolds number Re is a dimensionless parameter which indicates the rel-
ative importance of inertial eﬀects to viscous eﬀects, which can be written as
Re =
Inertial forces
Viscous forces
=
ρV 2/L
ηV L2
=
ρV L
η
=
V L
ν
, (3.6)
where V is the characteristic velocity (velocity of the inner walls of the simulation),
L is the characteristic length (the diameter of one particle), ρ is the density, η is the
dynamic viscosity [Pa·s=N·s=kg/(ms)] and ν is the kinematic viscosity (ν = η/ρ)
[11].
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3.3 Background
3.3.1 Discussion of Experimental Method in understanding
Eﬀective Viscosity
Experiments on particle in fluids were performed in a coaxial rheometer, where the
outer cylinder was rotated and the inner cylinder is fixed [12] or the vice versa
[13]. Both studies used neutrally buoyant respectively slightly non-neutrally buoy-
ant spheres in Newtonian fluids. In both studies the particles migrated towards
regions of lower shear due to many factors, including the ratio of the particles’ size
to characteristic flow length, liquid viscosity, shear rate gradients, concentration gra-
dients. However, the experimental method is limited to macroscopic visualization.
Moreover, the viscosity measurement did not converge (see Fig. 3.5) while the article
[14], which appeared in “Physics of Fluids” claims a stationary value which is not
reached by the actual curve, which gives a good idea about the “business morality”
current in the field of particles with fluids.
Fig. 3.5 The time evolution of relative viscosity of monodispersed suspension of
spheres shearing in between 2 plates (Upper plate rotated, bottom plate fixed) [14].
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3.3.2 Previous Study
Pressures = 0,
velocities computed
from ω.
6mm
2mm
Pressures = 0,
velocities = 0.
ω
Fig. 3.6 Simulation model: Fluid with dynamic viscosity η = 1[Pa · s], density
ρ = 103[kg/m3].
Staggered grid Polar grid Homogeneous distribution
Fig. 3.7 Three diﬀerent configurations used in the previous study with 0.2192 fill-
ing ratio. Only the rightmost grid can count as“homogeneous” and is suitable for
comparison with the analytic formula.
In the previous study [15], the 2-D Couette Flow Cell shown in Fig, 3.3 is modeled
in the simulation with 10 inner wall particles of trapezoidal shape and 10 outer wall
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Homogeneous distribution
Staggered grid
Polar grid
Area of single particle [m2]
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Fig. 3.8 Variation of the viscosity with the position of the particles and the par-
ticle area, computed with the stationary solution: The viscosity decays with the
filling, which is unphysical. This shows that the dynamic simulation must be used.
(dynamic viscosity η = 1[Pa · s], density ρ = 103[kg/m3].
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particles of trapezium shape (See Fig, 3.6). The radius of the inner wall is 0.001[m],
while the minimal width between the outer walls and inner walls is 0.004[m]. The
boundary conditions for the outer walls are non-slip, flow velocities, v are zero on
the boundary relative to the boundary. The angular velocity for the inner walls
is 0.3[rad/s]. The surface velocities on the inner wall particles are specified but
the edges of the particles are not moving (moving corners which would periodically
narrow or widen the channel to the outer wall, and would therefore be a source of
noise in the simulation which would be absent in experiments with exactly round
cylinders). In this simulation setup, monodispersed hexagonal particles are arranged
on staggered and polar grids as well as in homogeneous distributions on concentric
rings as shown in Fig, 3.7. The FEM-simulation is started with a stationary flow
which is the solution of the time-independent incompressible Navier-Stokes equation
via Newton-Raphson iteration, with the granular particles fixed. The stationary so-
lution is usually used as starting value for the time-dependent solution eq. (2.9):
Both physical intuition and the analytical formulae predict a viscosity which in-
creases with the filling [8]. It turns out that the eﬀective viscosities computed with
the stationary solution are unphysically, below 1 as in Fig. 3.8. This means that
the drag from a particle-fluid mixture is consequently underestimated by stationary
simulations when the particle positions are fixed. Therefore the actual dynamic sim-
ulation (full time integration) must be used to investigate the system, the stationary
simulation is not suitable for drag computations.
3.4 Measured and inputed viscosity
Many simulation methods show “artificial” viscosities, i.e. the eﬀect of the viscosity
is diﬀerent from the value inputted in the simulation. Sometimes, numerical tricks
are used to increase the viscosity to obtain higher stability, nevertheless, the actu-
ally simulated Reynolds numbers then diﬀer from the nominal Reynolds numbers.
Unintentional variations due to numerical errors etc. can also be imagined. In this
section, we try to verify the actual value for the viscosity with the Couette cell setup
and compare it to the value inputted into the simulation.
While the description for round particles via the radius is common, in our re-
search, we are using regular polygons, not round cylinders. Accordingly, we use the
largest extention of a polygon (through the corners) as maximal Radius Rmax or the
minimum extension through the middle of the edges Radius Rmin. Further, we use
the Sauter mean radius (SMR) [16] in the calculation of eq. (3.8). SMR, Rarea can
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be calculated as
Rarea =
√
Ap
π
, (3.7)
where Ap is the surface area of a particle. For eq. (3.1), we then get
ηmean(φ) =
(R2a −R2i )D
4πLωR2aR
2
i
, (3.8)
where ηmean(φ) is the average computed viscosity, Ri, Ra are the SMR of the outer
and inner wall particles respectively, L is the unit length, D is the torque and ω is
the angular velocity. The corresponding eﬀective viscosity for a fluid with viscosity
η is then defined as
ηeﬀ(φ) = ηmean(φ)/η. (3.9)
R
i R
min
a = 3.0
Rareaa = 3.051
Rmaxa = 3.154
Fig. 3.9 This is the simulation model in previous study [15]. Rmaxa is the distance
from center of the model to the edge of the outer wall particle, Rmina is the distance
from center of model to the surface of the outer wall particle and Rareaa is the radius
computed from SMR.
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Table 3.3 Eﬀective viscosity depending on the number of corners of the inner and
outer polygonal cylinder, i.e. depending on the number of wall particles. The varia-
tion is not smooth or even monotonous, because the torque is basically determined
by the deviations in the distance between inner and outer wall. If the distance varies
for the polygonal walls, for incommensurable corner positions, where the distance
becomes narrow, even it is only in a single region, the necessary torque will increase,
as the fluid is incompressible.
nin nout Rareai [mm] R
area
a [mm] ηeﬀ [Pa s]
10 10 Rfixedi = 1.000 R
max
a = 3.154 0.980
10 10 Rfixedi = 1.000 R
min
a = 3.000 0.969
10 10 Rfixedi = 1.000 3.051 0.973
10 10 0.992 3.051 0.991
10 20 0.992 3.012 0.992
6 40 0.909 3.003 0.982
10 40 0.967 3.003 1.012
16 40 0.987 3.003 0.989
20 40 0.992 3.003 0.991
30 40 0.996 3.003 0.991
40 40 0.998 3.003 0.998
Exact value 1.0
If there are no particles in the system, the eﬀective viscosity for the remaining
fluid should be 1, i.e. the computed viscosity should be the same as the value used in
the Navier stokes equation. Nevertheless, with our triangular elements and polygo-
nal walls, the inner and outer cylinder must be approximated with trapezoidal wall
segments. From Tab. 3.3, the commensurability varies with number of corners on
the inner and outer cylinder walls. In eq. (3.1), the torque D on the inner cylinder
depends crucially on the narrowest regions between the concentric regular polygons.
These vary with the number of corners for both the inner and outer cylinder. Ac-
cordingly, for ηeﬀ(φ) values larger or smaller than 1 are possible, depending on the
corner numbers of the polygonal rings and the variation of the smallest interstices
between them (see Fig. 3.10). To obtain a discretization error which is a fraction
of percent, we needed 40 corners for the inner and 40 corners for the outer regular
polygons, which led to an eﬀective viscosity of 0.998[Pa · s]. The use of smaller wall
particles is not feasible, as they would lead to impracticable small element triangles
near the boundary. For this case, the angular velocity is 0.3[s−1] and the Reynolds
number is 6.003× 10−4.
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Fig. 3.10 For a system without particles, for the same number of inner wall parti-
cles, there is still a dependence on the number of particles for the outer wall due to
the commensurability which aﬀects the variation of the width of the channel between
the walls. Reynolds number for 6, 10, 16, 20, 30 and 80 inner walls are 5.712×10−4,
5.907× 10−4, 5.970× 10−4, 5.984× 10−4, 5.603× 10−4 and 6.008× 10−4.
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3.5 Configuration
Pressures = 0,
velocities = 0.
Pressures = 0,
velocities computed from
  . 
2mm
6mm
ω
ω
Fig. 3.11 Typical simulation system with 40 inner 40 outer trapezoidal wall parti-
cles.
The radius of the inner wall is 0.001[m], while the minimal width between the
outer walls and inner walls is 0.004[m]. The boundary conditions for the outer
walls are non-slip: flow velocities are zero on the boundary relative to the walls.
The pressures on the cylinder walls are set to zero (in principle, they have to be
computed, but comparison with such simulations showed that there is no eﬀect on
the viscosity computation, as there is hardly any fluid motion perpendicular to the
walls).. The angular velocity for the inner walls is 0.3[s−1]. The surface velocities on
the inner wall particles are specified but the particles are not moving. The viscosity
of the fluid is 1[Pa · s], while the density of the fluid is 1000[kg/m3].
Chapter 4
Simulation: Influences and Eﬀects
4.1 Typical data ranges in the time evolution
The simulation is started from the stationary solution, where the particles are at rest.
Therefore, all time evolutions of the raw data for the eﬀective viscosity, respectively
the torque, follow a similar pattern, see Fig. 4.1:
Range 1: When the time evolution is switched on, the particles must be accel-
erated, which leads to very large torques, including eﬀects of induced mass, where
the fluid around the non-moving particles must be accelerated together with the
particles (Fig. 4.1, t < 0.02).
Range 2a: When the simulation is not too noisy, and the particle configuration
does not change much, a plateau is reached. The plateau is not exactly constant,
there are small fluctuations because the particles closer to the inner ring move faster
than the outer particles, and small changes of the flow channels available for the
fluid influence the torque on the inner cylinder. The plateau indicates the quasi-
stationary flow. Reaching the plateau takes longer when the velocities are smaller,
the system is wider or when there are higher particles fillings (more particles must
be accelerated, which needs more energy for which the work has to be performed by
the rotation of the inner cylinder) (Fig. 4.1, 0.02 < t < 0.035).
Range 2b: When the system is very noisy, as for small systems with particles
of low density (see section 4.6), the torques / eﬀective viscosity oscillate round the
values for which the plateau should be visible. This range is an eﬀect of large noise
on the boundary acting on particles which have about the same inertia as the same
volume of fluid. The range can be avoided by scaling up the system (Fig. 4.3,
t > 1.5).
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Range 2c: When the particle configuration changes, no plateau is reached, as in
Fig. 4.18, where the particles drift outwards under the influence of the centrifugal
force. In general, we will try to set the simulation parameters so that this range is
avoided, and Range 2a is obtained.
Range 3: For the simulation in Fig. 4.1, the grid is coarsened after the plateau
is reached. Changes in the particle configurations lead to changes is the grid of
low resolution, so that the flow and the torque on the inner ring are influenced
significantly. The torque on the lower ring is smaller for coarser grids, as the low
resolution leads to a flow field with less variation in the curvature, and consequently
less viscous drag (Fig. 4.1, t > 0.04).
Range 4 (Not used in this thesis): For very large filling ratios, when particles
collide, the drag and the resulting torque on the inner cylinder shows jumps (in-
creases of one or more orders of magnitudes). Disorder is dominant, averaging is
problematic and eﬀects of the particle shape become significant, so we refrained
from dealing with that range (Fig. 4.3, t > 1.5).
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Fig. 4.1 Time evolution of the eﬀective viscosity: As the initial state is computed
from the stationary solution, the acceleration of the particles initially leads to very
large torques of the fluid on the inner cylinder (t < 0.002). After that, a plateau is
reached (0.002 < t < 0.35) in a quasi stationary state.
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4.2 Eﬀects of the particle density
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Fig. 4.2 Area fraction φ = 0.0541 of hexahedra on concentric rings.
To understand how a diﬀerent density of the particles aﬀects the eﬀective vis-
cosity, we have investigated fillings with hexahedra at φ = 0.0541 (see Fig. 4.2)
with particle density 1000[kg/m3], 1500[kg/m3], 2500[kg/m3] and 5000[kg/m3]. The
angular velocity is 0.3[s−1]. The typical ranges for time evolution of the eﬀective
viscosity for high density (5000[kg/m3]) and low density (1000[kg/m3]) are shown
in Fig. 4.1 and Fig. 4.3. For particle sizes of 0.2[mm] and particle densities close
to the density of the fluid, unphysical fluctuations are observed, which are absent
for higher particle densities. (Later, we will show how only particles of this and
smaller size are aﬀected, which is an eﬀect of the discretization, for larger particles,
the fluctuations are absent). For particles in this size with the same density as the
fluid, the buoyancy reduces the inertia so much that the particle position becomes
unstable. When particles with low density move around the inner walls, the small
changes of narrowest regions between particles on the concentric rings and inner
walls are creating a resonance eﬀect between particles and meshes in the simulation.
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Fig. 4.3 Time evolution of the eﬀective viscosity for particle with low density (close
to the fluid): The viscosity oscillates strongly due to noise in the system.
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Fig. 4.4 The average viscosity is almost unchanged for a change of the particle
density but fluctuations are significant for densities approaching the density of water.
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4.2.1 Higher grid resolution
Next, we tried to employ a higher grid resolution for the case where the small par-
ticles have a density close to the density of the surrounding fluid. The expectations
are the eﬀective viscosity will not change but less fluctuation for the time evolution
of eﬀective viscosity for low density.
Mesh points around particles
For the straight forward approach, the shape of the particles deviated strongly from
equilateral triangles due to arbitrary assignment of mesh points around the particles.
So, we employed symmetric choice of points around the particles (see Fig. 4.5) before
the relaxation algorithm where we can adjust the number and position (nearer or
further from particles) of points. The diﬀerences in the meshes are shown in Fig. 4.6.
Fig. 4.5 New symmetric points
around the particles.
Fig. 4.6 The zoomed in figure on the left
shows degenerated triangles. With a new
symmetric mesh points around the parti-
cles, the triangles are more equilateral.
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Fig. 4.7 The graph shows the time evolution of the eﬀective viscosity for both
arbitrary mesh points (gray) and symmetric mesh points (black) when the density
of particle is 1000[kg/m3] at the higher grid resolution from Fig. 4.6 (right).
4.3. INCREASING THE NUMBER OF CORNERS (HEXAGON, OCTAGON,
DECAGON) ON CONCENTRIC RINGS. 33
From Fig. 4.7, one can see that the higher grid resolution did not resolve the
problem of large fluctuations, though the fluctuations are in a slightly narrower
range for t = 1.5[s] to 2.0[s].
4.3 Increasing the number of corners (Hexagon,
Octagon, Decagon) on concentric rings.
To be not aﬀected by the large fluctuations at low particle densities, in this section,
a particle density of 5000[kg/m3] is used. We varied the number of corners between
6, 8 and 10 (see Fig. 4.8). With various low fillings (φ < 0.1) arranged on same
concentric rings (Fig. 4.2), the result is shown in Fig. 4.9: The value of the viscosity
increased with the number of corners of the polygons. An increase of the number of
corners means that the deviation from circular shape is smaller. However the values
are still below theoretical line because the particles near to the boundary must be
removed during the creation of spatial distributions, so near the boundaries, the
distribution is not homogeneous for geometrical reasons.
0.2mm 0.2mm 0.2mm
a) b) c)
Fig. 4.8 Regular polygons with maximal extension of 0.2[mm]. a) Hexagon, b) is
the octagon and c) decagon used to investigate the eﬀect of the number of corners.
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Fig. 4.9 Notwithstanding the fact that increasing the number of corners for the
same maximal radius leads to slightly larger areas, the values for the eﬀective vis-
cosity are closer to the theoretical expectations when the number of corners is higher.
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4.4 Hexahedra on diﬀerent spatial distributions.
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Fig. 4.10 a) Particles ordered on concentric rings, b) on concentric rings but nearer
to the inner wall (CPNI), c) randomly displaced in radial direction (PDRD) and d)
on a triangular grid (TG).
For fillings of φ = 0.0541, we computed the eﬀective viscosity for the diﬀerent
spatial distributions shown in Fig. 4.10. For convenience, the four cases are abbre-
viated as concentric ring, CPNI, PDRD and TG. We compute the deviation of the
simulated eﬀective viscosity from analytical value as
((analytical value− computation value)/analytical value)× 100 (4.1)
in Tab. 4.1. The computed values are without exception below the theoretical values.
The reason is the following: In the configurations, particles have to be left messing
near the walls, to avoid overlap with the walls. This widened space between particles
and inner walls leads to the decrease of the torque compared to the analytical value.
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Table 4.1 Deviation of computed eﬀective viscosity value from theoretical formula
value. The values for the simulation are consequently below the theoretical values.
Shape of particles Hexagon
Filling ratio 0.0541
Types of spatial distribution Concentric ring CPNI PDRD TG
Analytical value 1.1082 1.1082 1.1082 1.1082
Computed value 1.0747 1.0907 1.0632 1.0753
Deviation (%) 3.0229 1.5791 4.0606 2.9688
4.5 Increase of rotation velocity linearly
We tried to see how far the rotation velocity on the surface of the inner ring can
be increased without destabilizing the simulation, at an area fraction of φ = 0.0612
and the particle density ρ = 5000[kg/m3]. For the initial configuration, particles are
arranged on concentric rings. We increased the angular velocity linearly with time
and the maximum rotation velocity reached was ω = 641.43[s−1] (see Fig. 4.11).
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Fig. 4.11 We linearly increase our rotation velocity and the simulation blasted at
Reynolds number 1.055.
The following things should be said about the data in Fig. 4.11:
• The velocity is specified on the surface of the inner polygonal cylinder without
the corners moving.
4.6. LOSS OF SCALE INVARIANCE AND EFFECT OF THE SYSTEM SIZE37
• The velocity of the flow will not immediately reach the nominally, from the
angular velocity computed Reynolds number, because of the inertia of the fluid.
The fluid velocity/ equilibrium velocity of the fluid will follow the increased
velocity of the cylinder with some delay.
• The eﬀective viscosity is going down, as the flow is not Stokes flow any more
and the particles are driven outward, so that the distance between innermost
particles and inner cylinder increases, and the torque on the inner cylinder
from the fluid-particle mixture decreases.
• The line for the eﬀective viscosity shows severe noise, because the flow is not
“equilibrium” Stokes flow any more, but shows incessant temporal variation.
• Finally, for the highest angular velocity, the simulation locks, probably due to
the development of a flow profile between particles which cannot be resolved
any more by P2-functions.
4.6 Loss of scale invariance and eﬀect of the sys-
tem size
The Reynolds-number eq. (3.6) determines the scaling of flow simulations: Increasing
the flow velocity V while reducing the length scale L so that the enumerator stays
constant will reproduce the same flow pattern. Experimentally, deviations can be
expected below the length scale below 1η when molecular eﬀects like diﬀusion etc.
come into play.
Granular materials, processes and structures can also be scaled, as long as the
stresses are well below the yield stress. (This is certainly true for structures below
several hundred meters. For larger structures, one can expect that contacts become
damaged. Beyond 10[km], stone is fluidized under its own weight). So in principle,
granular aggregates are scale free. From a photograph of an ensemble of granular
particles alone one cannot decide whether the size is sand, stones or rocks, if no
additional scale is given. Therefore, it is common in geology to add hammers (for
small scales) or people in the photograph to make the scale clear. DEM-simulations
are in principle also scale free, increasing with the scale the Young’s modulus with the
density will result in a scaled configuration of the same ensemble. Experimentally,
in practice for ensembles of the depth of km, there will be deviations, as the material
crumbles under its own weight.
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Due to the scaling properties of both fluid and liquid, and both DEM and FEM
fluid simulation, initially we paid no attention to the actual system size we were
using. Nevertheless, formally it is not possible to extract a scale-free parameter from
a system where both fluid and particle are combined. The noise in the simulations
described in section. 4.2 gave an incentive to investigate the size eﬀects a bit further,
as there should be an eﬀect if the system size is modified.
4.6.1 Loss of scaling and eﬀect of system size
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Fig. 4.12 The eﬀective viscosity for a) small, b) medium and c) large simulation
with the system sizes in Tab. 4.2. The noise vanished when system and particle size
were increased.
For our simulation, an additional scale, the scale of the discretization, is intro-
duced together with the scale of particles and fluid. It turned out that the combined
simulation was not scale free when the density of the particles approached the den-
sity of the fluid ρ ≈ 1. Fig. 4.12 shows the time evolution for each simulation with an
area fraction (φ = 0.0541) and particle density 1000[kg/m3]. There is some residual
noise at the boundary due to the finite mesh size and due to the incommensura-
bility of the motion of the particle and the fluid. The error (or inconsistency) in
the boundary manifests as a force of the fluid on the particle. This noise is not
very large: Particles of a size of 0.0002[m] were only aﬀected if the density was
smaller than 2ρfluid. When the system- and the particle size was increased, the noise
vanished: This can be understood by the fact what while the noise is proportional
to the circumference, i.e. to the particle radius r, but the relative error is in the
position is decreased (see Tab. 4.2). On the other hand, the mass is proportional to
r2, so that the eﬀect on the particle increases with 1/r. As a result, below a certain
size, a simulation of particles with the same density as the fluid becomes infeasible,
as the noise introduced is too large.
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Table 4.2 Comparison of the absolute error between small, medium and large sim-
ulation.
Simulation scale Small Medium Large
Diameter of outer walls D[m] 0.006 0.06 0.6
Diameter of inner walls d[m] 0.002 0.02 0.2
Maximum particles diameter [m] 0.0002 0.002 0.02
Absolute error (standard deviation) 0.060 0.033 0.004
4.6.2 Eﬀect of the grid cutting and grid changes
From Fig. 4.13, for decahedra with an area fraction of φ = 0.4189 one can see
that with the same density 5000[kg/m3] the time evolution of the eﬀective viscosity
shows a decay for angular velocity 0.3[s−1] but not for angular velocity 0.03[s−1].
This occurs due to the coarsening of the grid, which unphysically reduces the torque
on the inner cylinder.
In Fig. 4.14, one can see that even for the lower velocity, a slight fluctuation
occurs when the grid is restructured due to a small motion of the particles for very
coarse grids. The coarsened grid increases the noise in the simulation, because the
reordering of the grid changes the pattern of the flow and therefore influences the
torque. Worse, the mesh coarsening leads to a loss of resolution in the variation
of the flow field, and the lower-than actual curvature of the flow field decreases
the eﬀective viscosity unphysically. We chose the smaller angular velocity 0.03[s−1]
where the noise is not so significant and the eﬀective viscosity will converge for our
medium simulation. Additionally, the eﬀective viscosity is properly reproduced as
the slower flow field shows less curvature variation, which can also be modeled with
the coarser grid.
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0.4189 fillings, Decagon, Diameter 0.06 [m], Angular velocity 0.3[s−1]
Angular velocity 0.03[s−1]
Fig. 4.13 Time evolution of the eﬀective viscosity of diﬀerent rotation velocities,
for the same filling ratio of φ = 0.4189. At high velocity the eﬀective viscosity didn’t
level up but kept decreasing.
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Fig. 4.14 For the smaller velocity of the inner cylinder (black line), some small
jumps for the eﬀective viscosity are visible near 0.23[s] to 0.41[s]. The associated
change in the mesh is shown in the inset. For the larger velocity, there are incessantly
jumps and a continuous decay because the reduced grid resolution does not allow the
computation of the actual variation of the flow field, but only a field with reduced
curvature, which also exerts only a reduced torque on the inner cylinder.
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4.7 Simulation configurations for small, medium
and large scale
D[m]
Pressures = 0,
velocities = 0.
d[m]
Pressures, P in the middle,
velocities computed from ω.
ω
Fig. 4.15 The simulation model for 3 types of scaling. Because as there are eﬀects
which make themselves field diﬀerently for diﬀerent system sizes (noise for low den-
sity particle in the small systems, centrifugal force in the large systems), we studied
Couette cells of three diﬀerent sizes.
Table 4.3 Parameters for the small, medium and large simulations.
Scale of simulation small medium large
Shape of inner and outer walls Trapezoidal
Number of inner wall particles 40
Number of outer wall particles 40
Fluid viscosity η[Pa.s] 1
Pressure on the inner walls P [N/m2] 0 computed
Rotation velocity ω[s−1] 0.3 0.03 0.03
Diameter of outer walls D[m] 0.006 0.06 0.6
Diameter of inner walls d[m] 0.002 0.02 0.2
Maximum particles diameter [m] 0.0002 0.002 0.02
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4.8 Reordering under centrifugal force
It is clear that for Couette flow, for particle densities larger than the fluid density
and suﬃciently large angular velocities of the inner cylinder, the centrifugal force
will drive the particles outside, and the torque on the inner cylinder (and with it the
measured value for the eﬀective viscosity) will decay, due to the loss of homogeneity
of the particle configuration. One would expect that the overall particle configura-
tion would be stable at least for density close to the fluid density, in our case, for
ρ = 1000[kg/m3]. For a large system (diameter 0.6[m] and angular velocity of the
inner cylinder ω = 0.3[s−1]), we have plotted the time evolution of the viscosity for
such a case in Fig. 4.16. The measured eﬀective viscosity decreases constantly, no
proper equilibrium is reached. It turns out that the particles are driven outward
though the density of the particles is the same as for the fluid, see Fig. 4.17, where
the positions of the particle are plotted for 300 continuous timesteps. For this case,
it is expected that the buoyancy compensates the centrifugal force exactly. Never-
theless, Fig. 4.18, one can see that in reality, the larger part of a particle is in a
larger distance of the center than the center of mass: Therefore, not even for the
same density, the centrifugal force can be be compensated. (The large system was
chosen, as it shows a higher centrifugal force even for lower values of the angular
velocity of the inner cylinder.)
0 10 20 30 40 50 60 70 80
1.0000000
1.5000000
2.0000000
2.5000000
Time, t
Vi
sc
os
ity
, η
 
 
0.0541 filling, ρ = 1000[kg/m3, Hexagon, Diameter 0.6[m], Angular velocity 0.3 [s−1]
Fig. 4.16 Unexpectedly, the eﬀective viscosity computed from the torque in a
“large” Couette cell (diameter 0.6[m]), with angular velocity ω = 0.3[s−1], decays
continuously for a density of the particle equal to the density of the fluid.
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Fig. 4.17 The distance of particles from inner walls for 300 timesteps is shown. The
distance from the center of the system means the distance between center of mass
of the particle and the center of the system. The bottom part of the graph is the
layer of particles near to the inner walls, the middle part of the graph is the layer
of particles at the middle of the spatial distribution, the upper part of the graph is
the layer of particles near to the outer walls. The particles are moving further from
inner walls on the time being.
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Fig. 4.18 Ro and Ri is the distance from the center of the system to the centers
of mass of the particles. Zoomed-in particle A is the particle on the outer ring and
particle B is the particle on the inner ring. The larger part of the particles is in a
larger distance of the center than the center of mass of the particles, so the buoyancy
cannot compensate the centrifugal force.
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From fig. 4.18, for particle B, the area bounded by the circle with radius Ri is
smaller than the area outside the Ri. Due to these diﬀerences, the particles are
driven outside although the density for particle and fluid are same. For particle A,
the diﬀerences is not so significant so the distance towards outer walls is small.
4.9 Particles with diﬀerent shape and diﬀerent
densities in Couette Cells of diﬀerent size
In this section we show simulation results for small, medium and large scale Couette
geometries (Parameters see Tab. 4.3). We arranged our particles on concentric rings.
The result is:
• Particle density
Increasing the scale of our simulation model, fluctuations for ρ = 1000[kg/m3]
decay (see subsection. 4.6.1). However, the values of the eﬀective viscosity are
still below the theoretical line due to the initial configuration.
• Number of corners (6 and 10)
For all system sizes of the cell, the values of the eﬀective viscosity are higher
for decagons than for hexagons. Increasing the number of corners means de-
creasing the the deviation from sphere, so the computed eﬀective viscosity for
decagon has higher value.
• Deviation from the theoretical line.
For low area fraction (φ < 0.1), the measured eﬀective viscosity for all Cou-
ette geometries was below the theoretical value. The reason is that near the
boundary, particles must be removed from the packing to avoid overlap with
the boundary, which lowers the torque on the inner ring. From Fig. 4.19, the
medium simulation has the highest eﬀective viscosity compared to small and
large simulation. So we chose medium simulation to proceed to higher fillings.
• Rotation velocity (0.3[s−1], 0.03[s−1] and 0.003[s−1])
For medium and large system, with the same rotation velocity 0.3[s−1] as the
small simulation, the migration of particles towards outer walls is observed
(see explanation in section. 4.8), which lowers the torque on the inner ring.
The computed value of the eﬀective viscosity for angular velocity 0.003[s−1]
is almost the same as 0.03[s−1], so we chose 0.03[s−1] for medium and large
simulations.
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hexagon, ρ = 1000[kg/m3], Diameter 0.006 [m], Angular Velocity 0.3 [s−1]
hexagon, ρ = 5000[kg/m3], Diameter 0.006 [m], Angular Velocity 0.3 [s−1]
decagon, ρ = 5000[kg/m3], Diameter 0.006 [m], Angular Velocity 0.3 [s−1]
decagon, ρ = 1000[kg/m3], Diameter 0.06 [m]
decagon, ρ = 5000[kg/m3], Diameter 0.06 [m]
decagon, ρ = 5000[kg/m3], Diameter 0.06 [m], Angular Velocity 0.003 [s−1]
hexagon, ρ = 5000[kg/m3], Diameter 0.06 [m]
decagon, ρ = 1000[kg/m3], Diameter 0.6 [m]
decagon, ρ = 5000[kg/m3], Diameter 0.6 [m]
hexagon, ρ = 1000[kg/m3], Diameter 0.6 [m]
Fig. 4.19 The results for small, medium and large Couette cells with sized in
Tab. 4.3. Particles are ordered in concentric rings.
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4.10 Medium scale with particles on concentric
rings
The particle density is 5000[kg/m3] and the particles are arranged with adequate
distance on concentric rings with arbitrary initial angles (Fig. 4.20). We ran the
medium system size with φ = 0.4189. Up to φ ≈ 0.3 there is good agreement
with the linear prediction (see Fig. 4.21). Nevertheless, for a considerable deviation
of particle shapes from the ideal round shapes, considerable deviations from the
linear predictions are possible too. Beyond φ = 0.3, approximately in the regime as
predicted by the non-linear theories for the three-dimensional case, (see Fig. 3.2 in
Chapter 3), our eﬀective viscosity for the two-dimensional simulation diverges in a
non-linear fashion, too.
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Fig. 4.20 Particle distribution with adequate distance on concentric rings with
arbitrary initial angles. This is the highest filling ratio of φ = 0.4189, obviously, for
geometric reasons, for this type of configuration, no higher density can be obtained.
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decagon, ρ = 1000[kg/m3], Diameter 0.06 [m], Concentric rings
decagon, ρ = 5000[kg/m3], Diameter 0.06 [m], Concentric rings
decagon, ρ = 5000[kg/m3], Diameter 0.06 [m], Angular Velocity 0.003 [s−1]
decagon, ρ = 5000[kg/m3], Diameter 0.06 [m], Arbitrary initial angles, Angular Velocity 0.3 [s−1]
decagon, ρ = 5000[kg/m3], Diameter 0.06 [m], Arbitrary initial angles,
decagon, ρ = 5000[kg/m3], Diameter 0.06 [m], Arbitrary initial angles, higher grid resolution
hexagon, ρ = 5000[kg/m3], Diameter 0.06 [m], Concentric rings
Fig. 4.21 Eﬀective viscosity with particles in a homogeneous distribution on con-
centric rings. Up to φ ≈ 0.3 there is good agreement with the linear prediction,
while beyond that, the linear increase resembles that of the non-linear theories in
Fig. 3.2

Chapter 5
Particle configuration and the
Hashimoto-Solution
The derivation of Einstein-like corrections for eﬀective viscosity is based on the
assumption of a homogeneous distribution and the linear superposition of he drag
for individual particles. Nevertheless, Hashimoto [1] pointed out that for periodic
flow and lattice periodic particle configurations, the flow fields around the particles
may show an interaction which is diﬀerent from just the superposition of the flow
fields of the individual particles.
Fig. 5.1 Sphere in Stokes flow around a round
particle under the influence of gravity. The defor-
mation of the flow field compared to the unper-
turbed flow is long-ranged.
The basic problem with Stokes-flow is that the deformation of the flow field
around a particle decays rather slowly. For the pattern in Fig.5.1, the resulting flow
field around the particle can be replaced by a unit force on a point within the flow
field. The resulting field from the eﬀect of the point force on the flow field has the
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HASHIMOTO-SOLUTION
tensorial form (with indices α, β = 1, 2, 3 for the three spatial dimensions)
G(r) =
1
8πη
(
δαβ
r
+
rαrβ
r3
)
, (5.1)
and the corresponding flow configuration is also called“Stokeslet”. Hashimoto showed
that the Stokelets interfere and their configuration is more stable than for indepen-
dently moving particles under the following conditions:
Assumption 1: The particle positions are on the lattice points of various cubic
lattices (the validity of an analogous derivation for other periodic orderings
can be assumed);
Assumption 2: The flow field is periodic in Cartesian coordinates;
Assumption 3: The inter-particle distance is much larger than the particle radius;
Assumption 4: The pressure field can be approximated by the averaged pressure
field.
The interference of the Stokeslets also stabilizes the grid ordering of the particles
in the flow field. As a result, disordered particle configurations, periodic particle
configurations with irregularities on the boundary and lattice-periodic configurations
for particles can be supposed to show diﬀerent flow characteristics, including eﬀective
viscosities.
In principle, our Couette cell has rotational symmetry. The particle config-
urations have diﬀerent symmetry properties: Either there is translational lattice
symmetries or, for particle centers on concentric rings, there is only m-fold rota-
tional symmetry within one ring with m particles, the neighboring rings have more
particles m + α or less m− β, so in fact, the whole system does not have an exact
rotational symmetry at all. Further, Assumption 2 is only fulfilled for the lowest
fillings, and the flow field has a strong radial anisotropy as shown in Fig. 5.2.
As the data in Fig. 4.21 for the eﬀective viscosities up to the range of φ ≈ 0.3
are in good agreement with the linear theory, i.e. with the assumption of linear
superposition, we conclude that our choice of ordered particle configurations which
does not have the symmetry of the flow field is suﬃcient for the problem without
introducing additional disorder.
To make sure, we have run reference configurations where we have dislocated
the particles from the ordered positions: The variation in the eﬀective viscosity is
insignificant.
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Fig. 5.2 Histogram of the flow field during the time evolution from the initial
value (t = 0[s], lightest blue) to the equilibrium (t = 0.42[s], darkest blue). The
deformation of the flow field around the particles is clearly visible as dips in the
distribution.
Only for higher filling rates, we obtain significant deviations from the linear
theory towards higher eﬀective viscosities. Nevertheless, for fillings larger than φ =
0.3, Assumption 3 is definitely violated, the inter-particle distance becomes smaller
than the particle radius.
54
CHAPTER 5. PARTICLE CONFIGURATION AND THE
HASHIMOTO-SOLUTION
Another reason for the failure of the Stokeslet-theory may be the following: The
Stokeslets are derived for particles in a configuration of equilibrium flow, i.e. for
particles with a constant velocity vector. For the Couette cell, where the direction
of the flow changes continuously, it is not clear whether “Stokeslets”, force eﬀects
of an equilibrium flow, as such exist, because the existence of the equilibrium is
debatable for particles whose diameter is not negligible with respect to the system
dimensions.
Summary and Conclusions
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Fig. 5.3 Homogeneous grid before tak-
ing boundary into account.
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Fig. 5.4 Boundary taking into account:
most particles are missing near boundary.
• For fluid only, our setup for the measurement of the eﬀective viscosity between
Couette Flow cylinders reproduces the inputed value with increasing number
of corners for the approximating polygons, there is no ‘artificial viscosity’ in
our simulation approach. The convergence is not strictly monotonous, as the
torque depends crucially on the (varying) distance between the inner and the
outer polygon.
• In general, the time evolution shows two regimes: at the beginning, an equili-
bration, then a plateau. Various noisy and non-stationary time-evolutions are
also possible. The non-stationary fluctuations are due to noise from coarsened
grid and incommensurability between particles and inner walls.
• For coarser grids, the eﬀective viscosity is reduced compared to finer grids due
to the reduced curvature variation.
• Noise increases the eﬀective viscosity due to the artificial increase of the vari-
ation in the flow field.
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• The combined simulation of DEM-particles in an FEM-fluid for particle den-
sities close to the fluid densities for particles sizes of 0.2[mm] and below be-
comes impracticable due to the high noise amplitude: For larger particle sizes
or larger densities, simulations are feasible nevertheless. The noise amplitude
is a result of the noise on the boundary acting on the inertia, higher grid
resolution has no eﬀect on the noise level.
• For homogeneous particle configurations, it is either possible to use positions
on periodic lattices or positions of the particles on concentric rings in more-
or-less constant distance.
• For area fractions of up to φ = 0.3, the linear theory gives a good description
of eﬀective viscosity.
• Only for area fractions beyond φ = 0.3, an increase of the eﬀective viscosity
faster than linear is observed. The onset of the non-linear increase is in the
same range of φ = 0.3 as for the theoretical predictions in three dimensions.
• For a given generated homogeneous particle configuration (see Fig, 5.3), close
to the boundary, particles must be removed to avoid particle overlap with the
boundary (see Fig, 5.4): Accordingly, the values for the eﬀective viscosity are
slightly (within 5% in the worst cases) below the linear theory, which itself
oblivious to boundary eﬀects.
• For systems filled with regular polygons of the same number of corners, for
the same area fractions, the eﬀective viscosity is higher for the polygons with
the higher number of corners.
• For Couette flows with the size relations of inner cylinder and particles as
in our simulation, for all of the particle configurations we used (irrespective
of regularity) we did not find any of the interferences which were derived by
Hashimoto for periodic system with lattice periodic configurations. It seems
that the rotary invariance of the boundary conditions is incommensurable with
any translational invariance of the particle configuration.
• For the Couette flow, the centrifugal force cannot be compensated even if
particles of the same density as the fluid are used, because the larger part of
the particles is in a larger distance of the center of the system than the center
of mass.
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