The angle biased Monte Carlo technique is applied to simulate the OCT signal from homogeneous turbid medium. The OCT signal is divided into two categories: one is from a specific imaging target layer in the turbid medium (Class I photon); the other is from the other background medium (Class II photon). The Class II signal has wider spatial and angular distribution than the Class I signal. And it experiences more scattering events. The multiple scattered photons will decrease the contrast of the OCT image and their contributions become dominant at larger depths. The average number of scattering events increases with the probing depth for both Class I and Class II lights. Experimental study is conducted by measuring the depth-resolved degree of polarization (DOP) of the back-scattered signal from the turbid media. The DOP is derived from the Stokes vector measurements. The incident light is linear polarized and could be depolarize by the multiple scattering. The DOP decreases to 0.5 when Class I signal is equal to the Class II signal. Experiments in the Intralipid solution with different scattering coefficient show the imaging depth is limited to 3 -4 optical depths.
INTRODUCTORY
Because of its high spatial resolution and high dynamic range, optical coherence tomography (OCT)' has drawn much attention recently. Unfortunately, its applications in highly scattering biological tissue are limited by its penetration depth unlike its successful applications in transparent tissues such as the ocular organs.23 It is believed that multiple scattering that becomes dominant at large depths is the fundamental limitation for OCT to achieve a large probing depth in turbid media. 4 In order to understand the governing physical process and better interpret the OCT signal in highly scattering media, a couple of theoretical models have been developed. Pan et at5 established the relationship between the path-length resolved reflectance signal with the OCT signal using linear system theory. They used Monte Carlo technique to simulate the pathlength resolved reflectance but did not separate the effects of the singly scattered light and the multiply scattered light. Recently, Schmitt et al 6 described an OCT model based on the Huygens-Fresnel diffraction optics. They split the OCT signal as the summation of singly back-scattered light (coherent) and multiply scattered light (partially coherent). The effect of multiple scattering on the formation of speckle patterns and the degradation of image contrast were demonstrated.
In reality, light scattering in turbid media is a complex process, and it is only an approximation to assume that the OCT signal is from single back-scattering alone. A photon still contributes to the OCT signal after a limited number of scattering events. A more realistic model is needed to study the OCT signal from the turbid media.
In this paper, we simulate the light scattering process in homogeneous turbid media by Monte Carlo method. 7 The OCT signal is divided into two classes: one is the light coming from the target layer in the medium; and the other is the light coming from the background other than the target layer. Angle biasing technique8 is applied to speed up the simulation and reduce the statistical variance. A polarization sensitive OCT is used to measure the depth resolved degree of polarization (DOP) of back-scattering signal from turbid media. The DOP is derived from the Stokes vector of the back-scattered signal. Because the multiple scattering will depolarize the incident light, the change of polarization degree is a sensitive indication ofthe dominance ofthe multiple scattering events.
THEORETICAL STUDY

OCT model
An OCT system is a Michelson interferometer illuminated by a low-coherence light source. The light from the reference arm and the sampling arm can interfere at the detector only when the difference of their optical path-lengths is within the coherence length of the light source. The interference signal is used to construct a tomographic image of the sample. Therefore, the spatial resolution of OCT is determined by the coherence length of the light source.
In the simulation, it is assumed that the probing fiber is in direct contact with the turbid medium. For simplicity, the fiber is assumed to emit a pencil beam. The radius of the probing fiber is 10 rim, and the receiving angle is 5°. The light back-scattered from the sample is divided into two different classes: Class I and Class II (Fig. 1) .
The Class I light is the light scattered from a specific layer whose central depth corresponds to the path-length of the reference arm and whose thickness is determined by \ItJ 11 (1) Fig.1 . Composition of the OCT signal, where I represents the light from the specified target layer (Class I), and H represents the light from the rest of the medium (Class II).
where n is the refractive index of the medium, l is the coherence length of the light source in vacuum, and Az is the thickness of the layer. Because the photons scattered from this layer contain information about the local optical properties, the Class I light is considered the useful signal that provides direct imaging information. The Class II light is the light scattered from the rest of the medium whose optical path-length is within the range of [p-4/2, p+l!2], where p is the path-length of the reference arm. Because the path-length difference between this part of the light and the reference light is within the coherence length, the Class II light affects the OCT signal. The Class Ii light may be from anywhere above the specific layer in the turbid medium, i.e., it does not contain information about the specific probing depth in the medium. Therefore, this part of the light is responsible for the degradation of the contrast of OCT images and may overwhelm the Class I signal at large probing depths.
The OCT signal can be written as :5 Jd(r) = 1s 'r +2(JsIr)1I2 Re[Vrnc(r)], (2) where t is the time delay between the reference arm and the sampling arm; i. and I. are the ensemble averaged light intensities from the reference arm and the sampling arm, respectively; and Vmc i5 the mutual coherence function of the light from the two arms and is assumed to be rectangular for simplicity. Equation (2) indicates that the OCT signal is proportional to the square root ofthe diffuse reflectance h. In our model, I. is the summation ofthe Class I light (li) and the Class II light (12):
The light whose path-length difference with the reference path-length is beyond the coherence length is simply discarded because it does not contribute to the OCT signal.
Angle biased Monte Carlo simulation
Monte Carlo simulation has been proved to be an accurate method to study photon-tissue interaction. Because biological tissues usually have very large anisotropy factors, light undergoes highly forward scattering and has a small chance to be back-scattered. However, OCT modeling requires very high spatial resolution (of the order of the coherence length).
Therefore, it would be a very time consuming task to use the conventional Monte Carlo algorithm. In order to accelerate the computation, we applied a variance reduction technique called "angle biased" sampling. 8 The basic idea is to use an artificial scattering phase function to replace the true phase function when sampling the scattering angle and then update the photon weight according to: (4) f (O,ço) wheref(9,ço) is the true phase function for the photon scattering,f(9,çp) is the artificial phase function used in the sampling, w is the photon weight corresponding to the phase functionf(9ço), and w is the photon weight corresponding to the phase functionf('1 çø).
To implement angle biasing in our modeling, the Henyey-Greenstein phase function is chosen to sample the photon scattering angle:
where g is the anisotropy factor, and cosO is the photon deflection angle of a single scattering event. p(-cos2) is applied as the artificial phase function. In other words, after cos1 is sampled with p(cos9), (-cosO) is actually used to calculate the traveling direction ofthe photon packet Meanwhile, the photon weight is adjusted by:
w. (6) 1+g2 -2gcos0)
The same technique was used in the simulation of confocal microscopy.9 Our simulation results show that this method has greatly improved the statistical properties of the calculated diffuse reflectance and significantly reduced the computation thiie.
Simulation process
The specular reflection from the fiber-tissue interface is neglected in our simulation. The basic Monte Carlo simulation method is described in detail in ref. 7 . In the modeling process, a layer in the medium is specified with a central depth corresponding to a predefined optical path-length in the reference arm ( Fig. 1 ). Photons are launched and traced by the standard Monte Carlo method. Whenever a photon hits this layer, it is labeled, and its scattering angle is sampled by the angle biased sampling technique such that the back-scattering process is preferentially traced. Otherwise, the photon scattering is sampled by the normal Henyey-Greenstein phase function. The optical path-length of each photon packet is also recorded. The photon is discarded whenever the difference between its path-length and the reference path-length is beyond the source coherence length. The labeled photons reaching the detector are scored into the Class I signal and the unlabeled photons are scored into the Class II signal. The signal intensity is calculated as the square root of the diffuse reflectance, and the decay constant of the signal is calculated as the derivative of the signal intensity with respect to the probing depth. When the photons exit the surface of the turbid medium, the horizontal distance from the point of light incidence and the exit angle with respect to the normal to the surface of the medium are recorded for calculation of the spatial or angular distribution of the signal.
SIMULATION RESULTS
Verification of angle biased Monte Carlo
To verify the correctness of the angle biased Monte Carlo technique in this simulation, we compare the spatial and angular distributions of the Class I signal for small probing depths with those of the conventional Monte Carlo simulation. The comparison for a large probing depth is difficult because the statistical error in the conventional Monte Carlo method is too large. Figure 2 shows the results for the depth of 100 .tm. Both simulations use 108 incident photons. Obviously, the angle biased sampling technique yields much smoother results than the conventional approach. The calculated total reflectances by the two methods are in agreement with each other. For example, for the depth of 100 sm, they are 
OCT signal profiles for different probing depths
The coherence length of the light source in vacuum is assumed to be l = 15 .tm. The optical properties of the turbid medium are assumed as follows: the refractive index n = 1 .5, the absorption coefficient au,, = 1 .5 cmt, the scattering coefficient = 60 cm', the total attenuation coefficient p = p + p 61 .5 cm', and the anisotropy factor g = 0.9. The Class I photon and Class II photon have very different spatial and angular distributions. As shown in Fig. 3 , the Class II signal has a much broader spatial distribution than the Class I signal. Although the spatial distributions of both signals become broadened as the probing depth increases, the Class II signal is broadened much faster than the Class I signal. Usually, an OCT system has a detection area much smaller than the spatial distribution of the Class II signal, which is very helpful to reject most of the Class II signal.
If the detection area on the sample surface has a radius rd of 10 sm, the normalized angular distributions of the Class I and Class II signals with angular resolution of 5° are shown in Fig. 4 . Clearly, the Class II signal has a much wider angular distribution than the Class I signal. Although the absolute intensity decreases as the probing depth increases, the distribution profiles are almost the same. With an optimal detection angle, the detector should accept the Class I light as much as possible and reject the Class II as much light as possible. There is a trade off because when the detection angle is narrowed to reject the Class II photon, the received Class I signal is reduced, and vice versa. If the detection area is limited to rd = 10 sm, and the detection angle is limited to Od = 5°, then the Class 11 signal intensity exceeds the Class I signal intensity at the depth of approximately 500 .tm (Fig. 5) . This critical depth, at which the Class II light intensity is equal to the Class I light intensity, should actually be larger because the numbers of scattering events related with the Class 11 and the Class 1 signals are different. The Class II photons undergo more scattering events than the Class I photons. The average number of scattering events of the Class II signal increases faster with the probing depth than that of the Class I signal (Fig. 6) . Because multiple scattering depolarizes the light, the actually measured OCT signal is less than the calculated signal intensity. In an idealized scenario where we assume that the polarization of the Class 11 light is completely randomized for large probing depths while the polarization of the Class I light is maintained, the critical depth becomes approximately 700 sm (Fig. 5 ). This crossover point is important because at this point the 100% image contrast decreases to 50%. When the light in both the classes is partially polarized, the critical depth is between 500 and 700 sm. Figure 6 indicates that the Class I light also contains multiply scattered photons. The average number of scattering events in the Class I signal returned from a depth of 200 sm is 2 and increases linearly with the probing depth. Owing to the requirement of matching the optical path-lengths, these multiple scattering events in the Class I light must be small angle scattering. Otherwise, their optical path-length difference with the reference arm would exceed the coherence length and would not contribute to the OCT signal. Therefore, these multiply scattered Class I photons will still largely preserve their polarization properties and hence can not be rejected by the detection system. Theoretically, only the singly back-scattered photons can directly furnish the exact local optical information because they do not experience interactions elsewhere. Conversely, the multiply scattered photons do not furnish accurate local optical information because they experience interactions at multiple sites. Figure 7 shows the decay of the Class I signal with different numbers of scattering events. The singly back-scattered light is the strongest for small probing depths but is soon exceeded by multiply scattered light as the probing depth increases. It can be seen that all the curves decay almost exponentially. The decay constant (double pass) of the singly back-scattered light is much greater than the total attenuation coefficient In this example, the decay constant is -9O cm', while = 6 1 .5 cm'.
This phenomenon can be easily understood by considering the geometric scheme ofthe OCT system in this simulation.
In general, the detected signal intensity depends on three factors: (1) the number ofphotons hitting the target layer; (2) how many of these photons are back-scattered; and (3) among the back-scattered photons, how many reach the detection area.
For the OCT scheme used in this simulation, we can assume that the singly back-scattered photons from different depths have the same angular distribution because they have the same scattering probability distribution. The singly back-scattered light from a large depth has a large output size on the surface and hence is captured less by the detector. This effect leads to a decay constant of the singly back-scattered light greater than js For the multiply scattered component of the Class I signal, the collective effect of these factors leads to a decay constant that is slightly different from p. 
EXPERIMENT STUDY
According to Mie theory, single 180° back-scattered photon by spherical scatter preserves its polarization, while multiple scattering events will depolarize the polarized light'0. Assuming the Class 11 photon has been totally randomized at some depths, the polarization degree of the back-scattered signal will decrease to 0.5 at the cross point when Class 1 signal Is,P : I I IrP (8) where 'Oct is the detected OCT signal intensity, I r,p 5 the intensity of the reference beam. In the experiment, the incident light is horizontal polarized. The variable-wave plate at the reference arm is adjusted to sequentially achieve the H, V, P and R polarization states. The light intensities of the reference arm are measured for calibration purpose. The OCT system is carefully calibrated and validated. The four reference polarization states are examined in terms of polarization purity. The polarization purity is defmed as Imj,/Im, where Jm is the signal intensity of the designed polarization state, and I,,,,, is the intensity of the orthogonal polarization state. The measured Jmj,/Im S less than 0.15% for all of the polarization states.
Intralipid solution is used as the turbid media sample. A previous study" shows that scatters in the Intralipid solution are approximately spherical. The average size is about lOOnm which is in the Rayleigh scattering region for the SLD wavelength of 830nm. In this specific experiment, the S2, S3 terms of the Stokes vector are always zero due to the symmetrical property. Therefore the DOP could be simply derived as DOP = S1 I S0. The OCT signal is multiply averaged to reduce the speckle noise. Polynomial fitting is applied to each measurement to obtain a smooth curve for calculation.
A typical result is shown in Fig.9 . The sample is 1% Intralipid solution. The co-polarized OCT signal initially decays exponentially. At some depth, the decay becomes slower which indicates the multiple scattering begins to cumulate. The DOP curve reveals more clearly this trend. Initially, the DOP is near 1 .0 and the back-scattered light preserves its polarization. In other words, the single back-scattering signal is dominant until this point. When the depth increases more, the DOP begins to drop. If we assume that the Class I signal preserves its polarization and the Class H signal is totally depolarized beyond some depths, then there is a crossover point where DOP becomes 0.5. At this point, the Class I signal intensity is equal to the Class II signal intensity. This crossover point can be considered as the achievable image depth for the OCT system in this specific turbid medium. The image depths (DOP=0. 
CONCLUSION
In this paper, the angle biased Monte Carlo method has been used to study the optical coherence tomography signal in homogeneous turbid media. The OCT signal is divided into two categories: one is the light back-scauered from the target layer (Class I) and the other is the multiply scattered light from the background other than the target layer (Class II). The multiply scattered photons decrease the contrast of the OCT image and dominate the singly back-scattered component for large probing depths. The Class II signal has wider spatial and angular distributions than the Class I signal and experiences more scattering events. The average number of scattering events increases linearly with the probing depth for both the Class I and Class II signals. Because of the limitation of the optical path length (Coherent Gating), the multiple scattering events associated with the Class I photons are probably forward scattering events. By using a polarization sensitive OCT, we show that the change of polarization degree can be used to indicate the dominance of the multiple-scattered signal. Experimental results show the imaging depth is limited to 3-4 OD's by the multiple scattering events. Such results may depend on the specific imaging scheme and further study is needed to achieve the optimal imaging depth. 
