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COMPLEX DYNAMICS WITH FOCUS ON THE REAL
PART
JOHN ERIK FORNÆSS AND HAN PETERS
Abstract. We consider the dynamics of holomorphic polynomials in
C. We show that the ergodic properties of the map can be seen already
from the real parts of the orbits.
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1. Introduction
Science is concerned with describing the world and mathematics is an im-
portant tool. One can use mathematics to obtain equations for how a system
will change over time. To get manageable equations, the usual procedure is
to suppress some of the parameters which play a role in the system. This
simplifies the mathematical equations, but it is important to ask whether
the obtained results still accurately describe the original situation. In this
paper, we will investigate rigorously whether one can recover precise results
when one suppresses some variables. We will do this in the case of one
dimensional complex dynamics, where the exact theory is highly developed.
Questions similar to those addressed above were studied by Takens in [4],
where the following result was proved.
Theorem 1.1 (Takens). Let M be a compact manifold of dimension m.
For pairs (φ, y), φ : M → M a C2 diffeomorphism and y : M → R a C2
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function, it is a generic property that the map Φ(φ,y) :M → R
2m+1, defined
by
Φ(φ,y)(x) = (y(x), y(φ(x)), . . . , y(φ
2m(x)))
is an embedding.
Hence all information about the original dynamical system can be re-
trieved from the suppressed dynamical system. When the map φ is not
injective one should not expect the Takens’ Theorem to hold. For example,
one could have distinct points z, w ∈ X with y(z) = y(w) and φ(z) = φ(w).
The points z, w will be identified once the other variables are suppressed. In
fact, such identifications will always occur in our complex analytic setting.
Let P : C → C be a polynomial of degree d ≥ 2. Let z = x + iy denote
coordinates in C. We use the notation zn = xn + iyn to denote an orbit,
zn = P
n(x0 + iy0). We will consider the real orbits {xn}n≥0.
We prove that it will suffice to consider only the first N(P ) terms:
Lemma 1.2. Let P (z) be a complex polynomial of degree d ≥ 2. Then there
exists an integer N = N(P ) so that if {xn + iyn} and {un + ivn} are two
orbits and xn = un for n ≤ N , then xn = un for all n.
Let Φ : C → RN+1, denote the map Φ(z0) = (x0, . . . , xN ), and let S =
Φ(C). For z0 ∈ C we define the map Q : S → S by Q ◦ Φ = Φ ◦ P , which
gives
Q(x0, . . . , xN ) = (x1, . . . , xN+1).
Even though our map Φ will not be an embedding, it is possible that
many properties of the dynamical system (C, P ) can still be observed for the
system (S,Q). We will focus on ergodic theoretic aspects of the dynamical
systems. The following is a classical result by Brolin, Lyubich and Mane,
see [1], [2], and [3].
Theorem 1.3 (Brolin, Lyubich, Mane). There is a unique invariant, ergodic
probability measure µ on C of maximal entropy, log d.
We define a probability measure ν on S by ν = Φ∗(µ). Our main result
is the following:
Theorem 1.4. Let P be a non-exceptional complex polynomial of degree
d ≥ 2. Then the probability measure ν is invariant and ergodic. Moreover
it is the unique measure of maximal entropy, log d.
The plan of the paper is the following. In the next section we introduce
the concept of non-exceptional polynomials. We also prove Lemma 1.2 and
provide some basic estimates on orbits. In Section 3, we investigate mirrored
orbits, i.e. points z0, w0 for which xn = un for all n. Topological entropy
on S is introduced in Section 4 where it is proved that the entropy is log d.
The metric entropy on S is defined in Section 5, and in Section 6 we prove
Theorem 1.4.
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2. Preliminary results
Lemma 2.1. Let P (z) denote a complex polynomial of degree d ≥ 2. Then
there can be at most one vertical line which is mapped to a vertical line.
For all other lines, the number of points in any given vertical line which is
mapped to any other given vertical line is at most d.
Proof. For notational simplicity we work with horizontal lines instead. If
a horizontal line is mapped to a horizontal line, then after translations we
can arrange that both lines are equal to the x axis. Let us write P (z) =∑d
n=0 anz
n. The invariance of the real axis is equivalent to all an being real.
We show that no other horizontal line is mapped to a horizontal line. We
may assume that if there exists another horizontal line which is mapped to a
horizontal line, then it is the line given by y = 1. Let f(x) =
∑
an(x+ i)
n as
a function of x ∈ R. Since the imaginary part is constant, the derivative must
be real. Hence
∑d
n=1 nan(x+ i)
n−1 is real valued. But then
∑d
n=1 nan(x+
i)n−1 −
∑d
n=1 nanx
n−1 ∈ R. By looking at terms of order d− 2 in x we see
that i(d(d−1)adx
d−2)+O(xd−3) is purely real. This is not possible for large
x.
It remains to be shown that if the image A of a line is not included in
another line B, then at most d points in A are mapped to B.We may assume
both lines are the x axis, and the map has the form P =
∑d
n=0 anz
n. We
write an = bn + icn, so on the x axis the map looks like
P (x) =
∑
bnx
n + i
∑
cnx
n.
The imaginary part is a non-zero polynomial of degree at most d, so can
have at most d real zeros (counted with multiplicity). 
For polynomials of degree 3, all polynomials with real coefficients must
map some vertical line to a vertical line. We note that this is not the case
for any other degree greater or equal to 2.
Lemma 2.2. Let P be a polynomial of degree 3 with real coefficients. Then
it must send some vertical line to some vertical line.
Proof. After real scaling and real translations in the domain and range, we
can write P (z) = z3 + az for some real a. But then the imaginary axis is
mapped to itself. 
We prove Lemma 1.2.
Lemma 2.3. Let P be a polynomial of degree d ≥ 2. There exists an integer
N(P ) so that for any two real orbits {xn}n≥0 and {un}n≥0 with xn = un for
n = 0, 1, ..., N(P ), we have xn = un for all n ≥ 0.
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Proof. Let Qn(x, y, u, v) = Re(P
n(x+ iy)− Pn(u+ iv)), and set
Zn = {Q0 = · · · = Qn = 0}.
Then for some N(P ) we have that Zn = ZN(P ) for all n ≥ N(P ). 
We let S,Φ, Q be as in the introduction. Then S ⊂ RN+1 ⊂ RN+1 ∪∞
which is a subset of the N + 1 sphere. We extend P to C ∪ {∞} = C, i.e.
the Riemann sphere by mapping the point at infinity to itself. We call the
extension P .
Note that we can conjugate with any affine map of the form az + b with
a nonzero real, because these maps preserve vertical lines. Hence we can
assume the polynomial is of the form
P (z) = eiθzd +O(zd−2).
Definition 2.4. If P maps a vertical line to itself, we say that P is strongly
exceptional.
We give an example of a strongly exceptional map.
Example 2.5. Let P (z) = −iz2+ ia for a real number a. Then P (0+ iy) =
i[y2 + a]. Hence the imaginary axis is invariant and the dynamics on the y
axis is y → y2 + a. For large a the Julia set is contained in the y axis. For
this map the measure µ of maximal entropy is supported on the y axis, so
the push forward ν to S is the Dirac mass at 0. In particular the result in
Theorem 1.4 does not hold.
The following is clear.
Lemma 2.6. A polynomial P (z) = adz
d+
∑d−2
j=0 ajz
j is strongly exceptional
if and only if the y axis is mapped to itself, which is equivalent to aji
j−1 being
real for all j ≤ d.
Definition 2.7. We say that P (z) = adz
d+
∑d−2
j=0 ajz
j is weakly exceptional
if adi
d−1 is real, but there is at least one 0 ≤ j ≤ d − 2 for which aji
j−1 is
not real.
If P is weakly exceptional, then the set S := S ∪∞ is not compact. We
will exclude this case from consideration. In fact,
Theorem 2.8. If P is exceptional, then the image Φ(C) is not closed in
R
N+1.
Proof. First suppose that P is strongly exceptional. Without loss of general-
ity we may assume that P maps the imaginary axis to itself. Let x ∈ R\{0}
and consider points zk = x + ik. Then for k ∈ N large enough we obtain
a sequence of pre-images w1, . . . , wN , with P (wn+1) = wn and P (w1) = zk,
for which w1, . . . wN converge to the imaginary axis as k → ∞. Therefore
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the points (Re(wN ), . . . ,Re(w1), x) lie in Φ(C) and converge to (0, . . . , 0, x)
as k →∞. But (0, . . . , 0, x) /∈ Φ(C), hence Φ(C) is not closed in RN+1.
Now suppose that P is weakly exceptional. We use horizontal lines instead
of vertical lines for convenience. Note that since the real axis is not mapped
to itself, there can be at most d points on the real axis for which y0 = y1 =
0. Hence if we can show if there are more than d values for t such that
(0, 0, . . . , 0, t) is in the closure of S, then we have shown that S is not closed.
We can assume that P (z) = zd + ad−2z
d−2 + · · · . Let w denote Bo¨ttcher
coordinates near infinity. We then easily see that w = z+ αz +O(
1
z2
)+ · · · or
equivalently that z = w− αw + · · · . The real line is invariant in the Bo¨ttcher
coordinate, so there is an invariant curve for P (z) of the form y = u−αu+· · · .
Given an initial point z0 corresponding to w0 = re
iǫ, we get wk = r
dked
kiǫ
and then zk = r
dked
kiǫ − α
rdkedkiǫ
+ · · · . We see then that yk = r
dkdkǫ+ · · · .
We choose ǫ so that rd
N
dN ǫ = t. The conclusion follows. 
We next study polynomials which are neither strongly nor weakly ex-
ceptional. We call these non-exceptional. They are characterized by the
condition that adi
d is not purely imaginary.
Theorem 2.9. If P is a non-exceptional polynomial, then S ∪ ∞ = S is
compact. Moreover, the map Φ extends to a continuous map from P1 to S
by sending infinity to infinity. Similarly, Q extends to a continuous map
from S to itself by sending infinity to infinity.
To prove the theorem it is sufficient to show that if {zn} form an un-
bounded sequence in C, then the images {Φ(zn)} form an unbounded se-
quence in RN+1. We do this by estimating orbits.
We write adi
d = A + iB. Then the assumtion that P is non-exceptional
gives A 6= 0. Pick some small η > 0 so that η(1 + η)d−1 ≤ |A|4d|ad| . Note that
by the mean value theorem |(1 + z)d − 1| ≤ d(1 + |z|)d−1|z| for any complex
number z.
Lemma 2.10. There exists an R > 0 so that if |x| ≤ η|y| and |y| ≥ R then
|x1| ≥
|Ayd|
2 .
Proof.
P (z)− ad(iy)
d = ad(iy)
d
(
(1 + (x/(iy))d − 1
)
+
∑
n<d
an(x+ iy)
n
|x1 −Ay
d| ≤ |ady
d|d(1 + η)d−1η +
|Ayd|
4
≤
|Ayd|
2

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We set σ := η1+η , i.e.
1−σ
σ =
1
η .
Lemma 2.11. There exists an R′ > 0 so that if |x| ≥ η|y| and |x| ≥ R′,
then
(i) |x1| ≥
σ|ad||x|
d
2 , or
(ii) |x1| ≤ η|y1| and |y1| ≥
(1−σ)|ad ||x
d|
2 .
Proof. We have x1+iy1 = ad(x+iy)
d+
∑
n<d an(x+iy)
n. Hence if R′ is large
enough, |x1|+ |y1| ≥ |x1 + iy1| ≥
|ad||x+iy|
d
2 . It follows that if Conclusion (i)
fails, then |y1| ≥
(1−σ)|ad ||x
d|
2 , but then also it follows that |y1| ≥
1−σ
σ |x1|. 
Lemma 2.12. There exist R′′, λ > 0 so that if x + iy ∈ C and |x| ≥ R′′,
then |x1| ≥ λ|x|
d or |x2| ≥ λ
d+1|x|d
2
. In fact in general, |xn| ≥ λ
d
n
−1
d−1 |x|d
n
cannot fail for two consecutive positive integers n.
Proof. It suffices to prove the first part. Assume that |x| ≥ R′′ where R′′
will be chosen sufficiently large. The first possibility is that |x| ≤ η|y|.
Then |y| ≥ R′′/η ≥ R. Hence by Lemma 2.9 |x1| ≥
|Ayd|
2 ≥
|A||x|d
2ηd
. The
other possibility is that |x| ≥ η|y|. Then we can conclude Case (i) or (ii) in
Lemma 2.10. In Case (i) we are done, so assume we are in Case (ii). Then
the point (x1, y1) satisfies the condition of Lemma 2.10. Hence
|x2| ≥
|Ayd1 |
2
≥
1
2
· |A|
(
(1− σ)|ad||x
d|
2
)d
.

Theorem 2.9 now follows from the combination of Lemmas 2.10 and 2.12.
3. Mirrored Orbits
The goal of this section is to study which points z, w in C cannot be
distinguished by their real orbits.
Definition 3.1. A point z ∈ C is mirrored by w if w 6= z and Re(zn) =
Re(wn) for all n ≥ 0. We say that z is mirrored if there exists a w that
mirrors z.
If P has real coefficients then every point z = x+iy with y 6= 0 is mirrored
by z¯.
Definition 3.2. Consider points z and w that mirror eachother. We say
that the mirror breaks if there exists an n ∈ N so that Pn(z) = Pn(w).
Recall that a polynomial P =
∑d
n=0 anz
n is called exceptional if the
equation Re(adi
d) = 0 is satisfied. Throughout this section we will assume
that the polynomial P is not exceptional.
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Lemma 3.3. Suppose that there exists an open set U of points that are
mirrored. Then the mirroring extends to an unbounded connected open set.
Proof. We first write P (x, y) = (A(x, y), B(x, y)) as a map on R2. Here
A,B are real polynomials of two real variables. We complexify this as a
map P ′(u, v) = (A′(u, v), B′(u, v)) from C2 to itself, where we replace x
and y by independent complex variables. For z ∈ U, let φ(z) be a point
that mirrors z. We may choose φ real analytic, and write V for the set of
mirror images. The real analytic map φ(x, y) between U and V extends to
a biholomorphic map ψ(u, v) = (u,Λ(u, v)) between open sets U ′, V ′ in C2.
If we write the iterate (P ′)n(u, v) = (A′n(u, v), B
′
n(u, v)) then we have, by
analytic continuation, the equation A′n(u, v) = A
′
n(ψ(u, v)) on U
′.
By our assumption that P is not exceptional, it follows that the poly-
nomial A(x, y) contains the term yd. Then the level sets of A′(u, v) are
branched covers over the u axis. Inside such level sets, the map ψ(u, v)
maps points on a level set to the same level set without changing the u co-
ordinate. This map extends by monodromy along any curve in the level set
which avoid branch points. The map might be multiple valued. We show
that for large values of |u| all the solutions of A′(u, v) = 0 are real values of
v, when u is real:
Let Lc = {A(x, y) = c} for real c, |c| ≤ C. We want to show that if
A′(u, v) = A′(u, v′) = c and ‖(u, v)‖ ≥ R, then v′ is real if u is real. This
will ensure that the mirror exists on an open set near ∞ in C.
For large ‖(u, v)‖, we have that |v| ≤ K|u| if A′(u, v) = c. Moreover, for
fixed u, the equation A′(u, v) = c has d complex roots v with multiplicity.
However, we see that for u real and large, A(u, v) = c has already at least
d real roots v : We see this by writing x + iy = reiθ. Then P (x, y) =
|ad|r
deidθ+ψ + · · · . The equation Re(P ) = c will have at least d solutions.
By analytic continuation this mirroring extends for all n by the same
monodromies. We next restrict back to the real coordinates. By the previous
observation we have extended the mirroring to an unbounded connected
open set. 
Let us denote by I∞ the basin of attraction of infinity. Recall that near
infinity a polynomial P = adz
d + · · · + a0 is conjugate to z → z
d. The
conjugation map φ∞ is called the Bo¨ttcher map, and if φ∞(z) = re
2πiθ
then r and θ are called the Bo¨ttcher coordinates of z. A curve of the form
Arg(φ∞(z)) = 2πθ is called an external ray with angle θ. Let G denote the
Green function for the filled in Julia set of P.
Lemma 3.4. Suppose that z is mirrored by w. If G(w) > G(z) then for
sufficiently large n ∈ N the point wn must lie on an external ray with angle
±14 .
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Proof. By our assumption |wn||zn| → ∞, hence |Arg(wn)| must converge to
π
2 .
As z 7→ adz
d acts expansively on the external rays this convergence can only
occur if for all sufficiently large n ∈ N the point wn lies on an external ray
with angle ±14 . 
Corollary 3.5. Except for points on a real one-dimensional set, z ∈ I∞ can
only be mirrored by points on the same level curve of the Green function.
As large sub-level sets of the Green function are strictly convex we obtain
the following.
Corollary 3.6. For sufficiently large R > 0 generic points z ∈ C \ D(R)
can be mirrored by at most one point, which must lie on the same level curve
of the Green function.
Lemma 3.7. Suppose that there exists an unbounded open set on which all
points are mirrored. Then ad is real.
Proof. Suppose a generic z, with |z| large, is mirrored. As noted above, z
can only be mirrored by the point w lying on the other intersection of the
level curve of G with the vertical line through z. In particular we notice
that Arg(w) + Arg(z) → 0 as |z| → ∞. The same must hold for P (w) and
P (z), unless P (z) = P (w) which will not hold on an open set.
Denote the argument of ad by θ. As |z| → ∞ the arguments of P (w) and
P (z) are approximately equal to the arguments of adw
d and adz
d, which are
dArg(w) + θ and dArg(z) + θ. Hence we see that
dArg(w) + θ ∼ −(d · (−Arg(w)) + θ),
which means that the argument 2θ must be close to 0. As the error goes to
0 as |z| → ∞ while θ is fixed, it follows that ad must be real. 
We will proceed to prove the following.
Theorem 3.8. Suppose that there exists a non-empty open set U so that
every z ∈ U is mirrored. Then P has real coefficients.
Proof. By our assumption on U and by Lemmas 3.3 and 3.7 the leading
coefficient of P is real. Hence we may conjugate with a linear map z 7→ az+b,
with a 6= 0 real, such that P becomes of the form z 7→ zd+ad−2z
d−2+· · ·+a0.
Such a conjugation maps mirrored points to mirrored points.
As noted above, the open set U extends to an unbounded open set on
which mirroring occurs. Hence we may well assume that U lies in the neigh-
borhood of infinity where the Bo¨ttcher coordinates are defined. Note that
points in Pn(U) must be mirrored for all n ∈ N, unless mirrors break which
can only happen on 1-dimensional subsets. Let φ∞(z) = z + l.o.t. be holo-
morphic in a neighborhood of infinity such that φ∞(P (z)) = φ∞(z)
d for z
sufficiently large. It follows that for N sufficiently large the set φ(PN (U))
contains an annulus centered at the origin.
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For the purpose of a contradiction we assume that the coefficients of P
are not all real, and write P = g + ih, where g and h have real coefficients.
We write
g(z) = zd + ad−2z
d−2 + · · · + a0, h(z) = bkz
k + · · ·+ b0,
where bk 6= 0, and without loss of generality we may assume that bk > 0.
We consider the image under P and P 2 of an interval I = {R+ iy}, with
R > 0 large and |y| < 1. Note that
g(R+ iy) = g(R)+ idRd−1y−
(
d
2
)
Rd−2y2+O(Rd−4)O(y2)+ iO(Rd−3)O(y),
and
ih(R + iy) = ih(R) − kbkR
k−1y + iO(Rk−2)O(y2) +O(Rk−2)O(y).
Hence
X(y) :=Re(P (R+ iy))
= g(R)−
(
d
2
)
Rd−2y2+O(Rd−4)O(y2)− kbkR
k−1y +O(Rk−2)O(y).
It follows that Xyy < 0 on the interval I for R > 0 sufficiently large.
Choose C > 0 sufficiently large so that for R > 0 large enough and
y1 = C ·R
k+1−d we have(
d
2
)
Rd−2|y1|
2 >> k|bk|R
k−1|y1|.
Then we have that Xy(y1) < 0 < Xy(−y1) and that X(±1) < X(y1).
For R > 0 sufficiently large the vertical line through P (R + iy1) therefore
intersects P (I) in exactly one other point, say P (R+ iy2).
Note that g(R) > X(y1) and hence y2 < 0. One gets approximately
y2 = −y1 − δbkR
k+1−d, with 0 < δ << C.
Solving
Re(P (R+ iy2)) = Re(P (R + iy1))
one obtains
Im(P (R + iy2)) ∼ R
k(bk + C˜), and Im(P (R + iy1)) ∼ R
k(bk − C˜).
But then for R large enough one has Re(P ◦2(R+ iy2)) > Re(P
◦2(R+ iy1)).
Hence for R sufficiently large and generic y comparable to C · Rk+1−d, the
point R + iy cannot be mirrored. However, since φ∞(P
N (U)) contains a
large annulus centered at the origin, it follows that PN (U) must contain
such points R + iy, which contradicts our assumption that all points in U
are mirrored. 
Lemma 3.9. Let X = {(z, w) | z mirrors w}. Suppose that z lies on a
vertical line which is not invariant. Then there are at most d2 − 1 points w
which mirror z.
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Proof. Let x0, x1, x2 be the first three points in the orbit. Let L0, L1, L2
denote the vertical lines through these points. If P (L0) 6= L1, then by
Lemma 2.1, there are at most d points in L0 mapped to L1. So the mirror
can have at most d−1 points. If P (L0) = L1, then by our hypothesis that P
is not exceptional we have L1 6= L0 and hence by Lemma 2.1, P (L1) 6= L2.
But then at most d points in L1 can be mapped to L2 and each of those
have at most d primages in L0. So there are at most d
2 − 1 points in the
mirror of z. 
Lemma 3.10. The dimension of X is at most 2.
Proof. If we include the diagonal, the dimension is at least 2. If there is an
invariant vertical line L then L× L consists of mirrored points. This set is
two dimensional. Except for this, there is for every point z at most a finite
number of points w for which (z, w) are mirrored. This excludes components
of dimension 3 or more. 
We suppose next that X contains a 2 dimensional component, distinct
from the diagonal and L × L. Then there is a small piece of this which is
an unbranched cover over an open set U in the z axis. Then by Theorem
3.8, P has real coefficients. Then X is a graph over U , with w = φ(z).
Necessarily φ = x + iλ(x, y) and λ is real analytic. We can shrink U and
make φ a diffeomorphism between U and V = φ(U): If the mirroring is
not conjugation, then by continuation to ∞ we have at least three mirrored
points which contradicts Corollary 3.6.
In conclusion we have that :
Lemma 3.11. The set of mirrored points is of dimension at most 1, with
the exception of conjugate points in the case where P has real coefficients.
An easy way to obtain a curve of mirrored points is the following. Start
with a generic z with two pre-images z1, z2 having the same real part. Then
there is a biholomorphic map φ : U(z1) → U(z2) so that w and φ(w) have
the same image. In a neighborhood of z1, there is a zero set of the function
(Re)(φ(w) − w) which is a real curve. This is a curve of mirrored points.
4. Topological Entropy
Let X be a metrizable compact topological space and let F : X → X
be a continuous map. If U is an open neighborhood of the diagonal ∆ :=
{(x, x);x ∈ X} we define (U, n) balls B(x,U, n), centered at x ∈ X by
B(x,U, n) = {y ∈ X; {(x, y), (F (x), F (y)), . . . (Fn−1(x), Fn−1(y))} ⊂ U}.
We can use these balls to define metric and topological entropy. In this
section we discuss topological entropy. Metric entropy is introduced in the
next section.
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We set N(U, n) to be the maximum of the number of pairwise disjoint
B(x,U, n) balls one can have in X. Next we define
HU,X = HU := lim sup
1
n
logN(U, n).
If V ⊂ U are two neighborhoods of the diagonal, then HV ≥ HU . Let
U1 ⊃ U2 · · · ⊃ Un · · · be any neighborhood basis of the diagonal. Then we
can define the topological entropy
htop(F,X) = limn→∞
HUn .
If we let ρ denote any metric defining the topology of X, then we can set
Uǫ := {(x, y) : ρ(x, y) < ǫ}. We call the balls B(x, ǫ, n) and N(Uǫ, n) =:
N(ǫ, n), HUǫ =: Hǫ. So then htop = limǫ→0Hǫ.
We will investigate how entropy behaves under semi-conjugacies. Let
F : X → X and G : Y → Y be semi-conjugate continuous maps on the
spaces X, and Y , i.e. there exists a continuous map Φ : X → Y so that
G ◦ Φ = Φ ◦ F.
Lemma 4.1. If Φ is surjective, then htop(F,X) ≥ htop(G,Y ).
Proof. Let U be a neighborhood of the diagonal in Y 2. Choose n and pick
a family of N(U, n) disjoint balls B(xj, U, n) in Y. Let
V = {(u, v) ∈ X2; (Φ(u),Φ(v)) ∈ U}.
Then V is a neighborhood of the diagonal in X2. Since Φ is surjective,
we can find yj ∈ X so that Φ(yj) = xj. We will show that the balls
B(yj, V, n) are pairwise disjoint. It suffices to prove that if z ∈ B(yj, V, n)
then Φ(z) ∈ B(xj, U, n). We have that for all 0 ≤ ℓ ≤ n − 1, F
ℓ(yj, z) ∈ V.
Hence (Φ(F ℓ(yj)),Φ(F
ℓ(z))) ∈ U. Therefore, (Gℓ(Φ(yj)), G
ℓ(Φ(z))) ∈ U.
This implies that
Φ(z) ∈ B(xj , U, n).
It follows that HV,X ≥ HU,Y . Therefore htop(F,X) ≥ HU,Y for all neigh-
borhoods U. From this the lemma follows. 
Recall that for a non-exceptional polynomial P it was shown that the
map Φ : P1 → S is surjective. We conclude the following.
Corollary 4.2. If the non-exceptional polynomial P has degree d then the
topological entropy of the map Q is at most log(d).
Recall from Lemma 3.9 that if P is a non-exceptional polynomial, then
for every z ∈ P1 there are at most M = d2 − 1 points w with Φ(w) = Φ(z).
We denote by d(·, ·) the spherical metric on P1. For k ∈ N we define
Uk := {(z, w) | d(z, w) <
1
k
}.
Note that the sets Uk form a neighborhood basis for the diagonal in P
1×P1.
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Let δ = δ(k) > 0 be sufficiently small such that if z0, w0 ∈ P
1 are such
that d(z0, w0) < 2δ, then d(zj , wj) <
1
k for 0 ≤ j ≤ k − 1. Let x ∈ S and
write Φ−1(x) = {aj}
r
j=1. By continuity of the map Φ and compactness of
P
1 there exists a neighborhood Ω(x) whose lift to P1 satisfies
Φ−1(Ω) ⊂
r⋃
j=1
D(aj,
δ
2
).
Then let η = η(x) > 0 be such that
r⋃
j=1
D(aj, η) ⊂ Φ
−1(Ω),
and define N (x) to be the maximal subset of
⋃r
j=1D(aj,
η
3 ) for which
Φ−1 ◦ Φ(N (x)) = N (x).
Note that N (x) is obtained from
⋃r
j=1D(aj ,
η
3 ) by removing the relatively
closed set of points whose mirrors do not all lie in
⋃r
j=1D(zj , η). We then
define
Vk :=
⋃
x∈S
N (x)×N (x).
Lemma 4.3. The sets Φ(Vk) form a neighborhood basis of the diagonal in
S × S, and Φ−1Φ(Vk) = Vk for each k ∈ N.
Let z ∈ P1 and consider all points x ∈ S for which z ∈ N (x). Let µ be
the supremum over all η(x). Then there certainly exists an element in S
with z ∈ N (x) for which η(x) ≥ 23µ. From now on let x be such an element.
Let y be any other element of S for which z ∈ N (y). Let us write
Φ−1(x) = {aj}
r
j=1 and Φ
−1(y) = {bj}
s
j=1.
Lemma 4.4.
N (y) ⊂
r⋃
j=1
D(aj , δ).
Proof. Since z ∈ N (y) we may assume that d(z, b1) <
η(y)
3 . Similarly we
have d(z, a1) <
η(x)
3 . Since η(y) ≤ µ and η(x) ≥
2
3µ it follows that
d(a1, b1) <
η(x)
3
+
η(y)
3
≤ (
1
3
+
1
2
)η(x) < η(x).
Hence b1 ∈ Φ
−1(Ω(x)), and therefore Φ−1(y) ⊂ Φ−1(Ω(x)). Since
Φ−1(Ω(x)) ⊂
⋃
D(aj,
δ
2
), and
N (y) ⊂
⋃
D(bj,
δ
2
),
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it follows that
N (y) ⊂
⋃
D(aj, δ).

Let z ∈ P1 and define
Wz := {w ∈ P
1 | (z, w) ∈ VK}.
Recall from Lemma 3.9 that for each x ∈ S the set Φ−1(x) contains at most
M = d2 − 1 elements.
Corollary 4.5. The set Wz is contained in at most M disks of radius δ.
Moreover, there exists an x ∈ S so that the centers of these disks can be
chosen to lie in the set Φ−1(x).
In order to estimate the topological entropy of Q from below we will work
with maximally separated sets with respect to the neighborhood bases {Uk}
and {(Φ × Φ)(Vk)}. Notice that a collection of points X ⊂ P
1 is (n, Vk)-
separated if and only if Φ(X) ⊂ S is (n, (Φ × Φ)(Vk))-separated. This is
useful as it allows us to only work in P1.
Theorem 4.6. Suppose that P is a non-exceptional polynomial. Then the
topological entropy of Q is log(d).
Proof. Let k ∈ N, and define Uk, Vk ⊂ P
1 × P1 as above. Let n ∈ N and
suppose that X is a collection of points in P1 that are (n,Uk)-separated.
We would like to estimate from below the minimal number of points in X
whose images under Φ are (n, (Φ × Φ)(Vk))-separated, or equivalently, the
minimal number of points in X that are (n, Vk)-separated. Let z ∈ X, and
let Y ⊂ X contain the points wi that are not (n, Vk)-separated from z. We
will estimate the size of the set Y from above.
By Corollary 4.5 the only possible way for (zj , w
i
j) to lie in Vk but not in Uk
is for the pair to lie in two distinct disks of radius δ = δ(k) that contain the
set Wz. Moreover, the centers of these disks must then be at least
1
k − 2δ
apart. If zj and w
i
j instead lie in the same disk of radius δ, then by our
assumption on δ it follows that (zl, w
i
l) will lie in Uk for l = j, . . . , j + k− 1.
It follows that we can represent the points in Y by unique words in the
letters 1 through M . Let us be more precise. At time 0 our set Y is covered
by at mostM disks. We assign to these disks the letters 1 through (at most)
M . The first letter we assign to each element wi ∈ Y is naturally the letter
of a disk that contains the point wi0 = w
i.
Then consider the first time for which two points in Y with the same
initial letter have drifted at least 1k apart, say after j iterates. At that time
we again assign the (at most) M disks a letter, and give each element wi its
second letter, namely the letter corresponding to a disk that contains wij.
Later letters are assigned similarly. By our assumption on δ(k) each word
has at most nk + 1 letters, and by our assumption that the points in Y are
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(n,Uk)-separated it follows that the words corresponding to these points are
all unique. We can therefore estimate the number of elements in Y by
|Y | ≤M
n
k
+1.
We denote by N(n,Uk) and N(n, Vk) the maximal number of respectively
(n,Uk)- and (n, Vk)-separated points in P
1. It follows that if X contains
N(n,Uk) points, then at least
N(n,Uk)/M
n
k
+1
of those points are (n, Vk)-separated. In other words,
N(n,Uk) ≤M
n
k
+1 ·N(n, Vk).
It follows that
1
n
logN(n,Uk) ≤ (
1
k
+
1
n
) logM +
1
n
logN(n, Vk).
Hence the topological entropy of Q is at least log(d)− 1k logM , which holds
for all k ∈ N. Hence htop(Q) ≥ log(d). As we already estimated the entropy
from above the proof is complete. 
5. Metric Entropy
We recall the notation from the previous section. Let X be a metrizable
compact topological space, and let F : X → X be a finite continuous map.
If U is an open neighborhood of the diagonal ∆ := {(x, x);x ∈ X} we define
(U, n) balls B(x,U, n), centered at x ∈ X by
B(x,U, n) = {y ∈ X; {(x, y), (F (x), F (y)), . . . (Fn−1(x), Fn−1(y))} ⊂ U}.
Let λ be a probability measure on X.
hλ(F, x, U) = lim inf
n
−
1
n
log(λ(B(x,U, n)))
We notice that hλ(F, x, U) increases when we replace U by a smaller set.
hλ(F, x) = sup
U
hλ(F, x, U)
If λ is backwards invariant, then hλ(F, x) ≥ hλ(F,F (x)). If λ is also ergodic,
then this function is constant dλ-almost everywhere. The metric entropy
hλ(F ) is defined to be this constant.
Let ρ be any metric on X defining the topology of X. We can then use
the neighborhoods of the diagonal Uǫ := {(x, y); ρ(x, y) < ǫ}. We call the
balls B(x, ǫ, n). Also we set hλ(F, x, ǫ) = hλ(F, x, Uǫ) and then
hλ(F, x) = sup
ǫ
hλ(F, x, ǫ).
Clearly, the metric entropy is independent of the metric. In fact it is a
toplogical invariant.
We assume next that P is a non-exceptional polynomial on C. Let λ be
a probability measure on P1, and let ν = Φ∗λ be the push forward to S.
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Lemma 5.1. If λ is invariant on P1, then the push-forward ν is invariant
on S. If λ also is ergodic, then the push-forward, ν, is ergodic as well.
Proof. We prove first that invarance of ν. Let E be a Borel set in S.
ν(E) = λ(Φ−1(E))
= λ(P−1(Φ−1(E))
= λ((Φ ◦ P )−1(E))
= λ((Q ◦ Φ)−1(E))
= λ((Φ−1(Q−1(E))
= ν(Q−1(E))
Next we prove ergodicity. Let E ⊂ S be a Borel set. Assume that the
set Q−1(E) is the same as E except for a set of ν-measure 0. So the sets
Q−1(E)\E and E \Q−1(E) have ν-measure 0. The pull backs of E, Q−1(E)
and the two difference sets to P1 have the same λ-measures. Consider the
sets F = Φ−1(E) and P−1(F ). Since P−1(Φ−1(E)) = Φ−1(Q−1(E)) we see
that F is invariant modulo sets of measure 0 for P. Hence F has measure 0
or 1. Hence the ν-measure of E is also 0 or 1. 
Lemma 5.2. hλ(P, z) ≥ hν(Q,Φ(z)).
Proof. Choose a neighborhood V of the diagonal in S × S. Then
U := {(z, w) ∈ P1 × P1; (Φ(z),Φ(w)) ∈ V },
is a neighborhood of the diagonal in P1 × P1. If w ∈ B(x,U, n), then
{(z, w), · · · , (Pn−1(z), Pn−1(w))} ⊂ U.
Hence
{(Φ(z),Φ(w)), · · · , (Φ(Pn−1(z)),Φ(Pn−1(w)))} ⊂ V.
This implies that
{(Φ(z),Φ(w)), · · · , (Qn−1(Φ(z)), Qn−1(Φ(w)))} ⊂ V.
Therefore Φ(w) ∈ B(Φ(z), V, n), and so we get:
Φ(B(z, U, n)) ⊂ B(Φ(z), V, n)
⇒
λ(B(z, U, n)) ≤ ν(B(Φ(z), V, n))
⇒
hλ(P, z, U) ≥ hν(Q,Φ(z), V )
⇒
hλ(P, z) ≥ hν(Q,Φ(z), V )
⇒
hλ(P, z) ≥ hν(Q,Φ(z)).
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
Lemma 5.3. Assume that ν is invariant and ergodic. Then for dλ-almost
every z, we have hλ(P, z) ≥ hν(Q)
Proof. This follows since hν(Q, y) = hν(Q) almost everywhere dν. Hence
the inequality also holds dλ-almost everywhere, as ν is the pushforward of
λ. 
Corollary 5.4. Assume that λ, ν are invariant and ergodic. Then hλ(P ) ≥
hν(Q).
The next lemma applies to a space X with a selfmap F .
Lemma 5.5. Suppose that σ and τ are two invariant, nonzero, positive,
measures and let η := σ + τ . Then η is invariant. If η is ergodic, then both
σ and τ are ergodic. Moreover, they must both be multiples of η.
Proof. Invariance of η is clear.
Next, assume that η is ergodic. We can suppose that η is a probability
measure. Suppose that E is a set with positive σ-measure. Then τ(E) > 0 :
LetH := ∩k∪n≥kF
−n(E). By invariance of τ this set has positive τ -measure,
hence also positive η-measure. The set is also invariant, hence η(H) = 1.
Therefore also τ(H) > 0. But this implies that also τ(E) > 0.
Suppose next that σ is not ergodic. Then there exists a set E with
0 < σ(E) < σ(X) which is invariant, i.e. the sets F−1(E)\E and E\F−1(E)
both have σ-measure 0. This implies that the same is true for τ. Hence E
is also invariant for τ and therefore also for η. But 0 < η(E) < η(X),
contradicting ergodicity of η.
It remains to show the last statement. Let σ′ = σ/σ(X), τ ′ = τ/τ(X), η′ =
η/η(X). So these are invariant ergodic probability measures. Let E be a
set. Then χ ◦ Fn converge to a constant function, σ′(E) = τ ′(E) = η′(E).
Proportionality follows. 
Lemma 5.6. If ν is invariant ergodic on S, then ν is the push forward of
an invariant ergodic measure on P1.
Proof. We define inductively a sequence (λn) of measures on P
1, all of which
have ν as push forward. We would like to find a measure which is also
backwards invariant under P .
We divide P1 into finitely many sets Aj where Aj consists of those points
for which the fibers of Φ have exactly j points. So the mirrors consist of
the points in ∪j>1Aj . We define λ1 by dividing the measure of Φ(Aj) into j
equal measures.
We inductively define λn+1(E) = λn(P
−1(E)). Next we show that this
procedure keeps the property of the pushforward being ν. Let F be a subset
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of S and let E denote Φ−1(F ). Then
λn+1(E) = λn(P
−1(E))
= λn(P
−1(Φ−1(F )))
= λn(Φ
−1(Q−1(F )))
= ν(Q−1(F )) = ν(F ).
Next, we use Cesaro means. Set λ′n =
1
n
∑
1≤j≤n λj . The pushforward
of these measures are all equal to ν. The total mass of the signed measure
λ′n+1 − λ
′
n is at most 2/(n + 1). We get
|λ′n+1(E)− λ
′
n+1(P
−1(E))| ≤ |λ′n+1(E) − λ
′
n(P
−1(E))| +
2
n+ 1
= |λ′n+1(E) −
1
n
∑
1≤j≤n
λj(P
−1(E))| +
2
n+ 1
= |λ′n+1(E) −
1
n
∑
2≤j≤n+1
λj(E)| +
2
n+ 1
,
and therefore
|λ′n+1(E)− λ
′
n+1(P
−1(E))| ≤ |λ′n+1(E)−
1
n+ 1
∑
1≤j≤n+1
λj(E)| +
4
n+ 1
=
4
n+ 1
.
It follows that any weak limit is invariant on P1, and also that ν is the
pushforward of any weak limit. Pick such a limit η. Suppose that η is not
ergodic. Then we can write η = σ+ τ where both measures are nonzero and
invariant and their supports are disjoint. Let σ′, τ ′ be their pushforwards.
These measures are invariant by Lemma 5.1 and their sum is ergodic. Hence
by Lemma 5.5, they are both ergodic and in fact σ′ = aν and τ ′ = bν for
a + b = 1 and 0 < a, b. Hence we have that ν is the pushforward of two
measures, with disjoint supports. This implies that ν cannot charge the
complement of the mirrors. We can repeat the argument if neither σ nor τ
is ergodic. We then see that ν cannot charge any mirror with at most three
points in the mirror. Repeating the procedure finitely many times and using
that there is an upper bound on the number of mirrored points, we see that
one of the measures obtained must be ergodic. Hence ν must be the push
forward of an invariant, ergodic measure. 
Now we denote by µ the measure of maximal entropy on P1. We have the
following.
Lemma 5.7. The metric entropy of the push-forward of the measure µ is
the same as the metric entropy of the measure µ
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Proof. We choose a point x0 in S and want to estimate the entropy function
there. For j = 1 . . . m0 let z
j
0 denote the corresponding mirrored points in
case there is a mirror there. If not, we consider only z10 . Suppose that the set
{z1n, . . . , z
j
n} has mj distinct points. Then we know that m0 ≥ m1 ≥ · · · ≥ 1.
So the number of points decreases until it eventually stabilizes.
We now assume that we have m mirrored points z10 , . . . , z
m
0 and that for
all n, the points z1n, . . . , z
m
n are disjoint.
Choose a metric ρ on S. Let ǫ > 0. We will estimate the ν measure of the
balls B(x0, n). Since the measure ν is supported on the image of the Julia
set, we can assume that at least one zj0 is in J. We assume that z
1
0 , . . . , z
s
0
are the points in the mirror with orbits not converging to a periodic critical
orbit. (Such points are not in J.) If ǫ > 0 is small enough, then the part of
Φ−1(B(x0, ǫ, n)) which is near z
s+1
0 , . . . , z
m
0 carries no mass.
Let k be a large integer. We choose a δ0 > 0 small enough so that the
fraction of integers n for which some zjn, j = 1, . . . , s is closer than 2δ0 to a
critical point is at most 1/k.
For ℓ < n we define the ǫ-balls in P1,
B′(n, ℓ, ǫ) :=
n−ℓ⋂
r=0
{w ∈ P1 | ρ(Φ(P r(w)), xℓ+r) < ǫ}.
We see that as long as the points z1n−1, . . . , z
s
n−1 have distance at least 2δ0
to the critical points and ǫ is small enough that P is one to one on B(zℓ−1,
then
µ(B′(n, ℓ− 1, ǫ)) ≤ µ(B′(n, ℓ, ǫ))/d.
On the other hand we always have that
µ(B′(n, ℓ− 1, ǫ)) ≤ µ(B′(n, ℓ, ǫ)).
It follows that the measure of B′(n, 0, ǫ) is at most C
(
1
d
)n−n/k
. Therefore
the metric entropy on S is at least log d. 
6. Proof of Theorem 1.4
In this section we restate and prove the main theorem of the paper.
Theorem 1.4. Let P be a non-exceptional complex polynomial of degree
d ≥ 2. Then the probability measure ν is invariant and ergodic. Moreover
it is the unique measure of maximal entropy, log d.
Proof. It follows from Lemma 5.1 that ν is invariant and ergodic. From
Lemma 5.7 it follows that the metric entropy of ν is log d. From Theorem
4.6 we see that P also has topological entropy log d. If σ 6= ν is any other
invariant ergodic probability measure on S, then by Lemma 5.6, σ is the
pushforward of an invariant ergodic probability measure τ on P1. Necessarily,
τ 6= µ. Hence the metric entropy of τ is strictly less than log d. It follows
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by Corollary 5.4 that the metric entropy of σ is strictly less than log d.
Therefore ν is the unique measure of maximal entropy. 
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