Existing model-free tests of the conditional coordinate hypothesis in sufficient dimension reduction (Cook (1998) [3]) focused mainly on the first-order estimation methods such as the sliced inverse regression estimation (Li (1991) [14]). Such testing procedures based on quadratic inference functions are difficult to be extended to second-order sufficient dimension reduction methods such as the sliced average variance estimation (Cook and Weisberg (1991) [9]). In this article, we develop two new model-free tests of the conditional predictor hypothesis. Moreover, our proposed test statistics can be adapted to commonly used sufficient dimension reduction methods of eigendecomposition type. We derive the asymptotic null distributions of the two test statistics and conduct simulation studies to examine the performances of the tests.
Introduction
For parametric regressions, hypothesis testing for predictor contributions to the response is a well developed research area. For instance, in the linear models, t test is often applied to check the contribution of every predictor. However, for semiparametric models, this topic has not yet received enough attention because how to construct a test therein is a challenge. To attack this problem, Cook [4] investigated this issue in a dimension reduction framework.
For a typical regression problem with a univariate random response Y and a vector of random predictors X = (X 1 , . . . , X p ) T ∈ R p , the goal is to understand how the conditional distribution Y |X depends on the value of X. The spirit of sufficient dimension reduction [14, 3] is to reduce the dimension of X without loss of information on the regression and without requiring a pre-specified parametric model. Assuming the following semiparametric regression model: Y = g(β Sufficient dimension reduction has been a promising field during the past decades. It has attracted considerable interests, and many methods have been developed. Among them, sliced inverse regression (SIR; [14] ), sliced average variance estimation (SAVE; [9] ), minimum average variance estimation [22] , inverse regression estimation [7] and directional regression (DR; [17] ) are the most widely investigated methods in the literature. All these aforementioned methods except Xia et al. [22] mainly focus on the estimation of the central subspace.
Other than estimating the central subspace, it is also of interest to evaluate the predictor effects in a model free setting. Cook [4] H need not correspond to a subset of predictors (coordinates).
Hence, both the marginal coordinate hypothesis and the conditional coordinate hypothesis can be used to test the contributions of selected predictors without requiring a pre-specified model about the original regression Y |X. When d, the structural dimension of the regression, is specified as a modeling device, or inferences on d result in a clear estimate, a conditional coordinate hypothesis test will be the natural choice. Otherwise, a marginal coordinate hypothesis would be tested. We would expect that the conditional coordinate hypothesis will provide us with greater power when a correct d is given prior to testing predictors. On the other hand, when d is misspecified, a conditional coordinate hypothesis test might lead to misleading results, while the marginal coordinate hypothesis test should be considered. Although simulation studies provided in Section 4 suggest that the misspecification of d need not be a worrisome issue in practice.
Based on a nonlinear least squares formulation of the sliced inverse regression estimation, Cook [4] constructed asymptotic tests for the marginal and conditional coordinate hypotheses. Cook and Ni [7] showed how to test marginal (conditional) coordinate hypotheses using various quadratic inference functions, which stimulated the tests of conditional independence hypotheses based on the minimum discrepancy approach [7] and the covariance inverse regression estimation [8] .
All the aforementioned tests are based on the first moment of the inverse regression of X|Y that are called the first-order sufficient dimension reduction methods. Note that these tests for the predictor contributions might be invalid when the response surface is symmetric about the origin since these first-order sufficient dimension reduction methods themselves would fail in such cases. Therefore, it is of great interest to consider coordinate tests using the second-order sufficient dimension reduction methods which involve both the first and second moments of the inverse regression of X|Y . However, the commonly used second-order sufficient dimension reduction methods such as the sliced average variance estimation [9] , and the directional regression [17] , are very different from those first-order methods which could be derived from quadratic inference functions. Hence, the asymptotic tests developed by Cook and Ni [7] are not directly applicable. Shao et al. [21] provided a marginal coordinate test based on the sliced average variance estimation. But to the best of our knowledge, there are no methods available in the literature for testing of the conditional coordinate hypotheses of (1.1) with second-order dimension reduction methods. To address this issue, we in this article present two new tests of conditional coordinate hypotheses which could be adapted to essentially all existing sufficient dimension reduction methods of the eigendecomposition type, including both the sliced inverse regression estimation and the sliced average variance estimation methods.
The rest of the paper is organized as follows. Section 2 revisits several moment based sufficient dimension reduction methods. In Section 3, we construct two new tests and present their asymptotic null distributions. Sections 4 and 5 are concerned with simulation studies and a real data application. We conclude with a brief discussion in Section 6. For easy of exposition, the proofs of the asymptotic results are deferred to the Appendix A.
Sufficient dimension reduction methods revisited
Let µ = E(X), = Var(X), and Z = −1/2 (X − µ) be the standardized predictor. Many moment based sufficient dimension reduction methods can be formulated as the following eigendecomposition problem: 
As most of commonly used sufficient dimension reduction methods that target S Y |Z are of candidate matrices satisfying the above eigendecomposition, we only list some as follows:
As we discussed in Section 1, SIR is a first-order estimation method, while SAVE and DR are second-order methods. Li and Wang [17] showed that both SAVE and DR are exhaustive under certain conditions posed on the marginal distribution of X;
that is, the column spaces of the candidate matrices based on SAVE and DR are equal to S Y |Z . However, it is known that SIR is not exhaustive when the relation between Y and X contains a U-shaped trend. Thus in addition to SIR, it is necessary to develop conditional coordinate tests based on second-order sufficient dimension reduction methods. In the following, we adopt SIR, SAVE and DR to illustrate the idea of our proposed tests and evaluate their performances in simulation studies.
Two general tests of conditional coordinate hypotheses

The first test statistic
Let W be a user-selected p × r matrix basis of H. The null hypotheses of (1.1) implies that 
methods. However, their theoretical results require that the nonzero eigenvalues of M are distinct, which is a rather stringent condition. When this condition is violated, their asymptotic results for the  η i 's will not be valid.
To address this issue, we consider 
where  P is the estimator of P and Then we have the following expansions:
where E n {.} indicates the sample average n 
and vec(·) is the operator which stacks the columns of a matrix to form a vector.
By substituting sample estimates for the unknown quantities, we can get a consistent estimates of Ω, denoted by  Ω. Moreover, the weights ω i 's can be consistently estimated as the sample eigenvaluesω i 's of  Ω. 
The second test statistic
Naik and Tsai [19] suggested a constrained sufficient dimension regression approach for incorporating the prior information. If we regard the null hypothesis as the prior information, we can follow Naik and Tsai [19] to impose corresponding constraints when applying any sufficient dimension reduction methods. Then we can compare the sufficient dimension reduction estimators under the null hypothesis (1.1) and under the full model to construct our test statistic.
Then M c can be regarded as the candidate matrix under the null hypothesis (1.1). Denote the ith eigenvalue and its corresponding eigenvector of M c by ρ i and ξ i respectively, i = 1, . . . , p. 
. Then a test statistic can be constructed as the difference between  P and  P c , that is,
The next theorem gives the limiting distribution of T 2 under null hypothesis. 
∆ can be consistently estimated using the obvious sample analogues. Then the nonzero eigenvalues δ i 's of ∆ can also be consistently estimated, denoted byδ i 's.
Simulation studies
Study 1: tests with the sliced inverse regression estimation
In this section, we conduct a simulation study to examine the asymptotic results of proposed tests based on the sliced inverse regression. We also compare our tests with the sliced inverse regression based general marginal coordinate test and general conditional coordinate test developed by Cook [4] . We consider the following two models:
The predictor vector X = (X 1 , . . . , X p ) follows a multivariate normal distribution with mean 0, and the correlation between X i and X j is 0.5 |i−j| , The error ϵ is standard normal and is independent of X. The predictor dimension p is taken as 4 and 8. Model I is one dimensional, and Model II is of two dimensional structure. We use h = 5 slices and summarize the results over 1000 replications for each simulation study. 2 ) and e i is a canonical basis vector with its ith element being 1 and all other elements being 0. It becomes apparent that the significance levels are well attained in most cases for every test if n is large. However, when p is large and n is relatively small, our tests perform better overall. For example, when p = 8, n = 200, and the nominal level is α = 0.05, the actual levels of our tests are 0.055 and 0.052, comparing to 0.079 and 0.081 from those tests developed by Cook [4] for Model II. Table B .2 provides the estimated power based on Models I and II for testing the hypothesis S Y |X ⊆ V versus the alternative hypothesis S Y |X ̸ ⊆ V, where V = Span(e 3 , e 4 ). The power was computed at 5% nominal level. We can see from Table B.2 that the power for all the four tests approached 100%. Therefore, our limited simulations suggest that our tests perform at least as well as the tests developed by Cook [4] based on the sliced inverse regression estimation.
Study 2: tests with second-order methods
In this section, we conduct a simulation study to check the validity of our asymptotic tests with second-order sufficient dimension reduction methods such as the sliced average variance estimation and the directional regression. We also include the general marginal coordinate test with the sliced average variance estimation developed by Shao et al. [21] Tables B.3 and B.4 respectively. The estimated levels of our tests seem a little far from the nominal levels when n = 100 and p = 8, but the agreement between the nominal levels and the estimated levels seems good for our tests when the sample size is relatively large. For example, for model III, with n = 200, p = 4, the estimated levels of our tests are: 0.053 and 0.049 for T 1 and T 2 respectively, which are pretty close to the nominal level α = 0.05. It turns out that the marginal coordinate test tends to underestimate the nominal levels in most scenarios and has a lower power when the sample size is relatively small. Also, it is known that directional regression is more accurate than or competitive with any other secondorder sufficient dimension methods. As expected, while enjoying similar performances in estimating the nominal levels, the conditional coordinate tests based on the directional regression have greater power than those based on the sliced average variance estimation. Moreover, because our second test statistic, T 2 , involves more plug-in estimates than that of our first test statistic, T 1 , it is understandable that T 1 provides greater power than T 2 , when the sample size is small.
Choice of d
As discussed in [4] , misspecification of d may lead to conclusions different from those based on the true value. In this section, we conduct a simulation study based on Model IV to investigate the estimated 5% nominal level and estimated power with different choices of d, in which the null hypothesis and alternative hypothesis are the same as in the previous section. Simulation results are summarized in Table B .5. For Model IV, the structural dimension is 2. Table B 
Swiss banknote data
The Swiss banknote data [10] Based on the marginal coordinate test with the sliced average variance estimation, Shao et al. [21] concluded that Length, Top, Left and Right are irrelevant predictors and could be removed from the regression without much loss of information. In addition, Cook and Lee [5] , Li [16] and Shao et al. [21] suggested that the structural dimension of this data is two. Here we apply our proposed two tests of the conditional coordinate hypotheses with d = 2 to analyze this data. With the additional information on the structural dimension, we expect potential gains from the conditional coordinate test. To approximate the p-values, we follow Bentler and Xie [1] to adopt the adjusted test statistics Table B .6 suggests that at the 5% level that only Left and Right are uninformative predictors. To be a little less conservative, we can even conclude that Length is also an uninformative predictor at the 1% level.
We further conduct a series of tests for the joint effects of the predictors as presented in Table B .7. It is clear that we should not reject the hypothesis that Y is independent of Length, Left and Right given the remaining three predictors; the p-value of this hypothesis was 0.119 for  T 1 , and 0.120 for  T 2 . Li [16] 
Concluding remarks
We proposed two unified tests for testing the conditional coordinate hypotheses based on the first-order or second-order sufficient dimension reduction methods. The asymptotic properties were also investigated. Moreover, our tests can also be adapted to some other sufficient dimension reduction methods, as long as they admit the eigendecomposition formulation (2.2). For example, we can similarly develop conditional coordinate test for the central subspace with the inverse third order moments method [23] , the contour regression [18] , the Fourier method [27] , the discretization-expectation estimation method [29] and the cumulative slicing estimation method [28] . In analogy, we may also develop conditional coordinate test for the central mean subspace [6] with the principal Hessian directions [15] , the iterative Hessian directions [6] and the marginal fourth order moments method [24] .
Cook [4] also discussed another type of hypothesis: marginal dimension hypothesis given a coordinate constraint, which has not been studied systematically in the literature. We expect our present work would be helpful in developing a unified test of such a hypothesis with the commonly used sufficient dimension reduction methods.
Another interesting issue is to study the global behavior of the asymptotic power functions. Under local alternative hypotheses, T 1 or T 2 is expected to converge to a linear combination of non-central chi-square variables with non-centrality parameters that depend on the alternative hypothesis. Then it would be of great interest to study the power of the two test statistics against any alternative especially a local sequence of alternatives. Whether the coordinate tests in sufficient dimension reduction are consistent in power against any alternative remains an open question. Research along this direction deserves further study. On the other side, observe that
From the perturbation theory [13] and Theorem 1 in [20] ,  Q can be expanded as
The last equality holds since W T −1/2 P = 0 and W T −1/2 η i = 0 for i = 1, . . . , d. The conclusion is then obvious.
Proof of Proposition 2.
Under the null hypotheses, we have Q W η i = η i and M c η i = λ i η i , which indicates that P = P c and L 2 = 0. If L 2 = 0, we see that Span(P) ⊆ Span(Q W ) and hence Span(P W ) ⊆ Span(Q ). Then Proposition 2 of Cook [4] suggests that P H S Y |X = O p .
Proof of Theorem 2. First we can expand 
M c as follows:
Under the null hypothesis, we have P = P c , Q W P = P and W T −1/2 P = 0. Then
The conclusion is then straightforward.
Appendix B
In this section, we give the detailed proof of Lemma 1, especially for the asymptotic expansion of  M with sliced inverse regression, sliced average variance estimation and directional regression respectively.
B.1. Useful lemmas
We first deal with the asymptotic expansions of  ,  −1 and  −1/2 . Proof of Lemma 2. The asymptotic expansion of  is a classic result. The asymptotic expansions of  −1 and  −1/2 can be derived by standard procedure of Von Mises expansion in combination with Theorem 6.6.30 in [12] .
As with the usual protocol in sufficient dimension reduction, we make a partition of the range of Y as {J 1 , . . . , E n {(X −μ)I(Y ∈ J k )} and  V k = E n {(X −μ)(X −μ) T I(Y ∈ J k )} be the corresponding sample estimators. The following lemma is useful for deriving the asymptotic expansion of  M.
Lemma 3. Let µ
T . We have the following expansions:
Proof of Lemma 3. These expansion can be derived by Von Mises expansion techniques, see [17] . We omit the details here.
B.2. Asymptotic expansion of  M SIR
In this section, we consider the asymptotic expansion of the estimated candidate matrix of sliced inverse regression [14] . 
Proof of Corollary 3. The proof is similar to that for Corollaries 1 and 2. Details are omitted.
