Abstract-We present a new algorithm, called the One-Bit Null Space Learning Algorithm (OBNSLA), for MIMO cognitive radio Secondary Users (SU) to learn the null space of the interference channel to the Primary User (PU). The SU observes a binary function that indicates whether the interference it inflicts on the PU has increased or decreased in comparison to the SU's previous transmitted signal. This function is obtained by listening to the PU's transmitted signal or control channel and extracting information from it about whether the PU's Signal to Interference plus Noise power Ratio has increased or decreased. In addition to introducing the OBNSLA, the paper provides a thorough convergence analysis of this algorithm. The OBNSLA is shown to have a linear convergence rate and an asymptotic quadratic convergence rate.
I. INTRODUCTION
Multiple Input Multiple Output (MIMO) communications enables MIMO Cognitive Radio (CR) Secondary User (SU) to transmit a significant amount of power simultaneously in the same band as the Primary User (PU) without interfering with it, if the SU utilizes separate spatial dimensions than the PU. This spatial separation requires that the interference channel from the SU to the PU be known to the SU. Thus, acquiring this knowledge, or operating without it, is a major topic of active research, as discussed in [1] and the references therein. We consider MIMO primary and secondary systems defined as follows: we assume a flat-fading MIMO channel with one PU and one SU, as depicted in Fig. 1 . Let H ps be the channel matrix between the SU's transmitter and the PU's receiver, hereafter referred to as the SU-Tx and PU-Rx, respectively. In the underlay CR paradigm, SUs are constrained not to inflict "harmful" interference on the PU-Rx. This can be achieved if the SU restricts its signal to lie within the null space of H ps ; however, this is only possible if the SU knows H sp . Yi [2] , Chen et. al. [3] , and Gao et. al. [4] proposed blind solutions to this problem where the SU learns the channel matrix based on channel reciprocity: specifically, where the SU listens to the PU's transmitted signal and estimates H ps 's null space from the signal's second order statistics. Since these works require channel reciprocity, they are restricted to PUs that use Time Division Duplexing (TDD).
Unless there is channel reciprocity, obtaining H ps by the SU requires cooperation with the PU in the estimation phase; e.g. where the SU transmits a training sequence, from which the PU estimates H ps and feeds it back to the SU. Cooperation of this nature increases the system complexity overhead, since it requires a handshake between both systems and, in addition, the PU needs to be synchronized with the SU's training sequence. In [1] , we proposed the Blind Null Space Learning Our cognitive radio scheme. H ps is unknown to the secondary transmitter and v p (t) is a stationary noise (which may include stationary interference). The interference from the SU, H ps x s (t), is treated as noise; i.e., there is no interference cancellation. Algorithm (BNSLA), which enables a MIMO underlay CR to learn the null space of H ps without learning the full matrix. Furthermore, during this learning, the PU does not cooperate at all with the SU and operates as though there were no other systems in the medium (the way current PUs operate today). However, the BNSLA requires the following observation constraint: at each short training interval, the SU must observe some monotone continuous function of the PU's Signal to Noise plus Interference power Ratio (SINR). For example, if the PU is using continuous power control, the PU's signal power is a monotone function of its SINR. This paper presents a new algorithm, called the One-Bit Null Space Learning Algorithm (OBNSLA), which requires much less information than the BNSLA; namely, the SU can infer whether the interference it inflicts on the PU has increased or decreased compared to a previous time interval with a one-bit function. In other words, in the OBNSLA the SU measures a one-bit function of the PU's SINR, rather than a continuousvalued function as in the BNSLA. Using this single bit of information, the SU learns H ps 's null space by iteratively modifying the spatial orientation of its transmitted signal and measuring the effect of this modification on the PU's SINR. We show that the algorithm converges linearly and has an asymptotically quadratic convergence rate.
II. THE ONE-BIT NULL SPACE LEARNING PROBLEM
Consider a flat fading MIMO interference channel with a single PU and a single SU without interference cancellation; i.e., each system treats the other system's signal as noise. The PU's received signal is The time indexing used in this paper. t indexes the basic time unit (pulse time) where N time units constitute a TC that is indexed by n. Furthermore, K transmission cycles constitute a learning phase (not shown in this figure) .
where x p , x s is the PU's and SU's transmitted signal, respectively, H pp is the PU's direct channel; H ps is the interference channel between the PU Rx and the SU Tx, and v p (t) is a zero mean stationary noise. In the underlay CR paradigm, the SU is constrained not to exceed a maximum interference level at the PU Rx; i.e.,
where η max > 0 is the maximum interference constraint. In this paper, all vectors are column vectors. Let A be an l × m complex matrix; then, its null space is defined as N (A) = {y ∈ C m : Ay = 0} where 0 = [0, ..., 0] T ∈ C l . Since our focus is on constraining the interference caused by the SU to the PU, we only consider the term H ps x s (t) in (1). Hence, H ps and x s will be denoted by H and x, respectively. We also define the Hermitian matrix G as
The time line N is divided into N -length intervals, each referred to as a transmission cycle (TC), as depicted in Figure  2 . For each TC, the SU's signal is constant; i.e.,
where the time interval nN < t ≤ nN +N −1 is the snapshot in which the SU measures a function q(n) that satisfies the following observation constraint. Observation Constraint (OC) on the function q(n): There exists some integer M ≥ 1, such that given q(n−m), ..., q(n), the SU can extract the following function for every
The SU's objective is to learn N (H) from {x(n), q(n)} n∈N . This problem, referred to as the One-bit Blind Null Space Learning (OBNSL) problem, is illustrated in Figure 3 for M = 1. The OBNSL problem is similar to the Blind Null Space Learning (BNSL) problem [1] except for one important difference. In the latter, the SU observes a continuous-valued function of the PU's SINR whereas in the OBNSL problem, it observes a one-bit function. In both problems, the SU obtains q(n) by measuring the PU's transmit energy, or any other parameter that indicates the PU's SINR (see Sec. II-B in [1] for examples). However, in the OBNSL problem, the SU is more flexible since it can obtain q(n) from, for example, incremental power control 1 or other quantized functions of the PU's SINR such as modulation size. From a system point of view, the OC means that between m consecutive transmission cycles, the PU's SINR is only affected by variations in the SU's signal. The learning process unfolds as follows. In the first TC (n = 1), the SU transmitsx(1), and measures q(n). In the next TC, the SU transmitsx(2) and measures q(2) from which it extractsh(x(1),x(2)). This process is repeated until the null space is approximated. Note that whileh(x(1),x(2)) requires two TCs,h(x(n − 1),x(n)) for n > 2 requires a single TC.
III. THE ONE-BIT BLIND NULL SPACE LEARNING ALGORITHM (OBNSLA)
We now present the OBNSLA by which the SU approximates N (H) from {x(n), q(n)} T n=1 under the OC, where the approximation error can be made arbitrarily small for sufficiently large T . Once the SU learns N (H), it can optimize its transmitted signal, regardless of the optimization criterion, under the constraint that its signal lies in N (H). Let UΣV * be H's Singular Value Decomposition (SVD), where V and U are n t × n t and n r × n r unitary matrices, respectively, and assume that n t > n r . The matrix Σ is an n r ×n t diagonal matrix with real nonnegative diagonal entries
We assume without loss of generality that n r = d(= Rank(H)). In this case N (H) = span(v nr+1 , ..., v nt ), where v i denotes V's ith column. From the SU's point of view, it is sufficient to learn
where Λ = Σ T Σ. The decomposition in (6) is known as the Eigenvalue Decomposition (EVD) of G. In order to obtain N (H) it is sufficient to obtain G's EVD. However, in the OBNSL problem, G is not observed, so the SU needs to obtain the EVD using only one-bit information. The OBNSL algorithm does so by blindly implementing the well-known Cyclic Jacobi Technique (CJT) for Hermitian matrix diagonalization. We first review the CJT.
The CJT [see e.g. 5] obtains the EVD of the n t × n t Hermitian matrix G via a series of 2-dimensional rotations that eliminates two off-diagonal elements at each step (indexed by k). It begins by setting A 0 = G and then performs the following rotation operations
is an n t × n t unitary rotation matrix that is equal to I nt except for its mth and lth diagonal entries that are equal to cos(θ), and its (m, l)th and (l, m)th entries that are equal to e −iφ sin(θ) and −e iφ sin(θ), respectively. For each k, the values of θ, φ are chosen such that [A k ] l,m = 0, or stated differently, θ and φ are chosen to zero the l, m and m, l off diagonal entries of A k (which are conjugate to each other). Note that in an n t × n t Hermitian matrix, there are (n t − 1)n t /2 such pairs. The values of l, m are chosen in step k according to a function
It is the choice of J k that differs between different Jacobi techniques. In the cyclic Jacobi technique, l k , m k satisfy 1 < l k < n t − 1 and l k < m k ≤ n t such that each pair (l, m) is chosen once in every (n t − 1)n t /2 rotations. Such (n t − 1)n t /2 rotations are referred to as a Jacobi sweep. An example of a single sweep of the CJT for n t = 3 is the following series of rotations: 3) and so forth.
The convergence of the CJT has been studied extensively over the last sixty years. The first proof of convergence of the CJT for complex Hermitian matrices was given in [6] . However, this result did not determine the convergence rate. The convergence rate problem was addressed in [7] , which proved that the CJT for real symmetric matrices has a global linear convergence rate 2 if θ k ∈ [−π/4, π/4] for every k. This result was extended to complex Hermitian matrices in [8] . It was later shown in [9, 10] that for matrix with well separated eigenvalues, the CJT has a quadratic convergence rate 3 . This result was extended in [11] to a more general case which includes identical eigenvalues and clusters of eigenvalues (that is, very close eigenvalues). Studies have shown that in practice the number of iterations that is required for the CJT to reach its asymptotic quadratic convergence rate is a small number, but this has not been proven rigorously. In [12] it is argued heuristically that this number is O(log 2 (n t )) cycles for n t × n t matrices. Extensive numerical results show that quadratic convergence is obtained after three to four cycles (see e.g. [5, page 429], [13, page 197] ). Thus, since each Jacobi sweep has n t (n t −1)/2 rotations, the overall number of rotations in the CJT roughly grows as n 2 A sequence an is said to have a linear convergence rate of 0 < β < 1 if there exists n 0 ∈ N such that |a n+1 | < β|an| for every n > n 0 . If n 0 = 1, an has a global linear convergence rate. 3 A sequence is said to have a quadratic convergence rate if there exists β > 0, n 0 ∈ N such that |a n+1 | < β|a n | 2 , ∀n > n 0 . [5, 13] .
A. The One-Bit Line Search
The learning in the OBNSLA is carried out in learning stages, indexed by k, where each stage performers one Jacobi rotation. The SU approximates the matrix V by W k s , where
and W 0 = I. Recall that in the CJT, one observes the matrix
In the OBNSL problem, the SU needs to perform this step using only {x(n), q(n)} n=1 , without observing the matrix A k−1 . The following theorem, proved in [1] , is the first step towards such a blind implementation of the Jacobi technique.
The theorem converts the problem of obtaining the optimal Jacobi rotation angles into two one-dimensional optimizations of the function S(A k−1 , r l,m (θ, φ)) (which is continuous, as shown in [1] ), where S(A, x) = x * Ax and r l,m (θ, φ) is R l,m (θ, φ)'s lth column.
Theorem 1: [1, Theorem 2] Consider a n t × n t Hermitian matrix A k−1 in (9), and let S(A, x) = x * Ax and r l,m (θ, φ) be R l,m (θ, φ)'s lth column. The optimal Jacobi parameters θ J k and φ J k , which zero out the (l, m)th entry of R
where
where sign(x) = 1 if x > 0 and −1 otherwise, and
The theorem enables the SU to solve the optimization problems in (11) and (14) via line searches based on {x(n), q(n)} T n=1 . This is because under the OC, the SU can extracth(x(n),x(n − m)), which indicates whether S(G,x(n)) > S(G,x(n − m)) is true or false. It is possible, however, to further reduce the complexity of the line search, which is important, since each search point requires a TC. To see this, consider the line search in (11) and denote w(φ) = S(A k , r l,m (π/4, φ)) = HW k−1 r l,m (π/4, φ)
2 . According to the OC, for each φ 1 , φ 2 the SU only knows whether w(φ 1 ) ≥ w(φ 2 ) or not. Assume that the SU tries to approximate φ J k by searching over a linear grid, with a spacing of η, on the interval [−π, π]. The complexity of such a search is at least O(1/η) since each point in the grid must be compared to a different point at least once. The two line searches in (11) and (14) would be carried out much more efficiently if binary searches could be invoked. However, a binary search is feasible only if the objective function has a unique local minimum point, which is not the case in (11) and (14) because
Thus, before invoking the binary search, a single-minimum interval (SMI) must be determined; i.e, an interval in which the target function in (11) or (14) 
. Note that unless w is a horizontal line, it is a 2π periodical sinusoid. In the latter case, there cannot be more than a single local (and therefor global) minimum within an interval of π/2. If w is a horizontal line, every point is a minimum point. In both cases the SU can efficiently approximate θ k , can be approximated to within η in the same way.
We conclude with a discussion of parameter M in the OC. The proposed line search can obtain w(φ)'s minimum even for M = 1. However, the number of TCs is lower if M is larger. Assume that the SU has obtained an SMI [φ min , φ max ]. It takes the SU two TCs to determine whether w(φ max ) > w(φ min ), where, in the first, it transmits r l,m (π/4, φ max ) and measures q(1), and in the second TC, it transmits r l,m (π/4, φ max ), and measures q (2) . If the latter inequality is false, φ max is set as φ max = (φ min + φ max )/2. In the next phase of the binary search the SU cannot use q(1) and it needs an additional TC to do so. In general, M > − log(η/π) + 1 guarantees that each search point requires one TC.
B. The OBNSLA
Now that we have established the one-bit line search, we can present the OBNSLA. In the OBNSLA, the SU performs two line searches for each k. The first search is carried out to findφ k that minimizes HW k r l k ,m k (π/4, φ)) 2 , where each search point, φ n , is obtained by one TC in which the SU transmits
and measures q(n). In the first line search, the SU obtainsφ J k which is then used in the second line search to obtainθ k (φ J k ) according to (14) , and then to obtainθ J k according to (12) . The indices (l k , m k ) are chosen as in the CJT. After performing k s iterations the SU approximates the matrix V (see (6) ) by W ks . It then chooses its pre-coding matrix T ks as Although the SU becomes "invisible" to the PU after it learns N (H ps ), it interferes with the PU during this learning process. Furthermore, this interference is an important ingredient in the learning since it provides the SU with the means to learn N (H ps ), i.e. q(n). Nevertheless, the SU must also protect the PU during the learning process. Hence we assume that there exists an additional mechanism enabling the SU to choosex(n)'s power to be high enough to be able to extract q(n), but not too high, so as to meet the interference constraint (2). We give examples for such mechanisms in [1, Sec. II-C].
The OBNSLA is, in fact, a blind implementation of the CJT whose convergence properties have been extensively studied over the last 60 years. However, the convergence results of the CJT do not apply directly to the OBNSLA. This is because of the approximation in (16); i.e., due to the fact that for every k, the rotation anglesθ 
Moreover, we would like to make this line search accuracy as low as possible (that is, to make η as large as possible) in order to reduce the number of TCs. It is therefore crucial to understand how η affects the performance of the OBNSLA algorithm, in terms of convergence rate and the interference reduction to the PU. In this section, we extend the classic convergence results of the CJT to the OBNSLA and indicate the required accuracy in the binary search that assures convergence and bounds the maximum reduction level of the interference inflicted by the SU on the PU.
The following theorem shows that for a sufficiently good line search accuracy, the OBNSLA has a global linear convergence rate.
Theorem 3: Let G be a finite dimensional n t × n t complex Hermitian matrix and P k denotes the Frobenius norm of the off diagonal upper triangular (or lower triangular) part of A k = W * k−1 GW k−1 where W k is defined in (8) and let m = n t (n t − 1)/2. Let η be the accuracy of the binary search (see (16)), then the OBNSLA satisfies
Proof: See Appendix A in [14] . In what follows, it will be shown that for sufficiently small η, the OBNSLA has an asymptotic quadratic convergence rate, but in order to obtain this, we modify the algorithm slightly as follows. Let I : {1, ..., n t } → {1, ..., n t } be the identity operator, i.e. I(x) = x. At the beginning of each sweep, i.e. for every k = q(n 2 t − n t )/2 were q ∈ N, the SU sets I q = I and for each k ∈ {q(n 2 t − n t )/2 + 1, ..., (q + 1)(n 2 t − n t )/2}, the SU modifies I q as follows
At the end of each sweep, i.e. for k = (q + 1)(n 2 t − n t )/2, the SU permutes the columns of W k such that W k 's lth column becomes its I q (l)'s column. Note that this modification does not require extra TCs and that the convergence result in Theorem 3 is still valid. We refer to the OBNSLA after this modification as the modified OBNSLA.
Besides the fact that this modification is necessary for guaranteeing the quadratic convergence rate, as will be shown in the following theorem, it will also be shown that it helps the SU to identify the null space (the last n r columns of W k ) blindly without taking extra measurements.
Theorem 4: Let η be the accuracy of the binary search, {λ l } nt l=1 be G's eigenvalues and let δ = min
Let P k be the Frobenius norm of the off diagonal upper triangular part of A k = W * k−1 GW k−1 , where W k is defined in (8) and let m = (n 2 t − n t )/2. Assume that the modified O/BNSLA has reached a stage k, such that P
Furthermore, the last n t − n r columns of W k+m inflict minimum interference to the PU; i.e., H ps w
Proof: See Appendix B in [14] . Theorem 4 shows that to guarantee the quadratic convergence rate, the accuracy, η, should be much smaller than P 2 k ; that is, let k 0 be an integer such that P 2 k0 < δ 2 /8, then
. This implies that once P k becomes very small such that P k = O(η), one cannot guarantee that P k+2m will be smaller than P 2 k+m since at k + 1 it will be O(η).
V. SIMULATIONS
The first simulation compares the performance of OBNSLA to the BNSLA. The PU performs a power adaptation every 1 msec to maintain a target 10 dB SINR at the receiver, and the SU inflicts interference on the PU and measures q(n) by listening to the PU signal's power at the SU-Rx 5 . Fig.  4 . presents the interference reduction of the BNSLA and the OBNSLA as a function of H ps 's Doppler spread. The result shows that both algorithms have similar performances.
An important practical issue in the implementation of the OBNSLA and the BNSLA is the granularity in the PU's SINR, which prevents the SU from detecting small variations in the PU SINR. A full theoretical convergence analysis of this problem is an important topic for future research. In this paper, we test this problem using a simulation. Fig. 4(b) presents simulation results for a scenario where the PU's power control process is based on a quantized measurement of the PU's SINR in the range −5 dB to 20 dB. It is shown that the interference reduction is not improved for more than 4 bit quantization. This means that small granularity does have a practical affect on the performance of the O/BNSLA.
We now compare the asymptotic properties of the OBNSLA to the bounds derived in Section IV under optimal conditions; i.e, q(n) is perfectly observed. Figure 5 (a) depicts P k versus complete OBNSLA sweeps; i.e. (n 2 t − n t )/2 learning phases. It shows that for sufficiently small η the OBNSLA converges quadratically. The quadratic decrease breaks down when the value of P k becomes as small as the order of magnitude of η. This result is consistent with Theorem 4.
VI. SUMMARY AND FUTURE RESEARCH
This paper proposed the OBNSLA, which enables a MIMO CR SU to learn the null space of the interference channel to the PU by observing a binary function that indicates the variations (increase or decrease) in the PU's SINR. Such information can be extracted, for instance, from the quantized version of the variation in the PU's SINR, or in the PU's modulation. We also provided a convergence analysis of the OBNSLA, which also applies to the BNSLA [1] . It was shown that the two algorithms have a global linear and an asymptotically quadratic convergence rate. It was also shown in simulations that just like in the Cyclic Jacobi technique, the OBNSLA and the BNSLA reach their quadratic convergence rates in only three to four cycles.
We consider the theoretical analysis of the OBNSLA and BNSLA under measurement noise as an important topic for future research. Note that in the presence of noise, the analysis of the two algorithms is not identical since the BNSLA relies on a continuous-valued function of the PU's SINR, whereas the OBNSLA relies on a binary function. Noise, which is continuous-valued, will thus affect these functions and hence the performance and convergence of the two algorithms quite differently. The channels' path-losses are calculated as 128.1 + 37.6 log 10 (R), where R is the distance between the Rx and the TX in meters as used by the 3GPP (see page 61 3GPP Technical Report 36.814). The locations of the PU-TX is randomly chosen from a uniform distribution over a 300 m disk, and the locations of the SU-Tx and the SU-Rx are randomly chosen from a uniform distribution over a 400 m disk. Both disks are centered at the location of the PU-Rx. The minimum distance between the PU-Rx to the PU-Tx, and the PU-Rx to the SU-Tx is 20 m and 100 m, respectively. For each t the entries of the channel matrices H pp (t), H sp (t), H ss (t) are i.i.d. where each entry is 15 KHz flat fading Rayleigh channel with 15 Hz Doppler spread in. H ps (t) has distribution as the other channel, except for its Doppler spread which is given by the horizontal axes of both subfigures. All channels are generated using the Improved Rayleigh Fading Channel Simulator [15] . The noise level at the receivers is -121 dBm and the SU transmit power during the learning process is 5 dBm. The numbers of antennas are n ts = 2 n tp = 2, n rp = 1 n rs = 2. 
