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ON ADDITIVE PROPERTY OF FINITELY ADDITIVE MEASURES
RYOICHI KUNISADA
Abstract. By the additive property, we mean a condition under which Lp spaces
over finitely additive measures are complete. Basile and Rao gives a necessary and
sufficient condition that a finite sum of finitely additive measures has the additive
property. We generalize this result to the case of a countable sum of finitely additive
meaures. An application of this result to density measures are also presented.
1. Introduction
Let X be a set and F be a field of subsets of X . A function µ on F is called a finitely
additive measure or a charge if the following conditions are satisfied.
(1) µ(∅) = 0,
(2) µ(A ∪ B) = µ(A) + µ(B) if A,B ∈ F, A ∩B = ∅.
The triple (X,F, µ) is called a finitely additive measure space or charge space. In what
follows, we use the term charge exclusively. Obviously, charges are a generalization of
measures obtained by replacing countable additivity of measures with finite additivity.
The theory of charges was developed systematically in [2]. In this book, various notions
and results in measure theory are generalized and transferred to charge spaces. Among
these, the notion of Lp spaces over charges is of particular importance for applications
of charge theory. Recall that one of the important conclusions of measure theory is
the completeness of Lp spaces over measures. Unfortunately however, Lp spaces over
charges are not complete in general. The condition under which Lp spaces over charges
are complete is given by a certain additivity property which is intermediate between
countable additivity and finite additivity (see [1]): Let (X,F, µ) be a charge space.
We say that µ has the additive property if for any ε > 0 and increasing sequence
A1 ⊆ A2 · · ·An ⊆ · · · in F, there exists a set B ∈ F such that
(1) µ(B) ≤ limi→∞ µ(Ai) + ε,
(2) µ(Ai \B) = 0 for every i = 1, 2, . . ..
The study of the additive property for concrete examples of charges were developed,
for instance, in [3], [4], [5].
In this paper, we deal with the additive property of sums of charges. Note that if
charges µ and ν on (X,F) have the additive property, µ+ ν does not necessarily have
the additive property. In [ ], the necessary and sufficient condition that finite sums of
This paper is a part of the outcome of research performed under a Waseda University Grant for
Special Research Projects (Project number: 2018K-152).
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charges have the additive property has been obtained. One of the main aims of this
paper is to generalize the result to the case of countable sums of charges. Further, we
give an application of this result to the additive property of density measures, which
gives a simpler proof of the main result of [4]. This can be seen as another main result
of this paper.
The paper is organized as follows. In Section 2, we introduce some notions and results
which will be used throughout the paper. In particular, the notions of singularity and
strong singularity of charges and a Borel measure on the stone space of an algebra of
sets play an important role in studying the additive proeperty.
In Section 3, we chronicle equivalent conditions to the additive property, which
illustrate the importance of the additive property in the theory of charges. In fact,
these theorems asserts that some of the main theorems in meaure theory, including the
completeness of Lp spaces and the Radon-Nikodym theorem, are also valid for charges
having the additive proeperty.
Section 4 deals with one of the main results of this paper, i.e., we prove a necessary
and sufficient condition that a countable sum of charges has the additive property. This
is done by using one of the equivalent formulations of the additive property introduced
in Section 3.
Section 5 is devoted to an application of the result of Section 4.
2. Preliminaries
In what follows, if not otherwise stated, charges will always be nonnegative and
bounded, i.e., any given charge space (X,F, µ), we have µ(A) ≥ 0 for every A ∈ F and
µ(X) <∞.
First, for a charge space (X,F, µ) we introduce an extension of µ to a regular Borel
measure of the stone space of F. This method plays an important role for formulating
various notions concerning charges. Regarding F as a Boolean algebra, by the Stone
representation theorem, there exists a totally disconnected compact space F and a
natural Boolean isomorphism φ : F → C, where C is the algebra of the clopen subsets
of F .
Now define a charge µˆ on C by µˆ(φ(A)) = µ(A) and we get a charge space (F,C, µˆ).
Since any infinite union of clopen subsets can not be a clopen subset, µˆ is countably
additive on C and thus by the E. Hopf extension theorem, we can extend it to a
countable additive measure on the σ-algebra generated by C, i.e., a Baire measure on
F . This can also be extended to a regular Borel measure on F in a unique way. We
still denote it by µˆ and thus we obtain a measure space (F,B(F ), µˆ), where B(F ) is
the Borel sets of F . We denote by supp µ the support of µˆ in F .
Following [2], we consider the notions of absolute continuity and singularity for
charges.
Definition 2.1. Let µ and ν be charges on (X,F).
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(1) We say that ν is absolutely continuous with respect to µ if for any ε > 0, there
exists δ > 0 such that ν(A) < ε whenever µ(A) < δ, where A ∈ F. In this case,
we write ν ≪ µ.
(2) We say that µ and ν are singular if for every ε > 0, there exists a set D ∈ F
such that µ(D) < ε and ν(Dc) < ε. In this case, we write µ ⊥ ν.
Next we define the notions of weakly absolute continuity and strong singularity.
Definition 2.2. Let µ and ν be charges on (X,F).
(1) We say that ν is weakly absolutely continuous with respect to µ if ν(A) = 0
whenever µ(A) = 0, where A ∈ F. In this case, we write ν ≺ µ.
(2) We say that µ and ν are strongly singular if there exists a set D ∈ F such that
µ(D) = 0 and ν(Dc) = 0. In this case, we write µ  ν.
Obviously, these are ordinary notions of absolute continuity and singularity for mea-
sures in case that F is a σ-algebra and µ and ν are measures on it. In fact, as the
following theorems show, absolute continuity and weakly absolute continuity, and sin-
gularity and strong singularity coincide respectively in this case. See [2] for the proofs.
Theorem 2.1. Let µ and ν be measures on (X,F). Then we have the following results.
(1) If ν is a bounded measure, then ν ≪ µ if and only if ν ≺ µ.
(2) ν ⊥ µ if and only if µ  ν.
Now we give formulations of these notions by using the extended measure space.
The following is essentially due to [1].
Theorem 2.2. Let µ and ν be charges on (X,F) and µˆ and νˆ be the extended measures
on (F,B(F )), respectively. Then the following statements hold:
(1) ν ≪ µ if and only if νˆ ≺ µˆ.
(2) ν ≺ µ if and only if supp ν ⊆ supp µ.
(3) ν ⊥ µ if and only if νˆ  µˆ.
(4) µ  ν if and only if supp ν ∩ supp µ = ∅.
Proof . (1) Let us assume that ν ≪ µ. Given ε > 0, take δ > 0 as above. Let
E ∈ B(F ) with µˆ(E) = 0. Since µˆ is regular, for any δ > δ′ > 0, one can choose
A ∈ F such that µˆ(φ(A)△E) < δ′ and νˆ(φ(A)△E) < δ′. Thus we have µ(A) =
µˆ(φ(A)) ≤ µˆ(φ(A)△E) + µˆ(E) = µˆ(φ(A)△E) < δ′. On the other hand, νˆ(E) ≤
νˆ(φ(A)△E) + νˆ(φ(A)) ≤ δ′ + ε. Since δ′ and ε can be arbitrary small, we have
νˆ(E) = 0. Thus νˆ ≺ µˆ.
Conversely, suppose that νˆ ≺ µˆ. Since B(F ) is a σ-algebra and µˆ and νˆ are measures,
νˆ ≺ µˆ if and only if νˆ ≪ µˆ by Theorem 2.1. Thus through φ−1 we have ν ≪ µ.
(2) This is obvious.
(3) Let us assume that ν ⊥ µ. Let ε1 > 0 and Dε1,i ∈ F, i ≥ 1 be such that
µ(Dε1,i) <
ε1
2i
and ν(Dcε1,i) <
ε1
2i
. Notice that ν(Dε1,i) > 1 −
ε1
2i
for every i ≥ 1. Hence
we have νˆ(∪i≥1φ(Dε1,i)) = 1. On the other hand, µˆ(∪i≥1φ(Dε1,i)) ≤
∑∞
i=1
ε1
2i
= ε1. Now
we choose a decreasing sequence {εj}j≥1 of positive numbers such that limj→∞ εj = 0.
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Then we put E = ∩j≥1∪i≥1 φ(Dεj ,i) and we get νˆ(E
c) = 0 and µˆ(E) = 0, which means
that µ  ν.
Now suppose that µ  ν. Then there exists a set D in B(F ) such that µˆ(D) = 0
and νˆ(Dc) = 0. By the regularity of µˆ and νˆ, there exists a set C in F such that
µˆ(φ(C)△D) < ε and νˆ(φ(C)△D) < ε. Thus we have µ(C) = µˆ(φ(C)) ≤ µˆ(φ(C)△D)+
µˆ(D) < ε and ν(Cc) = νˆ(φ(Cc)) ≤ νˆ(φ(Cc)△Dc) + νˆ(Dc) = νˆ(φ(C)△D) + νˆ(Dc) < ε.
This shows that ν ⊥ µ.
(4) This is obvious.
Concerning these notions, we give a generalization of the Lebesgue decomposition
theorem to charges (Refer to [2] for details).
Theorem 2.3. For given charges µ and ν on (X,F), there exists charges ν1 and ν2 on
(X,F) such that
(1) ν = ν1 + ν2.
(2) ν1 ≪ µ.
(3) ν2 ⊥ µ.
Furthermore, a decomposition of ν satisfying (2) and (3) is unique.
3. Equivalent conditions to additive property
In this section, we introduce some equivalent assertions to the additive property.
As we have mentioned in Section 1, one can generalize some of the main theorems in
measure theory to charges having the additive property. In fact, conversely, the validity
of these theorems are also sufficient conditions for charges to have the additive property.
We begin with the completeness of Lp spaces over charges, which is the original motive
of introducing the notion of the additive property. See [1] for the proofs of the following
results.
Theorem 3.1. For a charge µ (not necessarily bounded) on (X,F), µ has the additive
property if and only if Lp(µ) is complete.
The next result is a generalization of the Radon-Nikodym theorem to charges.
Theorem 3.2. For a charge µ on (X,F), µ has the additive property if and only if for
every charge ν (not necessarily nonnegative) on (X,F) with ν ≪ µ, there exists some
f ∈ L1(µ) such that ν(A) =
∫
A
fdµ holds for every A ∈ F.
The Hahn decomposition theorem can be generalized to charges as follows.
Theorem 3.3. For a charge µ on (X,F) where F is a σ-algebra, µ has the additive
property if and only if for every charge ν (not necessarily nonnegative) on (X,F) with
ν ≪ µ, there exists some A ∈ F satisfying the following property; for each B ∈ F with
B ⊆ A, ν(B) ≥ 0 holds, and each B ∈ F with B ⊆ Ac, ν(B) ≤ 0 holds.
Finally, we give the following formulation of the additive property using extended
measure spaces, which plays an important role in proving the main theorem in the
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following section. As we have seen in Section 2, we extend a charge space (X,F, µ) to
a measure space (F,B(F ), µˆ).
Theorem 3.4. A charge µ on (X,F) has the additive property if and only if µˆ(U) =
µˆ(U) for every open sets U of supp µ, where U denotes the closure of U in supp µ.
4. Main result
In this section, we consider a necessary and sufficient condition that charges which
are expressed by sums of charges have the additive property. Generally, as shown in
[1], if charges µ and ν on (X,F) have the additive property, the sum µ + ν need not
have the additive property. First we have the following result.
Theorem 4.1. Let µ, ν be charges on (X,F) such that ν ≪ µ. If µ has the additive
property, then ν has the additive property.
From this result together with the Lebesgue decomposition theorem, it is sufficient
to consider the condition for pairs of charges µ, ν which are mutually singular. It is
given by the following, in which a slightly general result of the additive property of
finite sums of charges are treated.
Theorem 4.2. Let µ1, µ2, . . . , µn be mutually singular charges one another on (X,F)
where F is a σ-algebra. Then µ1+µ2+ . . .+µn has the additive property if and only if
every µi, 1 ≤ i ≤ n, has the additive property and they are mutually strongly singular.
Note that a more general result was proved in [1], namely, the case in which F is
not necessarily a σ-algebra. It is obtained by replacing in the above assertion strong
singularity with separability, in between singularity and strong singularity. The notion
of separability is rather complicated than strong singularity and thus we will confine
ourselves to the case of σ-algebra.
Now we consider an extension of Theorem 4.2 to the case of countable sums of
charges, which is one of the main results of this paper.
Theorem 4.3. Let {µi}i≥1 be a countable family of charges on (X,F) where F is a
σ-algebra such that they are mutually singular and µ =
∑
i≥1 µi exists. Let Si be the
support of µi and S be the support of µ. Then µ has the additive property if and only
if each µi has the additive property and they are mutually strongly singular and(
lim sup
i
Si
) ⋂ ⋃
i≥1
Si = ∅
holds, where lim supi Si = ∩i≥1∪j≥iSj.
Proof . (Sufficiency) We prove the condition in Theorem 3.4. By the definition of µ,
it holds that µˆ =
∑
i≥1 µˆi and thus µˆ is on ∪i≥1Si. Also since µˆi are mutually strongly
singular, µˆ(A) = µˆ(A ∩ ∪i≥1Si) =
∑
i≥1 µˆ(A ∩ Si) holds.
In what follows, for any Borel set X of F we denote the closure of B ⊆ X in
X by B
X
. In the case of X = F , we omit the superscript. Note that the closure
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of B ⊆ X in X is X ∩ B. Take any A ∈ B(F ). By the assumption, note that
S = ∪i≥1Si ∩ lim supi Si and lim supi Si ∩ ∪i≥1Si = ∅. Since each µi has the additive
property, from Theorem 3.4 and the fact that charges µi are mutually strongly singular,
we have µˆ(A ∩ Si) = µˆi(A ∩ Si) = µˆi(A ∩ Si
Si
) = µˆi(A ∩ Si) = µˆ(A ∩ Si).
On the other hand, it holds that A ∩ S = A ∩ (∪i≥1Si ∪ lim supi Si) = ∪i≥1(A ∩ Si)∪
A ∩ lim supi Si = ∪i≥1A ∩ Si∪A ∩ lim supi Si. Together with the fact that µˆ(lim supi Si) =
0, we have
µˆ(A ∩ S
S
) = µˆ(A ∩ S) = µˆ(∪i≥1A ∩ Si) + µˆ(A ∩ lim sup
i
Si)
=
∑
i≥1
µˆ(A ∩ Si) =
∑
i≥1
µˆ(A ∩ Si) = µˆ(A ∩ S).
Hence by Theorem 3.4 we see that µ has the additive property.
(Necessity) Suppose that {µi}i≥1 are singular and µ =
∑
i≥1 µi has the additive
property. Let µn and µm be any pair of distinct charges. Put µ
′ =
∑
i≥1,i 6=n µi and
since µ′ ⊥ µn and µ = µ
′ + µn, we have that by Theorem 4.2 µ
′ and µn have the
additive property and they are strongly singular. Hence we conclude that each µn has
the additive property and they are strongly singular one another. Next we show that
lim supi Si ∩ ∪i≥1Si = ∅. Assume to the contrary that lim supi Si ∩ ∪i≥1Si 6= ∅. Fix
some n ≥ 1 with lim supi Si ∩ Sn 6= ∅ and consider the charge µ
′ =
∑
i≥1,i 6=n µi. Since
the support S ′ of µ′ is ∪i≥1,i 6=nSi∪ lim supi Si, S
′∩Sn 6= ∅ holds and thus µ
′ and µn are
not strongly singular. But this contradicts Theorem 4.2 by the same arguments above,
which completes the proof.
5. Application to density measures
We consider the asymptotic density on natural numbers N, which is one of the most
famous finitely additive set functions on a countable space. Let P(N) be the set of all
subsets of N. For A ∈ P(N) the asymptotoic density d(A) of A is defined by
d(A) = lim
n
|A ∩ [1, n]|
n
provided the limit exists, where |X| denotes the number of elements of X ∈ P(N).
Let D be the set of all subsets A ∈ P(N) having the asymptotic density. Then d is
obviously a finitely additive set function defined on D. However, unfortunaltely, the
triple (N,D, d) is not a charge space since the class D is not an algebra of sets, i.e.,
D does not closed under union or intersection. Though (N,D, d) itself is not a charge
space, one can construct a charge space from the asymptotic density by extending d to
the whole P(N). A charge ν defined on P(N) is called a density measure if it extends
the asymptotic density. An example of density meausres can be constructed simply by
using the limit along an ultrafilter in place of the usual limit in the definition of the
asymptotic density.
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Recall that an ultrafilter on N is a filter on N which is not properly contained in
any other filters. In particular, an ultrafilter is said to be free if the intersection of
its elements is empty. Let U be an ultrafilter on N and f be in l∞ of the set of all
real-valued bounded functions on N. Then there exists a unique number α such that
{n ∈ N : |f(n) − α| < ε} ∈ U holds for any ε > 0. The number α is called the limit
of f along U and denoted by U- limn f(n) = α. Now one can define a density meaure
through the limit along an ultrafilter.
Let U be an free ultrafilter on N, let us define a density measure νU by
νU(A) = U- lim
n
|A ∩ [1, n]|
n
, A ∈ P(N).
Let C be the set of all such density measures. In what follows, we show a necessary
and sufficient condition for a density measure in C to have the additive property.
Note that there exists distinct ultrafilters U and U ′ such that νU = νU ′ . Thus,
introducing an equivalence relation defined by U ∼ U ′ if and only if νU = νU ′ on
the set of all free ultrafilter on N, C can be regarded as the quotient space by ∼.
In fact, there exists a seciton such that each representative has a form which is well
suited for investigating the corresponding density measure. Now we have to make some
preparation before stating the precise assertion.
Let βN be the Stone-Cˇech compactification of N. Note that βN can be characterized
by the following property: for any mapping of N into a compact space X , there exists
a continuous extension to βN. Recall that βN can be identified with the set of all
ultrafilters on N in which a basis of open sets are those subsets Aˆ = {U : A ∈ U} for
every A ∈ P(N). We denote by N∗ := βN \N the set of all free ultrafilters on N. Then
N
∗ is also a compact space by the relative topology of βN and obviously a basis of open
sets of N∗ are the sets of the form A∗ = Aˆ ∩ N∗ for every A ∈ P(N).
We now introduce a topological dynamical system on N∗. Let us consider the trans-
lation on N:
τ0 : N→ N, n 7→ n + 1.
Embedding the range N into βN, one can regard τ0 as a mapping of N into a compact
space βN. Thus it can be extended to the continuous function τ of βN into itself:
τ : βN→ βN.
Though τ is not a homeomorphism, the restriction of τ to N∗ is a homeomorphism
of N∗ onto itself. We still denote it by the same symbol τ and then the pair (N∗, τ)
is a topological dynamical system. Let us define the negative semi-orbit of U ∈ N∗
by o−(U) := {τ
−nU : n = 0, 1, 2, . . . .}. o−(U) is said to be recurrent if for any
neighborhood U of U and any natural number N ≥ 1, there exists some n ≥ N such
that τ−nU ∈ U holds. The set of all such points in N∗ is denoted by Rd,−.
Next we extend this discrete flow to a continuous flow which is the suspension of
(N∗, τ). Let us consider the product space N∗× [0, 1] and define an equivalence relation
on it by (U , 1) ∼ (τU , 0) for every U ∈ N∗. Let Ω∗ be the quotient space of N∗ × [0, 1]
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by ∼. Then we define a family of homeomorphisms τ s : Ω∗ → Ω∗ by
τ s(U , t) = (τ [t+s]U , t+ s− [t + s]),
for each s ∈ R, where [x] denotes the largest integer not exceeding x for a real number
x. Then it is readily verified that the pair (Ω∗, {τ s}s∈R) is a continuous flow. Similarly
as above, we define the negative semi-orbit of ω ∈ Ω∗ by o−(ω) := {τ
−sω : s ≥ 0}.
Also, we say that o−(ω) is recurrent if for any neighborhood U of ω and positive real
number R > 0, there exists some s ≥ R such that τ−sω ∈ U holds. The set of all
recurrent points in Ω∗ is denoted by R−.
Now the following theorem asserts that each element of C is expressed in a special
form, which is convenient to investigate its measure theoretic properties. See [4], [5]
for the proof and related results.
Theorem 5.1. Let us define the mapping Φ : Ω∗ → C as follows: Let ω = (U , t) ∈ Ω∗
and θ = 2t, and let us denote the image Φ(ω) of ω by νω, then we define
νω(A) = U- lim
n
|A ∩ [1, [θ · 2n]]|
θ · 2n
, A ∈ P(N).
Then Φ is a one to one and onto mapping of Ω∗ to C.
Before proving the main theorem, we introduce the following auxiliary charges; for
ω = (U , t) ∈ Ω∗ and m = 0, 1, . . ., we define a charge νω,n : P(N)→ [0, 1] by
νω,m(A) = U- lim
n
|A ∩ ([θ · 2n−m−1], [θ · 2n−m]]|
θ · 2n−m−1
, A ∈ P(N).
Then it is obvious that
νω =
∞∑
m=0
1
2m+1
νω,m.
Lemma 5.1. For any ω = (U , t) ∈ Ω∗ and m = 0, 1, 2, . . ., νω,m has the additive
property.
Proof . Given an increasing sequence A1 ⊆ A2 ⊆ . . . ⊆ Ai ⊆ . . . of P(N). Set
limi→∞ νω,m(Ai) = α. We take a decreasing sequence {Xi}i≥1 of U such that
∣∣∣∣ |Ai ∩ ([θ · 2
n−m−1], [θ · 2n−m]]|
θ · 2n−m−1
− νω,m(Ai)
∣∣∣∣ < 1i
whenever n ∈ Xi. Then we define B ⊆ N as B ∩ ([θ · 2
n−m−1], [θ · 2n−m]] = Ai ∩ ([θ ·
2n−m−1], [θ ·2n−m]] if n ∈ Xi \Xi+1 and B∩ ([θ ·2
n−m−1], [θ ·2n−m]] = ∅ otherwise. First
we show that νω,m(B) = α. For any ε > 0, take i ∈ N with ε >
1
i
and α−νω,m(Ai) < ε.
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Then for any n ∈ Xi, there exists some jn ≥ i such that n ∈ Xjn \Xjn+1. Hence
|νω,m(B)− α| = U- lim
n
∣∣∣∣ |B ∩ ([θ · 2
n−m−1], [θ · 2n−m]]|
θ · 2n−m−1
− α
∣∣∣∣
≤ lim sup
n∈Xi
∣∣∣∣ |B ∩ ([θ · 2
n−m−1], [θ · 2n−m]]|
θ · 2n−m−1
− νω,m(Ajn)
∣∣∣∣+ |νω,m(Ai)− α|
= lim sup
n∈Xi
∣∣∣∣ |Ajn ∩ ([θ · 2
n−m−1], [θ · 2n−m]]|
θ · 2n−m−1
− νω,m(Ajn)
∣∣∣∣ + |νω,m(Ai)− α|
≤
1
jn
+ ε ≤
1
i
+ ε < 2ε.
Since ε > 0 is arbitrary, we have νω,m(B) = α. Next we show that νω,m(Ai \ B) = 0
for every i ≥ 1. For any n ∈ Xi, there exists some jn ≥ i such that n ∈ Xjn \Xjn+1.
Hence we have
νω,m(Ai \B) ≤ lim sup
n∈Xi
∣∣∣∣ |(Ai \B) ∩ ([θ · 2
n−m−1], [θ · 2n−m]]|
θ · 2n−m−1
∣∣∣∣ = 0
since B ∩ ([θ · 2n−m−1], [θ · 2n−m]] = Ajn ∩ ([θ · 2
n−m−1], [θ · 2n−m]] and Ai ⊆ Ajn . So we
obtain the result.
Based on the above lemma, now we prove the main result:
Theorem 5.2. νω has the additive property if and only if ω 6∈ R−.
Proof. Let Sm = supp νω,m and S = supp νω. Then by Theorem 4.3 and the fact
mentioned above it is equivalent to show that(
lim sup
m
Sm
)⋂⋃
i≥1
Si = ∅ if and only if ω 6∈ R−.
Assume that ω = (U , t) 6∈ R− and thus U 6∈ Rd,−. This means that there exists
some X ∈ U such that X∗ ∩ o−(U) \ {U} = ∅. Put
I0 =
⋃
n∈X
([θ · 2n−1], [θ · 2n]]
and it is obvious that νω,0(I0) = 1, which means that S0 ⊆ I
∗
0 , that is, I
∗
0 is a neigh-
borhood of S0. Now we show that I
∗
0 ∩ Sm = ∅ for every m ≥ 1. In fact, take Xm ∈ U
such that τ−mXm ∩X = ∅ and put
Im =
⋃
n∈τ−mXm
([θ · 2n−1], [θ · 2n]].
Then we have νω,m(Im) = 1 and thus Sm ⊆ I
∗
m. Since we have assumed that τ
−mXm ∩
X = ∅, we have I∗0 ∩ I
∗
m = ∅. Hence for the neighborhood I
∗
0 of S0 we have that
I∗0 ∩Sm = ∅ for all m ≥ 1 and thus lim supm Sm∩S0 = ∅. In the same way, we can show
that lim supm Sm ∩ Si = ∅ for every i ≥ 1 and thus we have lim supm Sm ∩ ∪i≥1Si = ∅.
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On the other hand, assume that ω ∈ R−, i.e., U is in the closure of o−(U). Then
notice that for any X ∈ U and positive integer N > 0 there exists some n ≥ N such
that τ−nU ∈ X∗. We show that for any neighborhood I∗0 of S0 where I0 ∈ P(N) and
positive integer N , there is some n ≥ N such that I∗0 ∩ Sn 6= ∅, which immediately
implies that lim supm Sm ∩ ∪i≥0Si 6= ∅. Let f ∈ l∞ be the function defined by
f(m) = |I0 ∩ ([θ · 2
m−1], [θ · 2m]]|/θ · 2m−1, m = 1, 2, . . . .
Then νω,0(I0) = f(U) holds by the definition of νω,0. Since f(U) = νω,0(N) = 1
and f is continuous on N∗, there exists a neighborhood X∗ of U such that U ′ ∈ X∗
implies f(U ′) > 0. Let n ≥ N be any integer such that τ−nU ∈ X . Then νω,n(I0) =
2n · f(τ−nU) > 0, which means that Sn ∩ I
∗
0 6= ∅. We completes the proof.
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