INTRODUCTION
The control community has witnessed a flourishing research activity in the area of nonlinear systems theory and control. Following the input/output approach, abstract operator methods have been employed in the study of stability issues [e.g. Safonov (1980) . Despite these results, however, the output feedback control problem for nonminimum-phase processes has not been addressed directly in a comprehensive framework.
ConAs KRAVARIS~~ al.
This work deals with nonlinear processes with a state-space description of the form i =f(x) + g(x)u (1) where x E [w", u E R denote the state variable vector and the manipulated input, respectively, and Sand g denote smooth vector fields on BB". It is assumed that the dynamics of eq. (1) is locally exponentially stable around the nominal equilibrium point, With the above process description we associate an output map of the form y = h(x), where h is a smooth scalar field on R". We also consider processes with deadtime 8, for which y(t) = h(x(t -0)). In the presence of unstable inverse dynamics [or equivalently, unstable zero dynamics in the sense of Byrnes and Isidori, (1985) ] and/or deadtime we will say that the process is nonminimum-phase. A deadtime-free process with stable inverse dynamics will be called minimumphase. The purpose of this work is then threefold:
(1) To develop a unified conceptual framework for the control of open-loop stable nonlinear processes (minimum-phase or nonminimumphase). The first objective is motivated by the inadequacy of the classical error feedback control structure to provide a transparent analysis framework in the presence of deadtime or unstable inverse dynamics. For this reason, a Smith-type abstract operator structure will be introduced that generalizes/unifies the available nonminimum-phase compensation structures in an abstract operator setting and systematically allows a reduction of the control problem for nonminimumphase processes to a control problem for minimumphase processes. Once this goal is accomplished, the controller synthesis problem will be addressed in a state-space framework, through combination of state feedback controllers and state observers. Reduced-order controller realizations will be derived and their underlying structure will be identified and studied. Finally, the proposed control method will be applied to a chemical reaction system that exhibits nonminimum-phase behavior.
THE CLASSICAL ERROR FEEDBACK STRUCTURE AND

THE OUTPUT FEEDBACK CONTROL PROBLEM FOR
MINIMUM-PHASE PROCESSES
In this section, we briefly review the output feedback control problem for open-loop stable minimumphase processes, within the framework of the classical error feedback structure. Consider the classical error feedback control structure of Fig. 1 , where P and C represent nonlinear input/output operators corresponding to the nonlinear process and the classical feedback controller, respectively. In the above setting, it can be easily verified that the following relations hold in terms of compositions of operators:
where ysp denotes the output set point, and Z denotes the identity operator. Setting:
one obtains a Q-parametrization of the controller operator:
and the relations of eq. (2) take the form
Under the assumption of a stable (in an input/output sense) process operator P, one can then obtain a transparent characterization of closed-loop stability: the closed-loop system will be stable if and only if the operator Q is stable. Furthermore, imposing a desired closed-loop behavior of the form:
yields Q = P-'R
or equivalently
for the controller operator. Clearly, if the operator P-' is also stable and causal (i.e. the process is minimum-phase), R can be chosen to be any input/output stable operator. The above abstract operator treatment provides valuable insights but does not solve the controller 
NONMINIMUM-PHASE PROCESSES
Referring to the classical error feedback structure and the analysis of the previous section, in the case of nonminimum-phase processes (i.e. when P-' is unstable and/or noncausal), an arbitrary choice of a stable closed-loop operator R will not in general give rise to a stable operator Q. In order to deal with this case, and in analogy with the generalized Smith predictor structure for linear nonminimum-phase processes (Ramanathan et al., 19X9), we propose here a Smith-type abstract operator structure, which is shown in Fig. 2 . The Smith-type abstract operator structure provides valuable insights from an analysis point of view, and allows the reduction of the control problem for nonminimum-phase processes to the one for minimum-phase processes, at a conceptual level; state-space methods must then be used to address the controller realization problem.
The basic idea behind the structure of Fig. 2 is the following: if P* represents a stable operator with stable and causal inverse, one can estimate what the output would have been if P* were the process operator, by adding an appropriate corrective signal (obtained as the difference of the responses of P* and P, driven by U) to the on-line measurement of y. Once this auxiliary output y* is estimated, the error between y,, and y*. e* = y,, -y* can be fed to the controller C*, which can be synthesized on the basis of P*.
More specifically, referring to the structure of Assuming that the operators P* and P*-l are stable and causal and that C* is synthesized on the basis of P* ie , .. C* = P*-'R*(I _ Rf)-'
for some R*, the closed-loop input/output relations take the form y = PP*-'R*y,,
-loop stability is then guaranteed for an arbitrary choice of a stable operator R*. Recalling the classical error feedback structure, we can easily see that the same result would have been obtained by selecting 
(14)
Clearly, though, the development is more natural and transparent in the framework of the Smith-type structure. An issue that cannot be addressed, however, in the above framework is the choice of P* and R* that l guarantees unity static gain in the closed-loop system (y = ysp at steady state), where r* is the relative order between h*(x) and u, and yl, . . , y,* are adjustable parameters.
Based on the above choices, one can readily obtain a realization of the controller operator C* = P* ' R*(l ~ R*) ' using the results in Daoutidis and Kravaris (1992) for minimum-phase processes, while a realization of P* -P is readily obtained from the realizations of P* and P, completing the controller synthesis.
Remark 1: The choices of P* and R* described above are in complete agreement with linear transfer function methods that are based on the Bode factorizations of the process transfer function. With these choices, instead of "tuning" the operators P* and R*, one must tune the output function h*(x) and the parameters 71, ..-I Y,*.
Remark 2: For the above choices, the operator P* -P becomes the Minimum-phase Output Predictor, and the Smith-type abstract operator structure reduces to the Minimum-phase Output Predictor structure.
Remark 3: To complete the design, an optimal choice of h* (in terms of some performance criterion) must be made from the set of minimum-phase outputs that are statically equivalent to h. A Lagrangian formulation of the ISE optimization problem as well as analytical expressions for the ISE-optimal h* for special cases are available in Wright and . Consider now a nonlinear process (P) with deadtime 0 and a state-space description of the form
Assume that the zero dynamics associated with h(x) is stable. Then, following the Nonlinear Smith Predictor method, the following choices are made for P* and R+:
(1) (2) P* is the deadtime-free part of P:
i.e. y* represents what the output would have been if there were no deadtime. R* is a linear closed-loop operator of the smallest order that guarantees a realizable P* 1 R*, i.e.
> -1 bw
where r is the relative order between h(x) and U, and/y,, . . _ , y, are adjustable parameters.
Similarly to the previous case, one can readily obtain a realization of the controller operator C* = P*-'R*(I -R*)-' and a realization of P* -P to complete the controller synthesis.
Remark 4: For the above choices. the operator P* -P becomes the Nonlinear Smith Predictor, and the Smith-type abstract operator structure reduces to the Nonlinear Smith Predictor structure.
Remark 5: For the above choices of P* and R*, unity static gain is automatically enforced in the closedloop system, while, in the limit as the roots of y,s' + .. . + y,s + 1 tend to negative infinity, ISEoptimal response to step changes in y, is obtained.
Finally, let us consider the more general case of a nonlinear process (P) with deadtime B and a statespace description of the form
for which the zero dynamics associated with h(x) is unstable. Referring to the Smith-type abstract operator structure, the following choice of P* and R* is then clearly justified:
(1) P* has the form
where h*(x) is chosen so that l y* = h*(x) is a minimum-phase output to the dynamics X =S(x) + g(x)u, l It*(x) is statically equivalent to h(x).
(2) R' is a linear closed-loop operator of the smallest order that guarantees a realizable
where r* is the relative order between h*(x) and U, and yl, . _ , yr. are tunable parameters.
Similarly to the two previous cases, based on the above choices the controller synthesis problem reduces to the one for a minimum-phase process (P*) and can be addressed in a state-space framework.
Remark 6: In the case of a minimum-phase nonlinear process (P) with a state-space description of the form
the natural choice of P* = P reduces the Smith-type abstract operator structure to the classical error feedback control structure of Fig. 1 . To conclude this section, the key advantages of the proposed Smith-type operator structure are:
(1) It provides a unified conceptual framework for interpreting avaiiable minimum-and nonminimum-phase compensation structures, as well as addressing a more general nonminimum-phase compensation problem (2) It provides a transparent analysis framework where the issue of closed-loop stability can be easily characterized for nonminimum-phase processes. (3) It allows a natural reduction of the controller synthesis problem for nonminimum-phase processes to a controller synthesis problem for minimum-phase processes, without resorting to any decomposition of the process operator.
The next section will provide an answer to the controller realization problem.
OUTPUT FEEDBACK CONTROLLER SYNTHESIS FOR
NONMINIMUM-PHASE NONLINEAR PROCESSES
Once the choices described in the previous section have been made, one can formulate the controller synthesis problem and derive output feedback controller realizations on the basis of P* and R*. The basic controller synthesis result of the paper will be summarized in the theorem that follows, where a reduced-order controller realization will be derived that induces a desired closed-loop input/output behavior for a process with deadtime and unstable inverse dynamics. Reduced-order controller realizations for the first two cases discussed in the previous section will then result naturally. Consider, also, an output map h* which is statically equivalent to h and such that the zero dynamics associated with y* = h*(x) is locally exponentially stable around the equilibrium point. Denote by r* the relative order between h*(x) and u. Then, the dynamic system k =f(w) + g(w) Proof: Referring to the Smith-type abstract operator structure of Fig. 2 , and for the choice of P* and R* described in the previous section, the following realizations for the various components of the structure can be easily obtained. 
Clearly, at steady state, h*(x) = Y,,, and by the static equivalence of h and h*, h(r) = y,, as well, which concludes the proof.
The above theorem provides a comprehensive result that can be applied to any open-loop stable nonlinear process, with or without deadtime, with stable or unstable zero dynamics. The controller realization depends on the choice of an appropriate output map h* that optimizes a given performance criterion. 
CES 49-13-F Remark 8: In the case of a process with deadtime and (1) It goes through the model output map to genera state-space description of the form of eq. (18) for ate the model output, which is then added to the which the zero dynamics associated with h(x) is stable, error signal to generate v = (set point) -(process and for the natural choice of h* = h, the controller output) + (model output). realization of eq. (26) 
. +y,!g+y=y&-e).
(41)
Remark 9: Finally, in the case of a minimum-phase nonlinear process with a state-space description of the form of eq. (24), and for the natural choice of h* = h, the controller realization of eq. (26) The controller realization of eq. (26) as well as the controllers of eqs (38) (40) and (42) derived for the various special cases, share a common underlying structure which is depicted in Fig. 3 . Referring to this structure, we observe that the process model ti =_f(w) + g(w)u is simulated on-line, with the model state w representing an on-line estimate of the true process state x. The model state w is then utilized in two ways:
WI which is an input/output linearizing feedback law for the output map h*.
The controller structure of Fig. 3 and its key features were identified and discussed in Kravaris and Daoutidis (1992) . The same structure was subsequently used by Coulibaly et al. (1992) in a linear context for the purpose of handling of input constraints and was compared with standard IMC-and DMC-type implementations. The structure of Fig. 3 is also inherent in MAC-type nonlinear and model predictive control strategies (Soroush and Kravaris, 1992a, b) . A similar structure incorporating disturbance measurements was also identified in Daoutidis and AIhumaizi (1993) within a feedforward/output feedback synthesis framework.
In what follows, the properties of the controller structure of Fig. 3 will be analyzed in a more general setting. We will use the name "model state feedback controller" for the corresponding controller, as suggested by Coulibaly et al. (1992) , since it captures the essence of the internal structure of the controller: instead of feeding back just the model output, the entire model state is fed back.
Figure4 refers to processes with a state-space model of the form of eq. (1) (x(t -e) ).
The resulting closed-loop system is given by k =S(w) + Cl(W)(P(W) + q(w){++ -@) -h(x(t -@))) + g(w)q(w)JJ.p 2 =f(x) + &J(P(W) + q(w){++ -@) -h(x(t -@)>) + g(wMw)YS, y = h(x(t -0)). (4'3)
In summary, the key property of the model state feedback controller is that it allows the reduction of a dynamic output feedback synthesis problem into a static state feedback synthesis problem, under the assumption of open-loop stability of the process. The presence of modeling error does not alter the synthesis formula for the control law, but will influence the choice of the tunable parameters in view of the wellknown trade-offs between performance and robustness.
Integral action
We observe that both w and x follow the same dynamics 3 =f(w) + g(w)u and 2 =x(x) + g(x)u, driven by the same input:
u= P(W) + &J){h(w(t -0)) -h(x(t -@NJ + &J)YS,.
In this subsection, we will conclude the theoretical part of the paper by addressing the important issue of integral action of the controller realization of theorem 1 [and consequently the controllers of eqs (38), (40) and (42) derived for the various special cases.] To this end, an important question that arises is what is the precise meaning of integral action in a nonlinear context. Because the significance of integral action is connected with steady-state properties of the closed-loop system, it seems natural to define integral action on the basis of steady-state considerations. In a linear context, integral action is associated with infinite static gain or, equivalently, the inverse of the dynamic system having zero static gain. This observation motivates the following generalization of the notion of integral action in a nonlinear setting. Therefore, eq. (49) indeed holds and the controller of eq. (26) possesses integral action.
Definition
NONMINIMLJM-PHASE BEHAVIOR IN A CLASS OF
CHEMICAL REACTION SYSTEMS
The motivation for this section arises from the fact that quite often exothermic chemical reactors operate with cold feed, which can give rise to inverse response characteristics (and thus, nonminimum-phase behavior) in temperature control problems [e.g. Juba and Hamer (1986) and McLellan et al., (1990) ], More specifically, for a continuous exothermic reactor where the inlet stream flowrate is used to control the reactor temperature, a positive step change in the inlet flowrate will cause an initial decrease in the reactor temperature; however, the reaction rate will eventually increase, causing the reactor temperature to increase as well. Similarly, a negative step change in the inlet flowrate will cause an initial increase in the reactor temperature, but eventually the reaction effects will dominate causing a decrease in the reactor temperature. Motivated by the above, in this section we illustrate the application of the proposed nonlinear control methodology to a continuous stirred tank reactor (CSTR) that exhibits such behavior.
More specifically, we consider an idea1 CSTR, where a solution stream consisting of pure A at concentration c_,,, and temperature T,, enters the reactor, and the exothermic reaction A+B takes place. A cooling jacket maintained at a temperature Tj is used for heat removal. The effluent stream leaves the reactor at concentrations cA. cs and temperature T. Under standard assumptions, the mass and energy balance describing the dynamic behavior of the process take the form 
WA a=VpCD
and the values of the various process parameters are shown in Table 1 . Motivated by the discussion in the beginning of this section, we consider a temperature control problem for this process, using as manipulated input the inlet flowrate F.
Equilibrium diagram
The steady-state solutions for the above process can be found by setting the right-hand side of eq. (50) equal to 0. Eliminating the flowrate F from the resulting algebraic equations, we obtain the following rela- c; -
Equation ( 
Cw
The zero dynamics of the process is then defined as the dynamic system i = Fi(Z, y).
The stability of the zero dynamics locally around an equilibrium point can be easily determined using Liapunov's first theorem, i.e. based on the sign of Nonminimum-phase region:
The dividing line in a cA vs T diagram is generated by the equation: (63) and is shown by the dashed line in Fig. 5 . It is interesting to observe that the point of the equilibrium line corresponding to the transition between the minimum-phase region and the nonminimum-phase region is exactly the point of maximum temperature (or double root in cA ).
The control problem The desired operating equilibrium point for the process under consideration will be chosen at some location of the lower branch of Fig. 5 , to achieve a compromise between maximizing conversion and maximizing production rate (this is typically determined taking into account process economics considerations). Clearly, in this region the process is nonminimum-phase, which makes the control problem especially challenging.
The initial operating point is assumed to be at the steady state: xlr = 4.29 kmolmT3, and xZm = 332 K. Figure 6 illustrates the open-loop response of the process for a negative step change in F from 0.203 m3 h-1 to 0.02 m3 h-'. One can observe the initial inverse response due to the unstable zero dynamics. Figure 10 also illustrates the open-loop response of the reactor, starting from a different steady state: xls = 3.08 kmolm-', and xlr = 312 K, and for a positive step change in F from 0.046m3 h-' to 0.20m3 h-l. The nonlinear nature of the process is clearly documented in the significant differences of the response characteristics.
Following Wright and [see also Kravaris and Daoutidis (1990) ] the ISE-optimal stati- 
with y = ylr at steady state. The adjustable parameter is chosen as y1 = 0.25 in all simulation runs that follow. Figure 7 illustrates the singular lines in the state space, for which h*(x) is not well-defined and the control law is not well-defined [L#(x) = 01. In the first run, the reactor is initially assumed to be at the steady state: xlr = 4.29 kmol m-3, and xg, = 332 K. A negative step change is imposed on the output set point, from 332 K to 322 K. Figure 8 illustrates the profiles for the outputs y* and y, and the manipulated input F, under the controller of eq. (65). One can clearly observe the first-order response in the equivalent output y* according to the theoretical prediction, as well as the matching of y and y* at steady state. Figure 9 illustrates the reactor trajectory which clearly remains away from the singular lines of the outputs JJ* and y, and the manipulated input F, for state space. WI(O) = 0.8x1(0) and wz(O) = x2(O) + 10. Clearly, the In the next two simulation runs, the same change in controller performs very satisfactorily, despite the inthe set point is imposed, and the effect of initialization itialization error. Figure 11 illustrates the analogous and modeling error on the controller performance is profiles asuming an error of 10% in the model paraaddressed. Figure 10 illustrates the profiles for the meters y and 0~. The controller is able to cope with the modeling error and control the reactor to the new set point. The next simulation runs address the disturbance rejection capability of the control scheme. The reactor is assumed to be at its nominal steady state ( xlr = 4.29 kmolmm3, and xzr = 332 K). Initially, an unmeasured step increase of 5 K is assumed in the inlet temperature To. As can be seen in Fig. 12 , the controller brings the system smoothly back to the set point. Then, an unmeasured step increase by 15% is assumed in the inlet concentration cAO, and the con- troller again brings the system successfully back to its set point (Fig. 13) . The final set of simulation runs addresses the case where, in addition to unstable zero dynamics, a deadtime 6 = loo0 s is present in the output map of the process; the controller of eq. (26) is used in all the simulations. For the same set point change as previously (from 332 to 322 K), Fig. 14 shows the profiles for the outputs y* and y. and the manipulated input F, using the actual process deadtime in the controller equations. As predicted by the theory, a first-order response can be observed for y*, while y matches y* at steady state, after the initial delay in the response. Figure 15 shows the analogous profiles using 0 = 0 s in the controller equations. Even in the presence of such a substantial error in the deadtime, the controller performs very satisfactorily. Figure 16 shows the input and ouput profiles for the same unmeasured disturbance in the inlet temperature as previously (step increase of 5 K), using the actual process deadtime in the controller equations. The controller successfully brings the system back to the set point. Figure 17 shows the analogous profiles using 8 = 0 s in the controller, and again illustrates the very satisfactory disturbance rejection capabilities of the controller, even in the presence of error in the deadtime.
