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Abstract. In this paper, we address how to automatically generate a 
panorama for a street view from a long video sequence. We model the 
panorama as a low-rank matrix and formulate the problem as one of ro­
bust recovery of the low-rank matrix from highly incomplete, corrupted, 
deformed measurements (the video frames). We leverage powerful high­
dimensional convex optimization tools from compressive sensing of sparse 
signals and low-rank matrices to solve this problem. In particular, we 
show how the new method can effectively remove severe occlusions or 
corruptions (caused by trees, cars, or reflections etc.), and obtain clean 
intrinsic street panoramas that are consistent with all frames. We also 
show how our method can automatically and robustly establish pixel- 
wise accurate registration among all the video frames. We demonstrate 
the effectiveness of our method by conducting extensive experimental 
comparison with other popular video stitching methods such as AutoS- 
titch and Adobe Photoshop.
1 Introduction
Recently, driven by industrial applications such as map building, virtual reality, 
and automatic navigation in urban environments, there has been tremendous 
interest and effort for building large-scale structure and texture models for urban 
areas from street view videos, which are taken by a moving camera (mounted on 
cars) that capture side views of the streets (see Figure 1). One of the fundamental 
problems in compressing and processing such video data is to align and stitch 
the video frames together to generate a seamless panorama of the streets.
In the image stitching literature, a planar projective deformation model is 
one of the most popular parametric models, and consists of estimating a 3 x 3 
homography matrix between two images to be aligned. A limitation of this model 
is that it assumes all the scene structures lying on a plane or the center of projec­
tion being fixed, which is often violated in practice. Fortunately, in street view 
videos, there often exists a dominant plane in the scene, which corresponds to 
the consecutive building facades on one side of the street. Moreover, in many real 
applications, one may be particularly interested in accurate recovery of the struc­
ture and appearance of this dominant plane only, as it often suffices to produce 
compact yet visually pleasing large-scale city street views. Indeed, commercial 
products such as Google Map Street View and Bing Maps all build upon this
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Fig. 1. Intrinsic views with different exposures, (a)-(c): Sample input frames from 
Google Map Street View database, (d)-(f): Corresponding intrinsic views recovered 
by our method after stitching all the frames together. Notice that we recover one 
panorama for each frame with the same exposure.
model. Therefore, in this work, we focus on how to automatically obtain consis­
tent appearance of the dominant scene plane from street view videos.
Given a set of well aligned input images, conventional image stitching meth­
ods use some blending algorithms to compensate for variations such as exposure 
differences and generate a single mosaic image. However, it is known to be diffi­
cult for any blending algorithm to strike a good balance between smoothing out 
low-frequency exposure variations and retaining sharp details in the image. This 
motivates us to reconsider the following question: Is it really necessary to blend 
all the input images into a single mosaic image? In fact, each input image can 
be viewed as an incomplete (windowed) view of a scene plane (building facades 
along the street) under certain unknown exposure. The key observation here is 
that if we have multiple complete views of the plane under varying exposures, 
then they all lie in a low-dimensional subspace. For example, under the well 
known Bias and Gain model [9], the dimension of the subspace is at most two. 
We call each element within this subspace an intrinsic view of the scene. Conse­
quently, instead of blending all the input images into a single mosaic image, we 
argue in this paper that it is more appropriate to directly recover the complete 
intrinsic views, or equivalently the low-dimensional subspace, from all the input 
images in a holistic fashion. Figure 1 shows an example of our results.
However, real images often deviate from the ideal low-dimensional subspace 
model due to the existence of some parallax, reflection on glasses, and occluding 
objects in the scene, as shown in Figure 2(a) and (b). They all introduce gross 
outliers to the imagery data for the blending problem and should be eliminated 
in the final panorama. In this paper, given the aligned input images, we for­
mulate the robust intrinsic view recovery task as a matrix rank minimization 
problem, and demonstrate how it can be converted into a convex optimization 
problem and solved efficiently using recently developed efficient and scalable 
first-order methods. Somewhat surprisingly, we show that, under this general 
low-rank subspace assumption, it is possible to recover all missing parts of each 
input image despite all the aforementioned types of outliers, yielding a complete 
intrinsic panorama view of the scene for each frame under the same exposure!
In fact, the flexibility of the low-dimensional subspace model goes beyond 
merely handling the exposure differences. For instance, as one can see in Fig­
ure 2, although the building facades are roughly planar, the small structures on 
the facades, such as windows and doors, do have some depth variation, which
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Fig. 2. Intrinsic panoramas from a street video sequence, (a): Input frames, (b): Resid­
ual images, (c): Recovered intrinsic panoramas, (d): Details of a small region in (c).
is retained in the panorama associated with each view in our final results (Fig­
ure 2(d)). Different from occluding objects, keeping these low-frequency varia­
tions actually produce more realistic presentation of the real scene than enforcing 
everything to lie on a single plane.
Remember that the first step for any accurate image stitching is to obtain 
pixel-wise precise image alignment. While image-intensity based (direct) meth­
ods are often used to align sequential frames in a video, they typically assume 
the intensity remains constant over time. Recently, using the same idea of ma­
trix rank minimization, [10] proposes a novel method called Robust Alignment by 
Sparse and Low-rank decomposition (RASL) for aligning a batch of linearly cor­
related images. However, like other direct methods, RASL requires a reasonable 
initialization. In this paper, we extend RASL to automatically register video 
sequences by initializing it using a robust feature-based plane detection and 
tracking algorithm, which is a generalized version of the well-known two-frame 
RANSAC method for homography estimation. By combining the strengths of 
both intensity-based and feature-based methods, our new method achieves fully 
automatic alignment with pixel-wise accuracy.
Related Work. The problem of image alignment has been extensively studied 
in the literature. Existing methods can be roughly classified into two categories. 
On one hand, direct alignment methods [13,12] work on image regions and pro­
vide accurate registration using local algorithms, but need a good initialization. 
On the other hand, feature-based methods rely on detecting and matching a set 
of feature points, such as comers and SIFT features [5,3]. They do not require 
an initialization but are often less accurate. Recent work on video registration 
has been focused on its efficiency and global optimality [14]. In this work, we 
take the advantage of both types of methods to achieve robust and accurate 
registration of video frames.
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Fig. 3. Illustration of our problem formulation: robust recovery of a low-rank matrix 
A from highly incomplete measurements within a band along the matrix diagonal.
Given multiple aligned input images, there exist many works addressing the 
issues in compositing the final mosaic image, such as pixel and seam selection, 
blending and exposure compensation. Pixel and seam selection techniques aim 
to eliminate the ghost effects due to moving objects, by using a median filter 
[7], a minimum likelihood selection criterion [1], or a weighted average in the 
regions of difference [15], While some of these methods such as [15] can already 
compensate for some differences in exposure or color from the source images, 
more sophisticated blending algorithms have been developed in the literature. [3] 
uses pyramid blending to compensate for exposure differences, and [11] develops 
a gradient domain blending method to do seamless object insertion in image 
editing applications. Several variants of [11] with different cost functions have 
been studied in [8] to further improve its performance. Meanwhile, readers are 
referred to [17] for a comprehensive performance evaluation on existing color 
correction approaches. Finally, [6] proposes to convert each image into a radiance 
image using its exposure value and then create a stitched, high dynamic range 
image. While all the aforementioned methods focus on eliminating various types 
of variations from the input images, it is the novelty of our method to directly 
model these variations and keep them in the final results.
2 Problem Formulation
We begin introducing our method with a formal definition of our low-dimensional 
subspace model for video panoramas. Suppose we are given n complete and 
pixel-wise aligned views (w.r.t. a common coordinate system associated with 
the dominant plane) of a scene under different exposures. We stack the m  pixels 
of each video frame as a vector, and denote them as 7®,..., 7° € Rm, one for 
each of the n frames in the sequence. We put these vectors as columns of the 
matrix
A  /£] e r x*. ( l)
Then the columns should be highly linearly correlated and the matrix has a very 
low rank, as illustrated in Figure 3. Notice that ideally, the only difference in the 
different columns is a scaling factor which corresponds to the global illumination 
change across views. We call these columns as “intrinsic images.”
In an image stitching problem, in each input image Ij we only see a deformed 
version of a very small portion of the entire scene. In particular, a video sequence
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along a street can be thought as a sliding window through which each frame sees 
a small chunk of the street from a different view. If the camera is a perspec­
tive projection, then there exist homography matrices T\ , . . . ,  rn E GL(3) which 
transform the input video frames I \ , . . .  , I n into a common coordinate system 
on the dominant plane, respectively.
In addition, each image Ij (1 < j  < n ) has a limited field of view and only 
sees a very small portion of the scene. Hence, there is an associated support f l j  
that indicates the observable region (entries) from the j-th  view, as illustrated 
in Figure 3. We write Vnj (Ij) as the projection of Ij to the space of vectors 
supported on jI j .  With a slight abuse of notation, we also use f i j  E Rm as a 
vector to represent the observed pixels in Ij,  where fij(k) =  1 if the k- th pixel 
is observable in Ij,  and fij(k) =  0 otherwise. Hence the video frames are related 
to the intrinsic images as
V n j {Ij o T j ) = V n ¡ {IQj ) .  (2)
Given the transformation matrices r  = {tj }™=1, we can write the aligned data 
matrix as Vq (D o t ) = [Pni (h  ° n ) , . . . ,  Vnn(In ° t„)], where i? =  [j?i,. . . ,  fin] 
are the supports associated with all the views. Then the image stitching problem 
naturally reduces to the following low-rank matrix completion problem:
minrank(A) s.t. Vn(D  o r) = Vn(A).  (3)
t,A
In practice, the low-rank structure of the aligned images can be easily vi­
olated, due to the presence of parallax, reflections and moving objects in the 
scene. Since these errors typically affect only a small fraction of all pixels in 
an image, we can model them as sparse errors whose nonzero entries can have 
large magnitude. Let ej represent the error corresponding to the jr-th frame: 
Ij o Tj = I  j + ej. Let E  = [ei, . . . ,  en\ be the matrix with all the error vectors 
as columns. Then to recover the low-rank intrinsic images Ij,  we actually need 
to solve the following more challenging problem of recovering a low-rank matrix 
from highly incomplete and corrupted observations:
min rank(A) + i'H-Ejlo s.t. Vn(D o r) =  Vn(A + E), (4)
t,A,E
where the ¿o-norm || • ||o counts the number of nonzero entries of a matrix, and 
v > 0 is a parameter that trades off the rank of the solution versus the sparsity 
of the error.
To summarize, our goal is to recover a set of homographies n , . . . ,  rn that 
align all the frames to a common world plane coordinate as well as the corre­
sponding complete intrinsic views, by minimizing the rank of a matrix A which 
agrees with the aligned input images {Ij}j=i on the observed regions 12, up to 
some sparse gross errors E. Notice that here (r, A, E) are all unknowns.
The rest of the paper is organized as follows. In Section 3, by assuming that 
the correct homographies r  are given, we introduce an efficient and effective 
solution to (4) via convex programming. Then, to obtain the homographies for
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a video sequence, we develop a new robust video frame alignment algorithm in 
Section 4. We conduct extensive experiments to illustrate the performance of 
our method and compare with other state of the art techniques in Section 5.
3 Robust Low-rank Panoramas via Convex Optimization
In this section, we show how to solve the problem (4) when the correct trans­
formations r  are given. Note that even with r  given, the objective function of 
problem (4) is still highly combinatorial, which is in general NP-hard if we are 
looking for the global optimal solution. However, by the recent advances in con­
vex optimization, we can replace the non-linear functions rank(-) and f?0-norm 
by their corresponding convex surrogates, as proposed by the work of Principal 
Component Pursuit [4] for solving the robust PCA problem. Specifically, we re­
place rank(-) by the nuclear norm || • H*1, and || ■ ||o by the || • ||i norm2, which 
leads to the following convex optimization problem:
min||A||, +  A||£||i s.t V í2( D ot) = Vn (A + E). (5)
A ,E
In the literature of compressive sensing and low-rank matrix recovery, there 
have been extensive theoretical results that provide evidences for the effective­
ness of using such convex surrogates for recovering sparse signals and low-rank 
matrices. In particular, [4] has shown that in the case when ft contains a small 
constant fraction of the entries, the above convex program succeeds with high 
probability in recovering the correct low-rank and sparse components (A0, Eq) 
under mild conditions. Similar recoverability results have also been obtained for 
a more general low-dimensional subspace ft, known as Compressive Principal 
Component Pursuit [16]. In a nutshell, the results in [16] claim that, if (Aq,E o) 
are incoherent, then the recovery from (5) is exact with high probability if
dim(Q) > C ■ log2 n x degrees of freedom(Aq, E0),
where Q is a randomly chosen observable subspace according to the Haar mea­
sure. Curious readers are referred to [16] for the detailed proofs. Notice that if 
the matrix A has a fixed rank r  -  which is the case in our setting, then a lower- 
bound on the number of measurements needed is 0{rn  log2 n) which is only a 
diminishing fraction of the entries 0(n2) of the matrix as n goes to infinity. 
This is actually the case when the length of the video sequence grows large. The 
results of [16] suggest that as long as the resolution of the image frame -  the 
size of the support |/?i | in Figure 3 -  grows as 0 (r  log2 n), then good recovery 
of the low-rank intrinsic views and sparse errors is possible.
It is easy to see that problem (5), as a convex optimization program, can be 
solved by the polynomial-time interior point methods. Although this is concep­
tually correct, such methods are highly inefficient for our problem here, as we
1 Sum of all singular values of a matrix.
2 Sum of absolute values of all entries.
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Algorithm 1 First-order Method for Solving (6) 
while not converged (j  —  1,2,...) do 
Initialize R\ *— Oi, £i <— 1. 
while not converged (k =  1 ,2 ,...)  do
Mfc <—  (1  — £*)/?* +  £ * © * 5
(Uk, 27*, 14) -  svd ( a <0) +  i i^ V n M k ) ;
A*+i <— Uk • shrink (27*, *) • V* ;
Ek+i <— shrink 0) + n J 1V nM k,
Ok+i <— &k + o t — V n(A k+i +  £4 +1));
Rk+i «— (1 — £k)Rk + £kOk+1;
£fc+i <— 2/(1 +  s / \  +  4/££); 
end while
(Let (A*, ¿7*) be the converged solution); 
h +i
end while
are processing video data of high resolutions and long sequences. Therefore, we 
adopt a first-order method similar to [2], where instead of directly solving the 
constrained problem (5), we solve the following smoothed Lagrangian problem:
C(A,E, 0)
=  M il* +  A||25||i +  f  (||A -  A (0)||2F +  || E -  Ew \\2f ) -  (&, Vn(A + E - D  o r)> , (6)
where n is the smoothing parameter, & is the Lagrange multiplier matrix, and 
A(°\E(°) are two fixed matrices. If A(0) =  Aq and E^> =  Eo, then we have 
that the optimal solution of problem (6) is the same as problem (5). Since we 
do not know Aq,E q beforehand, we iteratively update as well as the
dual variable <9 one at a time while fixing the others.
The detailed algorithm is summarized in Algorithm 1, which is guaranteed 
to converge to the optimal solution as proved in [2]. Empirically, fixing 7 =  0.9, 
it usually takes 40 to 60 iterations to converge.
4 Robust and Accurate Video Registration
We have seen from previous sections that by imposing low-rankness on the de­
sired solution, one can robustly and efficiently recover the complete intrinsic 
views of the scene despite gross errors. In this section, we show that with some 
proper modifications, the same idea of matrix rank minimization can be used to 
obtain accurate estimates of the homography matrices among all video frames 
and hence the transformations between the image frames and the intrinsic views.
Given n input images {Ij}™=i, recall that the ideal observation model is 
Vaj (Ij o Tj) = P „,(/°) for the j-th  image. Denote R =  Hy=i as the in­
tersection of observable regions among images considered -  see Figure 4 for an 
illustration. If R is not empty, we write Vfi(Ij o t j ) ,  j  = 1, . . . ,  n as the projection
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Fig. 4. Illustration of our formulation of the robust image registration problem, re­
stricted to a batch of images considered.
of the aligned input images to the space of vectors supported on R. Then, if we 
stack each V r I^j o Tj) as column of a new data matrix:
V r (D o t ) = [PR(h  o n ) , . . . ,  PR(In o r„)], (7)
this matrix should also have a very low rank. In the presence of errors, we can 
write our observation model as:
P r (D o r) =  A r +  E r , (8)
where A r , E r represent the low-rank component and sparse error component, 
respectively, with their A;-th entries being zero for any k £ R. Then, using the 
same argument as in Section 2, we can cast the problem of joint image alignment 
as the following optimization problem:
min H-Aflll*+A||£r ||i s.t V r (D o t ) =  A r +  E r . (9)
AR,bR.T
In fact, this problem has been extensively studied in the recent work [10], 
where it is called Robust Alignment by Sparse and Low-rank decomposition (RASL) 
In [10], given a good initialization, (9) is solved by iteratively linearizing the 
nonlinear equality constraint at the current estimate of r, yielding a sequence 
of convex programs whose solutions converge quadratically to the correct align­
ment. It has been shown in [10] that RASL is able to achieve pixel-wise alignment 
accuracy over a wide range of realistic misalignments and corruptions.
However, in order to apply RASL to street view video sequences, there are two 
important issues which need to be addressed. First, as a local method, a good 
initialization of the transformation parameters is required by RASL. Second, 
for a typical long video sequence, there is often no common regions among all 
frames -  see Figure 4. In the rest of the section, we show how to resolve these 
two problems.
4.1 RANSAC-based dominant plane detection and tracking
Since our goal is to compute the homography matrices induced by the dominant 
scene plane, it can be done efficiently using a RANSAC-type algorithm on feature 
point trajectories obtained by any standard tracking algorithm. We here discuss 
such a method in more details.
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Fig. 5. Plane detection and tracking results using our RANSAC-based algorithm. 
Green dots: inliers. Red dots: outliers. Notice that our method effectively eliminate 
as outliers all features that are off the plane or caused by reflections.
In computer vision literature, RANSAC has been the most widely used algo­
rithm for robustly estimating the planar homography between two images. To 
register video sequence, one may simply apply RANSAC to each pair of adja­
cent frames and combine the result across multiple pairs. However, the plane 
model detected in this way may not be consistent over time: in the presence of 
mis-tracked features, spurious features in each frame, or multiple planes, feature 
points that fit one homography between a pair of adjacent frames could be out­
liers for the homography found for the next pair of frames. Therefore, in this 
work we use a generalized RANSAC algorithm, which directly samples feature 
point trajectories, instead of independently sampling point correspondences be­
tween every two frames. Since the method is still based on sampling consensus, 
it consists of multiple trials of the same procedure followed by a selection of the 
best result (in terms of the number of inliers) from these trials. The procedure 
of one trial is as follows.
1. Given an input image sequence, we randomly choose a pair of adjacent 
frames. A homography matrix is then estimated using four randomly chosen 
trajectories which overlap with these two frames.
2. Given a fixed threshold e, we classify all the other trajectories that overlap 
with these two frames into inliers and outliers using the estimated homogra­
phy matrix. Then, using the inlying trajectories we can estimate additional 
homography matrices between other adjacent pairs of subsequent frames, 
which can in turn be used to detect more inlying trajectories. We repeat this 
step until all the frames are processed.
Note that the only parameter for this scheme is the threshold e. Since our 
goal is to detect the dominant scene plane, we find that a fixed value e = 4 
(pixels) works well enough in practice. Finally, we employ the standard bundle 
adjustment to obtain optimal estimates of all homograhpies using the inlying 
trajectories. Figure 5 shows some representative results of our method.
4.2 Pixel-wise accurate registration via matrix rank minimization
Given the initial estimates of pairwise homographies, we now refine them using 
our batch alignment formulation (9). For a long video sequence, we can divide 
the entire sequence into multiple small (overlap) batches of size (p+ 1), so that 
the i-th batch contains frames (px (i -  1) + 1) to ( p x i  + 1), and apply RASL to 
solve (9) for each batch individually. Note that the way we divide the sequence
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Fig. 6. Pixel-wise accurate registration via matrix rank minimization, (a) and (b): 
The first and last frames of a batch, (c): Superposition of the blue window labeled in 
(a) using frame (a) and (b), according to the homographies estimated by our RANSAC- 
based plane detection and tracking algorithm, (d): Superposition of the same window 
according to the homographies refined by RASL. The improvement is clear.
ensures that any two adjacent batches share exactly one frame, which enables 
us to link all the transformations between frames into a common coordinate 
system in the end3. In addition, as suggested by [10], the value of p should be 
chosen as large as possible, as the low-rank model works better when p is much 
larger than the dimension of the subspace spanned by the intrinsic views. In our 
problem, however, p is restricted by the condition that R  must be large enough 
so that (9) can be solved reliably in the presence of gross errors. See Figure 4 
for an illustration of the relation between the size of R  and the batch size p. In 
practice, we find that a fixed value p = 10 works well for all videos.
In addition, one may notice that our definition of the observable region Q, and 
subsequently R  in the RASL problem (9), actually depends on r. To make the 
RASL algorithm tractable, we pre-compute R  using r  estimated by the proposed 
generalized RANSAC algorithm and fix it in RASL. As a result, some entries 
in R may become unobservable in certain images as r  changes while running 
RASL, resulting in some zero entries in the data matrix. However, since RASL 
is robust to sparse errors, we found that this has little effect, if any, in affecting 
the accuracy of the alignment results. Figure 6 shows an example of refining the 
homography matrix using RASL.
5 Experiments
In this section, we report results of our method on both videos captured by 
ourselves using a hand-held camera (Figure 7) and videos from the Google Map 
Street View database captured by camera mounted on a moving car (Figure 11). 
To better understand the advantages of our method, we compare our method 
against popular image stitching software systems AutoStitch [3] and Photomerge 
in Adobe Photoshop CS54.
Our Video Squences. In Figure 8, we show the results of all three methods 
on sequence HI. Comparing Figure 8(a) with the corresponding input images, 
which is the second image of the first row in Figure 7, one can see that objects do
3 By default, we choose the planar coordinates of the first frame of the sequence as this 
common coordinate system. All stitching results are represented in this coordinate 
system, unless otherwise stated.
4 http://www.adobe.com/products/photoshop.html
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Fig. 7. Snapshots of testing videos taken by a hand-held camera. From top to bot­
tom: Sequences HI, H2, H3, H4 and H5. The number of frames for each sequence 
ranges from 60 to 120.
(a) Recovered intrinsic view by our method (b) Residual image
(c) Stitching result by AutoStitch (d) Stitching result by Photomerge
Fig. 8. Video stitching results on sequence HI. The corresponding input image for our 
method is labeled in blue in Figure 7.
not belong to the dominant plane (i.e. cars) have been completely removed from 
the intrinsic view by our method. This is also evident by comparing the error 
map Figure 8(b) with its corresponding frame. However, both AutoStitch and 
Photomerge fail to handle such outliers properly, resulting in undesired effect of 
ghosting (Figure 8(c)) or cutting-through (Figure 8(d)). In terms of registration 
accuracy, it is easy to see that AutoStitch, which relies on detecting and matching 
SIFT features, performs much worse than both our method and Photomerge in 
this example.
In Figure 9, we show another example, in addition to Figure 2, where the in­
trinsic views generated by our method can preserve small depth variations, while 
occluding objects, such as trees, and reflections being removed simultaneously. 
The readers are encouraged to see the supplementary material for more details 
about this interesting phenomenon. It is also worth noting that for this sequence
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Fig. 9. Video stitching results on sequence H2. The two corresponding input images 
are labeled in red in Figure 7. (a): Recovered intrinsic views, (b): Residual images, 
(c): Details of a small region in (a).
(a) Our method (b) AutoStitch
(c) Photomerge
Fig. 10. Comparison of video stitching results on sequences H3 to H5.
our method is not able to completely remove cars parking along the street. This 
is because these cars are very close to the building facades that there is simply 
not a single frame in which the occluded part of facades becomes visible.
In Figure 10, we show comparative results on sequences H3 to H5. As one can 
see, our method performs consistently better than AutoStitch and Photomerge, 
producing clean, pleasing-looking results with pixel-wise registration accuracy. 
Rather surprisingly, the performance of Photomerge is very unstable, possibly 
due to its difficulty in matching images in the presence of large repetitive pat­
terns.
Google Map Street View Sequences. Finally, we compare all three methods 
on the Google Map Street View database (Figure 11). As one can see in Figure 12, 
our method is very stable on all the sequences, while the other two methods both 
have obvious problems registering the input images. Furthermore, our method
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Fig. 11. Snapshots of testing videos from Google Map Street View database. The 
number of frames for each sequence ranges from 30 to 60.
(a) Our method (b) AutoStitch (c) Photomerge
Fig. 12. Video stitching results on Google Map Street View sequences. From top to 
bottom: Sequences G1 to G4.
successfully remove outliers such as reflections on the window (sequences Gl, 
G2 and G3) and trees (sequence G4) from the intrinsic views, while preserving 
the details on the dominant planes.
6 Discussion and Future Work
In this work, we have shown that by harnessing the inherent relationships across 
multiple frames of a street view video via a low-dimensional subspace model, 
the video stitching problem can be solved in a holistic and efficient way, despite 
exposure differences, parallax, and occluding objects. However, we note that, in 
fact, much more can be done based on tools we developed in this paper. For 
example, although our formulation successfully exploits the correlation among 
multiple views, rich low-rank structures within individual images can further 
improve the results. Since the street view contains many regular structures, we
14 Zihan Zhou, Kerui Min, and Yi Ma
Fig. 13. Rectified panoramas of sequences H4 and H5 using TILT.
could further use tools such as transform invariant low-rank texture (TILT) [18] 
to rectified the so obtained intrinsic views, as shown in Figure 13. In addition, it 
is straightforward to extend our method to generate 360° panorama from images 
taken by a rotating camera, as the frames are related through pure rotations. 
Finally, the intrinsic views obtained by our method can be used to synthesize 
many types of new videos (say more stabilized or higher-resolution ones) for the 
street, which we consider as a promising future direction.
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