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Chapter 1
Symmetries in Field Theory.
1.1 Introducing Q.F.T. and Symmetries.
The generating functional for a quantum field theory containing a real scalar field is given by the following
Z =
∫
Dφ exp i
∫
dDx L (φ) (1.1)
where
L (φ) = 1
2
ηµν∂µφ∂νφ− 1
2
m2φ2 − V (φ) . (1.2)
The correlation functions in this scalar field theory are given by
G (x1, ..., xn) =
1
Z
∫
Dφ φ (x1) ...φ (xn) exp i
∫
dDx L (φ) . (1.3)
Suppose the potential V (φ) has the form V (φ) = gφ4. In this instance the Lagrangian has a symmetry φ → −φ as
L (φ) is an even function of φ. Before continuing consider what is meant by the measure of the integration,
∫
Dφ.∫
Dφ =
∏
x
∫ +∞
−∞
dφ (x) (1.4)
One should consider x as being a label for a variable, the variable being the value of the field at the space-time point x .
Hence the product of the integrals of the values of the fields at every point in space-time is the integral over all possible
field configurations. So what happens to the integral over all possible field configurations under φ→ φ′ = −φ ?∫
Dφ =
∏
x
∫ +∞
−∞ dφ (x)
=
∏
x
∫ −∞
+∞ −dφ′ (x)
=
∏
x
∫ +∞
−∞ dφ
′ (x)
=
∫
Dφ′
(1.5)
Nothing, the measure is invariant under φ → φ′ = −φ. Now as the measure of the integration and the action are both
invariant under this transformation of the fields the whole generating functional is therefore invariant under φ→ φ′ =
−φ, Z → Z .
The effects of this transformation on the correlation functions are not so trivial though,
G (x1, ..., xn) =
1
Z
∫
Dφ φ (x1) ...φ (xn) exp i
∫
dDx L (φ)
= (−1)n 1
Z
∫
Dφ′ φ′ (x1) ...φ′ (xn) exp i
∫
dDx L (φ′) (1.6)
1
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a factor of (−1)n is acquired from the string of fields before the exponent φ (x1) ...φ (xn) = (−1)n φ′ (x1) ...φ′ (xn).
From a purely mathematical perspective one sees that,
1
Z
∫
Dφ φ (x1) ...φ (xn) exp i
∫
dDx L (φ) = 1
Z
∫
Dφ′ φ′ (x1) ...φ′ (xn) exp i
∫
dDx L (φ′) (1.7)
as the field is just a dummy integration variable which we are integrating everywhere from +∞ to −∞ and because
Z → Z under the transformation. Hence,
G (x1, ..., x2) =
1
Z
∫
Dφ φ (x1) ...φ (xn) exp i
∫
dDx L (φ)
= (−1)n 1
Z
∫
Dφ′ φ′ (x1) ...φ′ (xn) exp i
∫
dDx L (φ′)
= (−1)n 1
Z
∫
Dφ φ (x1) ...φ (xn) exp i
∫
dDx L (φ)
= (−1)nG (x1, ..., x2)
(1.8)
For this statement to be self consistent n must be even, i.e. no odd Green’s functions. This result was seen in our
perturbative treatment of QFT in other courses where it was not so much proved as shown. The point to take away here
is that one can make important deductions in field theory through symmetry considerations and without resorting to
perturbation theory. Also, we have derived this result in an arbitrary number of space-time dimensions D.
We can still however raise questions about the validity of this result. One obvious point is that this result is restricted
to potentials which are even functions of φ. Also, do quantum loop corrections affect our result? Finally note that the
symmetry transformation law used to derive our result was discrete.
Consider now continuous symmetries. Let us take a similar Lagrangian to the one above but this time with two real
scalar fields φ1 and φ2.
L (φ1, φ2) = 1
2
ηµν∂µφ1∂νφ2 +
1
2
ηµν∂µφ1∂νφ2 − m
2
2
(
φ21 + φ
2
2
)− V (φ1, φ2) . (1.9)
The integration over all field configurations is obviously
∫
Dφ1
∫
Dφ2. We will now employ a common streamlined
notation for these situations. We re-express our fields as follows
φ = 1√
2
(φ1 + iφ2)
φ† = 1√
2
(φ1 − iφ2)
i.e.
(
φ
φ†
)
=
1√
2
(
1 i
1 −i
) (
φ1
φ2
)
(1.10)
Note that the dagger here is not that of canonical quantization, φ† is not an annihilation operator! If that was the
case we would only have one type of creation operator and one type of annihilation operator in decomposing φ and
φ†, this is not the case! φ1 has its own creation operator and its own annihilation operator and φ2 also has its own
creation operator and its own annihilation operator i.e. there would be two distinct creation operators and two distinct
annihilation operators. In the new compact notation we have,
mass term = −m2φ†φ (1.11)
kinetic term = 12η
µν
{
∂µ
(
φ+φ†√
2
)
∂ν
(
φ+φ†√
2
)}
+ 12η
µν
{
i∂µ
(
φ−φ†√
2
)
i∂ν
(
φ−φ†√
2
)}
= 12η
µν
{
1
2
(
2∂µφ
†∂νφ+ 2∂µφ∂νφ†
)} ← Use ηµν µ↔ ν symmetry
= ηµν∂µφ
†∂νφ
(1.12)
The action is then,
S
[
φ, φ†
]
=
∫
dDx
{
ηµν∂µφ
†∂νφ−m2φ†φ− V
(
φ, φ†
)}
. (1.13)
Under a global transformation eiα ∈ U (1) of the fields: φ→ φ′ = eiαφ. The kinetic and mass terms in the Lagrangian
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are invariant:
ηµν∂µφ
†∂νφ = ηµν∂µ
(
φ′†e+iα
)
∂ν
(
e−iαφ′
)
= ηµν
(
∂µφ
′†∂νφ′
)
e+iαe−iα = ηµν
(
∂µφ
′†∂νφ′
) (1.14)
m2φ†φ = m2φ′†e+iαe−iαφ′ = m2φ′†φ′. (1.15)
Hence to make the whole Lagrangian invariant we need to have a potential V
(
φ, φ†
)
which is invariant. This is clearly
the case if the potential is a function products of fields of the form φ†φ. Hence we have that the action,
S
[
φ, φ†
]
=
∫
dDx
{
ηµν∂µφ
†∂νφ−m2φ†φ− V
(
φ†φ
)} (1.16)
possesses a global U (1) invariance.
What about the measure of the integration?∫
Dφ1
∫
Dφ2 =
∏
x
∫ +∞
−∞
dφ1 (x)
∫ +∞
−∞
dφ2 (x) . (1.17)
φ → φ′ = eiαφ = (φ1cosα− φ2sinα) + i (φ1sinα+ φ2cosα) = φ′1 + iφ′2
φ† → φ′† = e−iαφ† = (φ1cosα− φ2sinα)− i (φ1sinα+ φ2cosα) = φ′1 − iφ′2
(1.18)
⇒
(
φ′1
φ′2
)
=
(
cosα −sinα
sinα cosα
)(
φ1
φ2
)
=
(
∂φ′1
∂φ1
∂φ′1
∂φ2
∂φ′2
∂φ1
∂φ′2
∂φ2
)(
φ1
φ2
)
= J
(
φ1
φ2
)
(1.19)
⇒
∫
Dφ′1
∫
Dφ′2 =
∏
x
∫ +∞
−∞
dφ′1 (x)
∫ +∞
−∞
dφ′2 (x) =
∏
x
(∫ +∞
−∞
∫ +∞
−∞
(Det J (x)) dφ1 (x) dφ2 (x)
)
(1.20)
Note that the Jacobian in the integral is equal to one for all x (Det J (x) = 1)!
⇒
∫
Dφ′1
∫
Dφ′2 =
∏
x
∫ +∞
−∞
dφ′1 (x)
∫ +∞
−∞
dφ′2 (x) =
∏
x
∫ +∞
−∞
dφ1 (x)
∫ +∞
−∞
dφ2 (x) =
∫
Dφ1
∫
Dφ2
(1.21)
i.e. the measure of the path integral is also unchanged by the global U (1) transformation of the fields. What happens
to the correlation functions?
G (x1, ..., xn, xn+1, ..., xn+m) =
1
Z
∫
Dµ
(
φ, φ†
)
φ (x1) ...φ (xn)φ
† (xn+1) ...φ† (xn+m) exp iS
[
φ, φ†
] (1.22)
In the above Green’s function the variables x1, ..., xn apply to the φ’s and xn+1, ..., xn+m apply to the φ†’s (note that∫
Dµ
(
φ, φ†
)
denotes the integration over the all possible configurations of the fields φ and φ†). Now consider the
effect of the U (1) transformation φ (x) → φ′ (x) = e+iαφ (x) and φ† (x) → φ′† (x) = e−iαφ† (x). The integration
measure and the action are unchanged as we reasoned above, the string of fields before the exponent, acquires a phase
factor ei(m−n)αφ′ (x1) ...φ′ (xn)φ′† (xn+1) ...φ′† (xn+m). We rewrite the Green’s function in terms of φ′:
G (x1, ..., xn, xn+1, ..., xn+m) = e
i(m−n)α 1
Z
∫
Dµ
(
e−iαφ′, e+iαφ′†
)
φ′ (x1) ...φ′ (xn)φ′† (xn+1) ...φ′† (xn+m)
×exp iS [e−iαφ′, e+iαφ′†]
(1.23)
At the risk of being verbose the measure is:∫
Dµ
(
φ, φ†
)
=
∫
Dµ
(
e−iαφ′, e+iαφ′†
)
=
∫
Dµ
(
φ′, φ′†
)
. (1.24)
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G (x1, ..., xn, xn+1, ..., xn+m) = e
i(m−n)α 1
Z
∫
Dµ
(
φ′, φ′†
)
φ′ (x1) ...φ′ (xn)φ′† (xn+1) ...φ′† (xn+m)
×exp iS [e−iαφ′, e+iαφ′†]
(1.25)
Note, as before when considering the symmetry φ→ −φ, one can step back forget any Physics or symmetries going on
and note that mathematically 1
Z
∫
Dµ
(
φ′, φ′†
)
φ′ (x1) ...φ′ (xn)φ′† (xn+1) ...φ′† (xn+m)× exp iS
[
φ′, φ′†
]
is exactly
the same as 1
Z
∫
Dµ
(
φ, φ†
)
φ (x1) ...φ (xn)φ
† (xn+1) ...φ† (xn+m) × exp iS
[
φ, φ†
]
, that is to say both are equal
to G (x1, ..., xn, xn+1, ..., xn+m). This is because the φ and φ† fields are essentially just “dummy” variables for
the integration and they are all integrated from −∞ to +∞ everywhere (i.e. the limits of the integration are also
unchanged - this was implicit in our proof that the measure was invariant and is crucial for the last sentence is to be
correct). Analogous to the φ→ −φ case one here has,
G (x1, ..., xn, xn+1, ..., xn+m) = e
i(m−n)αG (x1, ..., xn, xn+1, ..., xn+m) . (1.26)
For these two statements to be consistent we must have m = n. Therefore only Green’s functions that contain equal
numbers of the different types of fields φ and φ† are non vanishing!
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1.2 Local Symmetries.
Consider a local U (1) transformation: φ → φ′ = eiα(x)φ, φ† → φ′† = e−iα(x)φ†. Under this transformation the
measure of the path integral is unchanged as it was in the global case, the only difference is that the transformation of
variables is different at every point in space-time but is nevertheless always of the form:
J (x) =
(
cos α (x) −sin α (x)
sin α (x) cos α (x)
)
(1.27)
and hence the Jacobian (Det J (x)) at every space-time point is always one as before!∫
Dµ
(
φ, φ†
)
=
∫
Dφ1
∫
Dφ2
=
∏
x
(∫ +∞
−∞
∫ +∞
−∞ dφ1 (x) dφ2 (x)
)
=
∏
x
(∫ +∞
−∞
∫ +∞
−∞ (Det J (x)) dφ
′
1 (x) dφ′2 (x)
)
=
∏
x
(∫ +∞
−∞
∫ +∞
−∞ dφ
′
1 (x) dφ′2 (x)
)
=
∫
Dφ′1
∫
Dφ′2 =
∫
Dµ
(
φ′, φ′†
)
(1.28)
As before if we construct our potential such that it is a function of φ†φ only, then it too must be unchanged by our
transformation of the fields,
φ†φ = φ′†e+iα(x)e−iα(x)φ′ = φ′†φ′. (1.29)
The mass term is also of the form m
2
2 φ
†φ and hence it too is invariant under these U (1) transformations of the fields.
Once again our theory is starting to look as though it possesses U (1) invariance, though this time the invariance is
local. The kinetic term in the action is however definitely not invariant. Whereas before our fields acquired a constant
phase on application of the U (1) transformation now they have acquired a phase with a space-time dependence hence
we cannot merely pull the phases out in front of the derivatives in the kinetic term and have them cancel. Instead we
get the following mess for the kinetic part of the action,
SKinetic
[
φ, φ†
]
=
∫
dDx ηµν∂µ
(
e−iα(x)φ′
)
∂ν
(
e+iα(x)φ′†
)
=
∫
dDx ηµν
(
e−iα(x) (∂µφ′ − i (∂µα (x))φ′)× e+iα(x)
(
∂νφ
′† + i (∂να (x))φ′†
))
=
∫
dDx LKinetic
(
φ′, φ′†
)
+
∫
dDx ηµν
(
i (∂µφ
′)φ′†∂να (x)− i
(
∂νφ
′†)φ′∂µα (x))
+
∫
dDx ηµν (∂µα (x)) (∂να (x))φ′φ′†
Exploit ηµν symmetry in 2nd term (linear in α (x)).
=
∫
dDx LKinetic
(
φ′, φ′†
)
+
∫
dDx ηµν
(
i (∂µφ
′)φ′†∂να (x)− i
(
∂µφ
′†)φ′∂να (x))
+
∫
dDx ηµν (∂µα (x)) (∂να (x))φ′φ′†
= SKinetic
[
φ′, φ′†
]
+
∫
dDx iηµν
(
(∂µφ
′)φ′† − (∂µφ′†)φ′) (∂να (x))
+
∫
dDx ηµν (∂µα (x)) (∂να (x))φ′φ′†
(1.30)
Now we have to play some games with the term linear in α (x). Integrating by parts we can write it as,∫
dDx iηµν
(
(∂µφ
′)φ′† − (∂µφ′†)φ′) (∂να (x)) = ∫ dDx iηµν∂ν (α (x) ((∂µφ′)φ′† − (∂µφ′†)φ′))
− ∫ dDx iηµνα (x) ∂ν ((∂µφ′)φ′† − (∂µφ′†)φ′) . (1.31)
The first term
∫
dDx iηµν∂ν
(
α (x)
(
(∂µφ
′)φ′† − (∂µφ′†)φ′)) is a D − divergence which we can write as a surface
integral using Gauss’s law. The divergence is integrated over all of space-time, so if we used Gauss’s law the surface
over which we would integrate is at infinity. Assuming that the fields are vanishing at infinity limx→∞ φ (x) = 0 the
integrand will be zero at all points on the aforementioned surface, hence the integral is zero and we have,∫
dDx iηµν
(
(∂µφ
′)φ′† − (∂µφ′†)φ′) (∂να (x)) = − ∫ dDx iηµνα (x) ∂ν ((∂µφ′)φ′† − (∂µφ′†)φ′) . (1.32)
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We shall denote i (∂µφ′)φ′† − i
(
∂µφ
′†)φ′ by jµ, so the kinetic part of the action becomes:
SKinetic
[
φ, φ†
]
= SKinetic
[
φ′, φ′†
]− ∫ dDx α (x) ∂µjµ
+
∫
dDx ηµν (∂µα (x)) (∂να (x))φ′φ′†.
(1.33)
If we take the transformation to be infinitesimal i.e. α (x) very small we can neglect the term quadratic in α (x). So
overall we have that everything is invariant except for the kinetic part of the action.∫
Dµ
(
φ, φ†
)
=
∫
Dµ
(
φ′, φ′†
)
m2φ†φ = m2φ′†φ′
V
(
φ†φ
)
= V
(
φ′†φ′
)
SKinetic
[
φ, φ†
]
= SKinetic
[
φ′, φ′†
]− ∫ dDx α (x) ∂µjµ
(1.34)
Now consider the Green’s functions:
G (x1, ..., xn, xn+1, ..., xn+m) =
1
Z
∫
Dµ
(
φ, φ†
)
φ (x1) ...φ (xn)φ
† (xn+1) ...φ† (xn+m) exp iS
[
φ, φ†
] (1.35)
What about writing this in terms of the fields φ′ and φ′ dagger? There are two ways of doing this. The first that comes
to mind is to plug in the transformations of the fields, this gives,
G (x1, ..., xn, xn+1, ..., xn+m) =
1
Z
∫
Dµ
(
φ′, φ′†
)
(exp i (α (xn+1) + ...+ α (xn+m)− α (x1)− ...− α (xn)))
(1.36)
× φ′ (x1) ...φ′ (xn)φ′† (xn+1) ...φ′† (xn+m) exp iS
[
φ′, φ′†
]× exp − i ∫ dDx α (x) ∂µjµ.
However, as the fields are just dummy variables which get integrated over I should be able to write the generating
functional, by its definition , as,
Z =
∫
Dµ
(
φ′, φ′†
)
exp iS
[
φ′, φ′†
] (1.37)
and hence the Green’s function, by its definition, as,
G (x1, ..., xn, xn+1, ..., xn+m) =
1
Z
∫
Dµ
(
φ′, φ′†
)
φ′ (x1) ...φ′ (xn)φ′† (xn+1) ...φ′† (xn+m) exp iS
[
φ′, φ′†
]
(1.38)
The last two expressions for the Green’s functions must be consistent. The last equation does not depend on the
function α,
δG
δα (y)
= 0 (1.39)
so one condition for their consistency (there are undoubtedly others) is that G (x1, ..., xn, xn+1, ..., xn+m) has no
dependence on α. The previous statement is the key to understanding the origin of Ward identities and hence this
course. Generally, in doing a transformation on some fields in a path integral one will introduce some parameters of
the transformation into the expression, but given that the Green’s function contains no such parameters by definition, it
obviously can have no dependence on any such parameters, hence one can always apply the above condition.
So what is the functional derivative in this particular instance? It can be useful when doing this to consider again
the spatial coordinate as being just a label for the “true” variables that we are trying to differentiate with respect
to. We are differentiating G with respect to the function α at a particular point in space y! To be idiot proof this
means we get a delta function every time we differentiate an eiα(p) and differentiating e−i
∫
dDx α(x)∂µjµ(x) gives
∂µjµ (x)|x=y e−i
∫
dDx α(x)∂µjµ(x)
. These two types of term in the Green’s function are the only ones that are acted on
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by the differentiation as nothing else has any α′s in it. We are essentially differentiating the following,
δ
δα(y)
(
exp i (α (xn+1) + ...+ α (xn+m)− α (x1)− ...− α (xn))× exp − i
∫
dDx α (x) ∂µjµ (x)
)
= δ
δα(y)
(
exp i
(
α (xn+1) + ...+ α (xn+m)− α (x1)− ...− α (xn)−
∫
dDx α (x) ∂µjµ (x)
))
= i
(
δ (xn+1 − y) + ...+ δ (xn+m − y)− δ (x1 − y)− ...− δ (xn − y)− ∂µjµ (x)|x=y
)
× (exp i (α (xn+1) + ...+ α (xn+m)− α (x1)− ...− α (xn))× exp − i ∫ dDx α (x) ∂µjµ (x))
(1.40)
⇒ δG
δα(y) = 0
= 1
Z
∫
Dµ
(
φ′, φ′†
)
(exp i (α (xn+1) + ...+ α (xn+m)− α (x1)− ...− α (xn)))
× i
(
δ (xn+1 − y) + ...+ δ (xn+m − y)− δ (x1 − y)− ...− δ (xn − y)− ∂µjµ (x)|x=y
)
× φ′ (x1) ...φ′ (xn)φ′† (xn+1) ...φ′† (xn+m) exp iS
[
φ′, φ′†
]× exp − i ∫ dDx α (x) ∂µjµ (x) .
(1.41)
Note we haven’t specified an α, this result is true for all α’s! Let’s see what happens with α (x) = 0, which clearly
corresponds to not transforming the fields at all:
⇒ δG
δα(y)
∣∣∣
α=0
= 0
= 1
Z
∫
Dµ
(
φ′, φ′†
)× i (δ (xn+1 − y) + ...+ δ (xn+m − y)− δ (x1 − y)− ...
−δ (xn − y)− ∂µjµ (x)|x=y
)
× φ′ (x1) ...φ′ (xn)φ′† (xn+1) ...φ′† (xn+m) exp iS
[
φ′, φ′†
]
.
(1.42)
⇒
〈
0
∣∣∣i(δ (xn+1 − y) + ...− δ (xn − y)− ∂µ(y)jµ (y))φ′ (x1) ...φ′ (xn)φ′† (xn+1) ...φ′† (xn+m)∣∣∣ 0〉 = 0 (1.43)
This last equation is a Ward identity. The terms δ (x− y) are known as contact terms they do not form an important
part of our discussion and will play no further role. Consider the case where we have no fields before the exponent in
the path integral i.e. m = n = 0 in which case,
〈0 |∂µjµ| 0〉 = 0. (1.44)
Considering this at the classical level one gets ∂µjµ = 0 i.e. one recovers a conserved current - Noether’s theorem
from the Ward identity.
At this point a quick summary of the process might be useful. We took a simple scalar φ4 theory with fields φ1
and φ2 and rewrote it as a complex scalar field theory with fields φ and φ† this simplified the form of the Lagrangian
considerably. We then asked what happens to the Lagrangian when we make U (1) transformations of the fields. The
result was that all the terms in the generating functional were invariant except for the kinetic part of the action which
acquired a current term − ∫ dDx α (x) ∂µjµ. Under the transformations the Green’s functions were also not invariant
and became messy under the gauge transformation α. However the definition of the Green’s function contains no such
terms and has the same form whatever the fields are that we are integrating over, the fields are “dummy” variables,
hence for consistency we demand that the Green’s function has no dependence on α when rewritten in terms of the
transformed fields. Applying this condition to the expression for the Green’s function in terms of the transformed fields
yielded the Ward identity, which we shall see is all important in field theory.
Classically the symmetry (Noether) currents were exactly conserved and the derivation of this depended on the
equations of motion being satisfied. In the path integral formalism we integrate over all possible configurations not just
the classical trajectory but we can expect an analogous result to that of the classical case, i.e. we expect the expectation
value of the symmetry current to be conserved as we know that the classical equations of motion hold as quantum
averages.
We will now attempt to generalize the formalism we just used in deriving our first Ward identity. First we define
a set of fields φi (x) i = 1, ..., n. Next we define a local, infinitesimal unitary transformation ∆ij (x) = ǫ (x)A tAij
belonging to some group in which the action is symmetric, where tAij are the group generators and ǫ (x)
A
are the
associated infinitesimal parameters of the transformation. Finally we consider what correlation to study, we will be
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general and say that we are looking at
〈
0
∣∣F ({φi})∣∣ 0〉 where F ({φi}) is some function of the fields φi. Under the
transformation we have,
φ′i (x) ≡ φi (x) + δφi (x)
= φi (x) + ∆ij (x)φj (x)
(1.45)
representing a local change of variables in the path integral. It is evident that we have∫
D
(
φ′i
)
F
({
φ′i
})
eiS[φ
′] =
∫
D
(
φi
)
F
({
φi
})
eiS[φ] (1.46)
since the result cannot depend on the name of the integration variable.
We now make the all important assumption that the Jacobian to to change from D
(
φ′i
)
to D
(
φi
)
is one. This
assumption is non trivial since we are dealing with complicated functional integrals the meaning of which should
really be carefully examined. It is often possible to prove that the Jacobian of the path integral measure is one and
when possible we shall attempt to show it. In some cases the Jacobian is not one. When the Jacobian is not equal
to one we generate anomalies which we will talk about in later lectures. In other words anomalies arise when a
theory looks as if it possesses a certain symmetry due to the invariance of the action but it is not actually invariant on
account of the non-invariance of the path integral measure. Until further notice we can forget about anomalies and take
D
(
φ′i
)
= D
(
φi
) (...at least until lecture 4 - scale invariance). Continuing from the last equation we then have that,
∫
D
(
φi
) [
F
({
φ′i
})
eiS[φ
′] − F ({φi}) eiS[φ]] = 0
⇒ ∫ D (φi) δ {eiS[φ]F ({φi})} = 0 (1.47)
The variation is due to the functions ǫ (x)A so we can rewrite the variation as,
⇒
∫
D
(
φi
) ∫
dDx
(
δ
{
eiS[φ]F
({
φi
})}
δǫ (x)A
ǫ (x)
A
)
= 0 (1.48)
note we integrate over all space-time to “add up” the variation everywhere and get the total.
⇒ ∫ D (φi) ∫ dDx ǫ (x)A{F ({φi}) δS[φ]
δǫ(x)A
+
δF({φi})
δǫ(x)A
}
eiS[φ] = 0
⇒ ∫ dDx ǫ (x)A ∫ D (φi){F ({φi}) δS[φ]
δǫ(x)A
+
δF({φi})
δǫ(x)A
}
eiS[φ] = 0
(1.49)
As each of the functions ǫ (x)A are arbitrary then we require that,
∫
D
(
φi
){
F
({
φi
}) δS [φ]
δǫ (x)
A
+
δF
({
φi
})
δǫ (x)
A
}
eiS[φ] = 0 ∀ A (1.50)
⇒
〈
0
∣∣∣∣∣F ({φi}) δS [φ]δǫ (x)A
∣∣∣∣∣ 0
〉
= −
〈
0
∣∣∣∣∣δF
({
φi
})
δǫ (x)
A
∣∣∣∣∣ 0
〉
(1.51)
For actions which are globally invariant under some symmetry the variation in the action produced by making the
symmetry transformation local is the divergence of the symmetry current, for unitary transformations this is ∂νjAν ∝(
∂νφ
′†) tAφ′ − φ′†tA (∂νφ′).
Now we shall consider a “higher” symmetry, an SO (3) global symmetry to illustrate more features of the Green’s
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functions. Consider the following triplet of fields and their transformation by R ∈ SO (3):
φ =
 φ1φ2
φ3
 → φ′ = Rφ. (1.52)
From this representation we can easily construct a globally SO (3) invariant Lagrangian:
L = 12ηµν∂µφ.∂νφ − m2φ.φ − V
(
φ.φ
)
↑ ↑ ↑
Kinetic Mass Potential
term term
(1.53)
In our path integrals the measure of the integration is clearly invariant in exactly the same way as it was for the fields
φ1 and φ2 in the example at the end of lecture 1.∫
Dφ =
∏
x
∫ +∞
−∞ dφ1 (x)
∫ +∞
−∞ dφ2 (x)
∫ +∞
−∞ dφ3 (x)
=
∏
x
∫ +∞
−∞ dφ
′
1 (x)
∫ +∞
−∞ dφ
′
2 (x)
∫ +∞
−∞ dφ
′
3 (x) × Det (J)
=
∏
x
∫ +∞
−∞ dφ
′
1 (x)
∫ +∞
−∞ dφ
′
2 (x)
∫ +∞
−∞ dφ
′
3 (x) × Det (R)
=
∫
Dφ′
(1.54)
Note that if this was a local transformation we still have no problem as we would get the same product of ones
(Det (R (x)))’s over all space-time points x. However if we were dealing with a localO (3) transformation instead then
Det (R) could be−1 or +1 and we end up with an ill-defined product of +1′s and−1′s over all space-time points, this
means that the generating functional and Green’s functions would be badly defined in terms of the transformed fields.
It is perhaps worth noting that we stick to special (Det = +1) groups in our course for this reason.
It is a general result that only combinations of the fields for the Green’s functions arguments which have a compo-
nent that is a singlet representation of the transformation group are non-vanishing! For instance consider the following
vector of Green’s functions,
G (x1) =
1
Z
∫
Dφ φ1 (x1) exp iS
[
φ
]
⇒ G (x1) = 1Z
∫
Dφ′ R1iφ′i (x1) exp iS
[
φ′
]
.
(1.55)
As the action and integration measure are SO (3) invariant then the following integrations/Green’s functions should all
be equal, we can show this if need be with a simple change of variables (no Physics just Maths),
G (x1) =
1
Z
∫
Dφ φ′1 (x1) exp iS
[
φ′
]
=
1
Z
∫
Dφ′ φ′2 (x1) exp iS
[
φ′
]
=
1
Z
∫
Dφ′ φ′3 (x1) exp iS
[
φ′
]
. (1.56)
This gives,
G (x1) = (R11 +R12 +R13)
1
Z
∫
Dφ′ φ′1 (x1) exp iS
[
φ′
]
= (R11 +R12 +R13)G (x1) . (1.57)
As Rij ∈ SO (3) is arbitrary we have that R11 + R12 + R13 is not generally equal to one thus for consistency in the
definition of the Green’s functions it must be the case thatG (x1) = 0. This result can also be obtained by imposing the
(usual) constraint that the Green’s function (by definition) cannot depend on any parameter(s) of the transformation,
R =
 sinφsinψ −cosφsinψ −cosψcosφsinθ − cosθcosψsinφ cosθcosφcosψ + sinθsinφ −cosθsinψ
cosθcosφ + cosψsinθsinφ −cosφcosψsinθ + cosθsinφ sinθsinψ
 (1.58)
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δG (x1)
δθ
=
δG (x1)
δψ
=
δG (x1)
δφ
= 0. (1.59)
Note SO (3) transformations only have three parameters ( = number of generators) not as many as the number of
elements in R so they can only give at most three conditions by this method.
The property of non-singlet combinations of fields having vanishing Green’s functions was also seen in the U (1)
case just considered where we saw that only strings of fields (before the exponent in the path integral) containing an
equal number of φ’s and φ†’s were non-zero. So in the case of SO (3) this means we are interested in things like,
G (x1, x2) =
∫
Dφ φT (x1)φ (x2) exp iS
[
φ
]
=
∫
Dφ′ φ′T (x1)RTRφ′ (x2) exp iS
[
φ′
]
=
∫
Dφ′ φ′T (x1) .φ′ (x2) exp iS
[
φ′
]
.
(1.60)
When dealing with Green’s functions in this way it is important to realize that just because the string of fields isn’t
invariant under the symmetry transformation does not rule out the fact that it may have a singlet component (i.e. it
does not mean it is equal to zero) it could have a singlet component inside it somewhere. One must project out the
irreducible representations of the symmetry group from the string of fields preceding the exponent in the path integral
and then look for the singlet component.
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1.3 Gauge Symmetries.
In this lecture we generalize our knowledge of localU (1) symmetries to more complicated symmetry groups. Consider
the following general unitary symmetry transformation ,
φa (x)→ φ′a (x) = Uabφb (x) (1.61)
U †ikUkj = δij (1.62)
where a repeated roman index implies a sum over it. We shall restrict ourselves to special unitary transformation i.e.
Det (U) = +1, this will avoid the nasty problem of getting ill-defined products of −1’s and +1’s in transforming the
integration measure.
The kinetic term in the action for our system of fields transforms as follows,
Sk =
∫
dDx ηµν∂µφ†a∂νφa
→ ∫ dDx ηµν∂µ (φ†bU †ba) ∂ν (Uacφc) . (1.63)
If the transformation is a global one then the U †ba and Uac terms can be brought in front of the derivatives to give δbc.
If we take the potential to be once again a function of φ†aφa as before then both it and the mass term m2φ†aφa will be
invariant whether the transformation is global or not:
φ†aφa = φ
′†
b U
†
ba (x)Uac (x)φ
′
c
= φ′†b δbcφ
′
c
= φ′†b φ
′
b.
(1.64)
Next we will study the effect of making this general (special) unitary symmetry a local symmetry. To begin with we
define the symmetry transformation in more detail. Writing a general transformation in terms of its parameters αA (x)
and its generators tA we have,
U (x) = exp i
∑
A
αA (x) t
A. (1.65)
The generators are defined by the following relations,{
tA, tB
}
= i
∑
c f
ABCtC
Tr
(
tAtB
)
= δAB
(1.66)
fABC are numbers known as the structure constants of the group. Now we rewrite the kinetic part of our action in
terms of the new variables φ′a = U−1ab (x)φb. For brevity I will drop the indices on the fields and transformation matrix
so from now on φ†aU−1ab (x) is φ†U−1 (x), Uab (x)φb is U (x)φ etc...
Sk
[
U †φ′, φ′†U
]
=
∫
dDx ηµν∂µ
(
φ′†U
)
∂ν
(
U †φ′
)
=
∫
dDx ηµν
((
∂µφ
′†)U + φ′†∂µU) (U †∂νφ′ + (∂νU †)φ′)
=
∫
dDx ηµν∂µφ′†∂νφ′
+
∫
dDx ηµν
{(
∂µφ
′†) (U∂νU †)φ′ + φ′† (∂µU)U †∂νφ′}
+
∫
dDx ηµνφ′† (∂µU)
(
∂νU
†)φ′
(1.67)
Now we need to have a think about terms like ∂µU (x). We omit the
∑
A, take the repeated indices to represent sums.
∂µU (x) = ∂µexp iαA (x) tA
= ∂µ
(
1 + iαA (x) t
A − 12
(
αA (x) t
A
) (
αB (x) t
B
)
+ ...
)
= i (∂µαA (x)) t
A +O
(
α2
) (1.68)
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So for infinitesimal transformations we can safely drop terms of order αA (x)2 and above. Back to the action, the
second term, ∫
dDx ηµν
{(
∂µφ
′†) (U∂νU †)φ′ + φ′† (∂µU)U †∂νφ′} (1.69)
neglecting terms of order αA (x)2 and above becomes,
−i
∫
dDx ηµν
{(
∂µφ
′†) (∂ναA (x)) tAφ′ − φ′† (∂µαA (x)) tA (∂νφ′)} . (1.70)
If we exploit the symmetry of ηµν we get,
−
∫
dDx ηµν (∂µαA (x)) i
{(
∂νφ
′†) tAφ′ − φ′†tA (∂νφ′)} . (1.71)
We now define our current,
jAν = i
(
∂νφ
′†) tAφ′ − iφ′†tA (∂νφ′) , (1.72)
which makes the middle term in the action equal to,
−
∫
dDx (∂ναA (x)) jAν = −
∫
dDx ∂ν
(
αA (x) j
A
ν
)
+
∫
dDx αA (x) ∂νjAν . (1.73)
On the right hand side of equation 1.73 is a 4-divergence which we can express as a surface integral. If all the fields φ′
and φ′† inside jAν vanish at infinity (the surface would be integrating over) then so does jAν and the surface integral is
zero and,
−
∫
dDx (∂ναA (x)) jAν =
∫
dDx αA (x) ∂νjAν . (1.74)
The kinetic part of the action is then,
Sk
[
φ, φ†
]
= Sk
[
U †φ′, φ′†U
]
= Sk
[
φ′, φ′†
]
+
∫
dDx αA (x) ∂νjAν +
∫
dDx ηµνφ′† (∂µU)
(
∂νU
†)φ′. (1.75)
As we are neglecting terms of order αA (x)2 and above the last term in 1.75 is effectively zero since its first non-zero
contribution is of order αA (x)2. This gives us that the entire action is invariant up to a current term which arises from
the variance of the kinetic term.
Sk
[
φ, φ†
]
= Sk
[
U †φ′, φ′†U
]
= Sk
[
φ′, φ′†
]
+
∫
dDx αA (x) ∂νjAν
(1.76)
From this one obtains the Ward identities in the usual way by functionally differentiating with respect to the param-
eters of the transformation. Recall that we must have some singlet representation of the fields in the Green’s function
for it to be non-vanishing. This requires that we have an equal number of φ and φ† fields (this is essentially stating
global charge conservation).
G (x1, .., xn, xn+1, ..., xn+m) =
1
Z
∫
Dµ
(
φ, φ†
)
φ† (x1)φ (x1) ...φ† (xn)φ (xn) exp iS
[
φ, φ†
]
= 1
Z
∫
Dµ
(
φ′, φ′†
)
φ′† (xn+1) e−iαA(xn+1)t
A
eiαA(x1)t
A
φ′ (x1) ...
× φ′† (xn+m) e−iαA(xn+m)tAeiαA(xn)tAφ′ (xn) exp iS
[
φ, φ†
]
× exp ∫ dDx αA (x) ∂νjAν
(1.77)
As usual, by definition of the Green’s function we have also,
G (x1, .., xn, xn+1, ..., xn+m) =
1
Z
∫
Dµ
(
φ, φ†
)
φ† (xn+1)φ (x1) ...φ† (xn+m)φ (xn) exp iS
[
φ, φ†
] (1.78)
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which has no dependence on any of the αA (x)’s. Functional differentiation with respect to the parameters αA (x) and
setting αA (x) = 0 ∀ A gives the familiar looking form for the Ward identities:〈
0
∣∣∣(δ (xn+1 − y) tA + ...+ δ (xn+m − y) tA − δ (x1 − y) tA − ...− δ (xn − y) tA − ∂ν(y)jAν (y))
× φ† (xn+1)φ (x1) ...φ† (xn+m)φ (xn)
∣∣ 0〉 = 0 .
(1.79)
An obvious question to ask now is what do these currents couple to? To answer this we invoke the gauge principle
and introduce new gauge fields to make the Lagrangian completely invariant. Given that our fields φ transform as
φ→ φ′ = U (x)φ and φ† → φ′† = φ†U † (x) this means,
∂νφ
′ = (∂νU (x))φ+ U (x) (∂νφ)
∂νφ
′† =
(
∂νφ
†)U † (x) + φ† (∂νU † (x)) (1.80)
which we can rewrite as,
∂νφ
′ = U (x)
(
U † (x) (∂νU (x))φ+ ∂νφ
)
∂νφ
′† =
((
∂νφ
†)+ φ† (∂νU † (x))U (x))U † (x) (1.81)
Sandwiching these two terms together gives a kinetic term which isn’t gauge invariant.
∂νφ
′†∂νφ′ =
((
∂νφ
†)+ φ† (∂νU † (x))U (x)) (U † (x) (∂νU (x))φ+ ∂νφ) (1.82)
To make this gauge invariant we need to introduce a gauge field Aµ which transforms as A′µ = U (x)AµU † (x) −
(∂µU (x))U
† (x). This gauge field is added to the normal derivative ∂µ to form the covariant derivativeDµ = ∂µ+Aµ
so-called because it transforms like the fields do:
D′µφ
′ (x) = ∂µφ′ (x) +A′µφ
′ (x)
= (∂µU (x))φ (x) + U (x) ∂µφ (x) + U (x)Aµφ (x)− (∂µU (x))φ (x)
= U (x) (∂µ + Aµ)φ (x)
= U (x)Dµφ (x)
(1.83)
Note that in future we will not write down the explicit space-time dependence of U , U = U (x) unless otherwise stated.
If we now replace the derivative in the kinetic part of our action ∂µ by the covariant derivative Dµ we will find that we
have something which is now gauge invariant i.e. replace
ηµν∂µφ
†∂νφ→ ηµν (Dµφ)†Dνφ. (1.84)
It is worth making a few points about the field Aµ that we have introduced. Firstly Aµ is actually an anti-Hermitian
matrix. The anti-Hermitian property is easy to prove, imagine Aµ = 0, this is called a pure gauge configuration as
gauge transformed versions of the field consist only of the gauge transformation’s inhomogeneous term, then
A′µ = UAµU
† − (∂µU)U †
= − (∂µU)U †
⇒ A′†µ = −U
(
∂µU
†)
⇒ A′µ = U
(
∂µU
†)− ∂µ (UU †)
= U
(
∂µU
†)− ∂µ (I)
= U
(
∂µU
†)
⇒ A′†µ = −A′µ (x)
(1.85)
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Also for global transformations (∂µU = 0) Aµ is a matrix living in the adjoint representation of the transformation
group i.e. in this case we have A′µ = UAµU †. In light of this fact it is possible to write the matrix Aµ in terms of
the generators of the group Aµ (x) =
∑
AAµA (x) t
A
. Note that in the case of the Abelian gauge field the covariant
derivative appears to contradict the definition above, in massless QED we have L = ψ¯i 6 Dψ = ψ¯ (i 6 ∂+ 6 A)ψ
i.e. Dµ = ∂µ − iAµ which implies that the gauge field Aµ transforms as Aµ → UAµU † − i (∂µU)U †, this is just
the usual Aµ → Aµ + ∂µα (x) for U = e−iα(x). This peculiarity is an annoying relic in the general literature and
arises because as the Lagrangian there the kinetic term has an i attached to it but the gauge field does not. With this
definition the Aµ field in QED is Hermitian, this is easy to see as one just has an extra factor of i floating around in
the above calculation where we proved it was anti-Hermitian. Henceforth we use the ψ¯ (i 6 ∂+ 6 A)ψ form of the QED
Lagrangian. A better definition of the QED Lagrangian would be ψ¯i (6 ∂+ 6 A)ψ in which case Aµ does transform
as A′µ = UAµU
† − (∂µU)U † and we have a better analogy with the Lagrangians and gauge transformations of
non-Abelian gauge theories.
Aµ is sometimes referred to as a connection which means it does for gauge theory what the Christoffel symbols,
Γαβγ , do for General Relativity. In General Relativity the covariant derivative of a vectorV µ isDνV µ = ∂νV µ+Γ
µ
νλV
λ
and in our gauge theory we haveDνφa = ∂νφa+Aabµ φb. This is perhaps interesting from the point of view that General
Relativity is a gauge theory locally invariant under transformations in the Poincare group. It is also worth noting that
Γαβγ doesn’t transform as a tensor except for global Poincare transformations (it has an inhomogeneous term in its
transformation law),
Γ
′κ
λµ =
∂x′κ
∂xα
∂x′β
∂x′λ
∂xγ
∂x′µ
Γαβλ +
∂2xα
∂x′λ∂x′µ
∂x′κ
∂xα
. (1.86)
For global Poincare symmetry we have ∂x
α
∂x′β
is the Lorentz transformation matrix plus some matrix of translations i.e.
∂2xα
∂x′β∂x′γ
= 0 ∀ α, β, γ and hence Γαβλ would transform as a tensor, the inhomogeneous term is identically zero. Now
if Γαβλ transforms as a tensor by the equivalence principal it is possible to transform to a frame where it would be zero
at a given point and hence it would be zero everywhere i.e. Γαβλ wouldn’t exist - in special relativity Γαβλ is effectively
transforming as a tensor, it doesn’t exist. This is analogous to our gauge field Aµ it also has an inhomogeneous term in
its transformation law − (∂µU)U †.
The only thing left to do now is turn our Aµ (x) field into something physical. To do that we have to give it a kinetic
term in the action. The kinetic term should be gauge invariant. The following relation is essential to constructing these
terms.
D′µD
′
νφ
′ = D′µ (UDνφ)
=
(
∂µ +A
′
µ
)
(UDνφ)
=
(
∂µ + UAµU
† − (∂µU)U †
)
(UDνφ)
= (∂µU)Dνφ+ U∂µDνφ+ UAµDνφ− (∂µU)Dνφ
= UDµDνφ
(1.87)
⇒ [D′µD′ν]φ′ = U [Dµ, Dν ]φ (1.88)
We denote Fµν = [Dµ, Dν ] = ∂νAµ − ∂µAν + [Aµ, Aν ]. From the above we see that,
Fµνφ→ F ′µνφ = UFµνφ = UFµνU †Uφ (1.89)
from which it is clear that Fµν transforms as,
Fµν → F ′µν = UFµνU †. (1.90)
To make the Aµ field physical we then take its gauge invariant, Lorentz invariant kinetic term to be
Tr [FµνF
µν ]→ Tr [F ′µνF ′µν] = Tr [UFµνU †UFµνU †]
= Tr
[
UFµνF
µνU †
]
.
(1.91)
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It is a result that the trace of a product of matrices is independent of the ordering of the product hence,
Tr
[
UFµνF
µνU †
]
= Tr
[
FµνF
µνU †U
]
= Tr [FµνF
µν ]
. (1.92)
This means Tr [FµνFµν ] is indeed gauge invariant,
Tr
[
F ′µνF
′µν] = Tr [UFµνFµνU †]
= Tr [FµνF
µν ]
. (1.93)
Chapter 2
Conformal Symmetry.
2.1 The Conformal Group.
This lecture is about space-time symmetries. We start off with the usual scalar field action,
S [φ] =
∫
dDx 1
2
∂µφ∂µφ−m2φ2 − V (φ) . (2.1)
In natural units (~ = 1) we have that S [φ] is dimensionless. For the dimensions of the terms in the action to be
consistent we then require that m have dimensions of length−1 as ∂µ has dimensions of length−1. This action is
invariant for transformations of the Poincare group i.e. it is invariant under spatial translations, rotations and Lorentz
boosts (we are integrating over all of space-time). As a result of these symmetries we already have some important
consequences. Consider the effect of translational invariance on the Green’s functions for instance:
G (x1, ..., xn) =
1
Z
∫
Dφ φ (x1) ...φ (xn) exp iS [φ]
φ (xµ) = φ
′ (xµ + aµ)
S [φ] = S [φ′]
(2.2)
The measure is also invariant, consider again the spatial coordinate x as the index labeling the true variable in the path
integral i.e. field. The translation amounts to re-labeling this index (by a constant shift), the path integral measure is
the product of the integrals over all possible values of the field at each (and every) space-time point so we do not expect
the measure to change, roughly speaking,
∏
x dφ (x) =
∏
x−a dφ (x− a)
=
∏
x−a dφ′ (x)
=
∏
x dφ′ (x)
(2.3)
⇒ G (x1, ..., xn) = 1Z
∫
Dφ′ φ′ (x1 + a) ...φ (xn + a) exp iS [φ′]
= G (x1 + a, ..., xn + a)
. (2.4)
So for an action and an integration measure which are invariant under spatial translations one has that the Green’s func-
tions are also translation invariant and hence they can only depend on where their arguments are relative to each other
i.e. Differences in the positions of their external points. Similarly one can deduce from Lorentz/rotational invariance
that the Green’s functions can only be functions of things like (x1 − x2)µ (x1 − x2)µ, (x1 − x2)µ (x1 − x3)µ etc...
In actions with m = 0 we have an additional “special” symmetry to consider for particular choices of V (φ). We
start this study by considering the dimensions of the various pieces of the action. Let the fields φ have dimensions
of lengthA this means that for the kinetic part of the action we have overall dimensions length2A−2+D, we have a
16
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product of two fields giving length2A, two partial derivatives, length−2, and an
∫
dDx giving lengthD. At the start
we said the action was dimensionless so this means A = 2−D2 . The potential term should also be dimensionless. Say
V (φ) = gφP with g a dimensionless coupling constant, this has dimensions lengthP2 (2−D) but when we add in the
effect of the integral
∫
dDx the potential part of the action actually has dimensions lengthP2 (2−D)+D which of course
must actually be dimensionless i.e. P = 2D/ (D − 2). So in D = 4 space-time dimensions we have V (φ) = gφ4, in
D = 3 space-time dimensions we have V (φ) = gφ6.
The “special symmetry” which we alluded to earlier is a symmetry of the action under scale transformations
x′µ = λxµ. Under such transformations the dimensionless action that we deduced above transforms as follows,
S [φ] =
∫
dDx 12∂
µφ (x) ∂µφ (x) − gφ (x)
2D
D−2
= λ−D
∫
dDx′ λ2 12∂
′µφ
(
x′
λ
)
∂′µφ
(
x′
λ
)
− gφ
(
x′
λ
) 2D
D−2
(2.5)
where ∂′µ = ∂λ∂xµ .
⇒ S [φ] =
∫
dDx′ 1
2
∂′µ
(
λ−
(D−2)
2 φ
(
x′
λ
))
∂′µ
(
λ−
(D−2)
2 φ
(
x′
λ
))
− g
(
λ−
(D−2)
2 φ
(
x′
λ
)) 2D
D−2
. (2.6)
If we now define that the fields transform under scale transformations as φ′ (x′) = λ−
(D−2)
2 φ
(
x′
λ
)
then we have the
action is invariant under scale transformations:
S [φ] =
∫
dDx 12∂
µφ (x) ∂µφ (x) − gφ (x)
2D
D−2
= S [φ′]
=
∫
dDx 12∂
µφ′ (x) ∂µφ′ (x)− gφ′ (x)
2D
D−2
(2.7)
For these scale transformations the measure is not invariant!∫
Dφ =
∏
xi
∫
dφ (xi)
=
∏
xi
λ
D−2
2
∫
dφ′ (x′i)
=
(∏
xi
λ
D−2
2
) ∫
Dφ′.
(2.8)
However at the front of the definition of the Green’s functions we have a factor 1
Z
. The generating functionalZ acquires
exactly the same factor when the measure is transformed
(∏
xi
λ
D−2
2
)
in exactly the same way and so the two factors
in the numerator and denominator cancel. As a result of this scale invariance the form of the 2-point function is fixed!
G (x1 − x2) = 1Z
∫
Dφ λ
D−2
2 φ′ (λx1)λ
D−2
2 φ′ (λx2) eiS[φ
′(x′)]
= λD−2 1
Z
∫
Dφ φ′ (λx1)φ′ (λx2) eiS[φ
′(x′)]
= λD−2G (λ (x1 − x2))
(2.9)
This last equation in fact means that the 2-point function must be of the form,
G (x1 − x2) ∼ 1|x1 − x2|D−2
. (2.10)
This result is true in Minkowski and Euclidean space.
So far we have considered scale transformations and Poincare transformations separately. The combination of the
Poincare transformations and scale transformations are known as the conformal transformations. Note that Poincare
and scale transformations preserve the angles between things. Here when we talk of angles we are talking about angles
in whatever D dimensional space we are in i.e. if we are in Minkowski space we mean the angle between things in
3 + 1 space-time dimensions not 3 spatial dimensions. Perhaps a better, more formal definition of a conformal (angle
2.1. The Conformal Group. 18
preserving) transformation is that it is a transformation where the ratio,
dxα
|dx|
dyα
|dy| (2.11)
is unchanged. Clearly rotations, translations, Lorentz boosts and scalings all satisfy this requirement.
Under the general (infinitesimal) coordinate transformation x → x′ = x + ǫ (x) the metric tensor undergoes the
following transformation to first order in ǫ (x),
g′µν = gαβ
∂x′α
∂xµ
∂x′β
∂xν
= gαβ
(
δαµ + ∂µǫ
α (x)
) (
δβν + ∂νǫ
β (x)
)
= gµν + gµβ∂νǫ
β (x) + gαν∂µǫ
α (x)
(2.12)
If it is the case that the transformation in the line above is of the form gµν → g′µν = gµν × (1 + Λ (x)) then the metric
is just being multiplied by some number (at each space-time point x) and the transformation is a local conformal
transformation i.e. it is (locally) angle preserving. We would like to find functions ǫ (x) that have this property. Let
us take the case that our initial metric is flat gµν = ηµν in which case we want ∂νǫµ (x) + ∂µǫν (x) = Λ (x) ηµν .
Contracting the last equation gives 2∂µǫµ (x) = DΛ (x) where D is the number of space-time dimensions we are
considering. Substituting in for Λ (x) we have,
⇒ ∂νǫµ (x) + ∂µǫν (x) = 2
D
∂κǫκ (x) ηµν . (2.13)
differentiate this with respect to ∂µ to get,
⇒ ∂µ∂µǫν (x) =
(
2
D
− 1
)
∂ν (∂
µǫµ (x)) , (2.14)
and differentiate again with respect to ∂ν ,
⇒
(
2
D
− 2
)
∂µ∂µ (∂
νǫν (x)) = 0. (2.15)
This equation has two solutions. Either D = 1 or ∂µ∂µ (∂νǫν (x)) = 0. To solve for ǫν (x) consider 2.13 and 2.14.
Acting on 2.13 with ∂λ∂λ we get,
∂λ∂λ∂νǫµ (x) + ∂
λ∂λ∂µǫν (x) =
2
D
∂λ∂λ∂
κǫκ (x) ηµν (2.16)
but the equation which we are trying to solve tells us that ∂λ∂λ∂κǫκ (x) = 0 so
∂λ∂λ∂νǫµ (x) + ∂
λ∂λ∂µǫν (x) = 0
⇒ ∂ν∂λ∂λǫµ (x) = −∂µ∂λ∂λǫν (x)
(2.17)
If we now act on 2.14 with ∂µ we find,
∂µ∂
λ∂λǫν (x) =
(
2
D
− 1
)
∂µ∂ν
(
∂λǫλ (x)
)
. (2.18)
Looking at the above equation we see that the right hand side is symmetric in µ and ν so the left hand side must be
also however we have just shown that ∂ν∂λ∂λǫµ (x) = −∂µ∂λ∂λǫν (x) so the only way that we can have these two
equations consistent is if D = 2 or ∂µ∂λ∂λǫν (x) = 0 and hence ∂µ∂ν
(
∂λǫλ (x)
)
= 0.
We shall not discuss the case where D = 2 but try and solve ∂µ∂ν
(
∂λǫλ (x)
)
= 0. With a little thought one sees
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that the general solution to this equation is ∂λǫλ (x) = A+Bλxλ which means ǫµ (x) must have the general solution,
ǫµ (x) = aµ + bµνx
ν + cµνλx
νxλ. (2.19)
For a non vanishing xνxλ term we must have cµνλ symmetric in ν and λ. This is trivial to show, first use the fact that
ν and λ are dummy variables, summed over, so we can call them whatever we like, we can call ν λ and call λ ν
⇒ cµνλxνxλ = cµλνxλxν
⇒ cµνλxνxλ = cµλνxνxλ.
(2.20)
Now we have a form for the ǫµ (x)’s where the ǫµ (x)’s are performing a rescaling of the metric. If we plug our
general solution for ǫµ (x) back into our original equation for ǫµ (x) i.e.
∂νǫµ (x) + ∂µǫν (x) =
2
D
∂κǫκ (x) ηµν (2.21)
we can get constraints on the coefficients bµν and cµνλ. First consider ∂νǫµ (x),
∂νǫµ (x) = ∂ν
(
aµ + bµρx
ρ + cµρβx
ρxβ
)
= ∂ν
(
bµρx
ρ + cµρβx
ρxβ
)
= bµρδ
ρ
ν + cµρβδ
ρ
νx
β + cµρβx
ρδβν
= bµν + (cµνρ + cµρν)x
ρ
= bµν + 2cµνρx
ρ.
(2.22)
Substituting this into 2.18 gives,
bµν + 2cµνρx
ρ + bνµ + 2cνµρx
ρ =
2
D
bλληµν +
4
D
cλλρx
ρηµν . (2.23)
Comparing the coefficients of xρ on either side of the equation one gets the following constraints on the forms of bµν
and cµνλ,
bµν + bνµ =
2
D
ηµνb
λ
λ
cµνρ + cνµρ =
2
D
ηµνc
λ
λρ.
(2.24)
Let us write bµν in the form,
bµν =
(
bµν − b
λ
λ
D
ηµν
)
+
bλλ
D
ηµν
= Mµν +
bλλ
D
ηµν .
(2.25)
Substituting this into bµν + bνµ = 2Dηµνb
λ
λ we have,
Mµν +
bλλ
D
ηµν +Mνµ +
bλλ
D
ηνµ =
2
D
ηµνb
λ
λ
⇒ Mµν = −Mνµ
(2.26)
i.e. we can write bµν as the sum of an antisymmetric matrix Mµν and a symmetric matrix ηµνΛ,
⇒ bµν + bνµ = Mµν + ηµνΛ +Mνµ + ηνµΛ
=
(
M +MT
)
µν
+ 2ηµνΛ
= 2ηµνΛ
= 2ηµν
1
D
bλλ.
(2.27)
2.1. The Conformal Group. 20
bµν = Mµν + ηµνΛ
↑ ↑
Lorentz Scale
T ransformations T ransformations.
(incl rotations)
(2.28)
Turning to the constraint on cµνλ we have,
cµνρ + cνµρ =
2
D
ηµνc
λ
λρ. (2.29)
We now wish to constrain cµνλ with an analysis similar to bµν . We can do this by remembering that a non-vanishing
xνxλ term in ǫµ (x) requires that cµνλ is symmetric in ν and λ.
cµνρ =
2
D
ηµνc
λ
λρ − cνµρ
= 2
D
ηµνc
λ
λρ − cνρµ
= 2
D
ηµνc
λ
λρ − 2Dηνρcλλµ + 2Dηρµcλλν − cµρν
= 2
D
ηµνc
λ
λρ − 2Dηνρcλλµ + 2Dηρµcλλν − cµνρ
(2.30)
⇒ cµνρ = 4
D
ηµνc
λ
λρ −
4
D
ηνρc
λ
λµ +
4
D
ηρµc
λ
λν
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2.2 Conformal Symmetry and the Dilatation Current.
In this lecture we round up our study of scale transformations. From last lecture we had that for have a general
conformal transformation,
xµ → x′µ = xµ + aµ + Λxµ + Mµνxν + 4D (ηµνcρ + ηµρcν − ηνρcµ) xρxν
↑ ↑ ↑ ↑
Translations Scaling Rotations/ Special Conformal
Boosts T ransformations
(2.31)
If our theory is symmetric under such transformations then associated with the symmetry should be Ward identities
and conserved currents as in the previously studied theories. We expect to find Ward identities for both rigid rescaling
Λ 6= 0 as well as the special conformal transformations.
In the last lecture we saw that the following action was invariant under rescaling x→ x′ = λx (λ is a constant),
S =
∫
dDx 1
2
∂µφ∂µφ− gφ 2DD−2 (2.32)
with the fields transforming as φ′ (x′) = λ−
2D
D−2φ (x). We shall now make the following infinitesimal change in
coordinates (we neglect terms less than of order ǫ (x)2),
x′µ = (1 + ǫ (x))xµ (2.33)
φ′ (x′) = (1 + ǫ (x))−
(D−2)
2 φ (x) . (2.34)
The Jacobian of this transformation is needed for the integral measure dDx in the action, it is given by,
J (x, x′) =
∣∣∣∂x′µ∂xν ∣∣∣
= |δµν (1 + ǫ (x)) + xµ∂νǫ (x)|
=
∣∣∣∣∣∣∣∣∣∣
1 + ǫ (x) + x1∂1ǫ (x) x
1∂2ǫ (x) x
1∂3ǫ (x) .
x2∂1ǫ (x) 1 + ǫ (x) + x
2∂2ǫ (x) . .
x3∂1ǫ (x) . . .
. . . 1 + ǫ (x) + xD∂Dǫ (x)
∣∣∣∣∣∣∣∣∣∣
(2.35)
With a little thought one can see that all of the off diagonal terms in the determinant above will only contribute terms
of order ǫ (x)2 and above so we can forget about them at all points in evaluating the determinant making it the product
of the diagonal terms. To first order in ǫ (x) the determinant is,
J (x, x′) = 1 +Dǫ (x) + xµ∂µǫ (x) +O
(
ǫ (x)2
)
. (2.36)
⇒
∫
dDx =
∫
dDx′ 1
J (x, x′)
∼
∫
dDx′ (1−Dǫ (x)− xµ∂µǫ (x)) (2.37)
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We attempt now to evaluate ∂µφ in the new variables so as to ultimately work out the transformed action.
∂φ(x)
∂xµ
= ∂x
′ρ
∂xµ
∂
∂x′ρ
(
(1 + ǫ (x))
D−2
2 φ′ (x′)
)
≈
(
δρµ (1 + ǫ (x)) + x
ρ ∂ǫ(x)
∂xµ
)
∂
∂x′ρ
((
1 + D−22 ǫ (x)
)
φ′ (x′)
)
=
(
δρµ (1 + ǫ (x)) + x
ρ ∂ǫ(x)
∂xµ
)(
∂φ′(x′)
∂x′ρ
+ D−22 ǫ (x)
∂φ′(x′)
∂x′ρ
)
+
(
δρµ (1 + ǫ (x)) + x
ρ ∂ǫ(x)
∂xµ
)
D−2
2 φ
′ (x′) ∂ǫ(x)
∂x′ρ
= δρµ (1 + ǫ (x))
(
∂φ′(x′)
∂x′ρ
+ D−22 ǫ (x)
∂φ′(x′)
∂x′ρ
)
+ xρ
∂φ′(x′)
∂x′ρ
∂ǫ(x)
∂xµ
+D−22 δ
ρ
µφ
′ (x′) ∂ǫ(x)
∂x′ρ
+O
(
ǫ2
)
=
∂φ′(x′)
∂x′µ
+ D−22 ǫ (x)
∂φ′(x′)
∂x′µ
+ ǫ (x)
∂φ′(x′)
∂x′µ
+ xρ
∂φ′(x′)
∂x′ρ
∂ǫ(x)
∂xµ
+D−22 φ
′ (x′) ∂ǫ(x)
∂x′µ
+O
(
ǫ2
)
=
∂φ′(x′)
∂x′µ
+
(
1 + D−22
)
ǫ (x)
∂φ′(x′)
∂x′µ
+ xρ
∂φ′(x′)
∂x′ρ
∂ǫ(x)
∂xµ
+ D−22 φ
′ (x′) ∂ǫ(x)
∂x′µ
+O
(
ǫ2
)
=
(
1 + D2 ǫ (x)
) ∂φ′(x′)
∂x′µ
+ xρ
∂φ′(x′)
∂x′ρ
∂ǫ(x)
∂xµ
+ D−22 φ
′ (x′) ∂ǫ(x)
∂x′µ
+O
(
ǫ2
)
(2.38)
For ease of notation we denote differentiation with respect to the transformed coordinates x′ ∂
∂x′µ
as ∂′µ i.e.
∂µφ (x) =
(
1 +
D
2
ǫ (x)
)
∂′µφ
′ (x′) + xρ∂′ρφ
′ (x′) ∂µǫ (x) +
D − 2
2
φ′ (x′) ∂′µǫ (x) +O
(
ǫ2
)
. (2.39)
This means the kinetic term in the Lagrangian is,
1
2∂
µφ (x) ∂µφ (x) =
1
2
(
∂′µφ
′ (x′) + D2 ǫ (x) ∂
′
µφ
′ (x′) + xρ∂′ρφ
′ (x′) ∂µǫ (x) + D−22 φ
′ (x′) ∂′µǫ (x)
)
× (∂′µφ′ (x′) + D2 ǫ (x) ∂′µφ′ (x′) + xρ∂′ρφ′ (x′) ∂µǫ (x) + D−22 φ′ (x′) ∂′µǫ (x))
= 12∂
′µφ′ (x′) ∂′µφ
′ (x′) + 12Dǫ (x) ∂
′µφ′ (x′) ∂′µφ
′ (x′) + xρ∂′ρφ
′ (x′) ∂′µφ
′ (x′) ∂µǫ (x)
+D−22 φ
′ (x′) ∂′µǫ (x) ∂′µφ
′ (x′) +O
(
ǫ2
)
= 12
(
∂′µφ′ (x′) ∂′µφ
′ (x′)
)
(1 +Dǫ (x)) +
(
∂′µφ
′ (x′)
) (
xρ∂′ρφ
′ (x′) ∂µǫ (x)
)
+
(
∂′µφ
′ (x′)
) (
D−2
2 φ
′ (x′) ∂′µǫ (x)
)
.
(2.40)
In the action all terms in the Lagrangian will be multiplied by the Jacobian 1
J(x,x′) = 1−Dǫ (x)−xµ∂µǫ (x)+O
(
ǫ2
)
.
So we have even more terms of order ǫ2 and above to find and then drop from the kinetic part.∫
dDx12∂
µφ (x) ∂µφ (x) =
∫
dDx′
(
1−Dǫ (x)− xλ∂λǫ (x)
) (
1
2
(
∂′µφ′ (x′) ∂′µφ
′ (x′)
)
(1 +Dǫ (x))
+
(
∂′µφ
′ (x′)
) (
xρ∂′ρφ
′ (x′) ∂µǫ (x) + D−22 φ
′ (x′) ∂′µǫ (x)
))
=
∫
dDx′
(
1
2
(
∂′µφ′ (x′) ∂′µφ
′ (x′)
)
(1 +Dǫ (x)) +
(
∂′µφ
′ (x′)
) (
xρ∂′ρφ
′ (x′) ∂µǫ (x)
+D−22 φ
′ (x′) ∂′µǫ (x)
))− 12 (∂′µφ′ (x′) ∂′µφ′ (x′)) (Dǫ (x) + xλ∂λǫ (x))
=
∫
dDx′ 12
(
∂′µφ′ (x′) ∂′µφ
′ (x′)
)
+
(
∂′µφ
′ (x′)
) (
xρ∂′ρφ
′ (x′) ∂µǫ (x)
)
+
(
∂′µφ
′ (x′)
) (
D−2
2 φ
′ (x′) ∂′µǫ (x)
)− 12xλ∂λǫ (x) (∂′µφ′ (x′) ∂′µφ′ (x′))
=
∫
dDx′ 12
(
∂′µφ′ (x′) ∂′µφ
′ (x′)
) (
1− xλ∂λǫ (x)
)
+
(
∂′µφ
′ (x′)
) (
xρ∂′ρφ
′ (x′) ∂µǫ (x) + D−22 φ
′ (x′) ∂′µǫ (x)
)
(2.41)
For the potential part of the action we have the following (dropping terms O (ǫ2) and above):
−g ∫ dDx φ (x) 2DD−2 = −g ∫ dDx′ (1−Dǫ (x) − xλ∂λǫ (x)) ((1 + ǫ (x)) (D−2)2 φ′ (x′)) 2DD−2
= −g ∫ dDx′ (1−Dǫ (x) − xλ∂λǫ (x)) (1 + ǫ (x))D φ′ (x′) 2DD−2
= −g ∫ dDx′ (1−Dǫ (x) − xλ∂λǫ (x)) (1 +Dǫ (x))φ′ (x′) 2DD−2
= −g ∫ dDx′ (1− xλ∂λǫ (x))φ′ (x′) 2DD−2
. (2.42)
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So the effect of the transformation / change of variables on the action as a whole is,∫
dDx L (φ) =
∫
dDx′ L (φ′) (1− xλ∂λǫ (x))+ (∂′µφ′ (x′))(xρ∂′ρφ′ (x′) ∂µǫ (x) + D − 22 φ′ (x′) ∂′µǫ (x)
)
(2.43)
⇒ S [φ] = S [φ′] +
∫
dDx′ − L (φ′)xµ∂µǫ (x) +
(
∂′µφ
′ (x′)
)(
xρ∂′ρφ
′ (x′) ∂µǫ (x) +
D − 2
2
φ′ (x′) ∂′µǫ (x)
)
.
(2.44)
To first order in ǫ (x) we have ǫ (x) = ǫ (x′). This is shown by Taylor expanding ǫ (x′):
ǫ (x′µ) = ǫ (xµ + ǫ (xµ)xµ) = ǫ (xµ) + ∂ǫ(y
µ)
∂yν
∣∣∣
yµ=xµ
ǫ (xµ)xν + ...
= ǫ (xµ) +O
(
ǫ (xµ)2
)
.
(2.45)
Also,
∂′νǫ (x
′) = ∂x
λ
∂x′ν
∂λǫ (x)
=
(
∂
∂x′ν
(1 + ǫ (x))
−1
x′λ
)
∂λǫ (x)
=
(
∂
∂x′ν
(1− ǫ (x))x′λ)∂λǫ (x)
=
(
∂x′λ
∂x′ν
− ∂(ǫ(x)x
′λ)
∂x′ν
)
∂λǫ (x)
= ∂νǫ (x) + O
(
ǫ2
)
. (2.46)
If we now use these identities on the second term in the transformed version of the action, equation 2.44,∫
dDx′ − L (φ′)xµ∂µǫ (x) +
(
∂′µφ
′ (x′)
)(
xρ∂′ρφ
′ (x′) ∂µǫ (x) +
D − 2
2
φ′ (x′) ∂′µǫ (x)
)
, (2.47)
we get, ∫
dDx′ − L (φ′)xµ∂′µǫ (x′) +
(
∂′µφ
′ (x′)
) (
xρ∂′ρφ
′ (x′) ∂′µǫ (x′) + D−22 φ
′ (x′) ∂′µǫ (x′)
)
=
∫
dDx′ − L (φ′)xµ∂′µǫ (x′) +
(
∂′µφ
′ (x′)
) (
xρ∂′ρφ
′ (x′) + D−22 φ
′ (x′)
)
∂′µǫ (x′)
=
∫
dDx′
(−L (φ′)xµ + (∂′µφ′ (x′)) (xρ∂′ρφ′ (x′) + D−22 φ′ (x′))) ∂′µǫ (x′) .
(2.48)
If we use the product rule for differentiating / integration by parts we can write this as,
=
∫
dDx′ ∂′µ
( (−L (φ′)xµ + (∂′µφ′ (x′)) (xρ∂′ρφ′ (x′) + D−22 φ′ (x′))) ǫ (x′))
− ∫ dDx′ ǫ (x′) ∂′µ (−L (φ′)xµ + (∂′µφ′ (x′)) (xρ∂′ρφ′ (x′) + D−22 φ′ (x′))) . (2.49)
As the first term is a D-divergence of some function of the field then if we make the usual assumption that all fields
and their first derivatives etc vanish at infinity then the first term goes to zero (we write the volume integral of the
D-divergence over all space-time as a surface integral, the surface being at infinity). So the transformed version of the
action is,
S [φ] = S [φ′]−
∫
dDx′ ǫ (x′) ∂′µ
(
−L (φ′)xµ +
(
∂′µφ
′ (x′)
)(
xρ∂′ρφ
′ (x′) +
D − 2
2
φ′ (x′)
))
. (2.50)
As x′µ = (1 + ǫ (x))xµ and we have an ǫ (x′) at the beginning of the whole integrand, neglecting terms of order ǫ2 and
above, we can just swap xµ and xρ for x′µ and x′ρ:
S [φ] = S [φ′] +
∫
dDx′ ǫ (x′) ∂′µ
(
L (φ′)x′µ −
(
∂′µφ
′ (x′)
)(
x′ρ∂′ρφ
′ (x′) +
D − 2
2
φ′ (x′)
))
(2.51)
⇒ S [φ] = S [φ′] +
∫
dDx′ ǫ (x′) ∂′µjµ (x) (2.52)
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where we have defined the dilatation current,
jµ = L (φ
′)x′µ −
(
∂′µφ
′ (x′)
)(
x′ρ∂′ρφ
′ (x′) +
D − 2
2
φ′ (x′)
)
. (2.53)
The dilatation current is quite novel on account of it having x′µ’s in it. The dilatation current is a common feature of
field theories incorporating gravitational effects, it couples to a scalar field, the dilaton.
The Ward identities are obtained in the exact same way as before, we consider a general Green’s function, make a
change of variables (do the transformation) and then differentiate with respect to the parameter of the transformation.
The measure of the path integral is invariant for exactly the same reason that it was in the last lecture (we pick up
factors of
(
1− D−22 ǫ (x)
)
in the measure which cancel with those picked up in the measure of 1
Z
).
Up to now our discussion of our scale invariant scalar field theory has been at a pseudo classical level. If we are to
think about the theory as a quantum field theory we will have to think about UV divergences. Consider for instance the
first order correction to the two-point function in φ4 theory, this is a loop on top of the free particle propagator. To make
our theory meaningful we have to be able to deal with the infinities produced by integrating over loop momenta, we
have to renormalize it, which means introducing a dimensionful parameter, a cut off, into the otherwise dimensionless
theory. Introducing dimensionful parameters into our theory breaks scale invariance. An example of this can be seen
by trying to introducing mass terms into the theory. Consider the action of lecture 4 with x′µ = λxµ for constant λ,
S [φ] =
∫
dDx 12∂
µφ (x) ∂µφ (x)−m2φ2 (x)
= λ−D
∫
dDx′
(
λ2 12∂
′µφ
(
x′
λ
)
∂′µφ
(
x′
λ
)
−m2φ
(
x′
λ
)2) (2.54)
φ′ (x′) = λ−(
D−2
2 )φ
(
x′
λ
)
(2.55)
⇒ S [φ] = ∫ dDx′ 12∂′µφ′ (x′) ∂′µφ′ (x′)− m2λ2 φ′ (x′)2
= S [φ′] +
∫
dDx m2
(
1− 1
λ2
)
φ2.
(2.56)
Chapter 3
Principles of Gauge Field Theory
Quantization.
3.1 Faddeev-Popov Gauge Fixing and Ghosts.
This lecture deals with how to quantize gauge theories, specifically we describe how to get around the problem of
integrating over too many/artificial (gauge) degrees of freedom in the path integral by the Faddeev Popov gauge fixing
procedure.
We will illustrate Faddeev Popov gauge fixing on QED though the method generalizes to the other gauge theories.
The problem is that in the path integral formalism transition probabilities are obtained by integrating over all possible
physical paths, but if we naively write the generating functional of QED as an integral over the gauge field Aµ we are
integrating over more than just the number of physical paths because all fields Aµ related by a gauge transformation
represent the same physical configuration (they lie on the same gauge orbit i.e. they are related by a gauge transforma-
tion). They give rise to the same ~E and ~B etc fields that we observe. There are actually an infinite number of gauges to
choose from which sure enough means that we over count the number of paths by a factor of infinity, ideally we want
to isolate and divide out this “infinite group volume factor”. This means we must somehow constrain our integral over
the gauge field Aµ such that we are only integrating over all possible physically inequivalent paths.
To solve this problem it is tempting to insert a condition into the path integral like say δ (∂µAµ) (Lorentz gauge
condition) or δ
(
~∇. ~A
)
(Coulomb gauge condition) which would set the contributions from all other gauge transformed
versions of Aµ to zero i.e. we want something to fix the gauge (we only want to cut across a gauge orbit once when
integrating through the function space of Aµ). Ideally we should do general derivations and so we should consider
inserting a general gauge condition F (Aµ) = 0 with F an arbitrary function of the fields (and their derivatives etc).
However we cannot trivially insert such delta functions as this changes the measure of the integration DAµ. Say we
had an ordinary integral and we wanted to fix some variable in it x to be some value, we could fix it with δ (x− a) or
equivalently δ (f (x)) where f (x) is some function which is zero at x = a. Both delta functions will set x = a but the
latter does something else as well,
δ (f (x)) =
δ (x− a)
|f ′ (x)| (3.1)
The difference between the two choices of delta function is a factor 1|f ′(x)| , thus there will be some ambiguity in our
choice of constraint which we will have to sort out.
Before plunging into the full field theory calculation with it’s infinite number of degrees of freedom (functional
integrals) it is useful to consider the problem (and solution) in the context of something with a finite number of degrees
of freedom (function integrals).
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I =
∫
d2r e−iS(r) (3.2)
Consider the above integral, it is invariant under the gauge transformation θ → θ′ = θ + α. Now we would like to
choose a gauge so that we only integrate over gauge inequivalent situations . This means we have to restrict the integral
so that we only integrate e−iS(r) along a line starting at the origin and moving out in the xy plane. Say the function
θ = φ (r) defines this line. φ (r) should be a many to one function in r and θ i.e. for any given value of r there is only
one value of θ that solves θ = φ (r). Also, obviously θ and φ (r) are defined in the range 0→ 2π . In gauge theory this
corresponds to the requirement that a single physical configuration corresponds to a single gauge field configuration.
We shall now perform the trick which is central to Faddeev Popov gauge fixing. Clearly we do not change the value of
the integral if we were to insert a 1:
I =
∫
d2r × 1× eiS(r). (3.3)
Note that we can write 1 =
∫
dφ (r) δ (θ − φ (r)) where here one must regard the value of the function at some r,
φ (r), as a variable. Regard r as an index for the “variable” φ(r). This means we can write,
I =
∫
d2r
[∫
dφ (r) δ (θ − φ (r))] eiS(r)
=
∫
rdrdθdφ (r) δ (θ − φ (r)) eiS(r)
=
∫
rdr
∫
dφ (r)
[∫
dθδ (θ − φ (r)) eiS(r)] . (3.4)
Note that though the integrand depends on φ (r) the integral itself in the square brackets actually does not for no matter
what value of r we take φ (r) will always be in the range 0 → 2π and so the integration over θ will always kill the
φ (r); for every r there is one solution θ to θ = φ (r). This means we can actually shift the integral over φ (r) behind
the square bracket,
I =
∫
rdr
∫
dφ (r)
[∫
dθδ (θ − φ (r)) eiS(r)
]
=
∫
rdr
[∫
dθδ (θ − φ (r)) eiS(r)
] ∫
dφ (r) . (3.5)
Now for every value of r the integral
∫
dφ (r) is exactly the same
∫
dφ (r) ≡ 2π which gives us,
I = 2π
∫
rdr
∫
dθδ (θ − φ (r)) eiS(r) = 2π
∫
d2rδ (θ − φ (r)) eiS(r) = 2πIθ=φ(r). (3.6)
So we have managed to rewrite our integral as a product of a group volume factor (2π) and a gauge fixed version of
our original integral which will only integrate over gauge/physically inequivalent configurations.
We shall now perform this example again but in a slightly more convoluted way so as to make better contact with
the gauge fixing formalism of Faddeev and Popov. The complication is small, we ask the question what happens if our
gauge fixing condition is in an equivalent but more complicated form e.g. f(r, θ) = 0 where the gauge fixing condition
still has to obey the rules laid out before - one gauge configuration (one θ) for one physical configuration (one r). So
once again we insert a 1, this time in the form, 1 =
∫
dφ (r) δ (f (r, θ)),
I =
∫
d2r × 1× eiS(r)
=
∫
d2r
[∫
dφ (r) δ (f (r, θ))
]
eiS(r)
=
∫
rdrdθdφ (r) δ (f (r, θ)) eiS(r)
=
∫
rdr
∫
dφ (r)
[∫
dθδ (f (r, θ)) eiS(r)
] (3.7)
The next thing to do is to make a change of variables. We know that the constraint f (r, θ) = 0 can be written in
the form/has solutions θ = φ (r). So the integral in square brackets really has no φ (r) dependence just like before
when we had instead δ (θ − φ (r)). Hence we can again shift the integral over ∫ dφ (r) to the other side of the square
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brackets where it becomes 2π like in the last example.
I = 2π
∫
rdrdθδ (f (r, θ)) eiS(r) (3.8)
We must remember to be careful with our delta functions on account of their functional form of their arguments,
dθ = dθdf(r,θ)df (r, θ)
= 1df(r,θ)
dθ
df (r, θ)
(3.9)
⇒ I = 2π ∫ rdrdθδ (f (r, θ)) eiS(r)
= 2π
∫
rdrdf (r, θ)
(
df(r,θ)
dθ
)−1
δ (f (r, θ)) eiS(r)
. (3.10)
Like before we turned our integral into a group volume factor times a gauge fixed version of our original integral. The
factor
(
df(r,θ)
dθ
)−1
now appearing in the integrand typically appears as a Jacobian (determinant) in systems with more
degrees of freedom, in gauge theory it is known as the Faddeev Popov determinant. In what follows we will see that
the Faddeev Popov determinant arising in the quantization of gauge theories can be recast in the form of ghost fields.
So let’s see what we can do with QED.
Z =
∫
Dψ¯DψDAµ eiSQ.E.D. (3.11)
Now introduce a gauge fixing condition in the form of a “1”. The gauge fixing condition takes the form of a func-
tional delta function. Such a delta functional fixes the gauge differently at each point in space-time hence we have a
superscript∞ - we have a condition at each point in space-time:
∆(Aµ) =
∫
Dχ δ∞ [f (Aµ + ∂µχ)] . (3.12)
Note that our object ∆ is in fact gauge invariant itself:
∆(Aµ + ∂µφ) =
∫
Dχ δ∞ [f (Aµ + ∂µχ+ ∂µφ)]
=
∫
Dχ δ∞ [f (Aµ + ∂µ (φ+ χ))]
. (3.13)
now shift the integration variables χ (x) (remember for functionals x is like the index, the indexed variables are χ (x))
at each point by a constant amount given by φ (x):
Dχ =
∏
x
∫
all χ(x)
dχ (x)
=
∏
x
∫
all χ(x)
d (χ (x) + φ (x))
=
∏
x
∫
all χ(x)+φ(x) d (χ (x) + φ (x))
=
∫
D (φ+ χ)
. (3.14)
Hence we see that
∆(Aµ + ∂µφ) =
∫
D (φ+ χ) δ∞ [f (Aµ + ∂µ (χ+ φ))]
=
∫
Dχ δ∞ [f (Aµ + ∂µχ)]
= ∆ (Aµ)
(3.15)
is as promised, gauge invariant. We now have a gauge invariant constraint which we can insert into our integral. We
need to be careful though about inserting this condition, we must make sure we are in fact putting “1” into the integrand.
∆(Aµ) in the general form shown above will non-trivially affect the measure of integration of the path integral. Just
like in our previous example with r′s and θ′s we want to change the integration variable from χ to f (Aµ + ∂µχ), in
3.1. Faddeev-Popov Gauge Fixing and Ghosts. 28
doing so we will pick up a Jacobian which we will denote by J .∫
Dχ =
∏∫
x
dχ (x)
=
∏
x
∫
df (x) Detx,y
(
δf(x)
δχ(y)
)−1
=
∫
Df 1
J(f,χ)
(3.16)
⇒ ∆(Aµ) = ∫ Dχ δ∞ [f (Aµ + ∂µχ)]
=
∫
Df 1
J(f,χ)δ
∞ [f (Aµ + ∂µχ)]
= 1
J(f,χ)
∣∣∣
f=0
∫
Df δ∞ [f (Aµ + ∂µχ)]
= 1
J(f,χ)
∣∣∣
f=0
× 1
(3.17)
Hopefully it is clear that the x, y subscript attached to the Det above means that we are taking the determinant of (...)
with respect to the x, y “indices”. We wish to insert the gauge fixing condition, the “1” in the form,
⇒ 1 = J (f, χ)|f=0∆(Aµ) . (3.18)
The path integral becomes, ∫
Dψ¯DψDAµ J (f, χ)|f=0∆(Aµ) eiSQ.E.D.
=
∫
Dψ¯DψDAµ J (f, χ)|f=0
∫
Dχ δ∞ [f (Aµ + ∂µχ)] eiSQ.E.D. .
(3.19)
The next bit of the trick involves changing variables Aµ → Aµ[χ] = Aµ + ∂µχ. Note the action is invariant under
such a transformation as it amounts to a gauge transformation which would leave it invariant (one can simultaneously
transform the fermions in the usual way). The other terms are also invariant, we showed above that ∆(Aµ + ∂µφ) =∫
Dχ δ∞ [f (Aµ + ∂µχ)] = ∆ (Aµ) and we will therefore assume that ∆−1 (Aµ) = J (f, χ)|f=0 is also invariant1.
It then remains to prove that the measure
∫
Dψ¯DψDAµ is also invariant, consider for simplicity zero space-time
dimensions i.e. all the fields exist at a single point x0 in space-time. Under the usual transformationsAµ → Aµ+∂µχ,
ψ¯ → e−iχψ¯, ψ → eiχψ we have
∫
Dψ¯DψDAµ →
∫
Dψ¯DψDAµ × Det
 e
−iχ 0 0
0 eiχ 0
0 0 1
 = ∫ Dψ¯DψDAµ. (3.20)
Generalizing to a space consisting of an infinity of points the matrix above becomes an infinite dimensional Jacobian
which is still diagonal and still equal to one, due simply to the unitary nature of the transformation. Therefore,
Z =
∫
Dψ¯DψDAµ[χ]Dχ J (f, χ)|f=0 δ∞
[
f
(
Aµ[χ]
)]
eiSQ.E.D. . (3.21)
So now we have that the integrand does not depend on the gauge χ, this dependence has been absorbed into the
gauge transformed field Aµ[χ] instead! This means we can bring the integral over χ to the front and absorb it in the
1
J (f, χ) = Detx,y
 δf
(
A
µ
[χ]
(x)
)
δχ (y)

Now use the functional equivalent of taking the total derivative with respect to a variable,
⇒ J (f, χ) = Detx,y
(∫
dz
δf
(
A[χ] (x)
)
δA
µ
[χ]
(z)
δA
µ
[χ]
(z)
δχ (y)
)
= Detx,y
(∫
dz
δf
(
A[χ] (x)
)
δA
µ
[χ]
(z)
∂µδ (z − y)
)
.
This object depends on Aµ
[χ]
but is independent of χ.
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normalization of the path integral as an (infinite) group volume factor (i.e. forget about it)
=
(∫
Dχ
)
×
(∫
Dψ¯DψDAµ[χ] J (f)|f=0 δ∞
[
f
(
Aµ[χ] (x)
)]
eiSQ.E.D.
)
(3.22)
leaving the Jacobian (aka Faddeev-Popov determinant) and gauge fixing delta function as the remnants of gauge fixing
in the path integral. In calculating Green’s functions the factor
∫
Dχ cancels in the numerator and denominator, recall
Green’s functions are of the form, G (x1, ..., xn) = 1Z[0]
δ
δJ(x1)
... δZ[J]
δJ(xn)
∣∣∣.
Now we further simplify our situation by choosing our gauge fixing condition such that it is of the form,
f
(
Aµ[χ]
)
= ω (x) + f˜
(
Aµ[χ]
)
. (3.23)
The original path integral has had a “1” inserted into it and after some rewriting now looks like,
Z =
(∫
Dχ
)
×
(∫
Dψ¯DψDAµ[χ] J (f)|f=0 δ∞
[
ω (x) + f˜
(
Aµ[χ]
)]
eiSQ.E.D.
)
. (3.24)
We should simplify this by noting that Aµ is a variable of integration, a dummy variable, we should simply rename
Aµ[χ] → Aµ
Z =
(∫
Dχ
)
×
(∫
Dψ¯DψDAµ J (f)|f=0 δ∞
[
ω (x) + f˜ (Aµ)
]
eiSQ.E.D.
)
. (3.25)
This relation is true independent of what ω (x) is (we didn’t specify an ω (x)), so it will also be true for a linear
combination of different ω (x)’s - with some proper normalization! We will choose a linear combination of all possible
ω (x)’s,
N (ζ)
∫
Dω exp − i
∫
d4x ω (x)
2
2ζ
= 1 (3.26)
where N (ζ) is the normalization we just mentioned. Therefore in our linear combination of Z’s each one is weighted
by a factor N (ζ) exp − i ∫ d4x ω(x)22ζ and the normalization N (ζ) is making sure that when we add them all up we
get just Z again. Hence,
Z = N (ζ)× (∫ Dχ)×∫
Dω exp − i ∫ d4x ω(x)22ζ (∫ Dψ¯DψDAµ J (f)|f=0 δ∞ [ω (x) + f˜ (Aµ)] eiSQ.E.D.)
= N (ζ)× (∫ Dχ)×(∫
DωDψ¯DψDAµ
[
exp − i ∫ d4x ω(x)22ζ ] J (f)|f=0 δ∞ [ω (x) + f˜ (Aµ)] eiSQ.E.D.)
= N (ζ)× (∫ Dχ)×(∫
Dψ¯DψDAµ J (f)|f=0 eiSQ.E.D.exp − i
∫
d4x f˜(x)
2
2ζ
)
(3.27)
In the last step we have integrated over ω (x) which has removed the delta functional and turned exp − i ∫ d4x ω(x)22ξ
into exp − i ∫ d4x f˜(x)22ξ . It is worth taking a breath here and making sure you are happy with the above which may
look like smoke and mirrors, it is not. Remember what we said above about the Physics (Green’s functions) being
independent of the normalization of the path integral, consequently we will disregard the normalization, instead we
will work with Z¯ = Z
N(ξ)×(∫ Dχ) .
To simplify further we need to actually specify a form for f˜ (Aµ). The form that is commonly used is the so-called
covariant gauge (it is clearly Lorentz invariant),
f˜ (Aµ) = ∂µAµ. (3.28)
The gauge condition above is such that if Fµν is something then F˜µν is something else, where F˜µν is the same as Fµν
but with the replacement, Aµ → Aµ + ∂µφ. So what does this make the Faddeev-Popov determinant?
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Detx,y
(
δf (x)
δχ (y)
)−1
=
1
J (f, χ)
(3.29)
⇒ J (f, χ)|f=0 = Detx,y
(
δf(x)
δχ(y)
)∣∣∣
f=0
= Detx,y
(
δ(∂µA
µ(x)+∂µ∂
µχ(x))
δχ(y)
)∣∣∣
f=0
= Detx,y (∂µ∂µδ (x− y))|f=0 .
(3.30)
In the Faddeev-Popov gauge fixing formalism the determinant is rewritten as a functional integral over an exponential
of ghost fields with the operator above sandwiched between them.
A Grassmann variable / number is an anticommuting number. For a set of Grassmann variables θi this means,
{θi, θj} = 0, this trivially means that the square (and therefore also higher powers of a Grassmann variable) equals
zero as anti-commutation requires θiθi + θiθi = 0. Consequently Taylor expansions of functions of Grassmann
variables terminate after a few terms. These peculiar “numbers” also generate ambiguity in the definition of integration
over them. In fact the most natural definition of integration for Grassmann variables turns out to be such that it is
the same as differentiation. We attempt to bolster these statements in the last section (5.3), for a dedicated discussion
of Grassmann numbers we refer the reader to [17], for now we will merely state the definitions. Taylor expanding a
function f (θi) of a Grassmann variable θi we have,
f (θi) = a+ bθi. (3.31)
Integrations over a and bθi are defined as (a and b are “normal” bosonic numbers),∫
dθi a = 0 & ddθi (a) = 0∫
dθi bθi = b & ddθi (bθi) = b
. (3.32)
⇒ ∫ dθi f (θi) = b
also ...∫
d (cθi) a = dd(cθi) (a) = 0∫
d (cθi) bθi = dd(cθi)
(
1
c
bcθi
)
= 1
c
b
(3.33)
An important point to take away from the last two equations above is that for Grassmann variables the integration
measure changes in the opposite way that it does for normal variables i.e.∫
d (cθi) f (θi) =
1
c
∫
dθi f (θi) . (3.34)
Also, for complex θi we simply treat the two components (real and imaginary) as two independent Grassmann variables.
Finally, as you may well variables and therefore also the integrations, anticommute.
Now consider the following integral,
∏
z
∫
dωzdηz exp iΣxΣyηxΓxyωy (3.35)
where x and y are discrete indices of complex Grassmann variables ηx and ωy . η is understood to be the complex
conjugate of ω more commonly denoted in the literature by a bar over ω: η = ω¯) . Γxy is some Hermitian matrix of
(“normal” / “bosonic”) numbers. We would like to evaluate this integral. We don’t know what to do with it as it stands
assuming Γxy is not diagonal. First we want to transform the integrand and variables of integration such that the Γ in
the exponent is diagonal. To do this we introduce a unitary transformation matrix U as follows,
ΣxΣy ηxΓxyωy = ΣxΣyΣaΣbΣcΣd ηxU
†
xaUabΓbcU
†
cdUdyωy. (3.36)
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We choose U such that ΣbΣcUabΓbcU †cd = Γ˜ad is diagonal i.e. Γ˜ad = Γ˜aaδad! Note that the we show the summation
over x and y explicitly with Σ, a repeated index does not imply a sum over it. Now we redefine our fields according to
the unitary transformation such that
ΣxΣy ηxΓxyωy = ΣaΣd η˜aΓ˜aaω˜aδad = Σa η˜aΓ˜aaω˜a (3.37)
i.e.,s
η˜a = ΣxηxU
†
xa
ω˜d = ΣyUdyωy.
(3.38)
Rewriting the integral 3.34 in terms of the transformed variables we have that,
∏
z
∫
dωzdηz exp iΣxΣyηxΓxyωy =
∏
z
∫
d
(
ΣpU
†
zqω˜p
)
d (Σq η˜qUpz) exp iΣaη˜aΓ˜aaω˜a. (3.39)
We need to get the integration measure in a more friendly form. As we said before, the Grassmann integration measure
transforms as the inverse of the Jacobian of the transformation instead of just the Jacobian as is the case for regular
numbers. For a slightly better proof of this consider the following integral over complex Grassmann variables,∫
dθN ...
∫
dθ2
∫
dθ1 θ1θ2...θN = 1 (3.40)
as
∫
dθi θi = 1. Now we make a change of variables θi → ΣjUijθj . The change of variables cannot affect the value
of the integral. How does the integrand change? As the θi’s are Grassmann we can write,
θi1θi2 ...θiN =
1
N !
Σj1Σj2 ...ΣjN ǫ
j1j2...jN θj1θj2 ...θjN (3.41)
i.e. we sum over all N ! permutations of the N variables remembering to divide by N ! at the end and keeping track of
the minus signs with ǫj1j2...jN . Therefore we can write the transformation of the integrand as,
θ1θ2...θN → θ˜1θ˜2...θ˜N = 1
N !
Σi1Σi2 ...ΣiNΣj1Σj2 ...ΣjN ǫ
j1j2...jN θi1θi2 ...θiN Ui1j1Ui2j2 ...UiN jN . (3.42)
We can use the anticommuting property again to simplify further and write that for a given combination θj1θj2 ...θjN ,
θi1θi2 ...θiN = ǫ
i1i2...iN θ1θ2...θN (3.43)
note that here we have no implied summation, there is no sum taking place above and there are no indices on the thetas
on the right!
θ1θ2...θN → θ˜1θ˜2...θ˜N
= 1
N !Σi1Σi2 ...ΣiNΣj1Σj2 ...ΣjN ǫ
j1j2...jN ǫi1i2...iN θ1θ2...θN Ui1j1Ui2j2 ...UiN jN
=
(
1
N !Σi1Σi2 ...ΣiNΣj1Σj2 ...ΣjN ǫ
j1j2...jN ǫi1i2...iN Ui1j1Ui2j2 ...UiN jN
)
θ1θ2...θN
(3.44)
Now the (definition of the) determinant of an N ×N matrix M is,
Det (Mij) =
1
N !
Σα1 ...ΣαNΣβ1 ...ΣβN ǫ
α1...αN ǫβ1...βNMα1β1 ...MαNβN (3.45)
(feel free to check this) so,
θ1θ2...θN → θ˜1θ˜2...θ˜N = (Det (U)) θ1θ2...θN . (3.46)
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Consequently if we need,∫
dθN ...
∫
dθ2
∫
dθ1 θ1θ2...θN =
∫
dθ˜N ...
∫
dθ˜2
∫
dθ˜1 θ˜1θ˜2...θ˜N = 1 (3.47)
then we must have that, ∫
dθ˜N ...
∫
dθ˜2
∫
dθ˜1 =
1
Det (U)
∫
dθN ...
∫
dθ2
∫
dθ1. (3.48)
So invariance of the value of a Grassmann integral under a simple change of variable means that the Grassmann
integration measure transforms as the inverse of the Jacobian of the transformation as opposed to just the Jacobian for
regular numbers.
In our case this means that,
∏
x
∫
dωx
∏
y
∫
dηy =
1
Det (U †)Det (U)
∏
x
∫
dω˜x
∏
y
∫
dη˜y =
∏
x
∫
dω˜x
∏
y
∫
dη˜y (3.49)
as U †U = I . We can manipulate this equation above by moving the η’s ω’s and their corresponding η˜’s and ω˜’s in the
same way on both sides of the equation without worrying about minus signs. This is because every time we reorder
things on the left side we may generate a sign but the same reordering on the right will naturally generate the same sign
there so we can forget about signs and say,
∏
z
∫
dωzdηz =
1
Det (U †)Det (U)
∏
z
∫
dω˜zdη˜z =
∏
z
∫
dω˜zdη˜z (3.50)
The result is that the entire integral is invariant under the transformation which diagonalizes Γxy,
∏
z
∫
dωzdηz exp iΣxΣyηxΓxyωy =
∏
z
∫
dω˜zdη˜z exp iΣaη˜aΓ˜aaω˜a (3.51)
Taylor expanding the integrand on the right gives,
∏
z
∫
dωzdηz exp iΣxΣyηxΓxyωy =
∏
z
∫
dω˜zdη˜z
(
1 + Σaη˜aΓ˜aaω˜a +
1
2!
(
Σaη˜aΓ˜aaω˜a
)(
Σbη˜bΓ˜bbω˜b
)
+ ...
)
(3.52)
For a term in the expansion to survive the integration it must have one copy of each of η˜x and ω˜y for all elements in the
products of integrals. Take for example
∏
z
∫
dω˜zdη˜z =
∫
dω˜z1dη˜z1
∫
dω˜z2dη˜z2 i.e. there are only two values of each
index. The expansion terminates after the second term (or more generally for N values of the indices, the N th term),
exp iΣaη˜aΓ˜aaω˜a = 1 + Σaη˜aΓ˜aaω˜a +
1
2!
(
Σaη˜aΓ˜aaω˜a
)(
Σbη˜bΓ˜bbω˜b
)
(3.53)
as higher terms will have to involve the square of at least one of the Grassmann variables. The first term (1) vanishes as∫
dθ 1 = 0 for any Grassmann variable by definition and we are integrating over four different Grassmann variables.
The second term also vanishes for basically the same reason. This term is simply,
η˜x1Γ˜x1x1 ω˜x1 + η˜x2Γ˜x2x2 ω˜x2 (3.54)
but the integral involves integrating each of these over four different Grassmann variables so they both vanish. Only
the last term makes a contribution to the integral. It contains terms with one η and ω for each η and ω integration. The
last term is
η˜x1Γ˜x1x1 ω˜x1 η˜x2 Γ˜x2x2 ω˜x2 + η˜x2 Γ˜x2x2 ω˜x2 η˜Tx1Γ˜x1x1 ω˜x1 = (η˜x1 ω˜x1 η˜x2 ω˜x2 + η˜x2 ω˜x2 η˜x1 ω˜x1) Γ˜x2x2 Γ˜x1x1 . (3.55)
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where we have η˜x1Γ˜x1x1 ω˜x1 η˜x1 Γ˜x1x1 ω˜x1 = 0 as they contain squares of Grassmann variables i.e. the last term is a
sum of the cross terms between the products of sums. If we had N values of the index it would be the N th term in the
expansion that would survive, for the same reasons. We are free to split these terms into pairs of adjacent Grassmann
variables and freely move these pairs around without worrying about picking up minus signs, such pairs commute with
each other,
[θ1θ2, θ3θ4] = θ1θ2θ3θ4 − θ3θ4θ1θ2 = θ1θ2θ3θ4 − θ1θ2θ3θ4 = 0 (3.56)
which basically means all of the aforementioned cross terms in the integrand are the same. How many such cross terms
are there? Easy, we need a different ηΓω from each sum, the N th term is a product of N such sums and each sum has
N different ηΓω’s in it. So I can get the non-vanishing term N ! times corresponding to the number of permutations of
the N pairs.
∏
z
∫
dωzdηz exp iΣxΣyηxΓxyωy =
∏
z
∫
dω˜zdη˜z 1N !
(
Σαη˜aΓ˜aaω˜a
)
...
(
Σβ η˜βΓ˜ββω˜β
)
=
∏
z
∫
dω˜zdη˜z N !N ! η˜z1 Γ˜z1z1 ω˜z1 ...η˜zN Γ˜zNzN ω˜zN
=
(∏
z Γ˜zz
) (∏
z
∫
dω˜zdη˜z η˜zN ω˜zN ...η˜z1 ω˜z1
) (3.57)
As Γ˜ is Γ diagonalized this means that the first product above is the product of the eigenvalues of Γ which is the
determinant of Γ:
Det
(
Γ˜zz
)
=
∏
z Γ˜zz
= Det
(
UΓU †
)
= Det (U)Det (Γ)Det
(
U †
)
= Det
(
U †U
)
Det (Γ)
(3.58)
as Det
(
U †U
)
= Det (I) = 1.
∏
z
∫
dωzdηz exp iΣxΣyηxΓxyωy = (Det (Γ))
(∏
z
∫
dω˜zdη˜z η˜zN ω˜zN ...η˜z1 ω˜z1
)
= (Det (Γ))
(∫
dω˜z1dη˜z1 ...
∫
dω˜zNdη˜zN η˜zN ω˜zN ...η˜z1 ω˜z1
)
= (Det (Γ))× 1
(3.59)
Generalizing to the continuum limit we have,∫
DωDη exp i
∫
d4x
∫
d4y η (x) Γ (x, y)ω (y) = Detx,y (Γ (x, y)) (3.60)
and finally we have a way of including the Faddeev-Popov determinant in our path integral in terms of “Ghosts” η and
ω. In the case of our covariant gauge we have,
Detx,y (∂µ∂µδ (x− y)) =
∫
DωDη exp i
∫
d4x
∫
d4y η (x) ∂µ∂µδ (x− y)ω (y)
=
∫
DωDη exp i
∫
d4x η (x) ∂µ∂µω (x)
(3.61)
Finally the gauge fixed path integral is,
Z = 〈0|0〉 =
∫
DAµDψ¯DψDωDη exp i
∫
d4x
{
−1
4
FµνF
µν +
1
2ζ
(∂µA
µ)
2
+ η∂µ∂µω + ψ¯ (i 6 D −m)ψ
}
(3.62)
with a kinetic term η∂µ∂µω appearing in the original QED action due to gauge fixing. The ghosts are not coupled to
any of the physical fields and so they don’t appear in perturbation theory. In non-Abelian gauge theories fixing the
gauge results in ghosts as in QED but the resulting action will have a coupling of the ghosts to the physical fields. This
coupling results in the ghosts appearing in Feynman diagrams, in perturbation theory. The ghosts are so-called because
they are unphysical for a number of reasons, the most obvious one being that they are Grassmann fields yet they are
also (complex) scalar fields (pseudoscalar particles) they have no spin! This unphysical spin-statistics relation means
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that ghosts cannot appear as external particles / external legs on Feynman diagrams, the perturbation expansion is such
that (in non-Abelian theories) the ghosts only appear in closed loops.
Finally, as ghosts are an artifact of gauge fixing they manifest themselves in the Lagrangian and hence in perturba-
tion theory in different ways according to the choice of gauge, in certain gauges the ghosts may not even materialize
in perturbation theory. However gauge fixing affects the photon propagator (see next section) and in most instances
it turns out that calculations in perturbation theory are made much easier by choosing a gauge which simplifies the
propagator of some physical particle at the price of including ghosts.
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3.2 Feynman Rules in QED.
We now have a fully gauge fixed path integral for QED ghosts etc...(put in fermion fields now).
Z = 〈0|0〉 =
∫
DAµDψ¯DψDηDω exp i
∫
d4x
{
−1
4
FµνF
µν +
1
2ζ
(∂µA
µ)
2
+ η∂µ∂µω + ψ¯ (i 6 D −m)ψ
}
.
(3.63)
Firstly we will try and derive the photon propagator, we therefore want to calculate the following (we are normalizing
everything by 1
Z
),
〈0|Aµ(x1)Aν(x2)|0〉
〈0|0〉 =
∫
DAµ...Dω Aµ(x1)A
ν(x2) exp iSQ.E.D
Z
= δ
2
δJµ(x1)δJν(x2)
ln
∫
DAµ...Dω exp i
(
SQED − i
∫
d4x Jκ (x)Aκ (x)
)∣∣∣
Jκ=0
= δ
2 lnZ[Jκ]
δJµ(x1)δJν(x2)
∣∣∣
Jκ=0
. (3.64)
We have definedZ [Jκ] =
∫
DAµ...Dω exp i
(
SQED − i
∫
d4x Jκ (x)Aκ (x)
)
with Jκ (x) a source term. The source
term allows us to rewrite our definition of the two point function as above, it is of no real physical significance. Though
Jκ (x) is introduced ad hoc into the Lagrangian it is not affecting the Physics as can be seen by the equivalence of
everything in the working above. The next thing we do is make a perturbative expansion in e. The interaction part of
the generating functional is expanded in powers of the coupling constant.
exp
∫
d4x eψ¯ 6 Aψ = 1 + e
∫
d4x ψ¯ 6 Aψ −O (e2) (3.65)
It is also necessary to do some rewriting of the free part of the Lagrangian. Also up until now we have not had to worry
about the (space-time) variable that the fields depend on, we have safely been able to assume everything depends on x
but things get a bit more complicated here. Consider the bit for the photon (the same procedure works separately for
the fermions),∫
d4x − 1
4
(
∂µA (x)ν − ∂νA (x)µ
)
(∂µAν (x)− ∂νAµ (x))− 1
2ζ
(∂µA
µ (x))
2 − Jκ (x)A (x)κ . (3.66)
For reasons that will become apparent the next thing we want to do is to put this in a form
∫
d4x AµQµνAν . Forgetting
about the source term we have∫
d4x − 1
4
(
2∂µAν (x) ∂
µAν (x)− 2∂νAµ (x) ∂µAν (x) + 2
ζ
∂µA
µ (x) ∂νA
ν (x)
)
. (3.67)
Integrating by parts gives
=
∫
d4x − 12
(
−Aν (x) ∂µ∂µAν (x) +Aµ (x) ∂ν∂µAν (x)− 1ζAµ (x) ∂µ∂νAν (x)
)
=
∫
d4x − 12
(
Aλ (x)
(−gλρ∂µ∂µ + (1− ζ−1) ∂λ∂ρ)Aρ (x)) . (3.68)
We now need to sort out the source term which we so conveniently forgot about, this is done by shifting our field
Aµ (x) everywhere such that
Aµ (x)→ A′µ (x) = Aµ (x) +
∫
d4y ∆µκ (x− y)Jκ (y)
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where Qµν∆νκ (x) = iδµκδ4 (x) i.e. Qµν
∫
d4y ∆νκ (x− y)Jκ (y) = Jµ (x), this gives,
− 12AµQµνAν − JκAκ → − 12
(
A′µ (x) −
∫
d4y ∆µκ (x− y)Jκ (y)
)
Qµν
(
A′ν (x) −
∫
d4z ∆νλ (x− z)Jλ (z)
)
−Jκ (x)A′κ (x) + Jκ (x)
∫
d4y ∆κν (x− y)Jν (y)
= − 12A′µ (x)QµνA′ν (x) + 12A′µ (x)Qµν
∫
d4z ∆νλ (x− z)Jλ (z)
+ 12
(∫
d4y ∆µκ (x− y)Jκ (y)
)
QµνA′ν (x)
− 12
(∫
d4y ∆µκ (x− y)Jκ (y)
)
Qµν
(∫
d4y ∆νγ (x− z)Jγ (z)
)− Jκ (x)A′µ (x)
+Jκ (x)
∫
d4y ∆κν (x− y)Jν (y)
= − 12A′µ (x)QµνA′ν (x) + 12A′µ (x) Jµ (x) + 12
(∫
d4y ∆µκ (x− y)Jκ (y)
)
QµνA′ν (x)
− 12
(∫
d4y ∆µκ (x− y)Jκ (y)
)
Jµ (x)− Jµ (x)A′µ (x)
+Jκ (x)
∫
d4y ∆κν (x− y)Jν (y)
= − 12A′µ (x)QµνA′ν (x)− 12A′µ (x) Jµ (x) + 12
(∫
d4y ∆µκ (x− y)Jκ (y)
)
QµνA′ν (x)
+ 12Jκ (x)
∫
d4y ∆κν (x− y)Jν (y)
(3.69)
A long winded and tedious calculation2 involving the use of the product rule and setting surface terms to zero means
that the 3rd term can be rewritten,
1
2
(∫
d4y ∆µκ (x− y)Jκ (y)
)
QµνA′ν (x) =
1
2
(
Qµν
∫
d4y ∆µδ (x− y)Jδ (y)
)
A′ν (x) (3.70)
By definition of the function ∆µδ (x− y) from above, this equals
1
2
Jν (x)A′ν (x) . (3.71)
So to first order in e the generating functional can be written,
Z [J ] ≈
∫
DA′µDψ¯DψDηDω
(
1 + e
∫
d4y ψ¯ 6 Aψ
)
exp iSFree QED (3.72)
where
SFree QED =
∫
d4x
∫
d4y 12Jκ (x)∆
κν (x− y)Jν (y)∫
d4x − 12A′µ (x)QµνA′ν (x) + η (x) ∂µ∂µω (x) + ψ¯ (x) (i 6 ∂ −m)ψ (x)
(3.73)
i.e. QED without the interaction term and the source and Aµ field terms rewritten.
We now arrive at the common sense result that to get the photon propagator, the photon two point function, we will
be taking the zeroth order of perturbation theory i.e. ignore the interaction terms. If we take higher orders the higher
order terms in the interacting part of the Lagrangian will be playing a role in our correlator i.e. we would be having
2
1
2
(∫
d4y ∆µκ (x− y) Jκ (y)
)
QµνA′ν (x)
= 1
2
(∫
d4y ∆µδ (x− y) Jδ (y)
) (
−gµν∂κ∂κ +
(
1− ζ−1
)
∂µ∂ν
)
A′ν (x)
= 1
2
∂κ
((∫
d4y ∆µδ (x− y) Jδ (y)
)
(−gµν∂κA′ν (x))
)
−
(
1
2
∂κ
∫
d4y ∆µδ (x− y) Jδ (y)
)
(−gµν∂κA′ν (x))
+ 1
2
∂µ
((∫
d4y ∆µδ (x− y) Jδ (y)
) ((
1− ζ−1
)
∂νA′ν (x)
))
− 1
2
((
∂µ
∫
d4y ∆µδ (x− y) Jδ (y)
) ((
1− ζ−1
)
∂νA′ν (x)
))
= 1
2
∂κ∂
κ
((∫
d4y ∆µδ (x− y) Jδ (y)
)
(−gµνA′ν (x))
)
− 1
2
∂κ
((
∂κ
∫
d4y ∆µδ (x− y) Jδ (y)
)
(−gµνA′ν (x))
)
−∂κ
((
1
2
∂κ
∫
d4y ∆µδ (x− y) Jδ (y)
)
(−gµνA′ν (x))
)
+
(
1
2
∂κ∂
κ
∫
d4y ∆µδ (x− y) Jδ (y)
)
(−gµνA′ν (x))
+ 1
2
∂µ∂ν
((∫
d4y ∆µδ (x− y) Jδ (y)
) ((
1− ζ−1
)
A′ν (x)
))
− 1
2
∂µ
((
∂ν
∫
d4y ∆µδ (x− y) Jδ (y)
) ((
1− ζ−1
)
A′ν (x)
))
− 1
2
∂ν
((
∂µ
∫
d4y ∆µδ (x− y) Jδ (y)
) ((
1− ζ−1
)
A′ν (x)
))
+ 1
2
((
∂µ∂ν
∫
d4y ∆µδ (x− y) Jδ (y)
) ((
1− ζ−1
)
A′ν (x)
))
Assuming that the field Aµ (x) and its first derivatives vanish as x → ∞ we can remove six of the above terms on the grounds that they can be
rewritten as surface integrals.
= 1
2
(
−gµν∂κ∂
κ
∫
d4y ∆µδ (x− y) Jδ (y)
)
A′ν (x) +
1
2
((
1− ζ−1
)
∂µ∂ν
∫
d4y ∆µδ (x− y) Jδ (y)
)
A′ν (x)
= 1
2
(
Qµν
∫
d4y ∆µδ (x− y) Jδ (y)
)
A′ν (x)
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terms with e
∫
d4y ψ¯ 6 Aψ bits in them in our correlator. So to get the photon two point function 〈0 |Aµ (x1)Aν (x2)| 0〉
to zeroth order in e (normalized by Z−1) we want to functionally differentiate,
Z [J ] =
∫
DAµDψ¯DψDηDω (1 +O (e) + ...) exp iSFree Q.E.D. (3.74)
with respect to Jµ (x1) and Jν (x2),
〈0|Aµ(x1)Aν(x2)|0〉
〈0|0〉 =
δ2 lnZ[J]
δJµ(x1)δJν(x2)
∣∣∣
J=0
=
∫
DAµDψ¯DψDηDω ∆µν (x1 − x2) exp iSFree Q.E.D. +O (e) + ...
= 1
Z
(〈0 |∆µν (x1 − x2)| 0〉+O (e) + ...)
(3.75)
So the propagator (to zeroth order in e) ∆µν (x1 − x2) is essentially just the inverse of the differential operator Qλρ,
Qµν∆νκ (x) =
(−gµν∂γ∂γ + (1− ζ−1)∂µ∂ν)∆νκ (x) = iδµκδ4 (x) (3.76)
Fourier transforming we have,(−gµν∂γ∂γ + (1− ζ−1) ∂µ∂ν) ∫ d4k ∆˜νκ (k) eik.x = iδµκδ4 (x)∫
d4k ∆˜νκ (k)
(
gµνk2 − (1− ζ−1) kµkν) eik.x = iδµκδ4 (x) . (3.77)
So now the question is how do we solve ∆˜νκ (k)
(
gµνk2 − (1− ζ−1) kµkν) = iδµκ for ∆˜νκ (k)? To start with let’s
rewrite Qλρ:
Qλρ =
(
−gλρ + kλkρ
k2
)
k2 − 1
ζ
.k
λkρ
k2
.k2
= −k2PλρT − k
2
ζ
PλρL .
(3.78)
Where we have defined the projection operators, PλρT = gλρ − k
λkρ
k2
and PλρL = k
λkρ
k2
. As one would expect PTPT =
PT ,
PλρT gρκP
κµ
T =
(
gλρ − kλkρ
k2
)
gρκ
(
gκµ − kκkµ
k2
)
= gλµ − 2kλkµ
k2
+ k
λkµ
k2
= gλµ − kλkµ
k2
= PλµT .
(3.79)
The same is true of PL, PLPL = PL. Also PLPT = 0 = PTPL,
PλρL gρκP
κµ
T =
kλkρ
k2
gρκ
(
gκµ − kκkµ
k2
)
= k
λkµ
k2
− kλkµ
k2
= 0
. (3.80)
This last identity shows us that PT and PL project out orthogonal subspaces, i.e. the Hilbert space of states is now
split into two by PT and PL, all the states in one half being orthogonal to all the states in the other.
Returning to the derivation of the Feynman rules we recall that we are essentially after the form of the object Q−1.
Given our study of PT and PL and their relation to the space of states we will assume that Q−1 can be written as a
linear combination of these two operators:
Q−1 ρµ = AP ρµT +BP
ρµ
L . (3.81)
Naturally one QQ−1 will give the identity or equivalently PT + PL:
Q λρgρκQ
−1 κµ = −k2
(
PλρT +
1
ζ
PλρL
)
gρκ (AP
κµ
T +BP
κµ
L )
= PλµL + P
λµ
T
(3.82)
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⇒ −k2
(
APλµT +
B
ζ
PλµL
)
= PλµT + P
λµ
L
⇒ A = − 1
k2
and B = − ζ
k2
⇒ Q−1 λµ = − 1
k2
PλµT − ζk2PλµL
⇒ Propagator = − i
k2
(
PλµT + ζP
λµ
L
)
.
(3.83)
Given the form of the photon propagator one might wonder why then we don’t see ζ′s in our Feynman rules for QED.
The answer is simply that the photon has no longitudinal component. This is not to say that if we were to put our
photons inside some pathological loop diagram we would not see the ζ′s, we would but they all cancel in the final
matrix element. The proof that all the ζ’s cancel is not obvious and we come back to it in the next lecture when
discussing the QED Ward identities.
The same recipe can be used to give the following propagators for the ghost fields and the fermion fields...
η ω
i
k2+iǫ
i
6k−m+iǫ
Note that the ǫ’s in the above Feynman propagators are put in by hand to regulate the poles in the Feynman propagators
(branch cuts) where it is understood that in the calculation of the amplitudes the limit ǫ→ 0 is taken at the end.
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3.3 BRS Symmetry.
Continuing from lecture 7 - the generating functional for QED with ghosts etc...(put in fermion fields now).
Z = 〈0|0〉 =
∫
DAµDψ¯DψDηDω exp i
∫
d4x
{
−1
4
FµνF
µν +
1
2ζ
(∂µA
µ)
2
+ η∂µ∂µω + ψ¯ (i 6 D −m)ψ
}
.
(3.84)
This thing looks gauge invariant except for the ∂µAµ gauge fixing term. It turns out that despite the apparent breaking
of gauge invariance above there is in fact some residual symmetry present, we shall come to this point shortly. This
symmetry was the result of work of Becchi, Rouet, Stora and (independently) Tyutin, it is of crucial importance in the
quantization of gauge (and other more general) field theories. The BRS(T) symmetry is based on the notion that we can
have a further symmetry of the action if the ghost fields transform non-trivially. BRS is a generalized gauge invariance.
In general the parameters of gauge transformations are arbitrary position dependent functions. In the BRS arrangement
this arbitrary function is considered as being a product of two Grassmann quantities, one a constant the other a function
of space-time. Consequently anything that is gauge invariant is BRS invariant - i.e. the original action, prior to gauge
fixing, is gauge and therefore BRS invariant. It has been the nature of these notes to exhibit such obvious results by
brute force too.
Suppose that under these new BRS symmetry transformations we have:
Aµ → A′µ = Aµ + ǫ∂µω (3.85)
where this ǫ is an infinitesimal Grassmann parameter and ω is our ghost field from before (also Grassmann). Under
this transformation the field strength tensor is in fact invariant:
Fµν → F ′µν = ∂µA′ν − ∂νA′µ
= ∂µAν − ∂νAµ + ǫ∂µ∂νω − ǫ∂ν∂µω
= ∂µAν − ∂νAµ
= Fµν
. (3.86)
What happens to the gauge fixing term under BRS?
− 12ζ (∂µAµ)2 → − 12ζ (∂µAµ + ǫ∂µ∂µω)2
= − 12ζ (∂µAµ)2 − 1ζ (∂µAµ) (ǫ∂ν∂νω)
(3.87)
Well it changes, so how do we fix this? We must specify a way for ghost field η to transform so as to cancel the
− 1
ζ
(∂µA
µ) (ǫ∂ν∂
νω) coming from the transformation of the gauge fixing term in the action. We do this by making η
transform as η → η+ 1
ζ
(∂µA
µ) ǫ then the ghost term in the action (η∂ν∂νω) turns into itself plus a part which cancels
the aforementioned term from transforming the gauge fixing term. In addition to this we make omega transform into
itself ω → ω and the fermion fields transform as ψ → eieǫωψ, ψ¯ → e−ieǫωψ¯. It is worth Taylor expanding the
exponential in the last pair of transformations.
ψ → ψ′ = eieǫωψ
=
(
1 + ieǫω + 12! (ieǫω) (ieǫω) + ...
)
ψ
(3.88)
Note that ǫ and ω are Grassmann numbers so ǫ2 = 0 etc which means that the above Taylor series 3.88 terminates after
the first two terms!
⇒ ψ → ψ′ = (1 + ieǫω)ψ (3.89)
Likewise we get for ψ¯,
ψ¯ → ψ¯′ = (1− ieǫω) ψ¯. (3.90)
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So for the fermion part of the Lagrangian we have,
ψ¯ (i 6 D −m)ψ → ψ¯′ (i 6 D′ −m)ψ′
= (1− ieǫω) ψ¯ (i 6 ∂ + e 6 A+ eǫ (6 ∂ω)−m) (1 + ieǫω)ψ
= (1− ieǫω) ψ¯ ((i 6 ∂ + e 6 A)ψ + eǫ (6 ∂ω)ψ −mψ − eǫ 6 ∂ (ωψ) + ie2ǫω 6 Aψ − imeǫωψ)
= ψ¯
(
(i 6 ∂ + e 6 A)ψ + eǫ (6 ∂ω)ψ −mψ − eǫ 6 ∂ (ωψ) + ie2ǫω 6 Aψ − imeǫωψ)
− ieǫωψ¯ ((i 6 ∂ + e 6 A)ψ + e2ǫ (6 ∂ω)ψ −mψ − eǫ 6 ∂ (ωψ) + ie2ǫω 6 Aψ − imeǫωψ)
= ψ¯
(
(i 6 D −m)ψ + eǫ (6 ∂ω)ψ − eǫ 6 ∂ (ωψ) + ie2ǫ 6 Aωψ − imeǫωψ)− ieǫωψ¯ (i 6 D −m)ψ
= ψ¯ (i 6 D −m)ψ + eψ¯ǫ (6 ∂ω)ψ − eψ¯ǫ 6 ∂ (ωψ) + ie2ψ¯ǫ 6 Aωψ − imeψ¯ǫ (ωψ)
− ieǫωψ¯ (i 6 D −m)ψ
(3.91)
Plug in: −eψ¯ǫ 6 ∂ (ωψ) = −eψ¯ǫ (6 ∂ω)ψ − eψ¯ǫω (6 ∂ψ) .
= ψ¯ (i 6 D −m)ψ − eψ¯ǫω ( 6 ∂ψ) + ie2ψ¯ǫ 6 A (ωψ)− imeψ¯ǫ (ωψ)− ieǫωψ¯ (i 6 D −m)ψ
= ψ¯ (i 6 D −m)ψ − eψ¯ǫω ( 6 ∂ψ) + ie2ψ¯ǫ 6 A (ωψ)− imeψ¯ǫ (ωψ)− ieǫωψ¯ (i 6 ∂ + e 6 A−m)ψ
= ψ¯ (i 6 D −m)ψ − eψ¯ǫω ( 6 ∂ψ) + ie2ψ¯ǫ 6 A (ωψ)− imeψ¯ǫ (ωψ) + eǫωψ¯ (6 ∂ψ)− ie2ǫωψ¯ 6 Aψ + imeǫωψ¯ψ
(3.92)
Now if we shuffle the variables around in the 2nd 3rd and 4th terms around taking into account the anticommuting
nature of the Grassmann variables ψ, ψ¯, ω and ǫ we have,
−eψ¯ǫω ( 6 ∂ψ) = +eǫψ¯ω (6 ∂ψ)
= −eǫωψ¯ (6 ∂ψ) (3.93)
+ie2ψ¯ǫ 6 A (ωψ) = +ie2ψ¯ǫω 6 Aψ
= −ie2ǫψ¯ω 6 Aψ
= +ie2ǫωψ¯ 6 Aψ
(3.94)
−imeψ¯ǫ (ωψ) = +imeǫψ¯ωψ
= −imeǫωψ¯ψ (3.95)
⇒ ψ¯ (i 6 D −m)ψ → ψ¯′ (i 6 D′ −m)ψ′
= ψ¯ (i 6 D −m)ψ (3.96)
We have a new symmetry of our gauge fixed QED action. Is BRS also a symmetry of the path integral measure? In
other words is the Jacobian between the variablesAµ (x) , ψ¯ (x) , ψ (x) , η (x) , ω (x) and their transformed counterparts
equal to one? Recall the BRS transformations,
Aµ (x) → A′µ (x) = Aµ (x) + ǫ∂µω (x)
ψ¯ (x) → ψ¯′ (x) = ψ¯ (x) − ieǫωψ¯ (x)
ψ (x) → ψ′ (x) = ψ (x) + ieǫωψ (x)
η (x) → η′ (x) = η (x) + 1
ζ
(∂µA
µ (x)) ǫ
ω (x) → ω′ (x) = ω (x)
. (3.97)
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Imagine space-time consists of a single point (x0), the Jacobian would be of the form:
J = Det

∂Aµ(x0)
∂Aµ(x0)
∂ψ¯(x0)
∂Aµ(x0)
∂ψ(x0)
∂Aµ(x0)
∂η(x0)
∂Aµ(x0)
∂ω(x0)
∂Aµ(x0)
∂Aµ(x0)
∂ψ¯(x0)
∂ψ¯(x0)
∂ψ¯(x0)
∂ψ(x0)
∂ψ¯(x0)
∂η(x0)
∂ψ¯(x0)
∂ω(x0)
∂ψ¯(x0)
∂Aµ(x0)
∂ψ(x0)
∂ψ¯(x0)
∂ψ(x0)
∂ψ(x0)
∂ψ(x0)
∂η(x0)
∂ψ(x0)
∂ω(x0)
∂ψ(x0)
∂Aµ(x0)
∂η(x0)
∂ψ¯(x0)
∂η(x0)
∂ψ(x0)
∂η(x0)
∂η(x0)
∂η(x0)
∂ω(x0)
∂η(x0)
∂Aµ(x0)
∂ω(x0)
∂ψ¯(x0)
∂ω(x0)
∂ψ(x0)
∂ω(x0)
∂η(x0)
∂ω(x0)
∂ω(x0)
∂ω(x0)

= Det

1 0 0 O (ǫ) 0
0 1− ieǫω (x0) 0 0 0
0 0 1 + ieǫω (x0) 0 0
0 0 0 1 0
O (ǫ) ieǫψ¯ (x0) ieǫψ (x0) 0 1

(3.98)
Due to the nature of ǫ the off-diagonal elements do not contribute so
J = 1× (1− ieǫω (x0))× (1 + ieǫω (x0))× 1× 1
= 1− ieǫω (x0) + ieǫω (x0) + e2ǫω (x0) ǫω (x0)
= 1
. (3.99)
This is exactly what we want. In reality the Jacobian takes the form of the determinant of an infinite dimensional
matrix (because there are an infinite number of space-time points in real life) but hopefully it is still clear that it will
still essentially be like the matrix above repeated down the diagonal an infinite number of times (one for every space-
time point). The resulting determinant will appear just like above with only terms linear in the ω (because all other
terms higher order in ω will have at least an ǫ2 attached to them and the linear terms cancel each other out at every
space-time point just as they did above.
The partition function is totally invariant under BRS, so we can start generating Ward identities in the usual fashion.
Consider the general case where we have some time ordered product of fields given by the functionH
(
Aµ, ψ¯, ψ, η, ω
)
:
〈
0 |T |H (Aµ, ψ¯, ψ, η, ω)〉 0 = ∫ DAµDψ¯DψDηDω H (Aµ, ψ¯, ψ, η, ω)
exp i
∫
d4x
{
ψ¯ (i 6 D −m)ψ − 14FµνFµν + 12ζ (∂µAµ)2 + η∂µ∂µω
} .
(3.100)
In not specifying the form of H we are essentially studying the most general type of Green’s function. Now we do the
usual change of variables trick on the above (BRS transformation):
Aµ (x) → A′µ (x) = Aµ (x) + ǫ∂µω (x)
ψ¯ (x) → ψ¯′ (x) = ψ¯ (x) − ieǫωψ¯ (x)
ψ (x) → ψ′ (x) = ψ (x) + ieǫωψ (x)
η (x) → η′ (x) = η (x) + 1
ζ
(∂µA
µ (x)) ǫ
ω (x) → ω′ (x) = ω (x)
. (3.101)
We know that DAµDψ¯DψDηDω and exp i
∫
d4x
{
ψ¯ (i 6 D −m)ψ − 14FµνFµν + 12ζ (∂µAµ)
2
+ η∂µ∂µω
}
trans-
form into themselves from our study above but this need not be the case for H , it isn’t necessarily BRS invariant. So
what happens to H? H → H ′ = H + δǫH.
δǫH =
∂H
∂Aµ
δǫA
µ + ∂H
∂η
δǫη +
∂H
∂ψ¯
δǫψ¯ +
∂H
∂ψ
δǫψ +
∂H
∂ω
δǫω
= ∂H
∂Aµ
ǫ∂µω (x) + ∂H
∂η
δǫη − ie∂H∂ψ¯ ǫωψ¯ + ie∂H∂ψ ǫωψ¯ + ∂H∂ω 0
= ∂H
∂Aµ
ǫ∂µω (x) + ∂H
∂η
δǫη − ie∂H∂ψ¯ ǫωψ¯ + ie∂H∂ψ ǫωψ¯
(3.102)
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Under the (BRS transformation) change of variables we have∫
DAµDψ¯DψDηDω H
(
Aµ, ψ¯, ψ, η, ω
)
eiS =
∫
DAµDψ¯DψDηDω H
(
Aµ, ψ¯, ψ, η, ω
)
eiS
+
∫
DAµDψ¯DψDηDω
(
δǫH
(
Aµ, ψ¯, ψ, η, ω
))
eiS
(3.103)
Using Dirac notation and substituting in for δǫH we have,〈
0
∣∣T H (Aµ, ψ¯, ψ, η, ω)∣∣ 0〉 = 〈0 ∣∣T H (Aµ, ψ¯, ψ, η, ω)∣∣ 0〉
+
〈
0
∣∣T δǫH (Aµ, ψ¯, ψ, η, ω)∣∣ 0〉 (3.104)
i.e. we have the Ward identity〈
0
∣∣∣∣T ∂H∂Aµ ǫ∂µω (x) + ∂H∂η δǫη − ie∂H∂ψ¯ ǫωψ¯ + ie∂H∂ψ ǫωψ¯
∣∣∣∣ 0〉 = 0 (3.105)
Note that this Ward identity does not depend on ǫ, we have not required the parameter of the BRS transformation to be
small! The Grassmann nature of ǫ terminates any power expansions after the linear term appears (the same reasoning
applies to the case of non-Abelian theories which is a simple extension of our formalism above, instead of ǫ we have a
vector of ǫ’s, one per gauge group generator).
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3.4 BRS in QED.
Recall the BRS transformations from the last lecture:
Aµ (x) → A′µ (x) = Aµ (x) + ǫ∂µω (x)
ψ¯ (x) → ψ¯′ (x) = ψ¯ (x) − ieǫωψ¯ (x)
ψ (x) → ψ′ (x) = ψ (x) + ieǫωψ (x)
η (x) → η′ (x) = η (x) + 1
ζ
(∂µA
µ (x)) ǫ
ω (x) → ω′ (x) = ω (x)
. (3.106)
We also discovered that the BRS symmetry gave us the following general Ward identity for some string of fields H :
〈0 |T δǫH | 0〉 =
〈
0
∣∣∣∣T ∂H∂Aµ ǫ∂µω (x) + ∂H∂η δǫη − ie∂H∂ψ¯ ǫωψ¯ + ie∂H∂ψ ǫωψ¯
∣∣∣∣ 0〉 = 0 (3.107)
needless to say these BRS Ward identities can get arbitrarily complicated, so let’s consider an easy one first. Consider,
H = η (x)Aµ (y) (3.108)
⇒ δǫH = η (x) ǫ∂(y)µ ω (y) + 1ζ ǫ∂
(x)
ν Aν (x)Aµ (y)
= ǫ
(
1
ζ
∂
(x)
ν Aν (x)Aµ (y)− η (x) ∂(y)µ ω (y)
) (3.109)
Note +η (x) ǫ∂µω (y) has become−ǫη (x) ∂µω (y) on the grounds that ǫ and η are Grassmann numbers. Differentiation
with respect to x has been denoted ∂(x)ν and differentiation with respect to y has been denoted ∂(y)ν etc. So we get our
first BRS Ward identity,
〈0|T 1
ζ
∂
(x)
ν Aν (x)Aµ (y) |0〉 = 〈0|T η (x) ∂(y)µ ω (y) |0〉
⇒ ∂(x)ν 〈0|T 1ζAν (x)Aµ (y) |0〉 = ∂
(y)
µ 〈0 |T η (x)ω (y)| 0〉
(3.110)
which relates the divergence of the photon 2-point function 〈0|T 1
ζ
Aν (x)Aµ (y) |0〉 to that of the ghost two point
function 〈0 |T η (x)ω (y)| 0〉. Recall that in QED the ghosts do not couple to the other fields so we already know what
it is!
ρ λ
D(0)µν (k) =
−i
k2 + iǫ
(
gρλ − kρkλ
k2
(1− ζ)
)
=
−i
k2 + iǫ
(PTρλ + ζPLρλ) (3.111)
η ω
i
k2 + iǫ
(3.112)
Where PTρλ and PLρλ are the transverse and longitudinal components of the photon two point function.
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We shall now attempt to simplify matters by Fourier transforming our Ward identity. For the ghost part we have,
∂
(y)
µ 〈0 |T η (x)ω (y)| 0〉 = F.T.
(
i
k2+iǫ
)
= ∂
(y)
µ
∫ d4k
(2π)4
i
k2+iǫe
ik(x−y)
=
∫ d4k
(2π)4
kµ
k2+iǫe
ik(x−y).
(3.113)
For the time being we feign ignorance of the photon propagator in the hope that being general may afford us some way
of incorporating modifications to to it by e.g. fermion loops, hence we denote it by Dµν which means the photon part
of the Ward identity transforms as:
∂(x)ν
1
ζ
∫ d4k
(2π)
4 e
ik(x−y)Dµν (k) =
1
ζ
∫ d4k
(2π)
4 ik
νDµν (k) e
ik(x−y). (3.114)
Plugging this into our Ward identity we find,∫ d4k
(2π)4
eik(x−y)
{
i
ζ
kνDµν (k)− kµ
k2 + iǫ
}
= 0 (3.115)
There exists a theorem which states that if the Fourier transform of something is zero then that something is also zero!
Hence,
i
ζ
kνDµν (k) =
kµ
k2 + iǫ
. (3.116)
Now let’s write the 2-point function as follows:
Dµν = Dµν
(0) + Dµρ(0)Π
ρλDλν
(0)
where D(0)µν is the free photon propagator given above. In our Ward identity we have iξk
νDµν (k), substituting in the
above this gives
i
ζ
kνDµν (k) =
i
ζ
kν
{
−i
k2+iǫ (PTµν + ζPLµν) +D
(0)
µρ (k)ΠρλD
(0)
λν (k)
}
=
kµ
k2+iǫ .
(3.117)
Use the definitions of PTρλ and PLρλ (i.e. in terms of k’s) to simplify the above first term inside {...}
i
ζ
kν . −i
k2+iǫ
((
gµν − kµkνk2
)
+ ζ
(
kµkν
k2
))
= 1
ζ
. 1
k2+iǫ ((kµ − kµ) + ζkµ)
=
kµ
k2+iǫ
. (3.118)
Substituting this into the Ward identity on the previous line gives
i
ζ
kνDµν (k) =
kµ
k2+iǫ +
i
ζ
kνD
(0)
µρ (k)ΠρλD
(0)
λν (k)
=
kµ
k2+iǫ
(3.119)
⇒ kνD(0)µρ (k)ΠρλD(0)λν (k) = 0. (3.120)
This already looks pretty interesting as D(0)µρ (k)ΠρλD(0)λν (k), which was a generic way of writing any and all radiative
corrections to the photon propagator, is looking heavily constrained if not totally constrained as a result of our simple
Ward identity. So let’s take a closer look. Let the kν hit the free photon propagator D(0)λν (k) (kν is just a number we
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can move it through anything without any worries):
kνD
(0)
λν (k) = k
ν −i
k2+iǫ
(
gλν − kλkνk2 (1− ζ)
)
= −iζkλ
k2+iǫ
(3.121)
⇒ D(0)µρ (k)Πρλ−iζkλk2+iǫ = 0
⇒ D(0)µρ (k)Πρλkλ = 0
. (3.122)
Now we note that the operator D(0)µρ is invertible (if it wasn’t invertible we wouldn’t have been able to derive it in the
first place - see lecture 7). So if we apply the inverse of D(0)µρ (whatever that is - see lecture 7) to the above and we get,
Πρλkλ = 0. (3.123)
This is telling us that Πρλ must be proportional to the transverse projection operator P ρλT because kλ kills it: kλP ρλT =
kλ
(
gρλ − kρkλ
k2
)
= kρ − kρ = 0. It is this property which is making the radiative corrections to the photon prop-
agator cancel out
(
kνD
(0)
µρ (k)ΠρλD
(0)
λν (k) = 0
)
. This is why the photon does not acquire a mass through radiative
corrections! For example in φ4 theory the self interaction radiative corrections modify the free φ propagator such that
it acquires a mass:
+ + ~ 1
p2-Λ2
.
Now for the next Ward identity. Consider now H = η (x) ψ¯ (y)ψ (z),
δǫH =
1
ζ
ǫ (∂µAµ (x)) ψ¯ (y)ψ (z) + η (x)
(−ieψ¯ (y) ǫω (y))ψ (z) + η (x) ψ¯ (y) ieǫω (z)ψ (z)
= ǫ
{
1
ζ
(∂µAµ (x)) ψ¯ (y)ψ (z)− ieη (x) ψ¯ (y)ω (z)ψ (z) + ieη (x) ψ¯ (y)ω (y)ψ (z)
} . (3.124)
Applying our Ward identity 〈δǫH〉 = 0 we get,
ǫ
1
ζ
〈T (∂µAµ (x)) ψ¯ (y)ψ (z)〉− ǫ〈T ieη (x) ψ¯ (y)ω (z)ψ (z)〉+ ǫ〈T ieη (x) ψ¯ (y)ω (y)ψ (z)〉 = 0. (3.125)
We can divide the ǫ away, it’s just a (Grassmann) number. Recall that in QED the ghosts are not coupled to any of the
physical fields in any gauge, this means that the last two vacuum expectation values in the above simplify,〈T ieη (x) ψ¯ (y)ω (z)ψ (z)〉 = ie〈T η (x)ω (z)〉〈T ψ¯ (y)ψ (z)〉〈T ieη (x) ψ¯ (y)ω (y)ψ (z)〉 = ie〈T η (x)ω (y)〉〈T ψ¯ (y)ψ (z)〉 (3.126)
and our Ward identity becomes,
⇒ 1
ζ
〈T (∂µAµ (x)) ψ¯ (y)ψ (z)〉 = ie〈T η (x)ω (z)〉〈T ψ¯ (y)ψ (z)〉− ie〈T η (x)ω (y)〉〈T ψ¯ (y)ψ (z)〉 (3.127)
This Ward identity will give us a relationship between the fermion 2-point function and the 3-point function:
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& .
As before let’s start by Fourier transforming these vacuum expectation values. We denote the full fermion 2-point
function (the full fermion propagator) SF (p) and the 3-point function Γµ (k; p, p′) (the vertex function).
〈
ψ¯ (y)ψ (z)
〉
=
∫ d4p
(2π)4
eip.(y−z)SF (p) (3.128)
〈
Aµ (x) ψ¯ (y)ψ (z)
〉
=
∫ d4k
(2π)
4
d4p
(2π)
4
d4p
(2π)
4 e
i(k.x+p.y+p′.z) × (2π)4 δ4 (k + p+ p′)× Γµ (k; p, p′) (3.129)
If we now go ahead and insert these into the Ward identity 3.127 along with the expression for the ghost propagators,
〈ηω〉 = i
k2+iǫ we find, ∫ d4k
(2π)4
d4p
(2π)4
d4p
(2π)4
ei(k.x+p.y+p
′.z) (2π)4 δ4 (k + p+ p′) ikµ
ζ
Γµ (k; p, p′)
+ ie
∫ d4k
(2π)4
eik.(x−y) i
k2+iǫ
∫ d4p
(2π)4
eip.(y−z)SF (p)
− ie ∫ d4k
(2π)4
eik.(x−z) i
k2+iǫ
∫ d4p
(2π)4
eip.(y−z)SF (p)
= 0
(3.130)
Next we rearrange
eik.(x−y)eip.(y−z) = eik.(x−z)eik.(z−y)eip.(y−z)
= eik.(x−z)ei(p−k).(y−z)
(3.131)
and make a shift in the variables of integration to p′ = p− k to yield
ikµ
ζ
Γµ (k; p,−k − p) + ie i
k2 + iǫ
SF (p+ k)− ie i
k2 + iǫ
SF (p) = 0. (3.132)
Γµ=
= DµλSF (p) Γ˜λSF (p+ k) . (3.133)
Therefore the Ward identity is giving us the result that,
i
ζ
kµD
µλΓ˜λ + ie
i
k2 + iǫ
S−1F (p)− ie
i
k2 + iǫ
S−1F (p+ k) = 0 (3.134)
From before we found that i
ζ
kµD
µλ = k
λ
k2+iǫ
⇒ kλΓ˜λ − ieS−1F (p) + ieS−1F (p+ k) = 0. (3.135)
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Let’s see if this makes sense at by plugging in the appropriate tree level values, we have Γ˜λ = ieγλ, S−1F =
6p−m
i
and
so we must have,
ie 6 k − 1
i
e (6 p−m) + 1
i
e (6 p+ 6 k −m) = 0 (3.136)
according to the Ward identity. It is trivial to add up the terms on the left hand side and see that this is in fact the
case. Beyond tree level we have, Γ˜λ = ieγλ + Γ˜′λ where Γ˜′ is representing the loop corrections to the tree level vertex
function and for the two point function, S−1F (p) =
6p−m
i
+ Σ(p) where Σ (p) represents the loop corrections to the
fermion propagator (the self energy). Plugging these into the Ward identity above gives the following relation:
kλΓ˜′λ + eΣ (p+ k)− eΣ (p) = 0. (3.137)
Chapter 4
Renormalization and QED.
4.1 One Loop Correction to the Photon Propagator.
We now discuss loop corrections and renormalization in QED. Firstly we discuss the photon two-point function:
µ ν
which is superficially divergent1 (4− Internal Loop Fermions− 2× Internal Loop Bosons) = 2 ≥ 0. From
last lecture we had that the Ward identity gave us that the self energy Πµν ∝ PµνT Π
(
k2
)
. It is worth noting that
the BRS symmetry which we used to derive this (and other Ward identities) is independent of the number of space-
time dimensions. This implies that one can use dimensional regularization techniques to treat ultraviolet divergences.
Before proceeding with the calculation of the full two point function in dimensional regularization let us first set up
some conventions. Our gauge fixed QED action in n dimensions is,
S =
∫
dnx − 1
4
FµνF
µν + iψ¯ 6 ∂ψ + eψ¯ 6 Aψ −mψ¯ψ + 1
2ζ
(∂µA
µ)
2
+ η∂µ∂µω (4.1)
We must have that the action is dimensionless, this means the quantities inside the action must have the following
dimensions (we use [X ] to denote the dimensions of X):
[dnx] = n
[A] = n−22
[ψ] = n−12[
ψ¯ 6 Aψ] = n−22 + n− 1 = 3n2 − 2
[e] = n− ( 3n2 − 2) = 2− n2
(4.2)
We will ultimately want to look at the limit n → 4 so (as usual in dimensional regularization) we write, n = 4 − 2ǫ,
where ǫ is some small positive quantity. Note that e is dimensionless, a dimensionless coupling constant is a prerequisite
1The superficial degree is an exercise in counting the number of powers of the loop momentum (k) appearing in the amplitude for a given process.
In QED we have a d4k integration measure and a 1
k
for every internal fermion and 1
k2
for every internal boson. So in QED we have that a diagram
has superficial degree of divergence D if D = 4− Internal Loop Fermions− Internal Loop Bosons ≥ 0
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of a renormalizable theory. In defining a renormalized theory it is necessary to introduce a mass scale µ, known as
the t’Hooft scaling parameter, which will let us keep e dimensionless through dimensional regularization, we write
e′ = eµ2−
n
2 = eµǫ. The µ essentially compensates for the changing of the dimensions of quantities we will calculate
due to the changing of dimensions of the integration measure, dnx. Introducing the t’Hooft scale parameter changes
our Feynman rules slightly.
• Propagators→ No change, we had calculated free propagators which never depended on e in the first place.
• Vertices, ieγµ → ieµǫγµ.
The following rules also depended on the dimensionality of space-time and change as follows.
• ∫ d4x→ ∫ dnx, ∫ d4p
(2π)4
→ ∫ dnp(2π)n .
• gµνgνµ = n
• Tr [I] = 4 → Tr [I] = n
• γµγνγµ = −2γν → γµγνγµ = −2 (1− ǫ) γν
• γµγργσγµ = 4gρσ → γµγργσγµ = 4gρσ − 2ǫγργσ
• γµγργσγτγµ = −2γτγσγρ → γµγργσγτγµ = −2γτγσγρ + 2ǫγργσγτ
• Traces of γ matrices→ Not changed unless the trace contains a γ5 which depends on the space-time dimension-
ality.
Now let’s get on with our analysis of the photon two point function. Using our (modified) Feynman rules we can write
down the amplitude,
k k
µ ν
k+p
p
iΠµν (k) = −e2µ2ǫ
∫
dnp
(2π)
n
Tr [γµ (6 k+ 6 p+m) γν ( 6 p+m)](
(k + p)
2 −m2
)
(p2 −m2)
. (4.3)
Counting the powers of the loop momentum p, in the numerator we get n + 2 (n from the integration measure and
two inside the trace), the denominator clearly has four so the amplitude looks badly divergent in n = 4 but appears to
exist/be well defined for n < 2. It turns out however that this divergence is an illusion, the Ward identity,
Πµν (k) =
(
k2gµν − kµkν
)
Π
(
k2
) (4.4)
kills the divergence above. We just discussed above that Πµν has dimensions of momentum n−2, so in n = 4 we have
[Πµν ] = 2 in which case the above equation tells us that [Π] = 0.
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First we use the fact that the trace of an odd number of gamma matrices vanishes to halve the number of terms.
Finally we use the identities Tr [γµγνγργσ] = 4 (gµνgρσ − gµρgνσ + gµσgνρ) and Tr [γµγν ] = 4gµν to give us a
sum products of n-vectors.
Tr [γµ ( 6 k+ 6 p+m) γν (6 p+m)] = Tr [γµ 6 kγν 6 p+ γµ 6 pγν 6 p+mγµγν 6 p
= +mγµ 6 kγν +mγµ 6 pγν +m2γµγν]
= Tr
[
γµ 6 kγν 6 p+ γµ 6 pγν 6 p+m2γµγν]
= 4 (kµpν − gµνk.p+ kνpµ) + 4 (pµpν − gµνp2 + pµpν)+ 4m2gµν
= 4kµpν + 4kνpµ − 4gµνk.p+ 8pµpν − 4 (p2 −m2) gµν
(4.5)
The next thing to do is rewrite the denominator in terms of integrals over Feynman parameters, this will eventually let
us integrate out our loop momentum. To do this we need the identity
1
A1A2...An
=
∫ 1
0
dx1dx2...dxn δ (Σxi − 1) (n− 1)!
[x1A1 + x2A2 + ...+ xnAn]
n . (4.6)
In our case we have A1 =
(
(k + p)
2 −m2
)
and A2 =
(
p2 −m2):
1
((k+p)2−m2)(p2−m2) =
∫ 1
0
dxdy δ (x+ y − 1) 1
(x((k+p)2−m2)+y(p2−m2))2
=
∫ 1
0
dx 1
(x((k+p)2−m2)+(1−x)(p2−m2))2
(4.7)
Now we try to complete the square in p in the denominator,
x
(
(k + p)2 −m2
)
+ (1− x) (p2 −m2) = xk2 + xp2 + 2xk.p− xm2 + p2 −m2 − xp2 + xm2
= p2 + 2xk.p+ xk2 −m2
= (p+ xk)
2 − x2k2 + xk2 −m2
= (p+ xk)
2
+ xk2 (1− x) −m2
= p˜2 − (xk2 (x− 1) +m2)
(4.8)
In the last line we have defined p˜ = p+ xk, this amounts to a simple constant shift in the integration variable. Seeing
as the shift is constant we have that the integration measure is invariant
∫
dnp =
∫
dnp˜ and so we can equivalently
integrate over p˜, which makes life easier. The photon self energy can therefore be written,
Πµν (k) = ie2µ2ǫ
∫
dnp
(2π)n
Tr[γµ( 6k+ 6p+m)γν( 6p+m)]
((k+p)2−m2)(p2−m2)
= ie2µ2ǫ
∫ 1
0 dx
∫
dnp˜
(2π)n
4kµp˜ν−4xkµkν+4kν p˜µ−4xkνkµ−4gµνk.p˜+4xgµνk2+8(p˜−xk)µ(p˜−xk)ν−4((p˜−xk)2−m2)gµν
(p˜2−(xk2(x−1)+m2))2
(4.9)
As the integral is symmetric in p˜ we can drop terms in the numerator which are odd powers of p˜.
Πµν (k) = ie2µ2ǫ
∫ 1
0
dx
∫
dnp˜
(2π)n
−4xkµkν−4xkνkµ+4xgµνk2+8p˜µp˜ν+8x2kµkν−4(p˜2+x2k2−m2)gµν
(p˜2−(xk2(x−1)+m2))2
= ie2µ2ǫ
∫ 1
0
dx
∫
dnp˜
(2π)n
−8xkµkν+4xgµνk2+8p˜µp˜ν+8x2kµkν−4p˜2gµν−4x2k2gµν+4m2gµν
(p˜2−(xk2(x−1)+m2))2
= 4ie2µ2ǫ
∫ 1
0 dx
∫
dnp˜
(2π)n
−gµν p˜2−2x(1−x)kνkµ+2p˜µp˜ν+gµν(xk2(1−x)+m2)
(p˜2−(xk2(x−1)+m2))2
(4.10)
The symmetry of the integral also then allows one to replace p˜µp˜ν → 1
n
p˜2gµν in the numerator (terms off diagonal in
µ and ν look linear in their components with respect to whatever component of p is being integrated over). Defining
∆ = xk2 (x− 1) +m2 we have,
Πµν (k) = 4ie2µ2ǫ
∫ 1
0
dx
∫
dnp˜
(2π)
n
(
2
n
− 1) p˜2gµν
(p˜2 −∆)2
− 2x (1− x) k
µkν − gµν (m2 + xk2 (1− x))
(p˜2 −∆)2
. (4.11)
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These n-dimensional integrals are now in a form that is readily found in tables of integrals,2
∫
dnl
(2π)n
1
(l2−∆)m =
(−1)mi
(4π)n/2
Γ(m−n2 )
Γ(m)
(
1
∆
)m−n2∫
dnl
(2π)n
l2
(l2−∆)m =
(−1)m−1i
(4π)n/2
n
2
Γ(m−n2−1)
Γ(m)
(
1
∆
)m−n2−1 (4.12)
Applying these identities to the two terms in our energy we get (remember in our convention n = 4− 2ǫ, ǫ = 2− n2 ),
⇒
∫
dnp˜
(2π)n
2x(1−x)kµkν−gµν(m2+xk2(1−x))
(p˜2−∆)2 =
i(2x(1−x)kµkν−gµν(m2+xk2(1−x)))
(4π)2−ǫ
Γ(ǫ)
Γ(2)
(
1
∆
)ǫ∫
dnp˜
(2π)n
( 2n−1)gµν p˜2
(p˜2−∆)2 =
(
2
n
− 1) gµν −i
(4π)n/2
n
2
Γ(1−n2 )
Γ(2)
(
1
∆
)1−n2
=
−igµν(1−n2 )
(4π)n/2
Γ(1−n2 )
Γ(2)
(
1
∆
)1−n2 (4.13)
A special property of the Euler gamma function is that zΓ (z) = Γ (z + 1) i.e.
(
1− n2
)
Γ
(
1− n2
)
= Γ
(
2− n2
)
. If we
use this and also the fact that Γ (2) = 1 second integral above becomes,
∫
dnp˜
(2π)n
( 2n−1)gµν p˜2
(p˜2E−∆)
2 =
−igµν
(4π)n/2
Γ
(
2− n2
) (
1
∆
)2−n2 ∆
= −ig
µν
(4π)2−ǫ
Γ (ǫ)
(
1
∆
)ǫ
∆
(4.14)
Inserting these integrals into Πµν we have,
Πµν (k) = −4e2µ2ǫ (4π)ǫ−2
∫ 1
0
dx
(−gµν∆− 2x (1− x) kµkν + gµν (m2 + xk2 (1− x)))Γ (ǫ)( 1
∆
)ǫ
. (4.15)
Substituting in for ∆,
Πµν (k) = −4e
2µ2ǫ
(4π)2−ǫ
∫ 1
0 dx
(−gµν (xk2 (x− 1) +m2)− 2x (1− x) kµkν + gµν (m2 + xk2 (1− x)))Γ (ǫ) ( 1∆)ǫ
= −e
2
4π2
∫ 1
0
dx 2x (1− x) (gµνk2 − kµkν)Γ (ǫ)( 4πµ2∆ )ǫ
= −k2 (gµν − kµkν
k2
) (
e2
4π2
∫ 1
0
dx 2x (1− x) Γ (ǫ)
(
4πµ2
∆
)ǫ)
= −k2PµνT Π
(
k2
)
(4.16)
The photon’s self energy is proportional to the transverse projection operator just like the Ward identity from the
last lecture said it was! Had we believed the magical Ward identity from lecture 8 we could have accelerated the
calculation dropping all terms not proportional to PµνT = gµν − k
µkν
k2
. The above Πµν (k) contains divergences as
n→ 4 i.e. as ǫ→ 0, we shall now take a closer look at these divergences. For small ǫ, Γ (ǫ) is approximately given by,
Γ (ǫ) ≈ 1
ǫ
−γ+O (ǫ) where γ is Euler’s number (≈ 0.577). We will also be using the followingAǫ = exp (ǫ logA) ≈
1 + ǫ logA and hence we also approximate Γ (ǫ)Aǫ by Γ (ǫ)Aǫ ≈ 1
ǫ
+ logA − γ. Taking the limit n → 4 i.e. using
these Π we have,
Π
(
k2
)
= limǫ→0 e
2
2π2
∫ 1
0 dx x (1− x) Γ (ǫ)
(
4πµ2
∆
)ǫ
= limǫ→0 e
2
2π2
∫ 1
0
dx x (1− x)
(
1
ǫ
+ log
(
µ2
∆
)
+ log (4π)− γ
)
= limǫ→0 2απ
∫ 1
0
dx x (1− x)
(
1
ǫ
+ log
(
µ2
m2+xk2(x−1)
)
+ log (4π)− γ
)
= limǫ→0 2απ
∫ 1
0 dx x (1− x) log
(
µ2
m2+xk2(x−1)
)
+ 2α
π
(
1
ǫ
+ log (4π)− γ) [ 12x2 − 13x3]10
= limǫ→0 2απ
(
1
6
(
1
ǫ
+ log (4π)− γ)+ ∫ 1
0
dx x (1− x) log
(
µ2
m2+xk2(x−1)
))
(4.17)
2Note these integrals are in Minkowski space.
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where we have introduced the fine structure constant α which, in natural units, is equal to e24π .
Clearly the above is logarithmically divergent in the limit n → 4 dimensions as is indicated by the 1
ǫ
outside the
first term. This is bad at a superficial level clearly as it implies that amplitude for our self energy Feynman diagram
is infinite which would predict infinity for various measurable quantities e.g. the cross section for e+e− → µ+µ− .
To obtain a sensible result we have to renormalize some parameters in the theory i.e. we will the Ultra-Violet infinity
(i.e. those infinities that occur due to the integrand of a momentum integral becoming infinite as the loop momentum
becomes infinite) by renormalizing the parameters of the theory.
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4.2 Resummation of loops.
Imagine the QED Lagrangian was rewritten,
S =
∫
dnx − 14FµνFµν + iψ¯ 6 ∂ψ + eZ1ψ¯ 6 Aψ −mψ¯ψ + 12ζ (∂µAµ)2 + η∂µ∂µω
=
∫
dnx − 14Z3FR,µνFµνR + iZ2ψ¯R 6 ∂ψR + eRZ1ψ¯R 6 ARψR
−mRZ0ψ¯RψR + Z32ζRZζ (∂µA
µ
R)
2
+ ZGηR∂
µ∂µωR
(4.18)
where Z3, Z2, Z1, Z0, Zζ ,ZG are real constants and the subscript R denotes a renormalized field or parameter. This is
not the best parametrization perhaps, it would be better to have rewritten the action rescaling explicitly the fields and
the parameters by constants but we shall see that the above is essentially the same. Consider the part relating to the
fermions coupled to the Aµ field.
Z2
(
iψ¯R 6 ∂ψR + eRZ1
Z2
ψ¯R 6 ARψR −mRZ0
Z2
ψ¯RψR
)
(4.19)
We could interpret Z2 as a renormalization of the fermion field ψ =
√
Z2ψR, which would mean that Z0Z2 represents
a renormalization of the mass parameter, m = Z0
Z2
mR. The renormalization of the charge e and the Aµ field are then
somehow tied up in Z1
Z2
as indicated by the second term above. We can untangle the renormalization of e and Aµ by
looking at the first term in the action,
− 14Z3FR,µνFµνR = − 14Z3 (∂µAR,ν − ∂νAR,µ) (∂µAνR − ∂νAµR)
= − 14Z3 ((∂µAR,ν) (∂µAνR)− (∂µARν) (∂νAµR)− (∂νAR,µ) (∂µAνR) + (∂νAR,µ) (∂νAµR))
= − 14 ((∂µAν) (∂µAν)− (∂µAν) (∂νAµ)− (∂νAµ) (∂µAν) + (∂νAµ) (∂νAµ))
= − 14FµνFµν
(4.20)
where we have interpreted the re-parametrization as a renormalization of theAµ field as Aµ =
√
Z3A
µ
R. Consequently,
from the term coupling the photon and the fermions eZ1ψ¯ 6 Aψ we can deduce that the electric charge is being
renormalized too. In terms of the renormalized quantities this term will equal eRψ¯R 6 ARψR. Hence,
eψ¯ 6 Aψ = eRZ1ψ¯R 6 ARψR
= eR
Z1
Z2
√
Z3
ψ¯R 6 ARψR
⇒ e = eR Z1Z2√Z3
. (4.21)
Finally for the gauge fixing term we have
1
ζ
(∂µAµ)
2
= Z3
ζRZζ
(∂µAR,µ)
2
= 1
ζRZζ
(∂µAµ)
2
⇒ ζ = ZζζR
. (4.22)
What have we done? We have multiplied all the terms in the Lagrangian by six real numbers and reinterpreted this
in terms of a renormalization of the fermion fields, the photon field, the electric charge and the mass. These Z’s are
where we hide the infinities that come up in the loop diagrams. We interpret S above as being the bare action with bare
fields and parameters (those quantities with no subscript R). This raises some questions. Does multiplying all these
constants into the Lagrangian ad hoc break the original gauge invariance (neglecting the gauge fixing term of course)?
At face value gauge invariance is completely broken, however we have not specified the values of these numbers. We
shall later essentially demand gauge invariance of this Lagrangian by imposing the Ward identities which will result in
relations between the Z ′s such that the gauge invariance of the Lagrangian is restored. What about the gauge fixing
term? We do not need to worry about the gauge fixing term, though it is influenced by quantum corrections, as all of our
S-Matrix elements are gauge independent anyway i.e. we can effectively set Zζ = 1. What about the ghosts? Again we
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don’t have to worry about what happens to the ghosts as trivially in QED the ghosts are decoupled from the rest of the
theory and go around as non-interacting (unphysical) complex scalars i.e. there is no renormalization of ghosts as they
have no interactions ZG = 1. Finally we might worry that we broke BRS invariance? The answer to this is analogous
to the answer about gauge invariance, i.e. we will impose the Ward identities on the one loop divergent diagrams and
this is tantamount to demanding BRS invariance as that is where the Ward identities came from. Hopefully the rest of
this section will give weight to these answers.
Let’s try and work out what our one loop calculation would give using the renormalized Lagrangian. The renor-
malization should affect the form of the Feynman rules. We derived the photon propagator at the start of lecture 7. To
do that we rewrote the terms relating to the free photon in the form AµQµνAν , then the propagator was found to be the
inverse of the differential operator Qµν in Fourier space. We want to know how our renormalization coefficients affect
the form of the propagator. Previously our starting point was therefore,∫
d4x − 1
4
(
∂µA (x)ν − ∂νA (x)µ
)
(∂µAν (x)− ∂νAµ (x))− 1
2ζ
(∂µA
µ (x))
2 (4.23)
which has now become,∫
d4x − Z3
4
(
∂µAR (x)ν − ∂νAR (x)µ
)
(∂µAνR (x)− ∂νAµR (x))−
Z3
2ζRZζ
(∂µA
µ
R (x))
2
. (4.24)
We perform the same steps as before to get the propagator. First we put the free photon part of the Lagrangian in the
form AµQµνAν∫
d4x − Z3
4
(
2∂µAR,ν (x) ∂
µAνR (x) − 2∂νAR,µ (x) ∂µAνR (x) +
2
ζRZζ
∂µA
µ
R (x) ∂νA
ν
R (x)
)
, (4.25)
and integrate by parts
=
∫
d4x − Z32
(
−AR,ν (x) ∂µ∂µAνR (x) +AR,µ (x) ∂ν∂µAR,ν (x)− 1ζRZζA
µ
R (x) ∂µ∂νA
ν
R (x)
)
=
∫
d4x − Z32
(
AR,λ (x)
(
−gλρ∂µ∂µ +
(
1− 1
ζRZζ
)
∂λ∂ρ
)
AR,ρ (x)
) . (4.26)
Thus once again we find we need to invert the differential operator between the two photon we fields. We proceed
exactly as before, we need to solve ∆˜νκ (k)Z3
(
gµνk2 −
(
1− 1
ζRZζ
)
kµkν
)
= iδµκ for ∆˜νκ (k).
Qλρ = Z3
(
−gλρ + k
λkρ
k2
)
k2 − Z3
ζRZζ
.
kλkρ
k2
.k2 = −k2Z3PλρT −
k2Z3
ζRZζ
PλρL . (4.27)
Where we have defined the projection operators, PλρT = gλρ − k
λkρ
k2
and PλρL = k
λkρ
k2
, just as before. Consequently,
as before we have PTPT = PT , PLPL = PL and PLPT = 0 = PTPL so PT and PL again project out orthogonal
subspaces. We assume that Q−1 can be written as a linear combination of these two operators:
Q−1 ρµ = AP ρµT +BP
ρµ
L . (4.28)
Naturally one expects QQ−1 will give the identity or equivalently PT + PL:
Q λρgρκQ
−1 κµ = −Z3k2
(
PλρT +
1
ζRZζ
PλρL
)
gρκ (AP
κµ
T +BP
κµ
L )
= PλµL + P
λµ
T
(4.29)
⇒ −Z3k2
(
APλµT +
B
ζRZζ
PλµL
)
= PλµT + P
λµ
L
⇒ A = − 1
k2Z3
and B = − ζRZζ
k2Z3
⇒ Q−1 λµ = − 1
k2Z3
(
PλµT + ζRZζP
λµ
L
) (4.30)
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⇒ Free Propagatorλµ = Dλµ0
(
k2
)
= − i
k2Z3
(
PλµT + ζRZζP
λµ
L
)
= − i
k2Z3
(
gλµ + (ζRZζ − 1) kλkµk2
)
.
(4.31)
If we define the full propagator as the sum of all these one-loop corrections, i.e. the free propagator plus the free
propagator with a loop plus the free propagator with two separate loops plus... ad infinitum we have the Dyson re-
summed propagator:
Dλρ
(
k2
)
= D0λρ
(
k2
)
+D0λµ
(
k2
)
iΠµν
(
k2
)
D0νρ
(
k2
)
+D0λµ
(
k2
)
iΠµν
(
k2
)
D0νκ
(
k2
)
iΠκα
(
k2
)
D0αρ
(
k2
)
+...
(4.32)
This can be expressed in a much more compact form by noting it is of the form
A (1−B)−1 C = A (1 +B +B2 +B3...)C,
this is known as resummation. To do this we first simplify the terms of the form Dκν0
(
k2
)
iΠνα
(
k2
)
. Substituting in
we have,
Dκν0
(
k2
)
iΠνα
(
k2
)
= −1
k2Z3
(P κνT + ζRZζP
κν
L )PTναk
2Π
(
k2
)
=
−Π(k2)
Z3
P κTα
(4.33)
So the sum for the full photon propagator is,
Dλρ
(
k2
)
= D0λρ
(
k2
)
+
−Π(k2)
Z3
PαTλD0αρ
(
k2
)
+
−Π(k2)
Z3
PαTλ
−Π(k2)
Z3
P βTαD0βρ
(
k2
)
+ ..
= (δαλ − PαTλ)D0αρ
(
k2
)
+
(
PαTλD0αρ
(
k2
)
+
−Π(k2)
Z3
PαTλD0αρ
(
k2
)
+
−Π(k2)
Z3
PαTλ
−Π(k2)
Z3
P βTαD0βρ
(
k2
)
+ ...
)
= (δαλ − PαTλ)D0αρ
(
k2
)
+
(
1 +
−Π(k2)
Z3
+
(
−Π(k2)
Z3
)2
+ ...
)
PαTλD0αρ
(
k2
)
= (δαλ − PαTλ)D0αρ
(
k2
)
+
PαTλ
1−−Π(k
2)
Z3
D0αρ
(
k2
)
= (δαλ − PαTλ)
(
− i
k2Z3
(PTαρ + ζRZζPLαρ)
)
+
PαTλ
1+
Π(k2)
Z3
(
− i
k2Z3
(PTαρ + ζRZζPLαρ)
)
=
(
− iδαλ
k2Z3
(PTαρ + ζRZζPLαρ) +
iPαTλ
k2Z3
(PTαρ + ζRZζPLαρ)
)
− iPTλρ
k2(Z3+Π(k2))
= − iPTλρ
k2(Z3+Π(k2))
− iζRZζPLλρ
k2Z3
= −i
k2(Z3+Π(k2))
(
PTλρ +
ζRZζ(Z3+Π(k2))
Z3
PLλρ
)
(4.34)
where,
Z3 +Π
(
k2
)
= Z3 + lim
ǫ→0
2α
π
(
1
6
(
1
ǫ
+ log (4π)− γ
)
+
∫ 1
0
dx x (1− x) log
(
µ2
m2 + xk2 (x− 1)
))
. (4.35)
We can choose Z3 so as to cancel the divergences in Π
(
k2
)
in many different ways, these basically constitute different
renormalization schemes. We firstly have the condition that this be finite, but how should we fix the finite parts of
Z3? We could insist that the residue of the propagator was one at its pole k2 = 0. Note that fortunately the radiative
correction has not shifted the position of the pole - the photon is still massless. Such a procedure is called mass
shell renormalization. It is a special case of momentum subtraction renormalization. In the momentum subtraction
renormalization scheme we demand that there be no corrections to the propagator at k2 = p2 (choosing p2 = m2 gives
one). Another approach is to fix Z3 just so it cancels 1ǫ , this is called minimal subtraction (MS), or we can choose Z3
such that it cancels the 1
ǫ
−γ+log 4π which is known as the modified momentum subtraction or MS scheme. In these
renormalization schemes the scale µ is left over, it’s numerical value may be chosen at will - in relationships between
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physical measurements / processes it drops out. In MS,
Z3 = − α3π
(
1
ǫ
− γ + log 4π)
Z3 +Π
(
k2
)
= 2α
π
∫ 1
0 dx x (1− x) log
(
µ2
m2+xk2(x−1)
) (4.36)
We should also choose Zζ = Z3 to render the longitudinal part of the full propagator finite (see last line of 4.34)! Then,
letting
Π˜
(
k2
)
=
2α
π
∫ 1
0
dx x (1− x) log
(
µ2
m2 + xk2 (x− 1)
)
(4.37)
we have for the one loop corrected photon propagator:
Dλρ
(
k2
)
=
−i
k2Π˜ (k2)
(
PTλρ + ζRΠ˜
(
k2
)
PLλρ
)
. (4.38)
Note that the pole has not shifted so the photon has not acquired a mass through these radiative corrections but instead
the gauge has shifted! The fact that it is attached to the longitudinal part of the propagator is telling us that we should
not expect contributions to matrix elements from the longitudinal part of the resummed propagator. Also for k2 > 4m2,
Π˜
(
k2
)
has an imaginary piece, this is associated with the fact that for k2 > 4m2 there is enough energy to create real
fermion-antifermion pairs in the loop.
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4.3 The Electron Self Energy and the Vertex Function.
In this section we will return to the Lagrangian and Feynman rules of the bare Lagrangian i.e. everything is bare, there
are no Z’s. At the end of the section we will shift back to the renormalized parametrization of 4.2, look out for that.
We could proceed to calculate the one loop corrections to the fermion self energy:
p p-k
k
p
= iΣ (p)
and the vertex function,
µ
k
p p+k
= Γ˜µc (k, p)
In terms of the self energy the full fermion propagator satisfies:
SF = S
0
F + S
0
F iΣ (p)SF
⇒ S0−1F = S−1F + iΣ (p)
⇒ S−1F = −i (6 p−m+Σ(p))
(4.39)
If we use the Ward identity
kµΓ˜µ (k, p) = −eSF (p+ k)−1 + eSF (p)−1 (4.40)
we find that
kµΓ˜
µ
c (k, p) = ie (Σ (p+ k)− Σ (p)) (4.41)
and remember that this is true in any dimension i.e. for arbitrary ǫ. Bearing this in mind let us look a little more closely
at the structure of the divergent diagrams.
p+q
q
p+k+q
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∼
∫
d4q γν 16 p+ 6 q −mγ
µ 1
6 p+ 6 k+ 6 q −mγ
λPνλ
q2
(4.42)
where Pνλ is the photon tensor structure (for whichever gauge) and is dimensionless. Rewriting the integral,∫
d4q γ
ν (6 p+ 6 q −m) γµ ( 6 p+ 6 k+ 6 q −m) γλPνλ(
(p+ q)2 −m2
)(
(p+ k + q)2 −m2
)
q2
(4.43)
we see that, only when both 6 q factors are taken in the numerator is it divergent. Doing the integral we know that
6 q... 6 q = qσ...qτγσ...γτ . Note that γλγµγλ = (2− n) γµ ⇒ 6 q... 6 q = q
2gστ
n
γσ...γτ . So the structure of the
divergent term must be simply γµ! Other pieces proportional to pµ, kµ,mγµ etc must be finite!
Γ˜µc = ieγ
µ
(c
ǫ
+ h
(
p2
))
+ other finite terms. (4.44)
Now let us turn our attention to the fermion self energy:∫
d4q γµ 16 p+ 6 q −mγ
ν Pνµ
q2
∼
∫
dnq γ
µ (6 p+ 6 q −m) γνPνµ
q2
(
(p+ q)2 −m2
) (4.45)
Now this integral is apparently linearly divergent; however we know that this must actually integrate to zero leaving us
with logarithmic divergences. We will find that,
Σ = 6 p
(
A
ǫ
+ g
(
p2
))
+m
(
B
ǫ
+ f
(
p2
)) (4.46)
where g and f are regular functions. Returning to the Ward identity and substituting in we find that
iekµ
(
γµ
(
C
ǫ
+ h
(
p2
))
+ finite terms
)
= +ie
{
(6 p+ 6 k)
(
A
ǫ
+ g
(
(p+ k)
2
))
+m
(
B
ǫ
+ f
(
(p+ k)
2
))
− 6 p (A
ǫ
+ g
(
p2
))−m (B
ǫ
+ f
(
p2
))}
⇒ ie 6 kC
ǫ
+ finite terms = +ie 6 kA
ǫ
+ finite terms
(4.47)
Since this is true for arbitrary ǫ we conclude that C = +A. That is to say, the divergent term in the proper vertex is
related to the divergent term in the wave function renormalization of the fermion self energy.
Now we flip back to the renormalized parametrization 4.18 multiply the (bare) fermion fields by Z
1
2
f (in notation of
section 4.2 Z2 = Zf ),
ψ = Z
1
2
f ψR (4.48)
and write,
m =
Z0
Z2
mR = mR + δm, (4.49)
then
S−1F = −i
(
(6 p−mR − δm)Zf+ 6 pA
ǫ
+mR
B
ǫ
+ ...
)
(4.50)
must be finite. In M¯S
Zf = 1− A
ǫ
(4.51)
then ZfmR + δm = mR
(
B
ǫ
+ 1
)
i.e.
−δm =
(
1− A
ǫ
)
mR −
(
1 +
B
ǫ
)
mR = −mRA+B
ǫ
. (4.52)
Now for the interaction term we have,
eψ¯R 6 ARψRZf
√
Z3 (4.53)
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finally we multiply e by Ze (= Z1Z2√Z3 in notation of section 4.2) to give,
e ¯RψR 6 ARψRZfZe
√
Z3 (4.54)
so that ieγµ
(
ZfZe
√
Z3 +
C
ǫ
+ finite
)
is finite. However, C = A = ǫ − ǫZf so to cancel the infinities here we
require,
⇒ ZfZe
√
Z3 = −Cǫ = Zf − 1
⇒ (Ze√Z3 − 1) = 1Zf = 0 (4.55)
⇒ Z
1
2
3 Ze = 1 (4.56)
In the notation of the last section
(
Ze =
Z1
Z2Z
1
2
3
)
this result is,
Z1 = Z2. (4.57)
To summarize we see that the Ward identities mean that:
• the terms multiplying ψ¯ 6 ∂ψ and eψ¯ 6 Aψ in L are the same 4.57.
• the charge renormalization (Ze) depends only on the photon wave function renormalization
(√
Z3
)
.
From the discussions of sections 4.2 and 4.3 we have triviallyZG = 1 and not triviallyZ1 = Z2, Zζ = Z3. Substituting
these expressions into the bare action we have,
S =
∫
dnx − 1
4
Z3FR,µνF
µν
R + Z1ψ¯R (i 6 ∂ + e 6R A) 6 ψR −mRZ0ψ¯RψR +
1
2ζ
(∂µA
µ
R)
2
+ η∂µ∂µω (4.58)
If we now write the action in terms of a renormalized action plus a counter-term Lagrangian viz S = SR + SCT ,
we have,
SR =
∫
dnx − 14FR,µνFµνR + ψ¯R (i 6 ∂ + e 6 A) 6 ψR −mRψ¯RψR + 12ζ (∂µAµR)
2
+ η∂µ∂µω
SCT =
∫
dnx − 14δ3FR,µνFµνR + δ1ψ¯R (i 6 ∂ + e 6 A) 6 ψR − δmψ¯RψR
(4.59)
δ1 = Z1 − 1 δm = Z0 − 1
δ3 = Z3 − 1
(4.60)
Note the ghost plus gauge fixing sector here is the same as in chapter 3. In that chapter we saw that the basic part
of the Lagrangian (kinetic and mass terms for physical particles and their interaction) is BRS invariant because gauge
transformations are contained within BRS transformations (albeit with a fancy function comprised of Grassmann num-
ber times Grassmann function) and that the gauge fixing term plus ghost sector are together also BRS invariant. The
gauge fixing and ghost sector is therefore BRS invariant, as before. The photon kinetic term was gauge invariant
(and so BRS invariant) and so is the renormalized version in SR but now under (renormalized) transformations of the
same form as the original ones but with unrenormalized quantities replaced by renormalized ones. The same goes for
ψ¯R (i 6 ∂ + eR 6 A)ψR and mRψ¯RψR, they continue to be separately gauge invariant under the gauge transformations
of the same form as before but with unrenormalized quantities replaced by renormalized ones. The renormalized action
is invariant under the original gauge transformations with unrenormalized quantities replaced by renormalized ones,
the counter-term Lagrangian is invariant under renormalized gauge transformations.
We now recap what has gone on and add some words of warning. In the case of a theory with a global symmetry
it is easy to show that the counter-term Lagrangian is also invariant under the symmetry (see e.g. [5,8,13]). One might
therefore expect that the counter-term Lagrangian of gauge theories would behave likewise. This isn’t true though,
gauge fixing broke gauge symmetry long before any talk of renormalization and showed us that the true symmetry of
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gauge theory is in fact the BRS invariance related to the gauge group of the invariance of the un-fixed Lagrangian.
So is the counter-term Lagrangian supposed to be BRS invariant? In the case of a general gauge theory i.e. non-
Abelian this is not the case either, the obvious symmetries that we can see in the counter-term and renormalized actions
are unique due to the Abelian nature of QED. The coefficients of gauge variant counter-terms vanish in QED. In the
general case the gauge variant counter-terms can arise, they are such that the renormalized Lagrangian is invariant
under renormalized BRS transformations. For more on the general case see [3, 4]. We would also like to emphasize
that what has gone before is not a proof of the renormalizability of QED. Here by renormalization we mean not just
in the power counting sense of dimensionless couplings but that renormalization and gauge invariance are compatible,
that the renormalized action is gauge invariant under some representation of the gauge group which the bare action is
invariant under. Our treatment has been merely exploratory, a tour of renormalizability in the sense just described. We
arrive at a gauge invariant renormalized Lagrangian by inferring Z1 = Z2 which was in turn derived from demanding
that the action including the renormalization constantsZi obey the Ward identities, which was equivalent to demanding
the renormalized action be gauge invariant. A nicer (longer) thing to do would have been to calculate explicitly, with a
gauge invariant regularization, the graphs above and show the infinities cancel naturally rather than demanding it occur.
Formally the proof of renormalizability is an inductive one. It is possible to expand the (effective) bare action in powers
of ~ which is equivalent to expanding the action in loops, the power of ~ in the expansion corresponds the number of
loops associated with that order. The induction proof requires that one show that the loop expansion at n loops and at
n+ 1 loops obeys the Slavnov-Taylor identities3. In other words the proof of “renormalizability” amounts to showing
that the (BRS) symmetry, expressed by the Slavnov-Taylor identities, exists at each order of the loop expansion. In fact
the BRS transformations are not necessary, it is possible to obtain Ward / Slavnov-Taylor identities without it but the
BRS machinery greatly simplifies them which in turn makes the problem of proof of renormalizability of gauge theory
a tractable one. We recommend the reader to explore this technology further in the literature of some of its founding
fathers J.C.Taylor, B.W.Lee, J.Zinn-Justin and G.’tHooft [2, 3, 6, 13].
3Slavnov-Taylor identities are what Ward identities are called in the context of non-Abelian gauge theories, they are derived by analogy to
what we have been doing so far. Generally “Ward-Slavnov-Taylor identities”, “Slavnov-Taylor identities” and “Ward identities” are somewhat
interchangeable names.
Chapter 5
Anomalies.
5.1 Chiral Symmetry1 .
We just observed that there is no radiative correction to fermion masses if the mass parameter m→ 0. Thus a massless
fermion will remain massless to all orders in perturbation theory, behind this lies chiral symmetry. Chiral symmetry is
an internal symmetry. We shall see that a massless free theory (in even dimensions) possesses U (1) chiral symmetry.
To begin with we will study chiral symmetry in a slightly modified version of QED, axial electrodynamics:
S =
∫
d4x L
=
∫
d4x − 14FµνFµν − 14GµνGµν + ψ¯
(
i 6 ∂ + q 6 V + g 6 Aγ5 −m)ψ +Ghosts+Gauge F ixing (5.1)
where Fµν = ∂µVν − ∂νVµ and Gµν = ∂µAν − ∂νAµ. First consider local vector gauge transformations UV (1)
ψ → e+iqα(x)ψ
⇒ ψ¯ → ψ¯e−iqα(x)
Vµ → Vµ + ∂µα (x)
(5.2)
These are essentially the regular U (1) gauge transformations and they only act on what is basically the QED La-
grangian i.e. we know that this will leave things invariant by inspection barring the term ψ¯iγµigAµγ5ψ which is also
trivially invariant:
ψ¯gγµAµγ
5ψ → ψ¯e−iqα(x)gγµAµγ5e+iqα(x)ψ
= ψ¯gγµAµγ
5ψ
(5.3)
We also know that by using the classical equations of motion the symmetry transformations of the fermions (i.e. only
the first two transformations above) result in the conserved vector current jµV = ψ¯γµψ so-called because it transforms
as a 4-vector under Lorentz transformations. So we have local UV (1) gauge invariance, does the Lagrangian also have
UA (1) gauge invariance i.e. is the Lagrangian invariant under,
ψ → e+Pigβ(x)γ5ψ
⇒ ψ¯ → ψ¯e+Pigβ(x)γ5
Aµ → Aµ +Q∂µβ (x)
(5.4)
? We have generalized the transformations with real numbers P and Q for reasons we will come to. Let us work
through the terms in the Lagrangian. Clearly the kinetic term − 14FµνFµν of the vector field Vµ is unaffected so we
need not consider it. The term − 14GµνGµν has basically the same composition and transformation as − 14FµνFµν
1Unless otherwise stated the terms ’chiral symmetry’ and ‘axial symmetry’ are interchangeable in these notes.
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which is itself invariant so we can also add it to our list of invariants and we need only concern ourselves with the
ψ¯ (...)ψ part. To do this we will need the following trivial identities,
γµe
if(x)γ5 = γµ
(
1 + if (x) γ5 +
1
2
(
if (x) γ5
)2
+ ...
)
=
(
1− if (x) γ5 + 1
2
(
if (x) γ5
)2
+ ...
)
γµ = e
−if(x)γ5γµ
(5.5)
γ5eif(x)γ
5
= eif(x)γ
5
γ5 (5.6)
∂µe
if(x)γ5 = iγ5 (∂µf (x)) e
if(x)γ5 . (5.7)
Now we use these identities in considering the rest of the transformation,
ψ¯
(
i 6 ∂ + q 6 V + g 6 Aγ5 −m)ψ → ψ¯ePigβ(x)γ5 (i 6 ∂ + q 6 V + g 6 Aγ5 + g (Q 6 ∂β (x)) γ5 −m) ePigβ(x)γ5ψ
= ψ¯ePigβ(x)γ
5
(
i
(
−iγ5 (gP 6 ∂β (x)) ePigβ(x)γ5ψ + e−Pigβ(x)γ5 6 ∂ψ
)
+
(
q 6 V + g 6 Aγ5 + gQ 6 ∂β (x) γ5 −m) ePigβ(x)γ5ψ)
= ψ¯ePigβ(x)γ
5
(
e−Pigβ(x)γ
5
γ5 (gP 6 ∂β (x))ψ + ie−Pigβ(x)γ5 6 ∂ψ
+ e−Pigβ(x)γ
5 (
q 6 V + g 6 Aγ5 + gQ 6 ∂β (x) γ5)ψ −mePigβ(x)γ5ψ)
= ψ¯
(
γ5 (gP 6 ∂β (x))ψ + i 6 ∂ψ + q 6 V ψ + g 6 Aγ5ψ + (gQ 6 ∂β (x)) γ5ψ −me2Pigβ(x)γ5ψ
)
= ψ¯
(
i 6 ∂ + q 6 V + g 6 Aγ5 −m)ψ +mψ¯ (1− e2Pigβ(x)γ5)ψ + (Q− P ) g (∂µβ (x)) ψ¯γµγ5ψ
= ψ¯
(
i 6 ∂ + q 6 V + g 6 Aγ5 −m)ψ +mψ¯ (1− e2Pigβ(x)γ5)ψ − g (Q− P )β (x) (∂µjµA) + g (Q− P ) ∂µ (β (x) jµA)
(5.8)
We have defined the axial current jµA = ψ¯γµγ5ψ so-called because it transforms as an axial vector under Lorentz
transformations i.e. when x → −x, jµA → jµA. In the action, the last term in the above is a total divergence which
we can rewrite as a surface term, the surface being at infinity. Assuming that the fields and their first derivatives are
vanishing at infinity we set
∫
d4x g (Q− P ) ∂µ (β (x) jµA) to zero - we did this all the time at the start of the notes. To
first order in β (x) we have,
S → S +
∫
d4x gβ (x)
(
(P −Q) ∂µjµA − 2imPψ¯γ5ψ
)
. (5.9)
If we take the standard gauge transformations P = Q = 1 we have that the action is invariant up to
∫
d4x 2imψ¯γ5ψ,
so in the limit of massless fermions the action is invariant under local chiral gauge transformations. Massless fermions
are a general feature of chiral invariant actions. On the other hand had we just looked at local gauge transformations of
the fermion fields i.e. P = 1, Q = 0 such that Aµ → Aµ we have from demanding invariance of the action that the
axial current must obey the following conservation law,
∂µj
µ
A = 2imψ¯γ
5ψ (5.10)
as β (x) is an arbitrary function. ψ¯γ5ψ is a pseudoscalar under parity operations x → −x it transforms as ψ¯γ5ψ →
−ψ¯γ5ψ, the four divergence of the axial current is proportional to the mass density of the pseudoscalar. At the classical
level we can show that this current relation holds by considering what happens with the classical equations of motion
for ψ and ψ¯. Hopefully getting the equation of motion for ψ is trivial, to get the equation of motion for ψ¯ one can
conjugate that for ψ using the fact that γ0, γ0γµ and γ5 are Hermitian (see below) or rewrite the Lagrangian using the
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product rule and vanishing surface terms so that the derivative in the kinetic term acts instead on ψ¯.2(
i 6 ∂+ 6 V+ 6 Aγ5 −m)ψ = 0
⇒ γ0 (γ0γµ) (i∂ + V +Aγ5 −m) γ0 (γ0ψ) = 0
⇒ ψ¯γ0
(
−i←−∂µ + V +Aγ5 −m
) (
γ0γµ
)
γ0 = 0
⇒ ψ¯
(
−i←−∂µ + V −Aγ5 −m
)
γ0
(
γ0γµ
)
γ0 = 0
⇒ ψ¯
(
i
←−6 ∂− 6 V− 6 Aγ5 +m
)
= 0
(5.11)
To derive the classical current equation we use these equations to substitute into the current equation ψ¯←−6 ∂ and 6 ∂ψ:
∂µ
(
ψ¯γµγ5ψ
)
= ψ¯
←−6 ∂γ5ψ − ψ¯γ5 6 ∂ψ
= −iψ¯ (6 V+ 6 Aγ5 −m) γ5ψ + iψ¯γ5 (− 6 V− 6 Aγ5 +m)ψ
= −iψ¯ (6 V+ 6 Aγ5 −m) γ5ψ + iψ¯ ( 6 V+ 6 Aγ5 +m) γ5ψ
= 2imψ¯γ5ψ
(5.12)
At the quantum level what we have done is effectively redefine our variables of integration (the fields) by ψ¯ →
ψ¯eiβ(x)γ
5
and ψ → eiβ(x)γ5ψ so that, (omitting spectator fields for brevity),∫
Dψ¯Dψ exp i
∫
d4x S
[
ψ¯, ψ
]
=
∫
Dψ¯′Dψ′ exp i
∫
d4x S
[
ψ¯′, ψ′
]
=
∫
Dψ¯Dψ exp i
∫
d4x S
[
ψ¯, ψ
]
+ gβ (x)
(
∂µj
µ
A − 2imψ¯γ5ψ
)
+O (β2)
(5.13)
We have assumed (naively) that because,
Det
(
eiβ(x)γ
5
)
= Det

e−iβ(x) 0 0 0
0 e−iβ(x) 0 0
0 0 eiβ(x) 0
0 0 0 eiβ(x)
 = 1 (5.14)
the Jacobian associated with the path integral measure under the transformation is also one hence,
⇒ 〈∂µjµA〉 = 2im
〈
ψ¯γ5ψ
〉 (5.15)
This gives us the (naive) axial vector current Ward identity. It is naive because it is only true at the classical level, in
our abbreviated path integral description above we neglect the possibility that the path integral measure may change
non-trivially under the transformation of the fields, it may contribute something in the form of a Jacobian. When the
Jacobian is not one we have an anomaly. Anomalies are of fundamental importance in field theory.
2←−∂µ indicates that ∂µ is acting on all the stuff to the left instead of the right.
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5.2 The ABJ Anomaly.
Before plunging into a calculation of the change in the path integral measure we will detour to some phenomenology
which preceded it. As we said before the anomaly presents itself by making the path integral measure over the fermions
transform so as to produce a Jacobian not equal to one. It also presents itself in the calculation of certain S-matrix
elements, the axial anomaly was first discovered in the calculation of the VVA (vector, vector, axial) and VVP (vector,
vector, pseudoscalar) triangle diagrams.
q
p
V
A
V
k2 k1
q
p
V
P
V
k2 k1
These correspond to the following 3-point functions,
〈0 |T jµ (x) jν (y) jA,λ (z)| 0〉 (5.16)
〈0 |T jµ (x) jν (y)P (z)| 0〉 (5.17)
In momentum space these are,
Tµνλ (k1, k2, q) = i
∫
d4xd4yd4z eik1x+ik2y−iqz 〈0 |T jµ (x) jν (y) jA,λ (z)| 0〉 (5.18)
Tµν (k1, k2, q) = i
∫
d4xd4yd4z eik1x+ik2y−iqz 〈0 |T jµ (x) jν (y)P (z)| 0〉 (5.19)
with P (z) the pseudoscalar ψ¯ (z)γ5ψ (z) (probability) density. We are trying to test our naive chiral ward identity.
The first amplitude contains an axial current and the second contains a pseudoscalar, the Ward identity relates the
divergence of the axial vector to the pseudoscalar density, so should provide a relation between these two amplitudes.
To do this we will clearly want to be differentiating the first amplitude so as to get the divergence of the axial vector
current. This will involve differentiating the time ordered product of operators jµ (x) jν (y) jA,λ (z) which is not easy.
∂
∂zµ
[T jµ (x) jν (y) jλA (z)]
= ∂
∂zµ

θ (x0 − y0) θ (y0 − z0) jµ (x) jν (y) jλA (z) + θ (x0 − z0) θ (z0 − y0) jµ (x) jλA (z) jν (y)
+ θ (y0 − x0) θ (x0 − z0) jν (y) jµ (x) jλA (z) + θ (y0 − z0) θ (z0 − x0) jν (y) jλA (z) jµ (x)
+ θ (z0 − x0) θ (x0 − y0) jλA (z) jµ (x) jν (y) + θ (z0 − y0) θ (y0 − x0) jλA (z) jν (y) jµ (x)

=
[T jµ (x) jν (y) (∂λjλA (z))]
− δ (z0 − y0) θ (x0 − y0) jµ (x) jν (y) j0A (z) − δ (z0 − x0) θ (z0 − y0) jµ (x) j0A (z) jν (y)
− δ (z0 − x0) θ (y0 − x0) jν (y) jµ (x) j0A (z) − δ (z0 − y0) θ (z0 − x0) jν (y) j0A (z) jµ (x)
+ δ (z0 − x0) θ (x0 − y0) j0A (z) jµ (x) jν (y) + δ (z0 − y0) θ (y0 − x0) j0A (z) jν (y) jµ (x)
+ δ (z0 − y0) θ (x0 − z0) jµ (x) j0A (z) jν (y) + δ (z0 − x0) θ (y0 − z0) jν (y) j0A (z) jµ (x)
=
[T jµ (x) jν (y) (∂λjλA (z))]
+ δ (z0 − y0)
(
θ (y0 − x0) j0A (z) jν (y) jµ (x)− θ (x0 − y0) jµ (x) jν (y) j0A (z)
)
+ δ (z0 − x0)
(
θ (y0 − z0) jν (y) j0A (z) jµ (x)− θ (z0 − y0) jµ (x) j0A (z) jν (y)
)
+ δ (z0 − x0)
(
θ (x0 − y0) j0A (z) jµ (x) jν (y)− θ (y0 − x0) jν (y) jµ (x) j0A (z)
)
+ δ (z0 − y0)
(
θ (x0 − z0) jµ (x) j0A (z) jν (y)− θ (z0 − x0) jν (y) j0A (z) jµ (x)
)
(5.20)
In actual fact the thing that we are differentiating is inside an integral (it’s inside Tµνλ (k1, k2, q) at the top of the page)
so when we do the integration the delta functions will set some of the x0s, y0s and z0s equal to each other. We can
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therefore safely rewrite the θ functions as if this has already occurred.
=
[T (∂x,µjµ (x)) jν (y) jλA (z)]
+ δ (z0 − y0)
(
θ (y0 − x0) j0A (z) jν (y) jµ (x)− θ (x0 − y0) jµ (x) jν (y) j0A (z)
)
+ δ (z0 − x0)
(
θ (y0 − x0) jν (y) j0A (z) jµ (x)− θ (x0 − y0) jµ (x) j0A (z) jν (y)
)
+ δ (z0 − x0)
(
θ (x0 − y0) j0A (z) jµ (x) jν (y)− θ (y0 − x0) jν (y) jµ (x) j0A (z)
)
+ δ (z0 − y0)
(
θ (x0 − y0) jµ (x) j0A (z) jν (y)− θ (y0 − x0) jν (y) j0A (z) jµ (x)
)
=
[T (∂x,µjµ (x)) jν (y) jλA (z)]
+
(
θ (y0 − x0)
(
δ (z0 − y0)
[
j0A (z) , j
ν (y)
])
jµ (x) + θ (x0 − y0) jµ (x)
(
δ (z0 − y0)
[
j0A (z) , j
ν (y)
]))
+
(
θ (y0 − x0) jν (y)
(
δ (z0 − x0)
[
j0A (z) , j
µ (x)
])
+ θ (x0 − y0)
(
δ (z0 − x0)
[
j0A (z) , j
µ (x)
])
jν (y)
)
(5.21)
Now consider the commutators, they are all accompanied by a delta function which gets integrated over in Tµνλ (k1, k2, q)
effectively making them equal time commutators. We know the equal time commutation relations (ETCRs) for fermion
field operators such as those above from canonical quantization:
{ψα (x) , ψβ (y)} = 0{
ψ†α (x) , ψ
†
β (y)
}
= 0{
ψ†α (x) , ψβ (y)
}
= δαβδ
3 (x− y)
. (5.22)
The α and β are Dirac indices. Given these ETCRs consider a commutator of the form,[
ψ†α (x) Γ
µ
αβψβ (x) , ψ
†
γ (y) Λ
ν
γδψδ (y)
]
(5.23)
Where Γµ and Λν can be γµ or γµγ5. Written in terms of Dirac indices the Γµ and Λν are just numbers (as opposed to
operators - ψ†s and ψs) and can be pulled through as such.
=
(
ψ†α (x)ψβ (x)ψ
†
γ (y)ψδ (y)− ψ†γ (y)ψδ (y)ψ†α (x)ψβ (x)
)
ΓµαβΛ
ν
γδ
Pull the ψ†α (x)ψβ (x) through to the other side of the first term.
=
(
δ3 (x− y) δβγψ†α (x)ψδ (y)− δ3 (x− y) δαδψ†γ (y)ψβ (x)
+ ψ†γ (y)ψδ (y)ψ
†
α (x)ψβ (x)− ψ†γ (y)ψδ (y)ψ†α (x)ψβ (x)
)
ΓµαβΛ
ν
γδ
= δ3 (x− y)
(
ψ†α (x) Γ
µ
αβΛ
ν
βδψδ (y)− ψ†α (y) ΛναβΓµβδψδ (x)
)
+
(
ψ†γ (y)ψδ (y)ψ
†
α (x)ψβ (x)− ψ†γ (y)ψδ (y)ψ†α (x)ψβ (x)
)
ΓµαβΛ
ν
γδ
= δ3 (x− y)
(
ψ†α (x) Γ
µ
αβΛ
ν
βδψδ (y)− ψ†α (y) ΛναβΓµβδψδ (x)
)
(5.24)
Given that the above is multiplied by δ (x0 − y0) δ3 (x− y) and we integrate over x and y, after one of the integrations
this becomes,
ψ† (x) [Γµ,Λν ]ψ (x) . (5.25)
In our particular case we always have a j0 (x) (= ψ† (x)ψ(x)) in the commutator i.e. in terms of the above we
are always dealing with
[
ψ†α (x) Γ
0
αβψβ (x) , ψ
†
γ (y) Λ
ν
γδψδ (y)
]
= ψ† (x)
[
Γ0,Λν
]
ψ (x) with Γ0 = I the identity,
everything commutes with the identity so all our commutators vanish giving,
∂λz Tµνλ (k1, k2, q) = i
∫
d4xd4yd4z eik1x+ik2y−iqz
(
− iqλ〈0 |T jµ (x) jν (y) jA,λ (z)| 0〉
+ ∂λz 〈0 |T jµ (x) jν (y) jA,λ (z)| 0〉
)
= i
∫
d4xd4yd4z eik1x+ik2y−iqz
(
− iqλ〈0 |T jµ (x) jν (y) jA,λ (z)| 0〉
+
〈
0
∣∣T jµ (x) jν (y) (∂λz jA,λ (z))∣∣ 0〉
) . (5.26)
We can now use the naive Ward identity to rewrite the 4-divergence of the axial current as ∂λz jA,λ (z) = 2imP (z)
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where P (z) = ψ¯ (z) γ5ψ (z) is the pseudoscalar (probability) density.
∂λz Tµνλ (k1, k2, q) = i
∫
d4xd4yd4z eik1x+ik2y−iqz
(
− iqλ〈0 |T jµ (x) jν (y) jA,λ (z)| 0〉
+ 2im〈0 |T jµ (x) jν (y)P (z)| 0〉
)
(5.27)
In fact ∂λz Tµνλ (k1, k2, q) is an integration over a 4-divergence which we can take to vanish using the same trick were
we write it as an integral over a surface at infinity and assume all the fields and their derivatives vanish at infinity.
Hence, ∫
d4xd4yd4z 2m〈0 |T jµ (x) jν (y)P (z)| 0〉 − qλ〈0 |T jµ (x) jν (y) jA,λ (z)| 0〉 (5.28)
Consequently we get the naive Ward identity for our two three point functions,
qλTµνλ (k1, k2, q) = 2mTµν (k1, k2, q) . (5.29)
It is also worth pointing out that there are also vector Ward identities associated with the VVA amplitude which are
derived in exactly the same way as the axial Ward identity. In this case we differentiate with respect to one of the other
coordinates in the time ordered product, x or y. This gives a time ordered product of the divergence of one of the vector
currents with the other two currents and a bunch of equal time commutators of the form
[
j0, jµ
]
all of which vanish
just as they did in calculating the axial Ward identity. Applying the classical conservation of the vector current to the
time ordered product gives the vector Ward identities for the VVA diagram,
kµ1Tµνλ (k1, k2, q) = 0
kν2Tµνλ (k1, k2, q) = 0
. (5.30)
Hopefully it’s clear that for VVV diagrams we would get three of these and for VAA we would get one vector and two
axial Ward identities.
Thus we have a Ward identity relating the VVP and VVA amplitudes which was derived assuming that the classical
chiral Ward identity ∂µjµA = 2imP remained true at the quantum level. We can now test this hypothesis by simply
evaluating the two diagrams and see if the relation above is obeyed. It turns out that the divergence of the axial current
does not obey the classical relation. The classical relation is modified by an anomaly and the Ward identity above
relating our three point functions is missing a term Aµν = − 12π2eǫµναβkα1 kβ2 on the right, the so-called ABJ anomaly
(Adler [1969] Bell and Jackiw [1969]).
Hopefully it is obvious that the Feynman rule for the axial current vertex is just eγµγ5 as opposed to eγµ for the
usual vector current vertex. With the usual Feynman rules we then get the following the amplitudes,
Tµνλ (k1, k2, q) =
∫ d4p
(2π)4
×−1× Tr
[
i
6p−mγλγ
5 i
6p−6q−mγν
i
6p−6k1−mγµ
+ i6p−mγλγ
5 i
6p−6q−mγµ
i
6p−6k2−mγν
]
Tµν (k1, k2, q) =
∫ d4p
(2π)4
×−1× Tr
[
i
6p−mγ
5 i
6p−6q−mγν
i
6p−6k1−mγµ
+ i6p−mγ
5 i
6p−6q−mγµ
i
6p−6k2−mγν
] (5.31)
To check the Ward identities we can use the following,
{ 6 q, γ5} = 0 = {6 p, γ5}− 2mγ5 + 2mγ5 (5.32)
⇒6 qγ5 = γ5 (6 p− 6 q −m) + (6 p−m) γ5 + 2mγ5 (5.33)
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gives,
qλTµνλ (k1, k2, q) =
∫ d4p
(2π)4
×−1× Tr
[
i
6p−m 6 qγ5 i6p−6q−mγν i6p−6k1−mγµ
+ i6p−m 6 qγ5 i6p−6q−mγµ i6p−6k2−mγν
]
= − ∫ d4p
(2π)4
Tr
[
i i6p−mγ
5γν
i
6p−6k1−mγµ
+ i i6p−mγ
5γµ
i
6p−6k2−mγν
]
+ Tr
[
iγ5 i6p−6q−mγν
i
6p−6k1−mγµ
+ iγ5 i6p−6q−mγµ
i
6p−6k2−mγν
]
+ 2m
∫ d4p
(2π)4
×−1× Tr
[
i
6p−mγ
5 i
6p−6q−mγν
i
6p−6k1−mγµ
+ i6p−mγ
5 i
6p−6q−mγµ
i
6p−6k2−mγν
]
= R
(A1)
µν +R
(A2)
µν + 2mTµν (k1, k2, q)
(5.34)
R
(A1)
µν and R(A2)µν are the so-called rest terms,
R
(A1)
µν = i
∫ d4p
(2π)4
Tr
[
1
6p−mγ
5γν
1
6p−6k1−mγµ
+ 16p−mγ
5γµ
1
6p−6k2−mγν
]
R
(A2)
µν = i
∫ d4p
(2π)4
Tr
[
γ5 16p−6q−mγν
1
6p−6k1−mγµ
+ γ5 16p−6q−mγµ
1
6p−6k2−mγν
] (5.35)
We can rewrite R(A1)µν with
{
γ5, γµ
}
and the cyclic property of the trace so as to closer resemble R(A2)µν ,
R
(A1)
µν = −i
∫ d4p
(2π)4
Tr
[
1
6p−mγνγ
5 1
6p−6k1−mγµ
+ 16p−mγµγ
5 1
6p−6k2−mγν
]
= −i ∫ d4p
(2π)4
Tr
[
γ5 16p−6k1−mγµ
1
6p−mγν
+ γ5 16p−6k2−mγν
1
6p−mγµ
] . (5.36)
So we have the axial current Ward identity if the rest terms,
R
(A1)
µν = −i
∫ d4p
(2π)4
Tr
[
γ5 16p−6k2−mγν
1
6p−mγµ
+ γ5 16p−6k1−mγµ
1
6p−mγν
]
R
(A2)
µν = +i
∫ d4p
(2π)4
Tr
[
γ5 16p−6k1−6k2−mγν
1
6p−6k1−mγµ
+ γ5 16p−6k1−6k2−mγµ
1
6p−6k2−mγν
] (5.37)
cancel each other (they’re clearly not both zero). As written above it looks like simply shifting the integration variable
p by a constant to p + k1 in the first term in R(A1)µν and to p + k2 in the second term in R(A2)µν we would have
R
(A2)
µν = −R(A1)µν , a cancellation of the rest terms and agreement with the axial Ward identity! This is not true however
as these integrals are divergent, shifting the variable of integration in divergent integrals is not generally trivial and
there may be a finite difference between the shifted and unshifted values. It is equivalent to saying that the amplitude
Tµνλ (k1, k2, q) depends on whether we use p for our loop momenta or p + constant, naturally one expects this not
to matter, p is a dummy variable and the limits of integration are at infinity, however in this way the amplitude is
ambiguous. We have a similar situation for the vector Ward identities kµ1Tµνλ (k1, k2, q) = kν2Tµνλ (k1, k2, q) = 0. To
see this we use the identities
6 k1 16 p−m = 1− (− 6 k1+ 6 p−m)
1
6 p−m and
1
6 p− 6 q −m 6 k1 =
1
6 p− 6 q −m (6 p− 6 k2 −m)− 1 (5.38)
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⇒ kµ1Tµνλ (k1, k2, q)
=
∫ d4p
(2π)4
×−1× Tr
[
i
6p−mγλγ
5 i
6p−6q−mγν
i
6p−6k1−m 6 k1
+ i6p−mγλγ
5 i
6p−6q−m 6 k1 i6p−6k2−mγν
]
= − ∫ d4p
(2π)4
Tr
[
iγλγ
5 i
6p−6q−mγν
i
6p−6k1−m
− i i6p−mγλγ5 i6p−6k2−mγν
]
+ Tr
[
− i (− 6 k1+ 6 p−m) 16p−m γλγ5 i6p−6q−mγν i6p−6k1−m
+ i i6p−mγλγ
5 1
6p−6q−m (6 p− 6 k2 −m) i6p−6k2−mγν
]
= − ∫ d4p
(2π)4
Tr
[
iγλγ
5 i
6p−6k1−6k2−mγν
i
6p−6k1−m
− iγλγ5 i6p−6k2−mγν i6p−m
]
+ Tr
[
i 16p−m γλγ
5 1
6p−6q−mγν
− i 16p−mγλγ5 16p−6q−mγν
]
= − ∫ d4p
(2π)4
Tr
[
iγλγ
5 i
6p−6k1−6k2−mγν
i
6p−6k1−m
− iγλγ5 i6p−6k2−mγν i6p−m
]
= R
(V 1)
λν +R
(V 2)
λν
(5.39)
An analogous calculation gives a similar result for kν2Tµνλ (k1, k2, q), in both cases we see that shifting the variable of
integration in one of the terms by a constant would give a cancellation and the classical vector current Ward identity.
Like the axial case we cannot trivially do this as the integrals are linearly divergent. We will now calculate the rest
terms and treat properly the shift of the loop momentum.
We will first attempt to calculate the rest terms in the axial case starting with the trace. The trace of the first term in
R
(A2)
µν is,
Tr
[
γ5 (6 p− 6 k1− 6 k2 +m) γν (6 p− 6 k1 +m) γµ
]
= Tr
[
γ5 (6 p− 6 k1− 6 k2) γν (6 p− 6 k1) γµ +m2γ5γνγµ
]
Tr
[
γ5γνγµ
]
= 0 and Tr
[
(6 p− q) γν (6 p− 6 k1) γµγ5
]
= −4iǫανβµ (p− q)α (p− k1)β
= 4iǫαβνµ (p− q)α (p− k1)β
(5.40)
⇒
R
(A1)
µν = −4ǫαβµν
∫ d4p
(2π)4
1
p2−m2
 (p−k2)αpβ(p−k2)2−m2
− (p−k1)αpβ
(p−k1)2−m2

R
(A2)
µν = +4ǫαβµν
∫ d4p
(2π)4
1
(p−k1−k2)2−m2
 (p−k1−k2)α(p−k1)β(p−k1)2−m2
− (p−k1−k2)α(p−k2)β
(p−k2)2−m2
 (5.41)
It is easy to check that terms of the form ǫαβµνpαpβ are identically equal to zero this is what kills the apparent quadratic
divergence making the integrals linearly divergent instead. To get a cancellation of the rest terms above we need to
shift p→ p− k1 in the first term of R(A1)µν and p→ p− k2 in the second term of R(A1)µν . We can write the rest terms as
functions of the loop momentum, we parametrize the first case as having no shift i.e.
R
(A1)
µν = −
∫ d4p
(2π)4
(∆µν (p)− k1 ↔ k2)
⇒ R(A2)µν = +
∫ d4p
(2π)4
(∆µν (p− k1)− k1 ↔ k2)
. (5.42)
where the ∆s correspond to the first and second terms in R(A1)µν and R(A2)µν . So if the integrals were convergent such
shifts would have no effects, we would find
∫ d4p
(2π)4
(∆µν (p)− k1 ↔ k2) =
∫ d4p
(2π)4
(∆µν (p− k1)− k1 ↔ k2) and
the rest terms would cancel but the integrals are divergent so this is not the case. To find the anomaly we need to know
the extent to which R(A1)µν and R(A2)µν don’t cancel i.e. we must determine how the rest terms are affected by shifts in
the loop momentum.
∫ d4p
(2π)4
(∆µν (p+ a)−∆µν (p)) = 4ǫαβµν
∫ d4p
(2π)4
(p+a−k2)α(p+a)β
((p+a)2−m2)((p+a−k2)2−m2)
− 4ǫαβµν
∫ d4p
(2π)4
(p−k2)αpβ
(p2−m2)((p−k2)2−m2)
(5.43)
We can Taylor expand ∆µν (p+ a) about ∆µν (p) to give,
∆µν (p+ a)−∆µν (p) = aκ∂κ∆µν (p) + aκaλ∂κ∂λ∆µν (p) + ... (5.44)
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hence, ∫ d4p
(2π)4
(∆µν (p+ a)−∆µν (p)) =
∫ d4p
(2π)4
aκ∂κ
(
∆µν (p) + a
λ∂λ∆µν (p) + ...
)
= 1
(2π)4
∫
A
dSτaτ
(
∆µν (p) + a
λ∂λ∆µν (p) + ...
) (5.45)
where in the last line we have used Gauss’ law to rewrite the volume integral
∫
d4p ∂κ (aκfµν (p)) as a surface inte-
gral
∫
A
dSτaτfµν (p). The surface A is a 4d (hyper)sphere of infinite radius (the volume being integrated over was
symmetric and infinite). The integration measure dSτ is an infinitesimal 4-vector defined on A and perpendicular to
it. Now to evaluate the surface integral (we replace (p− k2)α pβ with −kα2 pβ in the numerators of the integrand as
ǫαβµνp
αpβ ≡ 0).
1
(2π)
4
∫
A
dSτaτ
(
∆µν (p) + a
λ∂λ∆µν (p) + ...
)
=
−4ǫαβµνkα2
(2π)
4
∫
A
dSτaτ

pβ
(p2−m2)((p−k2)2−m2)
+ aλ∂λ
pβ
(p2−m2)((p−k2)2−m2)
+ .........

(5.46)
As the surface of the sphere we are integrating over is at infinity we can greatly simplify the denominators above by
taking the limit p2 →∞.
1
(2π)
4
∫
A
dSτaτ
(
∆µν (p) + a
λ∂λ∆µν (p) + ...
)
=
−4ǫαβµνkα2
(2π)
4
∫
A
dSτaτ
(
pβ
p4
+ aλ∂λ
(
pβ
p4
)
+ ...
)
(5.47)
In three dimensions the integration measure is easily found to be dSi = pi |p| sinθ dθdφ, where pi ≡ p is a vector
from the centre to some point on the surface of the sphere (i.e. it is radial) and θ, φ are the usual spherical polar and
azimuthal angles. Analogous to this in four dimensions the integration measure is proportional to pτ |p|2 consequently
the second term above does not contribute as it has fewer and fewer powers of p which makes that integrand tend
to zero all over the surface of integration (|p| → ∞). The same is true for the other higher derivative terms in the
Taylor expansion. However we can see that the first term contains an equal number of powers of p in the numerator
and denominator in the integrand which making it non-vanishing, we will evaluate this below. Had the integral been
quadratically divergent the second term would have contributed, cubic divergences would have made the third term
contribute etc. Following this reasoning we find that only in the case of integrals which are convergent or at most
logarithmically divergent does a shift in the integration variable not contribute any such terms and the final integration
is unaffected. We can also generalize our 3-d spherical surface element to a 4-d one, by analogy it will be of the form
dSτ = pτp2f (θ, φ) dθdφdψ where θ, φ and ψ are the spherical polar angles of Minkowski space. Also the 4-vector
aτ is a constant and so it can be brought outside the integral.
⇒ 1
(2π)4
∫
A
dSτaτ
(
∆µν (p) + a
λ∂λ∆µν (p) + ...
)
=
−4ǫαβµνkα2
(2π)4
∫
A
pτ |p|2 f (θ, φ) aτ p
β
p4
dθdφdψ
=
−4ǫαβµνkα2 aτ
(2π)4
∫
A
pτpβ
p2
f (θ, φ) dθdφdψ
(5.48)
Needless to say an honest evaluation of this integral is highly tedious. Instead of showing the 16 integrations we sketch
how they are done. First to properly determine the integration measure f (θ, ψ) dθdφdψ one has to evaluate f (θ, φ),
this is the infinitesimal surface area element. It is equivalent to the determinant of the metric (of the sphere). In 3-d the
metric of a sphere of radius R is, (
gθθ gθφ
gφθ gφφ
)
=
(
R2 0
0 R2sin2θ
)
. (5.49)
To get the metric all you have to do is take a point on the sphere parametrized in spherical polars and make infinitesimal
rotations in all the angles then compute ds2, the infinitesimal distance between the new and old points. The root of
the determinant of the metric above is
√
R2 ×R2sin2θ which gives the well known R2sinθ dθdφ as the surface are
element. Pictorially this corresponds to the area of an infinitesimal square on the sphere made by moving a point on
the surface by two orthogonal rotations (the metric is diagonal) θ → θ+ dθ and φ→ φ+ dφ. This method generalizes
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to higher dimensions, in Minkowski space a sphere has the form,
t2 − x2 − y2 − z2 = R2 (5.50)
x = iR sinψ sinφ sinθ
y = iR cosψ sinφ sinθ
z = iR cosφ sinθ
t = R cosθ
(5.51)
The metric when calculated using the method just described is, gθθ gθφ gθψgφθ gφφ gφψ
gψθ gψφ gψψ
 =
 R
2 0 0
0 R2sin2θ 0
0 0 R2sin2θ sin2φ
 (5.52)
giving R3sin2θ sinφ dθdφdψ as the surface area element. In terms of our integral over momenta we now have,
⇒ 1
(2π)
4
∫
A
dSτaτ
(
∆µν (p) + a
λ∂λ∆µν (p) + ...
)
=
−4ǫαβµνkα2 aτ
(2π)
4
∫ 2π
0
dψ
∫ π
0
dφ
∫ π
0
dθ p
τpβ
p2
sin2θ sinφ.
(5.53)
It is now a matter of grinding out the integrals by substituting in p0, p1, p2, p3 completely analogous to x, y, z, t above.
The integrals with τ 6= β are quick to do, they all vanish. For τ = β = 1, 2, 3 the integrals give−π22 and for τ = β = 0
the integral is π
2
2 so the integral is in fact equal to
π2
2 g
τβ giving,
∫ d4p
(2π)
4 (∆µν (p+ a)−∆µν (p)) =
1
(2π)
4
∫
A
dSτaτ
(
∆µν (p) + a
λ∂λ∆µν (p) + ...
)
=
1
8π2
ǫαβµνa
αkβ2 . (5.54)
The actual rest terms were, from before,
R(A1)µν +R
(A2)
µν =
∫ d4p
(2π)4
((∆µν (p− k1)− k1 ↔ k2)− (∆µν (p)− k1 ↔ k2)) (5.55)
so the first term is the third term with a shift p→ p− k1 in the integrand giving− 18π2 ǫαβµνkα1 kβ2 and the second term
is the same as the fourth with a shift p → p − k2 giving 18π2 ǫαβµνkα2 kβ1 , where in the latter case we have swapped
k1 ↔ k2 in our formula for the shift. By asymmetry of ǫαβµν this gives, R(A1)µν + R(A2)µν = − 14π2 ǫαβµνkα1 kβ2 and
consequently the anomalous/quantum axial Ward identity,
qλTµνλ (k1, k2, q) = 2mTµν (k1, k2, q)− 1
4π2
ǫαβµνk
α
1 k
β
2 (5.56)
with − 14π2 ǫαβµνkα1 kβ2 being the anomaly.
What about the rest terms in the vector Ward identity, do they cancel each other out? From before we had,
⇒ kµ1Tµνλ (k1, k2, q) = i
∫ d4p
(2π)4
Tr
[
γλγ
5 1
6p−6k1−6k2−mγν
1
6p−6k1−m
− γλγ5 16p−6k2−mγν 16p−m
]
= R
(V 1)
λν −R(V 2)λν (5.57)
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The trace evaluates to,
Tr
[
γλγ
5 ( 6 p− 6 k1− 6 k2 +m) γν ( 6 p− 6 k1 +m)
]
= Tr
[
γλγ
5 (6 p− 6 k1− 6 k2) γν (6 p− 6 k1)
]
+ Tr
[
m2γλγ
5γν
]
Use Tr
[
γµγνγ
5
]
= 0
= −Tr [γ5γλ (6 p− 6 k1− 6 k2) γν ( 6 p− 6 k1)]
Use Tr
[
γ5γµγνγαγβ
]
= 4iǫµναβ
= −4iǫαβλνkα2 (p− k1)β
(5.58)
⇒ kµ1 Tµνλ (k1, k2, q) =
4ǫαβλνk
α
2
(2π)
4
∫
d4p
(
(p− k1)β
(p− k1 − k2)2 −m2
− p
β
(p− k2)2 −m2
)
. (5.59)
As before we can write this integral as a surface integral as we did in the case of the axial Ward identity. Using the
same techniques as for the axial case we have,
⇒ kµ1Tµνλ (k1, k2, q) = 4ǫαβλνk
α
2
(2π)4
∫
A
dSτk1,τ
pβ
(p−k2)2−m2
=
4ǫαβλνk
α
2 k1,τ
(2π)4
∫ 2π
0
dψ
∫ π
0
dφ
∫ π
0
dθ p
τpβ
p2
sin2θ sinφ
= 18π2 ǫαβνλk
α
1 k
β
2 .
(5.60)
The vector Ward identity is also anomalous.
As I said earlier the linear divergences essentially generate an ambiguity of the VVA amplitude, that the amplitude
depends on how one initially defines the loop momentum. We can show this explicitly. Imagine that instead of defining
the loop momentum as p in the initial diagram we defined it as p + a where a is some constant. For momentum
conservation at each of the vertices this will mean that a is some linear combination of k1 and k2. The amplitude for
T˜µνλ (k1, k2, q) is now,
T˜µνλ (k1, k2, q) = i
∫ d4p
(2π)
4Tr
[
1
6p+ 6a−mγλγ
5 1
6p+ 6a−6q−mγν
1
6p+ 6a−6k1−mγµ
+ 16p+ 6a−mγλγ
5 1
6p+ 6a−6q−mγµ
1
6p+ 6a−6k2−mγν
]
. (5.61)
Previously the amplitude was,
Tµνλ (k1, k2, q) = i
∫ d4p
(2π)
4Tr
[
1
6p−mγλγ
5 1
6p−6q−mγν
1
6p−6k1−mγµ
+ 16p−mγλγ
5 1
6p−6q−mγµ
1
6p−6k2−mγν
]
. (5.62)
If I can simply shift the loop momentum by the constant a, p → p + a in the original amplitude then there is clearly
no difference in the two amplitudes. We know that this is not the case as shifts of the variable of integration in greater
than logarithmically divergent integrals are not trivial. Defining,
∆µνλ (p) = Tr
[
1
6p−mγλγ
5 1
6p−6q−mγν
1
6p−6k1−mγµ
]
=
Tr[( 6p+m)γλγ5( 6p−6q+m)γν( 6p−6k1+m)γµ]
(p2−m2)((p−q)2−m2)((p−k1)2−m2)
(5.63)
using our surface integral technology we can write,
T˜µνλ (k1, k2, q)− Tµνλ (k1, k2, q) = i(2π)4
∫
dSτaτ
(
∆µνλ (p) + derivatives of ∆µνλ (p) ...+
k1 ↔ k2
µ↔ ν
)
= i
(2π)4
∫ 2π
0 dψ
∫ π
0 dφ
∫ π
0 dθ sin
2θsinφ pτp2aτ (∆µνλ (p)+
derivatives of ∆µνλ (p) ...) +
k1 ↔ k2
µ↔ ν
(5.64)
looking at the trace the largest power of p possible in it is O (p3), we get another three powers of p from the surface
element pτp2. Our surface of integration is a sphere of infinite radius |p| = ∞. Taking the limit of p2 → ∞ in
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the denominator it becomes p6, consequently the integrand above is O (p0) and the higher derivative terms above are
O (p−1) and below. This being the case we need only concern ourselves with the first term in the Taylor expansion of
∆µνλ (p+ a)−∆µνλ (p),
T˜µνλ (k1, k2, q)− Tµνλ (k1, k2, q) = i
(2π)
4
∫ 2π
0
dψ
∫ π
0
dφ
∫ π
0
dθ sin2θsinφ pτp2aτ
(
∆µνλ (p) +
k1 ↔ k2
µ↔ ν
)
.
(5.65)
In addition, considering again the trace inside ∆µνλ (p) we need terms O
(
p3
)
to combine with pτp2 of the surface
term and hence counter the p6 denominator so as to have the integrand non zero at |p| = ∞. We can therefore save
ourselves several pages of trace algebra by only considering the O (p3) terms in the trace, for ∆µνλ (p) this means,
Tr
[
( 6 p+m) γλγ5 (6 p− 6 q +m) γν (6 p− 6 k1 +m) γµ
]→ Tr [ 6 pγλγ5 6 pγν 6 pγµ] (5.66)
The trace is complicated and requires the use of the gamma matrix identity γαγβγγ = gαβγγ + gβγγα − gαγγβ +
iǫµαβγγ
µγ5,
Tr
[
γ5 6 pγν 6 pγµ 6 pγλ
]
Use identity above.
= pµTr
[
γ5 6 pγν 6 pγλ
]
+ pλTr
[
γ5 6 pγν 6 pγµ
]
− gµλTr
[
γ5 6 pγν 6 p 6 p
]
+ iǫαµγλp
γTr
[
γ5 6 pγν 6 pγαγ5
]
γ5γ5 = I in last term.
= pµTr
[
γ5 6 pγν 6 pγλ
]
+ pλTr
[
γ5 6 pγν 6 pγµ
]
− gµλTr
[
γ5 6 pγν 6 p 6 p
]
+ iǫαµγλp
γTr [ 6 pγν 6 pγα]
Use standard traces.
= 4iǫανβλp
αpβpµ − 4iǫαβνµpαpβpλ
+ 4igµλǫαβνγp
αpβpγ − 4iǫαβµλpβpνpα
− 4iǫαβµλpβpνpα − 4iǫνµγλpγp2
ǫµναβp
αpβ type terms = 0
= −4iǫνµγλpγp2
(5.67)
⇒ i
(2π)4
∫ 2π
0 dψ
∫ π
0 dφ
∫ π
0 dθ sin
2θsinφ pτp2aτ∆µνλ (p)
= i
(2π)4
∫ 2π
0 dψ
∫ π
0 dφ
∫ π
0 dθ sin
2θsinφ pτp2aτ
−4iǫνµγλpγp2
p6
=
4aτ ǫνµγλ
(2π)4
∫ 2π
0 dψ
∫ π
0 dφ
∫ π
0 dθ sin
2θsinφ p
τpγ
p2
(5.68)
We previously evaluated this integral in calculating the rest terms for the axial Ward identity, it was 12π
2gτγ
⇒ T˜µνλ (k1, k2, q)− Tµνλ (k1, k2, q) = ǫνµγλa
γ
8π2
+
k1 ↔ k2
µ↔ ν (5.69)
Remember we said that to conserve momenta at the vertices aγ must be a linear combination of k1 and k2 (it is not
also a linear combination of q as q = k1+ k2 from simple momentum conservation), writing a = xk1+(x− y) k2 we
have,
⇒ T˜µνλ (k1, k2, q)− Tµνλ (k1, k2, q) = y
8π2
ǫµνλγ (k1 − k2)γ . (5.70)
does the same thing happen to the amplitude for the VVP diagram, how does it behave if the loop momentum is defined
differently? By analogy with the VVA diagram the corresponding (surface) integrand in the case of the VVP diagram
is the same as that of the VVA diagram but with the axial vector coupling γλγ5 replaced by the pseudoscalar coupling
γ5,
∆µν (p) =
Tr
[
(6 p+m) γ5 (6 p− 6 q +m) γν ( 6 p− 6 k1 +m) γµ
]
(p2 −m2)
(
(p− q)2 −m2
)(
(p− k1)2 −m2
) . (5.71)
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Just as in the case of the VVA diagram the surface integral will let us take the limit |p| → ∞ in the denominator making
it p6 and the integration measure will contribute pτp2 to the numerator so like the VVA case we need only consider
terms O(p3) in the trace. In other words the trace simplifies,
Tr
[
(6 p+m) γ5 (6 p− 6 q +m) γν (6 p− 6 k1 +m) γµ
]→ Tr [ 6 pγ5 6 pγν 6 pγµ] = Tr [odd number of γs] = 0. (5.72)
Crucially the same ambiguity is therefore not true of the VVP diagram it does not change under constant shifts of the
loop momentum p→ p+ constant, unlike the VVA diagram, the VVP amplitude is unambiguous.
Hence had we written down our VVA diagram with p + a where previously there had been just p we would have
had the extra term above dotted with the different 4-vectors appearing in our Ward identities! In the case of the axial
Ward identity we would have,
qλT˜µνλ (k1, k2, q) = q
λTµνλ (k1, k2, q) +
y
8π2 ǫµνλγq
λ (k1 − k2)γ
= qλTµνλ (k1, k2, q) +
y
8π2 ǫµνλγ
(
kλ2k
γ
1 − kλ1 kγ2
) . (5.73)
Recall we calculated for the axial Ward identity,
qλTµνλ (k1, k2, q) = 2mTµν (k1, k2, q)− 14π2 ǫαβµνkα1 kβ2
⇒ ⇒ qλT˜µνλ (k1, k2, q) = 2mTµν (k1, k2, q)− 14π2 ǫαβµν (1 + y) kα1 kβ2
. (5.74)
For the vector Ward identity we would have,
kµ1 T˜µνλ (k1, k2, q) = k
µ
1 Tµνλ (k1, k2, q) +
y
8π2 ǫµνλγk
µ
1 (k1 − k2)γ
= kµ1 Tµνλ (k1, k2, q)− y8π2 ǫµνλγkµ1 kγ2
. (5.75)
Again, in explicit calculation of the quantum vector Ward identity we found,
kµ1 Tµνλ (k1, k2, q) =
1
8π2
ǫαβνλk
α
1 k
β
2 . (5.76)
Substituting this in we find,
kµ1 T˜µνλ (k1, k2, q) =
1
8π2
ǫαβνλ (1− y) kα1 kβ2 . (5.77)
Hopefully it’s clear that the same result is found for the other vector Ward identity,
kν2 T˜µνλ (k1, k2, q) =
1
8π2
ǫαβµλ (1− y) kα1 kβ2 . (5.78)
Therefore by a judicious choice of loop momentum in the VVA diagram (remember nothing happens to the VVP
diagram under a constant shift of the loop momentum) we can recover the classical Ward identities for the axial vector
and vector currents. For y = −1 we regain the classical equation of motion for the the axial current (conservation
of the axial vector current when the loop fermions are massless) but the classical vector Ward identity is violated by
the quantum anomaly above. For y = 1 the opposite is true and for all other values of y both the classical axial
vector and vector current conservation equations contain extra quantum anomalies. It is a matter of convention in
doing perturbation theory that one defines the loop momenta of such ambiguous graphs such that the vector current is
conserved and the axial vector current contains the anomaly.
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5.3 Fujikawa’s Method for determining the Chiral Anomaly.
In the last lecture we saw that our naive chiral Ward identity did not survive quantization. This can be attributed to the
variance of the functional integration measure under local transformations of (only the fermion) fields giving an extra
contribution to the path integral under the transformation which we called the anomaly function. We will now attempt
an alternative calculation of the (Abelian) anomaly first following the method of K.Fujikawa [21–23], this is a delicate
calculation.
In our initial derivation of the axial vector Ward identity we found that our action of axial electrodynamics,
S =
∫
d4x − 1
4
FµνF
µν − 1
4
GµνG
µν + ψ¯
(
i 6 ∂ + q 6 V + g 6 Aγ5 −m)ψ +Ghosts+Gauge F ixing (5.79)
transformed under local UA (1) transformations ψ (x) → e+iqβ(x)γ5ψ (x), ψ¯ (x) → ψ¯ (x) e−iqβ(x)γ5 , of the fermion
fields as,
S → S +
∫
d4x gβ (x)
(
∂µj
µ
A − 2imψ¯γ5ψ
)
. (5.80)
We worried that the Jacobian of the path integral measure would not remain invariant under such redefinitions of
the fields and this is indeed the case. The essence of Fujikawa’s anomaly calculation is to properly work out the
change in the path integral measure under the transformations of the fields above. For reasons which will become
apparent Fujikawa’s anomaly calculation is only well defined in Euclidean space, we can transform the anomaly back
to Minkowski space at the end. To first get into Euclidean space we have to make a Wick rotation to Euclidean
space i.e. we rotate the upper index 0th component of all vectors as ia0 = a4 and replace gµν = −δµν . So in
Euclidean space we have the following identifications, ix0 = x4, iγ0 = γ4, ∂0 = i ∂∂x4 = i∂4, A0 = iA4. Hence
6 D = γµDµ = gµνγνDµ = −γµDµ = −γ1D1 − γ2D2 − γ3D3 − γ4D4. As γ4 = iγ0 in Euclidean space all gamma
matrices are anti-Hermitian (in Minkowski space only γ0 was Hermitian γ1, γ2 and γ3 were anti-Hermitian). The γ5
matrix is still Hermitian in Euclidean space though,
γ5 = iγ0γ1γ2γ3 = γ4γ1γ2γ3 = −γ1γ2γ3γ4 (5.81)
and we still have
{
γ5, γµ
}
= 0. Therefore in Euclidean space the Dirac operator above i 6 D = i 6 ∂+ 6 V + γ5 6 A is
Hermitian (see the end of section 1.3 for a discussion of the Hermiticity of the gauge fields).
The next thing to do is decompose the fermion fields into eigenstates of the full Dirac operator, i.e. eigenstates of
i 6 ∂ + q 6 V + g 6 Aγ5 −m which we will henceforth denote i 6 D.
i 6 Dφi (x) = λiφi (x)
φ†i (x) i 6 D = λiφ†i (x)
(5.82)
Seeing as i 6 D is a Hermitian operator the eigenvalues λi are real! For no background fields Vµ, Aµ these eigenstates
are the usual Dirac eigenfunctions of definite momentum pµ as 6 D = 6 ∂ and λ2i = p2 = m2. When the background
fields are non-zero but well behaved and fixed, the eigenfunctions above are still the eigenfunctions of i 6 D but only in
the asymptotic limit of large momentum, in which case we have p≫ V,A
⇒ i 6 Dφ (x) ∼ (i 6 ∂+ 6 V+ 6 Aγ5)Ψe−ip.x = (6 p+ q 6 V + g 6 Aγ5)Ψe−ip.x
≈ 6 pΨe−ip.x . (5.83)
This is an important point but it is more important to note that although we will be appealing to this limit later we will
at no point be assuming that we are in a plane wave basis, we are strictly dealing with the eigenfunctions of the full
Dirac operator including the gauge field(s) i 6 D. Note that in Euclidean space we can choose our Dirac matrices so that
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φ† = φ¯. These eigenfunctions are orthogonal and form a complete set just like in the case of the free Dirac equation,
ψ (x) = Σiaiφi (x)
ψ¯ (x) = Σiφ
†
i (x) b¯i
(5.84)
∫
d4x φ†i,α (x)φj,β (x) = δijδαβ
Σnφ
†
n,α (y)φn,β (x) = δ (x− y) δαβ
(5.85)
with ai and b¯j Grassmann variables
({ai, aj} = 0, {b¯i, b¯j} = 0, {ai, b¯j} = 0), α, β spinor indices and φn (x)
eigenfunctions (normal numbers). The fields are now completely specified by these two (Grassmann) variables,
consequently an integral over all possible field configurations ψ and ψ¯ is equivalent to an integral over all possible
combinations of values of ai and b¯i. This being the case we can now redefine the path integral measure of the fields as∫
Dψ¯Dψ →
∏
n
∫
dan
∏
m
∫
db¯m. (5.86)
So how do the Grassmann variables change under the axial transformation?
ψ (x)→ e+iβ(x)γ5ψ (x)
⇒ Σjajφj (x)→
(
1 + iβ (x) γ5
)
Σjajφj (x)
⇒ ∫ d4x φ†i (x) Σjajφj (x)→ ∫ d4x φ†i (x) Σj (1 + iβ (x) γ5) ajφj (x)
⇒ ai → Σj
(
δij +
∫
d4x iβ (x) 〈i|x〉γ5〈x|j〉)aj
⇒ ai → ai +Σj
(
i
∫
d4x β (x) 〈i|x〉γ5〈x|j〉)aj .
(5.87)
We will abbreviate the matrix
∫
d4x β (x) 〈i|x〉γ5〈x|j〉 by Mij so the change in ai is given by,
ai → (δij +Mij) aj (5.88)
where the repeated index implies a summation. Likewise we have
ψ¯ (x)→ ψ¯ (x) e+iβ(x)γ5
⇒ Σjφ†j (x) b¯j →
(
Σjφ
†
j (x) b¯j
) (
1 + iβ (x) γ5
)
⇒ ∫ d4x (Σjφ†j (x) b¯j)φi (x)→ ∫ d4x (Σjφ†j (x) b¯j (1 + iβ (x) γ5))φi (x)
⇒ b¯i → Σj
(
δij +
∫
d4x iβ (x) 〈j|x〉γ5〈x|i〉) b¯j
⇒ b¯i → b¯i + iΣj
(∫
d4x β (x) 〈j|x〉γ5〈x|i〉) b¯j .
(5.89)
So b¯i transforms as,
b¯i → (δij +Mji) b¯j (5.90)
a little different to ai. Hence the total path integral measure changes as,∏
n
∫
dan
∏
m
∫
db¯m →
∏
n
∫
d (Σj (δnj +Mnj) aj)
∏
m
∫
d
(
Σj (δmj +Mjm) b¯j
)
. (5.91)
We would like to simplify this so that the connection with the old measure is clearer i.e. we want the Jacobian whatever
that is. To do this it will be good to know a few basic things about integrating over Grassmann variables.
We shall now revisit our earlier discussion of Grassmann variables. Consider a function f (ai) of our Grassmann
variable ai, we can Taylor expand it, as with functions of regular numbers, but because ai is Grassmann aiai =
−aiai = 0 so all terms containing powers of ai greater than one vanish. Hence the Taylor expansion of any function
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of a single Grassmann variable ai terminates after two terms,
f (ai) = P + aiQ (5.92)
where P and Q are the coefficients of the expansion.
Integration over Grassmann variables is, at least mathematically, somewhat ambiguous, consider the double deriva-
tive of f (ai), ∂2aif (ai) = 0 for any function f , so in the world of Grassmann numbers there would appear to be no
inverse operation to left or right differentiation (for Grassmann variables differentiating from the left is different to
differentiating from the right as ∂αi anticommutes with Grassmann numbers). Instead of using the formal definition
of integration being the inverse operation of differentiation we make do with an alternative definition which makes the
best possible analogy with that of bosonic integration. It is convention in Physics to insist that Grassmann integration
is analogous to bosonic integration when shifting the variable of integration by a constant as this is something we often
find ourselves doing in Physics. We want to define our integration such that under ai → ai + ci with ci a constant
number, the integral of the function over all possible values of the Grassmann variable ai is unchanged:∫
dai f (ai) =
∫
d (ai + ci) f (ai + ci)
=
∫
dai f (ai + ci)
=
∫
dai P + (ai + ci)Q
=
∫
dai f (ai) +
∫
dai ciQ
(5.93)
To get the desired invariance under the shifts of variable above we must clearly have Grassmann integration such
that
∫
dai Qci = 0. To do this we define for integration of any Grassmann variable over the domain of all possible
Grassmann numbers, ∫
dai = 0∫
dai ai = 1.
(5.94)
The first of these definitions arises because we want
∫
dai ciQ = 0 for any function f (ai) and any shift ci. The
second definition is merely a matter of convention,
∫
dai ai is some number, it is convention to take it as one as
a matter of normalization. These are known as the Berezin Integration Rules. Another motivation for them is that
with these definitions the integration
∫
dai is equivalent to differentiating from the left (i.e. differentiation in the usual
sense). Recall we are interested in the Jacobian involved in the transformation of a multiple integration over Grassmann
variables. With the definitions above we have, for ci a real bosonic number,∫
d (ciai) ciai = ∂∂(ciai) (ciai)
= ∂
∂ai
ai
=
∫
dai ai
(5.95)
⇒ d (ciai) = 1
ci
dai (5.96)
the Jacobian is the inverse of what it normally is! This persists to multiple integrals over Grassmann variables. Note
that the ordering of integration of Grassmann variables is important, defining integration of Grassmann variables the
same as differentiation means that the integrals anticommute like the derivatives. This being the case we can get some
useful expressions for our products of integrals, for instance we can rewrite,
∏
n
∫
dan = Σi1Σi2 ...ΣiN
1
N !
ǫi1i2...iN
∫
dai1
∫
dai2 ...
∫
daiN (5.97)
where the which are all the same up to a minus sign, which the ǫi1i2...iN tensor takes care of. This gives N ! terms
which are all the same as
∏
n
∫
dan taking into account the anticommuting property and the whole lot gets divided by
N ! giving the equivalence with
∏
n
∫
dan.
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In our case we have,∏
n
∫
dan
= Σi1 ...ΣiN
1
N ! ǫ
i1...iN
∫
dai1 ...
∫
daiN
→ Σi1 ...ΣiN 1N ! ǫi1...iN
∫
d (Σj1 (δi1j1 +Mi1j1) aj1) ...
∫
d (Σj2 (δiN jN +MiN jN ) ajN )
= Σi1 ...ΣiNΣj1 ...ΣjN
1
N !ǫ
i1...iN (δi1j1 +Mi1j1)
−1
... (δiN jN +MiN jN )
−1 ∫ daj1 ... ∫ dajN ,
(5.98)
where in the last line we have taken the summation signs outside the integration measures they were in and used
the rule for Grassmann integration (described above) ∫ d (ca) = 1
c
∫
da. Because the integrals
∫
daj1 ...
∫
dajN all
anticommute with each other we can make the replacement,
∫
daj1 ...
∫
dajN = ǫj1...jN
(∏
n
∫
dan
)
(5.99)
hence,∏
n
∫
dan → Σi1 ...ΣiNΣj1 ...ΣjN 1N ! ǫi1...iN (δi1j1 +Mi1j1)
−1
... (δiN jN +MiN jN )
−1
ǫj1...jN
(∏
n
∫
dan
)
=
(∏
n
∫
dan
)
Σi1 ...ΣiNΣj1 ...ΣjN
1
N ! ǫ
j1...jN ǫi1...iN (δi1j1 +Mi1j1)
−1
... (δiN jN +MiN jN )
−1 .
(5.100)
Hopefully it is clear that the analysis for
∏
n
∫
db¯n is exactly the same with the replacements a → b¯ and Mij → Mji
or equivalently M →MT everywhere. We can also use the fact that the determinant of an N ×N matrix Tij is
Det (Tij) =
1
N !
Σα1 ...ΣαNΣβ1 ...ΣβN ǫ
α1...αN ǫβ1...βNTα1β1 ...TαNβN . (5.101)
Recall that β (x) is infinitesimal (we are working with an infinitesimal chiral transformation) Mii ≪ δii so we can
expand (δii +Mii)−1 ≈ δii −Mii. Using this definition in the working above we finally have,∏
n
∫
dan → Det
(
M˜ij
)∏
n
∫
dan∏
n
∫
db¯n → Det
(
M˜ji
)∏
n
∫
db¯n
(5.102)
where
M˜ij ≈
{
δii −Mii i = j
1
Mij
i 6= j .
We can write this determinant using the identity ln Det
(
M˜ij
)
= ln Tr
[
M˜ij
]
which is true for any matrix which can
be diagonalized by transformations of the form UMU−1. Given β (x) is small (we are considering an infinitesimal
chiral transformation) so for i = j,
ln
[
δij − i
∫
d4x β (x) 〈i|x〉γ5〈x|j〉
]
≈ −i
∫
d4x β (x) 〈i|x〉γ5〈x|j〉 ∀ i = j. (5.103)
As we are interested in the trace of the above we need not concern ourselves with the case i 6= j.
⇒ Det
(
M˜ij
)
= exp − Tr [i ∫ d4x β (x) 〈i|x〉γ5〈x|j〉 ]
= exp − iΣn
∫
d4x β (x) 〈n|x〉γ5〈x|n〉 .
(5.104)
Clearly we get exactly the same for
∏
n
∫
db¯n. So the total transformation of the measure is,
∏
n
∫
dan
∫
db¯n →
(
exp − 2iΣn
∫
d4x β (x) 〈n|x〉γ5〈x|n〉
)∏
n
∫
dan
∫
db¯n. (5.105)
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If we show the Dirac indices (ρ, σ) in the exponent we have,
⇒ Det (δij − i ∫ d4x β (x) 〈j|x〉γ5〈x|i〉)× i↔ j = exp − 2iΣn ∫ d4x β (x)φ†n,ρ (x) γ5ρσφn,σ (x)
= exp − 2i ∫ d4x β (x) γ5ρσ (Σnφ†n,ρ (x)φn,σ (x))
Use completeness : Σnφ†n,α (x)φn,β (y) = δαβδ (x− y)
= exp − 2i ∫ d4x β (x) (Tr [γ5] .δ (0))
(5.106)
The sum in the integrand is badly defined, Tr
[
γ5
]
= 0, δ (0) = ∞ and we need to regulate it. There are various
methods of regularization open to us at this point, the crucial point is that they will all give us the same anomaly. We
will follow Fujikawa’s regularization which was to insert a Gaussian cut-off into the sum so as to damp the contributions
from the large eigenvalues. For a detailed discussion of all other regularization methods the reader is referred to [4].
Σnφ
†
n (x) γ
5φn (x) = limM→∞Σnφ†n (x) γ5 exp
[
− λ
2
n
M2
]
φn (x) (5.107)
with λn the eigenvalues of the Dirac operator i 6 D,
= limM→∞Σn
〈
n
∣∣∣∣γ5 exp [ 6 D2M2
]∣∣∣∣n〉. (5.108)
This regularization is UV (1) and UA (1) gauge invariant (this is easy to see if one considers the first form of the
regulator i.e. the regulator in terms of eigenvalues instead of 6 D).
Now consider an eigenstate of i 6 D |i〉 with eigenvalue λi this means that another of the eigenstates
∣∣˜i〉 = γ5 |i〉
has the opposite eigenvalue:
i 6 D
∣∣˜i〉 = i 6 Dγ5 |i〉
= −γ5i 6 D |i〉
= −λi |i〉
. (5.109)
Consequently the element of the sum vanishes as all the eigenstates in the complete set with different eigenvalues are
orthogonal. 〈
n
∣∣∣∣γ5 exp [ 6 D2M2
]∣∣∣∣n〉 = exp [− λ2nM2
]
〈n˜|n〉 = 0 (5.110)
The only exception occurs when the eigenvalue of the state in question is zero in which case the eigenstates need not
be orthogonal. These so-called zero modes i 6 D |i, 0〉 = 0 provide the sole contribution to the sum〈
n, 0
∣∣∣∣γ5 exp [ 6 D2M2
]∣∣∣∣n, 0〉 = exp [ 02M2
]
〈n, 0|γ〉5 n, 0 = 〈n, 0 ∣∣γ5∣∣n, 0〉 (5.111)
and hence the anomaly. We can classify the zero modes according to their chirality
γ5 |n+, 0〉 = + |n+, 0〉
γ5 |n−, 0〉 = − |n−, 0〉 .
(5.112)
Therefore our sum over all states is equal to,
limM→∞Σn
〈
n
∣∣∣γ5 exp [ 6D2M2 ]∣∣∣n〉 = Σn 〈n+, 0 ∣∣γ5∣∣n+, 0〉+ 〈n−, 0 ∣∣γ5∣∣n−, 0〉
= N+ −N−
(5.113)
where N+ and N− are the number of positive and negative chirality zero modes respectively. The above is a statement
of a topological theorem known as the the Atiyah-Singer index theorem [5]. The Atiyah-Singer index theorem relates
the index of the Dirac operator to the topological charge q = N+−N−, this also goes under the name Pontryagin index.
In the case of an SU (2) gauge theory it is the instanton number and for U (1) gauge theory in three dimensions it is
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known as the (magnetic) monopole charge. For those more familiar with topological jargon the anomaly / topological
charge is the winding number of the map of the surface at the boundary of space to the gauge group of the theory
in question. Consequently for trivial homotopy groups πn (G) = 0 we have no anomaly. For a detailed topological
analysis of the anomaly the reader is encouraged to read more in [4].
Note that these zero modes live in a subspace of the Hilbert space where effectively
[
i 6 D, γ5] = 0. On the other
hand all the non-zero modes in the rest of Hilbert space are not invariant under chiral transformations recall that γ5 |n〉
and |n〉 have opposite eigenvalues of 6 D so for the space of non-zero modes [i 6 D, γ5] = 2i 6 Dγ5. It is the case that in
our basis of eigenstates of the full Dirac operator i 6 D, the chiral asymmetry (anomaly) is contained in the sub-space of
zero modes. If we change to a different basis by some unitary transformation the chiral asymmetry (anomaly) will move
into the other space of non-zero modes. We can show this for plane waves, let’s Fourier transform our eigenfunctions
so we are in a plane wave basis,
φn (x) =
∫ d4k
(2π)
2 e
ik.xφ˜n (k) (5.114)
Σnφ
†
n (x) γ
5φn (x) = limM→∞Σnφ†n (x) γ5 exp
[
6D2
M2
]
φn (x)
= limM→∞
∫ d4k1
(2π)2
d4k2
(2π)2
Σnφ˜
†
n (k1) e
−ik2.xγ5 exp
[
6D2
M2
]
φ˜n (k2) e
ik1.x
= limM→∞
∫ d4k1
(2π)2
d4k2
(2π)2
Tr
[
e−ik2.xγ5 exp
[
6D2
M2
]
eik1.x
]
δ (k1 − k2) .
(5.115)
Where in the last line we have used the completeness of φ˜n , performed the sum and used the cyclic property of the
trace in the same way as we did on the last page where we showed the Jacobian was ill-defined and needed to be
regulated. We can rewrite the exponent using some Dirac matrix gymnastics as,
6 D2 = γµγνDµDν
= 12 {γµ, γν}DµDν + 12 [γµ, γν]DµDν
= DµDµ +
1
4 [γ
µ, γν ]DµDν − 14 [γµ, γν ]DνDµ
= DµDµ +
1
4 [γ
µ, γν ] [Dµ, Dν ]
= DµDµ +
1
4 [γ
µ, γν ]Fµν .
(5.116)
Where we have used the result from 1.3 for the field strength tensor Fµν = [Dµ, Dν ]. We can also integrate over k2
which sets k1 = k2 on account of the delta function that we picked up from the completeness relation.
Σnφ
†
n (x) γ
5φn (x) = limM→∞
∫ d4k1
(2π)4
Tr
[
e−ik1.xγ5 exp
[
DµDµ
M2
+
1
4 [γ
µ, γν ]Fµν
M2
]
eik1.x
]
(5.117)
The next thing to do is move the factor of eik1.x through to meet the other one which gives a delta function of k1 and
k2. This is easy but we need to look out for the differential operator in DµDµ acting on the eik1.x factor. In the limit
M →∞ we can
e−ik1.xγ5 exp
[
DµDµ
M2
]
eik1.x = γ5e−ik1.x
(
1 +
DµDµ
M2
+
1
2
(
DµDµ
M2
)2
...
)
eik1.x. (5.118)
It is now necessary to simplify the DµDµ term, all the while we have to consider that this is an operator equation, i.e.
that DµDµ is acting on something else on the left besides eik1.x.
e−ik1.xDµDµeik1.x = e−ik1.x (i∂µ +Aµ) (i∂µ +Aµ) eik1.x
= e−ik1.x (i∂µ +Aµ)
(−eik1.xkµ1 + eik1.xi∂µ + eik1.xAµ)
= e−ik1.x (i∂µ +Aµ) eik1.x (−kµ1 + i∂µ +Aµ)
(5.119)
Now we move eik1.x left through the next Dµ, this has the same effect as above and in addition the two exponentials
5.3. Fujikawa’s Method for determining the Chiral Anomaly. 80
cancel,
⇒ e−ik1.xDµDµeik1.x = (−k1µ + i∂µ +Aµ) (ikµ1 + ∂µ +Aµ)
= (Dµ − k1µ) (Dµ − kµ1 ) .
(5.120)
Repeating this for the following terms in the series e−ik1.x 12
(
DµD
µ
M2
)2
eik1.x gives a completely analogous result i.e.
simply replace D → D − k1 and remove the exponentials. This being the case we have,
Σnφ
†
n (x) γ
5φn (x) = limM→∞
∫ d4k1
(2π)4
Tr
[
γ5 exp
[
(Dµ−kµ1 )(Dµ−k1µ)
M2
+
1
4 [γ
µ,γν ]Fµν
M2
]]
= limM→∞
∫ d4k1
(2π)4
e
+k
µ
1
k1µ
M2 Tr
[
γ5 exp
[
− 2kµDµ
M2
+
DµD
µ
M2
+
1
4 [γ
µ,γν ]Fµν
M2
]]
= limM→∞
∫ d4k1
(2π)4
M4e+k
µ
1 k1µTr
[
γ5 exp
[
− 2kµDµ
M
+
DµD
µ
M2
+
γµγνFµν
2M2
]]
,
(5.121)
where in the last step we simply rescaled the momentum integral as k1 → Mk1 and used the fact that Fµν is µ ↔ ν
symmetric.
In Taylor expanding the exponential the first term that will be non-zero is the one quadratic in Fµν . This is
because of the γ5 in the trace (the trace was over the eigenfunctions of 6 D in position space (i.e. x) but also naturally
over the Dirac indices). The first non vanishing trace including a γ5 is the trace of γ5 with four other γ matrices,
Tr
[
γ5γµγνγαγβ
]
= −4ǫµναβ (in Euclidean space). The first term in the expansion to have this property which is
least suppressed by powers of M is clearly,
1
2
(
γµγνFµν
2M2
)2
. (5.122)
This is also the only non vanishing term in theM →∞, it is the only such term with four powers ofM in the numerator
and the denominator (we picked up a factor M4 on rescaling the momentum), all other terms with non-vanishing traces
will have at least one power of M in the denominator and so vanish as M →∞. Therefore,
Σnφ
†
n (x) γ
5φn (x) = limM→∞
∫ d4k1
(2π)4
M4e+k
µ
1 k1µTr
[
γ5 12!
(
γµγνFµν
2M2
)2]
=
∫ d4k1
(2π)4
e+k
µ
1 k1µTr
[
γ5 18 (γ
µγνFµν)
2
]
=
∫ d4k1
(2π)4
e+k
µ
1 k1µ −1
2 ǫ
µναβFµνFαβ
(5.123)
(the minus sign appears from the trace over Dirac indices in Euclidean space Tr [γ5γµγνγαγβ] = −4ǫµναβ). Now we
recall that in going from Minkowski space to Euclidean space we have kµ1 k1µ = −k1µk1µ where the k1µk1µ vectors
are Euclidean. We can therefore perform the integral over k1 (Fµν does not depend on k1) as it is now just a product
for four regular Gaussian integrals (one for each dimension).∫
d4k1 e−k1µk1µ = π2 (5.124)
⇒ Σn
〈
n
∣∣γ5∣∣n〉 = − 1
32π2
ǫµναβFµνFαβ (5.125)
Going back a few pages we found that the path integral measure changed as,
∏
n
∫
dan
∫
db¯n →
(
exp − 2iΣn
∫
d4x β (x) 〈n|x〉γ5〈x|n〉
)∏
n
∫
dan
∫
db¯n (5.126)
substituting in the result above we have,
∏
n
∫
dan
∫
db¯n →
(
exp i16π2
∫
d4x β (x) ǫµναβFµνFαβ
)∏
n
∫
dan
∫
db¯n
=
(
exp − ∫ d4x β (x)A [Aµ])∏n ∫ dan ∫ db¯n (5.127)
5.3. Fujikawa’s Method for determining the Chiral Anomaly. 81
where,
A [Aµ] = −i
16π2
ǫµναβFµνFαβ (5.128)
is the so-called singlet / axial / chiral anomaly. To get the anomaly in Minkowski space we need to make one change
which is that taking the trace of the γ matrices above in Minkowski space gives −4iǫµναβFµνFαβ , which means it is
different by a factor −i,
A [Aµ] = 1
16π2
ǫµναβFµνFαβ . (5.129)
So in performing the usual transformation of variables technique to derive the axial current conservation equation we
have the same terms as before but now we also have the anomaly term,
⇒ 〈∂µjµA〉 = 2im
〈
ψ¯γ5ψ
〉
+ 〈A [Aµ]〉. (5.130)
It turns out that this expression is the same as that which we calculated in perturbation theory from the triangle diagrams,
to do this you consider the field strength tensor Fµν associated with the two photons in the triangle diagram with
momenta k1, k2 and polarization vectors ǫ1 and ǫ2. This is one of a long list of peculiarities of the anomaly, that the
lowest order calculation of the anomaly (i.e. with the triangle diagrams) receives no higher order corrections, it agrees
with the non-perturbative calculation in this section.
To finish off we list briefly some of the broader issues and spin offs associated with this calculation, unfortunately
time and space does not permit more detail.
The first thing is related to an old problem associated with the electromagnetic decay of the pion π0 → γγ, this
decay is a triangle diagram of the form calculated in the previous section. Pions are pseudoscalar particles and in the
limit of soft interactions (q ≈ 0) we can effectively consider them as a point like particle with a pseudoscalar coupling
(i.e. only a γ5 at the vertex) thus their decay basically looks like the VVP diagram in section 5.2. However the naive
Ward identity we derived between the VVA and VVP diagrams told us that,
qλTµνλ (k1, k2, q) = 2mTµν (k1, k2, q) (5.131)
i.e. that the amplitude of the VVP diagram is effectively zero in the limit q → 0, or equivalently, the π0 doesn’t decay!
This was called the Sutherland-Veltman Paradox. It is one of the great successes of the discovery of the anomaly that
the π0 lifetime agrees very well with experiment when one takes into account the anomaly in the triangle diagrams of
low energy effective theory of the π0. Such a calculation of the π0 lifetime can be found in [3].
Anomalies are more well known these days for their role in constraining physical theories. The constraints arise
because innocuous as it may seem the fact that anomalies violate our classical Ward identities is another way of
saying that the gauge invariance associated with the anomaly does not exist at the quantum level. The existence of the
quantum Ward identities is crucial to the renormalizability of a theory, we saw how they killed off the nasty quadratic
divergences in QED for example. It also enabled us to derive relations between divergent diagrams which in turn
gave a cancellation of those divergences (perhaps a better way of saying this is that it gave us relations between the
renormalization coefficients). The fact that these identities are not true ruins the Ward identities and so we lose the
ability to have such cancellations, this was very clear in the case of trying to do perturbation theory with the VVA
diagram which showed an ambiguous amplitude, the naive Ward identity between the VVA and VVP diagrams was
untrue. It is also the case that anomalies give more nonsense in so far as the S-Matrix acquires a gauge dependence,
see [9]. A sensible unambiguous (and renormalizable) theory is necessarily anomaly free, this is the aforementioned
constraint which aids model building. Had we considered a non-Abelian gauge theory in the treatment of the last two
sections we would have had various factors involving the gauge group generators appearing, around the vertices of the
triangle diagrams in 5.2 and in the transformations of the fermion fields in 5.3. The modification to the calculations
is trivial and the calculations proceed as they do in 5.2 and 5.3 (but with more mess). The upshot is that the anomaly
5.3. Fujikawa’s Method for determining the Chiral Anomaly. 82
contains a factor proportional to the gauge group generators,
Aabc = tr
[
ta
{
tbtc + tctb
}] (5.132)
where the trace is over the indices of the internal symmetry space. Substituting in the generators of Electroweak theory
the anomaly from the VVA diagrams can yield a term such that,
tr
[
ta
{
tbtc + tctb
}]
= tr
[
ta
{
tbY + Y tb
}] ∝ δabtr Q. (5.133)
Thus anomaly cancellation in the Standard Model requires that the sum of the electric charges of all the fermions
should vanish3.
3Remember a colour factor NC = 3 when adding up the quarks charges.
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