Abstract. The 50 kton INO-ICAL is a proposed underground high energy physics experiment at Theni, India (9 • 57 N , 77 • 16 E) to study the neutrino oscillation parameters using atmospheric neutrinos. The Resistive Plate Chamber (RPC) has been chosen as the active detector element for the ICAL detector. An experimental setup consisting of 12 layers of glass RPCs of size 2 m × 2 m has been built at IICHEP, Madurai to study the long term stability and performance of RPCs which are produced on a large scale in Indian industry. In this paper, the studies on the performance of RPCs are presented along with the angular distribution of muons at Madurai (9 • 56 N, 78 • 00 E and Altitude ≈ 160 m from sea level).
Section 2 describes the experimental setup followed by the preliminary analysis of data has been described in Section 3. The MC simulation framework using GEANT4 toolkit is explained in Section 4. The techniques used to estimate the muon flux is presented in Section 5. The systematic uncertainties in the measurement and the results are discussed in Section 6 and 7 respectively. The comparison of the present results with the previous measurements at different geomagnetic cut off is also shown in Section 7. In Section 8, the major results of current study are summarized and future prospects are discussed.
2 The 2m x 2m Detector Setup The detector stack(shown in figure 1a ) used in this study consists of 12 layers of glass RPCs of size 2 m × 2 m 1 with a gap of 16 cm between two layers. An RPC is a parallel plate chamber made up of two glass electrodes of thickness 3 mm with a gap of 2 mm between them. The outer sides of the chamber are coated with a thin layer of graphite. Each RPC is readout by two orthogonal pickup panels, made up of copper, one on either side of the chamber labelled as X-and Y-planes. The Xand Y-plane pickup panels are divide into 60 and 63 strips respectively with the strip width of 2.8 cm and interstrip gap of 0.2 cm. The RPCs are operated in avalanche mode with a non-flammable gas mixture of R134a (95.5 %), iso-butane (4.3 %) and SF 6 (0.2 %), which will be continuously flown through the gas gap. A differential high voltage of ± 5 kV is applied for the operation of RPC.
The flow of signals from the RPCs to the back-end is shown in figure 1b . The detailed description of signal processing and Data Acquisition system (DAQ) can be found in [3] . Due to shortage of electronics, only the top three layers (9, 10 and 11) and the bottom four layers (0, 1, 2 and 3) are fully instrumented, while the remaining layers have electronics only for 32 strips on both the X-and Y-planes. The data from layer 4 is not used in this study because of its different data format. Timing signals from all the strips from both electronic readout planes of an RPC are ORed to make a 1-fold time signal for each readout plane of a layer. These layer-wise 1-fold time signals from X-and Yplanes, are recorded separately, by the TDC (V1190B-CAEN, 100 ps LSB). Usually, a coincidence of these 1-fold time signals from 4 out of 12 layers is used for triggering. But in the current study only X-plane time signals are used to generate the cosmic muon trigger. Here, layers 1, 2, 9 and 10 are used in the trigger criteria in order to obtain larger trajectory and better directionality. In this study, approximately fourteen million events are used with an average trigger rate of 60 Hz. Assuming the energy loss of 1 GeV/c muons is ∼ 2 MeV per g cm −2 , the minimum momentum cut off in the vertical direction is about 110 MeV.
Analysis of Experimental data
An event data typically consists of hit pattern of strips (one logic bit per strip) from X-and Y-planes as well as one timing information per plane. This study is based on the trigger criteria, where at least one strip in the X-plane of 1st, 2nd, 9th and 10th RPC layers have simultaneous hits within 100 ns time window. Strip-hit (signal in a strip is more than the discriminator threshold, V th = -20 mV) information is used for the muon flux measurement. The noise rates of the strips are also used to identify any noisy strips for the entire analysis. The average strip multiplicity for the hits due to muon trajectory is about 1.5 strips per layer. In figure 2 (a) shows typical strip multiplicities for Xand Y-planes. It is evident from the figure that a major fraction of events have strip multiplicities one or two. The events with strip multiplicities beyond three are due to streamers in the RPCs and correlated electronic noise, where as zero multiplicity is observed due to inefficiency in an RPC. During the study, it was also observed that, in a layer for events with strip multiplicity more than three, the position resolution is of the order of the strip width (3 cm), which is due to poor localisation of signal. For the layers with multiplicity one or two, the observed position resolution was ∼ 6 mm. Hence, in the present study, the events with at most three consecutive strip hits are considered for analysis. Using this selection criteria, a noisy layer can be removed without discarding the entire event. The accepted hit positions in all layers are fitted with a straight line in both XZ and YZ planes independently using the equation,
where x or y is the hit position (average strip position) from the X-or Y-plane respectively for Z-th layer,'a' is the slope and 'b'is the intercept. Using these four parameters, the exact position of the muon trajectory in all the RPC layers can be computed. This is performed only when there are at least seven layers with selected hit position in both the X-and Y-planes for this fit and χ 2 /ndf of the fit is less than 8. Using the muon data, the physical shifts in the detector position in the X-and Y-planes are corrected by an iterative method. In this method one of the layer is removed in the fitting procedure and the muon trajectory is extrapolated in that layer from the fitted parameters. The offset is estimated by comparing the measured hit position and extrapolated position in that layer. This method is repeated for all the layers. After a few iterations, an overall chamber alignment accuracy of better than 0.2 mm can be acheived. A detailed explaination about the selection criteria as well as the alignment correction procedure can be found in [4] . Using a similar iterative procedure, multiplicities, X-and Y-residues, uncorrelated and correlated inefficiencies and trigger efficiencies for the all the layers are also calculated.
The hit inefficiencies and trigger efficiencies are calculated for each 3 cm × 3 cm pixel, in order to match with strip width. The algorithm to calculate the pixel wise hit inefficiencies and trigger efficiencies is as follows,
• The extrapolation error ( ) on the hit points in a layer is estimated. The deviation (δ) of a fit point from the mid point of a strip is also calculated.
• The trajectories, where |δ| + is within a strip pitch, are only considered.
• Correlated inefficiencies are estimated using the fraction of events, when a fitted muon has passed through a pixel, but there is no hit in that position in both the X-and Y-plane of the detector within 3 cm of the extrapolated point. The pixel wise correlated inefficiencies for layer 3 are shown in figure 2(b).
• The uncorrelated inefficiencies on X-plane are calculated when the X-plane does not have any hit, but the Y-plane has a hit. So in this case, no hits within 3 cm of extrapolated point in X-plane but ∆Y (Y-residue) will be less than one strip pitch. Similarly, the uncorrelated inefficiencies on the Y-plane are also calculated. The uncorrelated inefficiencies for the X-and Y-plane in layer 3 are shown in figure 2(c) and 2(d) respectively .
• Trigger efficiency is calculated if there is any hit in the layer when a muon has passed through it. A typical trigger efficiency observed in the RPC is shown in figure 2 (e).
• The trigger efficiencies of the top six layers are estimated using events triggered by layers 0, 1, 2 and 3. Similarly, the trigger efficiencies of the bottom six layers are estimated using events triggered by layers 9, 10 and 11.
Monte-Carlo event generation
The GEANT4 [5] toolkit was used to develop Monte Carlo simulation which incorporated the interaction of muons with the detector medium. The 12 layer RPC stack along with the detector hall was included in the GEANT4 detector geometry to include all the different materials through which a cosmic muon has to traverse. The CORSIKA [6] software was used to generate the energy spectrum of cosmic muons. In the GEANT4 simulation, the muons are generated above the ceiling of the building with a momentum threshold of 0.11 GeV/c. The various detector parameters like uncorrelated and correlated inefficiencies, trigger efficiencies, strip multiplicity and layer residuals were incorporated during the digitisation process of simulation. The steps followed in the MC event generation are, 1. A random position (x,y) is generated in the top most trigger layer (i.e. layer 10). Similarly the zenith angle, θ is generated using cos 2 θ distribution in the range of 0 to 60 degree 2 . The azimuthal angle, φ is generated randomly from −π to π.
2. The generated muon is extrapolated to the bottom trigger layer to test the trigger condition. If the extrapolated position on the bottom trigger layer is inside the RPC detector then, the set of (x,y,θ,φ) are accepted 3 . The event generation vertex for GEANT4 is calculated for the set of (x,y,θ,φ) and given as input to GEANT4. The energy of the muon is generated from CORSIKA flux and is also given as the input.
3. The simulation of the passage of muons through the detector geometry is performed by the GEANT4. When the muon, passes through an RPC detector volume, the GEANT4 provides the (x,y,z) co-ordinate and the exact time stamp for that point. 6. The pixel wise correlated inefficiency map discussed in previous section is used to incorporate the correlated inefficiencies in the simulated event.
7. The position (hit position with respect to the strip center) dependent strip multiplicity, as shown in figure 2(f) is used to implement the multiplicity.
8. The uncorrelated inefficiencies for X and Y strips are incorporated independently based on strip multiplicity using the inefficiency map discuss in previous section.
9. The trigger efficiencies are incorporated only for the trigger layers (namely layers 1, 2, 9 and 10) in the X plane to accept an event.
10. In the experimental data, random noise hits due to electronics and multi-particle shower within the detector volume are also observed. These noise hits are also extracted from data and incorporated duing the digitization process.
The simulated events are analysed by the same procedure that is used for the experimental data. The comparison of χ 2 /ndf and number of layers hit by muons on both X-and Y-planes is shown in figure 3 . A good agreement between data and MC is observed.
5 Estimation of exponent (n) and vertical flux (I 0 )
Calculation of Exponent (n)
Statistically, the best fit value for the exponent (n) can be estimated using the experimentally observed θ distribution (N θ i Obs ) and the acceptance of muon in the θ i bin. The chi-square is defined as,
where, σ w i is the error on w(θ i ), P 0 is a normalisation constant, a free parameter and n is the exponent. The comparison of experimentally observed and fitted θ distribution for muons which has minimim 7 layers with the hits and the fit χ 2 /ndf < 8 is shown in figure 4 . The best fit value of exponent is found to be, n = 2.00 ± 0.04(stat) 
Calculation of Integrated Vertical Flux
The integral intensity of the vertical muons (I 0 ) can be estimated from the observed θ distribution which can be given as;
where, I data is the integral of the observed θ distribution, trig is the trigger efficiency, selec is the event selection efficiency in data, daq is the efficiency due to dead time in the data acquisition system, T tot is the total time taken to record the data(in seconds) including DAQ's dead time (4 ms/event) and ω is the accepted solid angle times the surface area, which is further defined as,
where, A is the surface area of the RPC on top triggered layer, N is the number of events accepted when the generated position on the top and bottom trigger layer are inside the detector, N is the Number of events generated on top trigger layer. The integral intensity of the vertical muons (I 0 ) with the same selection criteria is found to be, I 0 = (7.0069 ± 0.0018(stat)) × 10 −3 cm −2 s −1 sr −1
Systematic Uncertainty
Besides the statistical errors due to limited number of events in data and MC, there are sources of systematic uncertainties in these parameters (n and I 0 ). The change in the central value of n and I 0 due to uncertainties of different parameters listed below and corresponding change in I 0 and n along with the change in percentage with respect to default value are given in table 1.
1. In the calculations, a minimum of 7 layers in both X-and Y-plane fit are used as a trade off between the fitting quality and the total statistics. But, no attempt was made to arrive at an optimised value for the minimum number of layers. Thus, n and I 0 are calculated from the fitted events, which are having hits in a minimum of 6 layers.
2. Similarly, the n and I 0 are calculated from muons with hits in minimum of 8 layers.
3. Random noise is also simulated to reproduce MC hit pattern with data, but the matching was not perfect due to limited statistics in data. The effect due to possible incorrect modelling of noise was tested without including random noise hits in MC.
4. It was assumed that the efficiency and performance of the detector remains the same during whole data taking period. But, that may not be the case. To see the time dependent performance of detector, experimental data are divided according to time into two sets. The values of n and I 0 are calculated separately for the first and the second data sets.
5. As mentioned earlier, detector performance may not remain the same and may vary with time. Also, there are uncertainties in the estimation of efficiencies. Thus, independent data sets are used to obtain a different matrix of correlated and uncorrelated efficiencies. The efficiency map for L0, L1, L2, L3, L4 and L5 is replaced by a new efficiency map, which is calculated using the data collected with Hardware Trigger L9.L10.L11 (X-plane). The efficiency map for L6, L7, L8, L9, L10 and L11 is replaced by a new efficiency map, which is calculated with data collected using Hardware Trigger L0.L1.L1.L3 (X-plane).
6. A complete description of different detector materials is included in the GEANT4 geometry description. The effect of any mismatch of material description in the GEANT4 geometry, the thickness of concrete above the detector is increased by 20%, which certainly changes the muon flux spectrum at low energies.
7. To see the effect of multiple scattering, the density of the aluminium tray which holds the RPC is decreased by 10%. This also takes care of the uncertainty of modelling materials within the RPC gaps.
8. The muon flux spectrum shows a peak near 1.0 GeV, which is obtained from CORSIKA simulation. But an experimental data [16] predicts different energy spectrum, where peak is near 0.5 GeV and slope of the energy spectrum at high energies (dN/dE ∝ E −slope ) is 2.638 (in COR-SIKA, the slope is 2.624). The energy spectrum is changed in MC, where energy spectrum from [16] was used.
9. Similarly another energy spectrum from [17] was used, which has peak near 0.5 GeV and the slope at high energy is 2.78.
10. The trigger efficiency maps are calculated only when muon hits are present anywhere in a layer. Another map was built, where efficiency is calculated only when a hit is observed within 3cm of muon trajectory.
n-value The final results with the all systematic errors are, n = 2.00 ± 0.04(stat) ± 0.14(syst) and I 0 = (7.0069 ±0.0018(stat) ± 0.5261(syst)) ×10 −3 cm −2 s −1 sr −1 .
Comparison of results with other experiments
The angular spectra of cosmic muons are different for various locations on earth depending on its geomagnetic latitude, longitude and the altitude which have been extensively studied by various experiments [4, 8, [10] [11] [12] [13] [14] [15] . A comparison of the results in the current study with that of these various experiments is presented in table 2. The reults of [8, 10-12, 14, 15] suggest that the muon flux is expected to decrease with geomagnetic latitutde as moving nearer to the equator. This can also be inferred from the variation of geomagnetic cut off rigidities which are observed to be higher at places near the equator. The result from current study, agrees with this phenomenon. In comparison with reference [4] , the present result shows a lower value of n and higher value of I 0 . The n value from the current experiment is comparable with other results.
Conclusions
The angular distribution of cosmic ray muons was studied using the 2 m × 2 m RPC stack at IICHEP, Madurai. The various parameters to understand detector performance were recorded and incorporated in the MC simulation based on GEANT4. The integral exponent and integral intensity of vertical muons were estimated using the data and MC and found to be comparable with the other experimental
