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1. Introduction 
The maximum entropy model is based on a single a priori estimate. There are models where 
this a priori estimate is chosen as a linear combination of two observations instead of only one. 
Here we will consider the lag-entropy model and the simultaneous lag-entropy model, besides the 
simultaneous two-step entropy model. The maximum entropy model, the lag-entropy model and 
the simultaneous lag-entropy model can all be considered as special cases of the simultaneous 
two-step entropy model, which generally uses a nonlinear combination of several observations 
for the a priori estimate. 
The maximum entropy model or the minimum information model can be written 
mmG(P, 4) 
P 
subject to p 2 0 and other linear constraints in p. q 2 0 is an a priori estimate and 
G(P, d = i P/ log(p,/q,) - (pi - 4,). 
j=l 
G( p, q) is called the information measure or the negative entropy function. In the minimum 
information problem the sums CS=,pj and Cy=,qj are equal to one because they are sums of 
probabilities and hence usually omitted. Then the function is denoted by I(p, q) instead of 
G( p, q) e.g., see (5). Also in the maximum entropy model the sum Cy=,pj often is constant and 
the sum Cy=,qj always is, hence they are often omitted here too. 
The function G( p, q) has two nice properties besides the usual ones for entropy functions and 
that the sum C,l= lpj does not need to be equal to a constant (see also Fig. 1): 
(i) C(P, 4) 2 0, 
(ii) G(P, q)=Oop=q. 
Two properties are missing for G( p, q) to be a distance function, the symmetry (G( p, q) is not 
generally equal to G( p, q)) and the triangular inequality (it is possible that G( p, r) + G( r, q) < 
G(P> 4)). 
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Fig. 1. The negative entropy function. 
The maximum entropy model is based on that we know an observation q” which can be used 
as an a priori estimate and that we know some conditions which should be held for the forecast 
estimate. E.g., besides the a priori estimate q”, a feasible set Fp is given. This set is derived by the 
condition p 2 0 and other linear constraints in p (see Fig. 2). 
The solution pe is a point in Fp which is close to the point q’. For instance, if we apply the 
maximum entropy model to the estimation of migration flows, we can choose q” as the known 
migration for a certain period. The feasible set Fp consists of consistence and forecast constraints 
for the next period. The solution pe is the estimate for the new period. The minimum 
information principle states that pe is the most probable estimate for the new period if q” is the 
only available information except the feasable set Fp. 
We get another model, the lag-entropy model, if we use a linear combination of two 
observations (q” and qoo) instead of only one (q”) as an a priori estimate. The a priori estimate 
qz is written 
q= = q” + z(q” - qOO), 
where z is called the lag parameter and shall be chosen. 
If z = 1 we get a linear trend model. 
If z = 0 we get the usual maximum entropy model. 
If z = - 0.5 we get the average data model. 
The model is illustrated by Fig. 3. 
It should be noted that if the time between the observations q”” and q” differs from the time 
between the forecast estimate and the recent observation q” then it is possible to modify the lag 
parameter for that case. 
The experience of the lag-entropy model is that it is very difficult to decide what value the lag 
parameter z should be set to. 
Fig. 2. The maximum entropy model. 
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2. Simultaneous two-step models 
In simultaneous two-step models we compute the a priori estimate and the forecast estimate 
simultaneously instead of first computing the a priori estimate and then the forecast estimate as 
we do in e.g. the lag-maximum entropy model. This approach was first suggested by Plane [4] for 
the lag-maximum entropy model which then can be written 
~$G(P, dz)) 
subject to p >, 0 and other linear constraints. Here 
q(z) = q” + 44” - 4y lf>-0, q”“>O 
and if some CJ/( z) becomes negative it is set to zero. We also assume that the sums C~=i$ and 
C;+C&” are equal to one and that the condition C,“,,p, = 1 is included in the constraints. 
This model can be viewed as a special case of a more general model, the simultaneous two-step 
entropy model: 
~$G(P, dz)) + alpha * Gkdz), @) 
subject to p 2 0 and other linear constraints in p. Here q(z) is a function from lRk to 
{x: x 2 0, x E W”} and 4” 2 0. alpha is a non-negative constant. The entropy for both the 
forecast estimate and the a priori estimate are included in the objective, so another possible name 
of the model would be: the simultaneous entropy-entropy model. 
By assuming that all conditions in Plane’s model hold we can illustrate both models in one 
figure (Fig. 4). In this figure p” is the solution when only $’ is used and (qP, pP) and 
(q(z), p(z)) are the solutions of Plane’s model and the general model (where alpha > 0) 
respectively. All q’s lie on the line Fq and all p’s in the feasible region FP. If we look at the 
objective function for the general model we see that q(z) tends to 4“ if alpha tends to infinity, 
i.e., q(z) tends to q” in Fig. 4 when alpha tends to infinity. Hence we get the classical maximum 
entropy model in the limit. Plane’s model corresponds to alpha = 0. By fixing the value of z 
(then the second term in the objective will be a constant and can be removed) we get the 
lag-maximum entropy model. Again, we get the classical maximum entropy model if we set z 
equal to zero. 
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Fig. 3. The lag-entropy model. 
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Fig. 4. The simultaneous two-step entropy model. 
If we choose the function 
q(z) =f(z, q”, qoo, qooo, . . .>, 
where z is a real vector and q“, qoo, qooo, . . . are a sequence of observations, smooth enough the 
objective function will be a convex function in p and z. This will be discussed in Section 4. It is 
convenient to choose a function such that q(0) = q”. 
3. Some experience with the model 
The examples in this section are derived from a model of housing consumption for Stockholm, 
the capital of Sweden. The structure of the data for a specific year can be described in a table: 
I 4 4 d3 d, 4 I 
h, P1.1 P1,2 P1.3 P1,4 P1,5 P1* 
h2 P2,l P2.2 P2,3 P2,4 P2.5 P2* 
h3 P3,l P3,2 P3.3 P3,4 P3.5 P3* 
h4 P4.1 P4.2 P4,3 P4.4 P4,5 P4* 
h5 P5,l P5,2 P5.3 P5,4 P5,5 P5* 
P*1 P*2 P*3 P*4 P*5 P** 
In this table pi,j is the number of households of category hi living in dwellings of category d,. 
The categories are 
hi: i-person households, i = 1, 2, 3, 4, 
h,: households with 5 persons or more, 
d,: j-room dwellings, j = 1, 2, 3, 4, 
d,: dwellings with 5 rooms or more. 
We have also introduced the notations 
Pi* = 5 Pi,j, 
5 
i = 1, 2, 3,4, 5, P*j= C Pi,j, j= 1, 22 3, 4, 53 
j=l i=l 
and 
P** = ,& Pi* 
5 
or P** = C P*j* 
j=l 
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Now a table is wanted for the year T + 5. First we need an a priori flow estimate Q and this Q is 
a function of Q- and Q’. We will use the tables for the years T - 5 and T for Q”” and Q” 
respectively. As constraints we will use a forecast for the number of dwellings of different sizes 
(i.e. Pan, Pan, Pan, Pan and p*=,) and a forecast for the number of people living in households 
(i.e. pl* + 2p2, + 3p3, + 4p4, + 5.=~,,, by 5.xx we mean the average number of persons living 
in a h,-household). 
Further, we will compare data computed by the model with real data and then we introduce 
an average relative error function 
are(P; P) = : it)y * I5 It I Pi,j-Pi,jI 
i=l j=l 
where p is the real data and P is the computed data matrix. Another function which should be 
mentioned here, especially when the minimum information or the maximum entropy models are 
used, is the entropy error function 
ee(P; P) = _I p** - G(P, p>. 
However, here we will use the more common error function, are( P; p). Note that the error 
function is not included in the model. 
For qij( z) we have chosen a linear function 
qij(z)=max(q,O,+z.(qz-qPjO),O), i, j=1,2,3,4,5. 
(See Fig. 5.) 
In Table 1 the data used for the examples are given. In Fig. 6 we give the average relative error 
function and the value of the objective function for alpha = 0 and alpha = 0.5 when it is 
minimized over p subject to the constraints as a function of z. We use the observations for the 
year 1960 and 1965 as Q”” and Q”, respectively, to compute the forecast P for the year 1970. To 
compute the error we also use the observation p for the year 1970. Then we can illustrate the 
different models with Fig. 6. 
Fig. 5. Linear Q(z). 
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Table 1 
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Housing consumption for the years 1955 to 1980 
Year d, d, d, d, d, 
1955 h, 61236 9713 2536 
h, 42591 30586 10190 
h, 17948 25905 12202 
h, 6096 18240 12248 
hs 1170 6729 7817 
129041 91173 44993 
The number of people living in households: 750678 
1960 h, 66820 13482 3695 
h, 40454 31917 12889 
h, 14340 24346 14543 
h, 4856 16476 14387 
h, 1228 5875 8305 
127698 92096 53819 
The number of people hying in households: 776126 
1965 h, 72480 17381 5187 
Jr, 35655 32936 15483 
h, 10854 20655 16017 
h, 3811 12923 14414 
h, 1153 4773 8044 
123953 88668 59145 
The number of people living in households: 762722 
1970 h, 82180 29219 9205 
h, 26156 40974 23737 
h, 4341 16390 18419 
h, 943 7527 12989 
hs 218 1983 5296 
113838 96093 69646 
The number of people living in household: 724080 
1975 h, 85067 46686 15702 
h, 15380 39778 32239 
ha 1487 7790 16801 
h, 302 1990 8530 
h, 97 350 1889 
102333 96594 75161 
The number of people living in households: 639100 
1980 h, 81138 54252 
h, 13873 33088 
ha 1358 4914 
h, 350 1126 
h, 128 288 
96847 93668 
The number of people living in households: 624464 
21049 
35863 
14515 
6971 
1604 
80002 
879 606 74970 
3411 2607 89385 
3755 2770 62580 
4645 3244 44473 
4120 4480 24316 
16810 13707 295724 
1266 763 86026 
4103 2738 92101 
4745 2972 60946 
6265 4325 46309 
4837 5278 25523 
21216 16076 310905 
1759 1052 97859 
5042 3375 92491 
5529 3757 56812 
7005 5634 43787 
4839 5729 24538 
24174 19547 315487 
2773 1562 124939 
7607 4804 103278 
7266 5057 51473 
7566 7123 36148 
4213 5596 17306 
29425 24142 333144 
4064 2115 153634 
10613 6829 104839 
8129 6028 40235 
7546 7661 26029 
2913 4324 9573 
33265 26957 334310 
5188 3044 164671 
13092 9311 105227 
8163 6734 35684 
7538 8105 24090 
2598 3887 8505 
36579 31081 338177 
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Fig. 6. Illustration of different models. 
If z = 0 we get the maximum entropy model which give an error of 10%. If z = 1 we get the 
lag-entropy model with linear trend. This gives us an error of 4.5%. When alpha = 0 we get the 
simultaneous lag-entropy model. The minimum for the objective is attained for z = 2.2. This 
gives us an error of 7.5%. Finally, if alpha = 0.5 the minimum for the objective for the two-step 
entropy model is attained for z = 1.2. This gives an error of 4%. Again, we note that we can 
consider the other models as special cases of the simultaneous two-step entropy model. The best 
possible choice of z is z = 1.3 which gives an error of 3.9%, but this z is impossible to compute 
unless we know the real data for the forecast year. 
Let us study Fig. 7. If we look at the results for 4 different years we can see, if we compare to 
the maximum entropy model 
- the lag-entropy model with linear trend is clearly better for 1965 to 1975 but catastrophic for 
1980, 
_ the simultaneous lag-entropy model is better except for 1980, 
- the two-step entropy model is clearly better except for 1980. 
For 1980 it is only slightly worse than the entropy model. 
It is very natural to think of increasings and decreasing of the elements in the observations/ 
estimate in percents instead of in absolute values. Then we prefer a geometric function Q(Z) 
instead of a linear one (see Fig. 8): 
Figure 9 differs from Fig. 7 by the use of a geometric instead of a linear function for Q(Z). 
Looking at the results in Fig. 7 and Fig. 9 we see that sometimes the linear function Q(Z) gives 
the best result (1965 and 1970) and sometimes the geometric Q(Z) is better (1975 and 1980). 
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A 
1965 
0.6 1.2 1.8 2.4 
,z 
0.2 0.4 0.6 
Fig. 7. Q(z) is a linear function. 
However, we do not need to choose between them. By choosing 
4ij(z)=max((q~~'(qp,/q,~)"+Z,'(qi~-q,"Y,,0), i, j=1,2,3,4,5. 
we include both the linear approach (zr = 0) and the geometrical approach ( z2 = 0) in the same 
function. The solution algorithm for the model itself computes the best possible combination of 
the linear and the geometrical approaches. E.g., if we use this approach for the year 1965 we get 
I \ / \ I z 
-1 0 1 2 
Fig. 8. Geometric Q(Z). 
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A 
1965 
,z 
0.5 1.0 1.5 
t 1970 
15 
12 
9 
6 
3 
0.5 1.0 1.5 
8 
t 
1980 
p--T---T- cz 
0.6 1.2 1.8 2.4 0.2 0.4 0.6 
Fig. 9. Q(z) is a geometric function. 
an error of 2.5% for z = (0.5, 0.3) which is lower than any of the results when either the linear or 
the geometric approach is used. 
4. The mathematical behavior of the models 
The function G( p, 4’) is a convex function and hence it is not difficult to minimize G( p, 4’) 
subject to linear constraints in p. There are many algorithms for solving this maximum entropy 
problem. 
4 = 4(z), 
We will now examine the conditions-for-the function G( p, q) + alpha * G(q, q’), 
to be a convex function in p and z. Let 
n 
Then the 
G(P, d = c P, lw(p,/d - (P, - G)> 4 = dz)- 
Cl=1 
first and second derivatives of G with respect to p and z are 
GPZ=log(pi/qi), i=l, 2 ,..., n; 
i, j=l,2 ,..., n; 
i=l,2,...,k; 
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G __ldqi - 
PJ, qi ’ azj 7 i=l,2 ,..., n, j=l, 2,..., k; 
G = z,=, 
. a29, P" a90 Q” 
azi aZj +q,i’dz,‘dz,’ i, j= 1, 2,. .‘> k. 
If we introduce the notations 
Pl 0 
P2 
P= 
and 
S= 
we get 
1 3 where sij = 2 u=7 (: 
where r_ = - L aqi .- 
‘J qi azjy 
I-? 1 . a%, ” azi azj' 
GYP? cl)= ;_g _tTpR . i i 
We also need the second derivative of G(q, 4“) 
n 
G(q, 8) = c 4, - bdq,/d’) - (qv - 4% 
u=l 
dq 
G,, = 2 log: . -A, ; azi i=1,2 ,..., k, u=l 
d2q 
G,,=, = 2 log: . u 1 a9, aqu ; azi azj +q,'dz,'q' i, j=l,2 ,..., k. 
u=l 
Introducing 
Q= 
where 
’ 41 0 
92 
,O 4, 
\ 
(t,, ... hk 
> 
T= ; 
\t,, **’ tkk 
I 
we get 
G”(q, go) = 
0 
0 
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The Hessian for the whole objective G( q, q(z)) + alpha * G( q( z), 4“) is 
where 
M=S+alpha* T+alpha* RTQR. 
The objective function is convex if this Hessian H is positive definite. We can make a symmetric 
factorization of H 
H=(; pf)T(p;l ;)(:, ‘;). 
Then, because P -I is a positive diagonal matrix, it is enough to examine if the matrix M is 
positive definite. M can be split up in two parts; Ml = alpha * RTQR containing only first 
derivatives of q with respect to z and M2 = S + alpha * T containing only second derivatives of 
q with respect to z. In Plane’s model q(z) is a linear function of a one dimensional variable z 
and hence M2 = 0. Since alpha = 0 we have Ml = 0, i.e., M = 0 and M is only a positive 
semidefinite matrix. 
If alpha > 0 and q(z) is a linear function of a k-dimensional variable z then M2 = 0. If we 
also assume that the derivatives of q(z) with respect to zi, i = 1, 2,. . . , k, are linear dependent 
then the matrix R has full rank and Ml is positive definite because Q is a positive diagonal 
matrix. Hence the objective function is a convex function of ( p, z). 
For the general model it is possible to show a sort of local convex behavior of the objective 
function. Let alpha > 0. Then Ml is a positive definite matrix. Further, the matrices S and T 
consist of weighted sums of the Hessians of q,(z), u = 1, 2,. . . , II. If the function q(z) is smooth, 
then the Hessians of q,(z), u = 1, 2,. . . , n, do not have very large elements. Now, suppose that p 
is close to q. Then the coefficients for the Hessians of q,(z), (1 - p”/q,), u = 1, 2, _ . . , n, which 
are in the summation which gives the matrix S, are nearly zero. In the same way we have that the 
coefficients which are used in the sum to compute the matrix T, log( q,/&‘), u = 1, 2,. . . , n are 
very small if q are close to q”. Then the matrices S and T are nearly zero matrices and hence M2 
nearly is a zero matrix, i.e., M is a positive definite matrix. Thus we have shown that the Hessian 
H is positive definite if the function q(z) is smooth enough. How smooth the function q(z) need 
to be depends on how close q“, q and p are to each other. 
If the Hessian H is at least positive semidefinite, the function G( p, q) + alpha * G( q, 4’) is 
convex and then this function is essentially easier to minimize than if it was not convex. 
5. More about the simultaneous two-step entropy model 
We will first give a simple algorithm for the two-step entropy model in the case when we have 
a smooth function q(z). Looking at the model 
$$i~;eG(p, q(z)) + alpha * G(q(z), q“), 
we see that we are minimizing over p and z. We also note that the second term does not contain 
p but both contain z. That is, if we minimize over p we have an usual maximum entropy 
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problem to solve, the second term disappears. If we minimize over z, we have an unconstrained, 
often very small, problem to solve. For instance, in some real applications, z is a vector of 4 
variables but p contains 40000 variables. The objective function is convex and then we can solve 
the optimization problem by repeatedly minimizing over p and z until we have an acceptable 
solution. Then the algorithm is: 
z := an initial value 
( * ) Compute the solution p to 
fi$TG(p, q(z)). 
Compute the solution Z to 
minimizeG(p, q(2)) + alpha * G(q(.?), 4’). 
If the difference between z and Z is small enough, then stop. 
z:=z,goto(*). 
It is possible to construct an algorithm which minimizes the objective over p and z simulta- 
neously but the given algorithm has two advantages. One is that there are efficient entropy 
maximizers which are designed for special types of applications and as the algorithm is described 
we can use any entropy maximizer. The other advantage is that the given algorithm can easily be 
modified by help of a standard technique such that it can solve non-convex problems if we add 
limitation constraints in z. 
In the model we have a non-negative scalar parameter alpha. Earlier we have noted that the 
solution to the model is between the maximum entropy solution (alpha = infinity) and the 
solution to the simultaneous lag-entropy model (alpha = 0). If there is no significant q“, 
alpha = 0 should be choosed. This is the case when it is assumed that the observation q“ is not a 
better a priori estimate than q“‘, qom, etc. or when it is no idea to use the mean value of the 
observations as q’. If q” is significant in some sence alpha > 0 should be choosed. Further, it is 
Fig. 10. The error as a function of alpha. 
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natural to think that the entropy - G( q, 4“) normally should not have a greater influence on the 
solution than the entropy - G(p, q), i.e. alpha should be equal to, at most, one. It has been 
noted that a moderate change in alpha gives small changes in the error. In Fig. 10 we show the 
effect of the changes of alpha in the example in Section 3 for the year 1970. 
If it is possible we recommend to test different values of alpha on old observations to choose a 
suitable value of alpha, else we recommend alpha = 0.5. 
In Section 3 we have mentioned three different approaches of choosing the function q(z), the 
linear, the geometric and the combined linear-geometric approach. There are several other 
approaches which can be of great interest, for instance the linear-linear approach: 
If we choose for q“ the observation for the year 1980, for q“’ the observations for the year 1975, 
and for q”“” the observations for the year 1955, we get a model which includes both the 
short-term effect and the long-term effect. Another interesting approach is to choose different 
functions q,(z) for different i. In the mixed linear-geometric approach we expect linear changes 
for elements of large size and geometric for elements of small size: 
qi(‘) = 
qp+zl.(q4-qpO) if qj’and qy>L, 
4: * w40”)=2 otherwise. 
This is one possible way to omit solutions which contain unexpectedly many zeroes. 
6. Summary 
The proposed simultaneous two-step entropy model seems to be a very useful approach to use 
data from more than one observation to estimate a forecast. A user is able to formulate his own 
q(z), containing observations q”, q“‘, qooo,. . . , which is significant for his specific application. 
The model can also be used for analysing. Then the vector z should be considered as a vector 
of parameters and it is this vector which is of main interest when we have solved the two-step 
entropy problem. Note again that we can have different functions qi( z) for different i. This is an 
alternative for the maximum likelihood model. 
At present, there is a program package which is based on the algorithm given in Section 5. 
This is commercially used for migration and traffic planning forecast problems. It still remains to 
be seen how useful it is for analysing problems. 
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