ABSTRACT The whale optimization algorithm (WOA) has been shown to be powerful in searching for an optimal solution. This paper proposes an improvement to the whale optimization algorithm that is based on a Lévy flight trajectory and called the Lévy flight trajectory-based whale optimization algorithm (LWOA). The LWOA makes the WOA faster and more robust and avoids premature convergence. The Lévy flight trajectory is helpful for increasing the diversity of the population against premature convergence and enhancing the capability of jumping out of local optimal optima. This method helps obtaining a better tradeoff between the exploration and exploitation of the WOA. The proposed algorithm is characterized by quick convergence and high precision, and it can effectively get rid of a local optimum. The LWOA is further compared with other well-known nature-inspired algorithms on 23 benchmarks and solving infinite impulse response model identification. The statistical results on the benchmark functions show that the LWOA can significantly outperform others on a majority of the benchmark functions, especially in solving an optimization problem that has high dimensionality. Additionally, the superior identification capability of the proposed algorithm is evident from the results obtained through the simulation study compared with other algorithms. All the results prove the superiority of the LWOA.
I. INTRODUCTION
Currently, it is apparent that traditional methods find it difficult to solve engineering problems well. However, researchers have found meta-heuristic optimization techniques to be effective in providing optimal or near-optimal answers for engineering problems, and these techniques have become very popular and attracted the attention of many practitioners and researchers. Most of these algorithms originate from various natural phenomena, and two of the most popular and representative algorithms are particle swarm optimization (PSO) [1] , which mimics the social behavior of flocking birds, and ant colony optimization (ACO) [2] , which is inspired by the pheromones of ants. In addition to these two algorithms, some of the latest effective algorithms are the bat algorithm (BA) [3] , which simulates the echolocation behavior of bats, grey wolf optimization (GWO) [4] , which mimics the behavior of wolves, flower pollination algorithm (FPA) [5] , which simulates flower pollination behavior, firefly algorithm (FA) [6] , which mimics the behavior of fireflies as a result of their flashing characteristics, and cuckoo search (CS) [7] , which is based on the reproduction strategy of cuckoos.
The whale optimization algorithm (proposed by Mirjalili.et al. [8] ) is a newly proposed meta-heuristic that is inspired from the bubble-net hunting technique of humpback whales. It has been proven that the WOA can provide very competitive results, and when it is compared to other wellknown metaheuristics, this algorithm has not only attracted the attention of many researchers but also been increasingly applied in many applications studies. Bhesdadiya, R. H. et al. have applied the WOA to train a multi-layer perceptron in a neural network [9] . A Kaveh has applied an enhanced WOA for the sizing optimization of a skeletal structure [10] . Haider J. Touma has used the WOA algorithm to solve the 30-bus problem of the economic dispatch problem [11] . Bhesdadiya, R. H. et al. proposed a novel adaptive WOA for global optimization [12] . D.B. Prakash and C. Lakshminarayana have used WOA algorithm to find optimal sizing and placement of capacitors for a typical radial distribution system [13] . Ibrahim Aljarah.et al. have applied WOA algorithm to optimize connection weights in neural networks [14] . Although the basic WOA has shown good performance compared with some traditional methods, it still has demerits with regard to slow convergence, low precision and easily trapped into local optimum due to a lack of population diversity. Lévy flight is a special class of random walk in which the step lengths are distributed according to a heavy power law tails. The large steps occasionally taken helps an algorithm to conduct a global search. Using the Lévy flight trajectory [7] , [15] is helpful in obtaining a better trade-off between the exploration and exploitation of the algorithm, and it has merit in terms of the avoidance of local optimal optima. Therefore, this paper proposes an improved version of the WOA that is based on a Lévy flight trajectory and is called the LWOA, whose purpose is to improve the convergence rate and the precision of the basic WOA. The LWOA is tested with 23 benchmark functions and infinite impulse response (IIR) model identification. The simulation results show that the LWOA is feasible and effective and, most notably, has superior approximation capabilities in high-dimensional space.
The remainder of this paper is organized as follows: Section 2 briefly introduces the original WOA and the Lévy flight trajectory. The detailed description of the LWOA is presented in Section 3. To demonstrate the superior performance of the LWOA, a variety of experimental results and analysis that compares the LWOA with the other five well-known nature-inspired algorithms (including the original WOA) for 23 benchmark functions and infinite impulse response (IIR) system identification problem are presented, respectively, in Sections 4 and 5. Section 6 provides a discussion and analysis of the results. The last section shows the final conclusions.
II. WHALE OPTIMIZATION ALGORITHM (WOA) AND THE Lévy FLIGHT TRAJECTORY A. WHALE OPTIMIZATION ALGORITHM
The Whale optimization algorithm [8] is a newly proposed meta-heuristic that is inspired from the bubble-net hunting technique of humpback whales. The WOA describes the special pursuing behavior of humpback whales, in which the whales attempt to encircle the prey (fish herds) near the surface of the water while creating bubbles that are in the shape of a circle. In the bubble-net hunting technique, the humpback whales dive approximately 12 meters down and then begin to make bubbles in a spiral shape around the prey and swim toward the surface.
B. MATHEMATICAL MODEL DESCRIPTION/EXPLANATION 1) ENCIRCLING THE PREY
Humpback whales first observe the locations of the prey (fish herds) and then encircle them. The WOA algorithm presumes that the objective prey that is closest to the perfect answer is the best candidate solution. After the best hunting agent is defined, the other whales' search operators will accordingly attempt to update their positions toward the best hunting agent. During the optimization, to mathematically model the encircling mechanism, the following equations are proposed [8] .
where − → A , − → C are coefficient vectors, t denotes the current iteration, X * is the position vector of the optimum solution acquired thus far, and X (t) is the position vector. Here, |•| is the absolute value, and · is the constituent-by-constituent multiplication. It must be mentioned here that X * should be updated in each iteration if there is a better solution. The coefficient vectors − → A , − → C are calculated as follows:
where the components of − → a are linearly decreased from 2 to 0 over the course of the iterations (in both the exploration and exploitation stages), and r is a random vector in [0,1]. Eq. (2) permits any search agent to update its position in the area of the current best solution and encircle the prey.
2) BUBBLE-NET ATTACKING STRATEGY (EXPLOITATION PERIOD)
To express a mathematical equation for the bubble-net attacking behavior of the humpback whales, two strategies are modeled, as follows:
a: SHRINKING ENCIRCLING SYSTEM
This technique is achieved by decreasing linearly the value of − → a from 2 to 0 via Eq. (3). Note that the fluctuation scope of − → A is additionally decreased by − → a . In other words, Vector − → A is a random number in the range [−a, a], where a is decreased from 2 to 0 throughout the course of the iterations. Setting − → A randomly in [−1, 1], the new position of a search agent can be characterized anywhere from the original position to the present best agent.
b: LOGARITHMIC SPIRAL UPDATING POSITION
First, the humpback whales search the prey and then calculate the distance from themselves to the prey. Then, the humpback whales move with a conical logarithmic spiral motion to prey on the fish herds. Each humpback whale is proposed to update its position according to the spiral flight path. This behavior is mathematically expressed as follows:
where
indicates the distance from the ith whale to the prey (the best solution acquired thus far), l is a random value in [−1, 1], b is a constant for defining the logarithmic spiral shapes, and · is a constituent-by-constituent multiplication. VOLUME 5, 2017 It should be noted that humpback whales swim around the prey in a circle and, at the same time, move with a conical logarithmic spiral motion to prey on the fish herds. For simplicity, we assume that the positions of the humpback whales will be updated by Eq. (2) or Eq. (6), each with the possibility of 50%, which can be mathematically expressed as follows:
where p is a random number in the range [0, 1] . In addition to the bubble-net strategy, humpback whales have the additional interesting behavior of searching for prey randomly. The following is a mathematical model for the search behavior of the whales.
3) SEARCH FOR PREY (EXPLORATION PERIOD)
In fact, humpback whales scan for prey randomly when their positions are in a line with one other. In this phase, we want to focus on promising areas in the search space and force the search agent to swim far away from a reference whale. Therefore, vector − → A is used for exploration to scan for prey, and its value is greater than 1 or less than −1. It is different from the exploitation period in that the position of a search agent in the exploration period will update in line with a randomly picked search agent rather than the best agent that has been discovered thus far. We use − → A > 1 to enforce exploration in the WOA algorithm to determine the global optimum and avoid local optima optimal. The mathematical model can be formulated as follows:
where −−→ X rand is chosen from the current generation and indicates a random position vector (a random whale). The general steps of the Whale optimization algorithm (WOA) can be summarized in the pseudo code shown in Algorithm 1 below [8] .
C. Lévy FLIGHT
The Lévy Flight trajectory was originally introduced by Lévy, and then Benoit Mandelbrot described it in detail. In general, Lévy flight is a type of random walk in which the steps are drawn from a Lévy distribution. A variety of studies have demonstrated that the behavior of flight for many animals and insects demonstrates the typical characteristics of Lévy flight [16] - [19] . From [19] , we could learn that Reynolds and Frye have studied that fruits flies or Drosophila melanogaster search their landscape by using a set of straight flight paths punctuated by a sudden 90 • turn(see Fig.1 ), which cause a Lévy-flight-style intermittent scale-free search pattern. P. Barthelemy et al. have concluded that even light is related to Lévy flight [20] . Subsequently, Lévy flight behavior has been used for optimization and optimal search, and preliminary results show that it has promising capability [17] , [19] , [21] , [22] .
III. OUR APPROACH (LWOA)
The Whale Optimization algorithm (proposed by Mirjalili et al. [8] ) can solve low-dimensional unimodal optimization problems easily. However, when handling highdimensional and multi-modal optimization problems, we can clearly discover that the solutions obtained by the WOA are not very good. To enhance the exploration, local optimal optima avoidance, exploitation and convergence of the WOA, this paper proposes an improved Lévy flight whale optimization (LWOA) algorithm. Lévy flight can maximize the diversification of search agents, which guarantees that the algorithm can explore the search place efficiently and accomplish local minima avoidance. This finding implies that the Lévy flight trajectory is helpful in obtaining a better trade-off between exploration and exploitation in the WOA. Therefore, the Lévy flight trajectory is used to update the humpback whales' positions after the position updating, which can be mathematically expressed as follows:
where − → X (t) indicates the ith whale or the position vector − → X at iteration t, µ is a random number that is consistent with a uniform distribution, the product ⊕ means entrywise multiplication, and rand is a random number in the range of [0, 1]. It should be mentioned here that sign [rand − 1/2] has only three values: 1, 0 and −1. Eq. (10) is essentially the stochastic equation for a random walk, and it helps the basic WOA to remove local minima and ensure that the search agent could explore the search place efficiently because its step length is much longer in the long run. The Lévy flight offers a random walk with the following distribution [7] :
The Lévy flight is a special random walk in which the steplengths have a probability distribution that is heavy-tailed. According to Fig.1 , it is a figure about the simulations tracks of Lévy flights and it is typical that the steps are always small but occasionally have a large step. Mantegna's algorithm [23] is used to mimic a λ-stable distribution by generating random step lengths s that have the same behavior of the Lévy-flights, as follows:
where s is the step length of the Lévy flight, which is Levy(λ), and λ in Eq. (11) obeys the formulation that λ = 1+β, where β = 1.5, µ = N 0, σ 2 µ and ν = N 0, σ 2 ν are both normal stochastic distributions with
1/β and σ ν = 1 (13) Lévy flight can significantly improve the search ability of the WOA, and then the results avoid local minima. This approach improves not only the intensification of the WOA but also its diversification. Intensification attempts to search around the present best objective solution and chooses the best objective solution, while diversification guarantees that the algorithm improves the global ability. Furthermore, it is observed to provide more significant and successful results, especially for unimodal and multimodal benchmark functions. Due to these distinguishing features, the proposed LWOA potentially outperforms the WOA. In the next section, several benchmark functions are employed to confirm the performance of the proposed algorithm in solving optimization problems. The main steps of the LWOA can be summarized in the pseudo code shown in Algorithm 2 below, and the flowchart of the LWOA is presented in Fig. 2 . 
IV. SIMULATION EXPERIMENTS
There are various benchmark functions in the literature [24] - [27] that are designed to benchmark the performance of metaheuristic methods. In this section, VOLUME 5, 2017 23 benchmark functions are selected to exploit various characteristics to test the performance of the LWOA from different perspectives. In general, the benchmark functions can be divided into three groups: high-dimension unimodal test functions (Table II) , high-dimension multimodal test functions (Table III) , and fixed-dimensional multimodal test functions (Table IV) . Whereas dim represents the dimension of the function, range indicates the boundary of the function's search space, and f min is the minimum value of the functions. As the names of the functions indicate, high-dimension unimodal test functions(f 1 ∼ f 7 ) that have only a unique global optimum can test the exploitation and convergence of an algorithm. In contrast, high-dimension multimodal test functions (f 8 ∼ f 13 ) have a variety of local optimal optima, which helps to benchmark exploration and local optimal optima avoidance of the algorithms, and this characteristic makes them more difficult to optimize. Eventually, the same as for the high-dimension multimodal test functions, fixed-dimensional multimodal test functions (f 14 ∼ f 23 ) also have various local optimal optima, but with some differences; the dimensionality of the fixeddimensional multimodal test functions are low, and thus, they have a smaller number of local optimal optima. When we optimize the multimodal test functions, the algorithms are challenged to remove the local minima and are easily trapped into a nearby global optimum. Therefore, exploration and local minima can be tested by the multi-modal benchmark functions.
To verify the results of the LWOA, the other five state-of-the-art meta-heuristic algorithms are employed: moth-flame optimization algorithm (MFO) [28] , a hybrid population-based algorithm with the combination of particle swarm optimization and gravitational search algorithm PSOGSA [29] , bat algorithm (BA) [3] , artificial bee colony algorithm (ABC) [30] , and the whale optimization algorithm (WOA) [8] . To make a fair comparison, each algorithm is run on the benchmark functions 30 times, and the standard deviation of the best approximated solution in the final generation is provided. This feature shows us which algorithm behaves in a much more stable way. For all of the algorithms, the main parameters are set as shown in Table I . Such values represent the best parameter sets for these algorithms according to the original paper of MFO [28] , PSOGSA [29] , BA [3] , ABC [30] , and WOA [8] .
The statistical results contain Best, Worst, Mean and Std of the objective function value, obtained by 30 independent runs for the 23 functions; these are listed in Tables V, VII and IX. All the algorithms are ranked according to the value of std. Moreover, in this paper, we also conduct Wilcoxon's nonparametric statistical test [31] , [32] over these 30 runs to have a statistically meaningful conclusion. Such a statistical test should be performed to confirm the significance of the results due to the stochastic nature of the meta-heuristics [33] . The Wilcoxon's nonparametric statistical test returns a parameter called p−values, which can be used to verify whether two sets of solutions are different to a statistically significant extent or not. Only if p < 0.5 can we demonstrate a statistically significant superiority of the results. The p − values calculated in Wilcoxon's rank-sum test comparing WOA and other algorithms over all the benchmark functions are listed in Tables VI, VIII and X.
A. EXPERIMENTAL SETUP
All the algorithms are performed on a computer with an AMD Athlont (tm) II * 4640 processor and 4GB of RAM using MATLAB R2012a.
B. RESULTS OF THE ALGORITHMS ON UNIMODAL BENCHMARK FUNCTIONS
The functions f 1 ∼ f 7 are high-dimension unimodal because they have only one global optimum and there is no local solution for them. Therefore, they are very suitable for VOLUME 5, 2017 5 , and f 7 ) on unimodal functions, the standard deviation of LWOA is also less than that of the other algorithms. ABC has promising performance for optimizing f 6 , and LWOA exhibits the third best performance on this function when compared using the standard deviation. All the statistical results show the superior performance of the LWOA in terms of solving high-dimension unimodal functions. The p − values in Table VI additionally curves in the following subsections are averaged curves. From Figs. 3-7 and 9, we can see clearly that the LWOA has the fastest convergence rate when finding the global optimum, and thus we can conclude that the LWOA is superior to the basic WOA during the process of optimization and, at the same time, outperformed all of the other four algorithms in these six high-dimensional unimodal test functions. Fig. 8 illustrates that ABC eventually finds a better best-approximated solution than the LWOA; however, the LWOA is much more stable than ABC. Figs. 10-16 deviation is less than that of the other five algorithms. These experimental results show that the LWOA has an excellent exploitation ability for solving high-dimension unimodal benchmark functions. 
C. RESULTS OF THE ALGORITHMS ON HIGH-DIMENSION MULTIMODAL BENCHMARK FUNCTIONS
The statistical results of the algorithms on high-dimension multimodal benchmark functions are shown in Table VII . Table VII shows that the LWOA outperforms all the others on five of the benchmark functions. For f 8 , f 9 , f 10 , f 11 and f 13 , it can be seen that the best fitness value, worst fitness value, mean fitness value and standard deviation produced by the LWOA are much better than those of other algorithms. Moreover, for f 9 , f 11 andf 13 , the LWOA can achieve the theoretical global optimum of these three functions. The remaining results, which belong to f 12 , show that the ABC algorithm can perform better than the LWOA, while LWOA VOLUME 5, 2017 is the second most effective, performing better than the other algorithms. The p − values reported in Table VIII show that the results of the LWOA in f 11 , f 12 and f 13 are not significantly better than those for the basic WOA (5% significance level); however, in f 8 , f 9 and f 10 , the LWOA is significantly better than the WOA. When compared with remaining algorithms, all of the p − values are much less than 0.05, which indicates that the LWOA shows significantly better results compared to the other algorithms. Because the multimodal functions have a variety of local optimal optima, these results show that the LWOA can explore the search space extensively and find promising regions of the search place, and it is evident that the LWOA has a strong ability to accomplish local minimum avoidance.
Figs. 17-22 illustrate the averaged convergence curves of all the algorithms that address all the high-dimension multimodal test functions over 30 independent runs. Fig. 21 depicts that ABC can finally find a better solution than the LWOA gain; however, the LWOA has the fastest convergence rate at the beginning and becomes much more stable than ABC. As can be seen from the remaining curves in the figures, the LWOA has the fastest convergence rate and reaches the approximate best solutions. Figs. 23-28 show the anova tests of the global minima for all the algorithms in f 8 ∼ f 13 . According to the conclusion that the LWOA is capable of avoiding local minima with a good convergence rate for high-dimension multimodal benchmark functions, and the LWOA has merit among the other algorithms, including the original WOA.
D. RESULTS OF THE ALGORITHMS ON FIXED-DIMENSION MULTIMODAL BENCHMARK FUNCTIONS
Similar to high-dimension multimodal benchmark functions, fixed-dimension multimodal benchmark functions also have VOLUME 5, 2017 more than one local minimum. The main difference between the two is that while the dimensions of the fixed-dimension multimodal benchmark functions are lower than the highdimension multimodal functions, the number of local minima in the fixed-dimension multimodal benchmark functions is less than that for the high-dimension multimodal benchmark functions. the best results on f 15 , f 18 , f 19 and f 20 , while at the same time, the LWOA can find the theoretic global optimum of f 17 , f 21 , f 22 , f 23 for these four test functions. In addition, for f 15 , f 19 , f 21 and f 22 , the standard deviations of the LWOA are smaller than those of the other algorithms. In fact, the LWOA is the most efficient or the second-best algorithm in the majority of test functions. The p−values in Table X also support the better results of the LWOA statistically. Inspecting the results of Table X, the LWOA is significantly better in six out of ten of the fixed-dimension benchmark functions. Thus, it can be claimed that the results of the LWOA in these benchmark functions are better than those for the other algorithms.
Figs. 29-38 depict the convergence curves of all the algorithms on fixed-dimension multimodal benchmark functions. As can be observed in Fig. 29 , the ABC algorithm and the WOA are superior to the LWOA and the other algorithms, while the LWOA also performs well compared with the other algorithms. For Fig. 31 , the PSOGSA and MFO are slightly superior to the LWOA and the other algorithms, while the LWOA is the third best and obtains the same final optimum VOLUME 5, 2017 Y with the PSOGSA and MFO algorithm. For the remaining figures, it is obvious that the LWOA outperforms all the other algorithms during the progress of the optimization. Statistically speaking, the figures concerning convergence curves show the superiority and high performance of the LWOA. Figs. 39-48 provide the anova test of the global minimum for all the algorithms in f 14 ∼ f 23 . According to Table IX and Figs. 39-48, we can conclude that the standard deviations of the LWOA are smaller than those for the other algorithms for the majority of the test cases. These results show that the LWOA is potentially able to solve fixeddimension multimodal test functions, and in addition, the results provide strong evidence for the superior ability of the LWOA.
In summary, the results of this section experimentally prove that the LWOA shows very competitive results and outperforms other well-known algorithms on the three types of benchmark functions, and we state that the LWOA has merit among the other five algorithms. The next section inspects the performance of the LWOA in solving the IIR model identification problem.
V. IIR MODEL IDENTIFICATION
In this section, infinite systems identification is solved to further investigate the performance of proposed LWOA. Infinite system identification is an effective method to acquire the mathematics model of an unknown system by analyzing it's input and output values. System identification based on infinite impulse response (IIR) models are preferably utilized in real world application than equivalent FIR (finite impulse response) since the former model physics plants more accurately. In addition, they are typically capable of meeting performance specifications using fewer filter coefficients [34] . In a system identification configuration which is shown in Fig. 49 , the optimization algorithm searches for the adaptive filter parameters until its input/output relationship matches closely to that of the unknown plant. The fitness function, which is used in the article could be defined as the following [35] .
The transfer function of the IIR system can be written in the following general form:
where m and n are the number of of numerator and denominator coefficients of the transfer function, respectively. a i (i ∈ [1, . . . , n]) and b j (j ∈ [1, . . . , m]) are filter coefficients that define its poles and zeros respectively. The Eq. (14) VOLUME 5, 2017 can also be written in another general form as follows:
where y(t) denotes the tth output of the system. u(t) denotes the tth input of the system (see Fig.49 ), Consequently, the IIR system can be model by the series of unknown parameters which represents by θ = {a 1 , . . . , a n , b 0 , . . . , b m }.
Considering that the number of unknown parameters of θ is (n + m + 1), the search space of IIR feasible values for θ is (n+m+1) .
From the block of diagram of Fig. 48 , the output of the unknown plant is d(t) while y(t) is the output of the IIR filter. The error function between the output of the adaptive filter and the output of the plant is e(t) = d(t) − y(t). Hence, the design of this filter can be considered as a minimization problem of the function f (θ ) defined as follows:
where w denotes the amount of the samples used for the calculation of the function f (θ ). The main objective of the IIR system is to minimize the function f (θ) by adjusting θ . The optimal θ * or solution will be acquired as soon as the error function f (θ ) acquire its minimum value which could be stated as follows:
The
Results of the IIR Model Identification
The result is reported considering a superior-order plant through a high-order IIR model. The transfer functions of both the unknown plant H p and the IIR model H M are defined asfollows [33] :
From Eq. (18), the plant is a sixth-order system and the IIR model a fourth-order system, the error surface f (θ ) is not unimodal but multimodal. The system input has used a white sequence with 100 samples in this case.
The results of the LWOA to solve IIR system identification and compare to others algorithms are reported in Table XI and Table XII . In this experiment, to make a fair comparison, each algorithm is run on this case 30 times. Table XI presents the best parameter values (ABP) and  Table XII presents both the average f (θ) value (AVE) and the standard deviation (STD). Fig. 50 depicts the average optimization convergence curves of the LWOA and other algorithms to in optimizing IIR system identification problem. According to the Table XII, it is obvious that the LWOA provides the best average results and the best standard deviation compare with FPA, GSA, BA, ABC, MFO, PSOGSA and WOA in terms of IIR system identification. The results show that LWOA provides better precision (AVE value) and robustness (STD). As can be observed in Fig. 50 that the LWOA has very high convergence speed in comparison to the other 6 algorithms except for the PSOGSA, though PSOGSA performs better than the LWOA in the convergence rate, however, the average value and standard deviation in Table XII shows LWOA is much more stable than PSOGSA. Therefore, we could draw a conclusion that LWOA could solve the IIR system identification very well.
To summarize, the LWOA algorithm shows desirable performance for this IIR system identification problem. By combining suitable IIR model, it will play an important role in IIR system identification .Thus in general the LWOA is a potential candidate for identification of IIR plant compared to other evolutionary computing based approaches.
VI. DISCUSSION AND ANALYSIS OF THE RESULTS
Statistically speaking, the LWOA provides superior local avoidance and an optimum or near optimum in most of the datasets. In the majority of situations, the performance of the LWOA is superior to or at least highly competitive with the standard WOA, while given the same amount of time, the LWOA outperforms the other algorithms. There reasons that the LWOA performs excellently and efficiently are described next. First of all, using the Lévy flight trajectory helps to significantly improve the diversification of the algorithm to ensure its global search ability and to avoid local minima. In LWOA, the Lévy flight was introduced in to the basic WOA, that is, when each whale update the position by the original equations from the basic WOA, the objective function is not directly calculated, but it further updates individuals positions via Lévy flight as Eq. (10) and then calculated the value of objective function. Lévy flight strategy is an efficient way to carry out the exploration step and it could helps search more efficiently. This strategy makes the LWOA has a better local search ability which can helps the LWOA perform faster and more robustly than the WOA. In addition, according to the update mechanism of the humpback whales, whale search operators accordingly attempt to update their position towards the best hunting agent; this mechanism promotes exploration of the search place and results in finding diverse search spaces .Third, due to the parameter (when − → A > 1), almost half of the iterations are used for exploration of the search space while in the same time the rest iterations are devoted to exploitation ( − → A < 1) which helps to conduct a local search and in the same time as performing a global search. This mechanism is very helpful for the LWOA algorithm shows high local optimal optima avoidance and it's the main reason of the superiority of the LWOA algorithm. Finally, the advantage of the LWOA includes performing much more simply and easily and only having a few parameters to use.
Another finding in the results is the poor performance of the ABC, BA, MFO and PSOGSA. ABC, BA and MFO these three algorithms belong to the class of swarmed-based algorithms while PSOGSA is a hybrid algorithm combine with PSO and GSA these two algorithms. In contrary to evolutionary algorithms, there is no mechanism for significant abrupt movements in the search space and this is likely to be the reasons for the poor performance of ABC, BA, MFO and PSOGSA. The other reason is these four algorithms do not have operators to devote specific iteration to exploration or exploitation. In another words, these four algorithms use one formula to update the position of search agents, which may be the reason of increasing the likeness of stagnation in local minima. Although the LWOA algorithm is also a swarmedbased algorithm, its mechanisms described in the preceding are the reasons why it is advantageous in benchmark functions. From Section 4, it is clear that the LWOA performs better than the other algorithms on most of the benchmark functions because the Lévy flight trajectory provides the ability to smoothly balance exploration and exploitation.
The findings in Section 5 prove that the LWOA is very effective in solving IIR system identification system because the results on this problem show that the LWOA outperforms the other methods. The main reason that the LWOA can perform well in this type of problem is that this algorithm is equipped with adaptive parameters to smoothly balance exploration and exploitation. Half of the iteration is devoted to exploration and the rest to exploitation. In addition, Lévy flight trajectory can increase the diversity of the population and make the algorithm jump out of local optimum more effectively. Therefore, combine with these two mechanism can let LWOA performs so well in the IIR system identification.
The comprehensive study conducted here showed that the LWOA has a stronger ability to find a global optimum and is more stable than other algorithms while at the same time efficiently solves the IIR system identification. All the statistical results prove the superiority of the LWOA.
VII. CONCLUSION
This paper proposed an improved version of the WOA called the LWOA for optimization problems. To evaluate the performance of the LWOA, 23 benchmark functions were employed, and then we compared the LWOA with five other state-of-the-art meta-heuristic algorithms. Moreover, we use Wilcoxon's rank-sum nonparametric statistical test to judge whether the results of the LWOA differ from the best results of the other algorithms to a statistically significant extent. The results shown in Section 4 prove that the LWOA outperforms all the other algorithms in a majority of the test cases, and these results also demonstrate that the LWOA is a feasible and quite effective approach to solving global optimization problems. Furthermore, the results show the superior approximation capabilities of the LWOA in high-dimensional space.
We also applied our proposed approach of the LWOA to solve IIR system identification problem, as shown in Section 5.
Comparison of simulation results with other meta-heuristic clearly exhibits superior identification performance of the LWOA.
Our future work will focus on the following two issues: first, we would like to apply our proposed approach of the LWOA to solving more practical engineering optimization problems. Second, we would like to develop new meta-hybrid versions of the WOA.
