Abstract. Using Walters' version of the Ruelle-Perron-Frobenius Theorem we show the existence and uniqueness of KMS states for a certain one-parameter group of automorphisms on a C*-algebra associated to a positively expansive map on a compact metric space.
Introduction
In the C*-algebraic formulation of quantum statistical mechanics KMS states are equilibrium states associated to the one-parameter group of automorphisms of time evolution (see [BR, §5.3] ). This association mirrors that of a faithful normal state on a von Neumann algebra to its modular automorphism group. Our main result concerns the C*-algebra associated to a positively expansive exact local homeomorphism T defined on a compact metric space X (see [D, R3] ). A continuous real-valued function ϕ on X gives rise to a one-parameter group of automorphisms on the C*-algebra. We apply Walters' version of the Ruelle-Perron-Frobenius Theorem and groupoid techniques to establish existence and uniqueness of KMS states under mild hypotheses on ϕ; in particular, if ϕ is positive and Hölder continuous there is a unique KMS state (this generalizes recent work of Exel, cf. [Ex3] ). When a COur work is organized as follows. In Section 2, we recall the definition of the groupoid G(X, T ) and some facts pertaining to the dynamics of a positively expansive map on a compact metrice space. Section 3 contains our results about KMS states and a list of examples. Besides the cases previously studied, we give an example of a unique KMS state for a potential which does not have a constant sign. Section 4 gives some properties of the associated crossed product C * -algebras. The first author wishes to thank the Université d'Orléans for its support.
Preliminaries
For X a locally compact space and T : X → X a local homeomorphism, we let G = G(X, T ) denote the associated groupoid (see [D, R3] ) where G(X, T ) = {(x, m − n, y) :
This is anétale groupoid (a topological groupoid with structure maps that are local homeomorphisms); note that the unit space G 0 may be identified with X via the map x → (x, 0, x). The subgroupoid for which m = n, denoted R = R(X, T ), is an approximately proper equivalence relation (see [R4, R5] ). Note that R = ∪ n R n where (x, y) ∈ R n if T m x = T n y and C * (R n ) is strongly Morita equivalent to C 0 (X). Let X be a compact metric space with metric ρ which is fixed throughout and assumed to contain infinitely many points. A continuous surjection T : X → X is said to be positively expansive if there is an ǫ > 0 such that if x = y then ρ(T n x, T n y) ≥ ǫ for some n ≥ 0. Note that this property does not depend on the choice of the metric and can be expressed topologically as follows: there is an open subset U of X × X which contains the diagonal such that for all x = y there is an n ∈ N with (T n x, T n y) / ∈ U . Observe that T is not a homeomorphism, for we have assumed that X is not finite (see [AH, 2.2.12] ). Let T : X → X be positively expansive. By [Rd] there are an equivalent metric ρ ′ and constants
If T is open then it is a local homeomorphism (such a map is called expanding in [AH] ); see [AH, 2.2.21] for an example due to Rosenholtz of a positively expansive map which is not open and therefore not a local homeomorphism. Then Let T : X → X be a local homeomorphism. Then T is said to be exact if for every non-empty open set U ⊂ X there is an n > 0 such that T n (U ) = X (this property is called mixing in [FJ, §2] ). We say that T satisfies the weak specification condition if for every ǫ > 0 there is n > 0 such that for all x ∈ X, T −n x is ǫ-dense, that is, we have
where T −n x = {y ∈ X | T n y = x} and B(y, ǫ) is the open ball of radius ǫ centered at y (cf. [W3, 1.2] where this is listed as one of four equivalent conditions for a positively expansive local homeomorphism).
Proposition 2.1. Let T : X → X be a local homeomorphism. Then the following conditions are equivalent:
(iii) T satisfies the weak specification condition.
Proof. The equivalence of (i) and (ii) follows by the compactness of X. For the minimality of R is equivalent to the condition that the saturation of any non-empty open set is all of X. Now suppose that (ii) holds and fix ǫ > 0. By compactness there are x 1 , . . . , x m ∈ X such that X ⊂ ∪ i B(x i , ǫ/2). By (ii) there is n > 0 such that T n (B(x i , ǫ/2)) = X for i = 1, . . . , m. To show that T satisfies the weak specification condition, we verify that T −n x is ǫ-dense for every x ∈ X. Given x, z ∈ X there is an i such that ρ(z,
Choose an element y in this set; then we have ρ(z, y) ≤ ρ(z, x i ) + ρ(x i , y) < ǫ and T −n x is ǫ-dense as required. Now suppose that T satisfies the weak specification condition. We verify that R is minimal, that is, every orbit under R is dense. Given x ∈ X, the orbit of x is given by ∪ n T −n (T n x); for ǫ > 0, there is n > 0 so that T −n (T n x) is ǫ-dense by weak specification. Hence, the orbit of x is dense.
Example 2.2. Fix n ∈ N, n > 1, and let X = {(x 0 , x 1 , . . . ) | x i = 1, 2, . . . , n}. For x, y ∈ X with x = y, set ρ(x, y) = 2 −j where j = min{i | x i = y i } and define T : X → X by T (x 0 , x 1 , . . . ) = (x 1 , x 2 , . . . ). Then X is a compact metric space and T is a positively expansive local homeomorphism which satisfies the weak specification condition. The map T is often called the Bernoulli shift on n letters. Note that C * (G) is the Cuntz algebra O n (see [Cu] ), which is generated by n isometries S 1 , . . . , S n subject to the relation
Example 2.3. (see [CK] ) Let A be an irreducible n × n zero-one matrix A = (A(i, j)) 1≤i,j≤n . Then A defines a closed subset X A of X above
Note that T X A ⊂ X A and let T A : X A → X A denote the restriction. Such a map is called a subshift of finite type. Note that T A is a positively expansive local homeomorphism; but it does not necessarily satisfy the weak specification condition unless A is primitive (i.e. there is a positive integer k such that all entries of A k are nonzero). Note,
where O A is the Cuntz-Krieger algebra associated to the matrix A; O A is also generated by n isometries.
Example 2.4. Fix n > 1; let X = T = R/Z and define T : X → X by T x = nx. We endow X with the arclength metric. Then T is a positively expansive local homeomorphism which satisfies the weak specification condition. More generally an integer k × k matrix, all of whose eigenvalues exceed one in absolute value, defines a positively expansive local homeomorphism on [AH] ).
Let C(X; R) denote the space of continuous real-valued functions on R. Then for ϕ ∈ C(X; R) we define the transfer operator L ϕ : C(X; R) → C(X; R) by the formula
The following proposition is an easy consequence of Theorem 1.3 and Corollary 2.3 of [W3] . The pressure
Proposition 2.5. Let T : X → X be a local homeomorphism which is positively expansive and exact and let ϕ ∈ C(X; R). There is a unique λ > 0 such that L * ϕ µ = λµ for some probability measure µ on X. Moreover, log λ = P (T, ϕ) and the sequence 1 n log(L n ϕ 1) converges uniformly to the constant P (T, ϕ).
Note that P (T, 0) = h(T ), the topological entropy of T (see [W2, 9.7i 
]).
Corollary 2.6. Let T : X → X be as above. Then h(T ) > 0.
Proof. Apply the above proposition with ϕ = 0. Then there is a probability measure µ on X such that
Arguing as in [R3, Corollary 4 .3] we may deduce that µ is quasi-invariant under G. By Proposition 2.1, R is minimal and therefore µ must be faithful. We have L 0 (1) > 1. Hence
To ensure that the measure µ is unique we will need to impose a condition on the function ϕ.
Definition 2.7. (see [W3, §1] , [Ru] ) A function ϕ ∈ C(X; R) is said to satisfy the Bowen condition with respect to T : X → X if there are δ, C > 0 such that
The Walters condition introduced in [W1] by P. Walters requires that C can be chosen arbitrarily small (then δ depends on C). Recall that a real-valued function ϕ defined on a compact metric space (X, ρ) is said to be Hölder continuous if there are constants r, K > 0 such that |ϕ(x) − ϕ(y)| ≤ Kρ(x, y) r for all x, y ∈ X. Observe that a Hölder continuous function satisfies the Walters condition. To show this we may assume that we are dealing with a Reddy metric; if δ ≤ τ , then the above sum is not greater than C = Kδ r κ r /(κ r − 1 Theorem 2.8. Let T : X → X be a local homeomorphism which is positively expansive and exact and let ϕ ∈ C(X; R).
(i) Assume that ϕ satisfies the Bowen condition. Then there are unique λ > 0 and
A proof of the assertion (i) of this theorem is given in [R5, Theorem 6.1 and Proposition 7.2].
KMS states
Our main result on existence and uniqueness of KMS states is contained in Theorem 3.5 below. If G is anétale groupoid we let C * (G) denote the full C * -algebra of G as defined in [R1, Chapter II]. Let T : X → X be a local homeomorphism which is positively expansive and exact. Then if G = G(X, T ) is the groupoid constructed above, C * (G) is purely infinite and simple (see [An] ). We shall mainly be concerned with KMS states on such C * -algebras.
Definition 3.1. Let A be a C*-algebra, β ∈ R and let α : R → Aut(A) be a strongly continuous action. Then a state ω on A is said to satisfy the KMS condition for α at inverse temperature β if
for all a, b ∈ A with a entire for α (see [BEK] , [P, §8.12] , [BR, §5.3 
]).
Let G be anétale groupoid and let c ∈ Z 1 (G, R) be a continuous real-valued one-cocycle. Let
Let µ be a quasi-invariant probability measure on the unit space G (0) and β ∈ R; then µ is said to satisfy the (c, β)-KMS condition if the modular function of µ (i.e. the Radon-Nikodym derivative dr * µ/ds * µ) is e −βc (see [R1, Def. I.3.15] ). The associated state on
for f ∈ C c (G) satisfies the KMS condition for α at inverse temperature β. It is shown in [R1, Prop. II.5.4 ] that if G is principal then every KMS state arises in this fashion. Since a groupoid associated to a local homeomorphism need not be principal, we need an extension of this result. For the sake of simplicity, we only consider the case of a locally compact groupoid which isétale and Hausdorff. Proof. Our assumption means that c −1 (0)∩G ′ ⊂ X, where G ′ is the isotropy bundle {γ ∈ G : r(γ) = s(γ)} and X = G (0) . Replacing c by βc, we may assume that β = 1. Thus, let ω be a KMS state for α at inverse temperature 1. Then the restriction of ω to C 0 (X) defines a probability measure µ on X. It is shown in [R1, II.5.4 ] that µ is quasi-invariant with the requisite modular function. The restriction of ω to C c (G) is a complex Radon measure and defines a complex measure ν on G (µ is the restriction of ν to X). We show just as in [R1, II.5.4 ] that the support of ν is contained in the closed set G ′ . Because of the KMS condition, we have
Then there exist open sets U i , V i ⊂ X, i ∈ I finite, such that {G Vi Ui , i ∈ I} covers the support of g and U i ∩ V i = ∅ for all i ∈ I. Using a partition of unity, we can write g = I g i where the support of g i contained in G Vi Ui . For all i ∈ I, there exist h i ∈ C c (X) such that (h • r)g i = g i and g i (h • s) = 0. This implies ω(g i ) = 0 and ω(g) = 0. Next we note that ω is invariant under α. This implies that for all f ∈ C c (G) and all t ∈ R, we have ω(e itc f ) = ω(f ). This implies that for all t ∈ R, e itc ≡ 1 on the support of ν. Therefore the support of ν is contained in c −1 (0). Thus under our assumption that
, the measures ν and µ agree. Then ω and ω µ agree on C c (G), hence on C * (G).
Given a local homeomorphism T : X → X and ϕ ∈ C(X; R), we construct the groupoid G = G(X, T ) as above. Every ϕ ∈ C(X; R) defines a continuous one-cocycle c = c ϕ ∈ Z 1 (G, R) by the formula
Moreover every element of Z 1 (G, R) is of this form (see [DKM] ). In that case, the condition c −1
It implies that ϕ is not of the form ψ • T − ψ. This condition is trivially satisfied when ϕ is strictly positive (or strictly negative).
Corollary 3.3. Let T : X → X be a local homeomorphism and let ϕ ∈ C(X; R). Let α denote the action associated to the cocycle c ϕ ∈ Z 1 (G, R). If c −1 ϕ (0) is principal, then every KMS state for α at inverse temperature β is of the form ω µ for some quasi-invariant probability measure µ with Radon-Nikodym derivative dr * µ/ds * µ = e −βcϕ .
Remark 3.4. In some cases, one can reach the same conclusion without any assumption on ϕ. For example, if the restriction of the KMS state to C(X) induces a probability measure on X with no atoms and if T is a local homeomorphism which is positively expansive and exact, one also obtains that every KMS state is of the form ω µ (using the fact that periodic points of a given period are also isolated).
We are now ready to state the main result concerning the existence and uniqueness of KMS states for the action associated to the cocycle c ϕ ; a key step is to show that P (T, −βϕ) = 0 has a unique solution (see Corollary 4.3 of [R3] and following remarks).
Theorem 3.5. Let T : X → X be a local homeomorphism which is positively expansive and exact. Let ϕ ∈ C(X; R) and let α be the automorphism group associated to the cocycle c ϕ ∈ Z 1 (G, R). and therefore a unique inverse temperature β at which KMS states exist; moreover, β > 0 (resp. β < 0): indeed we have
If furthermore ϕ satisfies the Bowen condition, the KMS state at inverse temperature β is unique.
Proof. For (i), we note that if ω is a KMS state for α at inverse temperature β, the measure µ on X given by its restriction to C(X) is quasi-invariant with Radon-Nikodym derivative e −βcϕ . This implies ([R3, Proposition 4.2] ) that L * −βϕ µ = µ and therefore, according to Proposition 2.5, that P (T, −βϕ) = 0. Conversely, if P (T, −βϕ) = 0, the same proposition gives the existence of a quasiinvariant probability measure µ with Radon-Nikodym derivative e −βcϕ . Then, ω µ is a KMS state for α at inverse temperature β. For (ii), we note that the assumption that c −1 ϕ (0) is principal guarantees that every KMS state is of the form ω µ , where µ is a Perron-Frobenius eigenvector L * −βϕ µ = µ and the second assumption guarantees the uniqueness of this Perron-Frobenius eigenvector. For (iii), we assume that c −1 ϕ (0) is not principal and that ϕ satisfies the Walters condition. According to (ii) of Theorem 2.8, there is h ∈ C(X, R), h > 0, such that L ϕ h = λh, where log λ = P (T, ϕ). Since c −1 ϕ (0) is not principal, there exists n ≥ 1 and x ∈ X such that T n x = x and ϕ n (x) = 0. Then,
Therefore λ > 1 and P (T, ϕ) > 0. Similarly P (T, −βϕ) > 0 for all β ∈ R. According to (i), this implies that α has no KMS states. For (iv), assume that ϕ is strictly positive. Then, the uniqueness of β such that P (T, −βϕ) = 0 follows by the properties of pressure enumerated in [W2, Theorem 9.7] . We have P (T, 0) = h(T ) > 0 (by Corollary 2.6) and P (T, −βϕ) ≤ h(T ) − β inf ϕ < 0 for β sufficiently large. The continuity of β → P (T, −βϕ) and the intermediate value theorem give the existence of β > 0 such that P (T, −βϕ) = 0. The convexity of this function implies the uniqueness of the solution. The case for strictly negative ϕ is handled similarly. The inequality follows immediately from [W2, Theorem 9.7(ii) ]. Since the strict positivity (or negativity) of ϕ implies that c −1 ϕ (0) is principal, we can apply (ii) to obtain the uniqueness when ϕ also satisfies the Bowen condition.
Remark 3.6. If ϕ is chosen to be the constant function 0, then α is the identity automorphism group and (iii) says that C * (X, T ) has no tracial state. As noted above it is well known that this C * -algebra is simple and purely infinite (see [An] ). If ϕ is chosen to be the constant function 1, then β = h(T ) the topological entropy (see 3.5(iv)). Since ϕ trivially satisfies the Bowen condition, there is a unique KMS state; this restricts to a trace on C * (R). The associated action α is the usual gauge action extended to R. This generalizes results of Olesen and Pedersen (see [OP] ).
KMS states may fail to exist if ϕ is not strictly positive (or negative) as the next example shows. But this is not a necessary condition (see Example 3.10).
Example 3.7. Let X and T be as in Example 2.2 above; recall that C * (G) ∼ = O n is generated by n isometries S 1 , . . . , S n . Given real numbers λ 1 , . . . , λ n there is a (unique) one-parameter automorphism group α : R → Aut(O n ) such that α t (S j ) = e itλj S j for j = 1, 2, . . . , n. By [Ev, Prop. 2 .2] there is a KMS state for α at inverse temperature β iff 1 = n j=1 e −βλj ; in this case the KMS state is unique. This condition holds for some β exactly when λ 1 , . . . , λ n all have the same sign (i.e. all are positive or all are negative). Let us deduce these results from Theorem 3.5. We define ϕ : X → R by ϕ(x) = λ x0 ; then ϕ is Hölder continuous and α is the one-parameter automorphism group associated to the cocycle c ϕ . Note that we have
Therefore, according to Proposition 2.5, n j=1 e −βλj is the exponential of the pressure P (T, −βϕ) and Evans' equation is equivalent to P (T, −βϕ) = 0. Thus, for a function ϕ of that form, a KMS state exists if and only if ϕ is strictly positive or strictly negative. Theorem 3.5 applies to give uniqueness. Note that there exist ϕ ∈ C(X; R) of the above form which do not have a constant sign but such that c −1 ϕ (0) is principal. This shows that the condition that c −1 ϕ (0) is principal is not sufficient for the existence of KMS states.
Example 3.8. Evans' example has been generalized to Cuntz-Krieger algebras by J. Zacharias in [Z] . Let A be an irreducible n × n zero-one matrix A = (A(i, j) ) 1≤i,j≤n and let X A and T A as in Example 2.3. There are n partial isometries S 1 , . . . , S n generating C * (G) ∼ = O A and one can define α : R → Aut(O A ) just as above. Zacharias has shown in [Z, Prop. 4.3] that there is a KMS state for α if and only all the λ i have the same sign and in this case the KMS state is unique; the inverse temperature β satisfies the condition that the spectral radius of D β A is 1, where D β is the diagonal matrix with entries e −βλi . This can be deduced from Theorem 3.5 just as above. We define ϕ as previously. We find that the pressure P (T, −βϕ) is the logarithm of the the spectral radius of D β A and that it can take the value 0 if and only if all the λ i have the same sign. Then, we can apply the part (iv) of the theorem.
Remark 3.9. KMS states with respect to gauge automorphism groups on Cuntz-Krieger algebras have also been studied by D. Kerr and C. Pinzari in [KP, Section 7] and by R. Exel in [Ex2] . Given a primitive n × n matrix A with zero-one elements, we define X = X A and T = T A as in Example 2.3 and
The automorphism group α b,a , where b ∈ R and a ∈ C(X, R), considered in [KP] is our automorphism group α for ϕ = b − a. They consider the KMS problem for α b,a at inverse temperature 1. Our necessary and sufficient condition for existence P (T A , −ϕ) = 0 becomes b = P (T A , a). In order to obtain the uniqueness of the KMS state, they assume that the variation of a is strictly less than the entropy P (T A , 0); since this condition implies the strict positivity of ϕ = b − a, their results are covered by Theorem 3.5 . The existence and uniqueness of KMS states in the case where (X, T ) = (X A , T A ) and ϕ is Hölder continuous and strictly positive also appears in [Ex2, Theorem 4.4] .
Example 3.10. Here is an example where the KMS state is unique but the potential ϕ does not have a constant sign. Let X and T be as in Example 2.2 with n = 2. Let ϕ ∈ C(X; R) be defined by ϕ(x) = log(4/3) if x 0 = 0 and x 1 = 1 − log 3 otherwise.
Then we claim that α as defined above has a unique KMS state which occurs at inverse temperature β = −1. We write (X, T ) as the shift associated to the stationary Bratteli diagram given by the matrix 1 1 1 1 .
Then c ϕ is the stationary quasi-product cocycle given by the matrix − log 3 log(4/3) − log 3 − log 3 .
According to Proposition 2.5 and [R3, Section 3.2], the pressure P (T, −βϕ) is the logarithm of the spectral radius of the matrix
It is a strictly increasing function from −∞ to +∞ and it takes the value 0 at β = −1. In this example, c −1 ϕ (0) is principal, ϕ does not have a constant sign and α has a unique KMS state.
Remark 3.11. Let T : X → X be a local homeomorphism, let ϕ ∈ C(X; R) and let α denote the action associated to the cocycle c ϕ ∈ Z 1 (G, R). Then the subalgebra C * (R n ) is invariant under α and the restriction of α to C * (R n ) is inner (this is because the restriction of c ϕ to R n is a coboundary). It follows then that the restriction of α to C * (R) is approximately inner. It follows by [P, Proposition 8.12 .9] that C * (R) has a ground state. Moreover, one may use the methods of [R5] to show that KMS states for the restriction of α to C * (R) exist at every inverse temperature β ∈ R. This generalizes Propositions III.1.5 and III.2.9 of [R1] .
The crossed product
We collect here some facts concerning the crossed product C * (G) ⋊ α R. If T : X → X is a local homeomorphism and ϕ ∈ C(X; R), thenT : X × R → X × R defined byT (x, t) = (x, t + ϕ(x)) is a local homeomorphism. Moreover, G(X × R,T ) may be identified with the skew product groupoid G(c ϕ ) and so C * (G) ⋊ α R ∼ = C * (G(X × R,T )) (see [DKM, Example 4] ). Note that G is minimal but G(X × R,T ) may well not be. We consider a necessary and sufficient condition for the minimality of G(X × R,T ): For every x ∈ X, open set U ∋ x, t ∈ R and ǫ > 0, there exist y ∈ U , m, n ∈ N such that T m x = T n y and |c ϕ (x, m − n, y) − t| < ǫ. This condition is equivalent to the requirement that R x ∞ (c ϕ ) = R for all x ∈ X (see [R1, Definition I.4.3] ). Hence, G(X × R,T ) is minimal and thus C * (G) ⋊ α R is simple if and only if this condition is satisfied (see [R1, Proposition I.4.14] ). This condition may be difficult to check but see the examples below. But simplicity of the crossed product also has interesting consequences. The following proposition is a restatement of some earlier results appropriate to the current context: Proposition 4.1. Let X be a compact metric space and let T : X → X be a local homeomorphism which is positively expansive and exact. Let ϕ ∈ C(X; R) and let α be the one-parameter automorphism group associated to the cocycle c ϕ ∈ Z 1 (G, R). Then Proof. Assertion (i) follows from [KK2, Props. 3, 4] and the fact that C * (G) is a unital simple purely infinite C*-algebra (see [An] ). Assertion (ii) follows from the existence of KMS states (see Theorem 3.5iv), [KK1, Theorem 3.2] and [KK1, Corollary 3.4] .
Remark 4.2. In the setting of part (ii) of the above proposition it may be worthwhile to find an explicit formula for the trace on the crossed product constructed from a measure resulting from Proposition 2.5; note that by arguing as in the proof of Theorem 3.5 there is a β > 0 such that P (T, −βϕ) = 0. Let µ be a measure on X such that L * −βϕ µ = µ (see the proof of Theorem 3.5); note that µ has full support. The measureμ = µ × e −βt dt on X × R is invariant under the groupoid G(X × R,T ) and therefore defines a faithful lower semicontinuous trace τ ω on the crossed product: it is easy to check that it satisfies the scaling property (see [KK1, Theorem 3.2 
]):
τ ω •α s = e −βs τ ω .
It follows that C * (G) ⋊ α R is stably projectionless.
Examples 4.3. In the case of Example 3.7 with λ i all of the same sign, Kishimoto has shown that C * (G) ⋊ α R is simple if and only if the subgroup generated by the λ i is dense in R (see [Ks] ); in this case it is also stably projectionless (see [KK1, Th. 4.1] ). In the case of Example 3.8 with A primitive and λ i all of the same sign, Zacharias has shown that C * (G) ⋊ α R is simple and stably projectionless if the λ i are linearly independent over Z (see [Z, Prop. 4.6] ).
