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Abstract
We show that an obstacle inside a known inhomogeneous medium can be determined from measurements
of the scattering amplitude at one frequency, without a priori knowledge of the boundary condition. We also
show that an obstacle inside a known inhomogeneous anisotropic conducting medium can be determined
from electrostatic current and voltage measurements on the boundary of a domain containing the obstacle.
Moreover, two obstacles with boundary measurements which are merely comparable as operators must
be identical. The first part of the paper gives an extension of the factorization method which may be of
independent interest and also yields a new reconstruction procedure.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Imaging; Obstacles; Inhomogeneous media; Inverse scattering; Electrical tomography; Factorization method
1. Introduction and outline of the method
In this paper we study the problem of recovering the shape of an obstacle inside a known in-
homogeneous background. In particular, we study the problem arising from electrical impedance
tomography (cf. [14]) were one seeks a constructive method to determine the shape of an un-
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using current and voltage measurements on the boundary of some exterior domain surrounding
the obstacle. We also study the inverse scattering problem of determining the shape of an obsta-
cle inside a known inhomogeneous medium by using far field measurements. We model this by
a Schrödinger equation with short range assumption for the potential. Since the energy is fixed
in our case the methods and results work as well for the acoustic inverse scattering problem.
The first results in inverse obstacle scattering were based on Schiffer’s proof by contradic-
tion [21], or on relatively delicate high frequency asymptotics [22]. We refer to [3] for the history
of the numerous advances on the problem. Nowadays, simple functional analysis arguments yield
proofs which are constructive and only require scattering data at one fixed frequency. We will use
a variant of the factorization method introduced by Andreas Kirsch. In a series of papers [17–19]
Kirsch presented an obstacle recovery method that is based on the following approach. Consider
the measurement data to be an integral operator B that is defined on the measurement domain.
The problem is to determine the shape of the obstacle being imaged from information contained
in the operator B . The idea is to use a factorization for the operator B of the form
B = FSF ∗, (1.1)
were S is an operator between function spaces defined on the boundary of the unknown domain
and F is an operator with range in the measurement domain. From (1.1) one can prove that the
knowledge of B determines the range of F which then determines the obstacle.
The first part of this paper is devoted to a general functional analysis result for identifying the
range of F from knowledge of B . In [17], Kirsch proved that, under certain conditions on B , F
and S , the range of F equals that of |B|1/2; for problems where these conditions are not satisfied
(such as scattering by absorbing media, or inversion from limited far-field data) he introduced in
[18] a different characterization of the range of F , involving a constrained optimization problem,
and, correspondingly, a more expensive numerical scheme. Our result (Theorem 3) clarifies the
connection between these two methods: it extends [18, Theorem 2.3], and also yields a more
efficient general inversion procedure which specializes to that in [17] (see the remark at the end
of this Introduction).
Moreover, the general functional analytic theorem given here yields a new surprising class of
uniqueness (and in some sense stability) results: it suffices to know an operator comparable to B
(in the sense of Eq. (1.8), with arbitrary positive constants d1 and d2) to reconstruct the obstacle
exactly.
We illustrate our approach on two problems: the first an inverse boundary problem, the second
an inverse scattering problem. For the former, the needed factorization was essentially proved
in [25], and the new uniqueness result follows rather easily. For inverse scattering, factorizations
of the form
B = F1SF ∗2
with different F1 and F2 corresponding to the case of a constant background medium first ap-
peared in [24] and for the case of a variable background in [12]. For the application to the
Factorization method, however, we need F1 to equal to F2. For constant background, this was
done in [17]. Finding a factorization which allows the method to be used in the case of variable
background has been an open problem. The second part of our paper is devoted to a solution of
this problem. It requires a fair amount of scattering theory machinery.
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A. Electrical impedance tomography. Let Ω1 and Ω2 be bounded Lipschitz domains in Rn,
n  2, with Ω1 ⊆ Ω2 and Ω2 \ Ω1 connected. Let γ (x) = (γ ij (x))n×n be a known Lipschitz
continuous real-valued symmetric uniformly elliptic matrix function in Ω2, which physically
describes the anisotropic conductivity in Ω2. Here Ω1 represents the unknown obstacle lying
inside Ω2 and ∂Ω2 is the set where the measurements are made. We assume that on ∂Ω1 the
unknown electric potential u satisfies the Dirichlet boundary condition. In Section 3 we study
the conductivity equation ∑
i,j
∂i
(
γ ij ∂ju
)= 0
for the electric potential u and introduce Dirichlet-to-Neumann maps Λ1,Λ2, Λij , i, j = 1,2.
Then, if S1 is the single-layer operator, we will show, following [25], the following
Theorem 1. The factorization
Λ22 −Λ2 =Λ21S1
(
Λ21
)∗
holds as an operator H 12 (∂Ω2)→H− 12 (∂Ω2).
The operator Λ22 −Λ2 (= B in (1.1)) corresponds to the measurement data in ∂Ω2. We will
show below that the factorization method gives a constructive way of uniquely determining the
shape of the unknown obstacle Ω1. Related problems have been considered by Brühl, Kirsch,
Gebauer and Hyvönen. In [2,19] the method was used to locate the support of inhomogeneities
in a homogeneous background. Here we seek the shape of an impenetrable obstacle in an inho-
mogeneous background. In the articles [6,11] the case of penetrable obstacle is studied. Also in
[2,6,11,19] Neumann-to-Dirichlet map is used as data, whereas we use the Dirichlet-to-Neumann
operator.
B. Inverse obstacle scattering in an inhomogeneous background. Let q be a real-valued
known background potential in Rn, n 2, such that
q ∈ Lploc
(
Rn
)
, where p > 2, when n= 2 and p = n, when n > 2, (1.2)
and satisfying the short range decay condition
q(x)=O(|x|−1−ε) as |x| → ∞ for some ε > 0. (1.3)
In Section 3 we study the Schrödinger equation(−+ q − k2)u= 0
with fixed wave number k > 0 in Rn as well as a boundary value problem in Rn \ Ω , where
Ω ⊆ Rn is the unknown obstacle satisfying either a Dirichlet or a Robin boundary condition
on ∂Ω . We prove the following factorization theorem. (The precise definitions of the operators
can be found in Section 3.)
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Lipschitz domain with connected complement. The following factorizations hold:
(a) (Aq −ADΩ,q)S∗q = FDS∗k,q(FD)∗
and (
Aq −ADΩ,q
)(
SDΩ,q
)∗ = FDSk,q(FD)∗
in the Dirichlet case and
(b) (Aq −AσΩ,q)S∗q = Fσ (N σk,q)∗(Fσ )∗
and (
Aq −AσΩ,q
)(
SσΩ,q
)∗ = FσN σk,q(Fσ )∗
in the Robin case.
We note that all the factorizations above are of the form (1.1) and that in the case when
the inhomogeneity outside is known, the left-hand sides of the equations in Theorem 2 can be
determined from the far field measurements of the corresponding scattering problems.
The uniqueness of the inverse problem of recovering the obstacle in an inhomogeneous back-
ground from the far field data was proved in [20]. The factorization method in this paper not only
gives the uniqueness of the shape of the obstacle but also a reconstruction method for determin-
ing it. Furthermore, we are able to relax the smoothness assumption for the potential q from C2
in [20] to Lp .
For the problem of determining the shape of an obstacle by the factorization method in a
constant background see [8,9,17,18] and for the problem of determining the support of inho-
mogeneity from the far field data, see [18,19]. Note that the scattering problem in quantum
mechanics can be easily transformed to one for acoustic scattering.
The factorization method presented here is based on the following functional analytic result,
which extends [18, Theorem 2.3]. In [18] it was assumed that in Eq. (1.1) the operators F and
B are compact and that the operator F is injective. The theorem below does not require these
assumptions. We denote by H ∗ the dual of the Hilbert space H , by (·,·) the inner product in H ,
linear in the first argument, and by 〈·,·〉 the duality pairing in H ×H ∗.
Theorem 3. Let H1 and H2 be Hilbert spaces. Suppose that B = FSF ∗ with F :H1 → H2
bounded and S :H ∗1 → H1 bounded and coercive in the sense that there exist c1, c2 > 0 such
that
c1‖g‖2 
∣∣〈Sg,g〉∣∣ c2‖g‖2 for all g ∈H ∗1 . (1.4)
Then for ϕ in H2 the following conditions are equivalent.
(i) ϕ belongs to the range R(F ) of F .
(ii) There exists C <∞ such that
∣∣〈ϕ,ψ〉∣∣ C∣∣〈Bψ,ψ〉∣∣ 12 for all ψ ∈H ∗2 . (1.5)
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sup
|〈Bψ,ψ〉|=1
∣∣〈ϕ,ψ〉∣∣<∞. (1.6)
Moreover, if any of these conditions is satisfied, then there exists f ∈H1 with Ff = ϕ and
√
c1 sup
|〈Bψ,ψ〉|=1
∣∣〈ϕ,ψ〉∣∣ ‖f ‖√c2 sup
|〈Bψ,ψ〉|=1
∣∣〈ϕ,ψ〉∣∣. (1.7)
In particular, the knowledge of B determines R(F ).
In fact, we have the following more general consequence.
Corollary 4. Let B and F be as in Theorem 3. Suppose that A :H ∗2 →H2 is an operator that is
comparable to B , i.e. there are positive constants d1, d2 such that for all ψ in H ∗2
d1
∣∣〈Aψ,ψ〉∣∣ ∣∣〈Bψ,ψ〉∣∣ d2∣∣〈Aψ,ψ〉∣∣. (1.8)
Then knowledge of A determines the range R(F) of F .
The proof and some alternative forms of the theorem are given in Section 2. We will see in
Section 3 that the assumptions in Theorem 3 are valid for the impedance tomography problem A
where S = S1 and in the scattering problem B where S is either Sk,q or N σk,q under the assump-
tion that k2 is neither a Dirichlet nor a Robin eigenvalue of − + q in Ω . Note also that the
condition (1.5) is equivalent to [18, (2.11)]:
inf
{∣∣〈Bψ,ψ〉∣∣: 〈ϕ,ψ〉 = 1}> 0. (1.9)
The following theorem allows us to recover the shape of an obstacle from knowledge of R(F).
In the problem A we have F = Λ21 and in B F is either FD or Fσ . In Section 3 we define
Green’s functions Gγ (·,·) in A and G+k,q(·,·) with the far field pattern (G+k,q(·,·))∞ in B. It is
important that these Green’s functions do not depend on the obstacles, and can be computed
since the background inhomogeneity is known.
Theorem 5. In problem A we have
y ∈Ω1 if and only if ν · γ∇Gγ (·, y)|∂Ω2 ∈R
(
Λ21
)
and in problem B
y ∈Ω if and only if (G+k,q(·, y))∞ ∈R(F (D,σ )).
The proof is given in Section 3.
Combining Theorems 1–3, 5 and Corollary 4 together with Proposition 3.6 which shows that
the hypothesis of Theorem 3 is satisfied for problems A and B, we obtain our main results.
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Ω2 \Ω1 connected. Assume γ is a known Lipschitz continuous real-valued symmetric uniformly
elliptic matrix function in Ω2. Then the obstacle Ω1 can be reconstructed from knowledge of a
boundary operator comparable (in the sense of (1.8)) to Λ2,2 −Λ2.
The corresponding inverse obstacle scattering result is the following.
Theorem 7. Let Ω ⊂ Rn, n  2, be an unknown bounded Lipschitz domain with connected
complement. Assume that the known potential q satisfies conditions (1.2) and (1.3) and that k2
is not a Dirichlet or Robin eigenvalue of −+ q in Ω . Then Ω can be reconstructed from the
knowledge of the scattering operator SDΩ,q (for the Dirichlet boundary condition) or SσΩ,q (for
the Robin condition) at the frequency k2.
Note that to recover Ω we do not need to know which operator, SDΩ,q or SσΩ,q , we were given,
nor do we need to know σ .
Moreover, from Corollary 4 it follows that the obstacle can be reconstructed, in principle
exactly, even if the scattering data is not known precisely. We state this, for simplicity, for the
case of homogeneous background.
Theorem 8. Let q = 0. If the scattering operators for two bounded Lipschitz obstacles are
comparable (in the sense of (1.8)) at one non-resonant frequency k2, then the obstacles must
coincide.
Below we list, for convenience, the steps of the reconstruction algorithm.
1. Choose sampling points yj in Ω2 (problem A) or in Rn (problem B) and evaluate the func-
tions ν · γ∇Gγ (·, yj )|∂Ω2 or the far field patterns (G+k,q(·, yj ))∞ for the corresponding
Green’s functions; we denote these functions by ϕj . Note that ϕj can be calculated with-
out any knowledge of the obstacle. Note also that, in problem B, if the potential q is zero in
Rn, then we have (G+k,q(·, y))∞(xˆ)= e−ikxˆ·y .
2. Using the measurement data B determine the subspace {ψ : 〈Bψ,ψ〉 = 0} and the ‘unit ball’
{ψ ∈ H ∗2 : |〈Bψ,ψ〉| = 1}. This is done only once without any reference to the sampling
points.
3. For each sampling point yj check whether ϕj is orthogonal to {ψ : 〈Bψ,ψ〉 = 0} and
whether
sup
|〈Bψ,ψ〉|=1
∣∣〈ϕj ,ψ〉∣∣
is finite or not. By Theorems 3 and 5 we can then conclude whether or not yj lies inside the
obstacle.
Note that if one identifies H2 and H ∗2 (cf. Section 2), B happens to be compact and positive
and {ψj } is an orthonormal basis of eigenvectors corresponding to eigenvalues {λj }, then ψ =∑
j ajψj satisfies ∣∣〈Bψ,ψ〉∣∣= 1
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j
λj |aj |2
∣∣∣∣= 1.
Furthermore in this case
sup
|〈Bψ,ψ〉|=1
∣∣〈ϕ,ψ〉∣∣
is comparable to (
∑
j
|〈ϕ,ψj 〉|
|λj | )
1
2 , and we recover the obstacle identification criterion in [17].
2. Functional analytic results for factorizations
In this section we prove Theorem 3 and also give some alternative versions and consequences.
We denote by κi :Hi →H ∗i , i = 1,2, the isometric linear isomorphism defined by
(f, g)Hi = 〈f,κig〉 for all f,g ∈Hi, i = 1,2. (2.1)
We start with a simple general lemma, which gives a good starting point for understanding The-
orem 3. For completeness we provide a proof here.
Lemma 2.1. Let F :H1 → H2 be a bounded operator and let ϕ ∈ H2. Then ϕ ∈ R(F ) if and
only if there exists C <∞ such that for all ψ ∈H ∗2∣∣〈ϕ,ψ〉∣∣ C∥∥F ∗ψ∥∥
H ∗1
. (2.2)
On R(F ) the operator F has a right inverse J :R(F )→H1 such that for all ϕ ∈R(F )
‖Jϕ‖H1 = sup‖F ∗ψ‖=1
∣∣〈ϕ,ψ〉∣∣. (2.3)
Proof. If ϕ = Ff for some f ∈H1, then for all ψ ∈H ∗2 we have∣∣〈ϕ,ψ〉∣∣= ∣∣〈Ff,ψ〉∣∣= ∣∣〈f,F ∗ψ 〉∣∣ ‖f ‖∥∥F ∗ψ∥∥.
Assume now that ϕ ∈H2 and (2.2) holds. Let us define the linear functional jϕ on R(F ∗) by
jϕ
(
F ∗ψ
)= 〈ϕ,ψ〉.
By (2.2), if F ∗ψ1 = F ∗ψ2, then 〈ϕ,ψ1 − ψ2〉 = 0 and therefore jϕ is well defined. Moreover,
‖jϕ‖ = Cϕ , where Cϕ is the smallest constant for which (2.2) holds. We can extend jϕ uniquely
to a bounded linear functional onR(F ∗) and then to all of H ∗1 by setting jϕ ≡ 0 onR(F ∗)⊥. By
the reflexivity there exists a unique fϕ ∈ H1 with jϕ(g) = 〈fϕ,g〉 and ‖fϕ‖H1 = Cϕ. We define
Jϕ := fϕ, so that
〈FJϕ,ψ〉 = 〈fϕ,F ∗ψ 〉= jϕ(F ∗ψ)= 〈ϕ,ψ〉
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‖Jϕ‖ = Cϕ = sup
‖F ∗ψ‖=1
∣∣〈ϕ,ψ〉∣∣. 
Note that one can consider Lemma 2.1 as a special case of Theorem 3 when S is κ−11 . Next,
to obtain Theorem 3 from Lemma 2.1, we observe that condition (1.4) in fact requires S to be
comparable to κ−11 .
Proof of Theorem 3. If ϕ = Ff then, in view of (1.4), we have for all ψ in H ∗2
∣∣〈ϕ,ψ〉∣∣ ‖f ‖∥∥F ∗ψ∥∥ (1.4) ‖f ‖√
c1
∣∣〈SF ∗ψ,F ∗ψ 〉∣∣ 12 = ‖f ‖√
c1
∣∣〈Bψ,ψ〉∣∣ 12 . (2.4)
This shows that (i) implies (ii).
If ϕ satisfies condition (ii) then
∣∣〈ϕ,ψ〉∣∣ C∣∣〈Bψ,ψ〉∣∣ 12 = C∣∣〈SF ∗ψ,F ∗ψ 〉∣∣ 12  C√c2∥∥F ∗ψ∥∥.
Thus by Lemma 2.1 there exists f ∈H1 such that ϕ = Ff and
‖f ‖H1 = sup‖F ∗ψ‖=1
∣∣〈ϕ,ψ〉∣∣= sup
F ∗ψ =0
|〈ϕ,ψ〉|
‖F ∗ψ‖ . (2.5)
This shows that (ii) implies (i). To see that (ii) also implies (1.7) we use hypothesis (1.4) which
yields, as above,
1√
c2
∣∣〈Bψ,ψ〉∣∣ 12  ∥∥F ∗(ψ)∥∥
H1
 1√
c1
∣∣〈Bψ,ψ〉∣∣ 12 (2.6)
for any ψ in H ∗2 . (In particularF ∗ψ = 0 if and only if 〈Bψ,ψ〉 = 0.) Substituting (2.6) to (2.5)
we obtain
√
c1 sup
〈Bψ,ψ〉=0
|〈ϕ,ψ〉|
|〈Bψ,ψ〉| 12
 ‖f ‖H1 
√
c2 sup
〈Bψ,ψ〉=0
|〈ϕ,ψ〉|
|〈Bψ,ψ〉| 12
(2.7)
and (1.7) follows. Moreover if ψ is such that 〈Bψ,ψ〉 = 0 (equivalently, if ψ is in the null-space
of F ∗) then (1.5) implies 〈ϕ,ψ〉 = 0. We have thus shown that (ii) implies (iii).
Finally we verify that (iii) implies (ii). Assume ϕ satisfies (iii) with
Cϕ = sup
|〈Bψ,ψ〉|=1
∣∣〈ϕ,ψ〉∣∣. (2.8)
Let ψ ∈H ∗2 . Then either 〈Bψ,ψ〉 = 0, in which case 〈ϕ,ψ〉 = 0, so (1.5) holds, or 〈Bψ,ψ〉 = 0.
In the latter case, we let ψ˜ = ψ/|〈Bψ,ψ〉|1/2, so that |〈Bψ˜, ψ˜〉| = 1. Then |〈ϕ, ψ˜〉|  Cϕ , i.e.
|〈ϕ,ψ〉| Cϕ |〈Bψ,ψ〉|1/2, so that (1.5) holds with C = Cϕ . 
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so that we have for all f,g ∈H ∗2
〈Bf,g〉 = (B˜f, g)H ∗2 .
With the usual definitions of |B˜| and |B˜|1/2 by the formula |B˜| = (B˜∗B˜)1/2 we can thus use κ2
to define |B| and |B|1/2.
Theorem 2.2. Let the conditions of Theorem 3 be valid and assume that, in addition B satisfies
c3
〈|B|ψ,ψ 〉 ∣∣〈Bψ,ψ〉∣∣ c4〈|B|ψ,ψ 〉, c3, c4 > 0, (2.9)
under the previous interpretations. Then (1.5) ⇔ ϕ ∈R(|B| 12 ). If B is also injective, then Cϕ ∼
‖|B|−1/2ϕ‖; more precisely,
1√
c4
∥∥|B|− 12 ϕ∥∥ sup
|〈Bψ,ψ〉|=1
∣∣〈ϕ,ψ〉∣∣ 1√
c3
∥∥|B|− 12 ϕ∥∥. (2.10)
In particular when S is bounded and coercive and B = FSF ∗ satisfies (2.9), then R(F ) =
R(|B| 12 ).
Proof. Assume that B satisfies (2.9). Then the condition (1.5) is equivalent to
∣∣〈ϕ,ψ〉∣∣ C∣∣〈|B|ψ,ψ 〉∣∣ 12 = C∥∥|B| 12 ψ∥∥ for all ψ ∈H ∗2
which is equivalent to ϕ ∈R(|B| 12 ) by Lemma 2.1.
By (2.9) we can write
1√
c4
sup
‖|B| 12 ψ‖=1
∣∣〈ϕ,ψ〉∣∣= 1√
c4
sup
|〈ϕ,ψ〉|
〈|B|ψ,ψ〉 12
 sup |〈ϕ,ψ〉|
|〈Bψ,ψ〉| 12
= sup
|〈Bψ,ψ〉|=1
∣∣〈ϕ,ψ〉∣∣ 1√
c3
sup
|〈ϕ,ψ〉|
〈|B|ψ,ψ〉 12
= 1√
c3
sup
‖|B| 12 ψ‖=1
∣∣〈ϕ,ψ〉∣∣.
Assuming now that B is injective, then also |B| 12 is injective and has a dense range so that
sup
‖|B| 12 ψ‖=1
∣∣〈ϕ,ψ〉∣∣= sup
‖u‖=1
u∈R(|B| 12 )
∣∣〈ϕ, |B|− 12 u〉∣∣
= sup
‖u‖=1
u∈R(|B| 12 )
∣∣〈|B|− 12 ϕ,u〉∣∣= ∥∥|B|− 12 ϕ∥∥
which proves (2.10). 
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2. Note that in Theorem 2.2 we can assume instead of (2.9) that there exists a positive operator
B¯ such that
c3〈B¯ψ,ψ〉
∣∣〈Bψ,ψ〉∣∣ c4〈B¯ψ,ψ〉 for all ψ ∈H ∗2 .
Then (1.5) ⇔ ϕ ∈R(B¯ 12 ) and if B¯ is also injective, then
sup
|〈Bψ,ψ〉|=1
∣∣〈ϕ,ψ〉∣∣≈ ∥∥B¯− 12 ϕ∥∥.
3. If instead of (1.4) in Theorem 3 we assume that
c1
∥∥S∗g∥∥2  ∣∣〈S∗g,g〉∣∣ c2∥∥S∗g∥∥2 for all g ∈H ∗1
then by an easy modification of the proof we can see that ϕ ∈R(FS) if and only if there exist
C <∞ such that |〈ϕ,ψ〉|C|〈Bψ,ψ〉| 12 for all ψ ∈H ∗2 .
3. Factorizations for recovering obstacles in an inhomogeneous backgrounds
In this section we obtain the factorization theorems (Theorems 1 and 2) after we have intro-
duced the relevant operators. We also show that the conditions in Theorem 3 are valid in both
special cases A and B.
A. Electric impedance tomography. Let Ω1 and Ω2 be bounded Lipschitz domains in Rn,
n 2, with Ω1 ⊆Ω2 and Ω2 \Ω1 connected. Let
γ (x)= (γ ij (x))
n×n ∈ C0,1(Ω2)
be a known Lipschitz continuous real-valued symmetric matrix function, which is uniformly
elliptic, i.e. there exist constants c,C > 0 such that
c|ξ |2 
∑
i,j
γ ij (x)ξiξj  C|ξ |2 for all ξ ∈ Rn, x ∈Ω2. (3.1)
Physically γ describes the anisotropic conductivity in Ω2. Following [25] we define six Dirichlet-
to-Neumann maps in the following way.
Let u ∈H 1(Ω2) be the weak solution of the conductivity equation
∇ · (γ∇u)= 0 in Ω2, (3.2)
or in coordinate form ∑
∂i
(
γ ij ∂ju
)= 0 in Ω2,
i,j
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u|∂Ω2 = f ∈H
1
2 (∂Ω2). (3.3)
Let ν(x) denote the outer unit normal on the boundary of Ω2. We assume that all function
spaces in this section have real scalar fields. Define
Λ2f = ν · γ∇u|∂Ω2 ∈H−
1
2 (∂Ω2) (3.4)
in the weak sense, i.e.∫
Ω2
∑
i,j
γ ij ∂iu∂j v dx = 〈τ2v,Λ2f 〉 for all v ∈H 1(Ω2), (3.5)
where τ2 :H 1(Ω2) → H 12 (∂Ω2) is the trace-mapping and 〈·,·〉 is the bilinear duality pairing in
H
1
2 (∂Ω2)×H− 12 (∂Ω2).
Physically the conductivity equation (3.2) corresponds to the absence of sources and sinks of
the electric current generated by the potential with given boundary values (3.3). The Dirichlet-to-
Neumann map (3.4) then gives the current flux across the boundary ∂Ω2 in the static situation.
Let Λ1 :H
1
2 (∂Ω1) → H− 12 (∂Ω1) be the corresponding map with Ω1 in place of Ω2. On the
boundary ∂Ω1 the direction of ν(x) is chosen to be outwards from Ω1.
For j = 1 or 2, let uj ∈H 1(Ω2 \Ω1) be the weak solutions of⎧⎪⎨⎪⎩
∇ · (γ∇uj )= 0 in Ω2 \Ω1,
uj = f ∈H 12 (∂Ωj ) on ∂Ωj ,
uj = 0 on the rest of the boundary.
(3.6)
We define
Λ1j f := ν · γ∇uj |∂Ω1 (3.7)
and
Λ2j f := ν · γ∇uj |∂Ω2 . (3.8)
Note that the Dirichlet-to-Neumann map in Ω2 \Ω1 can be written as a matrix(−Λ11 −Λ12
Λ21 Λ22
)
:H
1
2 (∂Ω1)⊕H 12 (∂Ω2)→H− 12 (∂Ω1)⊕H− 12 (∂Ω2) (3.9)
if the outward normal is chosen on the boundary of the domain as usual. This formula and the
symmetry of the D-to-N map imply that(
Λ11
)∗ =Λ11, (Λ22)∗ =Λ22 and (Λ12)∗ = −Λ21. (3.10)
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−
∑
i,j
∂iγ
ij ∂j :H
1
0 (Ω2)→H−1(Ω2)
and define the self-adjoint single-layer operator
S1 = τ1Gγ τ ∗1 :H−
1
2 (∂Ω1)→H 12 (∂Ω1), (3.11)
where τ1 :H 10 (Ω2) → H
1
2 (∂Ω1) is the trace-mapping. The integral kernel Gγ (x, y) of
Gγ :H−1(Ω2)→H 10 (Ω2) is the Dirichlet Green’s function satisfying{∇x · γ∇xGγ (x, y)= −δy(x) in Ω2,
Gγ (x, y)= 0 for x ∈ ∂Ω2, y ∈Ω2 (3.12)
and we can also write
S1g(x) :=
∫
∂Ω1
Gγ (x, y)g(y) dσ (y), x ∈ ∂Ω1. (3.13)
It is a well-known consequence of the classical de Giorgi–Nash theorem that Gγ (x, y) is
continuous in {(x, y) ∈Ω2 ×Ω2: x = y}. The singularity of Gγ (·, y) at y is given by (see [29]):
Gγ (x, y)≈
{
|x − y|2−n, n > 2,
log 1|x−y| , n= 2,
(3.14)
when x is in a neighborhood of y. Here f ≈ g means that ∃c1, c2 > 0 such that c1g  f  c2g.
One can easily modify the results of Section 6 in [25] to see that the following factorization is
true:
Λ22 −Λ2 = −Λ21S1Λ12 =Λ21S1
(
Λ21
)∗
, (3.15)
which shows the validity of (1.1) when we choose{
H1 =H 12 (∂Ω1), H2 =H− 12 (∂Ω2),
F =Λ21 and B =Λ22 −Λ2.
The inverse problem in this case can now be formulated: determine the shape of the unknown
scatterer Ω1 from the knowledge of B , which is interpreted as the given data: Λ2,2 is measured,
and Λ2 can be calculated (since Ω2 and γ are known).
B. Scattering in an inhomogeneous background. We denote by H0 the self-adjoint extension
of the Laplacian − in L2(Rn), n 2, with domain D(H0)=H 2(Rn). It is well known that the
spectrum of H0 consists entirely of the absolutely continuous spectrum and σ(H0)= σ(ac)(H0)=
[0,∞).
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valued potential satisfying the previous conditions (1.2) and (1.3) in Section 1. By Hölder’s
inequality one can then see that
q˜(x) := (1 + |x|)1+ε′q(x), 0 < ε′ < ε,
belongs to the Stummel class
Mρ :=
{
f : Rn → R: sup
x∈Rn
∫
|x−y|1
∣∣f (y)∣∣2|x − y|ρ−n dy <∞, when ρ < n
or sup
x∈Rn
∫
|x−y|1
∣∣f (y)∣∣2 dy =: sup
x∈Rn
Nf (x) <∞ when ρ  n
}
for some ρ < 4 and that also Nq˜(x) → 0 as |x| → ∞. These conditions are sufficient for the
multiplication operator q˜ to be H0-compact (i.e. q˜ :H 2(Rn) → L2(Rn) is compact) (see e.g.
[28]). It follows that q is compact operator from H 2s (Rn) into L2s+1+ε(Rn) for sufficiently small
ε > 0 and for every s ∈ R. Here
L2s
(
Rn
)= {u(x): (1 + |x|2)s/2u(x) ∈ L2(Rn)} (3.16)
with norm
‖u‖0,s =
∥∥(1 + |x|2)s/2u∥∥
L2(Rn) (3.17)
for every integer m 0
Hms
(
Rn
)= {u(x): Dαu ∈ L2s (Rn), 0 |α|m} (3.18)
with the weighted Sobolev norm
‖u‖m,s =
( ∑
|α|m
∥∥Dαu∥∥20,s) 12 . (3.19)
The H0-bound for q is 0, so the Kato–Rellich theorem [26] shows that
H :=H0 + q
is self-adjoint and thatD(H)=D(H0)=H 2(Rn). Weyl’s theorem [27] implies that the essential
spectrum σ(ess)(H) (by definition the union of accumulation points of σ(H) and isolated eigen-
values of infinite multiplicity) equals the essential spectrum of H0, which is [0,∞), so that the
negative part of σ(H) may consist only of denumerable set of eigenvalues with finite multiplicity
and the only possible accumulation point for them is 0.
Agmon [1] considered the larger class of potentials q ∈ L2loc(Rn) such that the multiplication
operator (1 + |x|)1+εq(x) is H0-compact for some ε > 0. In that case there might be imbedded
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is known that with our assumptions for q that cannot happen [13].
For a fixed k > 0 we denote by Φ±k (x − y) the integral kernel of the resolvent R±0 (k) =
(H0 − k2 ∓ i0)−1, which exists as a bounded operator from L2s into H 2−s for all s > 12 [1]. It is
well known that
Φ±k (x)=
i
4
(
k
2π |x|
) n−2
2
H
(1,2)
n−2
2
(
k|x|) (= e±ik|x|
4π |x| , when n= 3
)
, (3.20)
where H(1,2)p are the Hankel functions of the first and second kind. Here the + stands for the
outgoing and − for the incoming fundamental solution.
Now we define the radiation condition as a modification of the definition in [1] which allows
us to consider exterior boundary value problems.
Definition 3.1. A function u ∈ L2loc(Rn) is (k-)outgoing if
u=R+0 (k)f (3.21)
outside some compact set for some f ∈ L2s (Rn), s > 12 . If R+0 (k) is replaced by R−0 (k) we say
that u is (k-)incoming.
Note that this definition allows us to change u inside some compact set without disturbing the
radiation condition, in particular it allows us to leave u undefined in any compact set.
The asymptotics of u=R+0 (k)f is known to be
u(x)= Cn k
n−3
2 eik|x|
|x| n−12
f̂ (kω)+ u0(x), (3.22)
where
Cn = 14π
(
1
2πi
) n−3
2
, (3.23)
ω = x|x| ∈ Sn−1 and
lim
r→∞ r
−1
∫
|x|r
∣∣u0(x)∣∣2 dx = 0. (3.24)
Here the Fourier transform is defined by
f̂ (ξ)=
∫
Rn
e−ix·ξ f (x) dx.
We can now define the far field pattern for outgoing functions:
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pattern u∞ ∈ L2(Sn−1) of u by
u∞(ω)= f̂ (kω)=
∫
Rn
e−ikω·xf (x) dx for ω ∈ Sn−1. (3.25)
The far field pattern is well defined because the Fourier transform maps L2s into Hs , so when
s > 1/2 we can apply the trace theorem on the sphere kSn−1. Also the far field pattern does not
depend on f : let f1 and f2 be such that outside some compact set K we have u = R+0 (k)f1 =
R+0 (k)f2. Then
R+0 (k)(f1 − f2)=:w ∈H 2comp
and so
f1 − f2 =
(
H0 − k2
)
w
which implies that f̂1|kSn−1 = f̂2|kSn−1 .
The next step is to define scattering solutions to the Schrödinger equation(
H − k2)ϕ = 0, k > 0 fixed, (3.26)
in the form
ϕ±(x, θ)= eikx·θ + ϕ±s (x, θ), θ ∈ Sn−1, (3.27)
where ϕ±s is outgoing/incoming. If the potential q is compactly supported ϕ+ is defined as the
solution of the Lippmann–Schwinger equation
ϕ±(x, θ)= eikx·θ −
∫
Rn
Φ±k (x − y)q(y)ϕ±(y, θ) dy; (3.28)
ϕ±s solves the integral equation
ϕ±s (x, θ)+
∫
Rn
Φ±k (x − y)q(y)ϕ±s (y) dy = −
∫
Rn
Φ±k (x − y)q(y)eikθ ·y dy. (3.29)
Since R±0 (k)q :H 2−s →H 2−s is compact for any s > 12 , Fredholm theory yields a unique solution
of (3.29) in H 2−s . The uniqueness follows from the classical Rellich’s lemma and the unique
continuation principle (UCP) [13].
Theorem 3.3 (Unique continuation principle). Let Ω ⊆ Rn be open and connected. If n  3,
let V ∈ Ln/2loc (Ω),f ∈ H 2,ploc (Ω),p = 2nn+2 and |f (x)| |V (x)||f (x)| a.e. in Ω. If f vanishes
in a neighborhood of some x0 ∈ Ω , then f ≡ 0 in Ω . When n = 2, the conclusion holds if
V ∈ Lp (Ω) for some p > 1 and f ∈H 2,1(Ω).loc loc
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instead of the plane wave eikx·θ the Herglotz wave operator [3,26]
L2
(
Sn−1
)→H 2−s(Rn) :g → ∫
Sn−1
eikx·θg(θ) dσ (θ) (3.30)
and interpret the solution function ϕ±(x, θ) as a bounded operator
L2
(
Sn−1
)→H 2−s(Rn) :g → ∫
Sn−1
ϕ±(x, θ)g(θ) dσ (θ) (3.31)
for s > 1/2 (see also [12]). We denote the right-hand side of (3.30) and (3.31) by ϕ0g and ϕ±g ,
respectively. The boundedness of the Herglotz wave operator follows easily from duality and the
trace theorem. Now we define the scattering solution ϕ±g for g ∈ L2(Sn−1) as the solution of
ϕ±g = ϕ0g −R±0 (k)
(
qϕ±g
) (3.32)
or
ϕ±g =
(
I +R±0 (k)q
)−1
ϕ0g. (3.33)
Here I +R±0 (k)q is indeed invertible as a bounded operator in H 2−s for s > 1/2 [1]. Note that in
the case of compactly supported q Eq. (3.32) follows from (3.28) by multiplying by g(θ) and by
integrating with respect to θ.
By using the resolvent
R±q (k)=
(
H − k2 ∓ i0)−1 :L2s →H 2−s , s > 12 ,
see [1] (note the absence of positive eigenvalues), we can also write
ϕ±g =
(
I −R±q (k)q
)(
ϕ0g
)
. (3.34)
We denote by G±k,q the radiating Green’s function for the scattering problem, i.e. the integral
kernel of R±q (k). The solution of the Lippmann–Schwinger equation (3.28) can then be written
as
ϕ±(x, θ)= eikx·θ −
∫
Rn
G±k,q(x, y)q(y)e
iky·θ dy (3.35)
corresponding to Eq. (3.34).
We now collect some well-known properties of the scattering solution ϕ+ when q is bounded
and compactly supported, see e.g. [3]. The corresponding formulas for ϕ− are also valid. The
function ϕ+ has the asymptotic behaviour
ϕ+(x, θ)= eikx·θ +Cn k
n−3
2 eik|x|
n−1
2
Aq(ω, θ)+ o
(
1
n−1
2
)
,|x| |x|
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the representation as an integral
Aq(ω, θ)= −
∫
Rn
e−ikxˆ·yq(y)ϕ+(y, θ) dy (3.36)
which exists as a continuous function.
We denote the corresponding integral operator (the far field operator) by Aq
Aqf (ω)=
∫
Sn−1
Aq(ω, θ)f (θ) dσ (θ),
which is bounded and compact as a map L2(Sn−1)→ L2(Sn−1) and define the scattering opera-
tor
Sq = I + i4π
(
k
2π
)n−2
Aq :L
2(Sn−1)→ L2(Sn−1). (3.37)
It is well known that Sq is unitary.
We now turn to the general q and extend the definitions of Aq and Sq to this case. We define
the far field operator Aq ∈ B(L2(Sn−1),L2(Sn−1)) by
Aqg(ω)=
(
ϕ±g − ϕ0g
)
∞(ω)= −
(̂
qϕ±g
)
(kω). (3.38)
Since the multiplication by q is a compact operator from H 2s into L2s+1+ε for any s <−1/2 and
for sufficiently small ε > 0 we see easily that Aq is compact. The formula (3.36) shows that
this definition indeed extends the earlier one for compactly supported potentials. The scattering
operator Sq is defined now also by the formula (3.37). The unitarity of Sq can be proved (see [1])
by approximating the potential q by the sequence of bounded compactly supported potentials
qj (x)=
{
q(x) when |x| j and |q(x)| j,
0 otherwise
(3.39)
and using the unitarity of Sqj for every j  1.
Now we turn to the obstacle case. Let Ω ⊆ Rn be a bounded Lipschitz domain such that the
complement Rn \ Ω is connected. Physically Ω is interpreted as an unknown scatterer whose
shape is to be found by using far field measurements.
Consider the following exterior boundary value problem: find the outgoing solution u to the
Schrödinger equation (−+ q − k2)u= 0 in Rn \Ω, (3.40)
where the boundary condition is either the Dirichlet condition
u|∂Ω = f ∈H 12 (∂Ω) (3.41)
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∂
∂ν
u+ σu
)∣∣∣∣
∂Ω
= f ∈H− 12 (∂Ω); (3.42)
here σ ∈ L∞(∂Ω) is a given real-valued function. The Neumann boundary condition is consid-
ered as a special case σ ≡ 0.
Theorem 3.4. The problem (3.40) and either (3.41) or (3.42) has a unique outgoing solution
u ∈H 2loc(Rn \Ω)∩H 1(Ω˜ \Ω) where Ω˜ is any smooth bounded open set containing Ω .
Proof. We first verify uniqueness. Let u be the solution of the problem satisfying either u≡ 0 or
∂
∂ν
u+ σu ≡ 0 on the boundary ∂Ω. Because u is outgoing, we have u = R+0 (k)g outside some
compact set K (⊇ Ω) for some g ∈ L2s (Rn). We may also take K so large that q is bounded
outside K . We will show that
Im
〈
R+0 g,g
〉= 0, (3.43)
which implies that u∞ = ĝ |kSn−1 = 0, see [1]. Then the asymptotics (3.22) and the fact that u
satisfies Schrödinger equation outside K imply that there exists a sequence (rn), rn → ∞ so that
lim
n→∞
∫
|x|=rn
|∂ru|2 + |u|2 dσ(x)= 0
(see [5]). The classical theorem of Kato [15] forces u to vanish outside K . The unique continu-
ation principle then shows that u must be equal to zero in Rn \Ω, which proves the uniqueness
part of the theorem. Now let us prove (3.43). Let R > 0 be so large that K ⊆ BR = {x: |x|<R}
and let v =R+0 g ∈H 2−s . Green’s first identity implies that∫
|x|R
vg dx =
∫
|x|R
v
(
H0 − k2
)
v dx
=
∫
|x|R
|∇v|2 − k2|v|2 dx −
∫
|x|=R
v
∂v
∂ν
dσ.
Taking the imaginary part, letting R → ∞ and noting that Green’s identity applied to u in BR \Ω
implies
Im
∫
|x|=R
v
∂v
∂ν
dσ = Im
∫
|x|=R
u
∂u
∂ν
dσ = Im
∫
∂Ω
u
∂u
∂ν
dσ = 0,
we obtain (3.43).
Now let us prove the existence part. At first we choose a smooth bounded open set Ω˜ con-
taining Ω such that k2 is neither a Dirichlet nor a Robin eigenvalue for −+ q either in Ω˜ \Ω
or in Ω˜ . This can always be done by modifying Ω˜ if needed. Let us fix the cut-off function
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set Ω˜ \Ω .
The idea of the proof is to seek the solution u in the form
u=R+q (k)ρ + χv (3.44)
where ρ ∈ L2(Ω ′) is solved by the Fredholm theory and v ∈H 1(Ω ′)∩H 2loc(Ω ′) is chosen in an
appropriate way to take care of the boundary behaviour. Note that such u is outgoing because of
the resolvent equation
R+q (k)=R+0 −R+0 qR+q . (3.45)
We start with the Dirichlet case. The substitution of (3.44) into Eq. (3.40) leads to
ρ + [χ(−+ q − k2)−χ]v − 2∇χ · ∇v = 0. (3.46)
We now write v = vf − vρ where vf ∈H 1(Ω ′) and vρ ∈H 1(Ω ′) satisfy the equations(−+ q − k2)vf = (−+ q − k2)vρ = 0 in Ω ′ (3.47)
such that
vf |∂Ω = f and vf |∂Ω˜ = 0 (3.48)
and
vρ |∂Ω =R+q (k)ρ|∂Ω and vρ |∂Ω˜ = 0. (3.49)
Here ρ belongs to L2(Ω ′); also note that vf can be solved without ρ. The standard interior
regularity theorem implies that vf and vρ belong to H 2loc(Ω
′) and so does u. Note that Hölder’s
inequality and Sobolev’s embedding theorem imply that qvf and qvρ ∈ L2loc(Ω ′).
We can write Eq. (3.46) in the form
ρ +Kρ = (χ)vf + 2∇χ · ∇vf ∈ L2(Ω ′), (3.50)
where K is the compact operator in L2(Ω ′) taking ρ ∈ L2(Ω ′) first to vρ ∈H 1(Ω ′) and then to
(χ)vρ + 2∇χ · ∇vρ ∈ L2(Ω ′).
We will now show that the operator I + K is injective and then the Fredholm alternative
completes the proof.
Let (I +K)ρ = 0, where ρ ∈ L2(Ω ′). Now (3.44) and (3.46) imply that the function
u˜=R+q (k)ρ − χvρ
is an outgoing solution of (3.40) satisfying u˜|∂Ω = 0. Then by the uniqueness we must have
u˜= 0 outside Ω or
R+q (k)ρ = χvρ in Rn \Ω.
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equivalently 0 near ∂Ω. But this means that we can extend vρ into Ω as R+q (k)ρ obtaining the
solution of (−+ q − k2)vρ = 0 in Ω˜
which is 0 on the boundary ∂Ω˜ . But then vρ has to vanish by our assumption for Ω˜ and then
also ρ must be 0. The Dirichlet case is now proved. The Robin case is handled similarly; all we
have to do is to use the corresponding boundary condition in defining v. 
We now define the far field operators for Dirichlet and Robin boundary value problems,
FD :H 1/2(∂Ω) → L2(Sn−1) and Fσ :H−1/2(∂Ω) → L2(Sn−1), by setting FDf and Fσf to
be far field patterns of the outgoing solutions of the corresponding exterior boundary value prob-
lems (3.40) and (3.41) or (3.42) with data f .
Let us consider the following obstacle scattering problem:⎧⎪⎪⎪⎨⎪⎪⎪⎩
(−+ q − k2) u= 0 in Rn \Ω,
u(x, θ)= eikθ ·x + us(x, θ),
us(·, θ) is outgoing,
u|∂Ω = 0 or
(
∂
∂ν
u+ σu)∣∣
∂Ω
= 0.
(3.51)
To allow for potentials q which satisfy the short range decaying condition, we use Herglotz
operators as before. We formulate the problem in the operator form:
For g ∈ L2(Sn−1) find ug such that ug − ϕ0g is outgoing,(−+ q − k2)(ug − ϕ0q)= −qϕ0q in Rn \Ω (3.52)
and either
ug|∂Ω = 0 (3.53)
or (
∂
∂ν
ug + σug
)∣∣∣∣
∂Ω
= 0. (3.54)
Theorem 3.5. The problem (3.52) and either (3.53) or (3.54) has a unique solution ug ∈
H 2loc(R
n \Ω)∩H 1(Ω˜ \Ω) where Ω˜ is any smooth bounded open set containing Ω .
Proof. The proof is similar to the proof of Theorem 3.4 except that we seek the solution in the
form
ug − ϕ0g =R+q (k)
(−qϕ0g)+R+q (k)ρ + χv (3.55)
instead of (3.44) to take care of the right-hand side of (3.52). 
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ADΩ,q and AσΩ,q ∈ B
(
L2
(
Sn−1
)
,L2
(
Sn−1
))
and corresponding unitary scattering operators by using Theorem 3.5. Here the superscript D
refers to the Dirichlet case and σ to the Robin case. A(D,σ )Ω,q are defined by the sequence of
operators
g → ϕ0g → ug →
(
ug − ϕ0g
)
∞ (3.56)
and they are clearly compact. S(D,σ )Ω,q ∈ B(L2(Sn−1),L2(Sn−1)) are then defined by
S
(D,σ )
Ω,q = I +
i
4π
(
k
2π
)n−2
A
(D,σ )
Ω,q . (3.57)
We note here that because of the continuous dependence of R+q (k) on q [1], that is
lim
j→∞R
+
j (k)=R+q (k) in B
(
L2s ,H
2−s
)
, (3.58)
where R+j (k) corresponds to the bounded compactly supported potential qj defined by the for-
mula (3.39), as a consequence of Theorems 3.4 and 3.5 the operators A(D,σ )Ω,q and S(D,σ )Ω,q are limits
of the corresponding operators for qj . The same applies also for operators FD and Fσ . For com-
pactly supported potential qj we note that the corresponding uqj satisfies Helmholtz equation
outside some compact set, and we see that the operators S(D,σ )Ω,qj are unitary by modifying the
proof in [16]. The unitarity of S(D,σ )Ω,q then follows by the above limiting procedure.
Next we define layer potentials and layer operators. For proofs of the following results in
Lipschitz domains, see [4], [23] or [12]. Let Ω˜ be a smooth open bounded set containing ∂Ω .
By duality and by interpolation we see that the operator R+q (k) is bounded from Hts (Rn) into
Ht+2−s (Rn) for t ∈ [−2,0] and s > 1/2. We define the single layer potential
SLf :=R+q (k)τ ∗f for f ∈H−
1
2 (∂Ω), (3.59)
where τ is a trace mapping H 1(Ω˜)→H 12 (∂Ω), and the single layer operator
Sk,qf := τ(SLf |Ω˜ ). (3.60)
The definitions are obviously independent of the choice of Ω˜ and we see that Sk,q maps
H− 12 (∂Ω) continuously into H 12 (∂Ω). By using the integral kernel G+k,q(x, y) we can also write
Sk,qf (x)=
∫
G+k,q(x, y)f (y) dσ (y), x ∈ ∂Ω.
∂Ω
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(
τ+ − τ−)SLf = 0 and ( ∂
∂ν
+
− ∂
∂ν
−)
SLf = −f, (3.61)
where τ± and ∂
∂ν
±
are trace and normal derivative operators on ∂Ω from Ω˜ \Ω (+) and Ω˜ ∩Ω
(−).
The double layer potential is defined by
DLf :=R+q (k)f˜ ∈ L2−s for f ∈H
1
2 (∂Ω), s > 1/2, (3.62)
where
〈f˜ , ϕ〉 =
∫
∂Ω
f
∂ϕ
∂ν
dσ for ϕ ∈H 2(Ω˜).
It can be shown [12,23], that actually DLf |Ω˜ ∈H 1(Ω˜) and that the jump relations(
τ+ − τ−)DLf = f and ( ∂
∂ν
+
− ∂
∂ν
−)
DLf = 0 (3.63)
are valid. Here ∂
∂ν
± DL are bounded from H 12 (∂Ω) into H− 12 (∂Ω). We need the Robin modifi-
cation of the normal derivative of double layer potential N σk,q :
N σk,qf :=
(
∂
∂ν
+
+ στ+
)∣∣∣∣
∂Ω
(DLf + SLσf ). (3.64)
It is a consequence of the previous jump relations that we also have
N σk,qf =
(
∂
∂ν
−
+ στ−
)∣∣∣∣
∂Ω
(DLf + SLσf ) (3.65)
and that N σk,q is bounded from H
1
2 (∂Ω) into H− 12 (∂Ω). We also write
N σk,qf (x)=
(
∂
∂ν(x)
+ σ(x)
) ∫
∂Ω
(
∂
∂ν(y)
+ σ(y)
)
G+k,q(x, y)f (y) dσ (y), x ∈ ∂Ω.
We are now ready to prove Theorem 2.
Proof of Theorem 2. We already saw that all of the operators in the claims depend continuously
on q in the sense we formulated before. Therefore it is enough to prove the theorem only for
potentials that are bounded and compactly supported. Let us assume this in the rest of the proof.
The Green’s formula and the well-known asymptotics
G+k,q(x, y)= Cn
k
n−3
2 eik|y|
n−1
2
ϕ+(x,−yˆ)+ o
(
1
n−1
2
)
(3.66)|y| |y|
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G+k,q(x, y)−G−k,q(x, y)=
i
4π
(
k
2π
)n−2 ∫
Sn−1
ϕ+(y, zˆ)ϕ−(x,−zˆ) dσ (zˆ). (3.67)
Subtracting the two equations (3.35) and using (3.67) and (3.36) we get
ϕ+(x, θ)= ϕ−(x, θ)− i
4π
(
k
2π
)n−2 ∫
Rn
∫
Sn−1
ϕ+(y, zˆ)ϕ−(x,−zˆ) dσ (zˆ) · q(y)eiky·θ dy
= ϕ−(x, θ)+ i
4π
(
k
2π
)n−2 ∫
Sn−1
Aq(−θ, zˆ)ϕ−(x,−zˆ) dσ (zˆ) (3.68)
=RSqRϕ−(x, ·)(θ), (3.69)
where Rf (θ)= f (−θ), θ ∈ Sn−1.
We denote the restriction of the Herglotz operator (3.31) by Hq :L2(Sn−1) → H 12 (∂Ω) so
that
Hqg(x) :=
∫
Sn−1
ϕ+(x,α)g(α)ds(α), x ∈ ∂Ω.
Its adjoint H ∗q :H−
1
2 (∂Ω)→ L2(Sn−1) satisfies
H ∗q f (α)=
∫
∂Ω
ϕ−(x,−α)f (x) ds(x), α ∈ Sn−1,
where the identity ϕ+(x, θ) = ϕ−(x,−θ) was used. Multiplying (3.69) by f (x) and integrating
over ∂Ω , we get ∫
∂Ω
ϕ+(x,−θ)f (x) ds(x)= SqH ∗q f (θ). (3.70)
If u(x, θ) is the solution of (3.51) with the Dirichlet boundary condition, then ϕ+(x, θ) −
u(x, θ) = (ϕ+(x, θ) − eikθ ·x) − (u(x, θ) − eikθ ·x) is the outgoing solution for the Schrödinger
equation in the exterior domain Rn \ Ω whose restriction to ∂Ω is ϕ+(·, θ)|∂Ω . From this we
conclude that
FD
(
ϕ+(·, α)|∂Ω
)
(θ)=Aq(θ,α)−ADΩ,q(θ,α). (3.71)
Green’s function’s asymptotics (3.66) shows that the left-hand side of Eq. (3.70) equals
FDSk,qf (θ) so using the unitarity of Sq we get
H ∗q = S∗qFDSk,q or Hq = S∗k,q
(
FD
)∗
Sq,
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FDS∗k,q
(
FD
)∗
Sq = FDHq =Aq −ADΩ,q
or
FDS∗k,q
(
FD
)∗ = (Aq −ADΩ,q)S∗q .
Denoting
ρ = 1
4π
(
k
2π
)n−2
and by taking the adjoints we have
FDSk,q
(
FD
)∗ = Sq(A∗q −A∗Ω,q)= (I + i4π
(
k
2π
)n−2
Aq
)(
A∗q −A∗Ω,q
)
=A∗q −A∗Ω,q + iρAqA∗q − iρAqA∗Ω,q
=Aq − iρAqA∗q −AΩ,q + iρAΩ,qA∗Ω,q + iρAqA∗q − iρAqA∗Ω,q
= (Aq −AΩ,q)
(
I − iρA∗Ω,q
)= (Aq −AΩ,q)S∗Ω,q,
because the unitarity of S = I + iρA implies that A−A∗ = iρAA∗. The proof of the part (a) is
now complete.
To prove part (b) we define the operator Hσq :L2(Sn−1)→H−
1
2 (∂Ω) by
Hσq g(x) :=
∫
Sn−1
(
∂
∂ν(x)
+ σ(x)
)
ϕ+(x,α)g(α)dσ(α), x ∈ ∂Ω,
so that (Hσq )∗ :H
1
2 (∂Ω)→ L2(Sn−1) has the representation
(
Hσq
)∗
g(α)=
∫
∂Ω
[(
∂
∂ν(x)
+ σ(x)
)
ϕ−(x,−α)
]
g(x)dσ (x), α ∈ Sn−1.
Differentiating (3.68) with respect to x, adding the same equation multiplied by σ(x), multiply-
ing by f (x) and integrating over ∂Ω we get
∫
∂Ω
[(
∂
∂ν(x)
+ σ(x)
)
ϕ+(x,−θ)
]
f (x)dσ (x)
=
∫ [(
∂
∂ν(x)
+ σ(x)
)
ϕ−(x,−θ)
]
f (x)dσ (x)∂Ω
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4π
(
k
2π
)n−2 ∫
Sn−1
∫
∂Ω
Aq(θ, zˆ)
[(
∂
∂ν(x)
+ σ(x)
)
ϕ−(x,−zˆ)
]
f (x)dσ (zˆ) dσ (x)
= Sq
(
Hσq
)∗
f (θ).
Because of the asymptotics (3.66) the left-hand side of this equation equals FσN σk,qf (θ), so we
have
Hσq =
(N σk,q)∗(Fσ )∗Sq.
Similarly to part (a) by using the solution u(x, θ) of the Robin boundary value problem (3.51)
we can now write
Fσ
((
∂
∂ν
+ σ
)
ϕ+(·, α)|∂Ω
)
(θ)=Aq(θ,α)−AσΩ,q(θ,α),
so as operators we obtain(
Aq −AσΩ,q
)= FσHσq = Fσ (N σk,q)∗(Fσ )∗Sq.
The second formula of part (b) is established in the exactly same way as in part (a), so the theorem
is now proved. 
In particular Theorem 3 makes it possible to determine R(F ) from the knowledge of opera-
tor B . We now prove Theorem 5, which shows that the unknown object in problems A and B can
be recovered from R(F).
Proof of Theorem 5. We first consider case A. Let y ∈ Ω1. Since Gγ (·, y) is the H 1 so-
lution of the conductivity equation (3.2) in Ω2 \ Ω1 satisfying Gγ (·, y)|∂Ω1 ∈ H
1
2 (∂Ω1) and
Gγ (·, y)|∂Ω2 = 0, we have
ν · γ∇Gγ (·, y)|∂Ω2 =Λ21
(
Gγ (·, y)|∂Ω1
)
.
Next let y ∈Ω2 \Ω1 and assume that there exists f ∈H 12 (∂Ω1) such that ν · γ∇Gγ (·, y)|∂Ω2 =
Λ21f . Let u ∈ H 1(Ω2 \ Ω1) be the corresponding solution of Eq. (3.2), u|∂Ω1 = f and
u|∂Ω2 = 0. Let r > 0 be so small that Br(y)⊆Ω2, in which case v :=Gγ (·, y)−u satisfies (3.2)
in Ω2 \(Ω1 ∪Br(y)) with vanishing Cauchy data on ∂Ω2. Extend γ as an arbitrary Lipschitz con-
tinuous function to the ball BR(0) where R > 0 is chosen so that Ω2 ⊆ BR(0). The zero function
extension v0 ∈ H 1(BR(0) \ (Ω1 ∪Br(y))) of v is a solution of (3.2) as one can see by applying
Green’s formula to any test function ϕ ∈ C∞0 (BR(0) \ (Ω1 ∪Br(y))) and using ν · γ∇v0 = 0 on
∂Ω2. The unique continuation principle [10] implies that v vanishes and therefore Gγ (·, y) = u
in Ω2 \ (Ω1 ∪ Br(y)). By letting r → 0 we reach a contradiction because u is continuous in
Ω2 \Ω1 but Gγ (·, y) is singular (by (3.14)).
Finally, when y ∈ ∂Ω1 the assumption that there exists f ∈ H 12 (∂Ω1) so that
ν ·γ∇Gγ (·, y)|∂Ω2 =Λ21f implies by the similar reasoning that Gγ (·, y)|Ω2\Ω1 ∈H 1(Ω2\Ω1).
But this is in contradiction to the fact that Gγ (·, y)|∂Ω1 /∈ L2(∂Ω1) when n > 2 by (3.14). When
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borhood of y and then using [7, Theorem 7.15] together with (3.14).
The case B is proved in a similar fashion; one just has to use Kato’s theorem and UCP as in
the beginning of the proof of Theorem 3.4 to see that the far field pattern uniquely determines
the solution of the Schrödinger equation. For the singular behavior of G+k,q(·, y) at y we refer to
[29] or [30]. We note that for dimensions n = 2,3 locally H 2-functions are continuous by the
Sobolev imbedding theorem and for dimensions n > 3 the singularity G+k,q(x, y) ≈ |x − y|2−n
does not allow it to belong to L2loc(R
n). 
We still have to make sure that the conditions in Theorem 3 are valid in A and B:
Proposition 3.6. In problem A condition (1.4) is valid for S = S1 defined by Eq. (3.11).
In problem B condition (1.4) is valid for S = Sk,q or N σk,q under the assumption that k2 is
neither a Dirichlet nor a Robin eigenvalue of −+ q in Ω .
Proof. In the case (A) the ellipticity of γ implies that there exists c > 0 such that for every
g ∈H− 12 (∂Ω2) ∣∣〈S1g,g〉∣∣= ∣∣〈Gγ τ ∗1 g, τ ∗1 g〉∣∣ c∥∥τ ∗1 g∥∥
and because the surjectivity of τ1 implies the continuity of (τ ∗1 )−1, we have the claim.
In the case of B we use the resolvent equation (3.45), the compactness of q as a mapping
from H 1comp into H−1comp and [4, Theorem 2] to write the operators Sk,q and N σk,q as compact
perturbations of positive operators. Then [9, Lemma 4.2] combined with the facts that
Im
〈
R+0 g,g
〉= 0 ⇒ ĝ |kSn−1 = 0
(as in the proof of Theorem 3.4) and that k2 is not an interior eigenvalue proves the claim. 
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