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We numerically investigate non-local effects on inhomogeneous flows of soft athermal disks close
to but below their jamming transition. We employ molecular dynamics to simulate Kolmogorov
flows, in which a sinusoidal flow profile with fixed wave number is externally imposed, resulting in
a spatially inhomogeneous shear rate. We find that the resulting rheology is strongly wave number-
dependent, and that particle migration, while present, is not sufficient to describe the resulting stress
profiles within a conventional local model. We show that, instead, stress profiles can be captured
with non-local constitutive relations that account for gradients to fourth order. Unlike nonlocal flow
in yield stress fluids, we find no evidence of a diverging length scale.
PACS numbers: 47.57.Qk, 82.70.-y, 83.10.Gr
Predictive descriptions of the rheology of soft athermal
particles, e.g. emulsions, foams, colloidal suspensions,
and granular materials, are frequently needed in the con-
text of food, pharmaceutical, personal care products,
and other process technologies [1]. Recently, physicists
have studied the constitutive relations of these out-of-
equilibrium systems in the context of jamming or yield-
ing transitions [2–10]. However, nearly all effort to-date
has addressed homogeneously flowing systems, and the
resulting local constitutive relations [11], even if they are
generalized to tensorial forms [12], are blind to so-called
non-local effects [13] which are relevant to spatially inho-
mogeneous flows of disordered materials [14, 15].
Phenomenologically, non-locality in flow refers to con-
stitutive relations that are sensitive to spatial gradients
in the shear rate. In dense amorphous matter, the effect
is presumed to result from plastic events triggered by
distant stress fluctuations [16–21]. In recent years there
has been substantial interest in the nonlocal continuum
model of Bocquet and co-workers [22] and several related
models [16, 23–27]. They take the usual local constitutive
relation, determined under homogeneous flow conditions,
and introduce it as a source term in a diffusion equation
for the fluidity (inverse viscosity). A so-called “cooper-
ativity length” is required to quantify the range of non-
local effects. These models successfully describe inhomo-
geneous flow profiles in emulsions [22, 28, 29], foams [30],
and granular materials [23, 24, 26, 31] under conditions
where local models fail dramatically.
Despite these successes, important questions remain
regarding how and when non-local effects are significant.
The original fluidity model incorporated a cooperativ-
ity length that vanishes as the volume fraction φ ap-
proaches the jamming volume fraction φJ from above
[22]. In sharp contrast, more recent efforts call for a
length scale that diverges at a critical stress [16, 23–
27]. Though mutually inconsistent, both approaches pre-
dict that non-locality requires a yield stress. Cagny et
al. probed granular suspensions without a yield stress
and found that velocity profiles can also be fit with the
fluidity model, albeit with a cooperativity length propor-
tional to the rheometer’s gap width [32]. They argued
the length scale is merely a proxy for particle migration
effects, and showed that a local model can describe the
profiles if one accounts for spatial variations in the vis-
cosity. Hence the applicability of nonlocal models below
jamming remains uncertain.
In this Letter, we study non-local effects in Kolmogorov
flow, in which the system flows steadily under forcing
that varies sinusoidally in space. This method builds on
prior work in liquids [33], granular materials [34, 35], and
foams and emulsions [36]. We simulate dense systems of
soft, viscous, athermal disks [37], the canonical model of
jamming. Prior studies of this system have focused on
homogeneous flows, and have evidenced a sensitive (crit-
ical) dependence of the homogeneous flow curves on both
the proximity to jamming, ∆φ = φJ − φ, and the shear
rate, γ˙ [2–4]. From our own simulations of simple shear
flows, we have verified that both the shear stress and nor-
mal stress, i.e. σLxy = ηs(φ, γ˙)γ˙ and σ
L
yy = ηc(φ, γ˙)γ˙, can
be described with the viscosity,
ηo(φ, γ˙) =
{
η¯o(γ˙
ao + co∆φ
bo)−1 (φ < φJ )
σo(φ)γ˙
−1 + η¯oγ˙
−ao (φ > φJ )
(1)
(o = s, c), where we summarize the yield stress, σo(φ),
and fitting parameters, η¯o, ao, bo, and co, in Supplemen-
tal Materials (SM) [38]. Our focus here is primarily on
the case without a yield stress, φ < φJ ≃ 0.842. We find
(i) constitutive relations depend on gradients of the strain
rate; (ii) particle migration modifies the predictions of
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FIG. 1. (Color online) (a) Snapshot of Kolmogorov flow with
wave number n = 2. Colors represent the velocity, −1 ≤
vix/A ≤ 1. Solid lines have width proportional to the elastic
forces between the N = 2048 disks (circles). (b) Flow curves
obtained from Kolmogorov flow at φ = 0.82. Lines represent
wave numbers qn = 2pin/L increasing from n = 1 to 20. Shear
stress, σxy, and shear rate, γ˙, are scaled by the amplitude,
A = 10−3d0/t0, and the dotted line represents Eq. (1).
local models, but cannot account for the observed stress
profiles; (iii) non-local models correctly capture the re-
sulting stress profiles; while (iv) the cooperativity length
remains small for all simulated flow parameters.
Numerical methods.— We use MD simulations of two-
dimensional disks. To generate initial disordered config-
urations, we randomly distribute a 50:50 binary mixture
ofN = 131072 disks in a L×L square periodic box. Here,
different kinds of disks have different diameters, dL and
dS , with their ratio, dL/dS = 1.4, so that area fraction is
given by φ ≡ pi(d2L+d
2
S)N/8L
2. Repulsive forces between
contacting disks are modeled by linear elastic forces, i.e.
f
el
ij = k(Ri + Rj − rij)nij for Ri + Rj > rij and f
el
ij = 0
otherwise, where Ri labels the radius of disk i and rij is
the center-to-center distance between the disks i and j.
In the elastic force, k and nij ≡ rij/rij with the relative
position, rij ≡ ri − rj , represent the stiffness and nor-
mal unit vector, respectively. The system is relaxed to
a static state by means of FIRE algorithm [39]. In or-
der to simulate flow, we add viscous forces to every disk
as fvisi = −η {vi − u(ri)}, where η, vi, and u(r) are the
bulk viscosity, velocity of disk i, and external flow field,
respectively. Then, we describe motions of the disks by
overdamped dynamics [2–4], i.e. 0 =
∑
j 6=i f
el
ij + f
vis
i , such
that the velocity is given by vi = u(ri)+η
−1
∑
j 6=i f
el
ij . In
the following analyses, we scale every length and time by
the units, d0 ≡ (dL + dS)/2 and t0 ≡ η/k, respectively,
and change the area fraction from φ = 0.80 to 0.85.
To simulate Kolmogorov flow, we apply flow fields
u(r) = (un(y), 0), where the x-component is given by
un(y) = A sin qny , (2)
with an amplitude, A, and wave number, qn ≡ 2pin/L
(n = 1, 2, . . . ). The flow field, Eq. (2), is periodic along
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FIG. 2. (Color online) Profiles of (a) the velocity field,
vx(y)/A, (b) shear rate, γ˙(y)/A, (c) shear stress, σxy(y)/A,
and (d) area fraction, φ(y), where A, φ, and n are as in Fig.
1(b). Wave numbers increase in the direction of the arrows.
Dotted circles in (b) indicate shear localized regions and the
red solid line in (d) represents the jamming point, φJ .
the y-axis, and we use periodic boundary conditions to
avoid non-local effects due to boundaries [40]. We take
time-averages over the interval 20 ≤ At/d0 ≤ 50, which
we have verified to be in steady state [38].
Breakdown of local rheology.— First, we examine the
local rheology of Kolmogorov flows. Figure 1(a) shows
a steady state flow with n = 2. In this figure, force-
chains (the solid lines) develop around nodes of the si-
nusoidal flow field, Eq. (2), so that the elastic forces,
f
el
ij , do not vanish and velocities of the disks, vi =
u(ri) + η
−1
∑
j 6=i f
el
ij , can deviate from the flow field,
u(r). This means that the local shear rate is differ-
ent from ∇yun(y) = Aqn cos qny and the stress will
show non-trivial local profiles (in contrast with previ-
ous studies [21–24, 26, 28, 29], where the stress pro-
files are statically determinate). We compute the ve-
locity field by dividing the system into small bins as
vx(y) = N(y)
−1
∑
yi∈y
vix, where the summation runs
over the N(y) disks located in a bin, i.e. the disks satis-
fying yi ∈ [y−∆y/2, y+∆y/2] with the bin size, ∆y. We
then take the y-derivative of the velocity field such that
the local shear rate is given by γ˙(y) = ∇yvx(y). Simi-
larly, the shear stress is calculated according to σxy(y) =
(L∆y)−1
∑
yi∈y
∑
j 6=i f
el
ijxyij which corresponds to the
macroscopic shear stress if we integrate it over the en-
tire system, i.e. σLxy = L
−1
∫ L/2
−L/2 σxy(y)dy [38].
If the constitutive relations, Eq. (1), are applicable to
inhomogeneous flows, the shear stress, σxy(y), must re-
spond to the local shear rate, γ˙(y), in the same way as
the macroscopic shear stress, σLxy. Figure 1(b) shows
parametric plots of σxy(y) and γ˙(y) for φ = 0.82 and
A = 10−3d0/t0. In this figure, we increase the wave
3number from n = 1 to 20 (arrow), where the dotted line
is the response of macroscopic shear stress, σLxy, which
we consider as the limit of n = 0. Clearly, variations
of the flow fields are significant and the flow curves are
wave-number dependent. Therefore, the local constitu-
tive relations, Eq. (1), fail to describe Kolmogorov flow.
Particle migration.— What is the origin of the wave-
number dependence seen in Fig. 1? As suggested by de
Cagny et al. [32], we now examine the role of particle mi-
gration. Figure 2 displays the profiles of (a) velocity field,
vx(y), (b) shear rate, γ˙(y), and (c) shear stress, σxy(y),
where the amplitude, A, area fraction, φ, and wave num-
bers, n, are as in Fig. 1(b), and the y-coordinate is scaled
by the wavelength, λn ≡ L/n. Increasing the wave num-
ber from n = 1 to 20 (as indicated by the arrows), we
find that the velocity field around anti-nodes is flattened
(Fig. 2(a)) and accordingly the shear rate becomes small
(in the dotted circles in Fig. 2(b)), i.e. Kolmogorov flow
with high wave numbers exhibits shear localization. Fig.
2(d) shows area fraction profiles, φ(y), which vary signifi-
cantly in the vicinity of shear localization. Hence particle
migration is indeed present.
To determine if particle migration accounts for
wave-number dependence in the flow curves, we as-
sume σLxy(y) = ηs[φ(y), γ˙(y)]γ˙(y) and σ
L
yy(y) =
ηc[φ(y), γ˙(y)]γ˙(y) and numerically solve the force balance
equations,
∇yσ
L
xy(y) = −f
ex
x (y) , (3)
∇yσ
L
yy(y) = 0 , (4)
under boundary conditions, ∇yγ˙|y=0,L = ∇yφ|y=0,L = 0,
where f exx (y) = −(4η/pid
2
0)φ(y) {vx(y)−A sin qny} rep-
resents the viscous force acting on the disks [38]. The
dotted line in Fig. 3(a) is the measured local shear stress,
while the profiles γ˙(y) ≡ ∇yvx(y) and φ(y) are given
by the numerical solutions of Eqs. (3) and (4). The lo-
cal shear stress exhibits discontinuities around the shear-
localized regions and significantly deviates from the re-
sults of MD simulation (the open pentagons in Fig. 3(a)).
The discontinuities are due to the increase of φ above φJ
in the shear-localized regions (Fig. 2(d)), generating a
local yield stress. We find that the local constitutive re-
lation fails even if we take γ˙(y) and φ(y) from simulation
data (the closed diamonds in Fig. 3(a)). We conclude
that particle migration alone cannot account for the flow
curves of Fig. 1(b).
Non-local constitutive relations.— We now formulate
non-local constitutive relations to describe shear local-
ization and wave-number dependent flow behavior. First,
we introduce a general non-local constitutive relation as
σxy(y) =
∫
dy′Θ(y, y′)γ˙(y′) , (5)
where Θ(y, y′) represents non-local shear viscosity. If the
system is isotropic, the non-local shear viscosity can be
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FIG. 3. (Color online) The shear stress scaled by the ampli-
tude, A = 10−3d0/t0, where the open symbols are the results
of MD simulations and the solid lines represent the non-local
constitutive relations. We increase (a) n and (b) φ as listed in
the legends and indicated by the arrows, where (a) φ = 0.82
and (b) n = 20 are used. The dotted line in (a) is the lo-
cal constitutive relation, σLxy(y), for n = 20, where the shear
rate, γ˙(y), and area fraction, φ(y), are given by numerical so-
lutions of the force balance equations (3) and (4). The closed
diamonds in (a) represent the local constitutive relation using
γ˙(y) and φ(y) from MD simulations.
normalized as Θ(y, y′) ≡ α(y − y′)ηs [φ(y
′), γ˙(y′)], where
the propagator, α(l), is introduced as a symmetric func-
tion of the distance, l ≡ y − y′, and is normalized as∫∞
−∞
dlα(l) = 1 [13]. The shear stress, Eq. (5), is then
given by a weighted integral of the local shear stress, i.e.
σxy(y) =
∫
dy′α(y − y′)σLxy(y
′) =
∫
dlα(l)σLxy(y − l). Be-
cause the local constitutive relation is recovered if the
propagator is replaced with Dirac’s delta function, i.e.
σxy(y) = σ
L
xy(y) if α(l) = δ(l), non-local effects can be
quantified by a finite width of the propagator.
Taking the Fourier transform of the non-local consti-
tutive relation, we find that the propagator is given by
αˆ(q) = σˆxy(q)/σˆ
L
xy(q) with the wave number, q, where
σˆxy(q) and σˆ
L
xy(q) are Fourier coefficients of the non-
local and local shear stress, respectively. Note that the
propagator goes to one in the long wavelength limit, i.e.
αˆ(q) → 1 if q → 0, such that the local constitutive re-
lation describes the shear stress for homogeneous (sim-
ple shear) flows. Figure 4(a) displays semi-logarithmic
4plots of the propagator (symbols) as a function of the
imposed wave number, qn, where the Fourier coefficients,
σˆxy(qn) and σˆ
L
xy(qn), are obtained from the results of
MD simulations. We see that if the flow amplitude, A,
is small enough, the propagator exhibits a small peak
(reminiscent of the “dip” in the excess compliance of non-
local elasticity [36]) before sharply decreasing. Moreover,
double-logarithmic plots (Fig. 4(a), inset) imply a linear
increase of the propagator for slow flows (dotted line).
This result is surprising because the propagator must be
symmetric in qn, and so the presence of a linear term
implies that αˆ is non-analytic at zero wave number. For
small wave numbers, the propagator can be expanded as
αˆ(qn) ≃ αˆ(0) + ψ|qn| − (ξqn)
2 , (6)
where ψ and ξ are introduced as length scales encoding
non-locality. Note that the linear term, ψ|qn|, is neces-
sary to capture the peak for slow flows. The solid lines in
Fig. 4(a) plots the expansion, Eq. (6), where we establish
good agreement with numerical data by adjusting αˆ(0),
ψ, and ξ. We confirm that αˆ(0) = 1 ± 0.1 (≃ 1) and
estimate the length scales for varying A and φ (see SM
[38] for the dependence of αˆ(q) on φ).
In previous studies [22–24, 26, 28–30], a cooperative
length was introduced to represent the range of non-
locality. Because this length depends sensitively on the
system’s proximity to a jamming or yielding transition,
it has been widely accepted that non-locality has links
to critical phenomena. For our systems below jamming,
the range of non-local effects is quantified by the length
scales, ψ and ξ, which we have quantitatively estimated
by fitting Eq. (6) to numerical results. As shown in Figs.
4(b) and (c), for the range of forcing amplitudes and area
fractions accessed here, these length scales never exceed
a few particle diameters. Hence we find no evidence for
a diverging nonlocal length scale below jamming.
Stress profiles.— We now demonstrate that the stress
profiles from MD simulations can be captured within a
nonlocal framework. Inverting Eq. (6) is complicated by
the non-analytic term. If we neglect the peak in αˆ, or if
the forcing amplitude is sufficiently large that the peak
vanshes, ψ ≃ 0, then the expansion, Eq. (6), can be in-
verted to obtain,
{
1 + (ξq)2
}
σˆxy(q) ≃ σˆ
L
xy(q). In real
space, this non-local constitutive relation becomes(
1− ξ2∇2y
)
σxy(y) ≃ σ
L
xy(y) . (7)
Eq. (7) is the inhomogeneous Helmholtz equation, where
σLxy(y) plays a role of the “source”. Its solution is
σxy(y) =
1
2ξ
∫
e−
|y−y′ |
ξ σLxy(y
′)dy′ . (8)
This is an approximate form of the non-local constitutive
relation, Eq. (5), where the propagator, α(l), is replaced
with the exponential Green function, e−
|l|
ξ /2ξ, and ξ is
defined as the width of the propagator.
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FIG. 4. (Color online) (a) Semi-logarithmic plot of the prop-
agator, αˆ(qn), for varying forcing amplitude, A (see legend).
The open symbols result from MD simulations, while the
solid lines represent Eq. (6). The inset shows the double-
logarithmic plot of αˆ(qn)/αˆ(0)− 1, where the dotted line has
the slope 1. (b) and (c): The dependence of the non-local
length scales, ψ, ξ, and ζ, on (b) the area fraction, φ, and (c)
the forcing amplitude, A. The open symbols are obtained by
fitting Eq. (6), and the closed symbols are found by fitting
the stress profiles with a non-local constitutive model.
The approximate non-local constitutive relation, Eq.
(7), is associated with diffusion-type fluidity models [22]
and an elastic counterpart of Eq. (7) was recently re-
ported [36]. We find that in order to describe stress pro-
files accurately, Eq. (7) must be generalized to fourth
order as
{
1− ξ2∇2y +
(
ξ4 − ζ4
)
∇4y
}
σxy(y) ≃ σ
L
xy(y),
where ζ4 ≡
∫
(l4/4!)α(l)dl is the fourth moment of the
propagator. In the SM [38], we present the solution for
the fourth order propagator, analogous to Eq. (8), along
with an approximate method to incorporate the influence
of the peak in αˆ at low A. As seen in Fig. 3, the stress
profiles are in excellent agreement with the non-local con-
stitutive relation, regardless of the wave number and area
fraction. Reassuringly, the φ- and A-dependence of the
non-local fitting parameters (Fig. 4(b) and (c), filled sym-
bols) are compatible with the results of fitting Eq. (6) to
the propagator.
Summary.— We have studied non-local effects in in-
homogeneous Kolmogorov flows of soft athermal disks.
The rheology is strongly affected by the period of si-
nusoidal flow fields, and local constitutive relations fail
even if particle migration is considered. By introduc-
5ing a general non-local constitutive relation, we quan-
titatively estimated the range of non-locality from the
propagator. Solutions for the stress profiles are in good
agreement with simulations, provided the non-local con-
stitutive relation is generalized to fourth order – typical
diffusion-type models fail to capture profiles for higher
wave numbers. Since most models for non-local effects
[22–24, 26, 28–30] or shear-bands [41, 42] are diffusion-
type, our approach is an important step towards non-
local continuum modeling of disordered materials [13].
We find no evidence for critical divergence of the range
of non-locality as jamming is approached from below –
non-local length scales remain on the order of the particle
diameter for all sampled area fractions and flow rates. We
also note that the range of non-local elastic effects does
not diverge under shear (though it does under compres-
sion) [36]. As all studies reporting a diverging cooperativ-
ity length treated yield stress fluids [16, 23, 24, 26], our
results suggest that such divergence is associated with
proximity to yielding, rather than jamming.
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