The Curie-Weiss-Potts model, a model in statistical mechanics, is parametrized by the inverse temperature p and the external magnetic field h. This paper studies the asymptotic behavior of the maximum likelihood estimator of the parameter ,B when h =0 and the asymptotic behavior of the maximum likelihood estimator of the parameter h when 0 is known and the true value of h is 0. The limits of these maximum likelihood estimators reflect the phase transition in the model; i.e
Introduction
A principle motivation for the problem of estimating parameters for Gibbs distributions is applications in image processing. Some of the factors that complicate this problem are the effect of phase transitions, the complexity of the likelihood function, and the loss of information caused by the existence of unobserved variables and corrupted measurements (D. Geman, 1990) . In view of the importance of the parameter estimation problem, it is worthwhile to carry it out for model systems in which some of these complicating factors are absent. Such analyses should give insight into the behavior of more realistic systems.
One of the simplest statistical mechanical models that exhibit a phase transition is the Curie-Weiss model of ferromagnetism.
Limit theorems for this model have been studied in great detail (see, for example, Ellis, 1985 , and the references quoted therein, as well as DeConinck, 1987 , and Papangelou, 1989 , 1990 . A recent paper by Comets and Gidas (1991) analyzed the behavior of maximum likelihood estimators for this model. The purpose of the present paper is to study the analogous * Supported in part by grants from the National Science Foundation (NSF-DMS-8521536 and NSF-DMS-8901138) at the University of Massachusetts, in part by the Center for Control Sciences Ellis and Wang, 1990) . As a result, the asymptotic behavior of the maximum likelihood estimators for the Curie-Weiss-Potts model exhibits new phenomena that are absent in the Curie-Weiss case. The Curie-Weiss-Potts model is defined by a sequence of finite-volume Gibbs distributions.
These are probability distributions of n spin random variables, n E N, which may occupy one of q 2 3 different states. The probability distributions depend upon n and q, upon a positive parameter /3 representing the inverse temperature, upon a real parameter J representing the interaction strength, and upon a real parameter h representing the external magnetic field. For J > 0, the Curie-WeissPotts model is presented in Section 1.C of Wu (1982) as a mean-field approximation to a fundamental model in statistical mechanics known as the nearest-neighbor ferromagnetic Potts model. The survey articles by Wu (1982 Wu ( ,1984 indicate the versatility of the latter model. Pearce and Griffiths (1980) and Kesten and Schonmann (1990) discuss two ways in which the Curie-Weiss-Potts model for />O approximates the nearest neighbor ferromagnetic Potts model. For J = 0, the Curie-WeissPotts model reduces to a finite product measure, with respect to which the spin random variables are i.i.d. For J < 0, the Curie-Weiss-Potts model is a mean-field approximation to the nearest-neighbor antiferromagnetic Potts model. The latter model is discussed in Section V.E. of Wu (1982) and in Section IV of Wu (1984) . Large deviation phenomena for the Curie-Weiss-Potts model are treated by Orey (1988) . In the finite-volume Gibbs distributions for the Curie-Weiss-Potts model, the parameters J and h appear only in the combinations PJ and ph. In order to simplify the notation, we set / = 1, allow p to take all real values, and replace ph by h. The finite-volume Gibbs distributions will be denoted by {P,,a,,, , n E N}. For p nonpositive or for p positive and small, the spin random variables are weakly dependent, while for p positive and large they are strongly dependent. This change in the dependence structure manifests itself in the phase transition for the model, which occurs for h = 0 as p passes through a critical inverse temperature p, E (0, CO). The phase transition is reflected probabilistically in law of large numbers type results. For h =O, three different types of limits are obtained depending on whether p < PC, p = PC or j3 > p,. These and related limit theorems were derived in Ellis and Wang (1990) .
In the present paper, we study the asymptotic behavior of the maximum likelihood ,. A estimator P,, = p,,(w) of the parameter /3 when h = 0 and the asymptotic behavior of the maximum likelihood estimator iti = &,(w) of the parameter h when /3 is fixed and the true value of h is 0. We restrict our analysis to h = 0 since in this case we have detailed information concerning the phase transition structure of the model.
For h # 0 this information is at present lacking. The asymptotic behavior of & and of h:, when h = 0 depend strongly on whether p < PC, p = PC or /3 > PC. In order to ensure that j?,, exists, we must for each n and p restrict our attention to a certain subset A,, of configurations, concerning which we prove that lim,,, P,,O,O{A+J = 1. For w E -4,p, b,,(w) can be characterized as the unique solution of the corresponding maximum likelihood equation (2.13). We study the limiting conditional distribution of in conditioned on the event A,,, (Theorem 2.4). When h = 0 and the true value of /3 is less than PC, we find that for all LY E [w, lim P,,,,OCP^n s Q /A,,,)= P{(q-P)Y'xt-, G (P(Q)), (1.1) n-m where x:-i has a central chi-square distribution of degree q -1 (0 < q -p for p < PC) and (p(a) is an explicitly determined function of cy (see (2.15)). In this case, p*,, is inconsistent.
When h = 0 and the true value of p equals PC, we obtain conditional limits (see (2.16) and (2.17)). Although in this case p,, is again inconsistent, it is 'conditionally consistent' as limit (2.17) shows. When h = 0 and the true value of p exceeds PC, we find that for all (Y E [w, lim P,,p,O{~(/% -P) s a jA,J = P{N, s a>, (1.2) n+m where Np has a normal distribution with mean 0 and variance defined explicitly in terms of the parameters of the model. In this case in is consistent. Another possibility would be to study the asymptotic behavior of $,, with /? restricted to positive values. In this case there exist subsets {A,, n = 1,2,. . .} such that for w E A, the maximum likelihood equation has a unique nonpositive solution, and so b,,(w) does not exist (see Remark 2.6). For 0</3 <PC, P,,p,o{&,} has a positive limit less than 1; when p > PC, P,,p,o{&} + 1. If /3 were restricted to positive values, then one must study the limiting conditional distribution of p,, conditioned on the event A,,.
A similar nonexistence problem arises in the study of the maximum likelihood estimator of the parameter p in the Curie-Weiss model. This problem is not addressed in the paper of Comets and Gidas (1991) , which treats the Curie-Weiss model with p restricted to values /3 > 0 and with h ranging over all real numbers. However, this problem may easily be taken care of in the manner outlined in the previous paragraph. This paper also studies the asymptotic behavior of the maximum likelihood estimator of h as well as a number of interesting related issues. Parameter estimation for other Gibbs distributions has been studied by many other people. In the references, a number of relevant papers are listed.
We return to the present paper on the Curie-Weiss-Potts model. In order to ensure that the maximum likelihood estimator h^, exists, we must for each n and /? restrict attention to a certain subset Ai, of configurations, concerning which we prove that lim,,, P,,,,,{&} = 1. For w E Ai,, i,,(w) can be characterized as the unique solution of the corresponding maximum likelihood equation (2.26). We study the limiting conditional distribution of h:, conditioned on the event A,,. As stated in Theorem 2.7, the limits are given in terms of normal random variables with variances defined explicitly in terms of the parameters of the model.
In the course of this research, we also considered the problem of simultaneously estimating more than one parameter in the Curie-Weiss-Potts model. This problem involves a number of difficulties that are described in Remark 2.8.
In Section 2 of this paper, the Curie-Weiss-Potts model is defined and the limit theorems for p^n and for 6, are stated. They include the limits (1.1) and (1.2). Section 3 derives results needed in the proofs of the limit theorems. The limit theorems are proved in Sections 4 and 5. Appendix A contains the details of a number of calculations that are needed in the proofs. In Appendix B we show that the global maximum points of the function-call it (Y p,,l -appearing in the Gibbs variational formula for the Curie-Weiss-Potts model coincide with the global minimum points of a function related to a@,/, by convex duality. When h = 0, the latter function equals the function G, defined in equation (2.4) below. The limit theorems derived in our first paper Ellis and Wang (1990) and in the present paper depend crucially upon the behavior of G, near its global minimum points.
Preliminaties and main theorems
After defining the Curie-Weiss-Potts model, we state in Theorem 2.1 and Proposition 2.3 some basic facts needed for the analysis of the maximum likelihood estimators fin and &. Theorem 2.4 gives the limits for p^,, and Theorem 2.7 the limits for &,.
Let 9 2 3 and (T 2 1 be fixed integers and { 8', i = 1,2, . . . , 9) 9 distinct vectors in iw". 2 denotes the set {e', @, . . , eq} and R,, n EN, denotes the set of sequences {w: o= (w,,w2 )...) w,,), each w, E I}. For w E a,,, we consider the empirical vector 
;=I
The choices q = 2, u = 1, 8' = 1, o2 = -1 yield a model that is equivalent to the Curie-Weiss model. The asymptotic behavior of the maximum likelihood estimators studied in this paper depends on limit theorems for the random variables (L,, L,) and L,,, , which in turn depend on limit theorems for L,. For p > 0 and u E I?', define the function
For p > 0, the asymptotics of L, are determined by the behavior of this function near its global minimum points. These points are identified in Theorem 2.1, which was proved in Ellis and Wang (1990) .
We denote by 4(s) the function mapping s E [0, l] into Ry defined by
the last (q -1) components all equal q-'( l-s).
(2.5) We now introduce the first maximum likelihood estimator to be studied in this paper.
Maximum likelihood estimator for /3 when h = 0
The first case we consider is to estimate /? if w, , w2,. . . , w, are observed and h = 0. Since the family { P,,a,o, p E R} is an exponential family of full rank, the statistic (L,, L,) is a complete and sufficient statistic for p. We consider the maximum likelihood estimator based on this statistic.
We define the log-likelihood function The next theorem, Theorem 2.4, studies the asymptotic behavior of 6,'. This behavior depends on whether the true value of /3 is less than PC (part (b)), equals PC (part (c)) or exceeds PC (part (d)). In order to assure the existence of p*,,, we must in all three cases condition on the event {(L,, L,) E I'!,"}. According to part (a), the P,,p,,,-probability that p^,, exists converges to 1 as n + cc. When p = PC, there are two limiting asymptotic behaviors depending on whether we also condition on
Here 6 is any positive number such that q-' +s <(u'(P), u'(P)). Since (u'(P), u'(P))> q-', such numbers 6 exist. 
The quantities a(/3J and b(j3,) are defined in Notation 2.2.
(d) When the true value of p exceeds /3, and h = 0, we have for all a E R the limit lim P,,p,O{JT;(k -PI< a I(L,, L,)E r',"I n+m
where CT'@) > 0 is dejined as in (2.18) with p replacing PC.
(2.19) Remark 2.5. In Section 4, we prove that
This yields the first line of (2.17) since for any (Y c 0, Theorem 2.4 will be proved by using the maximum likelihood equation (2.13) to convert probabilities involving p*,, to probabilities involving (L,, 15,). Limit results for the latter statistic are presented in Section 3. The theorem is proved in Section 4. Theorem 2.4(b) shows that for p <PC and h = 0, p^,, is inconsistent. This is plausible because of the maximum likelihood equation (2.13) and the P-independent limit (I!+, , L,) 3 q-' with respect to P,,p,O (Theorem 3.3(a)). Although p^,, is also inconsistent for j3 = p, and h = 0 (Theorem 2.4(c)), the limit (2.17) shows that & is ,. 'conditionally consistent' given (L,, 15,) E r'," n [q-' + 6, 11. For /3 > PC, Pn is consistent (Theorem 2.4(d)).
Remark 2.6. We indicate how Theorem 2.4 must be modified if p were restricted to positive values. In this case the maximum likelihood estimator p,(w) exists if and only if Bickel and Doksum (1977) .
Maximum likelihood estimator for h
The second case we consider is to estimate h if w, , w2, . . . , w, are observed and the true value of h equals 0. Since the family {P,,p,h, h real} is an exponential family of full rank, the statistic L,,, is a complete and sufficient statistic for h. We consider the maximum likelihood estimator based on this statistic. We define the log-likelihood function
For o E C?,, the maximum likelihood estimator i,, = h^, (w) of the parameter h satisfies
Since the function h H Te ',"(p, h, w) is strictly concave on R, $,(,(w) may be characterized as the unique solution, if it exists, of the maximum likelihood equation The next theorem, Theorem 2.7, studies the asymptotic behavior of k,, when the true value of h equals 0. The behavior depends on whether ,B is less than PC (part (b)), equals ,GC (part (c)) or exceeds p, (part (d)). In order to assure the existence of h^,, we must in all three cases condition on the event {L,,, E rC2)}. According to part (a) the p,,,,-P robability that L,, exists converges to 1 as n + 00. Theorem 2.7 shows that for all values of /3, h^, is consistent. When the true value of h equals 0 and /3 = PC, we have the discontinuous limit
where Theorem 2.7 may be proved by using the maximum likelihood equation (2.26) to convert probabilities involving &, to probabilities involving L,,,. Limit results for the latter statistic are presented in Section 3. Since the proof of Theorem 2.7 is completely analogous to that of Theorem 2.4, there is no need to give full details. In Section 5 a number of main points of the proof are discussed.
The next remark briefly mentions two additional parameter estimation problems. where u,(P, h) = J,,, l-L,, LJ dP,,,t, and GM, h) = I,,, -LA dPn,o,t,. The subset 6, E 0, for which (2.32) has a unique solution is easily described. However, we are unable to prove that lim,,, cn,a,a{&,} = 1 for all real p. We would like to study the asymptotic behavior of (p,,, h,) by using the maximum likelihood equations (2.32) to convert the probabilities involving (p",,, h",) to probabilities involving ( (L,, L,), L,,) . However, we are unable to carry out this conversion.
Two real external fields h, and h, may be incorporated into the model by modifying the Hamiltonian (2.2) to
We note the corresponding Gibbs distribution by P,,P,hl,h2 . An interesting problem is the simultaneous estimation of the parameters (h, , h,) E R'. The corresponding maximum likelihood estimator (i,,, , i,,J may be characterized as the unique solution of the maximum likelihood equations
where W,i (P, h,, hz) 
hz. Let & denote the subset of Q, for which (2.33) has a unique solution. It is not hard to prove that lim,,, P,,,,,,,{&} = 1. We would like to study the asymptotic behavior of (i,,, , gn,,) by using the maximum likelihood equations (2.33) to convert probabilities involving (h",,, , 6,J to probabilities involving (L,,, , L,,,) . However, we are unable to carry out this conversion.
We next present limit theorems for L,(w), (L,, L,) , and L,,, , from which Theorems 2.4 and 2.7 will follow.
3. Limit theorems for <L,, L,) and L,., Theorems 3.1-3.2 are limit theorems for L,. From these we derive limit theorems for (L,, L,) (Theorems 3.3-3.4) and for L,,, (Theorems 3.5-3.6). The latter will be applied in Sections 4 and 5 to deduce the asymptotic behavior of the maximum likelihood estimators p,, and h^,.
Theorem 3.1 states a law of large number type result for the empirical vector L,. The notation 3 denotes weak limit. P,,p,,{ L, E dx} + Q(dx) as n + ~0. We now consider p s 0 and h = 0. Forf: W H R any bounded continuous function, An easy calculation shows that 6 equals C (Lemma A.l(b)). Since for p 60 the function x -f(x) exp [&?(x, x) ] is bounded and continuous, it follows that
According to Lemma A.l(c), the last ratio equals
This proves the limit in part (a) for p < 0. We now find the distribution of (N(0, q(q -/3-'C),
N(0, q(q -p)-'C)).
Since (qC)'= qC and C is of rank q -1,
This completes the proof of part (a).
(b) We first prove (3.14). Since
Theorem 3.2(b) and calculations as in (3.18) yield
This is (3.14).
(3.19)
We now prove (3.15). Let {Q, i = 1,2, . . . , q} be a partition of the set D={xeFP: 
P .,a,,dJ;;((Lm LJ -m(Pc)) E dx 1 Ln E Dl * f .g p{h'(N(% @p,(v'(P,)))) E dxl I I = f ,$ P{N(O, 4(v'(PJ, @&'(PJ)~'(Pc))) E dx], I 1 where @a,( v'(pJ) = [D2GP,( v'(pJ)]-
-pC'Z. We claim that for i = 1,2, . . . , q, (v'(PJ, bi,~(v'(P,) 
(3.21)
The first equality holds by symmetry. The second equality is the definition of a2(Pc). The fact that a2(Pc)> 0 and the explicit formula for (r2(pC) given in (2.18) are proved in Lemma AS. (c) Let Ei = B( v'(p), E) for i = 1,2,. . . , q, where F > 0 is SO small that Ei n Ej = (3
For i E {1,2,. . . , q}, rewrite the factor in the ith term in the sum on the right side of (3.22) as pn,p,~{~((Ln,Ln)-m(P))~dx/L,~E,} = pn,p,"w"mL -v'(P)), &CL, -vi(P))>
+2(fi(L, -V'(P))> V'(P)) E dx 1 L, E Et} =p,,p,o{h:,(JT;(L,,-v'(p)))~dxIL,~ E,),
where for y E Rq, h:(y) = n-*'*(y, y)+ 2(y, v'(p)). This function converges uniformly on compact subsets of Ry to the function h'(y) = 2(y, v'(p)). Hence by Theorem 3.2(b) and by Theorem 5.5 in Billingsley (1968) , as n + 00,
Theorem 3.1(c) implies that as n +a, P,,,,,I{ L, E E} + 0 and P,,p,O{ L, E Et} + q-' for i = 1,2, . . , q. We conclude from (3.23) that as n+co,
The fact that (3.25)
holds by symmetry and the definition of a'(P). The explicit formula for (T'(P) given by (2.18) with p replacing PC is derived in Lemma AS. The proof of the theorem is completed. q
The next theorem states law of large numbers type results for L,,,, the first component of the empirical vector L,. The theorem is a direct consequence of Theorem 3.1. We recall from Theorem 2.1 and Notation 2.2 that for p 2 /3, and iE{2,...,qI, 
Pn,p,o{L,,, E dxl* q-'&&W + (q -l)q~%~p,(W asn+co. 0 (3.29)
The last theorem in this section states central limit type results for L,,, . The theorem is an immediate consequence of Theorems 3.1-3.2. The proof is omitted. The explicit formula for r, (P) and T* (P) We now turn to the proof of Theorem 2.4, which gives the asymptotic behavior of the maximum likelihood estimator p,,. Since the latter probability tends to 0 as F+O, we see that 
Writing Z,,(/3, p) for the integral over n,,, we find that
The first (respectively, second) term on line two of this display arises from the n i = j terms (respectively, n2 -n i #j terms) on line one of the display. Thus
A similar calculation yields
Substituting this formula into the previous display completes the proof. q
We also need the following fact, which follows from Lemmas 3.3-3.4 in Ellis and Wang (1990). 
Proof of Theorem 2.4(b).
We assume that the true value of p is less than PC. Since the function /3++u,(p) is strictly increasing and u,(~,(u))=(I~,(u), L,(w)) for w E Z',", we may write for any real LY,
Since P n,p,O{(Ln, L,) E r',"}+ 1, the probability on the right-hand side of (4.7) has the same limit as
Define for (Y E If& %(Q) = n(%(Q)-K').
According to Theorem 3.4(a), as n + co,
and thus the corresponding distribution functions converge uniformly. We will prove that for each LY E R, cp(a) = lim,,, q,,(a) exists and is given by the formula in (2.15). Since for (Y <PC, cp(cw) is finite, it follows that for a <PC, Since for (Y z-PC (p(a) equals tco, it follows that for cuZfiC and any M>O,
Since the latter probability tends to 1 as M +a, we also verify (2.14)-(2.15) for aa =. P We now evaluate cp(~) =lim,,, p,,(a). Case 1. (Y s 0. Write P,,(dw) for the product measure ny=, P(dwj). For (Y = 0,
as claimed in (2.15). For CI (0, Since lim,,, A,,( a) =fa( v") = q-' (Lemma 4.2), it remains to study lim,,,
Note that V f, (v") = 0 and V G, (v") = 0. A routine error analysis (which we omit) shows that for the purpose of calculating the n + ~0 limit of the ratio in the last display, both fa( u) and G,(u) may be replaced by their respective second-order Taylor expansions around the global minimum point v". Thus 
where (P,, (a) = n( u,(a) -4-l). According to Theorem 3.4(b), as n + co,
and thus the corresponding distribution functions converge uniformly. In the proof of part (b), we showed that lim,,, (Pi (a) exists and equals the quantity cp( a) defined in (2.15). The limit (2.16) now follows.
We now prove the limit in ( weak limit of the distributions of (L,, L,) given in (3.11) implies that
11)* L,pcddx).
limit (4.12) now follows from the last three displays. We now prove the limit According to Theorem 3.4(b), as n -+ ~0,
where (T*(PJ is defined in (2.18). We will prove that for cy > 0,
where (4.14) exp[-nGci,+,l,du)l du 62"
Change variables x = (1 + CX/@~~)) n u in (4.17) and multiply both numerator and denominator by the constant exp( nGPc), where GP, = min{ GP,( u): u E (WY}. We obtain A,(&+ alJ4;) Take F so small that &nB,=@ for O<i#jcq, where &=B(~",F) and Bi= B(v'(P~), E) for ig {1,2,. . . , q}. In (4.18), we replace each integral over Rq by the sum of integrals over {Bi, i = 0, 1, . . , q} plus the integral over [w'\U~=, Bi. Following the proof of Lemma 3.3 in Ellis and Wang (1990) , one easily shows that exp( rrGO,) time the integral over R"\U~~',, Bi equals O(e-"" ) for some y > 0, uniformly over cy E R. Thus
In each of the integrals in (4.19), we change variables from x E B, to u =&(x -v') E
B(O,&e),
where for i~{1,2 ,..., q} we write v' for v'(pJ. 
is valid for all u satisfying 1)~ 1) C&E. We substitute this into (4.24) and use (4.21) and the dominated convergence theorem to calculate & times the limit n + cc of the resulting ratio. Since for each i E {1,2, . . , q}, u E W, and CY E R, it follows that for all (Y > 0,
The last step uses the fact that both fP,( U) and Gp,( u) We now turn to the proof of Theorem 2.7, the asymptotic behavior of the maximum likelihood estimator A,,. Hence we only mention a number of main points.
In all cases the maximum likelihood equation v,,(p, i,,(w)) = L,,(w) and the fact that the function h ++ v,,@, h) is strictly increasing allow us to write {J;;fi, C CX} n {L,,, E r(2)} ={J;;(L,,, -Y) sfi(n,(P, a/J;;) -y)] n {L,, E rC2)].
We choose y so that the law of &( L,,, -y), appropriately conditioned when p 3 PC, has a limit in distribution.
By part (a) and Theorems 3.5-3.6, the proof reduces to evaluating the following limits: f, (P,(y)=~i_m~(o,(P,rulJ;;)-q~') for PsPC, (5.1) 
50, a) = T*(P)Q! and &(p, a) = +a. 0
This completes our comments on the proof of Theorem 2.7.
Appendix A. Calculations
In this appendix we collect a number of calculations that are needed in the main body of the paper. Part (a) of the first lemma is Theorem 3.2(a). Parts (b) and (c) are needed in the proof of Theorem 3.2(a) (see (3.7) and (3.8)-(3.9)).
Part ( 
(A.11
A similar calculation shows that Lemma AS. For /3 2 PC, Lemma A.6. We denote by e' E Ry the unit vector (e'), = 6(i, 1). Then for j3 2 PC,
Proof. The quantitites 7,(p) and r2(/3) are given respectively by the 1, 1 and the 2, 2 entry of (D'G,(v'(p)))-'-p-'I.
Use (A.7) to obtain the explicit formulae in The function fp is dejined in (4.2).
Proof. We write a G a@), bib(P), V* v'(p), and m(P)
where u E Rq is the vector with all components 1. Hence where J4 is the set of probability vector in Rq (see (2.1)) and ap,h(y)=~P(v~ v)+hvl-i! vi 10g(vi4).
i=l Formula (B.l) is known as the Gibbs variationalformula for the Curie-Weiss-Potts model. Convex duality (see, e.g., Appendix C of Eisele and Ellis, 1983) yields the alternate representation P+(P, h) = E$ Gdu)+log(q).
03.2)
The purpose of this appendix is to prove the following interesting fact, which does not require the explicit determination of the extremal points. We are indebted to Michael Kiessling for pointing out the proof to us. It will be given at the end of the appendix. 
Continuous
analogues of the functionals LY~,~ and GO,h appear in Kiessling (1989) and in Messer and Spohn (1982) . Both of these papers mention the analogue of Theorem B.l without proof.
For each p > 0 and h = 0, the set Kp of global minimum points of Gp,O = Gp is given in formula (2.7), which is taken from Theorem 2.1 in Ellis and Wang (1990) . The set KP consists of a unique point for 0 < p <PC, (q + 1) distinct points for p = /3,, and q distinct points for p > PC. In a paper written before Ellis and Wang (1990) , Kesten and Schonmann (1990) showed that for each /3 > 0, /3 # PC, the set of global maximum points of ap,O q e uals KP. They did not treat the case /3 = PC. If we had known Theorem B.l at the time of writing Ellis and Wang (1990) (we did not), then the work of Kesten and Schonmann (1990) would have given us the set of global minimum points of Gp for /3 > 0, /3 # PC. However, a separate analysis is still necessary in order to determine the set of global minimum points of Gp for Ellis and Wang (1990) .
For h # 0, the structure of the set of global maximum points of (Y~,{~ -alias the set of global minimum points of Gl(,h -has not been considered in the literature. Given knowledge of this set, the limit theorems in Ellis and Wang (1990) and in the present paper could be extended to the case h f 0. In preliminary work, we are able to prove that for h # 0 and all sufficiently small p > 0, G,, has a unique global minimum point.
Proof of Theorem B.l. Fix /3 > 0 and h real. We first prove that a global maximum point of (Y~,~ is also a global minimum point of G,,,. Since for each i E {1,2, . . . which implies that Ui > 0 and Cy=, U, = 1; i.e., U E .4L Taking logarithms of both sides of the last display shows that log t exp(/3tij+hL3(j, 1)) =p($ ti)+hri-i: Ui log U,. We conclude from (B.l) that U is a global maximum point of CV~,~. This completes the proof of Theorem B.l. 0
