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One of the important issues on the Sequential Approximate Optimization (SAO) is the sampling strategy.
The sampling strategy for SAO using the Radial Basis Function (RBF) network is proposed in this paper.
The proposed sampling strategy consists of three parts, which are called the density function, the bound-
ary function, and random sampling. In order to add the new sampling points effectively, the density
function and the boundary fuction are constructed by the RBF network. The objective of the density
function is to find the sparse region in the design variable space and is to add the new sampling points in
this region. In the constrained optimization problems, at least, one or more constraints will be active. As
the result, it is desirable to add the new sampling points on the constratins. The objective of the boundary
function is to add the new sampling points on the boundary. In addition, the random sampling is also
introduced to spread the search region. The algorithm of proposed sampling strategy is described in
detail. Through the numerical examples, the validity is examined.
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2 .  問題設定とRBFネットワーク
　2.1　問題設定　　本論文では，次の問題を扱う．
( ) minf →x (1)
( ) 0kg ≤x  1,2, ,k ncon= ⋯ (2)
L U
I I Ix x x≤ ≤  1, 2, ,I n= ⋯ (3)
　 ( )f x は最小化する目的関数であり， ( )kg x は挙動制
約条件である．また nconは挙動制約条件の数を表す．








り応答曲面 ˆ( )y x を作成する．応答曲面は
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( )jh x は基底関数であり，次式で与えられる．
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( ) ( )









x x x x
x (5)
Fig.1 The flow of sequential approximate optimization
Input of Sampling Data
Construction of Response Surface
Optimization
Convergence
Addition of the Sampling Points
End
　上式において jx と jr はそれぞれ j 番目の基底関数の
中心と半径である．学習用データ ix と対になる教師
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1( )T T−= +w H H Λ H y (7)
ここで上式の H ， Λ， y はそれぞれ
1 1 2 1 1
1 2 2 2 2
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T
py y y=y ⋯ (10)
で与えられる．さらに式（7）において,

























































 1, 2, ,I n= ⋯ (13)




















min 1r ≤ であれば，
s sα= × 　( 1α > ) (15)
として，STEP2へ戻る．そうでなけば，終了．
　本論文では，初期スケーリング係数を 1s = ，式(15)
中のα を 1.2α = としている．


















(1,1, ,1)D T=y ⋯ (16)
を用意する．
(D-STEP2)密度関数の重み Dw を以下の式から求める．
( )D T T D= +w H H Λ H y (17)
(D-STEP3)密度関数 ( )D x を最小化する．
1





= →∑x x (18)
 そして，求めた最適解を追加サンプル点とする．























うにして境界関数 ( )kB x ( 1,2, ,k ncon= ⋯ )を作成する．
境界関数は，すべての制約条件に対して作成する．
(B-STEP1) k番目の制約条件 ( )kg x を対象とする．m
個のサンプル点の中で， k 番目の制約条件の最大値
,maxkg を見つける．
,max ( )k k ig g= x 　 1,2, ,i m= ⋯ (19)
(B-STEP2) 次式により， k番目の制約条件に対する境
界関数 ( )kB x のネットワークの出力 Bky を決める．
1, 2, ,( , , , )
B B B B T














= − + ×
x
x
 1,2, ,i m= ⋯ (21)
で与える．
(B-STEP3) k 番目の制約条件に対する境界関数 ( )kB x
の重み B
kw を計算する．
1( )B T T Bk k
−= +w H H Λ H y (22)
ただし，重み B
kw の各成分は次の通りである．
1, 2, ,( , , , )
B B B B T
k k k m kw w w=w ⋯ (23)
(B-STEP4) k 番目の制約条件に対する境界関数 ( )kB x
の最小値を見つける．
,1
( ) ( ) min
m B
k j k jj
B w h
=






要である．例えば図3に示すように，境界 ( ) 0kg =x 付
近に二つのサンプル点（ • で表示）が存在し，その距
離が近い場合を考える．なお，サンプル点は境界付近
以外にも存在するものとする．Fig.2 An example of the density function














Large value of radius
Small value of radius
gk(x)<0
gk(x)>0
Fig.3 The effects on the radius
注：　式( 1 2 ) は，与えられたデータから半径値を簡易的に決



































=  1, 2, ,I n= ⋯ (26)
,
1




=  1, 2, ,I n= ⋯ (27)
　ここで ˆL
Ix と ˆUIx は，それぞれ側面制約条件の下限値
と上限値を表しており， ,i Ix は i番目のサンプル点 ix の
I 番目の設計変数を表している．図2の例では，点Aと
点Bが密度関数と境界関数の側面制約となる．








ル点の総数(図1中の「Addition of the Sampling Points」に
相当する部分)は次のようになる．
1 2 int( / 2) int( / 2)n ncon n+ × + × (29)
　上式において，各項の意味は次の通りである．
第1項：　応答曲面の最適解を追加．
第2項：　密度関数 ( )D x およびランダム性を考慮した
追加サンプル点の数．
第3項：　境界関数 ( )kB x ( 1,2, ,k ncon= ⋯ )による追加
Fig.4 Proposed sampling algorithm




Addition of the optimum of response surface. m = m + 1
count < int(n/2)






m = m + 2×int(n/2) + ncon× int(n/2)
A
Construction of D(x) from m sampling points. 
Addition of the point such as D(x) → min
B
m = m – 2×int(n/2) D
Construction of theBk(x) from m sampling points.
Addition of the point such asBk(x)→ min (k=1,2,,ncon) E
Addition of the point, at random. C
Adaptive scaling
m = m + 2
Adaptive scaling
サンプル点の数．

























































[( 3) ( 2) ]exp( )




− + + −
= − ≤x (32)




( 0.5) ( 0.5)





= − ≤x (34)





1( )g x と
3( )g x がアクティブな状態で Lx および Gx が得られる．
なお，
(0.2016,0.8332)TG =x , ( ) 0.7484Gf = −x (36)











Fig.5 Feasible region, global and local minimum
1x
2x










3 ( ) 0g =x
2 ( ) 0g =x

















の最適解 Gxɶ における目的関数値 ( )Gf xɶ と各制約条件値
( )k Gg xɶ ( 1,2,3k = )の履歴を表1に示す．なお，最終的に
(a) Distribution at 5m = (b) Distribution at 50m =




















Fig.7 New sampling points by using the boundary function

















(a) 5m = (b) 17m =
(c) 29m = (d) 47m =



























Table 1 Objective and constraints
            at the approximate global minimum
Number of
sampling points
5 -0.7818 0.2189 -0.7468 -0.2441
11 -0.6321 0.0966 -0.5380 -0.3510
17 -0.7245 0.0414 -0.5886 -0.0920
23 -0.7257 -0.0159 -0.5686 -0.0309
29 -0.7510 0.0158 -0.6006 -0.0100
35 -0.7468 0.0000 -0.5919 0.0000
41 -0.7468 0.0000 -0.5919 0.0000
47 -0.7468 0.0000 -0.5919 0.0000
( )Gf xɶ 1( )Gg xɶ 2 ( )Gg xɶ 3( )Gg xɶ
Table 2 Results of benchmark problems
Test1 Test2 Test3 Test4 Test5
m max 15 50 50 50 50
Global minimum of objective -12.871 -1.4565 0 11.4371 -0.7483
Minimum of objective -12.8708 -1.4557 4.3601E-04 11.4426 -0.7486
Maximum of objective -12.3941 -1.3107 9.3849E-03 11.9480 -0.7431
Average of objective -12.7723 -1.4061 3.5725E-03 11.6164 -0.7467




(a) 6m = (b) 18m =
Fig.6 New sampling point by using the density function









Optimum of response surface













(c) 30m = (d) 48m =


















得られた応答曲面の最適解 Gxɶ と目的関数値 ( )Gf xɶ は次
の通りである．
(0.2024,0.8327)TG =xɶ , ( ) 0.7468Gf = −xɶ (38)
　表1より，サンプル点数 29m = のときには，大域的
最適解を見つけていることがわかる．なお，制約条件
1( )g x を多少違反しているが，制約条件が正規化され
ていることを考慮すれば，制約条件を満足していると
考えてよい．













　5 . 3　コイルバネの重量最小化問題　　文献( 1 8 )
のコイルバネの重量最小化問題を考える．設計変数は
ワイヤの直径
1( )d x= ，コイルの平均直径 2( )D x= ，コ
イルの巻数 3( )N x= であり，すべて連続変数である．最
適設計問題は次のように定式化される．
2
3 1 2( ) (2 ) minf x x x= + →x (39)
3 4
1 2 3 1( ) 1 (71785 ) 0g x x x= − ≤x (40)
2
2 1 2
2 3 4 2
2 1 1 1
4 1




x x x x
−




3 1 2 3( ) 1 140.45 ( ) 0g x x x= − ≤x (42)
4 1 2( ) ( ) 1.5 1 0g x x= + − ≤x (43)
10.05 2.00x≤ ≤ (44)
20.25 1.30x≤ ≤ (45)




















1( )g x ， 2 ( )g x がよりアクティブに近づいているためで
x 1 x 2 x 3
No.1 0.05 0.25 2
No.2 0.05 0.775 8.5
No.3 0.05 1.3 15
No.4 1.025 0.25 8.5
No.5 1.025 0.075 15
No.6 1.025 1.3 2
No.7 2 0.25 15
No.8 2 0.075 2
No.9 2 1.3 8.5
Table 3 Orthogonal array of L9








(21) Previous report This research
x 1 0.053396 0.05148 0.050417 0.051466 0.052062 0.050000
x 2 0.39918 0.351661 0.321532 0.351384 0.337205 0.314777
x 3 9.1854 11.632201 13.979915 11.60866 13.831074 14.650042
g 1(x ) 0.000019 -0.00208 -0.001926 -0.003336 -0.005994 -0.018820
g 2(x ) -0.000018 -0.00011 -0.012944 -0.00011 -0.062925 -0.006566
g 3(x ) -4.123832 -4.026318 -3.89943 -4.026318 -3.649392 -3.837790
g 4(x ) -0.698283 -0.731239 -0.752034 -0.731324 -0.740489 -0.756815
f (x ) 0.01273 0.012705 0.01306 0.012667 0.014469 0.013103
Function Call N/A 900000 1291 N/A 82 66
Average of f (x ) N/A 0.012769 0.013436 0.012719 0.016013 0.013273
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( ) cos[( 1) ] min
i
f i i x i
=
= + + →∑x
10 7.5x≤ ≤
Test2:
2 2 2 2
2 1 1 2( ) 2 0.01( ) (1 ) 2(2 )f x x x x= + − + − + − +x





( ) sin 0.1 mini i iif x x x== + →∑x
10 10− ≤ ≤x
Test4:
2 2
1 2( ) minf x x= + →x
2 2
1 1 2( ) ( 4) 3 ( 0.1) 20 0g x x= − + − − + ≤x
16 4x− ≤ ≤ , 24 6x− ≤ ≤
Test5:
2 2
1 2( ) ( 1) ( 0.5) minf x x= − − − − →x
2 2 7
1 1 2 2( ) [( 3) ( 2) ]exp( ) 12 0g x x x= − + + − − ≤x
2 1 2( ) 10 7 0g x x= + − ≤x
2 2
3 1 2( ) ( 0.5) ( 0.5) 0.2 0g x x= − + − − ≤x
0 1≤ ≤x
