In this paper, we consider a queue-aware distributive resource control algorithm for two-hop MIMO cooperative systems. We shall illustrate that relay buffering is an effective way to reduce the intrinsic half-duplex penalty in cooperative systems. The complex interactions of the queues at the source node and the relays are modeled as an average-cost infinite horizon Markov Decision Process (MDP). The traditional approach solving this MDP problem involves centralized control with huge complexity. To obtain a distributive and low complexity solution, we introduce a linear structure which approximates the value function of the associated Bellman equation by the sum of per-node value functions. We derive a distributive two-stage two-winner auction-based control policy which is a function of the local CSI and local QSI only. Furthermore, to estimate the best fit approximation parameter, we propose a distributive online stochastic learning algorithm using stochastic approximation theory. Finally, we establish technical conditions for almost-sure convergence and show that under heavy traffic, the proposed low complexity distributive control is global optimal.
. Illustration of the two-hop MIMO cooperative system with a multi-antenna source node, 2 multi-antenna RS nodes and a multi-antenna destination node. By exploiting buffers at the 2 MIMO RSs, the S-R link (source node to RS1) and R-D link (RS2 to destination node) can deliver packets simultaneously without interfering with each other using signal processing techniques (with appropriate precoder and decorrelator designs). Thus, by exploiting relay buffering, we could substantially reduce the intrinsic penalty associated with half duplex relays.
• S-R m link: Let X S ∈ C NSR×1 and F S ∈ C NT ×NSR be the symbol vector and the precoder matrix of the source node respectively, G m ∈ C NSR×NR be the decorrelator matrix at the m-th RS node, the N SR × 1 post-processing symbol vector at the m-th RS is given by Y m = G m H S,m F S X S + Z S,m , where H S,m ∈ C NR×NT is the zero-mean unit variance i.i.d. complex Gaussian fading matrix from the source node to the m-th RS, Z S,m ∈ C NSR×1 is the zero-mean unit variance complex Gaussian channel noise.
• R n -D link: Let X n ∈ C NRD×1 and F n ∈ C NR×NRD be the transmit symbol vector and the precoder of the n-th RS respectively, the N T × 1 received symbol vector at the destination node is given by 3 Y D = H n,D F n X n + Z n,D , where H n,D ∈ C NT ×NR is complex Gaussian fading matrix from the n-th RS to the destination node, Z n,D ∈ C NT ×1 is the complex Gaussian channel noise.
In this paper, the resource control is performed distributively on each RS and therefore, we define the 
where η 
• Precoder Design of the R n -D Link at the Tx-RS Node 8 : Similarly, given the decorrelator G * m in (3) , the precoder at the Tx-RS node F n ∈ C NRD×NR is selected to maximize R-D link mutual information subject to the transmit power constraint and the interference nulling constraint (at the Rx-RS node) as follows: 
C. Bursty Source Model and Queue Dynamics
There is one queue in the source node and one queue in each of the M RSs respectively for the storage of received information bits. Let N Q be the maximum buffer size (number of bits) for the buffers in the source node and all the RSs. Let X(t) indicates the number of new information bits arrival in the t-th frame at the source node. The assumption on the bit arrival process is given below:
Assumption 2 (Assumption on Arrival Process): We assume X(t) is i.i.d. over frames based on a general distribution f X (x) with E[X(t)] = λ S and the information bits arrive at the end of each frame.
Moreover, let Q S (t) and Q m (t) denote the number of information bits in the source node's queue and the m-th RS's queue (1 ≤ m ≤ M ) at frame t. We assume each RS has the knowledge of its own queue length and the source node's queue length. Thus, the local QSI of the m-th RS is Q S (t), Q m (t) .
The overall system queue dynamics at the source node and the RSs are summarized below.
• If the source node successfully delivers R S,m (t) information bits to the m-th RS at frame t, then
• If the source node fails to deliver any information bit to the RSs , then Q S (t+1) = min {Q S (t) + X(t), N Q }.
• If the n-th RS successfully delivers R n,D (t) information bits to the destination at frame t, then
Remark 1: Each information bit delivered from the source node will be received by one of the RSs and different RSs may have different information bits in the buffer. When the source node is to deliver information bits to one RS, selecting different RSs with different buffer lengths may have different effects on the average packet delay of the system. Therefore, not only the CSI of all S-R links but also the QSI of all RSs should be considered in directing the source node's transmission. Such coupling on the system QSI is a unique challenge in delay-optimal control of multi-hop systems. Fig. 1 shows the top level architecture illustrating the interactions among all the queues in the two-hop cooperative system. 
D. Distributive Contention Protocol
Based on the BDF in Section II-B, we still need to determine (a) which RS should be the Rx-RS (m * ),
(b) which RS should be the Tx-RS (n * ) and (c) the number of data streams transmitted by the source node (N * SR ) and the Tx-RS (N * RD ). Due to the decentralized control requirement, we shall propose a two-stage two-winner auction mechanism for distributive 9 contention resolution. Figure 2 illustrates an example of bidding protocol for a 2-RS system. As a result, the RS selection and data stream allocation procedure can be parameterized by a bidding vector A m (0), ..., A m (min(N T , N R )) , B m )|∀m . We shall refer the bidding vector as the RS selection and data stream allocation policy in the rest of the paper. Denote the local system state of the m-th RS as
E. Optimization Objective and Control Policy
. Therefore, the global system state is given by S = ∪ M m=1 S m = (Q, H).
Remark 2 (Distributive Consideration of Stationary Control Policy Π in Definition 1):
The stationary control policy Π = {Π m |1 ≤ m ≤ M } is distributive in the sense that the policy Π m at each RS m only depends on the local system state S m and the broadcast bidding information available at RS m. Thus, for notation simplicity, we shall omit the bidding information when the meaning is clear, i.e. we shall use
} in the rest of the paper.
A stationary control policy Π induces a joint distribution for the random process {S(t)}. Under Assumption 1 and 2, S(t + 1) only depends on S(t) and actions at frame t, and hence the induced random process {S(t)} for a given control policy Π is Markovian with the following transition probability:
where the equality is because of Assumption 1 and the queue dynamics transition probability Pr Q(t + 1) S(t), Π S(t) is given by
and
0, otherwise Given a unichain policy Π, the induced Markov chain {S(t)} is ergodic and there exists a unique steady state distribution π S [8] . Therefore, we have the average end-to-end delay of the two-hop cooperative RS system summarized in the following lemma:
Lemma 1 (Average End-to-End Delay): For small average packet drop rate constraint D, the average end-to-end delay of the two-hop cooperative RS system is given by
where m = S, 1, 2, ..., M in the equation 10 , E πS means taking the expectation with respect to the induced steady state distribution π S (induced by the unichain control policy Π) and λ S is the average number of arrival bits per frame at the source node.
Proof: Please refer to Appendix A.
Similarly, the source node's average drop rate constraint 11 , the source node's average power constraint and each RS m's average power constraint are given by
where
III. CONSTRAINED MARKOV DECISION PROBLEM FORMULATION
In this section, we shall formulate the delay-optimal problem as an infinite horizon average cost constrained Markov Decision Problem (CMDP) and discuss the general solution.
A. CMDP Formulation
The goal of the controller is to choose an optimal stationary feasible unichain policy Π * that minimizes the average end-to-end transmission delay in (12) . Specifically, the delay-optimal control problem is summarized below. (14), (15) .
Problem 1 is an infinite horizon average cost constrained Markov Decision Problem (CMDP) [19] with 
B. Lagrangian Approach for the CMDP
The CMDP in Problem 1 can be converted into unconstrained MDP by the Lagrange theory [14] . For
Therefore, the corresponding unconstrained MDP for a particular vector of LMs γ is given by
where G(γ) gives the Lagrange dual function. The dual problem of the primal problem in Problem 1 is given by max γ 0 G(γ). It is shown in [20] that there exists a Lagrange multiplier γ ≥ 0 such that Π * minimizes L(Π, γ) and the saddle point condition the saddle point condition
Using standard Lagrange theory [14] , Π * is the primal optimal (i.e. solving Problem 1), γ * is the dual optimal (solving the dual problem) and the duality gap is zero. Thus, by solving the dual problem, we can obtain the primal optimal Π * . Therefore, we shall first solve the unconstrained MDP in (16) in the following.
For a given LM vector γ, the optimizing unichain policy for the unconstrained MDP (16) can be obtained by solving the associated Bellman equation w.r.t. (θ, {J(S)}) as follows
where {J(S)} is the value function of the MDP and Pr[S j |S i , Π(S i )] is the transition kernel which can be obtained from (10) , θ = min Π L(Π, γ) is the optimal average cost per stage and the optimizing policy is Π * with Π * (S i ) minimizing the R.H.S. of (17) at any state S i . For any unichain policy with irreducible Markov Chain {S(t)}, the solution to (17) is unique [19] . We restrict our policy space to be unichain policies 13 and we denote Π * as the optimal unichain policy.
C. Equivalent Bellman Equation for the CMDP
The Bellman equation in (17) is a fixed point problem over the functional space and this is very complicated to solve due to the huge cardinality of the system state space. Brute-force solution could not lead to any useful implementations. In this subsection, we shall illustrate that the Bellman equation in (17) can be simplified into a equivalent form by exploiting the i.i.d. structure of the CSI process H(t). For notation convenience, we partition the unichain policy Π into a collection of actions based on the QSI.
Specifically, we have the following definition. Therefore, we have Π = ∪ Q Π(Q) and we show that the optimal policy Π * of (16) can be obtained by solving an equivalent Bellman equation summarized in the following lemma.
Definition 2 (Partitioned Actions for the m-th Relay): Given a unichain control policy Π m , we define
Π m (Q) = Π m (Q S , Q m ) = {Π m (Q S , Q m , H m )|∀H m }
Lemma 2 (Equivalent Bellman Equation):
The control policy obtained by solving the Bellman equation
in (17) is the same as that obtained by solving the equivalent Bellman equation defined below:
the conditional average value function for state Q i , and
is the conditional per-stage cost and
is the conditional average transition kernel.
Proof: Please refer to Appendix B.
Remark 3: Note that solving the R.H.S. of (18) for each Q i will get an overall control policy which is a function of both the CSI H and QSI Q i . This is illustrated by the following example.
Example 1: Consider a simple example with global CSI state space H = {H 1 , H 2 } and global QSI state space Q = {Q 1 , Q 2 }. Hence, the control variables are collectively denoted by the policy Π =
. Using definition 2, the partitioned actions are simply regroups of variables given by Π(
For any QSI state Q i (i = 1, 2), using Lemma 2, the optimal partitioned actions Π * (Q i ) can be obtained by solving the R.H.S. of (18) as follows
Observe that the R.H.S. of (20) is a decoupled objective function w.r.t. the variables {Π(
Hence, applying standard decomposition theory, ∀k = 1, 2, we have
Using the results in Lemma 2, the optimal control of the original problem when the QSI and CSI realizations
Hence, the solution obtained by solving (18) is adaptive to both the CSI and QSI.
IV. DISTRIBUTIVE ONLINE ALGORITHM BASED ON APPROXIMATED MDP
There are still two major obstacles ahead. Firstly, obtaining the value functions {V (Q)} w.r.t. (18) involves solving a system of exponential number of equations and unknowns and brute force solution has exponential complexity. Secondly, even if we could obtain the solution {V (Q)}, the derived control actions will depend on global QSI and CSI, which is highly undesirable. In this section, we shall overcome the above challenges using approximate MDP and distributive stochastic learning. The linear approximation architecture of the value function is given below [21] :
where we shall refer { V m (q)} as per-node value functions 14 (∀m = S, 1, · · · , M ) and {V (Q)} as global value function in the rest of this paper,
T is the vector form of global value functions, the parameter vector W and mapping matrix M is given below: (18) in some pre-determined system queue states. In this paper, we shall refer the pre-determined subset of system queue states as the representative states [21] . Without loss of generality, we define the reference states Q R = {β m,q |∀m = S, 1, 2, ..., M ; q = 1, 2, ..., N Q }, where β m,q denotes the QSI with Q m = q and Q n = 0 ∀n = m. Moreover, we also define the inverse mapping matrix M −1 as
Thus, we have W = M −1 V. Instead of offline computing the best fit parameter vector W (per-node value function vector) w.r.t. the global value function V (which is quite complex), we shall propose an online learning algorithm to estimate the parameter vector W (per-node value function) in Section IV-B.
A. Distributive Control Policy under Linear Value Function Approximation
Using the approximate value function in (21), we shall derive a distributive control policy which depends on the local CSI and local QSI as well as the per-node value functions { V m (q)} at each node m (∀m = S, 1, · · · , M ). Specifically, using the approximation in (21), the control policy in (18) can be obtained by solving the following simplified optimization problem.
Problem 2 (Optimal Control Action with Approximated Value Function):
For any given value function
, the optimal control policy is given by
The solution of Problem 2 is summarized in Lemma 3 below. In addition, for sufficiently large source arrival rate λ S , NQ λS and the average transmit power constraints {P S , P R }, the power control policy in (23) has the following closed-form expression:
Proof: Please refer to Appendix C.
Remark 4 (Multi-level Water-Filling Structure of the Control Policy):
The power control policy (26) and (27) as well as the RS selection and data stream allocation control policy in (24) and (25) according to Lemma 3. Based on the contention resolution protocol described in Section II-D, the Rx-RS and the Tx-RS pair is given by (m * (t), n * (t)) (where n * (t) = arg min n B * n (t) and m * (t) = I n * (t) (t)) and the corresponding number of data streams pair is given by (N * SR (t), N * RD (t)) (where N * SR (t) = N SR,n * (t) (t) and N * RD (t) = N RD,n * (t) (t)).
• 
, and {ǫ t v > 0}, {ǫ t d > 0} {ǫ t p > 0} are the step size sequences satisfying 
C. Almost-Sure Convergence of Distributive Stochastic Learning
In this section, we shall establish technical conditions for the almost-sure convergence of the online distributive learning algorithm. Since
, the LMs update and the per-node potential functions update are done simultaneously but over two different time scales.
During the per-node potential functions update (timescale I), we have γ t+1
. Therefore, the LMs appear to be quasi-static [22] during the per-node value function update in (28) . For the notation convenience, define the sequences of matrices {A t } and {B t } as
, where Π t is a unichain system control policy at the t-th frame, P(Π t ) is the transition matrix of system states given the unichain system control policy Π t , I is identity matrix. The convergence property of the per-node value function update is given below:
Lemma 4 (Convergence of Per-Node Value Function Learning over Timescale I):
Assume for all the feasible policy in the policy space, there exists some positive integer β and τ β > 0 such that
where [·] (a,I) denotes the element in a-th row and I-th column (where I corresponds to the reference state Q I ) and τ t = O(ǫ t v ) (∀t). The following statements are true:
• The update of the parameter vector (or per-node potential vector) will converge almost surely for any given initial parameter vector W 0 and LMs γ, i.e. lim t→∞ W t (γ) = W ∞ (γ).
• The steady state parameter vector W ∞ satisfies:
where θ is a constant, W ∞ is given by
and the mapping T is defined as T(γ, V) = min Π [g(γ, Π) + P(Π)V].
Proof: Please refer to Appendix D.
Remark 5 (Interpretation of the Sufficient Conditions in Lemma 4):
Note that A t and B t are related to the transition probability of the reference states. Condition (32) simply means that there is one reference state accessible from all the other reference states after some finite number of transition steps. This is a very mild condition and will be satisfied in most of the cases in practice.
Note that (33) is equivalent to the following Bellman equation on the representative states S R :
Hence, Lemma 4 basically guarantees the proposed online learning algorithm will converge to the best fit parameter vector (per-node potential) satisfying (21 (14), (15) and (13) .
Proof: Please refer to Appendix E.
Based on the above lemmas, we summarized the convergence performance of the online per-node value functions and LMs learning algorithm in the following theorem.
Theorem 1 (Convergence of Online Learning Algorithm 1):
For the same conditions as in Lemma 4, we
and the average power constraint (14, 15) as well as the average packet drop rate constraint (13), where e is a (M + 1)(N Q + 1) × 1 vector with all elements equal to 1.
D. Asymptotic Optimality
Finally, we shall show that the performance of the distributive algorithm is asymptotically global optimal for high traffic loading.
Theorem 2 (Asymptotically Global Optimal at High Traffic Loading):
For sufficiently large N Q and high traffic loading such that the optimization problem in Problem 1 is feasible, the performance of the proposed distributive control algorithm is asymptotically global optimal.
Proof: Please refer to Appendix F.
V. SIMULATIONS AND DISCUSSIONS
In this section, we shall compare our proposed online per-node value function learning algorithm to five reference baselines. Baseline 1 and 4 refer to the proposed buffered decode and forward (BDF) protocol with throughput optimal policy (in stability sense), namely the dynamic backpressure algorithm destination node is N T = 2. Moreover, the maximum buffer size of each node (source node and RSs) is N Q = 10. distributive algorithm with half-duplex RS could achieve significant performance gain in both average delay and average throughput over all baselines with full-duplex RSs, and even more significant gain over the baselines with half-duplex RSs. This illustrates the advantages of the proposed BDF algorithm with distributive delay-optimal control policy, which could effectively reduce the intrinsic half-duplex penalty in the cooperative communication systems. Figure 5 and Figure 6 illustrate the average end-to-end delay versus the number of relays and the number of relay antennas with N R = 4 antennas at each RS, respectively. It can be observed that the average delay of all the schemes decreases as the number of relays or the number of relay antennas increases.
Furthermore, the proposed BDF algorithm with distributive delay-optimal control policy has significant gain in delay over all the baselines. Figure 7 illustrates the convergence property of the proposed distributive online learning algorithm. We plot the per-node value function of the first relay versus scheduling slot index at a transmit SNR= 10dB.
The average delay at the 200-th scheduling slot is already very close to the steady-state value, which is much better than all the baselines. Furthermore, unlike the iterations in deterministic NUM problems, the proposed algorithm is online, meaning that normal payload is delivered during the iteration steps. (9) V1 (1) V1 (2) V1 (3) V1 (4) V1 (5) V1 (6) V1 (7) V1 (8) V1 ( 
VI. SUMMARY
In this paper, we consider queue-aware resource control for two-hop cooperative MIMO systems. We
show that by exploiting buffering in each MIMO relay, we could substantially reduce the intrinsic halfduplex loss in cooperative systems. The delay-optimal resource control policy is formulated as an averagecost infinite horizon Markov Decision Process (MDP). To obtain a low complexity solution, we approximate the value function by a linear combination of per-node value functions. The per-node value function is obtained using a distributive stochastic learning algorithm. We also established technical conditions for almost-sure convergence and show that in heavy traffic limit, the proposed low complexity distributive algorithm converges to global optimal solution.
APPENDIX A: PROOF OF LEMMA 1
The average number of bits received by the source node is given by λ S (1 − D), which is also the average number of information bits received by the relay clusters as the source node and the relay cluster are cascade. Let W , W S and W R be the average time (with the unit of frames) one information bit staying in the system, the source node's queue and some relay's queue respectively, N S and N R be the average number of information bits in the source node's queue and the relays' queues respectively, we have 
where (a) is due to the definition
, and the optimal control actions are given
Thus, by the partitioning of the optimal control actions in Definition 1, i.e.
From (34) and (35), we have
where the equality (b) is due to the definition of g in (19) . As a result, the control policy obtained by
solving (18) is the same as that obtained by solving (17) and this completes the proof.
APPENDIX C: PROOF OF LEMMA 3
We shall prove the general control policy first, followed by the closed-form power control derivation.
According to (22) , given N SR and N RD , the optimal power control is given by:
To determine the optimal Rx-RS, Tx-RS and stream allocation, the biding is divided into two stages: 
. Then, broadcast the calculation results B * n as the second bid.
• After comparing the B * n , the optimal Rx-RS, Tx-RS and stream allocation can be determined.
Therefore, the first-stage bidding and the second-stage bidding is straight-forward.
When λ S and NQ λ (m = S, 1, 2, ..., M ) are sufficiently large, it with large probability that 
Similar to [25] , we can do Taylor expansion as follows:
where V ′ S is the first order derivative on V S and the higher order is neglectable. Same apporach can be used
At high SNR region, we have
According to (37,38,39), taking derivative on the RHS of (36) and letting it be zero, we can get the closedfrom expression for power allocation in (26) . Moreover, (27) can be proved in the same way. Finally, when Q m and Q S are sufficiently large, according to the definition of derivative, we have
APPENDIX D: PROOF OF LEMMA 4
From [26] , the convergence property of the asynchronous update and synchronous update is the same.
Therefore, we consider the convergence of related synchronous version without loss of generality.
Let c ∈ R be a constant, we have
, where T I is one element of mapping T corresponding to the state with all buffers empty. Similar to [27] , the per-node value function { V m } is bounded almost surely during the iterations of algorithm. According to the construction of parameter vector W, the update on V m is equivalent to the update on W and proving the convergence of Lemma 4 is equivalent to proving the convergence of update on W. In the following, we first introduce and prove the following lemma on the convergence of learning noise.
, when the number of iterations l ≥ j → ∞, the procedure of update can be written as follows with probability 1:
The proof of above lemma follows the standard approach of stochastic approximation with Martingale noise [22] . Moreover, the following lemma is about the limit of sequence {q l m }.
Lemma 7:
Suppose the following two inequalities are true for l = a, a + 1, ..., a + b
then we have 
• Using perturbation analysis in [28] , we have , 1, 2 , ..., M ) and
(m = S, 1, 2, ..., M, n = m). Thus, the update of γ m,p (m = S, 1, ..., M ) in ODE (43) will drive P m − P R (or P S − P S ) to 0 whenever P m − P R (or P S − P S ) is non-zero. Therefore, the ODE (43) will converge. The converged LMs {γ * S,p (γ S,d ), γ * 1,p (γ S,d ), ..., γ * M,p (γ S,d )} can be characterized by the equilibrium point of the ODE (43), which is given by the RHS of (43) → 0. 
where m = 1, 2, ..., M . (18) asymptotically (when N Q → +∞). As a result, the proposed distributive update algorithm converges to the global optimal solution and this completes the proof.
