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Развитие технологий управления электронными приборами закономерно пришло к потребности 
создавать нелинейные алгоритмы, реализующие принятие решений не на основе заранее определённых 
методик, а на основе некоторого набора опытных данных и механизма их анализа. Бурно развивающейся 
технологией в этом направлении являются искусственные нейронные сети (ИНС, НС или нейросети). В 
работах [1-7] показаны примеры использования нейронных сетей для управления различными 
объектами.  
В работе [8] раскрываются общие проблемы построения нейросетей. К таковым относятся, 
например, дилемма смещения и дисперсии; и дилемма выбора между объемом памяти и размером 
обучающего множества. 
Первая проблема решается с помощью априорной информации (которая может быть установлена 
в процессе предварительного обучения посредством ограниченного выбора разнообразия обучающих 
примеров), что приводит к специализации нейросети на ограниченном выборе классификационных 
функций. Данный подход демонстрируется в работах [9-12]. 
Вторая проблема описывается параметром измерения Вапника-Червоненкиса (VC-измерение) 
[8,9], который иллюстрирует отношение между количеством различных объектов (или классов) в 
классификации и суммарным размером обучающей выборки и объёма используемой памяти. Эту 
проблему можно описать как дилемму выбора между количеством скрытых нейронов – объёмом 
используемой памяти – и количество обучающих примеров, которые требуются для достижения 
требуемого уровня достоверности.  
Так как каждый скрытый нейрон хранит в себе информацию о некотором параметре (или 
совокупности параметров) входного сигнала, для обучающей выборки размера N существует один 
оптимум, при котором достигается максимально точное обучение нейросети. В случае, если количество 
скрытых нейронов окажется меньше этого оптимума, возникает проблема недоопределённости, при 
которой изъятые из обучающей выборки свойства входного сигнала являются слишком размытыми для 
принятия точных решений. В противоположной ситуации возникает проблема переопределённости – 
когда изъятые параметры оказываются слабо связанными с реальными свойствами объекта управления. 
На текущий момент не существует методик для точного вычисления размерности нейронной сети. 
Существуют методики для количественной оценки общих параметров, но, как и любая оценка, они 
служат отправной точкой для проектирования сети и конечное решение о количестве узлов и их 
распределении по скрытым слоям ложится на проектировщика сети, опирающегося на свой опыт и 
тенденции в проектировании. 
Обучение и организация ИНС преимущественно состоит из определения набора входных данных; 
общего количества скрытых нейронов; типа нейронной сети; организации соединений и связей между 
нейронами; набора обучающих примеров и уровня достоверности выходных данных. Примером служат 
работы [1-4, 8-15].  
При этом к обучающим примерам предъявляется определённый набор требований: примеры 
должны охватывать весь диапазон возможных состояний системы; примеры должны иметь равномерное 
распределение по области входных и/или выходных сигналов (то есть, нельзя использовать 100-200 
примеров одного рабочего состояния и 5-10 примеров другого рабочего состояния), в противном случае 
аппроксимирующая функция нейронной сети получит смещение, которого в реальной управляющей 
функции быть не должно; примеры должны быть валидны и релевантны – например, не стоит включать в 
обучающую выборку примеры исключительных состояний, которые никогда не встретятся в работе 
устройства.  
Таким образом, составление обучающей выборки является сложным и многогранным этапом 
проектирования нейросети. В условиях ограниченного количества обучающих примеров, что характерно 
для управления многокомпонентными уникально настроенными комплексами, размер обучающей 
выборки является более жёстко ограничивающим условием, чем размер используемой памяти. В связи с 
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этим, актуальной становится задача определения оптимальной конфигурации нейронной сети, которую 
нельзя решить оценочными методами на этапе проектирования. 
Возможным решением задачи оптимизации структуры является метод организации нейронной 
сети, при котором она проектируется недоопределённой и в дальнейшем самостоятельно подбирает свой 
размер, добавляя или убирая нейронные узлы своих скрытых слоёв в процессе настройки на множестве 
примеров на протяжении ограниченного количества эпох обучения. После получения пакета из 
нескольких изменений конфигурации, нейросеть определяет градиент изменений ошибки и объёма 
памяти и вырабатывает следующее направление для изменений своей структуры. Так, используя 
механизм обратного распространения ошибки, сеть вырабатывает маршрут конфигурации и 
самоорганизуется, пока градиент изменений не меняет своего направления или градиент ошибки не 
становится слишком мал относительно градиента памяти.  
При таком подходе отсутствует необходимость дескрипции информации узлов скрытых слоёв 
нейронной сети, задача которой на текущий момент остаётся нерешённой, и процесс конфигурации сети 
осуществляется стохастическими алгоритмами самой системы. 
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Высокочастотные активные среды на парах металлов используются в науке и технике, например, в 
качестве скоростных усилителей яркости для визуализации объектов и быстропротекающих процессов в 
условиях мощной фоновой засветки [1-5]. Системы автоматического управления используются в 
