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Diplomova´ pra´ce se zameˇrˇuje na teoreticky´ popis a pouzˇit´ı probit analy´zy, ktera´ spada´
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na analyzovany´ch datech. Pouzˇita´ data patrˇ´ı do oblasti molekula´rn´ı diagnostiky a jsou
poskytnuta firmou Genex CZ. Vy´sledkem je pak analy´za vy´stupn´ıch dat probit analy´zy
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Tato pra´ce se zaby´va´ analy´zou dat z oblasti molekula´rn´ı diagnostiky. Data byla poskyt-
nuta firmou Genex Cz, s.r.o. (www.genex.cz). Spolecˇnost Genex CZ, s.r.o. byla zalozˇena
v roce 2001 jako biotechnologicka´ spolecˇnost, zameˇrˇena´ na aplikace molekula´rneˇ biologic-
ky´ch a geneticky´ch metod v pr˚umyslu, huma´nn´ı a veterina´rn´ı medic´ıneˇ, potravina´rˇstv´ı,
zemeˇdeˇlstv´ı a v aplikovane´m vy´zkumu. Prˇedevsˇ´ım pak na oblasti aplikovane´ho vy´zkumu
v oborech molekula´rn´ıch diagnosticky´ch metod za vyuzˇit´ı detekce a analy´zy DNA.
Analy´za dat, bude provedena tzv. probit analy´zou, ktera´ patrˇ´ı do oblasti analy´zy
prˇezˇit´ı. Jde o typ linea´rn´ı regrese, ktery´ pocˇ´ıta´ s bina´rn´ı vy´stupn´ı promeˇnnou. Ta je
nejcˇasteˇji interpretova´na jako prˇezˇil/neprˇezˇil. Pro konkre´tn´ı vy´pocˇty bude pouzˇit statis-
ticky´ software Minitab verze 14, ktery´ umozˇnˇuje vy´pocˇet probit analy´zy s rˇadou mozˇny´ch
nastaven´ı.
Prvn´ı kapitola pra´ce pop´ıˇse teoreticky pouzˇite´ rozdeˇlen´ı pravdeˇpodobnosti, vcˇetneˇ
graf˚u hustot a distribucˇn´ıch funkc´ı, ktere´ budeme pouzˇ´ıvat pro na´sˇ probit model. Kon-
kre´tneˇ norma´ln´ı, log-norma´ln´ı a Weibullovo rozdeˇlen´ı pravdeˇpodobnosti.
Druha´ kapitola se zaby´va´ histori´ı a vy´vojem probit modelu a take´ jeho obecny´m
matematicky´m za´pisem a popisem vstupn´ıch parametr˚u. V dalˇs´ım kapitola popisuje mozˇ-
nosti a zpracova´n´ı probitu v programu Minitab, vcˇetneˇ rozepsa´n´ı matematicky´ch postup˚u,
ktere´ Minitab pouzˇ´ıva´. Jsou to naprˇ´ıklad odhady parametr˚u modelu, percentily, analy´za
prˇezˇit´ı nebo test dobre´ shody.
V trˇet´ı kapitole se dozv´ıme v´ıce jak o firmeˇ Genex CZ, s.r.o., tak o rea´lne´m testu
detekcˇn´ı soupravy. Pra´veˇ data z tohoto testu budeme vyhodnocovat probit analy´zou.
Druha´ cˇa´st kapitoly ukazuje, jak lze probit analy´zu v Minitabu pouzˇ´ıvat a nastavovat
pro konkre´tn´ı potrˇeby. Kapitola tedy za´rovenˇ slouzˇ´ı jako uzˇivatelska´ prˇ´ırucˇka pro probit
analy´zu v programu Minitab.
Cˇtvrtou kapitolu mu˚zˇeme rozdeˇlit na trˇi cˇa´sti. Prvn´ı zahrnuje vy´sledky probit analy´zy
a prˇedevsˇ´ım jejich popis pro rozdeˇlen´ı pravdeˇpodobnosti z kapitoly 2. Druha´ cˇa´st kapitoly
porovna´va´ vhodnost pouzˇit´ı probit modelu s log-norma´ln´ım a Weibullovy´m rozdeˇlen´ım.
Posledn´ı cˇa´st potom ukazuje jaky´ je vztah norma´ln´ıho a log-norma´ln´ıho rozdeˇlen´ı u probit
analy´zy.
V pa´te´ kapitole bude uka´za´n a odvozen vztah mezi v´ıcena´sobny´m meˇrˇen´ım a po-
zitivn´ım za´chytem. Tento vztah bude pouzˇit pro vy´stupy z probit modelu, kdy bude
odvozen vztah mezi opakovany´m meˇrˇen´ım a minima´ln´ı hladinou koncentrace, ktera´ bude




V te´to kapitole pop´ıˇseme rozdeˇlen´ı pravdeˇpodobnosti, ktera´ budeme da´le pouzˇ´ıvat.
1.1. Norma´ln´ı rozdeˇlen´ı pravdeˇpodobnosti
1.1.1. U´vod
Norma´ln´ı rozdeˇlen´ı pravdeˇpodobnosti je nejcˇasteˇji pouzˇ´ıvane´ spojite´ rozdeˇlen´ı, nazy´-
va´no take´ Gaussovo rozdeˇlen´ı. T´ımto rozdeˇlen´ım se sice nerˇ´ıd´ı velke´ mnozˇstv´ı velicˇin, ale
ma´ rˇadu vy´znamny´ch teoreticky´ch vlastnost´ı. Naprˇ´ıklad za urcˇity´ch podmı´nek aproximu-
je rˇadu rozdeˇlen´ı (spojity´ch i diskre´tn´ıch). Norma´ln´ı rozdeˇlen´ı ma´ zcela za´sadn´ı vy´znam
v teorii pravdeˇpodobnosti a matematicke´ statistice. V souvislosti s norma´ln´ım rozdeˇlen´ım
jsou cˇasto zminˇova´ny na´hodne´ chyby, naprˇ. chyby meˇrˇen´ı, zp˚usobene´ velky´m pocˇtem
nezna´my´ch a vza´jemneˇ neza´visly´ch prˇ´ıcˇin. Proto by´va´ norma´ln´ı rozdeˇlen´ı take´ oznacˇova´no
jako ”za´kon chyb”. Podle tohoto za´kona se take´ rˇ´ıd´ı rozdeˇlen´ı neˇktery´ch fyzika´ln´ıch a tech-
nicky´ch velicˇin.
Norma´ln´ı rozdeˇlen´ı je jednovrcholove´ rozdeˇlen´ı symetricke´ okolo strˇedn´ı hodnoty, kte-
rou budeme znacˇit µ. Strˇedn´ı hodnota tohoto rozdeˇlen´ı je rovna modu a media´nu. Prˇi
rˇesˇen´ı pravdeˇpodobnostn´ıch u´loh se cˇasto prˇedpokla´da´, zˇe sledovana´ na´hodna´ velicˇina ma´
norma´ln´ı rozdeˇlen´ı, acˇkoliv jej´ı skutecˇne´ rozdeˇlen´ı ma´ jen podobny´ tvar, tzn. je jednovr-
cholove´ a prˇiblizˇneˇ symetricke´. Tento postup je samozrˇejmeˇ teoreticky podlozˇen a je velmi
vy´hodny´, nebot’ usnadnˇuje teoreticke´ rˇesˇen´ı mnoha proble´mu˚ i prakticke´ vy´pocˇty.
Kl´ıcˇove´ postaven´ı norma´ln´ıho rozdeˇlen´ı ve statistice vyply´va´ z centra´ln´ı limitn´ı veˇty.
Vyply´va´ z n´ı, zˇe pr˚umeˇr ”velmi velke´ho” na´hodne´ho vy´beˇru je na´hodnou velicˇinou s prˇi-
blizˇneˇ norma´ln´ım rozdeˇlen´ım, i kdyzˇ ma´ za´kladn´ı soubor rozdeˇlen´ı jine´ nezˇ norma´ln´ı.
Norma´ln´ı rozdeˇlen´ı je dvouparametricke´ rozdeˇlen´ı a veˇtsˇinou se znacˇ´ı N(µ, σ2), kde µ
a σ2 jsou rea´lna´ cˇ´ısla, pro ktera´ plat´ı −∞ < µ <∞ a σ2 > 0. Tyto parametry vyjadrˇuj´ı:
• µ - strˇedn´ı hodnotu,
• σ2 - rozptyl na´hodne´ velicˇiny kolem strˇedn´ı hodnoty.
Zna´me-li parametry µ a σ2, je norma´ln´ı rozdeˇlen´ı plneˇ urcˇeno.
Specia´ln´ı prˇ´ıpad norma´ln´ıho rozdeˇlen´ı N(0,1), by´va´ oznacˇova´n jako normovane´ (stan-
dardizovane´) norma´ln´ı rozdeˇlen´ı. Norma´ln´ı rozdeˇlen´ı si zachova´va´ sv˚uj charakter prˇi li-
nea´rn´ı transformaci. Plat´ı totizˇ, zˇe jestlizˇe na´hodna´ velicˇina X ma´ norma´ln´ı rozdeˇlen´ı
4
N(µ, σ2), pak na´hodna´ velicˇina Y = aX + b, kde a, b jsou rea´lna´ cˇ´ısla, a 6= 0,(rˇ´ıka´me, zˇe










2σ2 pro −∞ < x <∞.
Hustoty pravdeˇpodobnosti s r˚uzny´mi strˇedn´ımi hodnotami a r˚uzny´mi smeˇrodatny´mi
odchylkami jsou vykresleny v grafu (1.1).
Obra´zek 1.1: Hustota norma´ln´ıho rozdeˇlen´ı
Hustota norma´ln´ıho rozdeˇlen´ı je symetricka´ kolem hodnoty µ, takzˇe plat´ı:
f(µ− y) = f(µ+ y)
a media´n x(0, 5) = µ. Hustota je nejveˇtsˇ´ı v bodeˇ µ (modus = µ) a od tohoto bodu na
obeˇ strany hustota rychle klesa´. Tvar hustoty ukazuje, zˇe hodnoty bl´ızke´ µ jsou velmi

















kde Φ je distribucˇn´ı funkce standardizovane´ho norma´ln´ıho rozdeˇlen´ı, jej´ızˇ hodnota je
tabelova´na.
Distribucˇn´ı funkce s r˚uzny´mi strˇedn´ımi hodnotami a r˚uzny´mi smeˇrodatny´mi odchyl-
kami jsou vykresleny v grafu (1.2).
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Vı´ce o norma´ln´ım rozdeˇlen´ı mu˚zˇeme nale´zt v [1], [2], [4], [5].
1.2. Log-norma´ln´ı rozdeˇlen´ı pravdeˇpodobnosti
1.2.1. U´vod
Jestlizˇe ma´ na´hodna´ velicˇina Y = lnX norma´ln´ı rozdeˇlen´ı pravdeˇpodobnosti s para-
metry µ a σ2, pak na´hodna´ velicˇina X ma´ logaritmicko-norma´ln´ı (log-norma´ln´ı) rozdeˇlen´ı
pravdeˇpodobnosti s parametry µ a σ2.
Toto pravdeˇpodobnostn´ı rozdeˇlen´ı je prota´hlejˇs´ı smeˇrem napravo, k vysˇsˇ´ım hodnota´m,
(koeficient sˇikmosti je kladny´). Prˇi logaritmova´n´ı hodnot se relativneˇ v´ıce zmensˇ´ı hodnoty
veˇtsˇ´ı a rozdeˇlen´ı se t´ım srovna´ do symetricke´ho norma´ln´ıho tvaru.
Mnohe´ fyzika´ln´ı, chemicke´, biologicke´, toxikologicke´ a statisticke´ procesy jsou popsa´ny
na´hodnou velicˇinou, ktera´ ma´ prˇiblizˇneˇ log-norma´ln´ı distribucˇn´ı funkci. Naprˇ. je vhodne´
pouzˇ´ıt log-norma´ln´ı rozdeˇlen´ı pro jednostranneˇ ohranicˇena´ data, jako jsou teplota, tlak
a hmotnost. Toto rozdeˇlen´ı se take´ pouzˇ´ıva´ v teorii spolehlivosti. Cˇasto jsou modelova´ny
prˇ´ıjmy, ktere´ maj´ı vy´razneˇ nesymetricky´ charakter.
Log-norma´ln´ı rozdeˇlen´ı ma´ dva parametry a rozdeˇlen´ı znacˇ´ıme LN(µ, σ2)
• µ - je strˇedn´ı hodnota pro zlogaritmovane´ hodnoty x na´hodne´ velicˇiny (parametr
umı´steˇn´ı),
• σ2 - je rozptyl teˇchto logaritmu˚ (parametr meˇrˇ´ıtka).
6
Sˇikmost roste s hodnotou smeˇrodatne´ odchylky σ. Pro σ bl´ızˇ´ıc´ı se nule se log-norma´ln´ı






2σ2 pro x > 0,
0 jinde,
kde −∞ < µ <∞ a σ2 > 0.
Hustoty pravdeˇpodobnosti s r˚uzny´mi strˇedn´ımi hodnotami a r˚uzny´mi smeˇrodatny´mi
odchylkami jsou vykresleny v grafu (1.3).

















kde Φ je distribucˇn´ı funkce standardizovane´ho norma´ln´ıho rozdeˇlen´ı, jej´ızˇ hodnota je
tabelova´na.
Distribucˇn´ı funkce s r˚uzny´mi strˇedn´ımi hodnotami a r˚uzny´mi smeˇrodatny´mi odchylkami
jsou vykresleny v grafu (1.4).
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V neˇktery´ch prˇ´ıpadech se mu˚zˇeme setkat s log-norma´ln´ım rozdeˇlen´ım se trˇemi pa-
rametry LN(µ, σ2, θ). Pokud ma´ na´hodna´ velicˇina X toto rozdeˇlen´ı, pak ma´ na´hodna´
velicˇina Y = ln(X − θ) norma´ln´ı rozdeˇlen´ı N(µ, σ2). Toho se vyuzˇ´ıva´ naprˇ. v prˇ´ıpadech,
kdy nemu˚zˇeme prˇi transformaci p˚uvodn´ı velicˇiny zarucˇit, zˇe naby´va´ kladny´ch hodnot.







2σ2 pro x > θ.
Dalˇs´ı charakteristiky jsou analogicke´ k prˇ´ıpadu pro dva parametry a jsou naprˇ´ıklad
popsa´ny v [1], [4], [5].
1.3. Weibullovo rozdeˇlen´ı pravdeˇpodobnosti
1.3.1. U´vod
Weibullovo rozdeˇlen´ı se hojneˇ vyuzˇ´ıva´ prˇi analy´ze bezporuchovosti soucˇa´stek, tedy
v prˇ´ıpadech, kdy bezporuchovost za´vis´ı na sta´rˇ´ı, pocˇtu odpracovany´ch hodin nebo vyko-
nany´ch provozn´ıch cyklech. V oblasti spolehlivosti je Weibullovo rozdeˇlen´ı beˇzˇneˇ pouzˇ´ı-
va´no prˇi urcˇova´n´ı ukazatel˚u bezporuchovosti, ktere´ prˇedstavuj´ı d˚ulezˇitou informaci nut-
nou pro prˇedpoveˇd’, hodnocen´ı a srovna´n´ı zˇivotnosti vy´robk˚u, vyhodnocen´ı konstrukcˇn´ıch
i technologicky´ch zmeˇn, srovna´n´ı alternativn´ıch konstrukc´ı cˇi technologi´ı, porovna´va´n´ı
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zˇivotnosti vy´robk˚u r˚uzny´ch technologi´ı cˇi r˚uzny´ch vy´robc˚u, vytva´rˇen´ı za´rucˇn´ı politiky,
prˇi proaktivn´ım prˇ´ıstupu k rˇ´ızen´ı za´sob na´hradn´ıch d´ıl˚u nebo prˇi pla´nova´n´ı oprav.
Weibullovo rozdeˇlen´ı ma´ sˇiroke´ uplatneˇn´ı nejenom ve spolehlivosti, ale i prˇi mode-
lova´n´ı r˚uzny´ch jev˚u, jako je naprˇ´ıklad prˇedpoveˇd’ pocˇas´ı, de´lka zameˇstnanecky´ch sta´vek,
u´mrtnost na nemoc AIDS cˇi hodnocen´ı pravdeˇpodobnosti vzniku zemeˇtrˇesen´ı.
Weibullovo rozdeˇlen´ı ma´ velmi bl´ızko k exponencia´ln´ımu rozdeˇlen´ı. Exponencia´ln´ı
rozdeˇlen´ı je vlastneˇ specia´ln´ı prˇ´ıpad rozdeˇlen´ı Weibullova. Dı´ky v´ıce volny´m parametr˚um
ma´ Weibullovo rozdeˇlen´ı obecneˇjˇs´ı charakter nezˇ rozdeˇlen´ı exponencia´ln´ı.
Vy´hodou pouzˇit´ı Weibullova rozdeˇlen´ı je rovneˇzˇ mozˇnost aproximovat jina´ rozdeˇlen´ı
(naprˇ´ıklad exponencia´ln´ı, norma´ln´ı cˇi lognorma´ln´ı) a je zp˚usobile´ na za´kladeˇ male´ho
vzorku dat k urcˇen´ı tvaru rozdeˇlen´ı vhodne´ho pro modelova´n´ı doby do poruchy.
Weibullovo rozdeˇlen´ı pravdeˇpodobnosti ma´ trˇi parametry. Tyto parametry se nejbeˇzˇ-
neˇji v praxi popisuj´ı jako:
• β - parametr tvaru,
• α - parametr meˇrˇ´ıtka (stupnice),
• c - parametr umı´steˇn´ı.
Parametr β ovlivnˇuje tvar hustoty rozdeˇlen´ı pravdeˇpodobnosti na´sleduj´ıc´ım zp˚usobem:
- β = 1 Weibullovo rozdeˇlen´ı je identicke´ s exponencia´ln´ım rozdeˇlen´ım,
- β = 2 Weibullovo rozdeˇlen´ı je identicke´ s Rayleighovy´m rozdeˇlen´ım,
- β = 2.5 Weibullovo rozdeˇlen´ı aproximuje lognorma´ln´ı rozdeˇlen´ı,
- β = 3.6 Weibullovo rozdeˇlen´ı aproximuje norma´ln´ı rozdeˇlen´ı.
Parametr c meˇn´ı meˇrˇ´ıtko na cˇasove´ ose, naprˇ´ıklad hodiny, meˇs´ıce, cykly, atd. Zmeˇna
tohoto parametru ma´ totizˇ stejny´ efekt na rozdeˇlen´ı jako zmeˇna v meˇrˇ´ıtku cˇasu, naprˇ´ıklad
zmeˇn´ı-li se meˇrˇ´ıtko z hodin na dny nebo z dn´ı na meˇs´ıce. Zjednodusˇeneˇ lze rˇ´ıci, zˇe parametr
meˇrˇ´ıtka urcˇuje ”roztazˇen´ı” rozdeˇlen´ı. Zmeˇna tohoto parametru tedy nezp˚usob´ı skutecˇnou
zmeˇnu aktua´ln´ıho tvaru rozdeˇlen´ı, ale jen zmeˇnu v meˇrˇ´ıtku.
Parametr c ovlivnˇuje posunut´ı pocˇa´tku rozdeˇlen´ı, v praxi se vol´ı nejcˇasteˇji c = 0.










pro x > 0,
0 jinde.
Kde c ≥ 0, β > 0 pro zarˇ´ızen´ı, u neˇhozˇ se pravdeˇpodobnost poruchy na dane´m intervalu
s cˇasem zveˇtsˇuje a β < 0 pro zarˇ´ızen´ı, u neˇhozˇ se pravdeˇpodobnost poruchy na dane´m
intervalu s cˇasem zmensˇuje.
Hustot pravdeˇpodobnosti s r˚uzny´mi parametry meˇrˇ´ıtka a r˚uzny´mi parametry tvaru
jsou vykresleny v grafu (1.5).
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pro x > 0,
0 jinde.
Distribucˇn´ı funkce s r˚uzny´mi parametry meˇrˇ´ıtka a r˚uzny´mi parametry tvaru jsou
vykresleny v grafu (1.6).
Obra´zek 1.6: Distribucˇn´ı funkce Weibullova rozdeˇlen´ı
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Hodnota β se meˇn´ı prˇi zna´zornˇova´n´ı r˚uzny´ch distribucˇn´ıch funkc´ı veˇtru. Cˇ´ım je tento
parametr veˇtsˇ´ı, t´ım je i distribucˇn´ı charakteristika uzˇsˇ´ı a vysˇsˇ´ı. Celkova´ energie, ktera´
prote´ka´ jednotkovou plochou, za´vis´ı jak na velikosti parametru α, tak i na parametru
β. Cˇ´ım bude charakteristika plosˇsˇ´ı (mensˇ´ı hodnota β), t´ım bude jednotkovou plochou


























kde Γ je gama funkce. V literaturˇe mu˚zˇeme nale´zt Weibullovo rozdeˇlen´ı definovane´ prˇ´ımo






Mysˇlenka probit analy´zy byla poprve´ publikova´na v cˇasopise Sience autorem Cheste-
rem Ittnerem Blissem (1899 - 1979) v roce 1934. Pracoval jako entomolog pro Connecti-
cutsky´ zemeˇdeˇlsky´ institut, kde se prˇedevsˇ´ım zameˇrˇoval na hleda´n´ı efektivn´ıho pesticidu
na postrˇik proti hmyzu, ktery´ se zˇivil hrozny. Vykreslen´ım za´vislosti reakce hmyzu na
rozd´ılne´ koncentrace pesticidu videˇl, zˇe kazˇdy´ pesticid ovlivnˇuje hmyz na r˚uzny´ch kon-
centrac´ıch odliˇsneˇ, cozˇ znamenalo, zˇe jeden byl v´ıce efektivn´ı nezˇ ostatn´ı. Avsˇak nemeˇl
k dispozici statisticke´ metody na porovna´n´ı teˇchto za´vislost´ı. Nejv´ıce logicky´ prˇ´ıstup
byl prolozˇit regres´ı vy´stup (pocˇet mrtve´ho hmyzu) oproti koncentraci (da´vce pesticidu)
a porovnat tak rozd´ıly mezi r˚uzny´mi pesticidy. Protozˇe standardneˇ se pouzˇ´ıvala regrese,
kde data byla prolozˇena prˇ´ımkou, zat´ım co vztah mezi vy´stupem a koncentrac´ı meˇl ”eso-
vity´” tvar a regrese tak mohla by´t pouzˇita pouze na linea´rn´ı data. Z tohoto d˚uvodu na-
padla Blisse mysˇlenka transformace ”esovite´” krˇivky na prˇ´ımku a pouzˇil tak regresi. Tato
transformace je provedena pomoc´ı distribucˇn´ı funkce dane´ na´hodne´ velicˇiny. V roce 1952
profesor statistiky Edinburghske´ univerzity David John Finney (narozen 1917) prˇevzal
Blissovu mysˇlenku a napsal knihu s na´zvem Probit Analysis. Lee a Trost (1978) na´sledovali
mysˇlenku probit modelu a pokusili se j´ı aplikovat v proble´mech bytove´ ekonomiky. Hsueh
a Chen (1999) take´ vyuzˇili probit model k prozkouma´n´ı vy´beˇru podna´jmu˚ v Taiwanu, kde
hodnota 1 znamenala schva´len´ı zˇa´dosti o podna´jem a hodnota 0 zamı´tnut´ı. Dnes je probit
analy´za sta´le uprˇednostnˇovanou statistickou metodou k porozumeˇn´ı vztahu koncentrace-
vy´stup. Vı´ce o historii nalezneme v [12], [13].
Probit analy´za je tedy takovy´ typ regrese, kde vy´stupn´ı promeˇnna´ mu˚zˇe naby´vat
pouze bina´rn´ıch hodnot, tedy hodnot 0 nebo 1. Prˇeva´d´ı ”esovity´” tvar vy´stupn´ı krˇivky
na rovnou prˇ´ımku, ktera´ mu˚zˇe by´t analyzova´na regres´ı bud’ metodou nejmensˇ´ıch cˇtverc˚u
nebo metodou maxima´ln´ı veˇrohodnosti. Obeˇ metody jsou schopne´ techniky na prolozˇen´ı
dat regres´ı, ale metoda maxima´ln´ı veˇrohodnosti je uprˇednostnˇova´na z d˚uvodu lepsˇ´ıho
odhadnut´ı potrˇebny´ch parametr˚u pro spra´vne´ vyhodnocen´ı vy´sledk˚u. V praxi je tato
analy´za pouzˇita na odhad pravdeˇpodobnosti prˇezˇit´ı (0 prˇezˇil, 1 neprˇezˇil). Dozveˇdeˇt se
o probit analy´ze v´ıce je mozˇne´ naprˇ. v [10], [11].
Probit analy´za mu˚zˇe odpoveˇdeˇt na tento typ ota´zek:
- Je statisticky vy´znamny´ vztah mezi zvysˇova´n´ım koncentrace a pocˇtem mrtve´ho
hmyzu?
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- Jaka´ koncentrace pesticidu zabije 20%, 30%, 50% hmyzu?
- Jestlizˇe je pesticid aplikova´n, jaka´ je pravdeˇpodobnost, zˇe hmyz zemrˇe?
- Jaka´ mus´ı by´t u´rovenˇ s´ıly (za´teˇzˇe), abychom znicˇili 20%, 30%, 50% jednotek?
Vı´ce viz [8].
2.2. Probit model
Model vycha´z´ı z regresn´ı funkce
pij = c+ g(1− c)(β0 + xjβ),
kde:
- pij je pravdeˇpodobnost vy´stupu na j-tou u´rovenˇ zat´ızˇen´ı,
- g(yj) je druh distribucˇn´ı funkce,
- β0 je konstanta (posun regresn´ı prˇ´ımky na ose y),
- xj je promeˇnna´ na j-te´ u´rovni zat´ızˇen´ı,
- β nezna´my´ koeficient prˇiˇrazeny´ k promeˇnne´ x (sklon regresn´ı prˇ´ımky),
- c prˇirozeny´ pomeˇr vy´skytu.
U´rovenˇ zat´ızˇen´ı je velikost koncentrace. Definici probit modelu mu˚zˇeme take´ nale´zt v [7],
[9], [14].
Vy´beˇr rozdeˇlen´ı pravdeˇpodobnosti za´lezˇ´ı na pozorovany´ch datech. Chceme vybrat
takove´ rozdeˇlen´ı, ktere´ bude data dobrˇe prokla´dat. K porovna´n´ı pouzˇity´ch rozdeˇlen´ı na´m
mu˚zˇe poslouzˇit test dobre´ shody. Samozrˇejmeˇ mu˚zˇe by´t vy´beˇr rozdeˇlen´ı ovlivneˇn his-
toricky´mi daty. Probit analy´za ve statisticke´m programu Minitab ma´ na vy´beˇr z sˇesti
rozdeˇlen´ı pravdeˇpodobnosti. Naprˇ´ıklad pokud chceme spocˇ´ıtat odhad kvantil˚u, pravdeˇ-
podobnost prˇezˇit´ı, velikost za´teˇzˇe nebo kumulativn´ı pravdeˇpodobnost poruch, zvol´ıme
rozdeˇlen´ı norma´ln´ı, Weibullovo, logisticke´, log-norma´ln´ı, log-logisticke´ nebo nejmensˇ´ı ex-
tre´mn´ı hodnotu (typ Gumbel). Pokud nejsou naprˇ´ıklad z historicky´ch dat zna´my para-
metry rozdeˇlen´ı, vy´pocˇet provede jejich bodovy´ odhad pomoc´ı metody maxima´ln´ı veˇro-
hodnosti.
V probit analy´ze se pouzˇ´ıvaj´ı trˇi za´kladn´ı typy model˚u podle vy´beˇru rozdeˇlen´ı prav-
deˇpodobnosti:
- norma´ln´ı rozdeˇlen´ı pro Probit (Normit) model,
- logisticke´ rozdeˇlen´ı pro Logit model,
- nejmensˇ´ı extre´mn´ı hodnota pro Gompit model.
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Pro veˇtsˇinu proble´mu˚ je odchylka mezi Probit a Logit modelem mala´. Obeˇ distribucˇn´ı
funkce pro tyto modely jsou symetricke´ okolo nuly. Gompit model pouzˇ´ıva´ nesymetrickou
distribucˇn´ı funkci a proto je jeho pouzˇit´ı vhodne´ v prˇ´ıpadeˇ znacˇneˇ nesymetricky´ch dat.
Funkce g(yj) vypada´ pro tato rozdeˇlen´ı takto:
Rozdeˇlen´ı pravdeˇpodobnosti Distribucˇn´ı funkce Strˇedn´ı hodnota Rozptyl
norma´ln´ı rozdeˇlen´ı g(yj) = Φ(yj) 0 1






nejmensˇ´ı extre´mn´ı hodnota g(yj) = 1− e−eyj −γ pi26
Kde γ je Eulerova konstanta a je rovna 0.5772 (ve sloupci strˇedn´ıch hodnot) a pi (ve
sloupci odchylek) je 3.14159.
Mu˚zˇeme take´ zlogaritmovat u´rovenˇ zat´ızˇen´ı a z´ıskat tak modely s log-norma´ln´ı, log-
logistickou a Weibullovou distribucˇn´ı funkc´ı. Na nasˇe data budeme pouzˇ´ıvat pra´veˇ log-
norma´ln´ı a Weibullovu distribucˇn´ı funkci s na´sledny´m porovna´n´ım vy´sledk˚u, viz kapitola
1 nebo [7].
Parametr c (prˇirozeny´ pomeˇr vy´skytu) vyjadrˇuje mozˇnost, zˇe se pozorovane´ objekty
posˇkod´ı bez p˚usoben´ı za´teˇzˇe. Tato statistika je pouzˇita v prˇ´ıpadech s vysokou u´mrtnost´ı
nebo poruchovost´ı, naprˇ´ıklad pokud chceme zna´t pravdeˇpodobnost, zˇe hmyz zemrˇe bez
p˚usoben´ı pesticidu. Tedy jestlizˇe je parametr c > 0, mu˚zˇeme zvazˇovat mozˇnost, zˇe s´ıla
nezaprˇ´ıcˇinila vsˇechna u´mrt´ı v analy´ze.
Parametr c mu˚zˇeme zvolit, pokud ho zna´me naprˇ. z historicky´ch dat. Pokud tuto in-
formaci nema´me, mu˚zˇeme v programu Minitab zvolit odhad prˇirozene´ho pomeˇru vy´skytu
ze zkoumany´ch dat viz [8].
2.3. Odhad parametr˚u modelu
Odhad parametr˚u pro regresn´ı funkci mu˚zˇe by´t z´ıska´n bud’ metodou nejmensˇ´ıch cˇtverc˚u,
metodou maxima´ln´ı veˇrohodnosti nebo nastaven´ım vlastn´ıch parametr˚u (naprˇ. z his-
toricky´ch dat). Metoda nejmensˇ´ıch cˇtverc˚u je z´ıska´na prolozˇen´ım bod˚u v pravdeˇpodob-
nostn´ım grafu regresn´ı prˇ´ımkou. Odhad metodou maxima´ln´ı veˇrohodnosti je zalozˇen na
vlastnostech sdruzˇene´ hustoty cˇi distribucˇn´ı funkce.
Je-li X1, X2, ..., Xn na´hodny´ vy´beˇr z rozdeˇlen´ı s hustotou cˇi pravdeˇpodobnostn´ı funkc´ı
f(x, θ1, θ2, . . . , θm), pak ma´ na´hodny´ vektor (X1, X2, . . . , Xn) sdruzˇenou hustotu cˇi prav-
deˇpodobnostn´ı funkci
f(x1, θ1, θ2, . . . , θm).f(x2, θ1, θ2, . . . , θm) . . . f(xn, θ1, θ2, . . . , θm).
Tuto funkci oznacˇujeme
L(x1, x2, . . . , xn, θ)
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a nazy´va´me ji veˇrohodnostn´ı funkc´ı. Hodnotu θ̂, pro kterou je veˇrohodnostn´ı funkce
maxima´ln´ı, nazy´va´me maxima´lneˇ veˇrohodny´m odhadem parametru θ. Protozˇe ma´ v rˇadeˇ
prˇ´ıpad˚u hustota exponencia´ln´ı pr˚ubeˇh funkce, pouzˇ´ıva´me mı´sto veˇrohodnostn´ı funkce
L(x, θ) jej´ı logaritmus. Maxima´lneˇ veˇrohodny´ odhad θ̂ je resˇen´ım soustavy veˇrohodnost´ıch
rovnic
∂L(x1, x2, . . . , xn, θ)
∂θk
= 0 ⇔ ∂lnL(x1, x2, . . . , xn, θ)
∂θk
= 0, 1 ≤ k ≤ m,
jestlizˇe derivace existuje.
Tedy kdyzˇ mluv´ıme o rozlozˇen´ı, povazˇujeme parametr za fixn´ı a pozorova´n´ı se meˇn´ı.
Jestlizˇe mluv´ıme o veˇrohodnosti, pak jsou fixn´ı pozorova´n´ı a parametr se mu˚zˇe meˇnit.
Odhad parametr˚u norma´ln´ıho rozdeˇlen´ı
V prˇ´ıpadeˇ norma´ln´ıho rozdeˇlen´ı ma´ sdruzˇena´ hustota tvar























Pro logaritmus veˇrohodnostn´ı funkce lnL plat´ı








































(xi − µ)2 = 0.













Odhad parametr˚u logaritmicko-norma´ln´ıho rozdeˇlen´ı
Odvozen´ı rovnic pro odhad parametr˚u log-norma´ln´ıho rozdeˇlen´ı je obdobny´ jako u roz-














Odhad parametr˚u Weibullova rozdeˇlen´ı

























Potom pro logaritmus plat´ı
lnL(x, θ) = n ln β +
n∑
i=1
































































Bodove´ odhady parametr˚u jsou popsa´ny naprˇ. v [1], [6].
Odhad parametr˚u v Minitabu
Minitab pro odhad parametr˚u metodou maxima´ln´ı veˇrohodnosti pouzˇ´ıva´ modifiko-
vany´ Newton-Raphson algoritmus, viz [18]. Tento algoritmus je numericky´ iteracˇn´ı prˇ´ıstup
k obdrzˇen´ı maxima funkce a je zalozˇen na prvn´ı a druhe´ derivaci.
θn+1 = θn − f(θn)f
′(θn)
(f ′(θn))2 − f(θn)f ′′(θn) . (2.3.1)
Algoritmus:
1. zvolte startovac´ı hodnotu θ0,
2. pro n = 1, 2, . . . , opakovat vy´pocˇet rovnice (2.3.1) dokud nedosa´hneme maxima´ln´ı
(nebo minima´ln´ı) hodnoty.
Pro odhad parametr˚u v Minitabu mu˚zˇeme nastavit:
- startovn´ı hodnotu algoritmu,
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- zmeˇnit maxima´ln´ı pocˇet iterac´ı (za´kladneˇ je nastaveno 20). Kdyzˇ je maxima´ln´ı pocˇet
iterac´ı dosazˇen a metoda sta´le nekonverguje k rˇesˇen´ı, vy´pocˇet je zastaven.
Procˇ zvolit startovac´ı hodnotu pro algoritmus? Konvergence metody nemus´ı by´t za-
rucˇena, jestlizˇe pocˇa´tecˇn´ı aproximace nen´ı v okol´ı rˇesˇen´ı. Tedy uzˇivatel mu˚zˇe specifikovat
mı´sto, kde si mysl´ı, zˇe je dobra´ startovn´ı hodnota pro odhad parametr˚u.
V prˇ´ıpadeˇ kdy uzˇivatel zna´ hodnoty parametr˚u, naprˇ. z historicky´ch meˇrˇen´ı, Minitab
odhady parametr˚u neprova´d´ı.
2.4. Percentil a pravdeˇpodobnost prˇezˇit´ı
Percentil
Jestlizˇe si polozˇ´ıme jednu z vy´sˇe uvedeny´ch ota´zek: ”Jaka´ mus´ı by´t u´rovenˇ s´ıly (za´teˇzˇe),
abychom znicˇili 20%, 30%, 50% jednotek?” odpoveˇd’ nalezneme v percentilech. Percen-
tily jsou vlastneˇ kvantily, ktere´ deˇl´ı statisticky´ soubor na setiny a umozˇnˇuj´ı srovna´n´ı,
naprˇ. kolik procent osob ma´ pravdeˇpodobneˇ nizˇsˇ´ı vy´sledek ve zkoumane´ oblasti nezˇ pra´veˇ
hodnoceny´ jedinec a kolik osob ma´ vy´sledek vysˇsˇ´ı.
Hodnotu potrˇebne´ za´teˇzˇe mu˚zˇeme urcˇit graficky z pravdeˇpodobnostn´ıho grafu. Naprˇ.
pro 50% je situace zachycena na obra´zku (2.1). Dalˇs´ı mozˇnost´ı je dosadit konkre´tn´ı hod-
Obra´zek 2.1: Percentil
notu do modelu a vypocˇ´ıtat inverzn´ı funkci. Probit analy´za v programu Minitab auto-
maticky zobraz´ı tabulku kvantil˚u. Mu˚zˇeme nastavit i intervaly spolehlivosti (za´kladneˇ je
nastaven na 95%). Tato nastaven´ı budou uka´za´na v kapitole 3.2. a pouzˇita na datech
v kapitole 4. Vı´ce o percentilech lze take´ nale´zt v [8].
Pravdeˇpodobnost prˇezˇit´ı
Jestlizˇe si polozˇ´ıme ota´zku ve tvaru: ”Kolik procent jednotek prˇezˇije po p˚usoben´ı
s´ıly?” hleda´me odpoveˇd’ v tzv. analy´ze prˇezˇit´ı. Odhadujeme, jaka´ je pravdeˇpodobnost, zˇe
jednotky prˇezˇij´ı po p˚usoben´ı dane´ u´rovneˇ za´teˇzˇe. Velice cˇasto se pravdeˇpodobnost prˇezˇit´ı
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pouzˇ´ıva´ k zijˇsteˇn´ı, jaka´ je pravdeˇpodobnost, zˇe jednotky prˇezˇij´ı neˇjaky´ cˇasovy´ u´sek. Jinak
rˇecˇeno mluv´ıme o spolehlivosti, ktera´ je vyja´drˇena jako
R(t) = 1− F (t),
kde F (t) je zvolena´ distribucˇn´ı funkce.
Z libovolne´ funkcˇn´ı charakteristiky spolehlivosti mu˚zˇeme urcˇit ostatn´ı. Vztahy mezi
nimi jsou popsa´ny v tabulce (2.1) nebo je mu˚zˇeme nale´zt v [17].
Funkcˇn´ı charakteristiky f(t) F (t) R(t)











f(τ)dτ 1− F (t) =
Tabulka 2.1: Prˇevodn´ı tabulka mezi hustotou pravdeˇpodobnosti, distribucˇn´ı funkc´ı
a funkc´ı spolehlivosti.
V programu Minitab mu˚zˇeme nastavit pro jakou hodnotu za´teˇzˇe chceme zna´t pravdeˇ-
podobnost prˇezˇit´ı.
2.5. Test dobre´ shody
Test dobre´ shody je metodou matematicke´ statistiky, ktera´ na´m pomu˚zˇe oveˇrˇit, zˇe po-
zorovana´ na´hodna´ velicˇina ma´ urcˇite´ rozdeˇlen´ı pravdeˇpodobnosti. Rˇ´ıka´ na´m tedy, jak
dobrˇe prokla´da´ neˇjake´ rozdeˇlen´ı pozorovana´ data. Vy´pocˇet testu dobre´ shody je stan-
dardneˇ zalozˇen na velikosti rozd´ıl˚u pozorovane´ velicˇiny (empiricka´ hustota a empiricka´
distribucˇn´ı funkce) a prˇedpokla´dany´ch hodnot uvazˇovane´ho rozdeˇlen´ı pravdeˇpodobnosti.
Konkre´tneˇ jsou tyto statistiky zalozˇeny na rˇadeˇ krite´ri´ı, jako je naprˇ. maxima´ln´ı hod-
nota zlogaritmovane´ pravdeˇpodobnostn´ı funkce, minima´ln´ı hodnota sumy cˇtverc˚u od-
chylek nebo kombinovana´ statistika zalozˇena´ na rezidu´ıch.
Testujeme tedy hypote´zu H0, zˇe pozorovana´ na´hodna´ velicˇina X ma´ distribucˇn´ı funkce
F (x), oproti alternativn´ı hypote´ze Ha, zˇe toto rozdeˇlen´ı nema´. Tato statistika se pocˇ´ıta´
pro zvolenou hladinu vy´znamnosti α, ktera´ se obvykle vol´ı α = 0, 05. Vı´ce o testech dobre´
shody v [16].
Program Minitab pouzˇ´ıva´ pro test dobre´ shody dveˇ statisticke´ metody, Pearson˚uv test
a devianci, viz [7].
Pearson˚uv test
Je asi nejzna´meˇjˇs´ım testem dobre´ shody. Navrhnul ho a zkoumal Karl Pearson v roce
1900. Test dobre´ shody je zalozˇen na tom, zˇe na´hodnou velicˇinu s multinomicky´m roz-
deˇlen´ım lze transformovat na velicˇinu maj´ıc´ı prˇiblizˇneˇ rozdeˇlen´ı ch´ı-kvadra´t. Statisticky´
soubor se rozdeˇl´ı na m trˇ´ıd. Tyto trˇ´ıdy maj´ı zpravidla stejnou de´lku. Pocˇet prvk˚u v j-te´
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trˇ´ıdeˇ z p˚uvodn´ıho neroztrˇ´ıdeˇne´ho souboru se nazy´va´ pozorovana´ (absolutn´ı) cˇetnost fj.
Test potom porovna´va´ teoreticke´ (ocˇeka´vane´) cˇetnosti f˜j, ktere´ se vypocˇ´ıtaj´ı z vlastnosti







Pokud ma´ testovana´ na´hodna´ velicˇina prˇedpokla´dane´ rozdeˇlen´ı, ma´ na´hodna´ velicˇina χ2
prˇiblizˇneˇ rozdeˇlen´ı ch´ı-kvadra´t. Hodnotu velicˇiny χ2 porovna´me s kritickou hodnotou
prˇ´ıslusˇne´ho rozdeˇlen´ı ch´ı-kvadra´t na pozˇadovane´ hladineˇ vy´znamnosti α. Cˇ´ım veˇtsˇ´ı je
hodnota velicˇiny χ2, t´ım veˇtsˇ´ı je sˇance na zamı´tnut´ı hypote´zy H0.
Teoretickou cˇetnost f˜j mu˚zˇeme rovneˇzˇ vyja´drˇit ve tvaru npj, kde n je pocˇet neza´visly´ch
pokus˚u a pj uda´va´ pravdeˇpodobnost, zˇe na´hodna´ velicˇina nabude hodnoty z j-te´ trˇ´ıdy.









Existuje d˚ulezˇity´ pozˇadavek na rozsah vy´beˇru, aby ocˇeka´vane´ cˇetnosti vesmeˇs dosa-
hovaly hodnoty alesponˇ 5. Prakticky´mi obt´ızˇemi dodrzˇen´ı te´to podmı´nky se v minulosti
zaby´vala rˇada studi´ı, jejichzˇ vy´sledky vedly k jej´ımu mı´rne´mu zmeˇkcˇen´ı, nicme´neˇ mensˇ´ıch
nezˇ 5 by meˇlo by´t maxima´lneˇ 20% z ocˇeka´vany´ch cˇetnost´ı (a kazˇda´ v takove´m prˇ´ıpadeˇ
mus´ı by´t alesponˇ jednotkova´).
Deviance
Patrˇ´ı do skupiny tzv. Log-likelihood ratio test, tedy pomeˇru zlogaritmovany´ch veˇro-
hodny´ch funkc´ı. Ma´ asymptoticke´ ch´ı-kvadra´t rozdeˇlen´ı. Deviance porovna´va´ adekva´tnost
modelu s v´ıce obecny´m modelem s maxima´ln´ım pocˇtem odhadnuty´ch parametr˚u. Takovy´
model se nazy´va´ saturovany´ (saturated, full model). Saturovany´ model ma´ parametr pro
kazˇde´ pozorova´n´ı, tedy data jsou prolozˇena prˇesneˇ.






kde LM je veˇrohodnostn´ı funkce zkoumane´ho modelu a LS je veˇrohodnostn´ı funkce satu-










Rozd´ıl mezi devianc´ı a Pearsonovou statistikou konverguje s r˚ustem n k nule. Viz
na´sleduj´ıc´ı odvozen´ı. Nejprve budeme uvazˇovat funkci
y = x lnx,
kterou rozvineme v Taylorovu rˇadu se strˇedem x0 = 1.




(x− x0) + y(x0)
′′
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= x− 1 + 1
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⇒ fj = npjx.









































































− n = χ2.
Vı´ce o Pearsonoveˇ testu a devianci je take´ v [15].
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P-hodnota
P-hodnota je obvykly´m vy´stupem pocˇ´ıtacˇovy´ch programu˚. Stejneˇ je tomu i v pro-
gramu Minitab. P-hodnota uda´va´ mezn´ı hladinu vy´znamnosti, prˇi ktere´ jesˇteˇ hypote´zu
H0 nezamı´ta´me. Tedy u n´ızke´ p-hodnoty ma´me d˚uvod hypote´zu H0 zamı´tnout, naopak
veˇtsˇ´ı p-hodnota na´m neda´va´ d˚uvod k zamı´tnut´ı hypote´zy a rˇ´ıka´ na´m, zˇe data modelu
jsou prolozˇena adekva´tneˇ. Konkre´tneˇ hypote´zu H0 zamı´ta´me na hladineˇ vy´znamnosti α




Probit analy´za na rea´lny´ch datech
v programu Minitab
3.1. Data firmy Genex Cz
Jak bylo rˇecˇeno v u´vodu pra´ce, budeme analyzovat rea´lna´ data z oblasti molekula´rn´ı
diagnostiky firmy Genex Cz, s.r.o. pomoc´ı probit analy´zy v programu Minitab. Spolecˇnost
Genex CZ, s.r.o. se pod´ıl´ı spolecˇneˇ s firmou GeneProof a.s. na vy´voji, testova´n´ı, kontrole
a produkci souprav pro staven´ı sˇiroke´ho spektra virovy´ch a bakteria´ln´ıch patogen˚u. Tyto
soupravy jsou zalozˇeny na principu Real Time PCR (polymera´zova´ rˇeteˇzova´ reakce v
rea´lne´m cˇase), prˇ´ıpadneˇ RT-Real Time PCR (reverzneˇ transkripcˇn´ı polymera´zova´ rˇeteˇzova´
reakce v rea´lne´m cˇase). Standardn´ı PCR detekuje sekvence DNA a je vhodna´ pro pr˚ukaz
bakteri´ı.
Struktura nab´ızeny´ch souprav je motivova´na snahou nab´ıdnout mozˇnost citlive´ de-
tekce co nejkomplexneˇjˇs´ıho spektra patogen˚u tak, aby tato modern´ı diagnosticka´ metoda
co nejvhodneˇjˇs´ım zp˚usobem doplnˇovala vy´sledky ostatn´ıch laboratorn´ıch metod. Prˇitom
da´va´ velky´ d˚uraz na syste´m kontroly kvality, ktery´ te´meˇrˇ vylucˇuje mozˇnost falesˇneˇ pozi-
tivn´ıch nebo falesˇneˇ negativn´ıch vy´sledk˚u.
Kromeˇ huma´nn´ı molekula´rn´ı mikrobiologicke´ diagnostiky se firma Genex Cz, s.r.o.
pod´ıl´ı take´ na vy´voji souprav pro veterina´rn´ı molekula´rn´ı mikrobiologickou diagnostiku,
jako jsou naprˇ´ıklad sady PCR souprav pro vysˇetrˇen´ı infekc´ı maly´ch zv´ıˇrat.
Firma Genex Cz, s.r.o. nab´ız´ı sˇirokou nab´ıdku vysˇetrˇen´ı, jako jsou naprˇ´ıklad:
- Mycobacterium tuberculosis,
- Herpes simplex virus - typy 1 a 2,
- Virus Epstein - Barrove´ (Epstein-Barr virus, EBV, human herpes 4, HHV4),
- virus hepatitidy B (HBV),
- virus hepatitidy C (HCV),
- Mutace pod´ılej´ıc´ı se na vzniku heredita´rn´ı trombofilie, a dalˇs´ı.
Cely´ vy´cˇet PCR souprav lze vcˇetneˇ popisu jednotlivy´ch detekovany´ch mikroorganismu˚,




Patogenn´ı organismy mohou by´t ve vzorku obsazˇeny ve velice n´ızky´ch koncentrac´ıch.
PCR soupravy mus´ı proto by´t velice citlive´ na detekci, aby byly tyto koncentrace schopny
zachytit. Nab´ız´ı se tedy naprˇ´ıklad ota´zky, jakou nejnizˇsˇ´ı koncentraci vzorku je jesˇteˇ meˇrˇidlo
schopne´ zachytit nebo s jakou pravdeˇpodobnost´ı tuto koncentraci zachyt´ı.
Souprava je charakterizova´na dveˇma parametry: pozitivn´ı limitn´ı hodnotou a robust-
nost´ı.
- Pozitivn´ı limitn´ı hodnota (senzitivita) je definova´na jako minima´ln´ı pocˇet c´ılovy´ch
sekvenc´ı v objemu vzorku, ktere´ mohou by´t detekova´ny v 95% (P = 0,05) zkusˇebn´ıch
se´ri´ı.
- Robustnost soupravy je definova´na jako minima´ln´ı pocˇet c´ılovy´ch sekvenc´ı v objemu
vzorku, ktere´ mohou by´t detekova´ny v 95% (P = 0,05) na pozad´ı izola´tu lidske´
DNA o definovane´ koncentraci a cˇistoteˇ. V te´to pra´ci se vsˇak robustnost´ı zaby´vat
nebudeme.
Pro stanoven´ı sensitivity a robustnosti soupravy byl vyvinut spojeny´ test detekuj´ıc´ı
senzitivitu a robustnost reakce na pozad´ı izola´tu lidske´ DNA. Tento spojeny´ test umozˇnˇuje
stanovit rea´lnou sensitivitu soupravy prˇi klinicke´m pouzˇit´ı.
Jako testovany´ virus poslouzˇil virus Epstein-Barrove´ (EBV). Infekce EBV jsou typicke´
celosveˇtoveˇ vysokou promorˇenost´ı populace a schopnost´ı dlouhodobeˇ azˇ celozˇivotneˇ perzis-
tovat v organismu (latentn´ı infekce), stejneˇ jako schopnost´ı vyvola´vat lytickou infekci.
Virus je spojova´n, prˇedevsˇ´ım u pacient˚u s imunodeficitem, s rˇadou malign´ıch onemocneˇn´ı
- u na´s naprˇ. Hodgkinova nemoc, T-lymfom, cˇi B-lymfomem. Vstupn´ı branou infekce
jsou veˇtsˇinou u´sta, virus se pak mnozˇ´ı ve slinny´ch zˇla´za´ch a v te´to fa´zi infekce je mozˇne´
jej nale´zt ve slina´ch a vy´plachu z nosohltanu. Pote´ napada´ B-lymfocyty, imunitn´ı syste´m
reaguje mas´ıvn´ı tvorbou ”atypicky´ch mononuklea´r˚u” (T lymfocyty CD8+). Infekce prob´ıha´
cˇasto bezprˇ´ıznakoveˇ.
Test byl proveden na pozitivn´ı kontrole (pozitivn´ı kontrola je tvorˇena insertem klono-
vany´m do prˇ´ıslusˇne´ho vektoru) rˇedeˇne´ na koncentrace 2, 1, 0,5, 0,125 a 0,0125 kopi´ı/µl.
Kazˇda´ koncentrace pozitivn´ı kontroly byla amplifikova´na v 6 opakova´n´ıch, test byl prove-
den 3×. Pozitivn´ı kontrola byla rˇedeˇna v izola´tu lidske´ DNA z plne´ krve o koncentraci 20
µg/ml a cˇistoteˇ 1,75 prˇi OD 260/280.
Vy´sledky testu pro meˇrˇic´ı soupravu ABI7500 poskytnul k analy´ze odborny´ vy´vojovy´
pracovn´ık firmy RNDr. Pavel Hlozˇek. Viz tabulka (3.1).
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Tabulka 3.1: Data ze soupravy ABI7500
Na datech z tohoto testu budeme zkousˇet r˚uzne´ probit modely a budeme porovna´vat
jejich charakteristicke´ vlastnosti. O detekcˇn´ı soupraveˇ, testu sensitivity a robustnosti
mu˚zˇeme nale´zt v´ıce informac´ı v [20].
3.2. Probit analy´za v programu Minitab
V te´to podkapitole si uka´zˇeme, jak spustit a nastavit probit analy´zu v programu
Minitab. Po spusˇteˇn´ı programu zap´ıˇseme data z tabulky (3.1) do editovac´ıho okna (work-
sheet).
Obra´zek 3.1: Za´pis dat-Minitab
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Probit analy´zu nalezneme:
Stat → Reliability/Survival → Probit Analysis
Obra´zek 3.2: Volba probit analy´zy-Minitab
Po jej´ım spusˇteˇn´ı dostaneme okno, kde mu˚zˇeme nastavit parametry pro probit model.
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Obra´zek 3.3: Nastaven´ı probit analy´zy-Minitab
Jako Number of success nastav´ıme sloupec s pocˇtem u´speˇsˇny´ch detekc´ı. V Number of
trials zada´me celkovy´ pocˇet pokus˚u. Do kolonky Stress potom sloupec s koncentrac´ı. Jako
Assumed distribution zvol´ıme prˇedpokla´dane´ rozdeˇlen´ı pravdeˇpodobnosti (viz kapitola 1).
- Pokud prˇed vy´pocˇtem jesˇteˇ zvol´ıme za´lozˇku Estimate, mu˚zˇeme zvolit vy´pis per-
centil˚u (koncentrac´ı) pro konkre´tn´ı hodnoty procent (naprˇ. 65, 85). Nebo zvolit
konkre´tn´ı odhad pravdeˇpodobnosti za´chytu pro zadane´ hodnoty koncentrace (naprˇ.
0.9, 1.5). Take´ zde mu˚zˇeme zmeˇnit spolehlivostn´ı interval z prˇednastaveny´ch 95 na
na´mi pozˇadovanou hodnotu. Posledn´ı za´lozˇka jesˇteˇ da´va´ na vy´beˇr, jestli ma´me za´jem
o vy´pocˇet doln´ı meze, horn´ı meze nebo obou mez´ı intervalove´ho odhadu.
Obra´zek 3.4: Volba odhad˚u a spolehlivostn´ıch interval˚u-Minitab
- Volbu vy´stupn´ıch graf˚u nab´ız´ı za´lozˇka Graphs.
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Obra´zek 3.5: Nastaven´ı graf˚u-Minitab
Zde mu˚zˇeme vybrat vykreslen´ı pravdeˇpodobnostn´ıho grafu, graf funkce prˇezˇit´ı (spo-
lehlivosti), nebo graf distribucˇn´ı funkce. Take´ mu˚zˇeme vykreslit Pearsnovi nebo
deviance rezidua.
- V za´lozˇce Options mu˚zˇeme nastavit naprˇ. odhad parametr˚u modelu, pomeˇr prˇiro-
zene´ho vy´skytu, nebo pouzˇit´ı historicky´ch dat.
- V nab´ıdce Results nastavujeme, ktere´ vy´stupn´ı hodnoty chceme po vy´pocˇtu nas-
tavit.
- Posledn´ı za´lozˇka Storage mu˚zˇeme ulozˇit vy´sledky do pracovn´ıho okna (worksheet),
pro dalˇs´ı mozˇne´ zpracova´n´ı.




V te´to kapitole postupneˇ aplikujeme probit analy´zu pro r˚uzna´ rozdeˇlen´ı pravdeˇpodob-
nosti. Pro kazˇde´ rozdeˇlen´ı vy´stupn´ı data pop´ıˇseme. Da´le porovna´me vsˇechna rozdeˇlen´ı
dohromady. Uka´zˇeme si porovna´n´ı stabilit probit model˚u pro log-norma´ln´ı a Weibullovo
rozdeˇlen´ı pravdeˇpodobnosti. Na za´veˇr kapitoly porovna´me vztah model˚u mezi norma´ln´ım
a log-norma´ln´ım rozdeˇlen´ım pravdeˇpodobnosti a mezi rozdeˇlen´ım nejmensˇ´ı extre´mn´ı hod-
notou a Weibullem.
4.1. Prolozˇen´ı pro r˚uzna´ rozdeˇlen´ı pravdeˇpodobnosti
Norma´ln´ı rozdeˇlen´ı pravdeˇpodobnosti
V prvn´ım prˇ´ıpadeˇ zvol´ıme norma´ln´ı rozdeˇlen´ı pravdeˇpodobnosti.
Probit Analysis: pocˇet detekcı´; pocˇet pokusu˚ versus koncentrace
Distribution: Normal * ZVOLENE´ ROZDEˇLENI´
Response Information
Variable Value Count
pocˇet detekcı´ Success 51 * CELKOVY´ POCˇET U´SPEˇSˇNY´CH DETEKCI
Failure 39 * CELKOVY´ POCˇET NEU´SPEˇSˇNY´CH DETEKCI
pocˇet pokusu˚ Total 90 * CELKOVY´ POCˇET DETEKCI
Estimation Method: Maximum Likelihood * METODA ODHADU PARAMERU˚
Regression Table * REGRESNI´ TABULKA
Standard
Variable Coef Error Z~P
Constant -0,782556 0,225657 -3,47 0,001
koncentrace 1,65201 0,366861 4,50 0,000
NaturalResponse 0 * PRˇIROZENY´ POMEˇR VY´SKYTU
Log-Likelihood = -42,328 * HODNOTA VEˇROHODNOSTNI´ FUNKCE
Goodness-of-Fit Tests * TEST DOBRE´ SHODY
Method Chi-Square DF P
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Pearson 2,89231 3 0,409 * PEARSONU˚V TEST
Deviance 2,97995 3 0,395 * DEVIANCE TEST
Tolerance Distribution
Parameter Estimates * ODHAD PARAMETRU˚
Standard 95,0% Normal CI
Parameter Estimate Error Lower Upper
Mean 0,473701 0,0954558 0,286611 0,660791 * ODHAD STRˇEDNI´ HODNOTY
StDev 0,605325 0,134424 0,391708 0,935437 * ODHAD ROZPTYLU
Table of Percentiles * TABULKA ZA´VISLOSTI UDA´VA´ PROCENTA
PRAVDEˇPODOBNOSTI ZA´CHYTU PRO
PRˇI´SLUSˇNE´ KONCENTRACE, HORNI´
A~SPODNI´ INTERVAL SPOLEHLIVOSTI JE
VYPSA´N VE SLOUPCI´CH LOWER A~UPPER
Standard 95,0% Fiducial CI
Percent Percentile Error Lower Upper
1 -0,934495 0,319980 -2,02323 -0,488801
2 -0,769484 0,285204 -1,73476 -0,370118
3 -0,664790 0,263401 -1,55226 -0,294286
4 -0,586033 0,247174 -1,41533 -0,236887
5 -0,521970 0,234109 -1,30423 -0,189923
6 -0,467442 0,223101 -1,20989 -0,149719
7 -0,419632 0,213546 -1,12737 -0,114265
8 -0,376824 0,205080 -1,05367 -0,0823369
9 -0,337892 0,197463 -0,986821 -0,0531276
10 -0,302054 0,190529 -0,925445 -0,0260777
20 -0,0357535 0,142398 -0,476651 0,182209
30 0,156268 0,114293 -0,167891 0,347249
40 0,320343 0,0988925 0,0749696 0,509234
50 0,473701 0,0954558 0,273356 0,689246
60 0,627058 0,103747 0,440504 0,900498
65 0,706945 0,111995 0,517460 1,02066
70 0,791133 0,122879 0,593194 1,15265
80 0,983155 0,153445 0,752567 1,46708
85 1,10108 0,174742 0,844823 1,66580
90 1,24946 0,203169 0,957414 1,91931
91 1,28529 0,210233 0,984192 1,98096
92 1,32423 0,217977 1,01314 2,04808
93 1,36703 0,226567 1,04481 2,12203
94 1,41484 0,236244 1,08001 2,20480
95 1,46937 0,247375 1,11996 2,29939
96 1,53343 0,260564 1,16667 2,41075
97 1,61219 0,276918 1,22381 2,54794
98 1,71689 0,298858 1,29937 2,73072
99 1,88190 0,333798 1,41772 3,01951
Table of Cumulative Failure Probabilities * TABULKA DISTRIBUCˇNI´ FUNKCE
PRO NA´MI ZVOLENE´ KONCENTRACE
95,0% Fiducial CI
Stress Probability Lower Upper
0,9 0,759361 0,636672 0,921205
1,5 0,955005 0,865327 0,999045
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Nejdrˇ´ıve se pod´ıva´me na vy´sledky testu dobre´ shody. P-hodnoty u testu vysˇly 0,409
a 0,395, jsou tedy veˇtsˇ´ı nezˇ 0,05, takzˇe data jsou prolozˇena adekva´tneˇ.
V tabulce percentil˚u na´m sloupec Percent uda´va´ procenta pravdeˇpodobnosti za´chytu
pozitivn´ı kontroly, jej´ızˇ koncentrace v kopi´ıch/µl je uvedena ve sloupci Percentile. Proble´m
nasta´va´ u n´ızky´ch hodnot pravdeˇpodobnost´ı za´chytu, konkre´tneˇ 21% a mı´nˇ, cozˇ je uka´za´no
na obra´zku (4.2). Naprˇ´ıklad pro hodnotu 2% pravdeˇpodobnosti za´chytu ma´me koncentraci
-0,769484 kopi´ı/µl. Z podstaty proble´mu ale nemu˚zˇe koncentrace viru ve vzorku dosa´hnout
za´porne´ hodnoty.
Proto, i kdyzˇ vysˇly p-hodnoty dobrˇe, mus´ıme probit model s norma´ln´ım rozdeˇlen´ım
pravdeˇpodobnosti klasifikovat jako nevhodny´. Proto vy´stup z programu Minitab pop´ıˇseme
podrobneˇji u modelu s log-norma´ln´ım rozdeˇlen´ım pravdeˇpodobnosti.
Hodnoty z tabulky percentil˚u jsou zobrazeny v grafech (4.1) a (4.2). Oba uda´vaj´ı
za´vislost pravdeˇpodobnosti za´chytu na dane´ koncentraci. Grafy rovneˇzˇ zobrazuj´ı pa´sy
spolehlivosti a vyznacˇen´ı p˚uvodn´ıch vstupn´ıch hodnot.
Obra´zek 4.1: Pravdeˇpodobnostn´ı graf
30
Obra´zek 4.2: Graf distribucˇn´ı funkce
Grafy (4.1) a (4.2) jsou stejne´, pouze v prvn´ım jsou transformova´ny sourˇadnice, aby
distribucˇn´ı funkce norma´ln´ıho rozdeˇlen´ı byla prˇ´ımka. Na n´ı jsou le´pe videˇt odhady pro
n´ızke´ a vysoke´ percentily. Take´ je z neˇj na´zorneˇ videˇt, jak vhodneˇ distribucˇn´ı funkce
prolozˇila vstupn´ı data. Cˇ´ım bl´ızˇe jsou body k prˇ´ımce, t´ım le´pe jsou data prolozˇena.
Z grafu (4.2) je le´pe videˇt, jak se vzr˚ustaj´ıc´ı koncentrac´ı roste pravdeˇpodobnost za´chy-
tu. Program Minitab v grafu (4.2) nevykresluje automaticky p˚uvodn´ı vstupn´ı hodnoty,
proto byly tyto hodnoty vykresleny dodatecˇneˇ.
Log-norma´ln´ı rozdeˇlen´ı pravdeˇpodobnosti
Nyn´ı provedeme tute´zˇ analy´zu pouze se zmeˇnou rozdeˇlen´ı pravdeˇpodobnosti.
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pocˇet pokusu˚ Total 90
Estimation Method: Maximum Likelihood
Regression Table
Standard
Variable Coef Error Z~P
Constant 0,819778 0,193348 4,24 0,000






Method Chi-Square DF P
Pearson 5,84426 3 0,119
Deviance 7,85488 3 0,049
Tolerance Distribution
Parameter Estimates
Standard 95,0% Normal CI
Parameter Estimate Error Lower Upper
Location -1,66809 0,317865 -2,29110 -1,04509
Scale 2,03481 0,390720 1,39662 2,96462
Table of Percentiles
Standard 95,0% Fiducial CI
Percent Percentile Error Lower Upper
1 0,0016586 0,0017124 0,0000684 0,0074020
2 0,0028883 0,0026899 0,0001646 0,0111953
3 0,0041066 0,0035639 0,0002870 0,0145755
4 0,0053514 0,0043909 0,0004358 0,0177911
5 0,0066373 0,0051927 0,0006116 0,0209369
6 0,0079725 0,0059805 0,0008156 0,0240621
7 0,0093625 0,0067609 0,0010494 0,0271965
8 0,0108115 0,0075383 0,0013145 0,0303606
9 0,0123232 0,0083157 0,0016128 0,0335694
10 0,0139008 0,0090955 0,0019460 0,0368352
20 0,0340260 0,0173273 0,0077437 0,0745260
30 0,0648844 0,0270862 0,0203979 0,127304
40 0,112635 0,0399707 0,0450547 0,208354
50 0,188607 0,0599514 0,0898830 0,347152
60 0,315821 0,0977213 0,167310 0,619915
65 0,413111 0,131122 0,224320 0,864420
70 0,548243 0,183291 0,299291 1,25277
80 1,04545 0,416901 0,543577 3,10370
85 1,55403 0,700641 0,762306 5,57365
90 2,55901 1,34294 1,14547 11,8576
91 2,88663 1,56937 1,26111 14,2604
92 3,29024 1,85747 1,39895 17,4386
93 3,79947 2,23360 1,56670 21,7742
94 4,46191 2,74118 1,77639 27,9268
95 5,35951 3,45703 2,04798 37,1290
96 6,64737 4,53102 2,41780 51,9438
97 8,66217 6,30016 2,96094 78,6001
98 12,3160 9,71770 3,86865 136,589
99 21,4470 19,0457 5,87585 327,493
Table of Cumulative Failure Probabilities
95,0% Fiducial CI
Stress Probability Lower Upper
0,9 0,778756 0,675475 0,897951
1,5 0,845909 0,749164 0,949302
Na zacˇa´tku vy´stupu je uvedeno pouzˇite´ rozdeˇlen´ı. Da´le je uveden celkovy´ pocˇet pozi-
tivn´ıch a negativn´ıch za´chyt˚u z celkove´ho pocˇtu detekc´ı.
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U regresn´ı tabulky na´m porovna´n´ı p-hodnoty a hladiny vy´znamnosti α rˇ´ıka´, jestli
je vztah mezi vy´stupem a u´rovn´ı za´teˇzˇe (koncentrac´ı) statisticky vy´znamny´. Jestlizˇe je
p-hodnota mensˇ´ı nezˇ α, potom rˇ´ıka´me, zˇe vztah vy´stupu a u´rovn´ı za´teˇzˇe je statisticky
vy´znamny´. V regresn´ı tabulce maj´ı regresn´ı koeficienty p-hodnotu 0,000 a 0,000, cozˇ je
mensˇ´ı nezˇ α = 0, 05, tedy u´rovenˇ koncentrace ma´ statisticky vy´znamny´ vliv na pozitivn´ı
detekci vzorku. Kladny´ koeficient koncentrace 0,491446 znamena´, zˇe se vzr˚ustaj´ıc´ı koncen-
trac´ı vzr˚usta´ i pravdeˇpodobnost pozitivn´ıho za´chytu. Druhy´ regresn´ı koeficient (Constant
Coef) uda´va´ hodnotu distribucˇn´ı funkce, kdyzˇ ve vzorku nen´ı zˇa´dna´ koncentrace viru a je
nulovy´ pomeˇr prˇirozene´ho vy´skytu. Pro nasˇe data je tato hodnota 0,819778. Pokud by se
neprova´deˇla transformace dat, byla by hodnota tohoto koeficientu rovna nule.
P-hodnota u Pearsonova testu vysˇla 0,119>0,05, tedy data by mohla by´t prolozˇena
adekva´tneˇ, ale p-hodnota u deviance testu je 0,049<0,05, cozˇ zamı´ta´ hypote´zu, zˇe data
mu˚zˇeme prolozˇit log-norma´ln´ım rozdeˇlen´ım pravdeˇpodobnosti. Jak se tedy rozhodnout?
Protozˇe je ale hodnota deviance testu sp´ıˇse na hranici zamı´tnut´ı, prˇiklon´ıme se k hypote´ze,
zˇe model prokla´da´ data adekva´tneˇ. Odhad parametr˚u rozdeˇlen´ı byl proveden metodou
maxima´ln´ı veˇrohodnosti viz kapitola 2.3. Pro parametr umı´steˇn´ı vysˇel odhad 5,84426
a pro parametr meˇrˇ´ıtka 7,85488.
V tabulce percentil˚u jsme zat´ım mluvili pouze o sloupc´ıch Percent a Percentile. Sloupec
Lower resp. Upper uda´va´ pro kazˇdou hodnotu doln´ı resp. horn´ı mez spolehliostn´ıho inter-
valu prˇi na´mi zvolene´ spolehlivosti 95%. Naprˇ´ıklad pro 90% sˇanci za´chytu ma´me 95%
jistotu, zˇe zachyt´ıme koncentrace mezi 0,957414 a 1,91931 kopi´ı/µl. Tedy 2,5% bude
pod a 2,5% nad t´ımto intervalem. Interval spolehlivosti vlastneˇ rˇ´ıka´, jaka´ je spolehlivost
odhadu prˇi zvolene´m koeficientu spolehlivosti (95%). Tedy cˇ´ım mensˇ´ı je tento interval,
t´ım je spolehlivost odhadu veˇtsˇ´ı, naopak cˇ´ım je veˇtsˇ´ı interval spolehlivosti, t´ım mensˇ´ı je
spolehlivost odhadu.
Pro 90% sˇanci za´chytu ma´me 95% jistotu, zˇe zachyt´ıme koncentrace mezi 1,14547
a 11,8576 kopi´ı/µl. Zaj´ımaveˇjˇs´ı je vsˇak situace pro krajn´ı hodnoty. Naprˇ´ıklad pro 1%
je interval spolehlivosti 0,0000684 - 0,0074020 kopi´ı/µl, tedy velice maly´ oproti hodnoteˇ
99% kde je interval spolehlivosti 5,87585 - 327,493 kopi´ı/µl. Tedy odhad koncentrace pro
99% pozitivn´ı za´chyt viru je vzhledem ke konkre´tn´ı hodnoteˇ relativneˇ neprˇesny´. Dokonce
vstupn´ı hodnota pro koncentraci 2 kopi´ı/µl je zcela mimo tento interval. Tuto skutecˇnost
zachycuje obra´zek (4.4).
Pro zvolene´ hodnoty koncentrace 0,9 a 1,5 na´m vysˇla pravdeˇpodobnost pozitivn´ıho
za´chytu 77,8756% a 84,5909%.
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Obra´zek 4.3: Pravdeˇpodobnostn´ı graf
Obra´zek 4.4: Graf distribucˇn´ı funkce
Weibullovo rozdeˇlen´ı pravdeˇpodobnosti
V posledn´ım prˇ´ıpadeˇ zvol´ıme Weibullovo rozdeˇlen´ı pravdeˇpodobnosti.
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Variable Coef Error Z~P
Constant 0,524120 0,178885 2,93 0,003





Method Chi-Square DF P
Pearson 3,99480 3 0,262
Deviance 4,99837 3 0,172
Tolerance Distribution
Parameter Estimates
Standard 95,0% Normal CI
Parameter Estimate Error Lower Upper
Shape 0,647161 0,135863 0,428859 0,976587
Scale 0,444913 0,111129 0,272688 0,725915
Table of Percentiles
Standard 95,0% Fiducial CI
Percent Percentile Error Lower Upper
1 0,0003641 0,0005664 0,0000021 0,0031932
2 0,0010710 0,0014270 0,0000131 0,0069030
3 0,0020198 0,0024274 0,0000382 0,0108746
4 0,0031755 0,0035216 0,0000821 0,0150489
5 0,0045191 0,0046858 0,0001489 0,0193981
6 0,0060383 0,0059048 0,0002428 0,0239064
7 0,0077253 0,0071684 0,0003677 0,0285644
8 0,0095742 0,0084690 0,0005277 0,0333658
9 0,0115813 0,0098008 0,0007268 0,0383070
10 0,0137438 0,0111591 0,0009691 0,0433857
20 0,0438229 0,0256189 0,0067312 0,101877
30 0,0904571 0,0408082 0,0222066 0,176794
40 0,157578 0,0565868 0,0542123 0,275561
50 0,252533 0,0744596 0,112187 0,414485
60 0,388695 0,0996124 0,207933 0,631618
65 0,479627 0,118707 0,273933 0,795312
70 0,592714 0,146078 0,354401 1,02340
80 0,928177 0,250263 0,573011 1,86359
85 1,19671 0,353678 0,728740 2,70175
90 1,61426 0,539980 0,948155 4,26866
91 1,72982 0,595939 1,00527 4,75528
92 1,86229 0,662103 1,06922 5,34015
93 2,01660 0,741673 1,14185 6,05688
94 2,20006 0,839482 1,22590 6,95737
95 2,42422 0,963299 1,32564 8,12697
96 2,70885 1,12667 1,44821 9,71853
97 3,09194 1,35620 1,60709 12,0420
98 3,66151 1,71520 1,83270 15,8649
35
99 4,71118 2,42263 2,22291 23,9976
Table of Cumulative Failure Probabilities
95,0% Fiducial CI
Stress Probability Lower Upper
0,9 0,793540 0,684906 0,914257
1,5 0,888724 0,791250 0,981933
V prˇ´ıpadeˇ Weibullova rozdeˇlen´ı maj´ı regresn´ı koeficienty p-hodnotu 0,003 a 0,000, cozˇ je
mensˇ´ı nezˇ α = 0, 05, tedy u´rovenˇ koncentrace ma´ statisticky vy´znamny´ vliv na pozitivn´ı
detekci vzorku. Koeficient koncentrace je opeˇt kladny´ 0,647161, tedy se vzr˚ustaj´ıc´ı kon-
centrac´ı vzr˚usta´ i pravdeˇpodobnost pozitivn´ıho za´chytu. Druhy´ regresn´ı koeficient vysˇel
0,524120.
P-hodnoty jak u Pearsonova testu tak u deviance vysˇly veˇtsˇ´ı nezˇ hladina vy´znamnosti
α = 0, 05, konkre´tneˇ 0,262 a 0,172. Probit model data prokla´da´ adekva´tneˇ. Pro parametr
tvaru vysˇel odhad 0,647161 a pro parametr meˇrˇ´ıtka 0,444913.
Pro 90% sˇanci za´chytu ma´me 95% jistotu, zˇe zachyt´ıme koncentrace mezi 0,948155
a 4,26866 kopi´ı/µl.
Pro zvolene´ hodnoty koncentrace 0,9 a 1,5 na´m vysˇla pravdeˇpodobnost za´chytu 79,3540%
a 88,8724%.
Tabulku percentil˚u ma´me opeˇt vykreslenou ve dvou grafech (4.5), (4.6).
Obra´zek 4.5: Pravdeˇpodobnostn´ı graf
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Obra´zek 4.6: Graf distribucˇn´ı funkce
4.2. Porovna´n´ı probit model˚u
V te´to cˇa´sti budeme porovna´vat doposud z´ıskana´ data a pomoc´ı teˇchto porovna´n´ı se
pokus´ıme rˇ´ıct, ktery´ model je pro na´sˇ prˇ´ıpad nejvhodneˇjˇs´ı. Protozˇe model s norma´ln´ım
rozdeˇlen´ım jsme jizˇ zamı´tli, nebudeme tento model v na´sleduj´ıc´ıch porovna´n´ıch zminˇovat
a zaby´vat se budeme pouze modely s log-norma´ln´ım a Weibullovy´m rozdeˇlen´ım.
4.2.1. P-hodnoty regresn´ıch koeficient˚u
Nejdrˇ´ıve se pod´ıva´me na p-hodnoty u regresn´ıch koeficient˚u, tabulka (4.1).
p-hodnota konstanty p-hodnota koncentrace
log-norma´ln´ı rozdeˇlen´ı 0,000 0,000
Weibullovo rozdeˇlen´ı 0,003 0,000
Tabulka 4.1: P-hodnoty regresn´ıch koeficient˚u
Jak bylo uvedeno vy´sˇe, pokud je p-hodnota mensˇ´ı nezˇ hladina vy´znamnosti α, vztah
koncentrace a pozitivn´ıho za´chytu je statisticky vy´znamny´. Tato podmı´nka je splneˇna
u obou pouzˇity´ch rozdeˇlen´ı. Dokonce p-hodnota koncentrace vysˇla u obou rozdeˇlen´ı stejneˇ.
4.2.2. P-hodnoty u test˚u dobre´ shody
Da´le se pod´ıva´me na tabulku p-hodnot u testu dobre´ shody (4.2).
p-hodnota Pearsonova testu p-hodnota deviance testu
log-norma´ln´ı rozdeˇlen´ı 0,119 0,049
Weibullovo rozdeˇlen´ı 0,262 0,172
Tabulka 4.2: P-hodnoty testu dobre´ shody
Z kapitoly 2.5 v´ıme, zˇe pokud je p-hodnota u testu dobre´ shody veˇtsˇ´ı nezˇ hladina
vy´znamnosti α, nemu˚zˇeme zamı´tnout hypote´zu, zˇe pozorovana´ velicˇina ma´ dane´ rozdeˇlen´ı
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pravdeˇpodobnosti na hladineˇ vy´znamnosti α. Tedy veˇtsˇ´ı p-hodnota vypov´ıda´ o lepsˇ´ım
prolozˇen´ı dat. Z test˚u dobre´ shody v tomto smyslu vysˇlo le´pe Weibullovo rozdeˇlen´ı, jak
pro Pearson˚uv test tak pro test deviance. U Pearsonova testu vysˇla pro log-norma´ln´ı
rozdeˇlen´ı p-hodnota zhruba polovicˇn´ı a v prˇ´ıpadeˇ deviance testu byla p-hodnota dokonce
na hranici zamı´tnut´ı. Tuto skutecˇnost mu˚zˇeme videˇt i prˇi porovna´n´ı obra´zk˚u (4.3) a (4.5)
nebo (4.4) a (4.6). Nesmı´me vsˇak zapomenout, zˇe maj´ı jinak transformova´ny sourˇadnice.
4.2.3. Veˇrohodnost odhad˚u
Z tabulky percentil˚u jsme vybrali peˇt procentn´ıch hodnot u obou rozdeˇlen´ı, viz tabulka
(4.3). Take´ je ze prˇida´n sloupec interval, kde je spocˇ´ıta´n rozd´ıl horn´ıho a doln´ıho odhadu
pro 95% spolehlivost, tedy velikost intervalu.
log-norma´ln´ı rozdeˇlen´ı koncentrace doln´ı mez horn´ı mez interval pro 95%
1% 0,0016586 0,0000684 0,0074020 0,0073336
10% 0,0139008 0,0019460 0,0368352 0,0348892
50% 0,188607 0,0898830 0,347152 0,257269
90% 2,55901 1,14547 11,8576 10,71213
99% 21,4470 5,87585 327,493 321,61715
Weibullovo rozdeˇlen´ı
1% 0,0003641 0,0000021 0,0031932 0,0031911
10% 0,0137438 0,0009691 0,0433857 0,0424166
50% 0,252533 0,112187 0,414485 0,302298
90% 1,61426 0,948155 4,26866 3,320505
99% 4,71118 2,22291 23,9976 21,77469
Tabulka 4.3: Vybrane´ hodnoty z tabulky percentil˚u
Z tabulky (4.3) je videˇt, jak se vzr˚ustaj´ıc´ı hodnotou procent vzr˚usta´ velikost inter-
valove´ho odhadu. Weibullovo rozdeˇlen´ı je ale v tomto ohledu stabilneˇjˇs´ı nezˇ rozdeˇlen´ı
log-norma´ln´ı. Sice se ke konci intervalovy´ odhad zveˇtsˇuje, pro 90% je hodnota inter-
valove´ho odhadu 3,320505 a pro 99% dokonce 21,77469, ale v porovna´n´ı s log-norma´ln´ım
rozdeˇlen´ım, pro 90% je velikost intervalove´ho odhadu 10,71213 a pro 99% je 321,61715, nej-
sou tyto hodnoty nijak dramaticke´. Mu˚zˇeme tedy rˇ´ıct, zˇe je veˇrohodnost odhad˚u koncen-
trac´ı s Weibullovy´m rozdeˇlen´ım veˇtsˇ´ı nezˇ s rozdeˇlen´ım log-norma´ln´ım. Pokud spocˇ´ıta´me
velikost spolehlivostn´ıho intervalu pro vsˇechna procenta, mu˚zˇeme vykreslit graf (4.7)
za´vislosti tohoto intervalu na procentech v logaritmicke´m meˇrˇ´ıtku.
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Obra´zek 4.7: Za´vislost velikosti intervalu na procentech
I kdyzˇ je zpocˇa´tku rozd´ıl mezi log-norma´ln´ım a Weibullovy´m rozdeˇlen´ım pravdeˇ-
podobnosti velice maly´, mezi 5-56% vysˇel dokonce log-norma´l o neˇco le´pe, od 56% se
zacˇne velikost intervalove´ho odhadu log-norma´ln´ıho rozdeˇlen´ı oproti Weibullovu vy´razneˇ
zveˇtsˇovat. Cozˇ jenom potvrzuje skutecˇnost, zˇe je veˇrohodnost Weibullovy´ch odhad˚u veˇtsˇ´ı,
zejme´na pro krajn´ı hodnoty.
4.2.4. Pravdeˇpodobnost za´chyt˚u pro zvolene´ koncentrace
U obou rozdeˇlen´ı jsme si nechali vypsat, jake´ je procento pravdeˇpodobnosti pozitivn´ıho
za´chytu pro hodnotu koncentrace 0,9 a 1,5 kopi´ı/µl. Tyto hodnoty i s intervalem spoleh-
livosti rekapituluje tabulka (4.4).
log-norma´ln´ı rozdeˇlen´ı pravdeˇpodobnost doln´ı mez horn´ı mez interval
0,9 0,778756 0,675475 0,897951 0,222476
1,5 0,845909 0,749164 0,949302 0,200138
Weibullovo rozdeˇlen´ı
0,9 0,793540 0,684906 0,914257 0,229351
1,5 0,888724 0,791250 0,981933 0,190683
Tabulka 4.4: Procento pravdeˇpodobnosti za´chytu na zvolene´ koncentraci
Obeˇ rozdeˇlen´ı vysˇla velice podobneˇ. Horn´ı i doln´ı mez intervalu spolehlivosti urcˇuje
v tomto prˇ´ıpadeˇ procenta. Tedy naprˇ. pro koncentraci 0,9 kopi´ı/µl je pravdeˇpodobnost
za´chytu pro log-norma´ln´ı rozdeˇlen´ı mezi 67,5475% a 89,7951%. Nejmensˇ´ı interval spoleh-
livosti vysˇel u Weibullova rozdeˇlen´ı v prˇ´ıpadeˇ koncentrace 1,5 kopi´ı/µl a to 19,0683%,
tedy odhad pravdeˇpodobnosti by meˇl by´t nejveˇrohodneˇjˇs´ı.
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4.2.5. Stabilita model˚u
Da´le se pod´ıva´me na stabilitu probit model˚u. Stabilitou v tomto slova smyslu rozumı´me
to, jak se zmeˇn´ı cely´ model prˇi zmeˇneˇ jedne´ okrajove´ hodnoty. V tabulce koncentrac´ı (3.1)
zmeˇn´ıme hodnotu pocˇtu pozitivn´ıch za´chyt˚u u koncentrace 2 kopi´ıch/µl z 18 na 17, 16
a 15. Po te´to zmeˇneˇ necha´me Minitab znovu spocˇ´ıtat probit analy´zu s log-norma´ln´ım
i s Weibullovy´m rozdeˇlen´ım pravdeˇpodobnosti. Pokud by byl model stabiln´ı, znamenalo
by to, zˇe zmeˇna horn´ı (krajn´ı) vstupn´ı hodnoty zmeˇn´ı pouze horn´ı (krajn´ı) cˇa´st grafu.
Tedy neovlivn´ı, nebo minima´lneˇ ovlivn´ı, hodnoty, ktere´ jsou od tohoto mı´sta vzda´leny.
Grafy stabilit pro log-norma´ln´ı a Weibullovo rozdeˇlen´ı jsou na obra´zku (4.8) a (4.9). Grafy
zobrazuj´ı za´vislost procent na koncentraci. Aby byla zmeˇna pro prvn´ıch 20% hodnot
z grafu le´pe zrˇetelna´, jsou osy graf˚u ve zlogaritmovany´ch sourˇadnic´ıch.
Obra´zek 4.8: Graf stability pro log-norma´ln´ı ditribucˇn´ı funkci
Obra´zek 4.9: Graf stability pro Weibullovu ditribucˇn´ı funkci
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Na prvn´ı pohled jsou obra´zky (4.8) a (4.9) rozd´ılne´, tedy modely maj´ı r˚uznou sta-
bilitu. Z graficke´ho porovna´n´ı bychom mohli usuzovat, zˇe log-norma´ln´ı rozdeˇlen´ı vypada´
stabilneˇji. Chceme-li vsˇak neˇjak kvantitativneˇ vystihnout stabilitu model˚u, je trˇeba cˇ´ıselne´
vyhodnocen´ı. To mu˚zˇeme prove´st naprˇ´ıklad tak, kdyzˇ jsi rˇekneme, zˇe na´s zaj´ıma´ rozd´ıl
u prvn´ıch 20%. Proto jsme vzali sumu absolutn´ıch rozd´ıl˚u koncentrac´ı (naprˇ. mezi hod-
notami 18-17 za´chyt˚u
∑20
i=1 |Percentile18(i)− Percentile17(i)|) pro vsˇechny prˇ´ıpady a se-
strojili jsme tabulku (4.5).
17/18 16/18 15/18
log-norma´ln´ı rozdeˇlen´ı 0,1871 0,0277 0,0535
Weibullovo rozdeˇlen´ı 0,2406 0,06327 0,11007
Tabulka 4.5: Rozd´ıly koncentrac´ı na porovna´n´ı stability
Z hodnot je videˇt, zˇe v testu stability vysˇlo le´pe log-norma´ln´ı rozdeˇlen´ı pravdeˇpodob-
nosti.
Nyn´ı se pod´ıva´me na stabilitu modelu, kdyzˇ budeme meˇnit hodnotu pocˇtu za´chyt˚u u kon-
centrace viru 0,0125 kopi´ı/µl. V p˚uvodn´ım meˇrˇen´ı byly z osmna´cti detekc´ı trˇi pozi-
tivn´ı za´chyty, tabulka (3.1). Tuto hodnotu postupneˇ zmeˇn´ıme na 1, 2, 4 a 5 pozitivn´ıch
za´chyt˚u a opeˇt necha´me pro tyto hodnoty Minitab spocˇ´ıtat probit analy´zu s log-norma´ln´ım
i Weibullovy´m rozdeˇlen´ım pravdeˇpodobnosti. V tomto prˇ´ıpadeˇ na´s zaj´ıma´ zmeˇna dat
v horn´ı oblasti grafu, tedy pro 80%-99%. Graficke´ zna´zorneˇn´ı ma´me na obra´zku (4.10).
Obra´zek 4.10: Graf stability pro log-norma´ln´ı a Weibullovo rozdeˇlen´ı
Podle graf˚u (4.10) je v tomto prˇ´ıpadeˇ probit model s pouzˇit´ım Weibullova rozdeˇlen´ı
stabilneˇjˇs´ı. Tuto situaci potvrzuje tabulka (4.6), ktera´ opeˇt popisuje sumu absolutn´ıch
rozd´ıl˚u koncentrac´ı 3/18 na 1/18, 2/18, 4/18 a 5/18.
V prvn´ım prˇ´ıpadeˇ, kdyzˇ jsme meˇnili hodnoty za´chyt˚u u koncentrace 2 kopi´ıch/µl,
vysˇel le´pe (stabilneˇji) probit model s log-norma´ln´ım rozdeˇlen´ım. V druhe´m prˇ´ıpadeˇ zase
vysˇel le´pe (stabilneˇji) model s Weibullovy´m rozdeˇlen´ım. Obecneˇ tedy nemu˚zˇeme zhod-
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1/18 2/18 4/18 5/18
log-norma´ln´ı rozdeˇlen´ı 35,82525 19,89 26,7571 65,0171
Weibullovo rozdeˇlen´ı 6,9913 3,83677 4,80109 10,99521
Tabulka 4.6: Rozd´ıly koncentrac´ı na porovna´n´ı stability
notit, ktery´ model je stabilneˇjˇs´ı, i kdyzˇ rozd´ıly u tabulky (4.6) vysˇly podstatneˇ veˇtsˇ´ı, nezˇ
u tabulky (4.5), tedy le´pe pro Weibullovo rozdeˇlen´ı.
4.2.6. Vyhodnocen´ı
V kapitole 4.2 jsme porovna´vali probit model s log-norma´ln´ım rozdeˇlen´ım s probit mo-
delem s Weibullovy´m rozdeˇlen´ım. Jako porovna´vac´ı krite´ria poslouzˇily p-hodnoty u regres-
n´ıch koeficient˚u a testu dobre´ shody, veˇrohodnost odhad˚u, pravdeˇpodobnosti za´chyt˚u prˇi
zvolene´ koncentraci a stabilita model˚u. Azˇ na stabilitu model˚u, kde se nemu˚zˇeme s jistotou
prˇiklonit ani k jednomu modelu, vysˇel cˇ´ıselneˇ le´pe model s Weibullovy´m rozdeˇlen´ım.
Tento za´veˇr na´s vede ke konstatova´n´ı, zˇe pro typ dat, ktery´ jsme obdrzˇeli od firmy Genex
Cz, s.r.o., je lepsˇ´ı pouzˇ´ıt probit model s Weibullovy´m rozdeˇlen´ım, protozˇe tento model
veˇrohodneˇji, prˇesneˇji popisuje tento typ dat a nen´ı tak citlivy´ na zmeˇny detekce prˇi n´ızky´ch
koncentrac´ıch.
Jenom prˇipomenˇme, zˇe pra´veˇ vy´beˇr rozdeˇlen´ı pravdeˇpodobnosti je velice d˚ulezˇitou
soucˇa´st´ı probit analy´zy. Pouzˇit´ı nevhodne´ho rozdeˇlen´ı pravdeˇpodobnosti vede k chybny´m
a ma´lo pravdeˇpodobny´m vy´sledk˚um a dalˇs´ı zpracova´n´ı takovy´ch dat mu˚zˇe ve´st na neprˇesne´
prˇedpoklady v rea´lny´ch situac´ıch. Jak lze videˇt naprˇ´ıklad v kapitole 4.1 u norma´ln´ıho
rozdeˇlen´ı, kde vysˇly vy´sledky v odporu s fyzika´ln´ım prˇedpokladem (za´porne´ hodnoty
koncentrac´ı). Prova´deˇt pak dalˇs´ı analy´zu teˇchto dat nemeˇlo smysl.
4.3. Probit model s norma´ln´ım rozdeˇlen´ım se zloga-
ritmovany´mi daty
V kapitole 2.2 jsme uva´deˇli vy´cˇet pravdeˇpodobnostn´ıch rozdeˇlen´ı, ktere´ mu˚zˇeme v pro-
gramu Minitab pouzˇ´ıt. Za´rovenˇ jsme uvedli, zˇe ma´me trˇi za´kladn´ı rozdeˇlen´ı - norma´ln´ı,
logisticke´ a nejmensˇ´ı extre´mn´ı hodnotu a jejich zlogaritmovane´ varianty - log-norma´ln´ı,
log-logisticke´ a Weibullovo rozdeˇlen´ı. Nyn´ı si tuto skutecˇnost uka´zˇeme na nasˇich datech.
Nejdrˇ´ıve zlogaritmujeme sloupec koncentrace dekadicky´m logaritmem viz tabulka (4.7).
koncentrace 2,0000 1,0000 0,5000 0,1250 0,0125
log-koncentrace 0,30103 0,00000 -0,30103 -0,90309 -1,90309
Tabulka 4.7: Zlogaritmova´n´ı koncentrace
Na tato data pouzˇijeme probit analy´zu s volbou norma´ln´ıho rozdeˇlen´ı.





pocˇet detekcı´ Success 51
Failure 39
pocˇet pokusu˚ Total 90
Estimation Method: Maximum Likelihood
Regression Table
Standard
Variable Coef Error Z~P
Constant 0,819778 0,193348 4,24 0,000





Method Chi-Square DF P
Pearson 5,84426 3 0,119
Deviance 7,85488 3 0,049
Tolerance Distribution
Parameter Estimates
Standard 95,0% Normal CI
Parameter Estimate Error Lower Upper
Mean -0,724443 0,138047 -0,995010 -0,453876
StDev 0,883707 0,169687 0,606544 1,28752
Table of Percentiles
Standard 95,0% Fiducial CI
Percent Percentile Error Lower Upper
1 -2,78025 0,448365 -4,16523 -2,13065
2 -2,53936 0,404460 -3,78362 -1,95097
3 -2,38651 0,376895 -3,54208 -1,83638
4 -2,27154 0,356346 -3,36076 -1,74980
5 -2,17801 0,339773 -3,21356 -1,67909
6 -2,09841 0,325783 -3,08850 -1,61867
7 -2,02861 0,313616 -2,97905 -1,56549
8 -1,96611 0,302810 -2,88123 -1,51769
9 -1,90928 0,293063 -2,79243 -1,47406
10 -1,85696 0,284166 -2,71085 -1,43374
20 -1,46819 0,221159 -2,11105 -1,12769
30 -1,18786 0,181297 -1,69041 -0,895158
40 -0,948328 0,154118 -1,34626 -0,681197
50 -0,724443 0,138047 -1,04632 -0,459480
60 -0,500559 0,134379 -0,776479 -0,207668
65 -0,383933 0,137846 -0,649132 -0,0632751
70 -0,261027 0,145195 -0,523906 0,0978721
80 0,0193032 0,173187 -0,264739 0,491880
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85 0,191460 0,195803 -0,117871 0,746140
90 0,408073 0,227913 0,0589828 1,07400
91 0,460391 0,236112 0,100752 1,15413
92 0,517228 0,245176 0,145802 1,24151
93 0,579723 0,255309 0,194987 1,33794
94 0,649521 0,266809 0,249538 1,44602
95 0,729125 0,280132 0,311326 1,56971
96 0,822650 0,296027 0,383420 1,71553
97 0,937627 0,315870 0,471429 1,89542
98 1,09047 0,342673 0,587559 2,13542
99 1,33137 0,385669 0,769070 2,51520
Table of Cumulative Failure Probabilities
95,0% Fiducial CI
Stress Probability Lower Upper
-0,0457 0,778775 0,675496 0,897968
0,1760 0,845884 0,749137 0,949286
P-hodnoty u regresn´ı tabulky i u testu dobre´ shody vysˇly, stejneˇ jako u log-norma´ln´ıho
rozdeˇlen´ı, aplikovane´ na p˚uvodn´ı koncentraci. V tabulce percentil˚u vypadaj´ı data naprosto
odliˇsneˇ, dokonce v´ıce nezˇ polovina dat ve sloupci Percentil, obsahuje za´porne´ hodnoty.
Mus´ıme si ale uveˇdomit, zˇe sloupec percentile nezobrazuje hodnotu koncentrace, ale zlo-
garitmovanou hodnotu koncentrace. Naprˇ´ıklad kdyzˇ pro 90% hodnotu percentilu 0,408073
pouzˇijeme do exponentu o za´kladu 10, tedy 100,408073 = 2, 55901, vyjde stejna´ hodnota jako
je u 90% log-norma´ln´ıho rozdeˇlen´ı. Proto zˇa´dne´ za´porne´ hodnoty koncentrace nema´me
a nemus´ıme zamı´tnout model kv˚uli nerea´lnosti vy´sledku. Kdyzˇ se nav´ıc pod´ıva´me na graf
(4.11), vypada´ stejneˇ jako graf (4.11) u log-norma´ln´ıho rozdeˇlen´ı, pouze data na ose x
jsou zlogaritmovana´.
Nav´ıc si mu˚zˇeme vsˇimnout, zˇe i mı´sto zada´vane´ koncentrace 0,9 a 1,5 kopi´ı/µl mus´ıme
zadat tyto hodnoty ve zlogaritmovane´m stavu (-0,0457 a 0,1760), kdyzˇ chceme pro tuto
koncentraci odhadnout pravdeˇpodobnost pozitivn´ıho za´chytu.
Obra´zek 4.11: Pravdeˇpodobnostn´ı graf
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Obra´zek 4.12: Graf distribucˇn´ı funkce
Stejneˇ tak, kdyzˇ zlogaritmujeme data koncentrace a pouzˇijeme rozdeˇlen´ı nejmensˇ´ı





Pojmem v´ıcena´sobna´ meˇrˇen´ı budeme pouzˇ´ıvat v souvislosti s v´ıce detekcemi jednoho
vzorku stejny´m meˇrˇidlem. Kdyzˇ prˇi detekci dojde k zachycen´ı viru, oznacˇujeme tuto
detekci za pozitivn´ı. Tyto detekce prova´d´ıme neza´visle na sobeˇ, proto mu˚zˇeme mluvit
o mnozˇineˇ neza´visly´ch na´hodny´ch jev˚u Ai, kde Ai je detekce vzorku prˇi i-te´m meˇrˇen´ı.
Nyn´ı se tedy pokus´ıme odpoveˇdeˇt na ota´zku, jak se zkvalitn´ı mozˇnost detekce, kdyzˇ
budeme danou detekci opakovat. Za´kladn´ı mysˇlenka je zcela logicka´, cˇ´ım v´ıcekra´t budeme
vzorek detekovat, t´ım prˇesneˇjˇs´ı informace obdrzˇ´ıme. Na druhou stranu mu˚zˇe by´t tato
detekce natolik na´kladna´, zˇe mus´ıme hledat kompromis mezi pocˇtem detekc´ı a kvalitou
z´ıskane´ informace. Rovnice (5.0.1) popisuje vztah mezi spolehlivost´ı celkovou a spolehli-
vost´ı individua´ln´ı.
individua´ln´ı spolehlivost = 1− (1− celkova´ spolehlivost)(1/pocˇet opakovany´ch meˇrˇen´ı)
(5.0.1)
Tato rovnice prˇedpokla´da´, zˇe na´hodne´ velicˇiny popisuj´ıc´ı vy´sledky jednotlivy´ch pokus˚u
jsou neza´visle´. Rovnice (5.0.1) je odvozena ze za´kladn´ıch vlastnost´ı pravdeˇpodobnosti, viz
[2], [5]. Konkre´tneˇ vlastnost´ı:
1. P (Ai ∪ . . . ∪ An) = 1− P
(
A1 ∩ . . . ∩ An
)
,
2. A,B jsou neza´visle´, pak P (A ∩B) = P (A)P (B).
Odvozen´ı pak vypada´ takto:
P (∪Ai) = 1− P (∩Ai)




P (∪Ai) = 1− (1− P (Ai))n
(1− P (Ai))n = 1− P (∪Ai)
1− P (Ai) = (1− P (∪Ai)) 1n
P (Ai) = 1− (1− P (∪Ai)) 1n
kde P (Ai) je individua´ln´ı spolehlivost, P (∪Ai) je celkova´ spolehlivost a n je pocˇet meˇrˇen´ı.














Tabulka 5.1: Za´vislost individua´ln´ı spolehlivosti na pocˇtu detekc´ı prˇi celkove´ spolehlivosti
95%.
Z tabulky (5.1) je zrˇetelna´ za´vislost, ktera´ nen´ı linea´rn´ı, proto nema´ smysl zacha´zet
s pocˇtem meˇrˇen´ı do extre´mu˚. Naprˇ´ıklad procentua´ln´ı rozd´ıl mezi jednou detekc´ı a peˇti
detekcemi je 49,9%, ale mezi peˇti a deseti 19,185%. Vzhledem k na´kladnosti neˇktery´ch
detekc´ı mu˚zˇe mı´t tato informace zcela podstatny´ charakter.
V dalˇs´ı cˇa´sti pouzˇijeme v´ıcena´sobne´ meˇrˇen´ı pro probit model. Pouzˇijeme model s Wei-
bullovy´m rozdeˇlen´ım, protozˇe z prˇedchoz´ı analy´zy vysˇel tento model nejvhodneˇji vzhledem
k pozorovany´m dat˚um.
5.1. Vı´cena´sobna´ meˇrˇen´ı pro Weibullovo rozdeˇlen´ı
Tabulku (5.1) dopln´ıme hodnotami probit analy´zy prˇi pouzˇit´ı Weibullova rozdeˇlen´ı, viz
tabulka (5.2). Hodnoty ma´me opeˇt se spolehlivost´ı 95%.
pocˇet meˇrˇen´ı procenta percentil doln´ı mez horn´ı mez
1 95,0000 2,42422 1,32564 8,12697
2 77,6393 0,830649 0,512576 1,59469
3 63,1597 0,443936 0,248067 0,729048
4 52,7129 0,284619 0,133901 0,463161
5 45,0720 0,201613 0,0796711 0,339378
6 39,3038 0,152113 0,0512676 0,267649
7 34,8164 0,119873 0,0350422 0,220676
8 31,2344 0,0975235 0,0250985 0,187478
9 28,3129 0,0812958 0,0186530 0,162761
10 25,8866 0,0690819 0,0142816 0,143645
Tabulka 5.2: Odhad koncentrace, kterou zachyt´ıme se spolehlivost´ı 95% prˇi opakovane´m
pocˇtu detekc´ı
Vid´ıme tedy, zˇe kdyzˇ chceme po jedne´ detekci 95% spolehlivost pozitivn´ıho za´chytu,
mus´ı by´t podle probit analy´zy ve vzorku koncentrace viru 2,42422 kopi´ı/µl. Pokud detekci
zopakujeme, pak dostaneme prˇi 95% spolehlivosti detekce hodnotu koncentrace 0,830649
kopi´ı/µl. Jenom prˇipomenˇme, zˇe detekce mus´ı by´t navza´jem neza´visle´, aby tabulka (5.2)
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platila. Da´le mu˚zˇeme videˇt, zˇe u deseti detekc´ı je hodnota koncentrace 0,0690819 kopi´ı/µl,
tedy v porovna´n´ı s jednou detekc´ı je hodnota koncentrace pouhy´ch 2,849% hodnoty
p˚uvodn´ı.
Za´rovenˇ s pocˇtem opakovany´ch detekc´ı klesa´ i velikost spolehlivostn´ıho intervalu, proto
jsou odhady koncentrac´ı s rostouc´ım pocˇtem detekc´ı veˇrohodneˇjˇs´ı. Tato skutecˇnost je
zobrazena na obra´zku (5.1).
Obra´zek 5.1: Graf za´vislosti pocˇtu meˇrˇen´ı na nejniˇzsˇ´ı zachytitelne´ koncentraci viru prˇi
spolehlivosti 95%
Graf ukazuje, jak za´vislost pocˇtu detekc´ı na mnozˇstv´ı viru ve vzorku, ktere´ zachyt´ıme
S 95% spolehlivost´ı, tak i spolehlivostn´ı intervaly. V u´vodu kapitoly jsme naznacˇili, zˇe
tato za´vislost nen´ı linea´rn´ı, cozˇ je z prvn´ıho pohledu zrˇejme´. Za´rovenˇ je take´ videˇt, zˇe
s pocˇtem detekc´ı nema´ smysl zacha´zet do extre´mu˚. Rozd´ıl minima´ln´ıho mnozˇstv´ı koncen-




C´ılem pra´ce bylo prˇedstavit a popsat probit analy´zu pro r˚uzna´ rozdeˇlen´ı pravdeˇpodob-
nosti, konkre´tneˇ pro rozdeˇlen´ı norma´ln´ı, log-norma´ln´ı a Weibullovo. Popis byl proveden
jak na teoreticke´ u´rovni, kde byl plneˇ popsa´n probit model vcˇetneˇ vysveˇtlen´ı jednotlivy´ch
pojmu˚ (kapitoly 2,3), tak na u´rovni prakticke´, kde byl proveden konkre´tn´ı vy´pocˇet probit
analy´zy na rea´lny´ch datech v programu Minitab (kapitoly 3,4).
Dalˇs´ım c´ılem bylo pomoc´ı probit analy´zy urcˇit nejnizˇsˇ´ı koncentraci vzorku, kterou
je meˇrˇidlo jesˇteˇ schopne´ zachytit. Toho bylo dosazˇeno na rea´lny´ch datech firmy Genex
CZ, s.r.o. Vy´sledkem je pak za´vislost procentua´ln´ıho pozitivn´ıho za´chytu na mnozˇstv´ı
koncentrace viru ve vzorku (kapitola 4).
Pra´ce se take´ zaby´vala rozd´ılnost´ı, citlivost´ı a vhodnost´ı pouzˇit´ı jednotlivy´ch probit
model˚u na obdrzˇeny´ch rea´lny´ch datech. Jako faktory pro tuto analy´zu poslouzˇily jak
vy´stupy z programu Minitab (p-hodnoty, interval spolehlivosti, atd.), tak dalˇs´ı analy´za
vy´stupn´ıch dat, prˇedevsˇ´ım pro analy´zu stability model˚u. V te´to cˇa´sti je vy´sledkem kon-
statova´n´ı o vhodnosti probit modelu s Weibulovy´m rozdeˇlen´ım pravdeˇpodobnosti, ktery´
obdrzˇena´ data popisuje nejle´pe (kapitola 4).
V pra´ci byl prˇedstaven vztah pro opakovany´ pocˇet meˇrˇen´ı a pravdeˇpodobnost pozi-
tivn´ıho za´chytu. Tento vztah byl nejprve po teoreticke´ stra´nce odvozen a byl da´le pouzˇit
na datech z probit analy´zy (kapitola 5). Z´ıskali jsme tak za´vislost pocˇtu meˇrˇen´ı na ve-
likosti koncentrace viru ve vzorku, kterou jsme schopni zachytit prˇi spolehlivosti 95%,
ktera´ uka´zala znacˇnou vy´hodu a zkvalitneˇn´ı detekce prˇi opakovane´m pocˇtu meˇrˇen´ı.
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