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Abstract
We consider homogenization of the scalar wave equation in periodic media at finite wavenumbers and frequencies,
with the focus on continua characterized by: (a) arbitrary Bravais lattice in Rd, d>2, and (b) exclusions i.e. “voids”
that are subject to homogenous (Neumann or Dirichlet) boundary conditions. Making use of the Bloch wave
expansion, we pursue this goal via asymptotic ansatz featuring the “spectral distance” from a given wavenumber-
eigenfrequency pair (situated anywhere within the first Brillouin zone) as the perturbation parameter. We then
introduce the effective wave motion via projection(s) of the scalar wavefield onto the Bloch eigenfunction(s) for
the unit cell of periodicity, evaluated at the origin of a spectral neighborhood. For generality, we account for
the presence of the source term in the wave equation and we consider – at a given wavenumber – generic cases of
isolated, repeated, and nearby eigenvalues. In this way we obtain a palette of effective models, featuring both wave-
and Dirac-type behaviors, whose applicability is controlled by the local band structure and eigenfunction basis.
In all spectral regimes, we pursue the homogenized description up to at least first order of expansion, featuring
asymptotic corrections of the homogenized Bloch-wave operator and the homogenized source term. Inherently,
such framework provides a convenient platform for the synthesis of a wide range of intriguing wave phenomena,
including negative refraction and topologically protected states in metamaterials and phononic crystals. The
proposed homogenization framework is illustrated by approximating asymptotically the dispersion relationships for
(i) Kagome lattice featuring hexagonal Neumann exclusions, and (ii) “pinned” square lattice with circular Dirichlet
exclusions. We complete the numerical portrayal of analytical developments by studying the response of a Kagome
lattice due to a dipole-like source term acting near the edge of a band gap.
Keywords: Waves in periodic media, dynamic homogenization, finite wavenumber, finite frequency, phononic
crystals, acoustic metamaterials
1. Introduction
Dynamic homogenization of periodic media such as composites, phononic crystals, and metamaterials serves to
(i) deepen insight into the underpinning physical phenomena such as wave directivity, stop bands, and negative
refraction [9, 21, 42], (ii) reduce the burden of multi-scale numerical simulations, and (iii) aid the “microstructural”
design catering for applications such us cloaking [15], vibration control [11], logic circuits [32], or seismic shielding [1].
To survey the lay of the land in terms of homogenization strategies, it is generally convenient to distinguish between
competing frequency and wavelength regimes.
In the low-wavenumber, low-frequency (LW-LF) regime, one assumes the separation in scale between some finite
wavelength and the vanishing lengthscale of medium periodicity, which then provides a perturbation parameter for
the two-scale homogenization method [5, 16, 12, 39] and the Bloch-wave expansion (BWE) approach [4, 36, 40]
towards establishing a macroscopic i.e. effective description of the medium. In this regime, a non-asymptotic
effective medium model introduced by Willis [27, 31, 41], that links in coupled form the momentum and stress to
particle velocity and strain, has also gained notable traction in the literature [e.g. 29, 42].
In principle, the two- (or more generally multiple-) scale homogenization framework applies equally to the low-
wavenumber, high-frequency (LW-HF) regime where the lengtscale “`” of medium periodicity vanishes in the limit,
while the dominant wavelength is kept at O(1) irrespective of the vibration frequency. In this case, eigenfrequencies
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of the unit cell problem grow as O(`−1), which justifies the “high frequency” designation. In this vein, Allaire and
Conca [3] introduced the Bloch wave homogenization method, which is essentially a combination of BWE and
two-scale convergence analysis [2]. The subject of LW-HF homogenization via multiple-scale expansion has since
been pursued in a number of studies, with applications to e.g. Maxwell equations [38] and Navier equations [8].
In the finite-wavenumber, finite-frequency (FW-FF) regime, the wavelength and the unit cell may be of the same
order. For this class of problems, the “high frequency homogenization” (HFH) treatment introduced by Craster
and co-workers [17] loosely exploits the small size of the unit cell relative to dimensions of the periodic domain
to establish a two-scale analysis of the homogenous wave equation in periodic media. The method yields zeroth-
i.e. leading-order effective description of the medium, in the vicinity of simple and multiple eigenfrequencies, that
is shown to capture dynamic phenomena such as anisotropic wave motion [9, 18] and all-angle negative refraction
[19]. In the follow-up studies, the HFH has extended to deal with zero-frequency stop-band media, i.e. those with
Dirichlet inclusions [7, 28], and to periodic media with Neumann inclusions [6]. From the mathematical viewpoint,
the existence of FW-FF effective differential operators was formally established by Birman and Suslina [13, 14],
who considered the behavior of periodic systems near the edge of an internal band gap. On the engineering side, an
effort was also made to extend the Willis’ homogenization approach to finite frequencies and wavelengths [34] by
introducing additional kinematic degrees of freedom; however the uniqueness of such effective model remains an open
question. Recently, a systematic framework for homogenization of the scalar wave equation in the FW-FF regime
was proposed in [23]. This study, catering for rectangular lattices, makes use of PWE to secure a “tight handle”
on the wavenumber, and defines the perturbation parameter as a distance in the frequency-wavenumber space in
order to obtain effective medium description in the vicinity of simple, repeated, and and nearby eigenfrequencies.
As a means to deal with finite (non-zero) wavenumbers, the authors in [23] make use of the so-called multicell
technique [20, 22], which essentially restricts the applicability of their model to the apexes of the first Brillouin
zone and its quadrants in R2 (resp. octants in R3). In essence, such restriction on the wavenumber ensures that
the germane Bloch eigenfunctions have constant phase over the unit cell, which lends itself to an immediate proof
that the effective medium properties are real-valued there. Unlike the HFH approach, this study also includes a
homogenization treatment of the source term, which (as it turns out) is also subject to asymptotic corrections; see
also [4, 29] in the context of LW-LF homogenization.
In the present work, we generalize the FW-FF homogenization framework in [23] to enable treatment of periodic
media in Rd, d > 2 that are supported by generic Bravais lattice and may contain “voids” that are subject to
homogenous Neumann and/or Dirichlet boundary conditions. The scalar wave equation under consideration bears
relevance, for instance, to the description of anti-plane shear waves in two-dimensional composites, transverse
electric (TE) or transverse magnetic (TM) fields in photonic crystals, and acoustic waves in three-dimensional
phononic crystals. In a departure from the preceding work, our analysis further (a) permits expansion about
an arbitrary wavenumber-eigenfrequency pair within the first Brillouin zone; (b) allows for spatially-varying (as
opposed to constant) Bloch-wave representation of the source term, and (c) pursue the homogenized description
near simple, repeated, and nearby eigenvalues up to at least the first order of asymptotic correction. We illustrate
the proposed homogenization framework through the study of (i) Kagome lattice featuring hexagonal Neumann
exclusions, and (ii) “pinned” square lattice with circular Dirichlet exclusions. We complete the numerical portrayal
by studying the response of a Kagome lattice due to a dipole-like source term acting near the edge of an internal
band gap.
2. Preliminaries
2.1. Geometry
Consider an infinite periodic medium in Rd (d > 2) affiliated with a Bravais lattice
R =
{ d∑
j=1
njej : n
j ∈ Z}, (1)
featuring the basis ej ∈ Rd, j = 1, d. Letting hereon j ∈ 1, d implicitly unless stated otherwise, we denote by xj
the contravariant components of the position vector x ∈ Rd with reference to the lattice basis ej , and by rj ∈ Z
the contravariant coordinates of the lattice point r ∈ R. Next, let
Y0 = {x : 0 < xj < 1}
2
denote the “elemental parallelepiped” of the lattice attached to the origin, and let Y N, Y D ⊂ Y0 denote a pair of
disjointed open sets, each representing a union of 1-connected sets as illustrated in Fig. 1. With such definitions,
one may define the support of the periodic medium as
S = Rd \
⋃
r∈R
(
r + Y N ∪ Y D), (2)
whose unit cell of periodicity is given by
Y = Y0 ∩ S. (3)
Here it is useful to observe that Y is connected set thanks to the foregoing restrictions on Y N and Y D. We further
define the domain boundaries ∂Y (N), ∂Y (D), ∂Y ′, ∂SN and ∂SD respectively as
∂Y (N) = ∂Y ∩ ∂Y N, ∂Y (D) = ∂Y ∩ ∂Y D, ∂Y ′ = ∂Y \ (∂Y (N) ∪ ∂Y (D)),
∂SN =
⋃
r∈R(r + ∂Y
(N)), ∂SD =
⋃
r∈R(r + ∂Y
(D)), (4)
such that ∂Y = ∂Y ′∪∂Y (N)∪∂Y (D) and ∂S = ∂SN∪∂SD. In physical terms, subtraction of Y N ∪ Y D from Y in (2)
accounts for the “holes” featured by the periodic medium. Accordingly, the boundary conditions defined on ∂SN
and ∂Y (N) (resp. ∂SD and ∂Y (D)) are considered only if Y N (resp. Y D) is a nonempty set. Examples of 2D and 3D
unit cells geometries as defined above are illustrated in Fig. 1. To facilitate the analysis, we will also make use of
the short-hand notation
∂Y ′jm = {x ∈ ∂Y ′ : xj = m}, m = 0, 1. (5)
For further reference, we denote by ej ∈ Rd the covariant lattice basis that spans the reciprocal space Rd and
satisfies ej ·ei = 2piδij (i, j = 1, d) where δij is the Kronecker delta; by
R∗ =
{ d∑
j=1
nje
j : nj ∈ Z
}
(6)
the reciprocal Bravais lattice; by kj the covariant components of wave vector k ∈ Rd tied to the basis ej ; by r∗j ∈ Z
the covariant coordinates of the lattice point r∗ ∈ R∗; by Y ∗0 the reciprocal of Y0 defined by
Y ∗0 = {k : 0 < kj < 1},
and by
B = {k ∈ Rd : k · κ 6 12‖κ‖2, κ= d∑
j=1
nje
j , nj ∈ {−1, 0, 1}
}
(7)
the first Brillouin zone of the lattice. We also denote by |D| the volume of a finite domain D ⊂ Rd and by
v = (1 − |Y ||Y0|−1) the porosity of periodic medium S. With such definitions, one may note that |B| = |Y ∗0 | =
(2pi)d|Y0|−1. PRODUCED BY AN AUTODESK STUDENT VERSION
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Figure 1: Examples of the unit cell indicating the lattice basis vectors ej as well as boundaries ∂Y
′, ∂Y (N) and ∂Y (D) in: (a) R2, and
(b) R3.
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2.2. Function spaces
In what follows, we will deal with mappings of type g : D 7→ C for some D ⊆ Rd, and their tensorial generalizations.
To help set up the table for discussion, we first define the space
L2(D) =
{
g :
∫
D
g g dx <∞}, (8)
and we introduce a generalized inner product over Y , namely
(g,h) = |Y |−1
∫
Y
g :hdx, g∈ (L2(Y ))dm , h∈ (L2(Y ))dn , m, n > 0, (9)
where
(L2(Y ))d
m
= (L2(Y ))d×d×...×d (m times),
and “:” stands for the usual product, the inner product, and the min(m,n)-tuple tensor contraction when m =
n = 0, m = n = 1, and max(m,n) > 1, respectively. In situations when g : S 7→ C is Y -periodic, we will also make
use of the periodic function spaces
L2p(Y ) = {g : g|Y ∈L2(Y ), g(x+r) = g(x) ∀x∈S, r∈R},
L2p0(Y ) = {g∈L2p(Y ) : g|∂Y (D) = 0}, (10)
H1p0(Y ) = {g ∈ L2p0(Y ) : ∇g ∈ (L2(Y ))d}.
2.3. Wave equation, boundary conditions, and Bloch wave expansion
Consider the time-harmonic wave equation in S at frequency ω, namely
−ω2ρ(x)u−∇·(G(x)∇u) = f(x) in S, (11)
where f ∈ L2(S). In what follows, we assume the coefficients 0 < G < ∞ and 0 < ρ < ∞ to be Y -periodic
and bounded away from zero. In this case, we note that L2p0(Y ) equivalently defines the class of “kinematically-
compatible” periodic functions satisfying (ρg, g) < ∞. To complete the formulation of the problem, we assume
that u satisfies homogeneous Neumann and Dirichlet boundary conditions on ∂SN and ∂SD, respectively. In other
words, we let
ν ·G∇u = 0 on ∂SN, (12)
u = 0 on ∂SD, (13)
where ν is the unit outward normal on ∂SN. For generality, we note that (11) pertains to a wide class of physical
processes including: (i) anti-plane shear waves (when d = 2) in an elastic solid with mass density ρ and shear
modulus G, (ii) transverse electric (TE) or transverse magnetic (TM) waves (when d = 2) in a dielectric medium
endowed with permittivity ε = G−1 and permeability µ = ρ−1, and (iii) acoustic i.e. pressure waves (when d = 2, 3)
in a fluid characterized by the mass density % = G−1 and bulk modulus κ = ρ−1.
At this point, we can deploy the results in [35, 12] to demonstrate (see Appendix A.1 for details) that any
g ∈ L2(S) permits the Bloch wave expansion (BWE) as
g(x) = |B|−1
∫
ks+B
g˜k(x)e
ik·x dk, (14)
where ks ∈ Rd is an arbitrary shift vector, and
g˜k(x) =
∑
r∈R
g(x+ r)e−ik·(x+r) (15)
belongs to L2p(Y ). This motivates us to consider a relatively broad class of source terms given by
f(x) = |C|−1
∫
ks+C
f˜k(x)e
ik·x dk, ks ∈ B, (16)
where C ⊂ B and f˜k∈ L2p(Y ) for k ∈ ks+ C. Since C ⊂ B, it is clear that (16) is nothing but a restriction of (14)
which implicitly defines a subset of L2(Rd). The main motivation behind (16) is to spectrally localize f , and thus u,
to a neighborhood of some ks ∈ B, which then greatly facilitates the asymptotic treatment. For future reference,
we note that (16) covers the special cases where: (i) f˜k(x) = ρ(x)fˆ(k,x) with fˆ(k, ·) ∈ L2p(Y ), and (ii) f˜k(x) = 1
(with Y N = Y D = ∅) as in the related asymptotic treatments [23, 29] that rely on the plane wave expansion.
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Claim 1. Assuming f ∈ L2(S), the Fourier integral representation
f(x) =
∫
Rd
F(k)eik·x dk, (17)
is referred to as the plane wave expansion (PWE) of f . The relationship between BWE (14) and PWE (17) is
given by
|B|−1f˜k(x) =
∑
r∗∈R∗
F(r∗+ k)eir
∗·x. (18)
Further, when F(k) is compactly supported within ks + B, relationship (18) simplifies to
|B|−1f˜k(x) = F(k), (19)
see Appendix A.2 for proof.
Remark 1. For φ ∈ L2p(Y ) and f ∈ L2(S), function g(x) = φ(x)f(x) ∈ L2(S) and its BWE is given by (14),
where g˜k(x) = φ(x)f˜k(x) and f˜k is given by (15).
By the linearity of (11), we can account for (16) by focusing our analysis on the reduced field equation
−ω2ρ(x)u−∇·(G(x)∇u) = f˜k(x) eik·x in S. (20)
Thanks to the periodicity of ρ and G and the fact that f˜k ∈ L2p(Y ), (20) admits a Bloch wave solution u˜(x)eik·x,
where u˜ := u˜k is Y -periodic and solves
−ω2ρ(x)u˜−∇k ·
(
G(x)∇ku˜
)
= f˜k(x) in Y, (21)
subject to boundary conditions
u˜|∂Y ′j0 = u˜|∂Y ′j1 ,
ν ·G∇ku˜|∂Y ′j0 = −ν ·G∇ku˜|∂Y ′j1 ,
ν ·G∇ku˜|∂Y (N) = 0,
u˜|∂Y (D) = 0, (22)
where ∂Y ′jm (m = 0, 1) are given by (5), ∇k =∇ + ik, and ν is the unit outward normal on ∂Y . For brevity of
notation, the dependence of u˜ on k and ω in (21) and thereon is assumed implicitly.
2.4. Eigenvalue problem
For k ∈ Rd and u, v ∈ H1p0(Y ), we have(∇k ·(G(x)∇ku), v) = |Y |−1 ∫
Y
∇k ·(G(x)∇ku(x)) v(x) dx
= −|Y |−1
∫
Y
G(x)∇ku(x) · ∇kv(x) dx + |Y |−1
∫
∂Y
ν · (G(x)∇ku(x))v(x) dx
= −(G(x)∇ku,∇kv) (23)
thanks to the divergence theorem and boundary conditions (22). As a result, we find from the variational formula-
tion that the operator (−ρ−1∇k ·(G∇k))−1 from L2p(Y ) to L2p(Y ), subject to the germane boundary conditions, is
self-adjoint and compact. Accordingly, (21)–(22) are affiliated with the eigensystem {λ˜n(k)∈R, φ˜n(k)∈H1p0(Y )},
that satisfies
−λ˜nρ(x)φ˜n −∇k ·
(
G(x)∇k φ˜n
)
= 0 in Y, (24)
subject to the boundary conditions
φ˜n|∂Y ′j0 = φ˜n|∂Y ′j1 ,
ν ·G∇kφ˜n|∂Y ′j0 = −ν ·G∇kφ˜n|∂Y ′j1 ,
ν ·G∇kφ˜n|∂Y (N) = 0,
φ˜n|∂Y (D) = 0. (25)
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Note that the sequence {φ˜n} is complete in H1p0(Y ) and ρ-orthogonal. We normalize the eigenfunctions so that
‖φ˜n‖ = 1, whereby
(ρφ˜n, φ˜m) = (ρφ˜n, φ˜n) δnm. (26)
For given k ∈ Rd, periodic medium S thus permits the propagation of “free” Bloch waves φ˜n(k)ei(k·x−ωnt) at
eigenfrequency ωn(k) = (λ˜n)
1
2 . The set of all wavenumber-eigenfrequency pairs (k, ωn) defines the Bloch dispersion
relationship of the medium. The latter is periodic in the reciprocal space, and is described completely by the first
Brillouin zone B of the lattice. By the completeness of φ˜n in H1p0(Y ), the solution u˜ of (21)–(22) can be expanded
as
u˜(x) =
∞∑
n=1
αnφ˜n(x). (27)
Provided that ω2 6= λ˜n ∀n ∈ Z+, (27) yields
u˜(x) = −
∞∑
n=1
(f˜k, φ˜n) φ˜n(x)
(ρφ˜n, φ˜n)(ω2 − λ˜n)
, (28)
thanks to (21) and (23). Then, by the linearity of (11), the total solution is expressed as
u(x) =
1
|C|
∫
ks+C
(
−
∞∑
n=1
(f˜k, φ˜n) φ˜n(x)e
ik·x
(ρφ˜n, φ˜n)(ω2 − λ˜n)
)
dk. (29)
For future reference, we note that the weight of the nth Bloch eigenmode in (29) is inversely proportional to the
spectral distance |ω2 − λ˜n|.
2.5. Scaling
In what follows, we seek a homogenized description of (21)–(22) in a spectral neighborhood of the wavenumber-
frequency pair (
ks, ωn(ks) = (λ˜n(ks))
1/2
) ∈ B × R, n ∈ Z+,
and we assume all quantities to be a priori normalized by some reference “mass density” ρ0, “shear modulus” G0
and lengthscale `0. On making use of the short-hand notation λ˜n = λ˜n(ks) and ωn = ωn(ks) hereon, we next
introduce the perturbation parameter  = o(1) defining the spectral neighborhood as
k = ks + kˆ, ω
2 = λ˜n + σˇωˇ
2 + 2σˆωˆ2, σˇ, σˆ ∈ {−1, 0, 1}, σˇ σˆ = 0, |σˇ + σˆ| = 1. (30)
Remark 2. Through the design of σˇ and σˆ, frequency separation parameters ωˇ and ωˆ are meant to be used in the
“either or” sense, depending on the driving frequency (when f˜k 6=0) and the local geometry of germane dispersion
surface (when f˜k=0). Specifically when f˜k 6= 0 whereby ω is given, we have
ω2 − λ˜n =
{
O() ⇒ |σˇ| = 1, σˆ = 0
O(2) ⇒ σˇ = 0, |σˆ| = 1 . (31)
When f˜k = 0, on the other hand, it will be for instance shown that for dispersion surfaces with locally parabolic
(resp. conical) sections, the frequency in those k-directions scales as ω2n(k)−λ˜n = 2ωˆ2 (resp. ω2n(k)−λ˜n = ω˘2).
Since such information is not available beforehand, the idea is to substitute (30) “as is” into the field equation (21),
and then to identify the appropriate frequency scaling (by letting either σˇ = 0 or σˆ = 0) depending on the local
eigenfunction structure. In order to bring the analyses of both forced (f˜k 6=0) and free (f˜k=0) wave motion under
a common umbrella, we will uniformly start from the agnostic scaling law (30) throughout the remainder of this
work.
In the context of (30), we are now in position to pursue the ansatz
u˜(x) = −2
∞∑
m=0
m u˜m(x), (32)
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via the asymptotic expansion of (21)–(22), see also [29, 23]. For completenes, we note that the presence of the
factor −2 in front of the series is motivated by (28) and the smallness of |ω2 − λ˜n(k)| suggested by (30). On
inserting (30)–(32) into (21)–(22) and letting f˜k = O(1), we obtain a cascade of field equations over Y , namely
O(−2) : −λ˜nρu˜0 −∇ks·
(
G∇ks u˜0
)
= 0, (33)
O(−1) : −λ˜nρu˜1 −∇ks·
(
G(∇ks u˜1 + u˜0 ikˆ)
)−G(∇ks u˜0)·ikˆ − σˇρωˇ2u˜0 = 0, (34)
O(1) : −λ˜nρu˜2 −∇ks·
(
G(∇ks u˜2 + u˜1 ikˆ)
)−G(∇ks u˜1 + u˜0 ikˆ)·ikˆ − σˇρωˇ2u˜1 − σˆρωˆ2u˜0 = f˜k, (35)
O(m>1) : −λ˜nρu˜m+2 −∇ks·
(
G(∇ks u˜m+2 + u˜m+1 ikˆ)
)−G(∇ks u˜m+1 + u˜m ikˆ)·ikˆ − σˇρωˇ2u˜m+1 − σˆρωˆ2u˜m = 0,
(36)
along with the sequence of boundary conditions
u˜m|∂Y ′j0 = u˜m|∂Y ′j1 ,
ν ·G(∇ks u˜m + u˜m−1 ikˆ)|∂Y ′j0 = −ν ·G(∇ks u˜m + u˜m−1 ikˆ)|∂Y ′j1
ν ·G(∇ks u˜m + u˜m−1 ikˆ)|∂Y (N) = 0,
u˜m|∂Y (D) = 0, m > 0, (37)
where u˜−1 ≡ 0. In the sequel, we say that tensor g∈(H¯1p0(Y ))d
q
, q>1 satisfies the “flux boundary conditions” if
ν ·g|∂Y ′j0 = −ν ·g|∂Y ′j1 ,
ν ·g|∂Y (N) = 0. (38)
2.6. Averaging operators and effective solution
Let nq∈ Z+ (q = 1, Q) collect the “nearby” dispersion branches ωnq (k) traversing the vicinity of (ks, λ˜1/2n ), where
we aim to pursue ansatz (32). With such setup in mind, we introduce the averaging operators 〈·〉nq and 〈·〉nqρ and
the “zero mean” Sobolev space H¯1p0(Y ) as
〈g˜〉nq = (g˜, φ˜nq ), (39)
〈g˜〉nqρ = (ρφ˜nq , φ˜nq )−1(ρg˜, φ˜nq ), (40)
H¯1p0(Y ) = {g˜ ∈ H1p (Y ) : 〈g˜〉nqρ = 0, q = 1, Q}. (41)
For completeness, we note that our definition (41) of the “zero mean” Sobolev space H¯1p0(Y ) is different from that
in [23] which postulates 〈g˜〉nq = 0 in lieu of 〈g˜〉nqρ = 0, and from that in [17] where the functions {g˜, ϕ˜q(q = 1, Q)}
are assumed to be linearly independent. For g˜ = u˜, we will use the short-hand notation
umq(kˆ) := 〈u˜m〉nqρ , q = 1, Q. (42)
On the basis of (32) and (42), we can adapt the definition of effective solution [23] at wavenumber ks+ kˆ as
〈u˜〉nqρ (kˆ) =
∞∑
m=0
m−2umq, q = 1, Q (43)
which then provides the basis for computing the (set of) effective solution(s) near ks in the physical space as
〈u〉nqρ (x) = |C|−1
∫
C
〈u˜〉nqρ (kˆ) ei(ks+kˆ)·x d(kˆ), x ∈ Rd. (44)
Remark 3. In situations where Q= 1 and n1 =n which corresponds to the case of an isolated branch, 〈·〉n, 〈·〉nρ ,
and um1 will be conveniently denoted as 〈·〉, 〈·〉ρ and um, respectively. In this case, (43) and (44) reduce to
〈u˜〉ρ(kˆ) =
∞∑
m=0
m−2um, 〈u〉ρ(x) = |C|−1
∫
C
〈u˜〉ρ(kˆ) ei(ks+kˆ)·x d(kˆ). (45)
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For future reference, we also define the symmetrization operators {·} and {·}′ on tensors τ ∈ Cdn , n > 2 as
{τ}p1,p2,...,pn =
1
n!
∑
(q1,q2,...,qn)∈Πn
τ q1,q2,...,qn , (46)
{τ}′p1,p2,...,pn =
1
(n− 1)!
∑
(q2,...,qn)∈Πn−1
τ p1,q2,...,qn , p1, p2, . . . , pn ∈ 1, d, (47)
respectively, where Πn is the set of all permutations of set 1, n.
Remark 4. In the context of (30), we first recall the multicell homogenization i.e. “folding” technique [7, 20, 23,
22] which enables evaluation of the effective properties of a periodic medium at rational wavenumbers ks=
∑
j qje
j ∈
B, qj ∈Q. A leading-order expansion about an arbitrary (rational or irrational) wavenumber ks∈ B was implicitly
considered in [28], via multiple scales approach, near simple and repeated eigenfrequencies. With reference to (42),
we specifically pursue explicit (first- or second-order) effective descriptions governing umq (m = 0, 2, q = 1, Q) at
an arbitrary wavenumber ks∈ B near simple, multiple, and nearby eigenfrequencies.
Remark 5. When fk = 0 identically, the applicability of any effective model for given perturbation vector kˆ also
implies its validity for αkˆ, α6O(1) thanks to the arbitrariness of  = o(1) in (33)–(36). When fk 6= 0, on the
other hand, this implication holds as long as the point (ks+αkˆ, ω) does not lie on the germane dispersion branch,
i.e. as long as ωnq (ks+ αkˆ) 6= ω. To provide a focus for the analysis, we hereon (i) identify the wavenumber
perturbations by their direction kˆ/‖kˆ‖, and (ii) for fk 6= 0 we restrict our consideration to kˆ ∈ K, where
K = {kˆ ∈ Rd : kˆ ∈ C, ω(m)nq (ks + kˆ) 6= ω}, q = 1, Q, (48)
where ω(m)nq (k) denotes the mth order approximation of ωnq (k) affiliated with umq in (42).
3. Simple eigenvalue
3.1. Leading-order approximation
With reference to the eigenvalue problem (24)-(25), the solution of (33) in the vicinity of a simple eigenfrequency
ωn is expressed as
u˜0(x) = u0 φ˜n(x), u0 ∈ C, (49)
where u0 = 〈u˜0〉ρ as stated before. Then, by inserting (49) into (34) and integrating ((34), φ˜n) by parts via the
boundary conditions (37) with m = 1, we obtain the averaged O(−1) statement as
−(θ(0) ·(ikˆ) + σˇωˇ2ρ(0))u0 = 0, (50)
where
θ(0) = 〈G∇ks φ˜n〉 − 〈G∇ks φ˜n〉 ∈ iRd and ρ(0) = 〈ρφ˜n〉 ∈ R+. (51)
On substituting (49) in (34), one finds by the linearity of the problem that
u˜1(x) = u0 χ
(1)(x)·(ikˆ) + u1φ˜n(x), u1 ∈ C, (52)
where u1 = 〈u˜1〉ρ and χ(1) ∈ (H¯1p0(Y ))d uniquely solves the unit cell problem
λ˜nρχ
(1) +∇ks·
(
G(∇ksχ(1)+ φ˜nI)
)
+G∇ks φ˜n −
ρ
ρ(0)
φ˜nθ
(0) = 0, (53)
subject to the boundary conditions (38) with g=G(∇ksχ(1)+ φ˜nI) and I denoting the second-order identity tensor.
We next consider the O(1) field equation (35). On recalling (49) and (52), we can integrate ((35), φ˜n) by parts
aided by the boundary conditions (37) with m = 2 to obtain the averaged O(1) statement
−(µ(0) : (ikˆ)2 + σˆωˆ2ρ(0))u0 − (θ(0) ·(ikˆ) + σˇωˇ2ρ(0))u1 = 〈f˜k〉, (54)
where
(ikˆ)m = (ikˆ)⊗ (ikˆ) . . .⊗ (ikˆ) (m times),
and
µ(0) = 〈G{∇ks χ(1)+ φ˜nI}〉 −
{(
Gχ(1) ⊗∇ks φ˜n, 1
)}
. (55)
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Claim 2. For any ks∈ B, effective tensor µ(0) is real-valued, i.e. µ(0) ∈ Rd×d. See Appendix A.3 for proof.
Claim 3. For wavenumbers ks =
1
2 (
∑
j nje
j), nj ∈ {−1, 0, 1}, which include the origin and apexes of the first
Brillouin zone B, Bloch eigenfunction φ˜n(x)eiks·x is real-valued up to a constant multiplier eiϕ0 . As a result, in
such cases we find that θ(0) = 0. See Appendix A.3.2 for proof.
Claim 3 motivates us to consider separately the situations when θ(0) 6= 0 and θ(0)= 0, which we address next.
3.1.1. Effective model for non-trivial θ(0)
As can be seen from the foregoing analysis, presence of the source term in the O(1) statement (54) requires that
its O(−1) predecessor (50) be satisfied identically. When f˜k 6= 0 and ω2− ω2n = O() whereby |σˇ| = 1 due to (31),
we must have u0 = 0 in (50) thanks to Remark 5 which guarantees that the multiplier (θ
(0) ·(ikˆ) + σˇρ(0)ωˇ2) is
non-trivial. As a result, (54) yields the leading-order effective equation
−(θ(0) ·(ikˆ) + σˇωˇ2ρ(0))u1 = 〈f˜k〉. (56)
A similar treatment can be pursued for the situation when ω2−ω2n = O(2), in which case |σˆ| = 1. This case is not
addressed for the reasons of brevity.
In the absence of the source term f˜k, on the other hand, the existence of a non-trivial wavefield solving (50)
and (54) independently requires that |σˇ| = 1. In this case, (56) with 〈f˜k〉 = 0 furnishes the leading-order asymptotic
approximation of the dispersion relationship and group velocity near (ks, ωn>0) as
ω2n(k) = ω
2
n −
1
ρ(0)
iθ(0) ·(kˆ), cg = dωn(k)
dk
=
−1
2ωnρ(0)
iθ(0) (57)
respectively, where ωn (without an argument) refers to ωn(ks) as stated earlier. Geometrically, (57) describes the
nth dispersion (hyper-) surface locally as a (hyper-) plane, where cg signifies its “steepest slope”.
3.1.2. Effective model for trivial θ(0)
When f˜k 6= 0 and ω2− ω2n = O(2), we have that |σˆ| = 1 thanks to (31). In this case the O(−1) statement (50) is
satisfied identically, while its O(1) companion (54) produces the effective equation
−(µ(0) : (ikˆ)2 + σˆρ(0)ωˆ2)u0 = 〈f˜k〉, (58)
With reference to Claim 3, (58) in particular describes the response of a periodic medium near the origin and
apexes of the first Brillouin zone. The nature of such response depends on (i) the sign definiteness of µ(0), and (ii)
the sign of ω2−ω2n. For example, when µ(0) is sign-definite oppositely to the sign of ω2−ω2n, the effective medium
is “dissipative” in that ω resides inside a band gap [23] terminating at ωn.
When f˜k = 0, on the other hand, from (50) and (54) we find that a non-trivial solution is possible only if σˇ = 0,
i.e. |σˆ| = 1. In this case (50) is again satisfied identically, while (54) provides the leading-order approximation of
dispersion relationship and group velocity near (ks, ωn>0) as
ω2n(k) = ω
2
n +
1
ρ(0)
µ(0) : (kˆ)2, cg(k) =
1
ωnρ(0)
µ(0) · (kˆ). (59)
3.2. Second-order correctors
With (49) and (52) at hand, one can make use of the averaged statements (50) and (54) to solve the O(1) field
equation (35) in terms of u˜2 as
u˜2(x) = u0χ
(2)(x) : (ikˆ)2 + u1χ
(1)(x) · (ikˆ) + u2 φ˜n(x) + η(0)(x), (60)
where χ(2)∈ (H¯1p0(Y ))d×d and η(0)∈ H¯1p0(Y ) uniquely solve the respective cell problems
λ˜nρχ
(2) +∇ks·
(
G(∇ksχ(2) + {I ⊗ χ(1)}′)
)
+G(∇ksχ(1)+ φ˜nI) =
ρ
ρ(0)
{θ(0) ⊗ χ(1)}+ ρ
ρ(0)
φ˜nµ
(0), (61)
−λ˜nρη(0) −∇ks·
(
G∇ksη(0)
)
= f˜k − ρ
ρ(0)
〈f˜k〉φ˜n, (62)
with G(∇ksχ(2) + {I ⊗ χ(1)}′) and G∇ksη(0) each satisfying the flux boundary conditions (38).
9
Remark 6. Cell function η(0) depends implicitly on kˆ via f˜k = f˜k(x). In situations when f˜k(x) = F (kˆ)φ(x),
the solution of (62) is given by η(0)(x) = F (kˆ)ζ (0)(x), where ζ (0) uniquely solves
−λ˜nρζ (0) −∇ks·
(
G∇ksζ (0)
)
= φ− ρ
ρ(0)
〈φ〉φ˜n, (63)
with G∇ksζ (0) satisfying the flux boundary conditions (38).
Claim 4. The following identity holds:
(Gη(0),∇ks φ˜n)− 〈G∇ks η(0)〉 = (f˜k,χ(1)). (64)
See Appendix A.3.1 for proof.
We next consider the O() field equation (36) with m = 1. On substituting (49), (52) and (60) into (36), inte-
grating ((36), φ˜n) by parts via the boundary conditions (37) with m = 3, and exploiting Claim 4, we obtain the
averaged O() statement
−θ(1) : (ikˆ)3u0 −
(
µ(0) : (ikˆ)2 + σˆρ(0)ωˆ2
)
u1 − (θ(0) ·(ikˆ) + σˇωˇ2ρ(0)) u2 = M1(kˆ), (65)
where
θ(1) = 〈G{∇ksχ(2) + I ⊗ χ(1)}〉 −
{(
Gχ(2) ⊗∇ks φ˜n, 1
)}
, (66)
M1(kˆ) = −(f˜k,χ(1))·(ikˆ). (67)
Claim 5. For any ks∈ B, effective tensor θ(1) is imaginary-valued, namely θ(1)∈ iRd×d×d. See Appendix A.3 for
proof.
Proceeding with the analysis, we make use of the solutions (49), (52) and (60) in conjunction with averaged
statements (50), (54) and (65) to solve the O() field equation (36) with m = 1 in terms of u˜3 as
u˜3(x) = u0χ
(3)(x) : (ikˆ)3 + u1χ
(2)(x) : (ikˆ)2 + u2χ
(1)(x) · (ikˆ) + u3 φ˜n(x) + η(1)(x)·(ikˆ) + σˇωˇ2η(2)(x), (68)
where χ(3)∈ (H¯1p0(Y ))d×d×d, η(1)∈ (H¯1p0(Y ))d and η(2)∈ H¯1p0(Y ) uniquely solve the respective cell problems
λ˜nρχ
(3) +∇ks·
(
G(∇ksχ(3) + {I ⊗ χ(2)}′)
)
+G{∇ksχ(2) + I ⊗ χ(1)}
= ρ
ρ(0)
{
θ(0) ⊗ χ(2)}+ ρ
ρ(0)
{
µ(0) ⊗ χ(1)}+ ρ
ρ(0)
φ˜nθ
(1), (69)
λ˜nρη
(1) +∇ks·
(
G(∇ksη(1) + η(0)I)
)
+G∇ksη(0) + ρρ(0) φ˜n(f˜k,χ(1)) = ρρ(0) 〈f˜k〉χ(1), (70)
−λ˜nρη(2) −∇ks ·(G∇ks η(2)) = ρη(0), (71)
with G(∇ksχ(3)+φ˜n {I⊗χ(2)}′), G(∇ksη(1)+η(0)I) and G∇ksη(2) each satisfying the flux boundary conditions (38).
On recalling (64), one may note that both η(1) and η(2) are f˜k-dependent.
Claim 6. The following identity holds:
(Gη(2),∇ks φ˜n)− 〈G∇ks η(2)〉 = (ρη(0),χ(1)). (72)
See Appendix A.3.1 for proof.
Remark 7. With reference to Remark 6, we find assuming f˜k(x) = F (kˆ)φ(x) that the respective solutions of (70)
and (74) can be computed as η(1)(x) = F (kˆ)ζ(1)(x) and η(2)(x) = F (kˆ)ζ (2)(x) , where ζ(1) ∈ (H¯1p0(Y ))d and
ζ (2)∈ H¯1p0(Y ) are independent of f˜k and uniquely solve
λ˜nρζ
(1) +∇ks·
(
G(∇ksζ(1) + ζ (0)I)
)
+G∇ksζ (0) + ρρ(0) φ˜n(φ,χ(1)) = ρρ(0) 〈φ〉χ(1), (73)
−λ˜nρζ (2) −∇ks · (G∇ks ζ (2)) = ρζ (0), (74)
with G(∇ksζ(1) + ζ (0)I) and G∇ksζ (2) each being subject to the flux boundary conditions (38).
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In order to “average” the O(2) field equation (36) with m = 2, we insert the solutions (49), (52), (60) and (68)
into (36) and integrate ((36), φ˜n) by parts using boundary conditions (37) with m = 4. In this way, we obtain
−µ(2) : (ikˆ)4u0 − θ(1) : (ikˆ)3u1 −
(
µ(0) : (ikˆ)2 + σˆρ(0)ωˆ2
)
u2 − (θ(0) ·(ikˆ) + σˇωˇ2ρ(0)) u3 = M2(kˆ, σˆωˇ2) (75)
where
µ(2) = 〈G{∇ksχ(3) + I⊗ χ(2)}〉 −
{(
Gχ(3)⊗∇ks φ˜n, 1
)}
, (76)
M2(kˆ, σˆωˇ
2) = σˆωˇ2
(〈G∇ksη(2)〉 − (Gη(2),∇ks φ˜n)) · (ikˆ)
+
(〈G{∇ksη(1) + η(0)I}〉 − (G{η(1)⊗∇ks φ˜n}, 1)) : (ikˆ)2, (77)
Claim 7. For any ks∈ B, effective tensor µ(2) is real-valued, i.e. µ(2) ∈ Rd×d×d×d. See Appendix A.3 for proof.
Claim 8. We have the following identity
〈{G∇ksη(1) + η(0)I}〉 − (G{η(1)⊗∇ks φ˜n}, 1) = (f˜k,χ(2)) +
〈f˜k〉
ρ(0)
{(ρχ(1)⊗ χ(1), 1)}+ 1
ρ(0)
{θ(0) ⊗ (ρη(0),χ(1))}, (78)
see Appendix A.3.1 for proof.
With the effective equations (65) and (75) featuring u2 and u3 in place, we next evaluate the second-order
counterparts of (56) and (58) depending on the triviality of θ(0).
3.2.1. Effective model for non-trivial θ(0)
When f˜k 6= 0 and ω2−ω2n = O(), we have |σˇ| = 1 due to Remark 2. In this case, we evaluate (56) + (65) + 2(75)
to obtain the second-order effective equation
−(θ(1) : (ikˆ)3 + µ(0) : (ikˆ)2 + θ(0) ·(ikˆ) + σˇωˇ2ρ(0))〈u˜〉ρ 3= M ′2(kˆ, σˇωˇ2), (79)
where “
3
=” denotes equality with an O(3) residual, and the effective source term is given by
M ′2(kˆ, σˇωˇ
2) = 〈f˜k〉(kˆ)− (f˜k,χ(1))·(ikˆ) + σˇωˇ2
(〈G∇ksη(2)〉 − (Gη(2),∇ks φ˜n)) · (ikˆ)
+
(〈G{∇ksη(1) + η(0)I}〉 − (G{η(1)⊗∇ks φ˜n}, 1)) : (ikˆ)2.
In the absence of the source term, we find from (56), (58), (65) and (75) that a non-trivial effective solution in
terms of um = 〈u˜m〉ρ (m = 0, 3) is possible only if |σˇ| = 1. In this case, (79) with f˜k=0 i.e. M ′2 = 0 can be shown
to describe a cubic approximation of the dispersion relationship near (ks, ωn>0) as
ω2n(k) = ω
2
n −
1
ρ(0)
iθ(0) · (kˆ) + 1
ρ(0)
µ(0) : (kˆ)2 +
1
ρ(0)
iθ(1) : (kˆ)3. (80)
3.2.2. Effective model for trivial θ(0)
Assuming f˜k 6= 0 and ω2−ω2n = O(2) whereby |σˆ|=1, we obtain the second-order effective equation by evaluating
(58) + (65) + 2(75), namely
−(µ(2) : (ikˆ)4 + θ(1) : (ikˆ)3 + µ(0) : (ikˆ)2 + 2σˆωˆ2ρ(0))〈u˜〉ρ 3= M ′′2 (kˆ), (81)
where
M ′′2 (kˆ) = 〈f˜k〉(kˆ)− (f˜k,χ(1))·(ikˆ) +
(〈G{∇ksη(1) + η(0)I}〉 − (G{η(1)⊗∇ks φ˜n}, 1)) : (ikˆ)2. (82)
Claim 9. For ks =
1
2 (
∑
j nje
j), nj ∈ {−1, 0, 1}, which includes the origin and apexes of B, Bloch functions
φ˜n(x)e
iks·x, χ(1)(x)eiks·x, χ(2)(x)eiks·x and χ(3)(x)eiks·x are real-valued up to a common factor eiϕ0 . Consequently,
θ(1) =0 which in particular motivates our pursuit of the second-order approximation. See Appendix A.3.2 for proof.
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When f˜k = 0, on the other hand, we deduce from (56), (58), (65) and (75) that |σˆ| = 1 in order to have a non-
trivial solution. As a result, one finds that (81) with M4 = 0 furnishes a quartic approximation of the dispersion
relationship near (ks, ωn>0) as
ω2n(k) = ω
2
n +
1
ρ(0)
µ(0) : (kˆ)2 +
1
ρ(0)
iθ(1) : (kˆ)3 − 1
ρ(0)
µ(2) : (kˆ)4. (83)
Remark 8. In the special case where f˜k(k,x) = 1 and ks =
1
2 (
∑
j nje
j), nj ∈ {−1, 0, 1}, effective equation (81)
reduces, thanks to Claim 3, Claim 8 and Claim 9, to
−(µ(2) : (ikˆ)4 + µ(0) : (ikˆ)2 + 2σˆωˆ2ρ(0))〈u˜〉ρ 3= M ′′′2 (kˆ), (84)
where
M ′′′2 (kˆ) = 〈1〉 − (χ(1), 1)·(ikˆ) +
(〈G{∇ksη(1) + η(0)I}〉 − (G{η(1)⊗∇ks φ˜n}, 1)) : (ikˆ)2. (85)
We note that (84)–(85) can be reduced to the FF-FW effective model [23] upon: (i) accounting for the “unfolding”
of Y according to the multicell homogenization approach [7, 20] and (ii) using 〈u˜〉 instead of 〈u˜〉ρ to define the
“mean” motion.
4. Repeated eigenvalues
Let ωn be an eigenfrequency of multiplicity Q>1, and let nq (q=1, Q) be the indexes of associated eigenfunctions.
Remark 9. In what follows, we assume p, q, s ∈ 1, Q, unless stated otherwise. Further, we will use the short-hand
notation
∑
q for
∑Q
q=1.
4.1. Leading-order approximation
With reference to the eigenvalue problem (24)-(25), the solution of (33) in the vicinity of a repeated eigenfrequency
ωn can be decomposed as
u˜0(x) =
∑
q
u0q φ˜nq (x), u0q ∈ C, (86)
consistent with the definition (42) of u0q. Then, by inserting (86) in (34) and integrating ((34), φ˜np) by parts via
the boundary conditions (37) with m = 1, we obtain the averaged O(−1) statement∑
q
(
θ(0)pq · ikˆ + σˇωˇ2ρ(0)p δpq
)
u0q = 0, p = 1, Q (87)
where
θ(0)pq = 〈G∇ks φ˜nq 〉np − 〈G∇ks φ˜np〉nq and ρ(0)p = 〈ρφ˜np〉np . (88)
For convenience, system of equations (87) can be expressed in the matrix form as
(A(0)(kˆ) + σˇωˇ2D)u0 = 0, (89)
where
A(0)pq (kˆ) = θ
(0)
pq · ikˆ, Dpq = ρ(0)p δpq. (90)
Remark 10. Effective vectors θ(0)qq are imaginary-valued, i.e. θ
(0)
qq ∈ iRd. Coefficient matrix D∈ RQ×Q is diagonal,
and A(0)∈ CQ×Q is Hermitian.
On the basis of (86)–(87), we can solve the O(−1) field equation (34) in terms of u˜1 as
u˜1(x) =
∑
q
(
u0q χ
(1)
q (x) · (ikˆ) + u1q φ˜nq (x)
)
, u1q ∈ C, (91)
where χ(1)q ∈
(
H¯1p0(Y )
)d
solves uniquely the unit cell problem
λ˜nρχ
(1)
q +∇ks·
(
G(∇ksχ(1)q + φ˜nqI)
)
+G∇ks φ˜nq −
∑
s
ρ
ρ(0)s
φ˜nsθ
(0)
sq = 0, (92)
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subject to the flux boundary conditions (38) in terms of G(∇ksχ(1)q + φ˜nqI).
We next consider the O(1) field equation (35). On recalling (86) and (91) and integrating ((35), φ˜np) by parts
via the boundary conditions (37) with m = 2, we obtain the averaged O(1) statement
−
∑
q
((
µ(0)pq : (ikˆ)
2 + σˆωˆ2ρ(0)p δpq
)
u0q + (θ
(0)
pq · (ikˆ) + σˇωˇ2ρ(0)p δpq)u1q
)
= 〈f˜k〉np , (93)
where
µ(0)pq = 〈G{∇ksχ(1)q + φ˜nqI}〉np −
{(
Gχ(1)q ⊗∇ks φ˜np , 1
)}
. (94)
We rewrite (93) in the matrix form as
−(B(0)(kˆ) + σˆωˆ2D)u0 − (A(0)(kˆ) + σˇωˇ2D)u1 = f0 (95)
where
B(0)pq (kˆ) = µ
(0)
pq : (ikˆ)
2, f0p = 〈f˜k〉np . (96)
Claim 10. Matrix B(0)∈ CQ×Q is Hermitian. See Appendix A.3 for proof.
4.1.1. Eigenfunction basis
For a fixed direction kˆ/‖kˆ‖, let P ∈ CQ×Q denote the matrix of eigenvectors associated with the generalized
eigenvalue problem
A(0)v = τDv. (97)
In this setting, we conveniently introduce the “recombined” eigenfunctions ψ˜q as
ψ˜q =
∑
s
Psq φ˜ns , q ∈ 1, Q. (98)
Then, by taking the eigenfunctions {ψ˜q} as the projection basis in (86) and (88) instead of {φ˜nq}, we find that
A(0)(kˆ) = diag(0, . . . , 0, τN0+1, τN0+2, . . . , τQ) (99)
where τq = θ
(0)
qq · ikˆ and 0 6 N0 6 Q is the number of trivial diagonal entries of A(0). In this setting, we also define
the sub-matrices B¯(0)(kˆ) ∈ CN0×N0 and D¯ ∈ RN0×N0 such that
B¯(0)pq = B
(0)
pq and D¯pq = Dpq, p, q ∈ 1, N0.
Claim 11. For ks =
1
2 (
∑
j nje
j), nj ∈ {−1, 0, 1} which include the origin and apexes of the first Brillouin zone,
Bloch eigenfunctions φ˜npe
iks·x have constant phase and can be taken as real-valued. In this case, vector θ(0)pq ∈ Rd
and θ(0)pp = 0, whereby A
(0) is imaginary-valued and skew-symmetric. Consequently, the nonzero eigenvalues of A(0)
consist of pairs {τ,−τ} whose respective eigenvectors are complex conjugates of each other. See Appendix A.3.2
for proof.
When N0>0, we denote by P¯ the matrix of eigenvectors of the generalized eigenvalue problem
B¯(0)v = τD¯v, (100)
and we define the eigenfunction basis ψ˜′q as
ψ˜′q =
{ ∑N0
s=1P¯sq ψ˜s, q 6 N0
ψ˜q, q > N0
. (101)
Remark 11. Eigenfunctions ψ˜′q (q = 1, Q) are ρ-orthogonal in the sense of (26), see Appendix A.3 for proof. For
simplicity of discussion, we hereon relabel ψ˜′q as φ˜nq . In this setting, we have
B¯(0) = diag(µ(0)11 : (ikˆ)
2, . . . ,µ(0)N0N0 : (ikˆ)
2). (102)
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4.1.2. Additional scaling
Depending on the perturbation direction, certain non-zero diagonal entries ofA(0)(kˆ) in (99) can become vanishingly
small, namely τq = o(1) for some q. In the context of Section 3.1, for instance, this situation would correspond to
directions kˆ/‖kˆ‖ for which θ(0) ·(ikˆ) = o(1). To account for such situations, we decompose A(0) as
A(0)(kˆ) = diag(0, . . . , 0, τN0+1, . . . , τN︸ ︷︷ ︸
O()
, τN+1, . . . τQ︸ ︷︷ ︸
O(1)
) = A˙
(0)
(kˆ) + A¨
(0)
(kˆ) (103)
A˙
(0)
(kˆ) = diag(0, . . . , 0, τN+1, . . . τQ︸ ︷︷ ︸
O(1)
) ∈ RQ×Q, (104)
A¨
(0)
(kˆ) = diag(0, . . . , 0, −1τN0+1, . . . , 
−1τN︸ ︷︷ ︸
O(1)
, 0, . . . , 0), ∈ RQ×Q (105)
and we carry over thus incurred O() residual in (89) to (95) as
(A˙
(0)
(kˆ) + σˇωˇ2D)u0 = 0, (106)
−(B(0)(kˆ) + A¨(0)(kˆ) + σˆωˆ2D)u0 − (A˙(0)(kˆ) + σˇωˇ2D)u1 = f0. (107)
On the basis of (106)–(107), we next pursue a family of the first-order effective field equations (in prescribed
direction kˆ/‖kˆ‖) as controlled by: (i) proximity of the driving frequency ω2 to λ˜n (see Remark 2), and (ii) the
nature of A(0)(kˆ) according to (103)–(105).
4.1.3. Effective solution for full-rank A(0) when A¨
(0)
= 0
We first consider the case where rank(A(0)(kˆ)) =Q and A¨
(0)
= 0. With reference to (99), this specifically implies
that τq = θ
(0)
qq · ikˆ = O(1), q = 1, Q. Letting further f˜k 6= 0 and ω2−ω2n = O() so that |σˇ| = 1 by Remark 2, we find
from the O(−1) statement (106) that u0 = 0 thanks to Remark 5. From (107), we then obtain the leading-order
model
−(A(0)(kˆ) + σˇωˇ2D)u1 = f0. (108)
In the absence of the driving source f˜k, the existence of a non-trivial solution to (106)–(107) also requires
that |σˇ| = 1. As a result, (106) constitutes a generalized eigenvalue problem (GEP) whose eigenvalues
ω2nq (k) = ω
2
n −
1
ρ(0)q
iθ(0)qq · (kˆ), (109)
describe the leading-order, linear dispersion relationship in direction kˆ.
4.1.4. Effective solution for near-trivial A(0)
When A(0)(kˆ) = A¨
(0)
i.e. A˙
(0)
= 0, we consider the situation where f˜k 6= 0 and ω2− ω2n = O(2) so that |σˆ| = 1.
In this case (106) is satisfied identically, and we find from (107) that the leading-order solution u0 solves
−(B(0)(kˆ) + A¨(0)(kˆ) + σˆωˆ2D)u0 = f0. (110)
In the degenerate case when A(0) = A¨
(0)
= 0, (110) becomes
−(B(0)(kˆ) + σˆωˆ2D)u0 = f0. (111)
In this case we conveniently let Psq = δsq in (98), and we have N0 = Q whereby B
(0) = B¯
(0)
becomes diagonal
according to (102).
When f˜k = 0, the existence of a non-trivial solution requires that σˇ = 0 i.e. |σˆ| = 1. In this case, the leading-
order approximation of the dispersion relationships ωnq (k), q=1, Q is obtained by solving the eigenvalue problem
(B(0) + A¨
(0)
)v = τDv. When A¨
(0)
vanishes, the solution is given explicitly by
ω2nq (k) = ω
2
n +
1
ρ(0)q
µ(0)qq : (kˆ)
2, (112)
thanks to the fact that B(0) is diagonal in this case.
14
4.1.5. Effective solution for partial rank A(0)
We next assume that A(0) has a partial rank, i.e. 0<N0<Q. Letting f˜k 6= 0 and ω2−ω2n = O(2), we have |σˆ| = 1.
Thanks to the fact thatA(0) is diagonal due to (99), the last Q−N components of u0 must vanish by enforcing (106)
to the leading order. By virtue of this result and (107), we find that
−
N∑
q=1
(B(0)pq (kˆ) + A¨
(0)
pq (kˆ) + σˆωˆ
2Dpq)u0q = f0p, p ∈ 1, N, (113)
u0p = 0, p ∈ N + 1, Q. (114)
When f˜k = 0, we enable a non-trivial solution to (106)– (107) in terms of u0 by taking |σˆ| = 1. In this case, (113)
with f0p = 0 constitute a GEP yielding the leading-order approximation the first N dispersion branches ωnq (k),
q=1, N .
Letting f˜k 6= 0 and ω2 − ω2n = O(), on the other hand, we have |σˇ| = 1 whereby u0 = 0 thanks to (106).
From (107), we accordingly find that u1 solves
−(A˙(0)(kˆ) + σˇωˇ2D)u1 = f0, (115)
to the leading order (specifically, we discard the O() residual in (107) by superseding A(0) with A˙
(0)
). Assum-
ing f˜k = 0, we are now left with exposing the leading-order behavior the last Q−N dispersion branches ωnq (k),
q = N+1, Q. In this case we must set |σˇ| = 1 because all dispersion branches permitting the σˆ-description are
already given by (113) with f0p = 0. This yields the sought approximation via (115) with f0 = 0 as
ω2nq (k) = ω
2
n −
1
ρ(0)q
iθ(0)qq · (kˆ), q = N+1, Q. (116)
4.2. First-order correctors
With the aid of the averaged O(−1) statement (93), one may solve the O(1) field equation (35) as
u˜2(x) =
∑
q
(u0q χ
(2)
q (x) : (ikˆ)
2 + u1q χ
(1)
q (x)·(ikˆ) + u2q φ˜nq (x)) + η(0)(x), u2q ∈ C, (117)
where χ(2)q ∈
(
H¯1p0(Y )
)d×d
and η(0)∈ H¯1p0(Y ) solve uniquely the respective equations
λ˜nρχ
(2)
q +∇ks·
(
G(∇ksχ(2)q + φ˜nq{I⊗ χ(1)q }′)
)
+ {G(∇ksχ(1)q + φ˜nqI)} =
∑
s
( ρ
ρ(0)s
{θ(0)sq ⊗ χ(1)s }+
ρ
ρ(0)s
φ˜nsµ
(0)
sq
)
,(118)
−λ˜nρη(0) −∇ks·
(
G∇ksη(0)
)
= f˜k −
∑
s
ρ
ρ(0)s
〈f˜k〉ns φ˜ns . (119)
with G(∇ksχ(2)q + {I⊗ χ(1)q }′) and G∇ksη(0) satisfying the flux boundary conditions (38).
Claim 12. We have the following identity
(Gη(0),∇ks φ˜nq )− 〈G∇ks η(0)〉nq = (f˜k,χ(1)q ), (120)
See Appendix section Appendix A.3.1 for proof.
Remark 12. When f˜k(x) = F (kˆ)φ(x), the solution of (119) is given by η
(0)(x) = F (kˆ)ζ (0)(x), where ζ (0) ∈
H¯1p0(Y ) uniquely solves
−λ˜nρζ (0) −∇ks·
(
G∇ksζ (0)
)
= φ−
∑
s
ρ
ρ(0)s
〈φ〉ns φ˜ns , (121)
subject to the flux boundary conditions (38) in terms of G∇ksζ (0).
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On substituting (86) and (91) into (36) with m=1, integrating ((36), φ˜n) by parts via boundary conditions (37)
with m = 3, and exploiting the result of Claim 12, we obtain the averaged O() statement
−
∑
q
(
θ(1)pq : (ikˆ)
3u0q +
(
µ(0)pq : (ikˆ)
2 + σˆωˆ2ρ(0)p δpq
)
u1q + (θ
(0)
pq · (ikˆ) + σˇωˇ2ρ(0)p δpq) u2q
)
= f1p, (122)
where
θ(1)pq = 〈G{∇ksχ(2)q + I⊗ χ(1)q }〉np −
{(
Gχ(2)q ⊗∇ks φ˜np , 1
)}
, f1p = −(f˜k,χ(1)p ) · (ikˆ). (123)
We can conveniently rewrite (122) in the matrix form as
−A(1)(kˆ)u0 − (B(0)(kˆ) + σˆωˆ2D)u1 − (A(0)(kˆ) + σˇωˇ2D)u2 = f1, (124)
where
A(1)pq = θ
(1)
pq : (ikˆ)
3. (125)
Remark 13. At this point, we recall the decomposition of A(0) according to (103)–(105), and the fact that (107)
accordingly incurs an O() residual, manifest in the term −A¨(0)u1, that carries over to the next order of asymptotic
approximation.
On accounting in (124) for the O() residual stemming from (107), we obtain the averaged statement
−A(1)(kˆ)u0 − (B(0)(kˆ) + A¨(0)(kˆ) + σˆωˆ2D)u1 − (A˙(0)(kˆ) + σˇωˇ2D)u2 = f1. (126)
which allows us to compute the first-order correction u1 (resp. u2) of the leading-order model u0 (resp. u1). With
reference to sections §4.1.3–§4.1.5, we pursue such task for three canonical situations driven by the nature of A(0).
Before proceeding, we conveniently denote by 〈u˜〉ρ the effective solution vector collecting the left-hand sides in (43),
which gives
〈u˜〉ρ(k) =
∞∑
m=0
m−2um. (127)
For brevity, we focus our attention on the effective equations only, noting that the respective approximations of the
dispersion relationship can be uniformly obtained by: (i) setting the source term in the effective equation to zero,
and (ii) solving te resulting GEP.
4.2.1. Effective solution for full-rank A(0) when A¨
(0)
= 0
Assuming rank(A(0)) = Q and A(0) = A˙
(0)
, we let f˜k 6= 0 and ω2− ω2n = O(). In this case |σˇ| = 1, u0 = 0, and
by (126) the first-order order corrector u2 solves
−B(0)(kˆ)u1 − (A(0)(kˆ) + σˇωˇ2D)u2 = f1, (128)
where u1 is given by (108). Thanks to (127), we can now evaluate (108) + (128) in order to obtain the first-order
effective model
−(B(0)(kˆ) +A(0)(kˆ) + σˇωˇ2D)〈u˜〉ρ 
2
= f0 + f1, (129)
where the components of f0 and f1 are given respectively in (96) and (123). For completeness, one may note
that (129) carries the same structure as its simple-eigenvalue counterpart (79) when truncated to the first order.
4.2.2. Effective solution for near-trivial A(0)
When A(0) = A¨
(0)
, f˜k 6= 0 and ω2− ω2n = O(2) i.e. |σˆ| = 1, the leading-order model is given by u0 solving (110).
In this case we discard the second-order correction u2 in (126), which then yields
−A(1)(kˆ)u0 − (B(0)(kˆ) + A¨(0)(kˆ) + σˆωˆ2D)u1 = f1. (130)
From (110) + (130), we obtain the first-order effective model
−(A(1)(kˆ) +B(0)(kˆ) + A¨(0)(kˆ) + 2σˆωˆ2D)〈u˜〉ρ 
2
= f0 + f1. (131)
When A¨
(0)
= 0, (131) carries the same structure as its simple-eigenvalue counterpart (81) after truncation to the
first order.
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4.2.3. Effective solution for partial rank A(0)
When rank(A(0)) < Q, f˜k 6= 0 and ω2− ω2n = O(), the leading-order solution u1 satisfies (115), while the first-
order corrector u2 solves (128). On the other hand, when ω
2 − λn = O(2), the leading-order model u0 is given
by (113)–(114), while its corrector u1 satisfies
−
N∑
q=1
(B(0)pq (kˆ) + A¨
(0)
pq (kˆ) + σˆωˆ
2Dpq)u1q = f1p +
∑N
q=1A
(1)
pq (kˆ)u0q, p ∈ 1, N, (132)
−A˙(0)pp(kˆ)u1p = f0p +
∑N
q=1B
(0)
pq (kˆ)u0q, p ∈ N + 1, Q. (133)
In this case, we obtain the first-order model as 〈u˜〉ρ 1= −2u0 + −1u1, where the scaled summands are directly
computable from (113)–(114) and (132)–(133) upon replacing kˆ and σˆωˆ respectively by kˆ and 2σˆωˆ.
5. Cluster of nearby eigenvalues
We conclude the general analysis by letting the driving frequency be near a cluster of nearby eigenfrequencies
{ωnq}, q = 1, Q depicted in Fig. 2. This situation was originally considered in [23] in an effort to handle the “short
asymptotic range” exhibited by single- and repeated-eigenfrequency models within (k, ω) regions characterized by
closely spaced disperson curves. Our goal is to extend analysis in [23] by: (i) permitting expansion about an
arbitrary point (ks, ω), ks ∈ B and (ii) exposing the first-order correction of the leading-order model.
We let Q¯ be the number of distinct eigenvalues within set {ωnq}, and we denote by (ks, ωn0) for some n0 ∈ {nq}
the origin of asymptotic expansion in (30). In this setting, we conveniently redeploy the scaling parameter  = o(1)
to quantify the “smallness” of distances between the neighboring eigenvalues by letting
λnq = λn0 − γq, q = 1, Q. (134)
Remark 14. Note that the logic behind such use of  is consistent with previous developments. Specifically, in
sections §3 and §4, we defined the size of the “asymptotic box” surrounding (ks, ω) as either O()d×O() or O()d×
O(2) depending on (a) the driving frequency when f˜k 6= 0, and (b) the flatness of the n dispersion branch for f˜k = 0.
In the present case, by (134) we ensure that such “asymptotic box” captures all (relevant) dispersion surfaces in
the cluster.
With (134) in place, we consider the local eigenfunction basis {φ˜nq (k)∈H1p0(Y )} that satisfies
−(λ˜n0 − γq)ρ(x)φ˜nq −∇k ·
(
G(x)∇k φ˜nq
)
= 0 in Y, q=1, Q (135)
together with boundary conditions (25). As can be seen from (135), the current problem can be described as an
“almost repeated” eigenvalue case, which allows us to take advantage of the foregoing developments.
With the insight on u˜ solving (21) gained in Section 3 and Section 4, we skip intermediate steps and proceed
by specifying ansatz (32) up to m = 2 as
u˜(x)

=
∑
q
(
−2u0q φ˜nq (x) + 
−1u1q φ˜nq (x) + 
−1u0q χ(1)q (x) · (ikˆ) + u0q χ(2)q (x) : (ikˆ)2
+ u1q χ
(1)
q (x) · (ikˆ) + u2q φ˜nq (x)
)
+
Q¯∑
q=1
η(0)q (x), u0q, u1q, u2q ∈ C, (136)
where η(0)q ∈H¯1p0(Y ), χ(1)q ∈
(
H¯1p0(Y )
)d
and χ(2)q ∈
(
H¯1p0(Y )
)d×d
uniquely solve the respective equations
λ˜nq ρχ
(1)
q +∇ks·
(
G(∇ksχ(1)q + φ˜nqI)
)
+G∇ks φ˜nq =
∑
s
ρ
ρ(0)s
φ˜nsθ
(0)
sq , (137)
λ˜nq ρχ
(2)
q +∇ks·
(
G(∇ksχ(2)q + φ˜nq {I⊗ χ(1)q }′)
)
+ {G(∇ksχ(1)q + φ˜nqI)} =
∑
s
( ρ
ρ(0)s
{θ(0)sq ⊗ χ(1)s }+
ρ
ρ(0)s
φ˜nsµ
(0)
sq
)
,
(138)
−λ˜nqρη(0)q −∇ks·
(
G∇ksη(0)q
)
= f˜k −
∑
s
ρ
ρ(0)s
〈f˜k〉ns φ˜ns , (139)
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N = {n1, n2, n3, n4}
Figure 2: Example cluster of nearby dispersion branches.
with G(∇ksχ(1)q + φ˜nqI), G(∇ksχ(2)q + {I⊗ χ(1)q }′) and G∇ksη(0)q each being subject to the flux boundary condi-
tions (38). Note also that Remark 12 still applies in this case. Our goal is then to find the coupled effective
equations satisfied by u0q, u1q and u2q. To this end, we (i) insert (136) in (21); (ii) integrate 〈(21)〉npρ by parts using
the boundary conditions (22), and (iii) expand the result in powers of  as
O(−1) : (Aγ(kˆ) + σˇωˇ2D)u0 = 0, (140)
O(1) : −(B(0)(kˆ) + σˆωˆ2D)u0 − (Aγ(kˆ) + σˇωˇ2D)u1 = f0, (141)
O() : −A(1)(kˆ)u0 − (B(0)(kˆ) + σˆωˆ2D)u1 − (Aγ(kˆ) + σˇωˇ2D)u2 = f1, (142)
where
Aγ(kˆ) = A(0)(kˆ) + ΓD, Γpq = δpqγq (143)
accounts for the eigenvalue separations in (135), while A(0), B(0), A(1), D, f0 and f1 are given by (90), (96), (123)
and (125) as before.
Remark 15. We observe a clear similarity between (140), (141), (142) and their repeated-eigenvalue predeces-
sors (89), (95) and (124) respectively. In fact, the differences are in this case confined to the diagonal matrix
ΓD = Aγ − A(0) that accounts for separations between the neighboring eigenvalues according to (134). Further,
since A(0) is Hermitian, so is Aγ .
5.1. Eigenfunction basis
Let P denote the matrix of eigenvectors associated with the generalized eigenvalue problem
Aγ(kˆ)v = τDv.
In order to diagonalize Aγ , we express u0,u1,u2, f0 and f1 in terms of P as
u0 = P u
′
0, u1 = P u
′
1, u2 = P u
′
2, f0 = P f
′
0, , f1 = P f
′
1 (144)
and we premultiply (140)–(142) by P
T
. For simplicity, we then drop the prime symbol from the “rotated” vec-
tors u′0,u
′
1,u
′
2, f
′
0 and f
′
1, and we keep the original notation of the transformed matrices in (140)–(142). In this
setting, we have
Aγ(kˆ) = diag(τ1, τ2, . . . , τQ), (145)
noting for future reference that τq = 0 (q = 1, N0) when rank(A
γ) = Q−N0.
5.2. Leading-order approximation
Thanks to the presence of the “penalty” term ΓD in (143), Aγ is of at least partial rank when A(0) = 0. As a
result, in the sequel we present the effective models for full- and partial-rank Aγ only.
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5.2.1. Effective solution for full-rank Aγ
When rank(Aγ) = Q, f˜k 6= 0, and ω2−ω2n = O() i.e. |σˆ|=1, we must have u0 = 0 due to (140). As a result, (141)
yields the leading-order effective equation
−(Aγ + σˇωˇ2D)u1 = f0. (146)
When f˜k = 0, eigenvalues of the GEP stemming from (140) (or equivalently (146)) define the leading-order
asymptotic approximation of the dispersion relationships in direction kˆ/‖kˆ‖ as
ω2nq = ω
2
n0 − 
τq
ρ(0)q
, (147)
where τq denotes the qth eigenvalue of A
γ(kˆ).
Remark 16. When Aγ is of full rank, (146) and (147) provide a general framework to handle the clusters of
nearby dispersion branches, regardless of the fact whether they intersect or “almost touch” for example at k = ks.
5.2.2. Effective solution for partial-rank Aγ
When rank(Aγ) = Q − N0 for some N0 > 0 and f˜k 6= 0, we first consider the situation where ω2 − λn0 = O()
i.e. |σˇ| = 1. In this case the leading-order effective equation is again given by (146), while the last Q−N0 dispersion
branches are approximated by (147) for q ∈ N0+1, Q.
On the other hand, when ω2 − ω2n0 = O(2) i.e. |σˆ| = 1, the leading-order effective model u0 is given by
−
N0∑
q=1
(B(0)pq (kˆ) + σˆωˆ
2Dpq)u0q = f0p, p ∈ 1, N0, (148)
u0p = 0, p ∈ N0 + 1, Q. (149)
When f˜k = 0, the leading-order approximation of the first N0 dispersion branches is obtained by solving the GEP
affiliated with (148).
5.3. First-order correctors
5.3.1. Effective solution for full-rank Aγ
When Aγ is of full rank, f˜k 6= 0, and ω2− ω2n = O() i.e. |σˇ| = 1, one can show that the first-order corrector u2
solves
−B(0)(kˆ)u1 − (Aγ(kˆ) + σˇωˇ2D)u2 = f1, (150)
with u1 being given by (146). Thanks to (127), (146) + (150) yields the first-order effective model
−(B(0)(kˆ) +Aγ(kˆ) + σˇωˇ2D)〈u˜〉ρ 
2
= f0 + f1. (151)
5.3.2. Effective solution for partial rank Aγ
When rank(Aγ) < Q, f˜k 6= 0 and ω2−λn0 = O(), the first-order corrector u2 is given by (150). In contrast, when
ω2 − λn0 = O(2), the first-order corrector is given by u1 whose components can be shown to satisfy
−
N∑
q=1
(B(0)pq (kˆ) + σˆωˆ
2Dpq)u1q = f1p +
∑N0
q=1A
(1)
pq (kˆ)u0q, p ∈ 1, N0, (152)
−Aγpp(kˆ)u1p = f0p +
∑N0
q=1B
(0)
pq (kˆ)u0q, p ∈ N0+ 1, Q, (153)
with u0q (q = N0+ 1, Q) being subject to (148). Accordingly, we obtain the first-order model as 〈u˜〉ρ 1= −2u0 +
−1u1, with the scaled summands being directly computable from (148)–(149) and (152)–(153) on replacing kˆ
and σˆωˆ respectively by kˆ and 2σˆωˆ.
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6. Discussion
In this section, we share new insights stemming from the general analysis, and we discuss several special cases in
support of the numerical simulations (Section 7).
Remark 17. A common thread of our developments is that we approximate the Bloch wave in terms of its projection
to the nearest Q branches, Q > 1. In this vein, term u˜(x) on the left-hand side of ansatz (32) and its descendants
such as (136) should be interpreted in the sense of restriction of (28) to the nearest Q dispersion branches, namely
−
∞∑
n=1
(f˜k, φ˜n) φ˜n(x)
(ρφ˜n, φ˜n)(ω2 − λ˜n)
=⇒ −
Q∑
q=1
(f˜k, φ˜nq ) φ˜nq (x)
(ρφ˜nq , φ˜nq )(ω
2 − λ˜nq )
. (154)
This leaves an open question regarding the contribution of “remote” branches (n 6= nq, q = 1, Q) that is beyond the
scope of this study, see for instance the recent discussion in [30].
6.1. Energy considerations
On the basis of the results in Section 5 which covers the instances of simple and repeated eigenvalues as degenerate
cases, we find from (136) that the instantaneous power density (f˜k, iωu˜) = −iω(f˜k, u˜) generated by the source
term f˜k can be approximated as
Leading order: −iω(f˜k, u˜) 
−1
= − iω
∑
q
〈f˜k〉nq 〈u˜〉nqρ ,
First order: −iω(f˜k, u˜) 1= − iω
∑
q
(〈f˜k〉nq − (f˜k,χ(1)q ) · (ikˆ))〈u˜〉nqρ ,
Second order: −iω(f˜k, u˜) = − iω
∑
q
(〈f˜k〉nq − (f˜k,χ(1)q ) · (ikˆ) + (f˜k,χ(2)q ) : (ikˆ)2)〈u˜〉nqρ − iω Q¯∑
q=1
(f˜k, η
(0)
q ).
The above result in particular demonstrates that the instantaneous power density and threfore the work, averaged in
space over Y , equal – up to the first order – that exerted by the effective source term on the averaged displacement.
This result is in line with the well known Hill-Mandel condition [24], requiring that the volume average of the
increment of work performed on the representative volume element be equal to the increment of local work performed
by the macroscopic i.e. averaged quantities.
6.2. Asymptotic solution in physical space near the edge of a band gap
With reference to the class (16) of source distributions, one immediate application of the foregoing analysis is the
case where: (i) ks =
1
2 (
∑
j nje
j), nj ∈ {−1, 0, 1}; (ii) the driving frequency is within a band gap near simple
eigenfrequency ωn(ks), and (iii) the source function f˜k is given by
f˜k(x) = F (k)φ(x), φ ∈ L2p(Y ), supp(F ) = C ⊂ B. (155)
On recalling BWE (14) and ansatz (32), we conveniently introduce the pth-order asymptotic solution in the physical
space as
u[p](x) :=
p∑
m=0
m−2um(x), x ∈ S, where um(x) := |C|−1
∫
C
u˜m(x) e
i(ks+kˆ)·x d(kˆ). (156)
From (49), (52), (54), (60), (65), (75), Remark 6 and Claim 8, we specifically find that
u˜0(x) = −2 φ˜n(x) 〈f˜k〉
ρ(0)(ω2− ω2n) + µ(0) : (ikˆ)2
, (157)
u˜1(x) = 
[
φ˜n(x)(f˜k,χ
(1))− 〈f˜k〉 χ(1)(x)
]·(ikˆ)
ρ(0)(ω2− ω2n) + µ(0) : (ikˆ)2
, (158)
u˜2(x) = −
[
φ˜n(x)
(
(f˜k,χ
(2)) + 〈f˜k〉
ρ(0)
{(ρχ(1)⊗ χ(1), 1)})− {(f˜k,χ(1))⊗ χ(1)(x)}+ 〈f˜k〉χ(2)(x)] : (ikˆ)2
ρ(0)(ω2− ω2n) + µ(0) : (ikˆ)2
− 
−2u˜0(x) µ(2) : (ikˆ)4
ρ(0)(ω2− ω2n) + µ(0) : (ikˆ)2
+ ζ(0)(x)F (ks+ kˆ). (159)
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In terms of the effective solution, by (45) we can similarly introduce the pth-order mean motion in the physical
space as
〈u〉[p]ρ (x) :=
p∑
m=0
m−2 |C|−1
∫
C
um(kˆ) e
i(ks+kˆ)·x d(kˆ), x ∈ Rd, (160)
via superposition of the averaged Bloch-wave solutions, um(kˆ) = 〈u˜m〉ρ. From (157)–(159), we clearly have
u0(kˆ) = −2 〈f˜k〉
ρ(0)(ω2− ω2n) + µ(0) : (ikˆ)2
, (161)
u1(kˆ) = 
(f˜k,χ
(1))·(ikˆ)
ρ(0)(ω2− ω2n) + µ(0) : (ikˆ)2
, (162)
u2(kˆ) = −
(
(f˜k,χ
(2)) + 〈f˜k〉
ρ(0)
{(ρχ(1)⊗ χ(1), 1)}) : (ikˆ)2 + −2u0(kˆ) µ(2) : (ikˆ)4
ρ(0)(ω2− ω2n) + µ(0) : (ikˆ)2
. (163)
In Section 7, we shall make use of the above results toward approximating the “full” and mean wave motion near
the edge of a band gap.
6.3. Dirac behavior in R2 for Q = 2
Consider a two-dimensional periodic medium, S ⊂ R2, whose spectral neighborhood (30) features two nearby
eigenfrequencies ωn1 = ωn1(ks) and ωn2 = ωn2(ks) (Q = 2). In this case, matrix A
γ reads
Aγ =
(
θ(0)11 · ikˆ θ(0)12 · ikˆ
−θ(0)12 · ikˆ θ(0)22 · ikˆ + γρ(0)2
)
, γ = −1(ω2n1 − ω2n2). (164)
By way of (140), the two dispersion relationships are accordingly given by
ω2n1/2(k) = ω
2
n1 −

2
(
γ +
θ(0)11 · ikˆ
ρ(0)1
+
θ(0)22 · ikˆ
ρ(0)2
±
√(
γ − θ
(0)
11 · ikˆ
ρ(0)1
+
θ(0)22 · ikˆ
ρ(0)2
)2
+
4{θ(0)12⊗ θ(0)12} : (kˆ)2
ρ(0)1 ρ
(0)
2
)
, (165)
where the matrix {θ(0)12⊗ θ(0)12} ∈ R2×2 is in general positive semi-definite, and specifically positive definite when
θ(0)12 · i1 6= 0, θ(0)12 · i2 6= 0, and arg(θ(0)12 · i1)− arg(θ(0)12 · i2) 6= npi, n ∈ Z. (166)
Equations (165) describe “almost touching” (resp. crossing) branches when γ 6= 0 (resp. γ = 0) featuring the middle
plane
(P) : ω2P(k) = ω2n1 −

2
(
γ +
θ(0)11 · ikˆ
ρ(0)1
+
θ(0)22 · ikˆ
ρ(0)2
)
. (167)
When (P) is horizontal, we further have
1
ρ(0)1
θ(0)11 +
1
ρ(0)2
θ(0)22 = 0, (168)
which holds true for any ρ-orthogonal eigenfunction basis, by the conservation of the trace of Aγ . In this case,
dispersion relationship (165) simplifies to
ω2n1/2(k) = ω
2
n1 −

2
(
γ ±
√(
γ − 2θ
(0)
11 · ikˆ
ρ(0)1
)2
+
4{θ(0)12⊗ θ(0)12} : (kˆ)2
ρ(0)1 ρ
(0)
2
)
. (169)
6.3.1. Dirac cones
With reference to (169), when γ = 0 i.e. ωn1 = ωn2 , we choose the eigenfunction basis that diagonalizes A
γ in given
direction kˆ/‖kˆ‖. In this case all vectors θ(0)pq are imaginary-valued up to a complex multiplier, since θ(0)11 ,θ(0)22 ∈ iR2
by (88) and θ(0)12 ·ikˆ = 0. As a result, the dispersion relationships (169) are characterized by (i) elliptical isocontours
when the vectors (ρ(0)1 )
−1θ(0)11 and (ρ
(0)
1 ρ
(0)
2 )
−1/2θ(0)12 are linearly independent, and (ii) circular isocontours when they
are orthogonal with equal norms. In the latter case, (169) reduces to
ω2n1/2(k) = ω
2
n1 ∓
‖θ(0)11‖
ρ(0)1
‖kˆ‖, (170)
which describe axisymmetric Dirac cones as depicted in Fig. 3(a).
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Figure 3: Examples of: (a) Dirac cones, (c) Blunted Dirac cones, (c) tilted-blunted Dirac cones, and (d) tilted Dirac cones. All panels
include the “middle plane” (P) according to (167).
6.3.2. Blunted Dirac cones
When γ 6= 0 in (169), assuming dωn1/2/dk|k=ks = 0 implies that θ(0)11 = 0 and thus θ(0)22 = 0 by (168). Further, if
the matrix {θ(0)12⊗ θ(0)12} is positive-definite due to (166), the dispersion relationships in (169) are characterized by
elliptic isocontours and thus exhibit cone-like geometry. As a special case, the isotropy of {θ(0)12⊗ θ(0)12} is attained
when θ(0)12 ‖ i1 ± ii2, in which situation (169) becomes
ω2n1/2(k) = ω
2
n1 −

2
(
γ ±
√
γ2 +
2‖θ(0)12‖2
ρ(0)1 ρ
(0)
2
‖kˆ‖2
)
. (171)
Geometrically, (171) describe an axisymmetric variant of the blunted Dirac cones shown in Fig. 3(b).
Remark 18. At “apexes” of the Brillouin zone ks =
1
2 (
∑
j nje
j), nj ∈ {−1, 0, 1}, we have θ(0)11 = 0 and θ(0)12 ∈ Rd by
Claim 11. As a result, we cannot have axisymmetric Dirac cones (170) nor axisymmetric blunted Dirac cones (171)
there. This claim also applies to situations without axial symmetry.
6.3.3. Tilted- and tilted-blunted Dirac cones
Let us next forgo condition (168) which ensures that (P) is horizontal. When γ 6= 0, (165) describes a pair of
tilted-blunted Dirac cones only if: (i) the first term under the square-root sign reduces to γ2, namely
1
ρ(0)1
θ(0)11 =
1
ρ(0)2
θ(0)22 6= 0, (172)
and (ii) {θ(0)12 ⊗ θ(0)12} is positive-definite according to (166). If further θ(0)12 ‖ i1 ± ii2, the two cones become
“symmetric” in that ω21/2(k)− ω2P(k) is axisymmetric in terms of kˆ.
When γ = 0, and (168) is violated, on the other hand, (165) describe tilted Dirac cones (see Fig. 3(c)) provided
that the vectors (ρ(0)1 )
−1θ(0)11 − (ρ(0)2 )−1θ(0)22 and (ρ(0)1 ρ(0)2 )−1/2θ(0)12 are linearly independent. In this case, the “cone
symmetry” is relaxed and applies as long as the two vectors are mutually orthogonal with the same norm.
6.4. Dirac behavior in R2 for Q = 3
Consider a cluster of three eigenfrequencies, ωn1 = ωn2 and ωn3 , at ks =
1
2 (
∑
j nje
j), nj ∈ {−1, 0, 1}. Thanks to
Claim 11, we find that
Aγ =
 0 θ(0)12 · ikˆ θ(0)13 · ikˆ−θ(0)12 · ikˆ 0 θ(0)23 · ikˆ
−θ(0)13 · ikˆ −θ(0)23 · ikˆ γρ(0)3
 , γ = −1(ω2n1 − ω2n3), θ(0)pq ∈ R2. (173)
When γ 6= 0 and Aγ has partial rank in all directions kˆ/‖kˆ‖, condition detAγ = 0, implies that θ(0)12 = 0. In
this case, we have ω2n1(kˆ) = ω
2
n1 (a horizontal plane), and
ω2n2/3(k) = ω
2
n1 −

2
(
γ ±
√
γ2 +
4(θ(0)13 )
2 : (kˆ)2
ρ(0)1 ρ
(0)
3
+
4(θ(0)23 )
2 : (kˆ)2
ρ(0)2 ρ
(0)
3
)
, (174)
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which describe a pair of Dirac cones (with elliptic isocontours) as long as the vectors (ρ(0)1 ρ
(0)
3 )
− 12 θ(0)13 and (ρ
(0)
2 ρ
(0)
3 )
− 12 θ(0)23
are linearly independent. As before, the axial symmetry of (174) is attained when the two vectors are orthogonal
and have equal norms.
Assuming γ = 0, on the other hand, Aγ becomes anti-symmetric and thus necessarily rank deficient. In this
case, the counterpart of (174) reads
ω2n2/3(k) = ω
2
n1 ∓ 
√
(θ(0)12 )
2 : (kˆ)2
ρ(0)1 ρ
(0)
2
+
(θ(0)13 )
2 : (kˆ)2
ρ(0)1 ρ
(0)
3
+
(θ(0)23 )
2 : (kˆ)2
ρ(0)2 ρ
(0)
3
, (175)
which describe a pair of Dirac cones provided that the sum inside the square root is axially-symmetric in terms of kˆ.
We illustrate this case by letting θ(0)12 = 0 and assuming that (ρ
(0)
1 ρ
(0)
3 )
− 12 θ(0)13 and (ρ
(0)
2 ρ
(0)
3 )
− 12 θ(0)23 are orthogonal
with equal norms. In such instance, (175) reduces to
ω2n2/3(k) = ω
2
n1 ∓ 
‖θ(0)13‖
(ρ(0)1 ρ
(0)
3 )
1/2
‖kˆ‖, (176)
which yield the respective group velocities as
cg2/3(k) = ∓
‖θ(0)13‖
2ωn1(ρ
(0)
1 ρ
(0)
3 )
1/2
kˆ
‖kˆ‖ . (177)
Remark 19. Equations (176) and (177) describe the behavior of the so-called Zero Index Metamaterials (ZIM)
[10, 25, 26] where Dirac-like dispersion relationship occurs (for some ωn1 = ωn2 =ωn3) at the origin of the Brillouin
zone ks=0. In this neighborhood, the phase velocity of branches n2 and n3 approaches infinity, while the affiliated
group velocities are non-trivial – and in fact constant in any given direction kˆ/‖kˆ‖. This allows for the propagation
of energy with near-zero phase delay across finite distances which has applications to e.g. cloaking, wave tunneling,
and directive emission [10].
6.5. Dirac behavior in R3 for Q = 2
Consider a periodic medium S ⊂ R3 that presents two nearby (or repeated) eigenfrequencies, ωn1 and ωn2 . The
two dispersion relationships are in this case also given by (165), where the matrix {θ(0)12⊗ θ(0)12} ∈ R3×3 is positive
semi-definite and necessarily rank deficient. When γ 6= 0 and dωn1/2/dk|k=ks = 0 , we find that θ(0)11 = θ(0)22 = 0
which reduces (165) to
ω2n1/2(k) = ω
2
n1 −

2
(
γ ±
√
γ2 +
4{θ(0)12⊗ θ(0)12} : (kˆ)2
ρ(0)1 ρ
(0)
2
)
. (178)
Expressions (178) describe anisotropic dispersion relationships that are: (a) invariant in the direction Re(θ(0)12 ) ×
Im(θ(0)12 ) of kˆ when Re(θ
(0)
12 ) and Im(θ
(0)
12 ) are linearly independent (see Fig. 4(a)), and (b) invariant within the
planes orthogonal to Re(θ(0)12 ) when the latter two vectors are parallel (se Fig. 4(b)).
On the other hand, when γ = 0, equations (165) describe hyper-cones provided that (i) condition (168) holds,
and (ii) the vectors (ρ(0)1 )
−1θ(0)11 , (ρ
(0)
1 ρ
(0)
2 )
− 12 Re(θ(0)12 ) and (ρ
(0)
1 ρ
(0)
2 )
− 12 Im(θ(0)12 ) are mutually orthogonal with equal
norms. In such case, the dispersion relationships are given by (170), a scenario that is illustrated in Fig. 4(c).
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Figure 4: Cross-sections of the dispersion relationship ωn2 (k) for d = 3 according to: (a) equation (178) where Re(θ
(0)
12 ) and Im(θ
(0)
12 ) are
linearly independent; (b) equation (178) where Re(θ
(0)
12 ) and Im(θ
(0)
12 ) are parallel, and (c) equation (170) depicting a single hyper-cone.
Remark 20. With reference to Claim 11, the real-valuedness of θ(0)pq prevents the existence of hyper-conical disper-
sion relationships at “apexes” ks =
1
2 (
∑
j nje
j), nj ∈ {−1, 0, 1} of the first Brillouin zone.
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7. Numerical examples
In this section, we seek to illustrate the utility of the proposed homogenization framework by considering both free
(f˜k = 0) and forced (f˜k 6= 0) wave motion problems.
7.1. Dispersion relationships
Let us first examine the performance of the asymptotic solution in terms of local approximation of the dispersion
relationships. To this end, we consider a non-orthogonal lattice with Neumann exclusions, and an orthogonal lattice
with Dirichlet exclusions.
7.1.1. Kagome lattice
As a first example, we consider the anti-plane shear wave motion in a Kagome lattice S ⊂ R2. This configuration is
motivated by a recent experimental study [33] of the wave transport in symmetric and asymmetric Kagome lattices,
that revealed frequency-dependent directive behavior in the bulk and the existence of (evanescent) edge modes.
With reference to Fig. 5(a), our lattice is characterized by a trihexagonal tiling geometry where the equilateral
triangles of side a=1 are linked by hinges of thickness h=0.04a, yielding the porosity of v=0.75. For completeness,
Fig. 5(b) shows the unit cell of periodicity including the lattice basis vectors e1 and e2 are, while Fig. 5(c) displays
the first Brillouin zone including the reciprocal basis vectors e1 and e2. The motion in the medium is governed
by the wave equation (11) with ρ(x) = 1 and G(x) = 1, subject to the traction-free boundary condition along the
perimeter of hexagonal voids. In this case, the lattice basis vectors and the reciprocal basis vectors are given by
e1 = a
(
i1 +
√
3i2
)
, e2 = a
(− i1 +√3i2), e1 = pia (i1 + 1√3 i2), e2 = pia (− i1 + 1√3 i2).
In the absence of the source term (f˜k = 0), the foregoing homogenization framework enables local approximation
the dispersion relationship in the vicinity of an arbitrary pair (ks, ωn(ks)), ks ∈ B, which is a way to access the
effective properties of the medium. With reference to Fig. 5(c), we illustrate this by taking ks as the origin of the
Brillouin zone (point A), apex points B and C, and internal points M and N given respectively by
−→
AB = 12 e
1,
−→
AC = pia
(
1
3 i1 +
1√
3
i2
)
,
−−→
AM = 0.4125
−→
AC,
−→
AN = 0.4761
−→
AB.
1
2
e2
Figure 5: Schematics of (a) Kagome lattice S ⊂ R2 including the origin of the canonical basis; (b) unit cell of periodicity Y , with δY ′
(solid lines) and δY (N) (dashed lines) indicating respectively the support of periodic and homogenous Neumann boundary conditions;
and (c) the first Brillouin zone featuring “test” points A, B, C, M and N.
The reference dispersion relationship along path BACB, as well as the cell functions at each wavenumber-
eigenfrequency pair (ks, ωn(ks)) required to evaluate the asymptotic approximation, are computed numerically
via the finite element platform NGSolve [37] by discretizing the unit cell with triangular elements of order 5 and
maximum size hmax = 0.02a. Fig. 6 compares the first 12 dispersion branches with their respective approximations
in the neighborhood of points A, B and C, while Fig. 7 focuses on branches 13–20 and the neighborhood of points
A, B, C, M and N. In each case, we specify the extent of repeated- or cluster-eigenvalue asymptotic approximation
(as applicable) by the set
N ?` = {n1, n2, . . . nQ}, ? ∈ {A,B,C,M,N}
where, for given index ?, ` locates the cluster in the order of increasing frequency.
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In Figs. 6 and 7, clusters NA1 through NA5 and NA7 each feature a repeated eigenfrequency of multiplicity
Q = 2, where A(kˆ) = 0 in all perturbation directions; hence the dispersion relationship in those neighborhoods is
uniformly described by (112). In the cluster NA6 with Q = 3, matrix Aγ(kˆ) obtained after expanding about the
15th branch (n0 =15) is found to be of full rank in all perturbation directions; as a result, the local description of
the dispersion relationship is in this case provided by (147). Alternatively, if the same cluster were expanded about
the 16th branch (n0 = 16) instead, one would find the local asymptotic description to be given by ω
2
n1(k) = ω
2
n1
and (174) with (n1, n2, n3) = (16, 17, 15).
Clusters NA4 in Fig. 6 and NA7 , NB6 and NC6 in Fig. 7, on the other hand, each feature two distinct eigenvalues
(Q=2, γ 6= 0) and trivial effective matrices, A(0)(kˆ)=0 and B(0)(kˆ)=0, in all perturbation directions. As a result,
matrix Aγ(kˆ) has partial rank, whereby the local dispersion relationships are described by (147) with q = 2 and
(148) with N0 = 1. Concerning the cluster NB1 in Fig. 6 where similarly Q = 2, γ 6=0, it is worth noting that the
effective matrix B(0) is in this case sign-indefinite as seen from the “inverted” curvatures in the directions BA and
BC.
In Fig. 6 and Fig. 7, clusters NC1 and NC7 feature pure Dirac behavior (Q= 2) in directions CB and CA, as
described by (169) with γ = 0 and θ(0)11 ∦ θ
(0)
12 . Clusters NC2 with Q = 4, NC3 with Q = 3, NC4 with Q = 3 and
NC5 with Q=3 feature similar Dirac behavior; however these clusters also account for the interaction with nearby
(non-Dirac) branches for a better description of the local dispersion behavior. From Fig. 7, we also note that
the local approximation of wave dispersion at internal points M and N describes with high fidelity the respective
numerical results. This holds true for both isolated frequencies and clusters NM1 and NN1 of size Q = 3.
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Figure 6: Approximation of the first twelve dispersion branches for the Kagome lattice near points A, B and C in Fig 5(c). In the
display, dotted lines track the reference numerical results; solid lines signify the leading-order approximation of the clusters of nearby
branches (Q>1), and dash-dotted lines plot the second-order approximation of isolated dispersion branches (Q=1). The normalization
parameters are defined as k0 = pi/a and ω0 =
√
G/(ρa2).
7.1.2. Pinned square lattice
As a second example, we take S ⊂ R2 as a homogenous medium (G = 1, ρ = 1) endowed with a square array of
circular exclusions, referred to as “pins”, where u(x) = 0. Referring to Fig. 8(a), the array of pins is characterized
by the spacing a = 1 and diameter 0.25a, resulting in the lattice porosity of v = 0.05. In this case, the lattice basis
vectors and the reciprocal basis vectors are given by
e1 = ai1, e2 = ai2, e
1 = 2pia i1, e
2 = 2pia i2.
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Figure 7: Approximation of the dispersion branches 13–20 for the Kagome lattice near points A, B, C, M and N in Fig 5(c). In the
display, dotted lines track the reference numerical results; solid lines signify the leading-order approximation of the clusters of nearby
branches (Q>1); dashed lines indicate first-order approximation of isolated dispersion branches (Q=1) at M and N, and dash-dotted
lines plot the second-order approximation of isolated dispersion branches at A. The normalization parameters are defined as k0 = pi/a
and ω0 =
√
G/(ρa2).
For completeness, Fig. 8(b) details the unit cell of periodicity Y , and Fig. 8(c) illustrates the first Brillouin zone
including the “test” points A, B, C, M1, M2, N1, and N2 given by
−→
AB = 12 e
1,
−→
AC = 12 (e1+e2
)
,
−−−→
AM1 = 0.4250
−→
AC
−−−→
AM2 = 0.5250
−→
AC,
−−→
AN1 = 0.5125
−→
AB
−−→
AN2 = 0.7125
−→
AB.
(a)
Figure 8: Schematics of (a) pinned square lattice S⊂R2; (b) unit cell of periodicity Y , with ∂Y ′ (solid lines) and ∂Y (D) (dashed lines)
indicating respectively the support of periodic and homogenous Dirichlet boundary conditions; and (c) first Brillouin zone featuring
“test” points A, B, C, M1, M2, N1, and N2.
Fig. 9 examines the performance of the asymptotic models in terms of the first eleven branches of the dispersion
relationship. The reference numerical values along path BACB, as well as the cell functions at each wavenumber-
eigenfrequency pair (ks, ωn(ks)) required to evaluate the asymptotic approximation, are computed via NGSolve
by discretizing the unit cell with triangular elements of order 5 and maximum size hmax = 0.0175a. As indicated
earlier, the comparison is made in a neighborhood of the origin A, apex points B and C, and internal points M1,
M2, N1 and N2, of the first Brillouin zone.
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From Fig. 9, one first observes that the introduction of “pins” (where u = 0) in an otherwise homogeneous
medium results in both zero-frequency band gap, and another complete band gap just above the first dispersion
branch. In terms of the asymptotic approximation, we note that clusters NB1 and NB2 of size Q=2 exhibit direction-
dependent behavior. Concerning NB1 for example, we specifically find that the cluster’s behavior in direction BC
(where Aγ(kˆ) is of full rank) is approximated by (147), whereas in direction BA (where rank(Aγ(kˆ) = 1) (148)
applies. Analogous comment applies to NB2 , with the roles of directions BC and BA reversed.
Further, cluster NC3 in Fig. 9 describes a repeated eigenvalue of multiplicity Q = 2; in this case A(0)(kˆ)=0, and
the dispersion relationships are approximated by (112). In contrast, clusters NN11 , NN21 , NM11 , and NM21 , which
carry the same size, are commonly characterized by the full-rank A(0)(kˆ) in the respective directions of the band
diagram. Accordingly, these clusters are described (to the leading order) by (109).
Moving our attention to larger clusters, we note that NA2 and NC1 (with Q= 3) each describe the case where
γ 6= 0 and rank(Aγ) = 2, examined in sections §5.3.2 and §6.4. With reference to Section 6.4, we specifically
let (n1, n2, n3)NA2 = (6, 7, 5) with n0 = 6, and (n1, n2, n3)NC1 = (2, 3, 1) with n0 = 2. Finally, we note that the
“superclusters” NA1 (with Q=4) and NC2 (with Q=5) are approximated very well by the leading-order model (148),
with Aγ(kˆ) being of full rank in each relevant direction of the band diagram.
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Figure 9: Approximation of the dispersion branches 1–11 for the pinned square lattice near points A, B, C, M1, M2, N1 and N2 in
Fig 8(c). In the diagram, dotted lines track the reference numerical results; solid lines signify the leading-order approximation of the
clusters of nearby branches (Q>1), and dash-dotted lines plot the second-order approximation of isolated dispersion branches (Q=1).
The normalization parameters are defined as k0 = pi/a and ω0 =
√
G/(ρa2).
7.2. Forced medium motion (f˜k 6= 0)
To illustrate the asymptotic approximation of the forced motion problem, we next examine the response of a two-
dimensional Kagome lattice detailed in Section 7.1.1, at frequency ω2 = ω22(0) + 
2 within the first band gap (see
Fig. 6). On recalling Claim 1 and Remark 1, for the source term f(x) according to (16) we assume Gaussian source
distribution with ks = 0 (i.e. k = kˆ) given by
f˜k(x) = F (k)φ(x), F (k) = |C| a
2
pi
e−a
2‖kˆ‖2e−ikˆ·x◦ , φ ∈ L2p(Y ), (179)
and
φ(x) =
M∑
k=0
4
3pi(2k+1)
[
sin
(
2pi(2k+1)( 14 − x1)
)
+ sin
(
2pi(2k+1)( 14 − x2)
)
+ sin
(
2pi(2k+1)(x1 + x2)
)]
, (180)
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with x◦ = −0.25(e1 + e2). Note that (180) approximates a dipole on Y as M →∞.
We consider the response of the Kagome lattice for  ∈ {0.25, 0.5} in terms of the full field u[p] and the mean
field 〈u〉[p]ρ (p = 0, 1, 2) according to (156) and (160). Thanks fo the exponential decay with k of f˜k in (157)–
(159) and (161)–(163), in computations we conveniently supersede the domain of integration C by [−pi/a, pi/a] ×
[−pi/a, pi/a]. To compute the featured eigenfunction, the cell functions, and the effective coefficients in (157)–(159)
and (161)–(163), we solve the the respective unit cell problems via NGSolve by discretizing the unit cell in Fig. 5(b)
with triangular elements of order 5 and maximum size hmax = 0.05a.
For the purposes of numerical verification, the reference global solution is computed via NGSolve over a paral-
lelepiped Ω = {x∈S, |xj |<23, j ∈1, 2} (subject to homogeneous Dirichlet boundary conditions) that is discretized
with triangular elements of order 3 and maximum size hmax = 0.05a. Since the finite element simulations require
the source distribution in space f(x), we similarly extend the domain of integration in (16) to R2 in order to
facilitate analytical evaluation. Note that the use of Dirichlet (in lieu of radiation) conditions on ∂Ω is permitted
by the exponential decay of u(x) at driving frequencies inside the band gap.
As an illustration, Fig. 10 plots the real parts of the eigenfunction φ˜2 and the components of χ
(1) and χ(2).
With reference to (179)–(180), Fig. 11 shows the periodic function φ for M = 8 and the associated cell function
ζ(0) featured in the expression η(0)(k,x) = F (k)ζ(0)(x), see Remark 6. Fig. 12 plots both the computed source
distribution, f(x), in the physical space and the NGSolve simulations of u(x) for  ∈ {0.25, 0.5} over a hexagonal
truncation of Ω centered at x◦. From the display, we observe that the medium response (i) conforms with the
symmetries of the source and the Kagome lattice, and (ii) decays fast with ‖x−x◦‖ as expected for solutions inside
a band gap. Fig. 13 (resp. Fig. 14) compares, for  = 0.25 (resp.  = 0.5), the finite element response with the
asymptotic approximations u[p] and 〈u〉[p]ρ (p = 0, 1, 2) across example cross-sections of the lattice. From the panels,
one may observe both a clear increase in the fidelity of asymptotic approximation with p, and the ability of the
effective solution (supported in R2 instead of S) to describe the essential response of the Kagome lattice.
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Figure 10: Eigenfunction φ˜2(x) and components of the cell functions χ(1)(x) and χ(2)(x) (ks = 0, real parts only).
8. Summary
In this work, we establish a rational framework for finite-wavenumber, finite-frequency (FW-FF) homogenization
of the scalar wave equation in (generally non-orthogonal) periodic media with Dirichlet and Neumann exclusions.
The proposed asymptotic ansatz applies to spectral neighborhoods of (i) an arbitrary wavenumber within the
first Brillouin zone, and (ii) either simple, repeated, or nearby eigenfrequencies. With the aid of the Bloch-wave
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Figure 11: Periodic function φ(x) and affiliated cell function ζ(0)(x) (real part only).
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(a)
Figure 12: Source distributions f(x) (left panels) and respective responses u(x) of the Kagome lattice (right panels) for: (a)  = 0.25,
and (b)  = 0.5. The plots are made over a hexagonal subdomain of Ω centered at x◦
expansion that provides us with control over the wavenumber, we also account for, and homogenize, the source term
featured in the scalar wave equation. A systematic asymptotic analysis of tightly-spaced eigenfrequency clusters
(covering the most general asymptotic configuration) reveals an effective system of field equations featuring a
“matrix” operator weaving Dirac- and wave-like behaviors, and a vector source term built from the projections of
the (scalar) source term onto participating phonons, i.e. Bloch eigenfunctions. As numerical examples, we provide
asymptotic description of the dispersion relationship for a Kagome lattice with Neumann exclusions, and a pinned
square lattice. We also examine the performance of the effective model with a source term, up to the second order
of asymptotic correction, by considering the response of the Kagome lattice to a dipole-like source acting near the
edge of an internal band gap.
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Figure 13: Response of the Kagome lattice for  = 0.25: numerical values versus leading-, first-, and second-order (full and effective)
asymptotic approximations for (a) x · j = 1.5, and (b) x · j = 8.43. The leading- and first- order effective approximations overlap due
to symmetry of the problem.
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Figure 14: Response of the Kagome lattice for  = 0.5: numerical values versus leading-, first-, and second-order (full and effective)
asymptotic approximations for (a) x · j = 1.5, and (b) x · j = 8.43. The leading- and first- order effective approximations overlap due
to symmetry of the problem.
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Appendix A. Supporting results
Appendix A.1. Bloch wave expansion (BWE)
Assume f ∈ L2(S). Leting x ∈ S, we define the function f˜k ∈ L2p(Y ) as
f˜k(x) =
∑
r∈R
f(x+ r)e−ik·(x+r).
For ks ∈ Rd, we have∫
ks+B
1
|B| f˜k(x)e
ik·xdk =
∫
ks+B
1
|B|
∑
r∈R
f(x+ r)e−ik·rdk =
∑
r∈R
f(x+ r)
e−iks·r
|B|
∫
B
e−ik·rdk = f(x), (A.1)
since the last integral vanishes for all r 6= 0 due to (7).
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Appendix A.2. Relationship between the plane wave expansion (PWE) and BWE
Let ψ(k) be a Y ∗0 -periodic function defined on the reciprocal space Rd as
ψ(k) =
∑
r∈R
eir·k.
For r∗∈ R∗, it is clear that ψ(k+ r∗) = ψ(k) since r · r∗ ∈ 2piZ by (1) and (6). Next, let φ(k) be Y ∗0 -periodic and
square-integrable over Y ∗0 and let Φ(r), with r ∈ R, denote its Fourier series coefficient. For k◦∈ Rd, we then have∫
Y ∗0
ψ(k − k◦)φ(k)dk =
∫
Y ∗0
(∑
r∈R
eir·(k−k◦)
)
φ(k)dk =
∑
r∈R
e−ir·k◦
∫
Y ∗0
eir·kφ(k)dk
=
∑
r∈R
e−ir·k◦ |Y ∗0 | Φ(−r) = |Y ∗0 |
∑
r∈R
eir·k◦ Φ(r)
= |Y ∗0 | φ(k◦) = |B| φ(k◦+ c∗), c∗ ∈ R∗. (A.2)
Next, recall the PWE of f ∈L2(S) given by (17). For given k◦ ∈ ks+ B, we first define a unique translation
vector c∗(k◦) ∈ R∗ such that
k◦∈ ks+ B → k◦ + c∗(k◦) ∈ Y ∗0 .
With reference to definition (15) of the Bloch transform and (17), one accordingly has
f˜k◦(x) =
∑
r∈R
f(x+ r) e−ik◦·(x+r) =
∑
r∈R
∫
Rd
F(k)ei(k−k◦)·(x+r) dk
=
∫
Rd
F(k)ei(k−k◦)·x
(∑
r∈R
ei(k−k◦)·r
)
dk =
∫
Rd
F(k)ei(k−k◦)·x ψ(k − k◦) dk
=
∑
r∗∈R∗
∫
r∗+Y ∗0
F(k)ei(k−k◦)·x ψ(k − k◦) dk.
=
∑
r∗∈R∗
∫
Y ∗0
F(r∗+ k)ei(r
∗+k−k◦)·x ψ(k − k◦) dk (A.3)
= |B|
∑
r∗∈R∗
F(r∗+ k◦ + c∗(k◦))ei(r
∗+c∗(k◦))·x = |B|
∑
r∗∈R∗
F(r∗+ k◦)eir
∗·x. (A.4)
Note that (A.4) is obtained from (A.3) by (i) setting, for any given r∗, φ(k) := F(r∗+ k)ei(r
∗+k−k◦)·x over Y ∗0 ;
(ii) extending the support of such defined φ(k) to Rd by the application of Y ∗0 -periodicity, and (iii) applying (A.2)
with c∗ = c∗(k◦) to each term in the sum. This establishes claim (18). Assuming further that F(k) is compactly
supported inside ks+ B, we obtain (19) thanks to the fact that F(r∗ + k) = 0 for all r∗ 6= 0.
Appendix A.3. Effective coefficients
Proof of Claim 2. We integrate {((53)⊗ χ(1), 1)} using the divergence theorem and the flux boundary conditions
(38) written in terms of G(∇ksχ(1)+ φ˜nI) to obtain
µ(0) = 〈Gφ˜nI〉+ λn{(ρχ(1)⊗ χ(1), 1)} − {(G(∇ksχ(1)) · (∇ksχ(1)), 1)} ∈ Rd×d. (A.5)
Remark 21. The “dot” operator in (A.5) and thereafter assumes inner tensor contraction with respect to the first
index.
Proof of Claim 5. We evaluate integrals {((61)⊗ χ(1), 1)} and {((53)⊗ χ(2), 1)} by applying the divergence
theorem and exploiting the boundary conditions (38) satisfied by G(∇ksχ(1)+ φ˜nI) and G(∇ksχ(2) + {I⊗ χ(1)}′).
In this way, we find that
θ(1) = {(Gχ(1)⊗∇ksχ(1), 1)} − {(Gχ(1)⊗∇ksχ(1), 1)} + {(GI⊗ χ(1), φ˜n)} − {(GI⊗ χ(1), φ˜n)}
+ {θ(0)⊗ 1
ρ(0)
{(ρχ(1)⊗ χ(1), 1)}} ∈ iRd×d×d. (A.6)
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Proof of Claim 7. We evaluate integrals {((69)⊗ χ(1), 1)}, {((53)⊗ χ(3), 1)} and {((61)⊗ χ(2), 1)} by applying
the divergence theorem and exploiting the boundary conditions (38) satisfied by G(∇ksχ(1)+ φ˜nI), G(∇ksχ(2) +
{I⊗ χ(1)}′) and G(∇ksχ(3) + {I⊗ χ(2)}′). We then obtain
µ(2) = −λn{(ρχ(2)⊗ χ(2), 1)}+ {(G(∇ksχ(2)) · (∇ksχ(2)), 1)} − {(GI⊗ χ(1)⊗ χ(1), 1)}
+ {µ(0)⊗ 1
ρ(0)
{(ρχ(1)⊗ χ(1), 1)}} ∈ Rd×d×d×d. (A.7)
Proof of Claim 10. We integrate {((92)⊗ χ(1)p , 1)} by applying the divergence theorem and making use of the
boundary conditions (38) satisfied by G(∇ksχ(1)q + φ˜npI) to obtain
µ(0)qp = 〈Gφ˜npI〉nq + λn{(ρχ(1)q ⊗ χ(1)p , 1)} − {(G(∇ksχ(1)p ) · (∇ksχ(1)q ), 1)}.
As a result, for p ∈ 1, Q we have
µ(0)qp : (ikˆ)
2 =
(
〈Gφ˜npI〉nq + λn{(ρχ(1)q ⊗ χ(1)p , 1)} − {(G(∇ksχ(1)p ) · (∇ksχ(1)q ), 1)}
)
: (ikˆ)2 = µ(0)pq : (ikˆ)2,
which demonstrates that the matrix B(0) is Hermitian.
Proof of Claim 11. By construction, family ψ˜q, q ∈ N0, N is ρ-orthogonal. Thus for p, q ∈ N0, N we have
(ρψ˜′p, ψ˜
′
q) = (ρψ˜p, ψ˜q) = δpq(ρψ˜p, ψ˜p).
For p, q ∈ 1, N0, we have
(ρψ˜′p, ψ˜
′
q) =
N0∑
s=1
N0∑
r=1
P¯spP¯rq(ρψ˜s, ψ˜r) =
N0∑
s=1
P¯spP¯sq(ρψ˜s, ψ˜s) =
N0∑
s=1
P¯spP¯sqρ
(0)
s =
N0∑
s=1
P¯sqDssP¯sp
= δpq
( N0∑
s=1
P¯spDssP¯sp
)
.
Further, for p ∈ 1, N0 and q ∈ N0, N , we have
(ρψ˜′p, ψ˜
′
q) =
N0∑
s=1
P¯sp(ρψ˜s, ψ˜q) = 0,
whereby family ψ˜′p is ρ-orthogonal as well.
Appendix A.3.1. Cell functions identities
Proof of Claim 4. Identity (64) is obtained by evaluating integrals ((53)η(0), 1) and ((62)χ(1), 1) via the diver-
gence theorem and use of the boundary conditions (38) satisfied by G∇ksη(0) and G(∇ksχ(1)+ φ˜nI).
Proof of Claim 6. Identity (72) is obtained by evaluating integrals ((53)η(2), 1) and ((74)χ(1), 1) via the diver-
gence theorem and use of the boundary conditions (38) satisfied by G∇ksη(2) and G(∇ksχ(1)+ φ˜nI).
Proof of Claim 8. Identity (8) is obtained by evaluating integrals ((53)η(1), 1), ((70)χ(1), 1) and ((61)η(0), 1)
via the divergence theorem and use of the boundary conditions (38) satisfied by G∇ksη(0), G(∇ksη(1) + η(0)I) and
G(∇ksχ(1)+ φ˜nI).
Appendix A.3.2. Cell functions and effective coefficients at special wavenumbers
Proof of Claim 3. At a wavenumber-eigenfreqency pair (ks, ωn), n ∈ Z+, where ks = 12 (
∑
j nje
j), nj ∈ {−1, 0, 1},
and ωn is simple, the Bloch function φn(x) = φ˜n(x)e
iks·x with φ˜n∈H1p0(Y ) uniquely solves the field equation
−λ˜nρ(x)φn −∇·
(
G(x)∇φn
)
= 0 in Y, (A.8)
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subject to the boundary conditions
φn|∂Y ′j0 = e−iks·ejφn|∂Y ′j1 ,
ν ·G∇φn|∂Y ′j0 = −e−iks·ejν ·G∇φn|∂Y ′j1 ,
ν ·G∇φn|∂Y (N) = 0,
φn|∂Y (D) = 0, (A.9)
where e−iks·ej = (−1)nj , i.e. e−iks·ej ∈ {−1, 1}. Hence, by the uniqueness of the solution, we find that the real
and imaginary parts of φn(x) are proportional, which factorizes φn(x) into a (real-valued function) × eiϕ0 , and we
let ϕ0 = 0 without affecting the normalization (26). We then obtain
θ(0) = 〈G∇ks φ˜n〉 − 〈G∇ks φ˜n〉
= 2i Im(〈G∇ks φ˜n〉) = 2i Im((G∇φn, φn)) = 0.
Similarly, we define X(1)(x) = χ(1)(x)eiks·x with χ(1) ∈ (H¯1p0(Y ))d that uniquely solves the field equation
λ˜nρX
(1) +∇ks·
(
G(∇X(1) + φnI)
)
+G∇φn = 0, (A.10)
subject to the boundary conditions
X(1)|∂Y ′j0 = e−iks·ejX(1)|∂Y ′j1 ,
ν ·G(∇X(1) + φnI)|∂Y ′j0 = −e−iks·ejν ·G(∇X(1) + φnI)|∂Y ′j1 ,
ν ·G(∇X(1) + φnI)|∂Y (N) = 0,
X(1)|∂Y (D) = 0,
from which we conclude that X(1)(x) is real-valued up to a constant factor eiϕ0 .
Proof of Claim 9. On recalling Claim 3 and (A.6), we have
θ(1) = {(GX(1)⊗∇X(1), 1)} − {(GX(1)⊗∇X(1), 1)}
+ {(GI⊗X(1), φn)} − {(GI⊗X(1), φn)}+ {θ(0)⊗ 1
ρ(0)
{(ρX(1)⊗X(1), 1)}} = 0. (A.11)
We next define the Bloch functions X(2)(x) = χ(2)(x)eiks·x and X(3)(x) = χ(3)(x)eiks·x, with χ(2)∈ (H¯1p0(Y ))d×d
and χ(3)∈ (H¯1p0(Y ))d×d×d, that uniquely solve the respective boundary value problems
λ˜nρX
(2) +∇ks·
(
G(∇X(2) + {I⊗X(1)}′))+G(∇X(1) + φnI) = ρρ(0)φnµ(0), (A.12)
X(2)|∂Y ′j0 = e−iks·ejX(2)|∂Y ′j1 ,
ν ·G(∇X(2) + {I⊗X(1)}′)|∂Y ′j0 = −e−iks·ejν ·G(∇X(2) + {I⊗X(1)}′)|∂Y ′j1 ,
ν ·G(∇X(2) + {I⊗X(1)}′)|∂Y (N) = 0,
X(2)|∂Y (D) = 0,
where θ(0) = 0 due to Claim 3, and
λ˜nρX
(3) +∇·(G(∇X(3) + {I⊗X(2)}′))+G{∇X(2) + I⊗X(1)} = ρ
ρ(0)
{
µ(0)⊗X(1)}, (A.13)
X(3)|∂Y ′j0 = e−iks·ejX(3)|∂Y ′j1 ,
ν ·G(∇X(3) + {I⊗X(2)}′)|∂Y ′j0 = −e−iks·ejν ·G(∇X(3) + {I⊗X(2)}′)|∂Y ′j1
ν ·G(∇X(3) + {I⊗X(2)}′)|∂Y (N) = 0,
X(3)|∂Y (D) = 0,
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where θ(0) = 0 due to Claim 3 and θ(1) = 0 by (A.11). Recalling the properties of φn(x) and X
(1)(x), we then
conclude that X(2)(x) and X(3)(x) are each real-valued up to a constant factor eiϕ0 .
Proof of Claim 11. At wavenumber-eigenfrequency pair (ks, ωn) where ks =
1
2 (
∑
j nje
j) nj ∈ {−1, 0, 1}, and ωn
is of multiplicity Q>1, Bloch functions φnp(x) = φ˜np(x)e
iks·x (p= 1, Q) independently solve the boundary value
problem (A.8)–(A.9). In a way that is similar to the simple eigenfrequency case, one finds that φnp are also solutions
of (A.8)–(A.9), and so are Re(φnp) and Im(φnp). Thus, by proceeding with the Gram-Schmidt ρ-orthogonalization
of the 2Q real-valued solutions, we can obtain Q real-valued solutions that are ρ-orthogonal and normalized in the
sense of (26). On relabeling the new (real-valued) basis using original notation, we find
θ(0)pq = 〈G∇ks φ˜nq 〉np − 〈G∇ks φ˜np〉nq
= (G∇φnq , φnp)− (G∇φnp , φnq ) = (G∇φnq , φnp)− (G∇φnp , φnq ) ∈ Rd, (A.14)
which vanishes identically for p = q. We also note that in such case θ(0)qp = −θ(0)pq , which makes iA(0) skew-symmetric
and A(0) itself Hermitian.
To complete the proof of the claim, we note that A(0) admits real eigenvalues thanks to its Hermitian nature.
Let τ be a non-zero eigenvalue, and let v denote the affiliated eigenvector so that A(0)v = τv. By conjugating this
relationship, we find that A(0)v = τv, which yields A(0)v = −τv thanks to the fact that A(0) = −A(0). Hence, −τ
is also an eigenvalue of A(0), and v is the affiliated eigenvector.
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