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Abstract 
Artificial intelligence technology is developing very rapidly. Various fields have applied this technology to help 
human work. Speech recognition system is one of the artificial intelligence technologies that are widely 
applied in various fields. However, some research showed that it was still necessary to develop a method for a 
good speech recognition system. In addition, the development of speech recognition systems that can provide 
benefits needs to be developed, such as text recording. Based on this, the research focuses on developing a 
speech recognition system, in the form of spoken words and convert to text form. Speech words that have been 
recorded are then extracted features using linear predictive coding method. After that, the characteristic 
features of each sound are trained and tested using the Support Vector Machine (SVM) method for the process 
of recognition and convert it into text. Based on the evaluation results show that this system is able to 
recognize words with an accuracy rate of 71.875%. These percentages indicate that the system is able to 
recognize spoken words and transform them into text form properly. 
Keywords: Speech Word Recognition, Text Form, Support Vector Machine (SVM). 
 
Abstrak 
Teknologi kecerdasan buatan berkembang sangat pesat. Berbagai bidang telah menerapkan teknologi ini untuk 
membantu pekerjaan manusia. Sistem pengenalan suara merupakan salah satu teknologi kecerdasan buatan 
yang banyak diterapkan di berbagai bidang. Namun, beberapa penelitian menunjukkan bahwa masih perlu 
dikembangkan metode untuk sistem pengenalan suara yang baik. Selain itu, pengembangan sistem pengenalan 
suara yang dapat memberikan manfaat perlu dikembangkan, seperti rekaman teks. Atas dasar ini, penelitian ini 
berfokus pada pengembangan sistem pengenalan suara, berupa ucapan kata, ke dalam bentuk teks. Ucapan kata 
yang telah direkam kemudian diekstraksi fitur cirinya menggunakan metode linear predictive coding. Setelah 
itu, fitur ciri dari masing-masing suara dilatih dan diuji menggunakan metode Support Vector Machine (SVM) 
untuk proses pengenalan dan mengkonversi kedalam bentuk teks. Berdasarkan hasil evaluasi menujukkan 
bahwa sistem ini mampu mengenali kata dengan tingkat akurasi sebesar 71,875%. Prosentase tersebut 
menunjukkan bahwa sistem mampu mengenali ucapan kata dan mengubahkan kedalam bentuk teks secara 
baik. 
Kata kunci: Pengenalan ucapan kata, Teks, Support Vector Machine (SVM) 
 
1. PENDAHULUAN 
Saat ini, teknologi memiliki peran yang sangat 
penting bagi kehidupan manusia. Teknologi 
kecerdasan buatan merupakan salah satu teknologi 
yang sangat berkembang pesat di berbagai bidang. 
Kecerdasan buatan bertujuan untuk 
mengembangkan sistem computer yang dapat 
berpikir layaknya manusia. Berbagai penerapan 
teknologi kecerdasan buatan menjadi hal penting 
untuk dalam proses pengambilan keputusan. 
Sistem pengenalan suara merupakan salah satu 
penerapan kecerdasan buatan. Namun, sistem  
pengenalan suara yang handal masih perlu 
dikembangkan, baik secara metodologi maupun 
kebermanfaatanya. 
Beberapa riset banyak dilakukan untuk 
mengatasi permasalahan ini, seperti sistem 
pengenalan sinyal ucapan menggunakan metode 
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HTK dan Julius (Agustinus Arya A. dkk, 2012). 
Namun, hasil yang diperoleh tidak dalam bentuk 
teks. Penelitian lain untuk sistem pengenalan suara 
ke dalam bentuk teks juga telah dikembangkan 
menggunakan LPC dan HMM (Fandy H dkk, 
2011). Hasil penelitian menunjukkan bahwa 
akurasi masih sangat dipengaruhi oleh 
ketidakstabilan data. Elsen Ronando dkk pada 
tahun 2015 telah menggunakan Support Vector 
Machine (SVM) untuk proses pengenalan pola. 
Hasil penelitiannya memiliki akurasi yang sangat 
baik dalam proses pengenalan. 
Atas dasar inilah, penelitian ini berfokus pada 
pengembangan sistem pengenalan pola cerdas 
yang mampu secara otomatis mengubah ucapan 
kata kedalam bentuk teks. Ucapan kata diolah 
menggunakan proses pengolahan sinyal digital 
untuk menentukan fitur setiap kata. Kemudian, 
fitur tersebut diidentifikasi menggunakan metode 
pengenalan pola, yaitu support vector machine 
(SVM). Beberapa kata diujicoba dalam sistem ini 
untuk mengevaluasi sistem yang telah dibangun. 
Dengan sistem pengenalan pola ucapan kata ke 
teks ini mampu memberikan informasi secara 
cepat dan tepat kepada para peneliti yang 
mengembangkan sistem pengenalan suara. 
 
2. LANDASAN TEORI 
 
Pada bagian ini berisi tentang landasan teori 
yang digunakan dalam penelitian ini.  
2.1 Pengenalan Suara 
Pengenalan suara yang dimaksud adalah 
pengenalan ucapan manusia oleh suatu sistem 
(misalnya komputer) sehingga memungkinkan 
terjadinya suatu komunikasi karena sistem tersebut 
dapat mengenal arti ucapan manusia (Elsen 
Ronando dkk, 2012).  
Untuk memungkinkan terjadinya pengenalan 
suara yang baik, maka pertama-tama sistem 
melakukan penyimpanan suatu database untuk 
mengetahui setiap arti dari kata yang diberikan 
padanya. Ada proses inilah sangat dibutuhkan 
perencanaan yang cukup matang karena bagian ini 
merupakan inti dari sistem pengenalan suara. 
Terdapat beberapa faktor yang perlu diperhatikan, 
yaitu kondisi lingkungan, jumlah kosa kata, 
kemiripan kosa kata, dan lafal pengucapan kata. 
Ucapan yang dikeluarkan oleh manusia 
merupakan suatu bentuk analog dari gelombang. 
Dalam proses ini akan dilakukan pen-sampling-an 
terhadap gelombang suara yang ada dan 
dinyatakan dalm frekuensi sampling. Misalkan 
untuk melakukan sampling digunakan frekuensi 
sampling sebesar 8000 Hz. Ini berarti bahwa 
gelombang suara yang berbentuk analog akan 
disampling setiap 1/8000 detik sehingga akan 
terdapat 8000 data digital yang dihasilkan dalm per 
satu detik gelombang suara. 
Proses Selanjutnya merupakan proses 
kuantisasi dimana dalam proses ini amplitudo 
gelombang suara yang analog akan dikonversi ke 
dalam bentuk kode digital. Hal utama yang perlu 
diperhatikan adalah sedapat mungkin 
dipertahankannya kualitas suara yang maksimal 
dengan jumlah bit sample yang sedikit mungkin, 
artinya adalah bila gelombang digital ini 
dimainkan kembali maka suara yang terjadi 
tidaklah jauh berbeda dengan suara aslinya. 
Setelah seluruh faktor kondisi diterapkan, 
kemudian data ucapan kata diekstraksi untuk 
mencari ciri dari masing-masing ucapan kata, 
seperti menggunakan linear predictive coding 
(Elsen Ronando dkk, 2012) atau HMM. 
Pada penelitian ini metode yang digunakan 
adalah metode support vector machine (SVM) 
Jurnal Teknologi dan Terapan Bisnis (JTTB)   ISSN(P) :  2615-8817 
Vol. 2, No. 2, Oktober 2019, page. 1-8   ISSN(e) :  2655-5646 
 
3 
 
yaitu dengan melatih ucapan kata yang terdapat 
pada database dan untuk mengenali speech dengan 
proses pengujian pada sistem. 
2.2 Support Vector Machine (SVM) 
Support Vector Machine (SVM) adalah sistem 
pembelajaran untuk mengklasifikasikan data 
menjadi 2 kelompok yaitu menggunakan fungsi-
fungsi linear dan non-linier dalam sebuah ruang 
fitur (feature space) berdimensi tinggi (Ikra 
Dewantara, 2013). Klasifikasi SVM dilakukan 
dengan cara menemukan hyperplane terbaik 
sehingga diperoleh ukuran margin yang maksimal. 
Margin adalah jarak antara hyperplane tersebut 
dengan titik terdekat dari masing-masing kelas. 
Titik yang paling dekat ini disebut dengan support 
vector. 
 
Gambar 1. Ilustrasi Support Vector Machine 
(SVM) linier 
 
Gambar 1 mengilustrasikan dua kelas yang 
dapat dipisahkan secara linier menggunakan 
sepasang bidang batas yang sejajar. Bidang batas 
pertama membatasi kelas pertama ( = 1), dan 
bidang batas kedua membatasi kelas kedua (  = 
1). Persamaan bidang pembatas jika data terpisah 
secara linier dapat dihitung menggunakan 
perkalian vektor antara vektor bobot dengan data 
set seperti disajikan pada Persamaan (1) dan (2) : 
 w.  + b -  untuk kelas 1 = 1                                    
(1) 
w.  + b – untuk kelas 2 = 1                                 
(2) 
dimana :  
= data set  
= kelas dari data  
w = vektor bobot yang tegak lurus terhadap 
hyperplane  
b = menentukan fungsi pemisah relatih terhadap 
titik asal 
Bidang pemisah terbaik adalah bidang pemisah 
yang memiliki margin (jarak antara dua bidang 
pembatas) maksimal atau berada di tengah-tengah 
kedua kelas yang berbeda. Nilai margin antara dua 
bidang pembatas adalah m = . Margin 
maksimal diperoleh dengan menggunakan fungsi 
Lagrangian pada persamaan (3): 
+            (3) 
Vektor w sering kali bernilai sangat besar bahkan 
tidak terhingga, tetapi untuk nilai terhingga. 
Persamaan Lagrange primal problem perlu diubah 
ke dalam Lagrange dual problem seperti 
Persamaan (4) : 
                           
(4) 
Karena min w,b Lp =  Ld. Sehingga solusi 
pencarian bidang pemisah terbaik disajikan dalam 
Persamaan (5) dan (6): 
                            
(5) 
= 0                                          (6) 
Persamaan (6) akan menghasilkan nilai untuk 
setiap data pemodelan. Nilai tersebut digunakan 
untuk menentukan bobot (w). Data yang memiliki 
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nilai  adalah support vector, sedangkan 
sisanya dianggap bukan support vector. Setelah 
ditemukan, maka kelas dari data pengujian 
dapat ditentukan berdasarkan Persamaan (7) : 
 
f( )= +b                                (7) 
 
dimana:  
= support vector  
 = jumlah support vector  
= data yang akan diklasifikasikan 
 
 
Gambar 2. Ilustrasi Support Vector Machine 
(SVM) non- linear 
 
Selanjutnya di ruang vektor baru tersebut SVM 
mencari hyperplane terbaik untuk memisahkan dua 
kelas secara linear. Pencarian hyperplane 
bergantung kepada dot product dari data yang 
dipetakan pada ruang berdimensi tinggi, yaitu (u 
)  (v ). Perhitungan transformasi  (u) ini sangat 
sulit, namun dapat digantikan dengan fungsi yang 
disebut dengan kernel sesuai pada Persamaan (8) : 
 
K (u,v) = (u). (v)                                            (8) 
  
Sehingga jika disubtitusi ke dalam persamaan 
Lagrangian menjadi seperti Persamaan 5 dengan 
fungsi yang dihasilkan pada Persamaan (9) : 
 
L= K(u.v)                      
(9) 
F( )= . K(u.v)+b 
dimana:  
u = data latih  
v = kelas pada data latih  
d dan γ adalah parameter kernel 
 
3. METODE PENELITIAN 
 
Pada bagian ini berisi tentang tahapan metode 
penelitian yang dilakukan.  
3.1 Pengumpulan Data 
Dalam penelitian ini, data yang digunakan 
meliputi: 
3.1.1. Data training dan data testing 
Data ini digunakan sebagai proses 
pengenalan dan pengujian sistem. Sampel data 
yang digunakan adalah data ucapan kata dalam 
bentuk *.wav. 
3.1.2. Data target 
Data ini diperoleh dari data training, yaitu 
berupa target ucapan kata, yaitu berupa ucapan 
kata angka 0 dan 1 dalam lafal Bahasa Inggris, 
yaitu zero and one  
3.2 Pengolahan Data 
Pada fase pengolahan data, data berupa suara 
ucapan kata diolah menggunakan prinsip 
pengolahan sinyal digital untuk memperoleh fitur 
karakteristik dari setiap ucapan kata. Setelah itu, 
fitur dari masing-masing kata dilatih menggunakan 
metode support vector machine. Proses 
pemrosesan data untuk mengidentifikasi ucapan 
kata juga diterapkan dalam fase ini. Tahapan-
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tahapan dari fase pengolahan data dijelaskan 
sebagai berikut: 
3.2.1. Pemrosesan Data 
a. Akuisisi Ucapan Kata, proses pengambilan 
ucapan kata menggunakan mikrofon suara. 
b. Ekstraksi ciri, digunakan untuk menentukan 
fitur dari masing-masing ucapan kata  
3.2.2 Pengenalan Pola Suara  
Pada tahapan ini, fitur kata dilatih 
menggunakan metode support vector machine. 
Proses pelatihan ini akan menggunakan beberapa 
parameter kondisi. 
3.3 Perancangan Antar Muka 
Pada tahapan ini, tampilan antarmuka akan 
dirancang berdasarkan Graphical User Interface 
(GUI). Tujuan dari penggunaan rancangan 
antarmuka berdasarkan GUI ini adalah untuk 
memudahkan tampilan dalam penggunaan 
sistemnya. 
3.4 Perancangan Arsitektur Sistem 
Pada tahapan ini, struktur perangkat lunak 
berbasiskan GUI akan dikonsep dalam sebuah 
sistem yang terkonseptual dan terintegrasi. 
3.5 Implementasi Sistem 
Dalam tahapan ini, beberapa rancangan sistem 
diintegrasikan dalam bahasa pemrograman yang 
sistematis. Sehingga, akan terbangun sebuah 
sistem pengenalan ucapan kata ke dalam bentuk 
teks yang baik dan terstruktur. 
3.6 Uji Coba Sistem 
Pada tahapan ini, sistem pengenalan ucapan 
kata diuji dan dievaluasi kemampuannya. 
Sehingga, dapat digunakan sebagai landasan untuk 
mengambil sebuah kesimpulan terhadap 
performansi yang dikembangkan dalam 
menyelesaikan permasalahan yang muncul. 
3.7 Evaluasi dan Pelaporan 
Pada tahapan ini, luaran berupa laporan 
penelitian dilakukan dalam setiap akhir penelitian, 
dimana dalam hal ini beberapa pengamatan 
penelitian mulai dari implementasi hingga evaluasi 
menjadi sorotan utama untuk mengidentifikasi 
kekuatan dan kelemahan dari sistem yang 
dibangun. 
 
Gambar 3 merupakan alur tahapan metode 
penelitian yang diterapkan dalam penelitian ini. 
 
 
 
Gambar 3. Alur Tahapan Metode Penelitian 
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4. HASIL DAN PEMBAHASAN 
 
Pada bagian ini dijelaskan tentang hasil dan 
pembahasan dalam penelitian ini sebagai berikut: 
 
4.1. Pengumpulan Data 
Dalam tahap ini menggunakan data sekunder 
yang berasal dari rekaman suara ucapan kata angka 
mulai dari 0 dan 1 dalam lafal Bahasa Inggris, 
yaitu zero dan one serta disimpan kedalam 
kedalam bentuk *.wav. Set data diambil dari empat 
responden. Setiap responden melakukan rekaman 
ucapan kata sebanyak 20 kali per ucapan kata 
angka dalam lafal Bahasa Inggris. 
Set data ucapan kata yang telah diperoleh 
dibagi menjadi dua bagian, yaitu set data untuk 
tahap pelatihan dan set data untuk tahap pengujian 
dengan prosentase 80% untuk data pelatihan atau 
128 data suara dan 20% untuk data pengujian atau 
32 data suara. 
 
4.2. Pengolahan Data 
Pada tahap ini, set data diolah menggunakan 
teknik ekstraksi ciri, yaitu metode linear predictive 
coding (LPC). Tabel 1. berikut ini menunjukan 
banyaknya fitur ciri yang dihasilkan dari masing-
masing suara, yaitu fitur ke-1 hingga fitur ke-6. 
 
Tabel 1.  Data Hasil Ekstraksi Fitur 
Fitur-
1 
Fitur-
2 
Fitur-
3 
Fitur- 
4 
Fitur-
5 
Fitur-
6 
37,37 0.0014 0.0042 0.0091 0.0079 0,0095 
29,96 0.0046 34.88 0.00011 0.0033 00016 
      
 
Dalam proses pengujian, terdapat 32 set data 
diuji berdasarkan model yang diperoleh dari hasil 
pelatihan sebelumnya. Hasil dari pengujian 
tersebut kemudian dianalisa kemampuannya dalam 
mengenali ucapan kata. Hasil dari pengujian dalam 
mengenali ucapan kata kemudian diubah ke dalam 
bentuk teks. 
 
4.3. Hasil Perancangan dan Implementasi 
 
 
Gambar 4. Rancangan Arsitektur Sistem 
 
Gambar 4 menunjukkan rancangan arsitektur 
sistem dalam penelitian ini. Berdasarkan Gambar 
2, set data yang diperoleh dari data sekunder 
dianalisa dan diakuisisi per ucapan kata sesuai 
urutan angka 0 dan 1. Setelah itu dilakukan, proses 
ektraksi fitur menggunakan metode linear 
predictive coding. Set data yang telah memiliki 
fitur disimpan dan dibagi menjadi dua bagian set 
data, yaitu set data latih dan set data uji. Data latih 
kemudian dilatih menggunakan metode support 
vector machine untuk menghasilkan model latih. 
Model latih tersebut digunakan untuk proses 
pengujian. Hasil pengujian berupa pengenalan 
ucapan kata yang selanjutnya diubah kedalam 
bentuk teks. 
Pada tahap berikutnya, dilakukan 
implementasi antar muka menggunakan GUI 
Interface Matlab. Gambar 5 menunjukkan 
rancangan implementasi antar muka dalam 
penelitian ini. 
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Gambar 5. Rancangan Antar Muka Sistem 
 
4.4. Hasil Pengenalan Pola 
 
Tahap berikutnya adalah melakukan proses 
pengenalan pola menggunakan metode support 
vector machine. Fitur set data ucapan kata yang 
diperoleh dalam tahap ektraksi ciri kemudian 
dilatih dan diuji. Dalam proses pelatihan, terdapat 
128 set data dilatih menggunakan metode support 
vector machine. Setelah proses pelatihan, 
diperoleh model yang digunakan untuk proses 
pengujian seperti yang ditunjukkan pada Gambar 
6. 
 
 
Gambar 6. Model dari Proses Pelatihan Support 
Vector Machine 
 
Dalam proses pengujian, terdapat 32 set data 
diuji berdasarkan model yang diperoleh dari hasil 
pelatihan sebelumnya. Hasil dari pengujian 
tersebut kemudian dianalisa kemampuannya dalam 
mengenali ucapan kata ke dalam bentuk teks, 
seperti akurasi. Berdasarkan hasil evaluasi yang 
telah dilakukan, pola huruf braille dapar dikenali 
sebesar 71,875% menggunakan metode naïve 
bayes, artinya hanya 23 ucapan kata dikenali dari 
32 data uji. 
 
5. KESIMPULAN 
Berdasarkan hasil evaluasi yang telah 
dilakukan, dapat disimpukan sebagai berikut: 
1. Metode Support Vector Machine dapat 
mengenali ucapan kata kedalam bentuk teks 
secara baik dengan akurasi 71,875% dimana 
hanya 23 data yang dikenali dari 32 data uji. 
2. Penelitian ini dapat memberikan kontribusi 
dalam penelitian yang terkait, terutama dalam 
bidang pengenalan pola. 
 
6. SARAN 
Untuk mendukung dan mengembangkan 
penelitian ini, disarankan hal-hal sebagai berikut: 
1. Penelitian ini dapat dikembangkan dengan 
teknik ektraksi fitur dan pengenalan pola yang 
lain. 
2. Penelitian ini dapat ditingkatkan akurasinya 
dengan menambah data latih. 
3. Penelitian ini dapat ditingkatkan 
performansinya dengan menggunakan metode 
pengurangan noise suara. 
4. Penelitian ini dapat dievaluasi terkait waktu 
komputasi dalam proses pengenalan pola. 
Sehingga, diharapkan mampu berkontribusi 
dalam bidang optimasi. 
5. Penelitian ini dapat dikembangkan 
menggunakan bahasa pemrograman lain 
sehingga memudahkan penggunanya. 
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