We introduce an innovative decomposition technique which reduces a multi-dimensional searching problem to a sequence of one-dimensional problems, each one easily manageable in optimal time×space complexity using traditional searching strategies. The reduction has no additional storage requirement and the time complexity to reconstruct the result of the original multi-dimensional query is linear in the dimension. More precisely, we show how to preprocess a set of S ⊆ IN d of multi-dimensional objects into a data structure requiring O(m log n) space, where m = |S| and n is the maximum number of different values for each coordinate. The obtained data structure is implicit, i.e. does not use pointers, and is able to answer the exact match query in 7(d − 1) steps. Additionally, the model of computation required for querying the data structure is very simple; the only arithmetic operation needed is the addition and no shift operation is used. The technique introduced, overcoming the multi-dimensional bottleneck, can be also applied to non traditional models of computation as external memory, distributed, and hierarchical environments. Additionally, we will show how the proposed technique permits the effective realizability of the well known perfect hashing techniques on real data. The algorithms for building the data structure are easy to implement and run in polynomial time.
Introduction
The efficient representation of multi-dimensional points set plays a central role in many large-scale computations, including, for instance, object management in distributed environments (CORBA, DCOM); object-oriented and deductive databases management [2, 5, 25, 10, 19] , and spatial and temporal data manipulation [20, 24] . All these applications manage very large amounts of multi-attribute data. Such data can be considered as points in a d-dimensional space. Hence, the key research issue, in order to provide "good" implementations of these applications, is the design of an efficient data structure for searching in the d-dimensional space. A fundamental search operation is the exact match query, that is, test the presence of a point in the multi-dimensional set when all its coordinates are specified. Another important operation is the prefix-partial match query which looks for a set of points, possibly empty, for whom only the first k ≤ d coordinates are specified.
We deal with the exact match query by using an innovative decomposition technique which reduces a multi-dimensional searching problem to a sequence of one-dimensional problems, each one easily manageable in optimal time×space complexity using traditional searching strategies. The reduction requires no additional storage besides that one required for data and the time complexity to reconstruct the result of the original multidimensional query is linear in the dimension. The technique introduced, overcoming the multi-dimensional bottleneck, can be applied in more general contexts, such as distributed and hierarchical environments. Additionally, it can be positively used, jointly with perfect hashing techniques, when dealing with real data.
The technique is based on two main steps. In the first step, we reduce the ddimensional searching problem to a sequence of d one-dimensional searching problems. In the second step, the multi-dimensional data is reconstructed using a set of (d − 1) 2-place functions. Each function is represented using a new data structure derived from a decomposition of the 2-place functions into a set of "sparse" 2-place functions easily representable. The decomposition technique of 2-place functions is an application of a more general technique introduced in [22] and successively refined in [23] for testing reachability in general directed graphs. The same technique has been successfully applied in [21] to the problem of implicitly representing a general graph.
The data structure we present has the following characteristics: -general and deterministic: We represent any multi-dimensional point set and our space and time bounds are worst-case deterministic; -space and time efficient: Exact match query requires 7(d−1) steps and prefix-partial match 7(k −1)+t steps, where t is the number of points reported, using O(m log n) space, where m is the size of the point set and n is the maximum number of values a coordinate can receive; -easy to implement: The algorithms used to build the data structure, although somewhat tricky to analyze, are very simple and run in O(n 3 ) time; no operations are needed for searching other than one-dimensional array accesses; -simple computation model: The only arithmetic operation required for querying the data structure is the addition and no shift operation is used. Due to its relevance, the multi-dimensional searching problem has been deeply investigated. In computational geometry and for spatial databases, the problem has been solved only for small values of the dimension [18, 20] and the solutions proposed grow exponentially with d. The same problem has been studied for temporal databases [24] . In this case, we have empirical results, only, and the worst case is unbounded. In a general setting, there are two major techniques for implementing the multi-dimensional searching problem: trees and hashing. For the first, several data structure have been developed as d-dimensional version of data structures for the one-dimensional problem (e.g. B-trees [3] , compacted tries [17] , digital search trees [14] ). In this case, even though the space complexity is optimal exact match queries require a logarithmic number of steps in the worst case. Hashing and perfect hashing techniques have the drawback that, for each search performed, it may be required the evaluation of computationally complex functions [8, 7, 6] . Hence, numerically robust implementations are required.
With our technique, each search only requires a constant number of table accesses, and addresses to be accessed are computed with only a constant number of additions.
Concerning the comparison of our technique with the less powerful computational models considered in the so-called word-RAM approach [9] , namely the RISC model, the are two issues to be considered. First, our technique does not need to use a shift operation, which may require at least log m additions to be simulated, where m is the problem size. Second, the overall space needed for computations in the word-RAM model is O(2 w ) bits, where w is the word size, and for the model to be of interest this quantity has to be considerably larger than the problem size m, namely 2 w m ( [9] , pag. 371). Contrast this with the overall space needed in our approach that, expressed in terms of m, can be written as O(m log 2 m).
The paper is structured as follows: In Section 2 we describe the representation of the multi-dimensional problem by means of a sequence of 2-place functions; In Section 3 we give some definitions and notations, and present some decomposition theorems; Using these theorems, in Section 4 we describe the data structure for representing a 2-place function and, hence, a multi-dimensional points set; then, in Section 5 we present some application of our technique. Finally, in Section 6 we outline some open problems and future research directions.
Problem Representation
In this section, we show first how to reduce a multi-dimensional problem to a set of one-dimensional problems, and then how to reconstruct the original problem.
Given
The reduction is defined by the following set of functions:
Each function g i maps the values of a coordinate to a set of integers of bounded size. This mapping can be easily represented with data structures for one-dimensional searching, such as B-trees or perfect hashing tables. Without loss of generality, from now on we assume 
In the same way, we define the prefix for a key in S.
Let S(a(i)) be the subset of S containing all keys that are coincident on the prefix
we say that a(i) is the maximal shortest common prefix of S(a(i)) with respect to S. We assume that it does not exist a maximal shortest common prefix a(i) such that S(a(i)) = S, since otherwise we can consider a reduced dimension universe, by simply deleting the maximal shortest common prefix from every key.
The representation mechanism we use for keys is based on a suitable coding of subsets of keys with common prefixes of increasing length, starting from the maximal shortest common prefixes. We denote with f i a 2-place function such that f i : U i × U → S. We code keys using these functions in an incremental way.
Given a set T of keys, we denote with s T l , 1 ≤ l ≤ k T , the l-th key in a fixed, but arbitrarily chosen, total ordering of the k T keys in T . The choice of the order is immaterial: we use it only to make the description clearer.
Let us now assume a(i) is a maximal shortest common prefix with respect to S. For reasons that will be clearer in the following, we only take into account maximal shortest common prefixes longer than 1. We then represent S(a(i)), i > 1, with the following technique.
First we represent the i − 1 smallest elements in S(a(i)) as it follows:
we have represented all elements in S(a(i)) and we are done. Otherwise we still have to represent the
. All keys in S can then be partitioned in subsets, possibly just one, each containing keys with a common prefix a(i + j) ⊃ a(i), and such that, for each subset S r , a(i + j r ) is the maximal shortest common prefix of S r = S(a(i + j r )) ∩ S with respect to S .
We now represent the k S r keys in S r by recursively applying the same approach. Namely, we first represent the j r smallest keys in S r as it follows: l . All keys in S r can then be partitioned in subsets, possibly just one, each containing keys with a common prefix a(i + j r + h) ⊃ a(i + j r ), and such that, for each subset S r,q , a(i+j r +h r,q ) is the maximal shortest common prefix of S r,q = S(a(i+j r +h r,q ))∩S r with respect to S r . And now the representation process goes on recursively.
We now show an example of the application of the definitions introduced above. We then set f 2 (23, 3) = 233133 and f 3 (233, 1) = 233135; we also set f 2 (23, 4) = 234566. Since k S 1 ≤ 2 and k S 2 ≤ 1 then both for keys remaining in S 1 = S 1 \ {233133, 233135} and for those in S 2 = S 2 \ {234566} we have to recursively apply the same technique. We obtain the following sets: f 4 (2331, 4) = 233146, f 3 (234, 5) = 234577, f 3 (234, 6) = 234621, f 4 (2346, 2) = 234622, and f 5 (23462, 3) = 234623.
. . , a d can be searched by incrementally evaluating the 2-place functions f i . At each step i, with i = {1, . . . , d − 1}, two cases are possible: f i (a 1 . . . a i , a i+1 ) = x and we are done. Otherwise, the search continues with the evaluation of f i+1 . It is trivial to verify that the search ends reporting x if and only if x ∈ S. In the next section we show how to efficiently represent 2-place functions so that the above search strategy can be executed in a constant number of steps.
2-place Functions Representation
In order to state the main result of this section we need to recall some definitions and give new notations.
Definitions
Given a 2-place function f : A × B −→ IN, a unique labeled bipartite graph G = (A ∪ B, E) can be built, such that the label of (x, y) ∈ E is equal to z if and only if x ∈ A, y ∈ B, and f (x, y) = z ∈ Z. Hence, the representation of a 2-place function is equivalent to test adjacency in the bipartite graph and lookup the label associated to the edge, if it exists. For ease of exposition, in the following, we will deal with labeled bipartite graphs instead of 2-place functions. Moreover, from now on, n A and n B denote the number of vertices in A and B, respectively, and m is the number of edges of the bipartite graph.
Given a bipartite graph Given a set of vertices S ∈ A or S ∈ B, δ S (x) . = |α(x) ∩ S| denotes the number of vertices in S adjacent to x. Furthermore, α j (S) . = {x ∈ α(S) : δ S (x) = j} denotes the set of vertices in α(S) incident to S with exactly j edges. Given a set of vertices S ∈ A ∪ B, the sub-bipartite induced by S is the sub-bipartite G .
= (S, E S ), with E S = E ∩ (S × S).
A h-cluster S is a set of vertices, either in A or in B, s.t. δ S (x) ≤ h, x ∈ α(S). A 1-cluster is simply called cluster.
Partitioning into h-Clusters
We present an algorithm which, given a bipartite graph G = (A ∪ B, E) , computes a h-cluster C ⊂ A, with h = log n B ; hence, the sub-bipartite induced by C ∪ B has the property ∆ α(C) ≤ h. Of course, this can be done trivially if C consists of at most h vertices. Somewhat surprisingly, it turns out that a clever selection of vertices of the h-cluster, we can find a h-cluster of Ω n A ∆ B vertices, hence a significant fraction of all vertices in A.
The idea behind the algorithm derives from the following observation: when we add a new vertex x to the h-cluster, then for each vertex y in α(x), its degree δ C (y) with respect to C increases by one. A trivial approach would be to just check that for each vertex y ∈ α(C) ∩ α(x), δ C (y) ≤ h − 1 holds; this guarantees ∆ α(C) ≤ h after the insertion. Unfortunately, on the long run this strategy does not work. A smarter strategy must look forward, to guarantee that not only the current choice is correct, but that it does not restrict too much successive choices. A new vertex x is added to the cluster in h successive steps, at each step j observing how x increases the number |α j−1 (C)| of vertices adjacent to C having degree j − 1 with respect to C. At each step the selection is passed by those vertices which do not increase too much the number |α j−1 (C)| of vertices adjacent to C having degree j − 1 with respect to C, where "too much" means no more than t times the average value over all candidates at step j, for some suitable choice of t.
We will prove that this strategy causes the number |α h (C)| of vertices adjacent to C having degree h with respect to C to increase very slowly, thus ensuring that this number is less than 1 until at least n A β∆ B vertices have been chosen, for a fixed constant β. The algorithm is presented in Figure 1 ; from now on, C i denotes the h-cluster at the end of step i, and S i,j the set of vertices, to be added to C i−1 , that passed the selection step j. Furthermore, the notation α 0 (C i ) is extended to denote the set B − α(C i ) of all vertices in B not adjacent to C i .
Lemma 2. |S
Proof. At each step j we select those vertices x ∈ S i,j−1 such that |α j−1 (C i−1 ) ∩ α(x)| is no more than t times the average value µ i,j−1 over all vertices in S i,j−1 . If a set of n non-negative integers with average value µ then at most n/t elements have value greater than tµ and, hence, at least n(1 − 1/t) elements have value at most tµ, thus Proof. The proof is by induction on the step j. 
n A −i+1 , and the base step is proved.
Induction step: j − 1 → j. At step (i, j), µ i,j−1 is the average degree of candidate vertices in S i,j−1 with respect to vertices in α j−1 (C i−1 ). By Lemma 2 and since the total number of edges outgoing from α j−1
A vertex x is added to S i,j−1 if it verifies δ αj−1(Ci−1) (x) ≤ tµ i,j−1 . Hence, if x is added to C i−1 , n i−1,j is increased by at most tµ i,j−1 new vertices. Thus,
This concludes the induction step.
Theorem 4. Let G = (A ∪ B, E) be a bipartite graph. For h ≥ log n B , Algorithm
Select finds a h-cluster C of
. Let i max be the value of index i at the end of the execution of Algorithm Select. Considering that h! ≥ h e h , Lemma 3 implies:
, and C imax is a h-cluster.
From now on β denotes the constant 2e 3 2 + 1 < 10. The following theorem will be used to derive the space complexity of the proposed data structure.
Theorem 4 leads to the following
Corollary 5. Let G = (A ∪ B, E) be a bipartite graph. For h ≥ log n B , A can be partitioned into 2β∆ B · log n A h-clusters. The time complexity is n
Proof. The sequence of clusters is computed by repeatedly selecting a h-cluster and removing its vertices from A. Let us suppose that after k iterations the number n A of vertices remained in A is greater than n A /2, but after k +1 iterations is less than or equal We can repeat the same argument to the remaining vertices, each time halving the number of vertices still in A; this can obviously repeated no more than log n A times.
Partitioning into Clusters
The following lemma characterizes the complexity of partitioning a bipartite graph G = (A ∪ B, E) into clusters (1-clusters). Clusters will be used to build the ground data structure upon which the others are based. Note that the bound given by Lemma 6 is tight, since there exists an infinite class of regular bipartite graphs that cannot be decomposed in less than 1+∆(∆−1) clusters [11] .
The Data Structure
In this Section we present the data structure for the multi-dimensional searching problem.
Based upon the decomposition theorems given in Section 3.2, we previously present a data structure for labeled bipartite that allows us to represent a bipartite graph G = (A ∪ B, E) in O(n + m log n) space, and to test if two vertices are adjacent with a constant number of steps. For sake of clarity, we first describe a simpler data structure that represent bi-regular bipartite graphs, then extend the result to represent all bipartite graphs.
Representing Bi-Regular Bipartite Graphs
Given a bi-regular bipartite graph G = (A∪B, E), we partition A in h-clusters according to Corollary 5; hence, we obtain a sequence of at most 2β∆ B h bipartite graphs G i = (A i , B, E i ) , where A i is the i-th h-cluster and
. Then we partition the vertex set B of each bipartite G i = (A i ∪ B, E i ) into clusters. Lemma 6 ensures that each bipartite graph is decomposed into at most 1 + h(∆ A − 1) clusters.
We define the following arrays: -hclus of size n A ; i = hclus[x] is the index of the unique h-cluster A i to which x ∈ A belongs; -clus of size n B × 2β∆ B h ; j = clus[y, i] is the index of the unique cluster B i,j in G i to which y ∈ B belongs; -join i of size n A × (1 + h(∆ A − 1)); y = join[x, j] is the unique possible vertex y ∈ B adjacent to x in the j-th cluster in the unique i-th h-cluster to which x belongs. Adjacency on the bipartite graph can be tested in 3 steps since (x, y) ∈ E if and only if, given i .
Note that if m ≤ n then isolated vertices can be trivially represented, so the space complexity becomes O(n + m log n).
Representing Bipartite Graphs and 2-place Functions
We now show how to obtain for general bipartite graphs the same results as for biregular graphs. Given a bipartite graph
. We obtain a sequence of at most h = log n bipartite graphs
Then, according to Corollary 5, for each such bipartite graph G i we partition A into h-clusters A i,j , obtaining a sequence of at most 2 i+1 β h bipartite graphs G i,j , and further partition each h-cluster into at most h subsets
, obtaining a sequence of bipartite graphs G i,j,k . Finally, for each bipartite graph G i,j,k , we partition the set B i into clusters; Lemma 6 ensures that each bipartite graph
We define the following arrays: -range of size n B ; i = range[y] is the index of the unique subset B i to which y belongs; -hclus of size n A × h; j = hclus[x, i] is the index of the unique h-cluster A i,j to which x ∈ A belongs in G i . -subs of size n A × h; k = subs[x, i] is the index of the unique subset A i,j,k in the unique h-cluster to which x ∈ A belongs in G i . -For each vertex y ∈ B i , we define an array ranges y of size 2 i+1 β h; ranges y [j] is a reference to the array clus, which contains the cluster indices of y in all subsets A i,j,k ; it is empty if y is not adjacent to any vertex in A i,j . The total space needed for array ranges
Reading ranges y [j] requires 2 steps, one to read the initial address of the array given y, and one to access its j-th element. -For each vertex y ∈ B i , and each h-cluster A i,j connected to y, we define an array clus; clus[k] is the index of the unique cluster in G i,j,k to which y ∈ B i belongs; it is empty if y is not adjacent to any vertex in A i,j,k . For each vertex y ∈ B i , since
, at most 2 i+1 such arrays are defined, each of them having size h. Hence, the total space needed for all arrays clus is
O(

Bi y∈Bi
-joins of size n A × h; joins[x, i] is a reference to the array join, which contains all vertices in B i adjacent to x. It is empty if x is not adjacent to any vertex in B i . -For each vertex x ∈ A i,j,k , and each set B i connected to x, we define an array join of size (1 + h(2 k+1 − 1)); join[l] is the (unique) possible vertex adjacent to x in the l-th cluster of G i,j,k ; it is empty if x is not adjacent to any vertex the l-th cluster of G i,j,k . For each vertex x ∈ A, the space needed for all its related arrays join is O( Bi 2δ Bi (x)) = O(hδ(x), so the total space for arrays join for all x ∈ A is O(mh). Adjacency on the bipartite graph can be tested in constant time since (x, y) ∈ E if and only if, given i .
holds. The test requires 7 steps. The total space required is
Also in this case, if m ≤ n then isolated vertices can be trivially represented, so the space complexity becomes O(n + m log n).
¿From the above discussion, we have the following theorem: The representation of a 2-place function and the lookup operation which given two objects, return a value associated to the pair, is equivalent to the following: given a bipartite graph G = (A ∪ B, E), and a labeling function L : E → IN, and x ∈ A, y ∈ B, if (x, y) ∈ E return L(x, y). This can be easily accomplished with the previously described data structure and, whenever (x, y) ∈ E, extending join[l] to contain both the (unique) possible vertex y adjacent to x in the l-th cluster of G i,j,k and the value L(x, y). This leads to the following theorem: 
Extensions
External Memory Data Structure
Due to its nature, the above described data structure can be efficiently applied to secondary storage. In this paper, we consider the standard two-level I/O model introduced by Aggarwal and Vitter in [1] . In this case, we can devise a powerful compression technique leading to a space optimal data structure. In the data structure described in Section 4.2, the critical arrays are ranges, clus, and join, that is those requiring a total space O(mh), which in terms of external memory storage implies O(mh/B) blocks. The following lemma counts the number of nonempty entries in these arrays:
Lemma 10. Let k be the total number of non-empty entries in arrays ranges y for all y ∈ B; k be the total number of non-empty entries in all arrays clus; and k be the total number of non-empty entries in arrays join.
Proof. If ranges y [j] is not empty, then some edge (x, y) belongs to G i,j ; on the other hand, there is a unique bipartite graph G i,j containing such edge. Hence, the total number of non-empty entries in arrays ranges y for all y ∈ B is at most m.
If clus[k] is not empty for some vertex y ∈ B i and some h-cluster A i,j connected to y, then some edge (x, y) belongs to G i,j,k ; since there is a unique bipartite graph G i,j,k containing such edge, the total number of non-empty entries in all arrays clus is at most m.
If join[l] is not empty, then some edge (x, y) belongs to G i,j,k ; there is a unique bipartite graph G i,j,k containing such edge; the total number of non-empty entries in arrays join for all x ∈ A is at most m.
Let a be an array of size k. We partition a into intervals of B elements, and represent each interval by a reference to the block containing the non empty entries in that interval. It is easy to see that an array a of size k with k empty entries can be represented in 
Incremental Exact Match Queries
The representation we propose for a multi-dimensional point set S allows to efficiently perform the exact match operation in a more general context. In fact we can define the incremental exact match query, where the coordinates are specified incrementally, that is, the search starts when the first coordinate is given, and proceeds refining the searching space as soon as the other coordinates are specified. This definition of exact search is particularly useful in distributed environments where the request for a query is expressed by sending messages along communication links [15, 16, 4, 12, 13] and not all coordinates reside on the same machine.
Another field of application of the incremental exact match query is for the interactive exploratory search on Web. In this case the user can specify the searching keys one by one so as to obtain intermediate results.
Also, the incremental exact match query is particularly practical when dealing with a point sets from a very high multi-dimensional space (order of thousands of keys). In this case we can manage the query in a distributed environment by specifying only k d keys a time in order to prevent network congestion and to obtain a more reliable answer.
Improving Conventional Searching Data Structures
Our decomposition technique can be positively applied to one-dimensional hashing and perfect hashing when dealing with real keys. Let w be the machine word length, and K w the key length. We can divide each key in K/w sub-keys, and reduce the original one-dimensional searching problem to a multi-dimensional searching problem, which can be solved with our technique with no additional storage and with a constant number of I/Os.
Another important application it to the trie data structure. With a technique similar to the one above described, we can consider larger node sizes.
Open Problems
One important open problem is that of dynamizing the data structure; even an incrementalonly version data structure would be a useful improvement. Another important research direction is to extend the operation set to include other operations useful for the management of a multi-dimensional data set (e.g. range queries, retrieve maximal elements, orthogonal convex-hull, etc.)
We are currently carrying out an extensive experimentation on secondary memory, based on a data sets derived from a business application. This experimentation activity is still at its beginning, the main purpose being primarily to test the effective speedup in the lookup operation and the overall size of the representation on these data sets. Preliminary experimentation results show that the behavior of our data structure is very fast and works very well in the average case.
