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Abstract
Let ENu(0; 1) denote the expected number of crossings of a level u, in a xed time inter-
val [0,1], by a large class of real valued symmetric stationary harmonizable innitely divisible
processes which includes stationary harmonizable stable processes. Equivalent upper and lower
bounds are given for EN0(0; 1) and a precise asymptotic limit is given for ENu(0; 1), as u!1.
c© 1998 Published by Elsevier Science B.V. All rights reserved.
1. Introduction
We consider the expected number of crossings of a level u, in a xed time interval
[0; 1], by a class of real valued symmetric stationary harmonizable innitely divisible
processes. These processes are the real, or equivalently, the imaginary parts of complex
valued stochastic processes called g-radial processes of type G, which are introduced
in Marcus (1987). They include stationary Gaussian processes. The expected number
of crossings of a level u by a stationary Gaussian process has an explicit simple form
called \Rice’s formula" which was obtained in an elegant line of work initiated by
Rice (1945) and completed by Ito (1964) and Ylvisaker (1966). (An exposition of
this work can be found in Cramer et al. (1967).) Rice’s formula is the starting point
of this paper because the paths of the real valued symmetric stationary harmonizable
innitely divisible processes which we consider are, marginally, stationary Gaussian
processes.
Work in this direction has already been done. In Marcus (1989) the level crossing
problem for symmetric harmonizable stable processes is considered. (These can be
expressed as the real part of a g-radial processes of type G and include stationary
Gaussian processes.) Good bounds are given for the expected number of crossings
of the level 0. Cruder bounds are given for the expected number of crossings of an
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arbitrary level u. In a subsequent paper by Adler et al. (1993), a precise asymptotic
formula is given for the crossings of a high level. The ideas in Marcus (1989) and
Adler et al. (1993) extend naturally to the larger class of processes considered in this
paper.
To dene complex valued symmetric g-radial processes of type G we rst consider a
symmetric real valued innitely divisible random variable  with characteristic function
Eeiu=e− (juj); (1.1)
where
 (u)=
Z 1
0
(cos us− 1) d[s;1) (1.2)
and  is a Levy measure dened on R+, i.e.
Z 1
0
(s2 ^ 1) d[s;1)
<1: (1.3)
We refer to  as a Levy exponent. Let g denote a normal random variable with mean
zero and variance one. It is easy to see that
g[s;1) def= E[s=jgj;1) (1.4)
is also a Levy measure on R+ and that the corresponding Levy exponent is given by
 g(juj) def= E (jugj): (1.5)
A complex valued stochastic process fX (t); t 2 [0; 1]g is called a strongly stationary
harmonizable g-radial process of type G, if for any 1; : : : ; n complex and t1; : : : ; tn
2 [0; 1]
E exp i Re
0
@ nX
j=1
jX (tj)
1
A = exp−Z 1
0
 g
0
@

nX
j=1
jeitjv

1
A dF(v); (1.6)
where F(v) is a probability distribution function on R+. We use  to denote the random
variable with distribution function F .
It is clear that the real and imaginary parts of fX (t); t 2 [0; 1]g are equivalent
stochastic processes. The real valued symmetric stationary processes that we study in
this paper are of the form fY (t); t 2 [0; 1]g where
Y (t)=RefX (t)g: (1.7)
for X (t) as dened in Eq. (1.6).
Each process Y (t) is determined by a Levy measure , or equivalently by a Levy
exponent  , and a distribution function F . Here is an equivalent representation of
fY (t); t 2 [0; 1]g. Let f ~M g(t); t 2 [0; 1]g be a complex valued independent increment
innitely divisible process dened by
E expfi Re( z ~M g(t))g= exp−t g(jzj) (1.8)
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for z 2C. Set ~M g(t)=M g(t) + iM 0 g(t), where M g(t) and M 0 g(t) are real. Then
Y (t)=
Z 1
0
cos vt dM g(F(v)) +
Z 1
0
sin vt dM 0 g(F(v)): (1.9)
Note that when  (u)= jujp; 0<p62;  g(u)=Ejgjpjujp. In this case M g(t) and
M 0 g(t) are equivalent independent increment stable processes of index p. Clearly, when
p=2, M g(t) is
p
2 times standard Brownian motion. This is the only case when M g(t)
and M 0 g(t) are independent. For a derivation of Eq. (1.9) and a further description of
the dependency structure of M g(t) and M
0
 g(t) see p. 38, Chapter 2, (Marcus, 1987).
In Eq. (2.2) we give a representation of Y (t) which shows that these processes exist.
For more on this point see Rosinski, (1991).
Let Nu(fY (t); t 2 [0; 1]g) def= Nu(0; 1) denote the number of crossings of a level u by
Y (t), in a xed time interval [0; 1]. Clearly, ENu(0; 1) depends upon both  and . This
should be understood, even though it is not indicated in the notation.
Since Y (t) is stationary, the expected number of level crossings of level u in a
time interval of duration T is just T times ENu(0; 1). (The actual denition of \level
crossings" is subtle. See Chapter 10, Cramer et al., 1967, for details).
The representation of Y (t) given in Eq. (2.2) shows that, marginally, the paths Y (t)
are stationary Gaussian processes. Therefore, either Y (t) has a version with continuous
paths almost surely or else, in every interval, for all M>0, Y (t)>M and Y (t)<−M
innitely often, almost surely. So that, in this case, the number of \level crossings"
of any level is innite. (See Remark 4.1 at the end of Section 4). Consequently,
we assume that Y (t) has a version with continuous paths almost surely. A simple
sucient condition for this to be the case, whatever  may be, is that F is the spec-
trum of a continuous stationary Gaussian process and a sucient condition for this is
that
Z 1
0
(log v)1+ dF(v)<1 (1.10)
for some >0. (This is not a necessary condition. It is even somewhat weaker than
Eq. (11) of Marcus (1989) when applied to stable processes). On the other hand, since
E<1 is a necessary condition for ENu(0; 1)<1 when Y (t) is continuous, it suces
for our purposes. For more information on the continuity of the class of processes Y (t)
see Marcus (1987) and Talagrand (1992). A sketch of the proof of Eq. (1.10) is given
in the Appendix.
A sucient condition for ENu(0; 1)<1, whatever  may be, is that E2<1. This,
incidentally, is necessary and sucient for ENu(0; 1)<1 when Y (t) is Gaussian.
In the following theorems our point of view is that  gives rise to a family of
stochastic processes, the dierent stochastic processes in this family being determined
by the \spectrum" F . Just as the spectrum determines dierent mean zero stationary
Gaussian processes. We study ENu(0; 1) for the dierent processes in the family gen-
erated by  as a function of F . Thus in the following theorems it is permissible that
the constants depend on  but they cannot depend on F .
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We deal with a large class of innitely divisible processes in this paper, characterized
by their Levy measures . In order to simplify the statements of the theorems and their
proofs we impose the following two conditions:
[u;1) is continuous and strictly decreasing: (1.11)
[1;1)= 1: (1.12)
These conditions apply to all the results stated in this section as well as to all the work
in Sections 2{7. In Section 8 we show how to remove these conditions.
Our rst result is for processes for whichZ 1
0
s d(−[s;1))<1: (1.13)
In this case only very mild regularity conditions on  are required.
Theorem 1.1. Assume that Eq. (1.13) holds and that there exists a q>0 such that
[s;1)= o(s−q) as s!1 (1.14)
and that
[s;1)>(1 + ) log 1
s
for 0<s6s0 (1.15)
for some s0; >0. Then there exists a constant C depending only on ; such that
1

E6EN0(0; 1)6CE: (1.16)
In all the other results in this paper we require that there exists a constant 0<d<1
such that for all u>0
2[u;1)6[du;1): (1.17)
This condition insures that [u;1) decreases suciently rapidly as u increases. We
show in Lemma 4.1 that Eq. (1.17) implies both Eqs. (1.14) and (1.15).
Let  be a Levy measure and  a positive random variable with distribution F . We
dene the Orlicz type function
kk def= inf

c>0: E

[
c

;1)

61

: (1.18)
In many important examples [1=u;1) is a convex function of u, in which case
Eq. (1.18) is an Orlicz space norm. The function kk is fundamental in this work as
the next theorem shows.
Theorem 1.2. Assume that Eq. (1.17) holds. Then kk=1 implies that
EN0(0; 1)=1.
The next theorem gives bounds for EN0(0; 1) when Eq. (1.17) is satised. To express
it we introduce several quantities that play an important role throughout this paper.
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Assume that kk<1 and let H−1 be as dened in Eq. (2.1). Let
 def= inf

c :
Z 1
c
([c=;1)− 1) dF()61

; (1.19)
 def= inf
8<
:u>0 :
1X
j=1
P(H−1(j)>u)61=24
9=
;: (1.20)
J
def=
Z 1

v
Z 1
=v
s d(−[s;1)) dF(v); (1.21)
G() def=
 Z 1

v2
Z =v
0
u2 d(−[u;1)) dF(v)
!1=2
: (1.22)
Since kk<1 we see that <1 and J is well dened. We show in Lemma 5.5
that <1 in this case also, so G() is also well dened.
Theorem 1.3. Assume that Eq. (1.17) holds and that
Z 1
0
s d(−[s;1))=1: (1.23)
Then there exist constants 0<C; C0 depending only on ; such that
C(J + G(d))6EN0(0; 1)6C0(J + G()): (1.24)
Given  the quantities , , and kk are equivalent. That is, they are each bounded
by a constant multiple of each other which only depends on d in Eq. (1.17). This is
shown in Lemmas 5.4 and 5.5.
The results of Theorem 1.3 are much neater when [u;1) is regularly varying at
zero.
Theorem 1.4. Assume that Eq. (1.17) is satised and that [u;1) is regularly varying
at zero with index −p, 1<p<2. Then there exist constants 0<C; C0; depending
only on ; such that
Ckk6EN0(0; 1)6C0kk: (1.25)
(Actually only Eq. (1.17) is required for the lower bound).
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Clearly, for stable processes, which because of Eq. (1.11) means that [u;1)= u−p,
kk=(
R1
0 v
p dv)1=p, where 1<p<2. This result is obtained in Marcus (1989).
Note that when [u;1) is regularly varying at zero with index −p, 1<p<2, Eq.
(1.13) does not hold. When 0<p<1 it does. When [u;1) is regularly varying at
the origin with index −1, Eq. (1.13) may or may not hold. When it does not hold the
situation is somewhat complicated, as one might expect.
Theorem 1.5. Assume that Eq. (1.17) is satised, Eq. (1.13) does not hold, kk<1
and that [u;1) is regularly varying at zero with index −1. Then there exist constants
0<C; C0; depending only on ; such that
CJ6EN0(0; 1)6C0J: (1.26)
Furthermore, dkk66kk; where d is given in Eq. (1.17). (Actually only Eq.
(1.17) is required for the lower bound).
For 1-stable processes, [u;1)= u−1. In this case
J=
Z 1

v log(v=) dF(v); (1.27)
where  is the unique solution ofZ 1

(v=) dF(v)= 2− F(): (1.28)
Here E=266E. This result is also obtained in Marcus (1989).
Theorem 1.6. Assume that Eq. (1.17) is satised, kk<1 and that [u;1) is regu-
larly varying at zero with index −2. Then there exist constants 0<C; C0; depending
only on ; such that
C(+ G())6EN0(0; 1)6C0(+ G()): (1.29)
Furthermore, dkk66d−5kk, where d is given in Eq. (1.17). (Actually only
Eq. (1.17) is required for the lower bound.)
When [u;1) is regularly varying at zero with index −2 we cannot get simple
examples by taking [u;1)= 1=u2 since this is not a Levy measure. Instead we have
an interesting example when F(v)= 1− (1 ^ 1=v2). In this case
G()=
Z 1
0
s2(log 1=s) d(−[s;1)): (1.30)
On the other hand by Lemma 5.5, 6Ckk and kk<1 for all Levy measures ,
for this F .
A precise asymptotic result can be given for the expected number of crossings of a
high level. This was rst given by Adler, Samorodnitsky and Gadrich in Adler et al.
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(1993) for stable processes; we use their approach in the extension given in the next
theorem.
Theorem 1.7. Assume that Eq. (1.17) is satised, that
lim
s!0
[s;1)
log 1=s
=1 (1.31)
and that  is regularly varying at innity with index −q<0. Assume also that
EN0(0; 1)<1. Then
lim
u!1
ENu[0; 1]
[u;1) =
2q=2 ( q2 + 1)
 E; (1.32)
where   is the gamma function.
For use in applications Theorem 1.7 can be expressed in terms of the process Y as
follows
Corollary 1.1. Under the hypotheses of Theorem 1.7
lim
u!1
ENu[0; 1]
P(Y (0)>u)
=
2q=2 ( q2 + 1)p
 ( q2 +
1
2)
E: (1.33)
Our results depend on the behavior of  both near zero and at innity. This distinction
is obscured when one concentrates solely on stable processes of index 0<p<2 since
[u;1)= u−p in this case and thus is regularly varying with index −p both at zero and
at innity. Note that EN0(0; 1) depends primarily the behavior of  near zero but, as
we see from Theorem 1.7, once we have established that EN0(0; 1)<1, the behavior
of ENu(0; 1) for large u is determined by the behavior of  at innity.
In Section 2 we briey recall the argument of Marcus (1989) that enables one to
apply Rice’s formula to the larger class of processes that we consider. In Section 3 we
prove Theorem 1.1. In Section 4 the problem of obtaining EN0(0; 1) is reduced to that
of nding moments of sums of independent random variables. In Section 5 we obtain
estimates for these sums of independent random variables in terms of the Levy measure
 and the distribution function F . Section 6 gives the proofs of Theorems 1.2{1.6. In
Section 7 the results on the asymptotic behavior of ENu(0; 1) are proved. In Section
8 we show how to obtain the proofs of the results in Section 1 without imposing
conditions Eqs. (1.11) and (1.12). A sketch of the proof of a sucient condition for
the continuity of Y (t) is given in Appendix A.
Throughout this paper C, C0, etc. denote constants which only depend on . They
are not necessarily the same at each stage.
We thank the referee for a careful reading of the rst draft of this paper and for
many helpful suggestions.
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2. A formula for ENu(0; 1)
Let fY (t); t 2 [0; 1]g be as dened in Eq. (1.7). We begin by noting that this process
is, marginally, a stationary Gaussian process. To do this we need to introduce sev-
eral new random variables. Let X be an exponential random variable, i.e. P(X>)=
exp(−) and let fXkg1k = 1 be independent identically distributed copies of X . Dene
 j =X1+  +Xj, j>1. Let fjg1j=1 be independent identically distributed random vari-
ables with probability distribution F . Let fgjg1j=1 and fg0jg1j= 1 be independent identi-
cally distributed sequences of normal random variables with mean zero and variance 1
and take fXjg; fjg, fgjg and fg0jg to be independent of each other.
Dene
H−1(t)= supfs: [s;1)>tg: (2.1)
When Eqs. (1.11) and (1.12) hold, [H−1(t);1)=H−1([t;1))= t.
It follows from Lemma 2.3 of Marcus (1987) that fY (t); t 2 [0; 1]g has a version
Y (t)=
1X
j=1
H−1( j)(gj cos jt + g0j sin jt); t 2 [0; 1] (2.2)
which we label again by Y (t). It follows by the Ito{Nisio Theorem Ito and Nisio
(1968); see also Chapter 2, Remark 4.4 of Marcus and Pisier (1981), that this se-
ries converges uniformly almost surely whenever fY (t); t 2 [0; 1]g has a version with
continuous sample paths.
Let G(t) be a mean zero, stationary Gaussian process with covariance (t)=EG(s+
t)G(s). Rice’s formula gives ENu(0; 1) for this process. It is
ENu(0; 1)=
1

−00(0)
(0)
1=2
exp(−u2=2(0)); (2.3)
where 00 is the second derivative of . Consider Y (t), with fH−1( j)gj and fjgj
xed, as a stationary Gaussian process. Then
(t)=
1X
j=1
(H−1( j))2 cos js; (2.4)
(0)=
1X
j=1
(H−1( j))2; (2.5)
− 00(0)=
1X
j=1
(H−1( j))22j : (2.6)
Combining Eq. (2.2){(2.6) we get a formula for ENu(0; 1) for a general process
fY (t); t 2 [0; 1]g, which depends on  through H−1, and F , namely
ENu(0; 1)=
1
E
8<
:
 P1
j=1(H
−1( j))22jP1
j=1(H
−1( j))2
!1=2
exp
 
− u
2
2
P1
j=1(H
−1( j))2
!9=
;:
(2.7)
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Given this formula it remains to estimate the expectation of the right-hand side. This
was done in Marcus (1989) for stable processes of index 0<p<2, i.e. H−1(t))= 1=t1=p.
This case is simpler because one can identify the random variables
P1
j=1( j)
−2=p andP1
j=1( j)
−2=p2j .
Using Eq. (2.7) we can obtain bounds for EN0(0; 1) which are valid for all .
Lemma 2.1. For  any Levy measure and  a random variable with distribution
function F
1
E6EN0(0; 1)6
1
E
2: (2.8)
Note that for stationary Gaussian processes with spectrum F , E2<1 if and only
if EN0(0; 1)<1.
Proof. Both inequalities in Eq. (2.8) follow from Eq. (2.7) and Jensen’s inequality.
The one on the right-hand side is obvious. For the left-hand side we use the fact that
1X
j=1
(H−1( j))2P1
j=1(H
−1( j))2
= 1: (2.9)
Consequently,0
@ 1X
j=1
(H−1( j))22jP1
j=1(H
−1( j))2
1
A
1=2
>
1X
j=1
(H−1( j))2jP1
j=1(H
−1( j))2
(2.10)
and therefore
E
0
@ 1X
j=1
(H−1( j))22jP1
j=1(H
−1( j))2
1
A
1=2
>E: (2.11)
Taking the expectation with respect to f jg completes the proof.
3. Proof of Theorem 1.1
By Eq. (2.7)
EN0(0; 1) = E
 P1
j=1(H
−1( j))22jP1
j=1(H
−1( j))2
!1=2
6KE+ E
 P1
j=K+1(H
−1( j))22jP1
j=1(H
−1( j))2
!1=2
6KE+ E
0
@ 1X
j=K+1

H−1( j)
H−1( 1)
2
2j
1
A
1=2
: (3.1)
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Since H−1 is decreasing
H−1( j)
H−1( 1)
6
H−1(X2 +   + Xj)
H−1(X1)
D=
H−1( 0j−1)
H−1( 1)
; (3.2)
where,  0j−1 has the same distribution as  j−1 but is independent of  1. Therefore, for
any integer K>1,
EN0(0; 1)6KE+ E

1
H−1( 1)

E
0
@ 1X
j=K
(H−1( j))22j
1
A
1=2
: (3.3)
The next two Lemmas are used in the proof of Theorem 1.1.
Lemma 3.1. Under condition (1.15)
E

1
H−1( 1)

=C: (3.4)
Proof. We have
E

1
H−1( 1)

=
Z 1
0
P(H−1( 1)<1=x) dx
=
Z 1
0
P([1=x;1)< 1) dx
=
Z 1
0
e−[1=x;1) dx (3.5)
which is nite by Eq. (1.15).
Lemma 3.2. Assume that Eq. (1.14) is satised. Then there exists a constant K(q);
depending only on q; such that
E
0
@ 1X
j=K(q)
H−1( j)
1
A =C: (3.6)
Proof.
E
0
@ 1X
j=K(q)
H−1( j)
1
A6 1X
j=K(q)
Z 1
0
H−1(x)
x j−1e−x
(j − 1)! dx
6
Z 1
0
H−1(x)
(
xK(q)−1 ^ 1 dx
6
Z 1
0
H−1(x)xK(q)−1 dx +
Z 1
1
H−1(x) dx: (3.7)
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By Eq. (1.13)Z 1
1
H−1(x) dx=
Z 1
0
u d(−[u;1)) (3.8)
=C:
Also Z 1
0
H−1(x)xK(q)−1 dx=
Z 1
1
s([s;1))K(q)−1 d(−[s;1)): (3.9)
By Eq. (1.14) we can take K(q) large enough so that s([s;1))K(q)−16C for all
s>1. Combining Eqs. (3.8) and (3.9) we get Eq. (3.6).
Proof of Theorem 1.1. The left-hand side of Eq. (1.16) is from Lemma 2.1. For the
right-hand side we note that it follows from Eq. (3.3) that
EN0(0; 1)6K(q)E+ E

1
H−1( 1)

E
0
@ 1X
j=K(q)
H−1( j)
1
AE; (3.10)
where K(q) is as given in Lemma 3.2. The right-hand side of Eq. (1.16) now follows
from Lemmas 3.1 and 3.2.
4. Replacing f jg by f jg
The main objective of this section is to obtain the following theorem which enables
us to estimate EN0(0; 1) by estimating the supremum and sums of independent real
valued random variables.
Theorem 4.1. Assume that Eq. (1.17) is satised. Then
EN0(0; 1)
C
0
B@E
 
sup
j>1
H−1(j)j
!
+
0
@E 1X
j=1
(H−1(j))22j I[H−1( j)j6]
1
A
1=2
1
CA ;
(4.1)
where C is a constant depending only on , = inffu :
P
j P(H
−1(j)>u)61=24g
and the notation a C b means that there exist constants 0<C; C0 such that Cb6a6
C0b.
The following seven lemmas are used in the proof of Theorem 4.1.
Lemma 4.1. It follows from condition Eq. (1.17) that
[s;1)>(1=2)s−; s61; (4.2)
[s;1)62s−; s>1; (4.3)
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where = log 2= log(1=d), and also that
H−1(j=e2)6d−3H−1(j); 8j>1; (4.4)
H−1(j)>(2j)−1=; 8j>1: (4.5)
Proof. We begin with Eq. (4.2). Let dk6s6dk−1, k>1. Then, by Eq. (1.17), [s;1)>
[dk−1;1)>2k−1. Since k> log s= log d we see that
[s;1)>(1=2) exp

log s log 2
log d

(4.6)
from which we get Eq. (4.2). Similarly, let 1=dk−16s61=dk , k>1.
By Eq. (1.17), [s;1)6[1=dk−1;1)62−(k−1). Since k> log s= log(1=d) we see
that
[s;1)62 exp

− log s log 2
log(1=d)

(4.7)
from which we get Eq. (4.3).
We now obtain Eq. (4.4). Let [u;1)= j and note that H−1(j=e2)6H−1(j=8)=
H−1([u;1)=8). By Eq. (1.17), [u;1)>8[u=d3;1). Therefore
H−1(j=e2)6H−1([u=d3;1))
=
u
d3
(4.8)
which gives Eq. (4.4) since u=H−1(j). Note that it follows from Eq. (4.2) that for
all s61, H−1((1=2)s−)>H−1([s;1))= s. Substituting 2j for s− gives Eq. (4.5).
Lemma 4.2. Assume that Eq. (1.17) is satised. Then for all 0<r<1, there exists
a constant k(r), depending only on  and r, such that
E sup
j>k(r)

H−1( j)
H−1(j)
r
=C; r : (4.9)
Furthermore, for all 0<v<1
E sup
j>1

H−1(j)
H−1( j)
v
=C; v: (4.10)
Proof. We rst consider Eq. (4.9). For any integer k>0
E sup
j>k

H−1( j)
H−1(j)
r
6E sup
j>k

H−1( j)
H−1(j)
r
I[ j>j=e2] + E sup
j>k

H−1( j)
H−1(j)
r
I[ j6j=e2]
= I + II: (4.11)
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It follows from Eq. (4.4) that
I6d−3r : (4.12)
To show that II is bounded we replace the supremum by a sum and write
II6
X
j>k
1
(H−1(j))r
 Z 1
0
(H−1(x))r
x j−1e−x
(j − 1)! dx +
Z j=e2
1
(H−1(x))r
x j−1e−x
(j − 1)! dx
!
=
X
j>k
1
(H−1(j))r
(Qj + Pj): (4.13)
(Without loss of generality we assume that k>8.) Note that
Qj6
1
(j − 1)!
Z 1
0
(H−1(x))rx j−1 dx
=
1
(j − 1)!
Z 1
1
sr([s;1)) j−1 d(−[s;1)): (4.14)
For s>1 it follows from Eq. (4.3) that sr([s;1)) j−16C; r for j>k(r), for some
k(r) suciently large. Hence Qj6C; r=(j − 1)!. Also, since H−1(x)61 for x>1
Pj6
Z j=e2
1
x j−1
(j − 1)! dx6
j j
j!e2j
6e−j (4.15)
since e j>j j=j!. Since, by Eq. (4.5)
(H−1(j))−r6(2j)r= (4.16)
these bounds for Pj and Qj show that II6C; r . This completes the proof of Eq. (4.9).
We now consider Eq. (4.10). By Eq. (4.5) there exists an integer t and a constant
C; v, depending only on  and v, such that
1
H−1(x)
v
6C; vxt+1 for x>1: (4.17)
Without loss of generality we can take t>2. We now write
E sup
j>1

H−1(j)
H−1( j)
v
6E sup
j>1

H−1(j)
H−1( j)
v
I[ j6jt] + E sup
j>1

H−1(j)
H−1( j)
v
I[ j>jt]
= III + IV: (4.18)
Suppose that t62p. Let [u;1)= j. Then H−1(tj)>H−1(2p[u;1))>H−1
([dpu;1))=dpu=dpH−1(j). This shows that
III6d−pv: (4.19)
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To bound IV we rst note that for a>b, for integers a and bZ 1
a
xbe−x dx6(b+ 1)abe−a: (4.20)
This is easy to see by repeated integration by parts. We have
IV6
1X
j=1
(H−1(j))v
Z 1
jt

1
H−1(x)
v x j−1e−x
(j − 1)! dx
6C; v
1X
j=1
(H−1(j))v
(j − 1)!
Z 1
jt
xt+je−x dx: (4.21)
Using Eq. (4.20), and the facts that j je−j=j!<1 and H−1(j)61, for j>1, it is not
dicult to show that this last series converges.
Lemma 4.3. Assume that Eq. (1.17) is satised and let  be as given in Lemma 4:1.
Then there exists a t such that 0<t< and t62, for which
E
0
@ 1X
j=1
(H−1( j))2
1
A
t=2
<1: (4.22)
Proof. Clearly
E
0
@ 1X
j=1
(H−1( j))2
1
A
t=2
6KE(H−1( 1))t +
0
@ 1X
j=K+1
E(H−1( j))2
1
A
t=2
: (4.23)
Using Eq. (4.3) we see that
E(H−1( 1))t = t
Z 1
0
st−1(1− e−[s;1)) ds
<1: (4.24)
Also
1X
j=K+1
E(H−1( j))2 =
1X
j=K+1
(Qj + Pj); (4.25)
where Qj and Pj are given in Eq. (4.13) with r=2. This sum is nite if K is taken
to be suciently large.
The following two simple lemmas are included for the convenience of the reader.
Short proofs can be found in Marcus (1989).
Lemma 4.4. Let fYjg1j=1 be a sequence of independent random variables. Then
P
 
sup
j>1
Yj>a
!
>
1
e
0
@
0
@ 1X
j=1
P(Yj>a)
1
A ^ 1
1
A : (4.26)
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Lemma 4.5. Let X and Y be real valued random variables. Then for (1=s)+(1=s0)= 1,
where s; s0>0, we have
E
XY
> (EjX j1=s
0
)s
0
(EjY js=s0)s0=s : (4.27)
Lemma 4.6. Assume that Eq. (1.17) is satised. Then there exist constants 0<C; C0
depending only on , such that
CE
0
@ 1X
j=1
(H−1(j))22j
1
A
1=2
6EN0(0; 1)6C0E
0
@ 1X
j=1
(H−1(j))22j
1
A
1=2
: (4.28)
Proof. We rst obtain the upper bound in Eq. (4.28). By Eq. (3.3), for any integer
K>1,
EN0(0; 1)6KE+ E

1
H−1( 1)

E
0
@ 1X
j=K
(H−1(j))22j
1
A
1=2
E sup
j>K

H−1( j)
H−1(j)

: (4.29)
By Eq. (4.2) we see that Eq. (1.17) implies Eq. (1.15). Thus we can use Lemmas 3.1
and 4.2 with K = k(1), noting that with r=1, C;1 in Eq. (4.9) depends only on , to
get
EN0(0; 1)6C0
0
B@E+ E
0
@ 1X
j=1
(H−1(j))22j
1
A
1=2
1
CA : (4.30)
It is obvious that the second expectation on the right-hand side of Eq. (4.30) is greater
than E. Thus we get the right-hand side of Eq. (4.28).
Let Y =(
P1
j=1(H
−1( j))2)1=2. To obtain the lower bound in Eq. (4.28) we use the
rst line in Eq. (3.1) and Lemma 4.5 to see that
ENu(0; 1)>
1
E
0
B@
0
@ 1X
j=1
(H−1(j))22j
1
A
1=2
inf
j>1
H−1( j)
H−1(j)
1
Y
1
CA
>
1
E
0
@ 1X
j=1
(H−1(j))22j
1
A
1=2

 
E inf
j>1

H−1( j)
H−1(j)
1=s0!s0
1
(E(Y )s=s0)s0=s
; (4.31)
where 1=s + 1=s0=1, and s; s0>0. Set s0=(1 + t)=t so that s=s0= t, for t as given in
Lemma 4.3. This shows that (E(Y )s=s
0
)−s
0=s>0. Also, by Jensen’s inequality, for any
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sequence of non-negative random variables j, E(inf j j)>1=E(supj 1=j). Therefore,
for any s0>1
E inf
j>1

H−1( j)
H−1(j)
1=s0
>
 
E sup
j>1

H−1(j)
H−1( j)
1=s0!−1
: (4.32)
By Eq. (4.10) this last term is also greater than zero. Thus we get the lower bound in
Eq. (4.28). (It is clear that all the bounds depend only on .)
We use a version of Proposition 6.10 of Ledoux et al. (1991) which is a general-
ization of an inequality of Homann{Jorgensen. For the convenience of the reader we
present it here in the form in which we use it.
Lemma 4.7. Let fXjg1j=1 be a sequence of independent symmetric real valued random
variables with nite mean. Then
E

1X
j=1
Xj

K
0
B@E sup
j>1
jXjj+
0
@ 1X
j=1
EX 2j I[jXjj6]
1
A
1=2
1
CA ; (4.33)
where = inffu :P1j=1 P(jXjj>u)61=24g.
Proof of Theorem 4.1. Let fjg1j=1 be a Rademacher sequence, i.e. a sequence of
independent identically distributed symmetric random variables with P(1 = 1)=1=2.
Let E denote expectation with respect to fjg1j=1. By Khintchine’s inequality (see e.g.
Lemma 4.1, Ledoux et al. (1991) and the paragraph following it)
1=
p
2
0
@ 1X
j=1
(H−1(j))22j
1
A
1=2
6 E

1X
j=1
jH−1(j)j

6
0
@ 1X
j=1
(H−1(j))22j
1
A
1=2
: (4.34)
Consequently,
1=
p
2E
0
@ 1X
j=1
(H−1(j))22j
1
A
1=2
6 E

1X
j=1
jH−1(j)j

6 E
0
@ 1X
j=1
(H−1(j))22j
1
A
1=2
: (4.35)
Note that E means expectation with respect to fjg1j=1 and E with no subscript always
means expectation with respect to all random variables present.
Combining Lemma 4.6 with Eq. (4.35) and Lemma 4.7 we get Eq. (4.1).
Remark 4.1. The process Y (t), given in Eq. (2.2), either has a version with continuous
paths almost surely or else, in every interval, for all M>0, Y (t)>M and Y (t)<−M
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innitely often, almost surely. To see this we rst note that it follows from Lemma 4.2
and the contraction principle (see e.g. Theorem 4.9, Chapter II, Marcus et al., 1981),
that it suces to consider this question for the process
1X
j=1
H−1(j)(gj cos jt + g0j sin jt); t 2 [0; 1]: (4.36)
For this process the result follows from the Belyaev dichotomy (see e.g. Chapter III,
Theorem 4.9, Jain et al., 1978).
5. Estimates in terms of 
Lemma 5.1.
E
 
sup
j>1
H−1(j)j
!
6E+  +
Z 1

v
Z 1
=v
s d(−[s;1)) dF(v) (5.1)
for all >0.
Proof. Since H−1(1)= 1
E
 
sup
j>1
H−1(j)j
!
6 E+ E
 
sup
j>2
H−1(j)j
!
6 E+  +
Z 1

P
 
sup
j>2
H−1(j)j>u
!
du (5.2)
for all >0. Furthermore,
P
 
sup
j>2
H−1(j)j>u
!
6
1X
j=2
P(H−1(j)>u)
6
Z 1
1
P(H−1(x)>u) dx
=
Z 1
1
Z 1
u=H−1(x)
dF(v) dx
=
Z 1
0
Z 1
u=s
dF(v) d(−[s;1))
=
Z 1
u
Z 1
u=v
d(−[s;1)) dF(v)
=
Z 1
u
([u=v;1)− 1) dF(v): (5.3)
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Consequently,Z 1

P
 
sup
j>2
H−1(j)j>u
!
du
6
Z 1

Z 1
u
([u=v;1)− 1)dF(v) du
=
Z 1

Z v

([u=v;1)− 1) du dF(v)
=
Z 1

v
Z 1
=v
([s;1)− 1) ds dF(v)
6
Z 1

v
Z 1
=v
s d(−[s;1)) dF(v): (5.4)
Combining Eqs. (5.2) and (5.4) we get Eq. (5.1).
Lemma 5.2. Assume that kk<1 and let  be as given in Eq. (1.19). Then
E
 
sup
j>1
H−1(j)j
!
>
1
3e
 
E+ +
Z 1

v
Z 1
=v
s d(−[s;1)) dF(v)
!
: (5.5)
Proof. By Lemma 4.4
E
 
sup
j>1
H−1(j)j
!
>
1
e
0
@Z 1
0
0
@
0
@ 1X
j=1
P(H−1(j)>u)
1
A ^ 1
1
A du
1
A : (5.6)
Note that
1X
j=1
P(H−1(j)>u)>
Z 1
1
P(H−1(x)>u) dx
=
Z 1
1
P([u=;1)>x) dx: (5.7)
Thus
E
 
sup
j>1
H−1(j)j
!
>
1
e

+
Z 1

Z 1
1
P([u=;1)>x) dx du

; (5.8)
where  is the unique solution of
inf

c :
Z 1
1
P([c=;1)>x) dx61

: (5.9)
or, equivalently, of Eq. (1.19). (To see this use the last equation in (5:7) and the last
ve lines of Eq. (5.3).) In fact we see thatZ 1

([=v;1)− 1) dF(v)= 1: (5.10)
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Note that
Z 1

Z 1
1
P([u=;1)>x) dx du=
Z 1

Z 1
u
([u=v;1)− 1) dF(v) du
=
Z 1

v
Z 1
=v
([s;1)− 1) ds dF(v): (5.11)
By integration by parts
Z 1
=v
([s;1)− 1) ds= − (=v)([=v;1)− 1) +
Z 1
=v
s d(−([s;1)): (5.12)
Therefore the last integral in Eq. (5.11) is equal to
Z 1

v
Z 1
=v
s d(−([s;1)) dF(v)− 
Z 1

([=v;1)− 1) dF(v): (5.13)
Thus, by Eq. (5.10), the term  in Eq. (5.8) is canceled and we get
E
 
sup
j>1
H−1(j)j
!
>
1
e
 Z 1

v
Z 1
=v
s d(−[s;1)) dF(v)
!
: (5.14)
Also since, H−1(1)= 1, the left-hand side of Eq. (5.5) is clearly greater than or equal
to E. Noting this and combining Eqs. (5.8) and (5.14) we get Eq. (5.5).
Lemma 5.3. Let  be as given in Eq. (1.20). Then
G2(d)6E
0
@ 1X
j=1
(H−1(j))22j I[H−1( j)j6]
1
A6C2 + G2(); (5.15)
where G() is given in Eq. (1.22) and C is a constant depending only on .
Proof.
E
0
@ 1X
j=1
(H−1(j))22j I[H−1( j)j6]
1
A
=
1X
j=1
(H−1(j))2
Z =H−1( j)
0
v2 dF(v): (5.16)
By Eq. (1.17)
H−1(2[u;1))>H−1([du;1))= du=dH−1([u;1)): (5.17)
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Consequently, H−1(j + 1)>dH−1(j), for all 16j<1, and
E
0
@ 1X
j=1
(H−1(j))22j I[H−1( j)j6]
1
A
6
1
d2
1X
j=1
(H−1(j + 1))2
Z =H−1( j)
0
v2 dF(v)
6
1
d2
Z 1
1
(H−1(x))2
Z =H−1(x)
0
v2 dF(v) dx
=
1
d2
Z 1
0
u2
Z =u
0
v2 dF(v) d(−[u;1))
=
1
d2
Z 1
0
u2 d(−[u;1))
Z 
0
v2 dF(v)
+
Z 1

v2
Z =v
0
u2 d(−[u;1)) dF(v)
6
2
d2
Z 1
0
u2 d(−[u;1)) +
Z 1

v2
Z =v
0
u2 d(−[u;1)) dF(v): (5.18)
For the lower bound we use Eq. (5.17) and the equalities in (5:18) to see that
E
0
@ 1X
j=1
(H−1(j))22j I[H−1( j)j6]
1
A
>
Z 1
1
(H−1(x))2
Z d=H−1(x)
0
v2 dF(v) dx
>
Z 1
d
v2
Z d=v
0
u2 d(−[u;1)) dF(v): (5.19)
Lemma 5.4. Let  be as given in Eq. (1.19). Then =1 if and only if kk=1.
Furthermore, if Eq. (1.17) holds then
dkk66kk: (5.20)
Proof. Suppose that kk=1. By the monotone convergence theorem this implies
that Z 1
0
[c=v;1) dF(v)=1 8c<1: (5.21)
Also, since [c=v;1)61 for v6cZ c
0
[c=v;1) dF(v)6c: (5.22)
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Thus Z 1
c
[c=v;1) dF(v)=1 8c<1 (5.23)
and alsoZ 1
c
([c=v;1)− 1) dF(v) =
Z 1
c
[c=v;1) dF + (1− F(c))
=1 (5.24)
for all c<1. Thus kk=1 implies =1.
Since Eq. (5.10) implies thatZ 1

[=v;1) dF(v)= 2− F() (5.25)
we see thatZ 1

[=v;1) dF(v)>1 (5.26)
which implies that 6kk, without requiring Eq. (1.17).
By Eq. (5.25)Z 1
0
[=v;1) dF(v)62: (5.27)
Therefore, using Eq. (1.17), we see that
Z 1
0
[=(dv);1) dF(v)6 1
2
Z 1
0
[=v;1) dF(v)
6 1: (5.28)
Thus =d>kk, which gives Eq. (5.20).
Lemma 5.5. Let  be as given in (1.20). If (1.17) holds; then
dkk66d−5kk: (5.29)
Proof It follows from Eq. (5.3) and the fact that H−1(1)= 1, that
1X
j=1
P(H−1(j)>u)6 1− F(u) +
Z 1
u
([u=v;1)− 1) dF(v)
=
Z 1
u
[u=v;1) dF(v): (5.30)
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Note that this last integral decreases as u increases. Therefore, 6u6u, where
u= inf

u>0 :
Z 1
u
[u=v;1) dF(v)61=24

; (5.31)
u= inffu>0 : E[u=;1)61=24g: (5.32)
By Eq. (1.17), 32[u=;1)6[d5u=;1). Thus u6u   where
u  = inffu>0 : E[ud5=;1)64=3g: (5.33)
By the denition of kk, u  6kd−5k. Thus we get the right-hand side of Eq.
(5.29).
To obtain the left-hand side of Eq. (5.29) we note that by Eq. (5.3)
1X
j=1
P(H−1(j)>u)>
Z 1
1
P(H−1(x)>u) dx
=
Z 1
u
([u=v;1)− 1) dF(v): (5.34)
Therefore >w where
w= inf

w>0 :
Z 1
w
([w=v;1)− 1) dF(v)61=24

: (5.35)
Note that w>, where  is dened in Eq. (1.19). The left-hand side of Eq. (5.29)
now follows from Lemma 5.4.
Lemma 5.6. Assume that kk<1; then
J>CE: (5.36)
Proof. Choose c such thatZ 1
c
s d(−[s;1))>1=2: (5.37)
Suppose that E<1 and 6c(E=2). Then
J>
Z 1
=c
v
Z 1
c
s d(−[s;1)) dF(v)
> 1=2(E− =c)
> E=4: (5.38)
Whereas, when E<1 and >c(E=2), J>c(E=2) by Eq. (6.3).
Finally, since
J>
Z 1
2
v
Z 1
1=2
s d(−[s;1)) dF(v) (5.39)
it is clear that if E=1 then J=1.
M.B. Marcus, K. Shen / Stochastic Processes and their Applications 76 (1998) 1{32 23
6. Proofs of Theorems 1.2{1.6
Proof of Theorem 1.2. By Lemma 4.4
E(sup
j>1
H−1(j)j)>
1
e
0
@Z 1
0
0
@
0
@ 1X
j=1
P(H−1(j)>u)
1
A ^ 1
1
A du
1
A: (6.1)
Note that
1X
j=1
P(H−1(j)>u)>
Z 1
1
P(H−1(x)>u) dx
=
Z 1
1
P([u=;1)>x) dx
> E[u=;1)− 1: (6.2)
It follows from the monotone convergence theorem that kk=1 implies that E[u=;
1)=1 for all u>0. Thus, in this case E(supj>1H−1(j)j)=1. The theorem now
follows from Lemma 4.6 since, obviously, (
P1
j=1(H
−1(j))22j )
1=2> supj>1H
−1(j)j.
Proof of Theorem 1.3. By Eqs. (5.10), (5.11) and 5.13 we see that
J= +
Z 1

Z 1
1
P([u=;1)>x) dx du: (6.3)
Thus, in particular
J>: (6.4)
The lower bound in Eq. (1.24) follows from Theorem 4.1 and Lemmas 5.2 and 5.3
when kk<1. When kk=1, we see from Lemma 5.4 that =1 which by Eq.
(6.4) implies that J=1. Thus the lower bound in Eq. (1.24) is valid in this case
also.
For the upper bound in Eq. (1.24) we use Theorem 4.1 and Lemma 5.1, with = ,
and Lemma 5.3. Given these the proof is completed by showing that J>, 6C
and J>CE. The rst of these three inequalities is given in Eq. (6.3). The second
is an immediate consequence of Lemmas 5.4 and 5.5 and the last is by Lemma 5.6.
Proof of Theorem 1.4. When kk=1, Eq. (1.25) follows from Theorem 1.2. Assume
now that kk<1. By the assumption on the regular variation of  at zeroZ 1
=v
s d(−[s;1))6C(=v)[=v;1) for v>: (6.5)
Therefore
J =
Z 1

v
Z 1
=v
s d(−[s;1)) dF(v)
6C
Z 1

[=v;1) dF(v)
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6C
6Ckk; (6.6)
where at the next to last step we use Eq. (5.27) and at the last step we use Lemma
5.4.
By Lemma 5.5
G2() =
Z 1

v2
Z =v
0
s2 d(−[s;1)) dF(v)
=
Z 1

v2
Z kk=d5v
0
s2 d(−[s;1)) dF(v): (6.7)
Also, by the assumption on the regular variation of  at zeroZ kk=d5v
0
s2 d(−[s;1))6C(kk=d5v)2[kk=d5v;1) for v>: (6.8)
Therefore
G()6C
kk2
d5
Z 1


kk
d5v
;1

dF(v)
6C
32kk2
d5
Z 1
0

kk
v
;1

dF(v)
6Ckk2 (6.9)
by the denition of kk. The upper bound in Eq. (1.25) now follows from Theo-
rem 1.3.
For the lower bound we use Eq. (6.3) and Lemma 5.4.
Proof of Theorem 1.5. Note that the sequence of relationships in Eqs. (6.7){(6.9)
also hold when [u;1) is regularly varying at zero with index −1. Also, by Eq.
(6.4) and Lemma 5.4, J>Ckk. Thus we get the upper bound in Eq. (1.26) from
Theorem 1.3. Theorem 1.3, obviously, also gives the lower bound in Eq. (1.26).
Proof of Theorem 1.6. Note that Eqs. (6.5) and (6.6) also hold when [u;1) is regu-
larly varying at zero with index −2. Thus J6Ckk6C, where we use
Lemma 5.5 for the last inequality. The upper bound in Eq. (1.29) now follows from
Theorem 1.3.
To obtain the lower bound in Eq. (1.29) we note that by Eq. (6.4) and Lemmas 5.4
and 5.5, J>>C. Also, sinceZ c
0
u2 d(−[u;1)) (6.10)
is slowly varying at zeroZ d=v
0
u2 d(−[u;1))>C
Z =v
0
u2 d(−[u;1)) (6.11)
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for =v61=d. Consequently,
G2(d)>C
Z 1
d
v2
Z =v
0
u2 d(−[u;1)) dF(v)
>CG2(): (6.12)
The lower bound in Eq. (1.29) now follows from Theorem 1.3.
7. Crossing a high level
Let
def=
1X
j=1
(H−1( j))2: (7.1)
Lemma 7.1. Let  be regularly varying at innity with index −q<0. Then
lim
u!1
E exp(−u2=2)
[u;1) = 2
q=2 
q
2
+ 1

: (7.2)
For 1<r<q=(q− 1); when q>1; or else for all r>1

E

1
r=2
exp(−u2=2)
1=r
=o([u;1)) as u!1: (7.3)
Let 0<r<1 and 1=+ 1==1; where ; >0. Then; for all r>q

E

1
r=2
exp(−u2=2)
1=
=o ([u;1)) as u!1: (7.4)
Proof. By Lemma 2.1 (Marcus, 1987), (with h 1),  is a positive innitely divisible
random variable with Levy measure [s;1) which is such that (H−1(s))2 = supfu :
[u;1)>sg. It is easy to see that
[s;1)= [s1=2;1): (7.5)
Since  is regularly varying at innity we can write it as
[s;1)= L(s)
sq
; (7.6)
where L is slowly varying at innity. It follows by a result of Embrecht and Goldie
(1981), that
lim
y!0
P(>1=y)
[(1=y)1=2;1) = 1: (7.7)
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Let v= u2=2. Then
C(v)
def= E exp(−v=)=
Z 1
0
e−vy dP

>
1
y

: (7.8)
Set
U (y)=P

>
1
y

: (7.9)
Thus U (y) is regularly varying at zero with index greater than zero. In fact, by
Eqs. (7.6) and (7.7)
U (y)yq=2L((1=y)1=2) as y! 0: (7.10)
Therefore, by Theorem 3, Chapter XIII, (Feller, 1966)
C(v) 1vq=2 L(v
1=2) (
q
2
+ 1) as v!1 (7.11)
and
C(u2=2) 2
q=2
uq
L(u=
p
2) (
q
2
+ 1) as u!1: (7.12)
Since limu!1 L(u=
p
2)=L(u)= 1, we get Eq. (7.2).
To obtain Eq. (7.3) we note that
E

1
r=2
exp(−u2=2)

=
Z 1
0
yr=2e−vy dP

>
1
y

=
Z 1
0
e−vy dQ

>
1
y

; (7.13)
where
Q(y)=
Z y
0
sr=2 dU (s): (7.14)
Thus Q(y) is regularly varying at zero with index (q+r)=2. This shows that E((1=r=2)
exp(−u2=2)) is regularly varying at innity with index −(q+ r) and consequently the
left-hand side of Eq. (7.3) is regularly varying with index strictly less than −q.
To obtain (7:4) replace r by r in Eq. (7.13). The same argument that follows Eq.
(7.13) shows that the left-hand side of Eq. (7.13) is regularly varying at innity with
index −(q= + r). Thus we obtain Eq. (7.4) as long as (q= + r)>q, or equivalently,
when r>q. This completes the proof of this lemma.
Lemma 7.2. Assume that Eq. (1.17) is satised; that
lim
s!0
[s;1)
log 1=s
=1 (7.15)
and that  is regularly varying at innity with index −q<0. Then when s<2q
E(H−1( 2))s<1: (7.16)
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Proof.
E(H−1( 2))s =
Z 1
0
(H−1(x))sxe−x dx
=
Z 1
0
us[u;1)e−[u;1) d(−[u;1)): (7.17)
Since xe−x is decreasing for x>1, it follows from Eq. (7.15) that for any r>0
[u;1)e−[u;1)6Kr
ur
(7.18)
for some constant Kr depending only on r. Thus, to prove Eq. (7.16), it is enough to
show thatZ 1
1
us[u;1) d(−[u;1))<1: (7.19)
Since  is regularly varying at innity with index −q<0
Z 1
y
us[u;1) d(−[u;1))6Cys2[y;1) (7.20)
for y>y0 for some y0 suciently large. This last term goes to zero as y!1 for
s<2q.
Proof of Theorem 1.7. The proof that the right-hand side of Eq. (1.32) is a lower
bound is simple. By Eq. (2.11)
ENu(0; 1)>
1
EE exp

− u
2
2

: (7.21)
Using Eq. (7.2) completes this half of the proof.
For the upper bound in Eq. (1.32) we see from Eq. (2.7) that for all k>3
ENu(0; 1)6
1
EE exp

− u
2
2

+(k − 2)EE

H−1( 2)
1=2
exp

− u
2
2

+E
0
@ P1j=k(H−1( j))22j

!1=2
exp

− u
2
2
1A: (7.22)
To complete the proof we need only show that the last two terms are o([u;1)) as
u!1.
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Consider the next to last term in Eq. (7.23). Let 0<r<1. We write
E

H−1( 2)
1=2
exp

− u
2
2

= E

H−1( 2)
(1−r)=2
1
r=2
exp

− u
2
2

6
(
E(H−1( 2))r
1=
E

1
r=2
exp

− u
2
2
1=
; (7.23)
where 1=+1==1, and ; >0. It follows from Lemma 7.2 that the rst expectation
in the last line of Eq. (7.23) is nite as long as r<2q. By Eq. (7.4) the second
expectation in the last line of Eq. (7.23) is o([u;1)) as u!1, as long as r>q.
Since we can clearly nd an 0<r<1 and an >1 for which these two inequalities
are satised, we see that the next to last term in Eq. (7.23) is o([u;1)) as u!1,
for all k<1.
The last term in Eq. (7.23)
6E
0
@ 1X
j=k
(H−1(j))22j
1
A
1=2
E
 
sup
j>k
H−1( j)
H−1(j)
1
1=2
exp

− u
2
2
!
: (7.24)
The second expectation in Eq. (7.24)
6
 
E sup
j>k

H−1( j)
H−1(j)
!1= 
E

1
=2
exp

− u
2
2
1=
: (7.25)
By Lemma 4.2 there exists a k such that the rst expectation in Eq. (7.25) is bounded
for all <1. Thus we can take 1<<q=(q− 1) for q>1 and use Eq. (7.3) to show
that the second expectation in Eq. (7.25) is o([u;1)) as u!1. If q61 we get the
same conclusion with any choice of .
To complete the proof we note that by Lemma 4.6
E
0
@ 1X
j=k
(H−1(j))22j
1
A
1=2
<1: (7.26)
The next lemma is used in the proof of Corollary 1.1.
Lemma 7.3. Let [u;1) be regularly varying at innity with index −q<0. Then
lim
u!1
g[u;1)
[u;1) =
2q=2p

 

q
2
+
1
2

: (7.27)
Proof. Recall Eq. (1.4) and note that
E[u=jgj;1) =
r
2

Z 1
0
[u=y;1)e−y2=2 dy
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=
up
2
Z 1
0
[1=s1=2;1)
s1=2
e−u
2s=2 ds
=
1p

v1=2
Z 1
0
e−vs d
Z s
0
[1=x1=2;1)
x1=2
dx

; (7.28)
where v= u2=2. Set
Q(s) =
Z s
0
[1=x1=2;1)
x1=2
dx
 2s
1=2[1=s1=2;1)
q+ 1
as s! 0. As in Lemma 7.1, by Theorem 3, Chapter XIII, (Feller, 1966)
Z 1
0
e−vs dQ(s) 

q
2
+
1
2

[v1=2;1)
v1=2
(7.29)
as s! 0. Substituting for v, as in Eq. (7.12), we get Eq. (7.27).
Proof of Corollary 1.1. We note that g is the Levy measure of Y (0). Therefore, by
the result of Embrecht and Goldie (1981), mentioned above
lim
u!1
P(Y (0)>u)
g[u;1) = 1: (7.30)
Corollary 1.1 follows from Eq. (7.30) and Lemma 7.3.
8. General case
We rst show how we can remove condition Eq. (1.12) with condition Eq. (1.11) still
holding. Given  there exists a c>0 such that [c;1)= 1. Dene
c[u;1)= [cu;1) (8.1)
and note that c[1;1)= 1, i.e. it satises Eq. (1.12). Dene H−1c to be the inverse of
c[u;1). As usual H−1 is the inverse of [u;1). Note that
H−1c (s)=
H−1(s)
c
: (8.2)
To emphasize the dependence of ENu(0; 1) on  we write it as ENu;(0; 1). We have
the following simple but useful lemma:
Lemma 8.1.
EN0; (0; 1)=EN0; c(0; 1): (8.3)
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Proof. This follows from Eqs. (2.7) and (8.2).
Thus when [1;1) 6=1 all the results stated in Section 1 remain valid if we replace
 by c.
When we replace  by c, Eq. (1.32) in Theorem 1.7 becomes
lim
u!1
ENu;c [0; 1]
c[u;1) =
2q=2 ( q2 + 1)
 E: (8.4)
However, it follows from Eqs. (2.7) and (8.1) that
ENu; c [0; 1]
c[u;1) =
ENcu; [0; 1]
[cu;1) : (8.5)
Thus Eq. 1.32 remains unchanged even when [1;1) 6=1. (Note that one veries
that EN0(0; 1)<1 by working with c.) Having removed condition Eq. (1.12) from
the hypotheses of Theorem 1.7 we immediately get Corollary 1.1 without requiring
Eq. (1.12).
To remove condition Eq. (1.11) we assume that there exists a Levy measure ,
that satises Eq. (1.11) and Eq. (1.17), such that
C[u;1)6[u;1)6C0[u;1): (8.6)
This is easy to realize when  is regularly varying at zero and innity and itself satises
Eq. (1.17). (The value of d for which  satises Eq. (1.17) and for which  satises
Eq. (1.17) need not be the same.) Dene H−1 to be the inverse of [u;1).
Lemma 8.2. There exist constants ~C and ~C0 such that
~CH−1 (s)6H−1(s)6 ~C0H−1 (s): (8.7)
Proof. Without loss of generality we assume that C61 and that C0>1 in Eq. (8.6).
It follows from Eq. (8.6) that
H−1(C0s)6H
−1 (s)6H−1(sC): (8.8)
It follows from Eq. (5.17) that
dH−1 (s=2)6H−1 (s): (8.9)
By Eq. (8.8), H−1(s)>H−1 (s=C) and by Eq. (8.9), H−1 (s=C)>dkH−1 (s=(2kC)).
When 2kC>1, this last term is greater than or equal to dkH−1 (s). This gives us the
left-hand side of Eq. (8.7). For the right-hand side of Eq. (8.7) we see that by Eqs.
(8.8) and (8.9), H−1(s)6H−1 (s=C0)6(1=dk)H−1 (2ks=C0). This last term is less than
or equal to (1=dk)H−1 (s) when 2k =C0>1. This completes the proof of this lemma.
We see from Eqs. (2.7) and (8.7) that
EN0(0; 1)
CE
 P1
j=1(H
−1 ( j))22jP1
j=1(H
−1 ( j))2
!1=2
: (8.10)
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Consequently, we may assume the we are dealing with a process for which the Levy
measure is . Note that  satises condition (1:11). We have shown above, in this
section, how the results of Section 1 are modied in this case.
Lastly, in considering the extensions of Theorem 1.7 and Corollary 1.1 note that
when  is regularly varying at innity with index q<0, it is asymptotic to a strictly
decreasing continuous function. We take this function to be  and note that the con-
stants C and C0 in Eq. (8.6) can be taken arbitrarily close to one for u suciently
large. Using this observation and Eq. (2.7) we see that  and  are interchangeable in
Eq. (1.32). We have shown above, in this section, that Theorem 1.7 and Corollary 1.1
hold for . That is for Levy measures satisfying condition (1:11).
Appendix A. Continuity
Let 
 and 
0 denote the independent probability spaces of f jg and fjg. Let !2

and !0 2
0 denote the elements of 
 and 
0. We see by Eq. (2.2) that
Y (t; !; !0)=
1X
j=1
H−1( j(!))(gj cos j(!0)t + g0j sin j(!
0)t); t 2 [0; 1] (A.1)
is a stationary Gaussian process. Clearly, this process has a version with continuous
sample paths if
Yk(t; !; !0)
def=
1X
j=k
H−1( j(!))(gj cos jt + g0j sin j(!
0)t) t 2 [0; 1] (A.2)
has a version with continuous sample paths for some (all) k>1. Let
2(t − s; !; !0) = E(Yk(t; !; !0)− Yk(s; !; !0))2
= 4
1X
j=k
(H−1( j(!)))2 sin2
j(!0)(t − s)
2
: (A.3)
By Eq. (4.25)
E2(t − s; !; !0)6C
Z 1
0
sin2
(t − s)
2
dF(): (A.4)
It follows from Eq. (A.4), Lemma 2.3, (Marcus and Pisier (1981)), Lemma 6.2,
Jain et al., 1978) and Theorem 7.6, (Jain et al., 1978) that Yk(t; !; !0) has a ver-
sion with continuous sample paths if F is the spectrum of a continuous stationary
Gaussian process. By Theorem 3.1, (Jain et al., 1978) a sucient condition for this is
that Z 1
3
(1− F(x))1=2
x(log x)1=2
dx<1 (A.5)
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which gives Eq. (1.10) sinceZ 1
3
(1− F(x))1=2
x(log x)1=2
dx =
Z 1
3
(
R1
x dF(u))
1=2
x(log x)1=2
dx
6
Z 1
3
(
R1
x (log u)
1+ dF(u))1=2
x(log x)1+(=2)
dx: (A.6)
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