In this paper, we show that every strong solution u = u(t) of the Navier-Stokes equation on (0, T ) can be continued beyond (0 < r < 1). We shall generalize a well-known criterion due to Serrin on regularity of weak solutions. Then the weak solution actually is regular.
Introduction
We consider the Navier-Stokes equations in d dimensions ( especially, in case d ≤ 4)
where u = u(x, t) is the velocity field, p(x, t) is a scalar pressure and a(x) with div a = 0 in the sense of distribution is the initial velocity field.
Recall the theorem on local existence of strong solutions by Fujita-Kato [FK] . For evry a ∈ H s σ with s > Such a solution u is actually regular. We are interested in behavior of the solution u(t) blows up at t = T or can be extended to the solution in the same class as in (CL s ) beyond T . More precisely, we want to know whether the solution u(t) can be extended beyon t = T . It may be possible that there exists T ′ > T such that u can be extended to the solution on [0, T ′ ) as
Giga [Gig] developed the L α −theory of the Stokes operator and gave a criterion on extension of strong solutions. Let a ∈ H s σ with s > is satisfied, then there is T ′ > T such that u can be continued to the solution on [0, T ′ ) in the class (CL ′ s ) . In 1962, Serrin [Ser] proved that if u is a Leray-Hopf weak solution belonging to L γ (0, T ) ; L α R 3 with 2 γ + 3 α ≤ 1 2 , 2 < γ < ∞, 3 < α < ∞, then the solution u(x, t) ∈ C ∞ (0, T ) × R 3 . From then on, there are many criterion results added on u. Recently, Kozono-Ogawa-Taniuchi [KOT] showed that if a Leray-Hopf weak solution u(x, t) ∈ L 2 (0, T ) ;
. B 0 ∞,∞ , then u(x, t) actually is a strong solution of (1) on (0, T ).
Sohr [Soh1] extended Serrin's regularity criterion by introducing Lorentz space in both time and spatial direction, L s,r ((0, T ) ; L q,∞ ) with 2 s + 3 q = 1, here L s,r is Lorentz space, for weak solutions which satisfy the strong energy inequality. Later on, Sohr [Soh2] extended Serrin's regularity class for weak solution of the Navier-Stokes equations replacing the L q space by Sobolev spaces of negative order, L s ((0, T ) ; H −r,q ) with
Specifically, Kozono and Taniuchi [KT] proved that a weak solution u of tha Navier-Stokes equation on R 3 × [0, T ] agrees for every 0 < ǫ < T with a strong solution in the class
where BM O is the space of functions of bounded mean oscillation. The purpose of this paper is to generalize the extension criterion in terms of the shift-invariant Banach spaces of local measures. In this direction, Kozono-Ogawa-Taniuchi [KOT] proved that if the smooth solution u satisfies
then u(t) can be continued as the smooth solution beyond T. We consider the corresponding criterion in the shift-invariant Banach spaces of local measures. Actually, we shall prove that such a continuation principle of the smooth solution u on (0, T ) can be derived under the assumption that
so that E is continuously embedded in the Besov space
To state our problem, we first introduce a basic tool for this paper : the Besov spaces . B −r,∞ ∞ for some r > 0.
2 Littlewood-Paley decomposition of tempered distribution
. Let ∆ j and S j be defined as the Fourier multipliers
The distribution ∆ j f is called the j−th dyadic block of the Littlewood-Paley decomposition of f .
For all k ∈ Z and for all f ∈ S'(R d ), we have
This equality is called the Littlewood-Paley decomposition of the distribution f . If, moreover, lim
is called the homogeneous Littlewood-Paley decomposition of the distribution f .
Definition 2.2 (Distributions vanishing at infinity) We define the space of tempered distributions vanishing at infinity as the space
Next, we shall often use Banach spaces of distributions whose norm is invariant under translations T (x − x 0 ) = T and on which dilatations operate boundedly. This spaces was introduced by P.G. Lemarié-Rieusset in his work [Lem] . The spaces which are invariant under pointwise multiplication with bounded continuous functions.
Shift-invariant Banach spaces of local measures
A) A shift-invariant Banach spaces of test functions is a Banach space E such that we have the continuous embeddings
(a) for all x 0 ∈ R d and for all f ∈ E, f (x − x 0 ) ∈ E and
B) A shift-invariant Banach spaces of distributions is a Banach space E which is the topological dual of a shift-invariant Banach of test functions space E (0) of smooth elements of E is defined as the closure of
Throughout the paper, we consider a special case of shift-invariant spaces of distributions : spaces of local measures, where the spaces are requested to remain invariant through pointwise multiplication with bounded continuous functions.
Definition 2.3 (Shift-invariant spaces of local measures ) A shift-invariant Banach space of local measures is a shift-invariant Banach space of distributions E so that for all f ∈ E and all g ∈ S R d , we have f g ∈ E and
where C E is a positive constant which depends neither on f nor on g.
Remark 1 An easy consequence of hypothesis (a) is that a shift-invariant Banach space of test functions
E satisfies S R d ⊂ E and a consequence of hypothesis (b) is that E ֒→ S ′ R d . Similarly, we have for a shift-invariant Banach space of distributions E that S R d ⊂ E (0) ⊂ E ֒→ S ′ R d . In particular, E (0) is a
shift-invariant Banach space of test functions.
A shift-invariant Banach spaces of distributions are adapted to convolution with integrable kernels :
Lemma 2.4 (Convolution in shift-invariant spaces of distributions) If E is a shift-invariant Banach space of test functions or of distributions and ϕ ∈ S R d , then for all f ∈ E, we have f * ϕ ∈ E and
Moreover, convolution may be extented into a bounded bilinear operator from E ×L 1 to E and we have for all f ∈ E and for all g ∈ L 1 , the inequality
The prove of the above lemma can be found in [Lem] . We have the following lemma.
As a corollary, if E is a Banach space of tempered distributions whose norm is invariant under translations and if
Banach space of tempered distributions whose norm is invariant under translations so that the norm of E is homogeneous : for some α ∈ (0, 1] , we have for all f ∈ E and all λ > 0,
Proof. a) is obvious: if f E is invariant under translations, we have
The S j are equicontinuous from E to L ∞ for j ≤ −1; but for f ∈ S, we have
and thus lim
Cela pove que for f ∈ E, lim j→−∞ S j f ∞ = 0 and hence E ⊂ S ′ 0 . b) is again quite obvious :
We may now define homogeneous Besov spaces over a shift-invariant Banach space of distributions :
For s ∈ R, q ∈ [1, +∞], the homogeneous Besov spaces
equipped with the norm
denotes the set of all multinomials.
Similarly, the inhomogeneous Besov spaces B s,q E is defined by
Remark 2 1. If s < 0 and if f j satisfies supp f j ⊂ ξ :
+∞, but for all g ∈ S and all k ∈ N :
We now give a simple example of application of the Littlewood-Paley decomposition : pointwise multiplication is a bounded bilinear mapping on regular enough Besov spaces. (c) For 1 ≤ q ≤ ∞, s > 0 and τ ∈ (−s, 0), the pointwise multiplication is a bounded bilinear operator from
The proof is based in the following lemma :
Proof. The lemma is obvious. The convergence of the series
in case a), we may write
and we find that
and both cases we may conclude that f ∈ B s,q E .
Now we can prove theorem 2.7. Proof.
) where π is the paraproduct operator :
We may now easily conclude, applying lemma 2.8 to π (f, g) , π (g, f ) and ρ (f, g) : S j−2 f ∆ j g has its spectrum contained in ξ ∈ R d : |ξ| ≤ 5 2 j−1 and
As a corollary, we have We use the semi-group e t∆ operating on shift-invariant Banach spaces of distributions, it will be very useful to characterize the action of the heat kernel on Besov spaces associated with such spaces ( [Lem] , theorem 5.3, p.44-45).
Proposition 2.10 (Heat kernel and Besov space) Let E be a shift-invariant Banach space of distributions. Let s < 0, 1 ≤ q ≤ ∞ and T > 0. There exists a constant C T > 0 such that
Moreover, the norms e t∆ f E + t
and f . Proof. see [Lem] .
Remark 3 This proposition may be easily applied to the case of inhomogeneous Besov spaces.
Let us return to a condition E ֒→
. One of the purposes of this section is, if possible, to schow under a carachterization (3)
That is, we want to know whether
for every function f ∈ .
B
−r,∞ ∞ and all t > 0. The proof uses exactly same ideas as in ( [Lem] of theorem 5.4) and we omit the details here.
Lemma 2.11 Let E a Banach space satisfying S ֒→ E ֒→
Proof. We shall prove the first statement; the proof of the second is similar. We may assume that
Using the Littlewood-Paley decomposition, we have by noting
Moreover, for all j ≥ 0, we have : for some r > 0 is the existence of constant C ≥ 0 so that for all f ∈ E, we have
We now list examples of shift-invariant Banach spaces of local measures [Lem] and [G] :
iv) The multiplier space : M H r → L 2 = X r defined for 0 ≤ r < d 2 as the space of functions that are locally square-integrable on R d and such that the pointwise multiplication with these functions maps boundedly
The norm of X r is given by the operator norm of pointwise multiplication :
A Continuation principle of strong solutions
For the definition of weak solutions of the Navier-Stokes equations we need the subspace
obtained as the closure of C ∞ 0,σ with respect to L 2 -norm . L 2 . H r σ denotes the closure of C ∞ 0,σ with respect the H r −norm
, r ≥ 0.
We begin by defining what we call a "weak solution" according to LerayHopf for the Navier-Stokes equations. 
for all test functions φ ∈ H 1 (s, t) ; H 1 σ .
Concerning existence of the weak solutions, we have
Theorem 3.2 (Leray -Hopf ) For every a ∈ L 2 σ , there exits at least one weak solution u of (1) 
. H 1 σ was constructed by Leray as the initial veleocity a ∈ L 2 σ , such that u satisfies the energy inequality.
By a strong solution, we mean a weak solution u such that
2. u satisfies (1) with some distribution p such that ∇p ∈ C ((0, T ) ; H s ) .
It is well-known that strong solutions are regular (say, classical) and unique in the class of weak solutions. Concerning the existence of the strong solution, see, Fujita-Kato [FK] , [Gig] .
The methods used by Kozono and Taniuchi can be adapted to include here. The proof consists in first obtaining a continuation principle for strong solutions and then in applying it to weak solutions. 
then u can be continued to the strong solution in the class
Proof. A short-time strong solutions in the class CL s (0, T ), with s > d 2 − 1, can be obtained by applying the Kato method see e.g. [K] , that is can be estimated from below as
Then, continuation for the solution is obtained via Gronwall's inequality, once a priori exponential bounds on the H s −norm of u(t), 0 < t < T, are established. We follow Kozono-Taniuchi and applying v k = ∂ k u to NavierStokes equation, we have
where q k = ∂ k p and Then, multiplying (6) by v k and integrating the result identity on the time interval for 0 < t 0 ≤ t ≤ T, we obtain
By Schwarz's inequality
We now use theorem 2.7, the interpolation inequality and the fact
(equivalent norms), it follows that
By Young's inequality, it follows that
Summing over k with 0 ≤ |k| < [s] + 1, we have
Finally, using Gronwall's inequality,
This proves theorem.
A priori estimates on the smooth solution
Our result on regularity of weak solutions can be stated as follows. Remark 6 Theorem 3.5 may be regarded as an extension of Serrin's criterion [Ser] on regularity of weak solutions u for d ≤ 4. Recently, Sohr [Soh1] generalized the result of Serrin by means of the Lorentz space and proved smoothness of weak solutions u in the class
where [G] for such r and γ as in (8), we have an inclusion
Sohr [Soh2] also obtained regularity of weak solutions in the following homogeneous Sobolev spaces with differentiability of negative order
By the Sobolev embedding
. 
Proof of theorem
In this section, we present the proof of theorem 3.5, preceded by the following lemmas.
Lemma 3.6 1. Let E be a shift-invariant Banach space of local measures.
Assume that E is continuously embedded into 
In particular, there holds
Proof.
1. From theorem 2.7 and the interpolation inequality, we obtain
Integrating this inequality over (0, T ) and using the Hölder inequality, it follows that
which implies (9).
2. If d ≤ 4, then u.∇v, w is a trilinear continuous from on H 1 σ . Since C ∞ 0,σ is dense in H 1 σ , we can carry out integration by parts in R d and see that for such u, v, w as in lemma 3.6 (2) there holds u(t).∇v(t), w(t) = − u(t).∇w(t), v(t) for almost everywhere t ∈ (0, T ) . By (9) both sides of the above identity are integrable in t on (0, T ) , so we obtain the desired identity (11). This finishes the proof of lemma 3.6. Now, we prove that weak solutions satisfying (5) fulfill the energy identity :
Example 1 This result may be applied to the Lebesgue space L p , p > d, to the multiplier spaces X r , 0 < r < 1, to the Morey-Campanato spaces M p,q , 2 ≤ p ≤ q and d < q and to the spaces
It is known that every weak solution u with (8) fulfills the energy identity In lemma 3.2 below, we shall see that the class (5) guarantees also the energy identity (13).
We use the proof of Lemma 3 in [KT] and we need only show that Before to prove this lemma, we first recall elementary properties of the mollifier introduced by Masuda [Mas] . Let ϕ be a C ∞ function in R with support in |t| ≤ 1, such that ϕ(t) = ϕ(−t), ϕ(t) ≥ 0 and R ϕ (t) dt = 1. We set ϕ λ (t) = λ −1 ϕ λ −1 t for λ > 0.
Let s, t be fixed numbers such that 0 ≤ s < t < ∞. Let B be a Banach space. For u in L p ((s, t) ; B) , 1 ≤ p < ∞, we define the mollifier u λ of u by u λ (s) = t τ u λ (s − z) u(z)dz.
Proof. Indeed, let the function ϕ ∈ D (R) satisfy the mollifier properties. We choose a test function φ in (4) as φ(s) = u λ (s) = t τ u λ (s − z) u(z)dz.
Obviously, there holds u λ ∈ H 1 (τ, t) ; H 1 σ . By symmetry of ϕ λ , we have 
Since u ∈ L 2 (0, T ) ; H 1 σ , we see 
Now, taking φ = u λ in (4) and then letting λ → 0, we have by (15) and (18) 
for all 0 ≤ τ ≤ t < T. This implies (14). After we establish the key estimate in section 2, the proof of theorem 3.5 is straighforward.
Proof. According to the Sobolev embedding H 1 ⊂ L d (d ≤ 4), so for every ǫ ∈ (0, T ), there is δ ∈ (0, ǫ) such that
It is well-known [K] and [Gig] that there is a unique strong solution w w ∈ C [δ, T * ) ;
