Invariant subspaces for positive operators on Banach spaces with
  unconditional basis by Gallardo-Gutiérrez, Eva A. et al.
ar
X
iv
:2
00
5.
01
15
0v
1 
 [m
ath
.FA
]  
3 M
ay
 20
20
INVARIANT SUBSPACES FOR POSITIVE OPERATORS ON
BANACH SPACES WITH UNCONDITIONAL BASIS
EVA A. GALLARDO-GUTIE´RREZ, JAVIER GONZA´LEZ-DON˜A, AND PEDRO TRADACETE
Abstract. We prove that every lattice homomorphism acting on a Banach space
X with the lattice structure given by an unconditional basis has a non-trivial
closed invariant subspace. In fact, it has a non-trivial closed invariant ideal,
which is no longer true for every positive operator on such a space. Motivated by
these later examples, we characterize tridiagonal positive operators without non-
trivial closed invariant ideals on X extending to this context a result of Grivaux on
the existence of non-trivial closed invariant subspaces for tridiagonal operators.
1. Introduction
Let X be an infinite dimensional separable (real or complex) Banach space and
E = {en}n≥1 a Schauder basis (or simply a basis) of X , that is, for every x ∈ X , there
exists a unique sequence of scalars {αn} such that
x =
∞∑
n=1
αnen.
Clearly the basis {en}n≥1 gives rise to a natural closed cone CE defined by
CE =
{
x =
∞∑
n=1
αnen : αn ≥ 0 for each n = 1, 2, . . .
}
.
Observe that CE satisfies trivially the properties of a cone, namely, CE + CE ⊆ CE ,
a CE ⊆ CE for each real a > 0, and CE ∩ (−CE) = {0}.
In addition, it is well known that every cone C in a Banach space X determines a
partial order ≤ by letting y ≤ x whenever x − y ∈ C. The elements of C are known
as positive vectors and the pair (X , C) is an ordered Banach space.
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The order structure plays an important role when linear operators acts on X . At
this regards, recall that a linear operator T on X is said to be positive respect to
the basis E = {en}n≥1 if T (CE) ⊂ CE , or equivalently, Tx ≥ 0 for each x ≥ 0.
By identifying T with the infinite matrix (aij){i,j≥1} respect to the basis E , T is a
positive operator if and only if aij ≥ 0 for every pair (i, j). If the basis E = {en}n≥1
is also unconditional, then every positive operator is automatically continuous; see [6,
Theorem 12.3].
Nevertheless, despite of the order structure inherited in the Banach space with an
unconditional basis, it is still unknown whether every positive operator (and therefore,
a positive continuous operator) has a non-trivial closed invariant subspace. Indeed,
motivated by the Invariant Subspace Problem, Abramovich, Aliprantis and Burkin-
shaw proved in the seminal work [3] the following result for the classical Banach spaces
of sequences ℓp (1 ≤ p <∞).
Theorem (Abramovich-Aliprantis-Burkinshaw, 1993). Let T be a positive op-
erator acting on ℓp, (1 ≤ p < ∞). Assume there exists a positive operator S in the
commutant of T which is locally quasinilpotent at a non-zero positive vector, that is,
there exists a positive vector x0 such that
lim
n
‖Snx0‖
1/n = 0.
Then T has a non-trivial complemented closed invariant subspace. Moreover, T has
a non-trivial closed invariant ideal.
Later on, in [4], the authors extended previous results on the existence of closed
invariant subspaces to positive operators on Banach lattices or operators close to
them. Shortly after, in [5], they extended these results to operators acting on any
Banach space X with a (not necessarily unconditional) Schauder basis. In particular,
they proved that if a continuous quasinilpotent operator T on X is positive with
respect to the closed cone generated by a basis, then the operator has a nontrivial
closed invariant subspace. Moreover, if T commutes with a nonzero positive operator
that is quasinilpotent at a nonzero positive vector, then T has a nontrivial closed
invariant subspace.
The role played by the (local) quasinilpotent behavior in the aforementioned results
seems to be quite relevant, and there have been attempts to extend those results for
positive operators (not necessarily (locally) quasinilpotent) by means of considering
Lomonosov’s theorem [14] (we refer to [1, Chapter 10] for more on the subject and to
[17] for recent results at this regards). Indeed, if an ideal irreducible positive operator
T , that is, a positive operator T lacking non-trivial invariant ideals, commutes with
a compact positive operator S, then neither T nor S are locally quasinilpotent at
any non-zero vector (see [2, Problem 9.2.9], for instance). Nevertheless, it is possible
to exhibit a positive operator T in a Banach space with an unconditional basis such
that the only compact operator commuting with every non-scalar operator in the
commutant of T is the zero operator but still T has non-trivial closed invariant ideals
and fails to be quasinilpotent at any non-zero vector x (see Section 2).
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A closer look at the example in Section 2 shows that it is a lattice homomorphism.
At this regards, in Section 3, we will show that every lattice homomorphism in any
Banach space X with an unconditional Schauder basis has non-trivial closed invari-
ant subspaces; indeed non-trivial closed invariant ideals (see Theorem 3.5). Lattice
homomorphisms are positive operators; and clearly they constitute a first class of op-
erators to understand if every positive operator (and therefore, a positive continuous
operator) has a non-trivial closed invariant subspace. It is worthy to point out that
not every positive operator in a Banach lattice has a non-trivial closed invariant ideal
(see Example 3.8) which sharpens Theorem 3.5 at that regards.
Indeed, as we will show, Example 3.8 motivates Section 4 in order to study positive
operators on X whose matrix representation respect to E is tridiagonal. While such
operators have non-trivial closed invariant subspaces as Sophie Grivaux proved in
[10], we will characterize those lacking non-trivial closed invariant ideals.
2. An example
In this section, we exhibit an example of an operator T with non-trivial closed
invariant ideals in a Banach space with an unconditional basis such that every non-
scalar operator in the commutant of T does not commute with any non-zero compact
operator and T is also not locally quasinilpotent at any non-zero vector. This result,
based on the ideas in [11], establishes that either the local quasinilpotent behavior
of T or the fact of having a non-zero compact operator in the commutant of T are
just sufficient conditions in order to draw the existence of non-trivial closed invariant
ideals for positive operators.
Let β = {βn}n≥0 be a sequence of positive numbers with β0 = 1 and consider
H2(β) the set of all formal power series f(z) =
∑∞
n=0 anz
n such that the series
∞∑
n=0
|an|
2β2n
converges. The shift operator Mz defined by
∞∑
n=0
anz
n →
∞∑
n=0
anz
n+1
is a bounded linear transformation mapping H2(β) into itself under appropriate con-
ditions on the sequence β. Indeed, it is well-known that every weighted shift acting on
ℓ2 is unitarily equivalent to Mz acting on a suitable H
2(β) (for more on the subject,
we refer to the classical survey by Shields [16]).
In [11], Hadwin, Nordgren, Radjavi and Rosenthal proved that quasi-analytic shifts
(see [16, p. 103] for definition) do not satisfy Lomonosov’s hypothesis. In particu-
lar, by considering the sequence βn = exp
(
n1/2
)
the operator Mz acting on H
2(β)
satisfies that the only compact operator commuting with every non-scalar opera-
tor in the commutant {Mz}′ is the zero operator. We observe that Mz is uni-
tarily equivalent to the weighted shift W on ℓ2 associated to the weight sequence
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wn = exp
(
(n+ 1)1/2 − n1/2
)
, namely
W : ℓ2 → ℓ2
en → wnen+1,(2.1)
where {en}n≥0 denotes the canonical basis in ℓ2. So, the only compact operator
commuting with every non-scalar operator in {W}′ is the zero operator. Clearly, W
has infinitely many invariant closed ideals, and moreover, it satisfies the following
Proposition 2.1. The weighted shift W acting on ℓ2 given by (2.1) is not quasinilpo-
tent at any non-zero vector x ∈ ℓ2. Moreover, any operator commuting with W is not
quasinilpotent at any non-zero vector x ∈ ℓ2.
Proof. Since W is unitarily equivalent to Mz acting on H
2(β), we will show that Mz
is not locally quasinilpotent in H2(β) where βn = exp
(
n1/2
)
. To that end, observe
that H2(β) consists of analytic functions in the open unit disc D of the complex plane
which, in particular, are continuous on the closure D.
First, observe that for every non-zero f ∈ H2(β), the limit
rMz (f) := lim sup
n
‖Mnz f‖
1/n
H2(β)
is the local spectral radius of Mz at f in H
2(β). Now, recall that the local spectrum
of Mz at f in H
2(β), denoted by σMz (f), is the complement of the set of complex
numbers λ such that there exists an open neighborhood Uλ ∋ λ and an analytic
function h : Uλ → H2(β) for which
(Mz − wI)h(w) = f, for every w ∈ Uλ.
We refer to the monograph by Laursen and Neumann [13] for more on local spectrum
of operators. In particular, it holds that
D ⊆ σMz (f)
for all non-zero f ∈ H2(β) (see [13, Proposition 1.6.9], for instance). Since for every
linear bounded operator T on a Banach space X the local spectral radius at x satisfies
rT (x) ≥ {|λ| : λ ∈ σT (x)},
one deduces that lim supn ‖M
n
z f‖
1/n
H2(β) ≥ 1 for every non-zero f ∈ H
2(β). Hence, Mz
is not quasinilpotent at any non-zero vector f ∈ H2(β).
Note that the last statement of Proposition 2.1 follows since every operator in the
commutant of Mz in H
2(β) is a multiplication operator Mφ where φ ∈ H2(β) (see
[11]). The proof is then completed by arguing, in a similar way, since the local spectral
radius at any vector satisfies φ(D) ⊆ σMφ(f). 
3. Invariant subspaces for lattice homomorphisms
Throughout this section, X will denote an infinite dimensional separable (real or
complex) Banach space and E = {en}n≥1 an unconditional basis in X . We consider
the order induced by the basis E as mentioned in the Introduction.
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Following the standard lattice notation, the supremum (least upper bound) and
the infimum (greatest lower bound) of a pair of vectors x, y ∈ X will be denoted by
x ∧ y and x ∨ y respectively, namely
x ∨ y = sup{x, y} and x ∧ y = inf{x, y}.
Recall that for x in a vector lattice, its positive part, its negative part and its
absolute value are defined by:
x+ = x ∨ 0, x− = (−x) ∨ 0, and |x| = x ∨ (−x),
respectively. A sublattice of a vector lattice is a subspace which is also closed under
the lattice operations (that is, for each x, y in a sublattice, x∨y and x∧y also belong
to the sublattice). An ideal M in a vector lattice is a subspace such that for every
x, y such that if |x| ≤ |y| and y ∈ M then x ∈ M . Recall that a norm in a vector
lattice is a lattice norm if it satisfies ‖x‖ ≤ ‖y‖ whenever |x| ≤ |y|. Thus, a Banach
lattice is a complete vector lattice equipped with a lattice norm.
In addition, recall that a linear bounded operator T on a vector lattice E is a lattice
homomorphism if T (x ∨ y) = Tx ∨ Ty for all x, y ∈ E (see also [1, Theorem 1.34]).
Every lattice homomorphism is clearly a positive operator. Finally, a one-to-one
lattice homomorphism which is onto is called a lattice isomorphism.
A first result identifies lattice isomorphisms acting on Banach spaces X (real or
complex) with an unconditional basis.
Proposition 3.1. Let X be a Banach space with an unconditional basis E = {en}n≥1
and T a lattice isomorphism. Then, there exists a permutation ξ : N → N and a
sequence of positive numbers {wn}n≥1 such that
(3.1) Ten = wneξ(n), (n ∈ N).
Proof. Let n,m ∈ N such that n 6= m. First, observe that en ∧ em = 0. Since T is a
lattice homomorphism, it follows that Ten ∧ Tem = T (en ∧ em) = 0. Denote
Ten =
∑
k∈N
αkek, T em =
∑
k∈M
βkek,
where N,M ⊂ N and αk > 0 and βk > 0. Since Ten and Tem are disjoint elements in
X , it follows that N ∩M = ∅. Accordingly, every lattice homomorphism in X maps
different basis elements into expansions with disjoint basis elements.
Now, note that T−1 is also a lattice homomorphism since for every x, y ∈ X
x ∨ y = T (T−1x) ∨ T (T−1y) = T ((T−1x) ∨ T−1y),
from where it easily yields the claim on T−1. Hence, one deduces
en = T
−1Ten =
∑
k∈N
αkT
−1ek =
∑
k∈N
αk
(∑
l∈Nk
γlel
)
,
where γl > 0 and Nk ⊂ N.
Now, having in mind that the basis is unconditional, one deduces from the series
expansion for en that there exists η ∈ N such that αη > 0 and αk = 0 for every k ∈ N,
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k 6= η. Denote then by ξ(n) such an η and wn = αξ(n). Hence
Ten = wneξ(n).
Upon applying such argument to every basis vector, it follows that ξ : N → N is a
permutation since T is bijective. From here the desired statement follows. 
With Proposition 3.1 at hand, we may introduce the following class of operators:
Definition 3.2. A linear bounded operator in a Banach space X with an uncondi-
tional basis E = {en}n≥1 will be called a weighted permutation operator if there
exists a permutation ξ : N → N and a sequence of positive numbers {wn}n≥1 such
that Ten = wneξ(n) for every n ∈ N.
Indeed, the previous ideas can be pushed a bit further and prove that injective,
dense range lattice homomorphisms are also weighted permutation operators.
Proposition 3.3. Let X be a Banach space with an unconditional basis E = {en}n≥1
and T an injective, dense range lattice homomorphism. Then T is a weighted permu-
tation operator.
Proof. Since T is positive and injective, for every n ∈ N there exist positive real
numbers αn,k and Nn ⊂ N such that
Ten =
∑
k∈Nn
αn,k ek.
Assume, by contradiction, that there exists ℓ ∈ N such that the cardinal of the set
Nℓ, denoted by |Nℓ|, is strictly bigger than 1. Let n0 ∈ Nℓ and write
Teℓ = αℓ,n0 en0 +
∑
k∈Nℓr{n0}
αℓ,k ek.
Since the range of T is dense, there exists a sequence {xn}n≥1 in X such that
Txn → en0 in X . Write xn =
∑∞
m=1 βn,mem, and denote by e
∗
n0 the coordinate
functional for n0 ∈ N. Having into account that Ten ∧ Tem = 0 for every n 6= m ∈ N
(as in the proof of Proposition 3.1), it follows that
e∗n0(Txn) = βn,ℓ e
∗
n0 (Teℓ) = βn,ℓ αℓ,n0 → 1, as n→∞.
Let n1 ∈ Nℓ, with n1 6= n0. In a similar way, we have
e∗n1(Txn) = βn,ℓ e
∗
n1 (Teℓ) = βn,ℓ αℓ,n1 → 0, as n→∞,
which yields a contradiction. Hence, |Nn| = 1 for every n ∈ N and therefore T is a
weighted permutation operator. 
Next result will provide a matrix expression for lattice homomorphisms in Banach
spaces with unconditional basis.
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Proposition 3.4. Let X be a Banach space with an unconditional basis E = {en}n≥1.
Let T be a positive operator on X and let A = (an,m)n,m∈N be the infinite positive
matrix induced by T ; namely
Tem =
∞∑
n=1
an,men,
where an,m ≥ 0 for every n,m ∈ N. Then, T is a lattice homomorphism if and only if
each row of A has at most one non-zero entry. In addition, T is an injective lattice
homomorphism if and only if A has no null columns.
Proof. First, let us assume that T is a lattice homomorphism and suppose, by contra-
diction, that there exists N ∈ N and i 6= j ∈ N such that aN,i ·aN,j > 0. Then, observe
that the N -th coordinate of the vectors Tei and Tej are given by the coefficients aN,i
and aN,j respectively. Since T is a lattice homomorphism Tei∧Tej = 0, but the N -th
coordinate of such a vector is given by aN,i ∧ aNj > 0, which yields a contradiction.
Now, assume that each row of A has at most one non-zero entry. Then, it is obvious
that Ten ∧Tem = 0 for every n 6= m. We claim that this property for T is equivalent
to be a lattice homomorphism. Having in mind that T is a positive operator, it is
enough to show that x∧y = 0 implies Tx∧Ty = 0 for every x, y ∈ X (see [1, Theorem
1.34]).
Let us suppose that x ∧ y = 0 for x, y ∈ X . Hence, we may write
x =
∑
n∈N
xnen and y =
∑
n∈M
ynen,
where N,M ⊂ N satisfy N ∩M = 0 and xn, yn 6= 0. Equivalently, the supports of
x and y are disjoint. Since T maps disjoint basis vectors to elements with disjoint
supports, Tx and Ty have also disjoint supports. Accordingly, Tx ∧ Ty = 0 and
therefore, T is a lattice homomorphism.
Last statement of the theorem follows easily from Proposition 3.3. 
Remark. Observe that as a straightforward application of Theorem 3.4 the example
of Section 2 is a lattice homomorphism. What it is not clear from the matrix repre-
sentation is the fact that such an operator is not quasinilpotent at any non-zero vector
x ∈ ℓ2.
The main result of this Section is the following theorem.
Theorem 3.5. Let X be a Banach space with an unconditional basis E = {en}n≥1
and T a lattice homomorphism on X . Then T has a non-trivial closed invariant
subspace. Moreover, T has a non-trivial closed invariant ideal.
Proof. First, observe that if T is not injective, then the kernel of T is a non-trivial
closed invariant subspace; in fact, it is a closed invariant ideal since T is a lattice
homomorphism.
If T is injective and has dense range then, by means of Proposition 3.3, T is
a weighted permutation operator. Let us denote by ξ : N → N the permutation
associated to T .
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For k, n ∈ N, let us consider the subset of N
Ak(n) = {ξ
−(k+m)(n) ∈ N : m ∈ N} = {ξ−(k+1)(n), ξ−(k+2)(n), ξ−(k+3)(n), . . . }.
That is, Ak(n) is the orbit of n under the sequence of maps {ξ−(k+m)}m∈N.
First, let us show that Ak(n) ( N arguing by contradiction. If Ak(n) = N, then
there exists m ∈ N such that ξ−(k+m)(n) = n. In particular, in such a case, the
permutation ξ−1 : N → N would be cyclic and Ak(n) finite which contradicts the
assumption.
Let us consider the ideal
(3.2) IAk(n) =
{
x ∈ X : x =
∞∑
n=1
xnen with xm = 0 for every m ∈ Ak(n)
}
.
Since Ak(n) ( N we deduce that IAk(n) is a non-trivial ideal. Moreover, IAk(n) is
invariant under T : note that if x ∈ IAk(n) the coordinates of Tx are given by
(Tx)ξ−(k+m)+1(n)
which are null for every m ∈ N. Accordingly, Tx ∈ IAk(n) and therefore, every
injective and dense range T homomorphism has a non-trivial closed invariant ideal
and hence, a non-trivial invariant-subspace.
In order to finish the proof, we are reduced to prove the result for injective lattice
homomorphisms T with no dense range. The aim is to show the existence of non-
trivial closed invariant ideals, since clearly the closure of the range of T is a non-trivial
closed invariant subspace.
Denote by A = (an,m)n,m∈N the infinite positive matrix induced by T . Since T is
injective, every column of A has a strictly positive element. Assume there exists n0
such that the n0-th row of A is null. Then, the non-trivial ideal
In0 = {x ∈ X : x =
∞∑
n=1
xnen with xn0 = 0}
is clearly closed and invariant under T . Hence, we may assume that every row and
column of A is not null.
Now, note that for each n ∈ N there exists Nn ⊂ N such that
Ten =
∑
k∈Nn
ak,nek,
where ak,n > 0 for every k ∈ Nn. Indeed, Nn 6= ∅ for every n ∈ N and Nn ∩Nm = ∅
if n 6= m. Moreover,
N =
∞⋃
n=1
Nn.
These properties allow us to define the following map ϕ : N → N. For each k ∈ N
there exists a unique n ∈ N such that k ∈ Nn. We define ϕ(k) = n. Observe that ϕ
is a well-defined, surjective map.
Now, for k, n ∈ N we define the subset of N
A˜k(n) = {ϕ
k+m(n) : m ∈ N} = {ϕk+1(n), ϕk+2(n), ϕk+2(n), . . . }.
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In this case, A˜k(n) is the orbit of n under the sequence of maps {ϕk+m}m∈N.
In a similar way as before, let us show that A˜k(n) ( N arguing by contradiction. If
A˜k(n) = N, then there would exist m0 ∈ N such that ϕ
k+m0(n) = n. Thus, ϕ would
be cyclic and A˜k(n) finite, which is again a contradiction.
Let us consider the ideal IA˜k(n) associated to A˜k(n) as in (3.2), namely,
IA˜k(n) =
{
x ∈ X : x =
∞∑
n=1
xnen with xm = 0 for every m ∈ A˜k(n)
}
.
Once again IA˜k(n) is a non-trivial ideal of X since A˜k(n) ( N. The proof of the
Theorem will follow if we show that IA˜k(n) is invariant under T . In this case, the
argument is a bit more involved.
Let x ∈ IA˜k(n) and write
Tx =
∞∑
n=1
xn
(∑
k∈Nn
ak,nek
)
.
Let p ∈ A˜k(n) and let us show (Tx)p = 0. Having in mind that lattice homomorphisms
maps different basis elements into expansions with disjoint basis elements, we deduce
that
(Tx)p = xℓap,ℓ,
where ℓ ∈ N. Then, it follows that p ∈ Nℓ, so ϕ(p) = l.
Now, since p ∈ A˜k(n), there exists m ∈ N such that p = ϕk+m(n), so ℓ = ϕ(p) =
ϕk+m+1(p). Then, ℓ ∈ A˜k(n) and since x ∈ IA˜k(n) it follows that xℓ = 0. Then
(Tx)p = 0 and accordingly, Tx ∈ IA˜k(n). Therefore, IA˜k(n) is invariant under T as
we wish to prove. This completes the last part of the proof and the statement of the
theorem follows. 
As an immediate corollary we deduce the following result.
Corollary 3.6. Every lattice homomorphism on ℓp, 1 ≤ p < ∞, has a non-trivial
closed invariant subspace which is an ideal.
In addition, recall that a positive operator T in a Riesz space is called interval
preserving whenever T [0, x] = [0, T x] for every positive element x. As mentioned in
[1, p. 24], there are some nice duality properties between interval preserving operators
and lattice homomorphisms. Namely, T is a lattice homomorphism if and only if its
adjoint T ∗ is interval preserving. Accordingly, we have the following
Corollary 3.7. Every interval preserving operator T on ℓp, 1 < p < ∞, has a non-
trivial closed invariant subspace which is an ideal.
Lastly, as far as Theorem 3.5 concerns, we borrow Example 3.5 in [12] which
shows that the result is sharp in the sense that there exist positive operators on ℓp,
1 ≤ p <∞, lacking non-trivial closed invariant sublattices, and hence ideals.
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Example 3.8. Let X = ℓp, 1 ≤ p <∞, and T be the operator defined on X by
(Tx)n =
{
xn−1 + xn+1 if n > 1,
x2 if n = 1.
There is no non-trivial invariant sublattices of T in X .
Indeed, a closer look at Example 3.8 yields that the matrix representation of T is
a tridiagonal matrix where each row (except the first one) has exactly two non-zero
entries. This contrasts with the fact that each row of the matrix representation of
lattice homomorphisms has at most one non-zero entry (as proved in Theorem 3.4).
This seems to play the key role in the proof of Theorem 3.5.
Regarding positive operators with tridiagonal matrix, we will see in Section 4 that
it is possible to provide a characterization of such operators having non-trivial closed
invariant ideals.
A final remark. In order to conclude Section 3, we observe that the hypotheses on
the Banach space X regarding the order inherited by the unconditional basis is essen-
tial and plays a significant role. Indeed, by considering the classical Lebesgue spaces
Lp[0, 1], 1 ≤ p <∞, one observes that when they are considered as standard Banach
lattices, there do exist lattice homomorphisms without non-trivial closed invariant
sublattices, and hence ideals (see [12, Section 4], for instance). Indeed, among the
lattice homomorphisms lacking closed invariant sublattices provided by Kitover and
Wickstead are certain Bishop operators. Recall that if α is an irrational number in
the interval (0, 1) and { · } stands for the fractional part, the Bishop operator Tα is
defined by
Tα : L
p[0, 1] −→ Lp[0, 1]
u(t) 7−→ t · u({t+ α}).
Bishop operators were proposed by E. Bishop in the fifties as candidates for operators
having no non-trivial closed invariant subspaces, or in other words, operators which
might entail counterexamples for the Invariant Subspace Problem. In 1973, Davie
[8] showed that there exist Bishop operators having non-trivial hyperinvariant closed
subspaces for almost all α (actually, whenever α is a non-Liouville number). It is
still an open problem whether all Bishop operators have non-trivial closed invariant
subspaces and we refer to [7] for results enlarging the class of irrationals α’s such that
the corresponding Bishop operator Tα is known to have non-trivial closed invariant
subspaces (see also [9] for a recent survey on the subject).
4. Invariant Ideals For Positive Tridiagonal Operators
This section is mainly motivated by the operator T in Example 3.8 in the context
of the existence of non-trivial closed invariant ideals. As we remarked, the matrix
representation of T is a tridiagonal matrix (note that, in particular, each row except
the first one has exactly two non-zero entries) but T lacks non-trivial closed invariant
ideals. As we pointed out, this contrasts with the fact that each row of the matrix
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representation of lattice homomorphisms has at most one non-zero entry and they do
have non-trivial closed invariant ideals.
Our starting point is a theorem due to Grivaux [10], which in our context reads as
follows:
Theorem (Grivaux, 2002). Let X be a Banach space with an unconditional basis
E = {en}n≥1. If T is a positive operator whose matrix representation respect to E is
a tridiagonal matrix, then T has a non-trivial closed invariant subspace.
Initially, it is natural to ask whether these invariant subspaces can be chosen to be
ideals. Nevertheless, as Radjavi and Troitsky showed in [15, Proposition 5.9], if Q is
a linear bounded operator on X with infinite matrix
Q =


0 ∗ 0 0 0 · · ·
∗ 0 ∗ 0 0 · · ·
0 ∗ 0 ∗ 0 · · ·
0 0 ∗ 0 ∗ · · ·
...
...
...
...
...
. . .


where ∗ are positive real numbers, Q has no non-trivial closed invariant ideals. As
particular instance, Example 3.8 fits in this scheme. Indeed, a straightforward conse-
quence of [15, Proposition 5.9] in this context is the following result.
Proposition 4.1. Let X be a Banach space with an unconditional basis E = {en}n≥1
and T a positive operator whose matrix representation respect to E is a tridiagonal
matrix A = (an,m)n,m∈N. Assume that both the sub-diagonal (an+1,n)n∈N and the
super-diagonal (an,n+1)n∈N of A do not have null elements. Then, T has no non-
trivial closed invariant ideals.
Proof. Let us denote by D the diagonal operator defined on E by Den = an,nen. Let
Q the linear operator defined by Q = T −D. Assume, arguing by contradiction, that
T has a non-trivial invariant ideal I. Observe that D is a central operator, namely,
D leaves invariant every ideal of X . Then, I is invariant under T − D = Q which
contradicts [15, Proposition 5.9]. 
In addition, as a direct application of Theorem 3.5 in this context, we obtain
tridiagonal operators having non-trivial closed invariant ideals.
Proposition 4.2. Let X be a Banach space with an unconditional basis E = {en}n≥1
and T a positive operator whose matrix representation respect to E is a tridiagonal
matrix A = (an,m)n,m∈N. Assume an,n+1 an+1,n = 0 for every n ∈ N. Then, T has a
non-trivial closed invariant ideal.
Proof. Consider, as in Proposition 4.1, the diagonal operator D defined on E by
Den = an,nen and Q = T −D. Because of the hypothesis an,n+1 an+1,n = 0 for every
n ∈ N, either some column is zero or every row of the matrix of Q has at most one
positive element. In the former case, for some j ∈ N we have Tej = aj,jej , which
yields that the subspace generated by ej, which is in fact an ideal, is T -invariant.
In the latter case, Q is a lattice homomorphism and accordingly, it has a non-trivial
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closed invariant ideal. Since D is a central operator, T = Q + D has a non-trivial
closed invariant ideal, and the proposition follows. 
Last result can be pushed a bit further. In order to state the main result of the
section in this sense, we recall a result proved by Radjavi and Troitsky [15, Proposition
1.2] originally stated for operators acting on ℓp but it can be easily reformulated in
the following terms:
Proposition (Radjavi-Troitsky, 2008). Let X be a Banach space with an uncon-
ditional basis E = {en}n≥1 and T a positive operator. Then, T has no non-trivial
invariant ideals if and only if for every i 6= j ∈ N there exist n ∈ N such that
(T nei)j > 0.
Theorem 4.3. Let X be a Banach space with an unconditional basis E = {en}n≥1 and
T a positive operator whose matrix representation respect to E is a tridiagonal matrix
A = (an,m)n,m∈N. Assume there exists a null element either in the sub-diagonal
(an+1,n)n∈N or in the super-diagonal (an,n+1)n∈N of A. Then, T has a non-trivial
closed invariant subspace which is an ideal.
Proof. Assume there exists a null element in the super-diagonal ofA , namely an0,n0+1 =
0 for some n0. The argument for the sub-diagonal of A is similar and it is enough to
consider the transpose matrix.
Let us show that the entries (i, j) for i ∈ {1, ..., n0} and j ≥ n0 + 1 are null in the
matrix of T k for every k ∈ N. As a consequence, we will have (T kei)j = 0 for every
k ∈ N and the indicated indices, so by the previous Proposition the result will follow.
We argue by induction on k.
Since an0,n0+1 = 0 the induction hypothesis follows for k = 1. Now, assume the
hypothesis for k ∈ N. Consider Ak+1 and let i ∈ {1, ..., n0} and j ≥ n0 + 1. Clearly
Ak+1 = AAk and the (i, j) element of the matrix Ak+1 is the product of the i−th
row of A by the j−th column of Ak. Observe all the positive elements of the i-th row
of A are on the first n0 coordinates of the vector. Moreover, by induction, the first
n0 coordinates of the j-th column of A
k are null. Hence, the product of the i-th row
and the j-th column is zero, and therefore the element (i, j) of Ak+1 is zero, which
finishes proof. 
As a byproduct of the previous results, we have the characterization for tridiagonal
operators lacking non-trivial closed invariant ideals:
Corollary 4.4. Let X be a Banach space with an unconditional basis E = {en}n≥1
and T a positive operator whose matrix representation respect to E is a tridiagonal
matrix A. Then, T has no non-trivial closed invariant ideals if and only if both the
sub-diagonal and the super-diagonal of A have no null elements.
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