Method to solve quantum few-body problems with artificial neural
  networks by Saito, Hiroki
ar
X
iv
:1
80
4.
06
52
1v
1 
 [c
on
d-
ma
t.d
is-
nn
]  
18
 A
pr
 20
18
Journal of the Physical Society of Japan FULL PAPERS
Method to solve quantum few-body problems with artificial neural networks
Hiroki Saito
Department of Engineering Science, University of Electro-Communications, Tokyo 182-8585, Japan
A machine learning technique to obtain the ground states of quantum few-body systems using artificial neural net-
works is developed. Bosons in continuous space are considered and a neural network is optimized in such a way
that when particle positions are input into the network, the ground-state wave function is output from the network.
The method is applied to the Calogero-Sutherland model in one-dimensional space and Efimov bound states in three-
dimensional space.
1. Introduction
Quantum many-body problems are difficult because the
size of the Hilbert space increases exponentially with the
number of degrees of freedom. For example, in quantum spin
problems, each spin state is represented by two bases, i.e.,
spin-up and spin-down states, and hence the total number
of bases to represent the quantum state of N spins is 2N . In
numerical calculations, therefore, the amount of memory re-
quired to store the quantum states and the computational time
required to handle them increases exponentially with N. This
hinders precise numerical analysis of quantum many-body
systems with large N. To circumvent this problem, various
methods have been developed, such as quantumMonte Carlo
method,1) the density matrix renormalization group,2) and ten-
sor networks.3)
Recently, a method to solve quantum many-body problems
using artificial neural networks was proposed.4) In this work,
it was shown that quantummany-body states can be efficiently
stored in an artificial neural network,5–8) called a restricted
Boltzmann machine, where the number of parameters used to
represent the neural network is much smaller than the size of
the Hilbert space. Using this neural network representation, it
was demonstrated that the ground state and time evolution of
quantum spin systems can be obtained.4, 9) This method has
subsequently been applied to the Bose-Hubbard model10) us-
ing feedforward neural networks and to the Fermi-Hubbard
model.11) Deep neural networks with multiple hidden lay-
ers can efficiently represent quantum many-body states.12, 13)
Quantummany-body states in neural networks have also been
studied from the perspective of tensor networks14–17) and
quantum entanglement.18, 19)
All of the above-mentioned studies and other studies on
applications of neural networks to physics20–23) have consid-
ered spatially discrete systems, i.e., spins or particles on lat-
tices. In the present paper, by contrast, quantum many-body
problems in continuous space are solved using artificial neu-
ral networks. We consider interacting several bosons, and
the positions of these particles x1, x2, · · · , xN or their ap-
propriate functions are input into the neural network, which
is to be optimized to output the ground-state wave func-
tion ψ(x1, x2, · · · , xN). This contrasts with previous studies,
in which discrete variables, such as spin states and particle
numbers on lattices, are input into neural networks. It is well
known that any continuous function can be represented by
a neural network,24) and in fact, it was demonstrated that a
single-particle Schro¨dinger equation can be solved using a
neural network.25) However, also in the case of continuous
space, the size of the Hilbert space increases exponentially
with the number of particles, and it is not obvious that such
wave functions with large degrees of freedom can be effi-
ciently represented by neural networks.
In the present paper, we will show that the ground-state
wave functions of many-body problems in continuous space
can be obtained by a method using artificial neural networks.
The positions of particles are transformed appropriately and
input into the neural network, which is optimized to output
the ground-state wave function. We apply our method to the
Calogero-Sutherlandmodel in one-dimensional space and the
obtained wave functions are shown to be close to the exact
solution of the ground state. The method is also applied to
bosons with resonant interaction in three-dimensional space,
and the Efimov bound states are obtained.
The remainder of the paper is organized as follows. Sec-
tion 2 describes a method to obtain the wave function of
the many-body ground state using neural networks. Section 3
presents numerical results for one-dimensional and three-
dimensional problems. Finally, Section 4 offers conclusions.
2. Method
We use a feedforward artificial neural network, as illus-
trated in Fig. 1. The input units uin
1
, uin
2
, · · · , uin
Nin
are set to real
numbers, where Nin is the number of input units. The value
of each hidden unit is generated by all the input units through
weights as
uhidi =
Nin∑
j=1
W
(1)
ji
uinj + b
(1)
i
, (1)
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Fig. 1. (Color online) Schematic illustration of the fully connected feed-
forward neural network to obtain the few-body ground states. The positions
of particles X or their functions are input into the network. Units in the hid-
den layer are connected to all input units and the output unit. The output uout
of the network gives the wave function as ψ(X) = exp(uout).
where the weights W
(1)
ji
and biases b
(1)
i
are real numbers. In
our feedforward network, there is only a single output, whose
value is given by
uout =
Nhid∑
i=1
W
(2)
i
f (uhidi ), (2)
where Nhid is the number of hidden units, the weights W
(2)
i
are
real numbers, and f is the activation function. In this paper,
we adopt the hyperbolic tangent function, f (x) = tanh(x), as
the activation function.We thus use a fully connected network
with a single hidden layer. The number of parameters W
(1)
ji
,
b
(1)
i
, and W
(2)
i
in this neural network is (Nin + 2)Nhid.
We consider a system of N identical bosons. Particle posi-
tions are written as X = (x1, x2, · · · , xN) for one dimension
and X = (x1, x2, · · · , xN) for higher dimensions. We input
ξ(X) = (ξ1(X), ξ2(X), · · · , ξNin(X)) into the neural network,
where ξi(X) are functions of the particle positions. The func-
tions ξi(X) are chosen to facilitate the representation of many-
body states in the neural network, and depend on the problem,
which will be specified later. The many-body wave function
is given by the output unit as
ψ(X) = exp(uout). (3)
This wave function is not normalized. Our aim is to optimize
the network parameters in such a way that if we input ξ(X)
into the neural network, the output ψ(X) = exp(uout) provides
an approximate ground-state wave function. In other words,
we use neural networks as variational wave functions. Since
the ground-state wave functions of bosons can be taken to
be positive everywhere, we only use a single output unit that
gives a positive wave function ψ(X) = exp(uout). If we use
a network with two output units, complex-valued wave func-
tions can be represented.10, 12)
The expectation value of a quantity Aˆ is calculated as
follows. To deal with a large Hilbert space, we calcu-
late the integration
∫
dX using the Monte Carlo method.
Through Metropolis sampling, we obtain a series of samples
(X1, X2, · · · , XNsample ), where the probability P(X) of X being
sampled is proportional to ψ2(X). Using these samples, the
expectation value is calculated as
〈Aˆ〉 =
∫
ψ(X)Aˆψ(X)dX∫
ψ2(X)dX
=
∫
P(X)ψ−1(X)Aˆψ(X)dX
≃ 1
Nsample
Nsample∑
i=1
ψ−1(Xi)Aˆψ(Xi)
≡ 〈ψ−1Aˆψ〉s. (4)
To minimize the energy E of the system, we need to calculate
the derivative of energy with respect to the network parame-
ters as
∂E
∂W
=
∂
∂W
∫
ψ(X)Hˆψ(X)dX∫
ψ2(X)dX
≃ 2〈ψ−1OW Hˆψ〉s − 2〈ψ−1Hˆψ〉s〈OW〉s, (5)
where W is one of the network parameters (W
(1)
ji
, b
(1)
i
, and
W
(2)
i
), Hˆ is the Hamiltonian of the system, and OW =
ψ−1∂ψ/∂W. Using the gradient in Eq. (5), the network pa-
rameters are updated using the Adam scheme,27) by which
energy converges faster than the steepest descent method.12)
Typically, 104-105 updates are needed for energy convergence
with Nsample ∼ 104 samples taken in each update.
It is important to choose initial values of the network pa-
rameters because if we use random numbers for this purpose
and start the update procedure, the network state seriously
fluctuates so that the calculation breaks down in most cases.
This is different from previous cases focusing on lattice sys-
tems,10, 12) in which random numbers in the initial network pa-
rameters worked well. To prepare appropriate initial network
parameters, we train the network so that it represents a wave
function Ψtrain. We train the network to maximize the overlap
integral K given by
K =
[∫
Ψtrain(X)ψ(X)dX
]2
∫
Ψ
2
train
(X)dX
∫
ψ2(X)dX
≃ 〈A〉
2
s
〈A2〉s
, (6)
where A = Ψtrain/ψ. This is accomplished by using the gradi-
ent of K with respect to network parameters as
∂K
∂W
≃ 2K
( 〈AOW〉s
〈A〉s
− 〈OW〉s
)
. (7)
Using the Adam scheme with Eq. (7), K is maximized and
ψ converges toward Ψtrain. The initial values of the network
parameters in this training process can be random numbers
with an appropriate magnitude.26) For example, Ψtrain is cho-
2
J. Phys. Soc. Jpn. FULL PAPERS
(a)
(b)
0.9
0.95
1
0 5000 10000 15000 20000
N = 5
N = 8
K
number of updates
10
-4
10
-3
10
-2
10 15 20 25 30 35 40
N = 5
N = 8
1
 -
 K
Nh
Fig. 2. (Color online) Training of the neural network to represent the wave
function in Eq. (8), where the overlap integral K is given in Eq. (6). (a)
Change in K with respect to the number of network parameter updates for
N = 5 and 8. The number of hidden units is Nh = 20. (b) Nh dependence
of 1 − K after 20000 updates for N = 5 and 8. The number of samples is
Nsample = 10
4 for each update in (a) and (b), and Nsample = 10
6 to calculate
the data points in (b).
sen to be a noninteracting ground state, and the interaction is
introduced adiabatically.
We demonstrate that the foregoing procedure increases K
and hence the wave function ψ that is close to Ψtrain can be
prepared. We take the target wave function as
Ψtrain(X) =
N∏
i=1
e−x
2
i
/2, (8)
which is the ground state of N bosons in a one-dimensional
harmonic potential. The neural network inputs are simply the
positions of the particles,
ξ(X) = (x1, x2, · · · , xN), (9)
and therefore, the number of input units is Nin = N. Fig-
ure 2(a) shows how K changes in the process of optimizing
the network parameters. The value of K approaches unity as
the update steps proceed, and the wave function represented
by the neural network approaches the target wave function
Ψtrain. The finally obtained overlap K decreases with the num-
ber of atoms N, and increases with the number of hidden units
Nh. Figure 2(b) shows the Nh dependence of 1−K after 20000
updates, indicating that precision improveswith an increase in
Nh.
3. Results
3.1 Interacting bosons in one dimension
First, we apply our method to one-dimensional prob-
lems that have exact solutions to evaluate the precision of
our proposed method. We consider the Calogero-Sutherland
model,28, 29) in which bosons are confined in a harmonic po-
tential and interact with each other through an inverse squared
potential. The Hamiltonian for the system is given by
Hˆ =
N∑
i=1
−1
2
∂2
∂x2
i
+
1
2
x2i
 +∑
j<k
β(β − 1)
(x j − xk)2
, (10)
where length and energy are normalized, and β is an interac-
tion parameter. The exact ground-state wave function for this
Hamiltonian is available as28)
Ψexact = exp
−12
N∑
i=1
x2i
∏
j<k
|x j − xk |β (11)
with the ground-state energy
Eexact =
N
2
+
β
2
N(N − 1). (12)
The wave function in Eq. (11) satisfies the permutation sym-
metry of bosons.
We prepare the initial network parameters using the method
in Sec. 2 with Ψtrain given in Eq. (8), which is the noninteract-
ing ground state. The interaction potential is then gradually
introduced as
Hˆint = min
(an)2,∑
j<k
β(β − 1)
(x j − xk)2
 , (13)
where n is the update step and a determines the ramp speed
of the potential. Initially n = 0 and the interaction potential
vanishes. As the update step n increases, the peak of the in-
teraction potential gradually rises. This prescription can avoid
the calculation breaking down due to the sudden introduction
of an infinite potential.
We first explore a simple input of particle positions as in
Eq. (9); that is, the positions of the particles are directly input
into the neural network. After a sufficient number of network
update steps, we obtain the wave function, as shown in the
middle panel of Fig. 3(a), which shows ψ(x1, x2, 0) for N = 3.
The permutation symmetry x1 ↔ x2 is not satisfied in this
wave function. This is because, in the Calogero-Sutherland
model, many degenerate states exist near the ground states,
such as a state satisfying ψ(x1, x2, x3) = −ψ(x2, x1, x3). The
linear combination of these states breaks the permutation
symmetry, as shown in the middle panel of Fig. 3(a). To re-
solve this problem, we use as an input function
ξ(X) = (xi1 , xi2 , · · · , xiN ), (14)
where xi1 ≤ xi2 ≤ · · · ≤ xiN ; that is, we input the sorted posi-
tions into the network. By this input method, bosonic permu-
tation symmetry is maintained from the definition. The result
3
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Fig. 3. (Color online) Results for the Hamiltonian in Eq. (10) with β = 2.
(a) Wave function ψ(x1 , x2 , x3 = 0) for N = 3. The middle and left panels are
obtained with the input functions in Eqs. (9) and (14), respectively, and the
right panel shows the exact solution in Eq. (11). (b) Energy convergence with
respect to the number of network parameter updates for N = 5 and 8. The
number of hidden units is Nh = 20. The interaction is gradually introduced as
in Eq. (13) with a = 0.001. The energies averaged over 100 updates are shown
at intervals of 100 updates. (c) Energy and fidelity after 40000 updates. The
error bars represent standard deviations for 5 runs. The number of samples is
Nsample = 10
4 for each update in (a)-(c), and Nsample = 10
6 to calculate the
data points in (c).
of this input is shown in the leftmost panel of Fig. 3(a), which
maintains the permutation symmetry, and accords with the ex-
act solution shown in the rightmost panel of Fig. 3(a).
Figure 3(b) shows the evolution of energy with respect to
update step.30) Because of the gradual increase in interaction
potential as in Eq. (13), the energy grows from E < Eexact,
and stochastically converges to the final value. Figure 3(c)
shows the energy obtained after 40000 updates. The energy
is improved as the number of hidden units Nh is increased
for Nh = 10-20, since the representation ability of the net-
work increases with Nh. However, the improvement saturates
for Nh & 20. Such saturation is also seen in Ref. 12 because
network optimization becomes increasingly difficult for larger
Nh. Figure 3(d) illustrates the fidelity F of the wave function,
defined as
F =
[∫
Ψexact(X)ψ(X)dX
]2
∫
Ψ
2
exact(X)dX
∫
ψ2(X)dX
≃ 〈B〉
2
s
〈B2〉s
, (15)
where B = Ψexact/ψ. The fidelity is larger than 0.99 for N = 5
and larger than 0.95 for N = 8. Fidelity improvement also
saturates for Nh & 20.
A periodic boundary condition can also be treated in our
method. Specifically, we consider the Calogero-Sutherland
model in free space with a periodic boundary condition. The
Hamiltonian for the system is given by
Hˆ = −
N∑
i=1
∂2
∂θ2
i
+
β(β − 1)
2
∑
j<k
1
sin2
θ j−θk
2
, (16)
where 0 ≤ θi < 2pi. The ground-state wave function and en-
ergy are obtained as29)
Ψexact =
∏
j<k
(
sin
θ j − θk
2
)β
, (17)
and
Eexact =
β2
12
N(N2 − 1). (18)
To incorporate the periodic boundary condition into the
wave function produced by the neural network, we use an
input method as follows. We first sort the positions as θi1 ≤
θi2 ≤ · · · ≤ θiN . If we directly input these positions into the
network, a discontinuity arises at θ = 0, because the network
does not know that θ = 0 = 2pi. To avoid this problem, we
take the distance between the adjacent positions,∆1 ≡ θi2−θi1 ,
∆2 ≡ θi3−θi2 , · · · ,∆N ≡ θi1+2pi−θiN . We also take their cyclic
permutation. The input into the network is thus
ξ(X) = (∆p,∆p+1, · · · ,∆N ,∆1, · · · ,∆p−1), (19)
where p is a random integer such that 1 ≤ p ≤ N.
Figure 4(a) shows the change in energy with respect to the
number of updates. As in the previous case, we gradually in-
crease the interaction using Eq. (13), and the energy E grows
from E < Eexact and approaches Eexact. Figure 4(b) shows the
Nh dependence of energy and fidelity. Also, in this case, re-
sults improve with an increase in Nh for Nh . 20 and saturate
for Nh & 20. The fidelity is larger than 0.99 for N = 5 and
larger than 0.95 for N = 8.
3.2 Few-body bound states in three dimensions
We consider bosons in three-dimensional space with an
attractive interaction between particles. As an interesting
demonstration of such quantummany-body problems, we aim
to produce the Efimov bound state, which is a three-body
bound state near the resonant interaction.31, 32) The Hamilto-
4
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Fig. 4. (Color online) Results for the Hamiltonian in Eq. (16) with β = 2.
(a) Convergence of energy with respect to the number of network parameter
updates for N = 5 and 8. The number of hidden units is Nh = 20. The
interaction is gradually introduced as in Eq. (13) with a = 0.002. The energies
averaged over 100 updates are shown at intervals of 100 updates. (b) Energy
and fidelity after 40000 updates. The error bars represent standard deviations
for 5 runs. The number of samples is Nsample = 10
4 for each update in (a) and
(b), and Nsample = 10
6 to calculate the data points in (b).
nian for the system is assumed to be
Hˆ =
N∑
i=1
−1
2
∂2
∂x2
i
+
α
2
x
2
i
−∑
j<k
V0
2r2
0
exp
− (x j − xk)2
2r2
0
 , (20)
where xi are three-dimensional vectors of the position of the
ith particle, α is the strength of harmonic confinement, and V0
and r0 are the strength and range of the Gaussian interaction,
respectively. The parameter α is controlled to promote bound-
state formation. We assume that interaction strength is at the
first resonance, V0 ≃ 2.684, at which the first two-body bound
state emerges at this interaction strength.
The Jacobi coordinate is convenient to remove the transla-
tional degree of freedom. We define the Jacobi coordinate ri
as
rN− j+1 =
√
2 j
j + 1
[
x j+1 −
1
j
(
x1 + x2 + · · · + x j
)]
(21)
for j = 1, 2, · · · ,N − 1, and
r1 = −
√
2
j( j + 1)
(x1 + x2 + · · · + xN) . (22)
Using this Jacobi coordinate, the Hamiltonian can be divided
into Hˆ = Hˆ1 + Hˆ
′ with
Hˆ1 = −
1
N + 1
∂2
∂r2
1
+
N + 1
4
αr21, (23)
Hˆ′ =
N∑
i=2
− ∂2
∂r2
i
+
α
4
r
2
i
 −∑
j<k
V0
2r2
0
exp
− (x j − xk)2
2r2
0
 .
(24)
Since the Gaussian interaction term in Hˆ′ does not include r1,
the ground-state wave function can be written as
ψ(x1, x2, · · · , xN) = e−
N+1
4
α1/2r2
1ψ′(r2, · · · , rN), (25)
where ψ′ is the ground state for Hˆ′. Thus, we seek the wave
function ψ′ that minimizes E′ = 〈Hˆ′〉. Metropolis sampling
is performed in the coordinate X; i.e., we sample x1, x2,
· · · , xN (not r2, · · · , rN) in each sampling with a probabil-
ity ψ2 = e−
N+1
2
α1/2r2
1ψ
′2 in Eq. (25), where the network gives
ψ′ = exp(uout).
We prepare the initial state of the network parameters using
Ψtrain =
N∏
i=2
e−α
1/2r2
i
/4, (26)
which is the noninteracting ground state. The interaction is
then gradually introduced as
V0 = 2.684min (n/n0, 1) , (27)
where n is the number of update steps and we take n0 = 5000.
Increasing the interaction gradually avoids sudden change
in network parameters which could cause the calculation to
break down.
First, we consider the case of N = 3. The simplest input
into the network is
ξ(X) = (r
(x)
2
, r
(y)
2
, r
(z)
2
, r
(x)
3
, r
(y)
3
, r
(z)
3
), (28)
where r
(x)
i
, r
(y)
i
, and r
(z)
i
are x, y, and z components of the Ja-
cobi vector. However, the input function in Eq. (28) was found
to be inappropriate. The calculation is unstable in many cases,
and even if stability is maintained, convergence is very slow.
This is partly because rotational degrees of freedom remain in
the coordinates in Eq. (28). We then examine the input func-
tion as
ξ(X) = (∆12,∆13,∆23), (29)
where
∆12 = x1 − x2 = −r3,
∆13 = x1 − x3 = −
1
2
(
√
3r2 + r3),
5
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Fig. 5. (Color online) Three-dimensional bound states for the Hamiltonian
in Eq. (24). (a) Changes in E′ and the degree of permutation symmetry P
with respect to the number of network parameter updates, where P is defined
in Eq. (31). The inset shows the hyperradial distribution D(R) after 40000
updates. (b) Energies of bound states for N = 3-10 after 40000 updates of
the network parameters (circles). The number of hidden units is Nh = 30 for
N ≤ 7 and Nh = 60 for N ≥ 8. The squares indicate energies Eref taken from
Ref. 33. The inset shows (E′ − Eref )/|Eref |. The error bars represent standard
deviations for 5 runs. The number of samples is Nsample = 10
4 for each update
in (a) and (b), and Nsample = 10
6 to calculate the data points in (b).
∆23 = x2 − x3 = −
1
2
(
√
3r2 − r3). (30)
In this input method, the distances between particles are input
into the neural network; this takes into account not only trans-
lational symmetry but also rotational symmetry. Figure 5(a)
shows the change in energy with respect to update steps. The
energy drops to E ≃ −12, which indicates that the bound
state is formed. The energy is close to −11.9 obtained in
Ref. 33. To promote formation of the bound state, we set
α = 1.5 until 10000 updates, and α = 1 subsequently. The
inset in Fig. 5(a) shows the hyperradial distribution D(R) of
the state after convergence, where the hyperradius R is de-
fined as R2 = (∆2
12
+ ∆
2
13
+ ∆
2
23
)/3. The particles are localized
in R ≪ 1, and hence the harmonic potential in Eq. (24) is al-
most irrelevant for the binding. In fact, a very similar result
is obtained when the harmonic potential is removed (α = 0)
after the bound state is formed. It was also confirmed that the
bound state is “Borromean”, i.e., the bound state is formed
for V0 < 2.684 for which the two-body bound state does not
exist.
In our method with the input function in Eq. (29), the
bosonic permutation symmetry of the particles is not imposed
explicitly. To confirm that the obtained wave function ex-
hibits permutation symmetry, we introduce the overlap inte-
gral given by
P =
2
N(N + 1)
∑
j<k
[∫
ψ(Pˆ jk X)ψ(X)dX
]2
∫
ψ2(Pˆ jkX)dX
∫
ψ2(X)dX
≃ 2
N(N + 1)
∑
j<k
〈A jk〉2s
〈A2
jk
〉s
, (31)
where Pˆ jk exchanges the positions of the jth and kth particles,
and A jk = ψ(Pˆ jkX)/ψ(X). If the wave function exhibits per-
mutation symmetry, P becomes unity. From Fig. 5(a), we find
that the obtained wave function indeed acquires permutation
symmetry.
Figure 5(b) shows the energies for N ≥ 3. The input func-
tion is
ξ(X) = (∆12,∆13, · · · ,∆1N ,∆23,∆24, · · · ,∆N−1,N ), (32)
and the number of input units is N(N − 1)/2. For compari-
son, the energies Eref obtained in Ref. 33 are shown, in which
the path-integral Monte Carlo method is used. The energies
obtained by the present method are in reasonable agreement
with those obtained by the pre-existing method. At present,
our method cannot surpass the precision of the path-integral
Monte Carlo method. However, in our method, wave func-
tions are obtained directly, which facilitates the study of quan-
tum few-body problems.
4. Conclusions
We have developed a method to obtain approximate
ground-state wave functions of quantum few-body problems
using artificial neural networks. Bosons in continuous space
were considered and particle positions or their functions were
input into neural networks, which were optimized to output
the desired wave functions. The method was applied to the
Calogero-Sutherlandmodel in one-dimensional space and the
results were compared with exact solutions. Using the appro-
priate input functions in Eqs. (14) and (19), the bosonic per-
mutation symmetry of the wave functions was taken into ac-
count, and we successfully obtained the approximate ground-
state wave functions. The method was also applied to the
three-dimensional problem of bound states with resonant in-
teraction. The Efimov trimer was obtained and its energy was
close to that calculated in the previous study. Also, in this
case, the appropriate input function in Eq. (29) was impor-
tant to efficiently reach the ground state. The bound states for
N > 3 bosons were also obtained.
In the present paper, we have restricted our attention to a
fully connected neural network with a single hidden layer.
Deep neural networks with multiple hidden layers have larger
representation power, and one may posit that the use of such
6
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networks would improve the results. However, network opti-
mization becomes difficult as the complexity of the network
structure increases. In fact, we observed that the precision of
results saturates as the number of hidden units Nh increases,
even for the single hidden layer. It is important to find a more
efficient network structure and input method to facilitate op-
timization of the network parameters. We also need to find an
appropriate way to deal with fermions.
This research was supported by JSPS KAKENHI Grant
Numbers JP16K05505, JP17K05595, JP17K05596, and
JP25103007.
1) W. M. C. Foulkes, L. Mitas, R. J. Needs, and G. Rajagopal, Rev. Mod.
Phys. 73, 33 (2001).
2) U. Schollwo¨ck, Rev. Mod. Phys. 77, 259 (2005).
3) S.-J Ran, E. Tirrito, C. Peng, X. Chen, G. Su, and M. Lewenstein,
arXiv:1708.09213.
4) G. Carleo and M. Troyer, Science 355, 602 (2017).
5) X. Gao and L.-M. Duan, Nat. Comm. 8, 662 (2017).
6) G. Torlai, G. Mazzola, J. Carrasquilla, M. Troyer, R. Melko, and G. Car-
leo, arXiv:1703.05334.
7) Z. Cai and J. Liu, Phys. Rev. B 97, 035116 (2018).
8) M. Schmitt and M. Heyl, SciPost Phys. 4, 013 (2018).
9) S. Czischek, M. Ga¨rttner, and T. Gasenzer, arXiv:1803.08321.
10) H. Saito, J. Phys. Soc. Jpn. 86, 093001 (2017).
11) Y. Nomura, A. S. Darmawan, Y. Yamaji, and M. Imada, Phys. Rev. B 96,
205152 (2017).
12) H. Saito and M. Kato, J. Phys. Soc. Jpn. 87, 014001 (2018).
13) G. Carleo, Y. Nomura, and M. Imada, arXiv:1802.09558.
14) Y. Huang and J. E. Moore, arXiv:1701.06246.
15) J. Chen, S. Cheng, H. Xie, L. Wang, and T. Xiang, Phys. Rev. B 97,
085104 (2018).
16) I. Glasser, N. Pancotti, M. August, I. D. Rodriguez, and J. I. Cirac, Phys.
Rev. X 8, 011006 (2018).
17) Y.-Z. You, Z. Yang, and X.-L. Qi, Phys. Rev. B 97, 045153 (2018).
18) D.-L. Deng, X. Li, and S. Das Sarma, Phys. Rev. X 7, 021021 (2017).
19) D.-L. Deng, arXiv:1710.04226.
20) J. Carrasquilla and R. G. Melko, Nat. Phys. 13, 431 (2017).
21) E. P. L. van Nieuwenburg, Y.-H. Liu, and S. D. Huber, Nat. Phys. 13, 435
(2017).
22) T. Ohtsuki and T. Ohtsuki, J. Phys. Soc. Jpn. 85, 123706 (2016).
23) A. Tanaka and A. Tomiya, J. Phys. Soc. Jpn. 86, 063011 (2017).
24) See, for example, M. A. Nielsen, Neural Networks and Deep Learning
(Determination Press, 2015)
25) P. Teng, arXiv:1710.03213.
26) X. Glorot and Y. Bengio, Proc. Int. Conf. Artificial Intelligence and
Statistics, Vol. 9, 2010, p. 249.
27) D. P. Kingma and J. L. Ba, arXiv:1412.6980.
28) F. Calogero, J. Math. Phys. 10, 2191 (1969); 10, 2197 (1969).
29) B. Sutherland, J. Math. Phys. 12, 246 (1971); 12, 251 (1971); Phys. Rev.
A 4, 2019 (1971).
30) It takes a few minutes for 20000 updates using author’s workstation (In-
tel Xeon Gold 6148).
31) V. Efimov, Yad. Fiz. 12, 1080 (1970); Phys. Lett. B 33, 563 (1970).
32) P. Naidon and S. Endo, Rep. Prog. Phys. 80, 056001 (2017).
33) Y. Yan and D. Blume, Phys. Rev. A 90, 013620 (2014).
7
