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Introduction ge´ne´rale
Ce me´moire comporte deux parties et deux annexes.
Dans la premie`re partie, nous nous inte´ressons a` la re´solution d’un proble`me de cou-
plage oce´an/atmosphe`re, dont le mode`le a e´te´ propose´ par lions-temam-wang [52]. A`
ces fins, nous proposons un algorithme ite´ratif, permettant d’approcher ce mode`le. La
seconde partie est consacre´e a` l’analyse et a` la mise en œuvre d’une nouvelle me´thode
spectrale dans des domaines a` ge´ome´trie complexe.
Dans l’annexe A, nous donnons une caracte´risation de la constante de condition inf-
sup pour l’ope´rateur divergence. Enfin, en annexe B, nous montrerons une variante de la
condition inf-sup.
Premie`re partie : un premier mode`le de couplage oce´an/atmosphe`re
Les proble`mes d’oce´anographie e´tudie´s dans cette the`se sont pose´s aux e´chelles clima-
tiques, c’est-a`-dire de tre`s grandes e´chelles de temps et d’espace. Comme l’oce´an constitue
une couche d’eau mince entourant la plane`te, les phe´nome`nes conside´re´s sont anisotropes.
On distingue les grandes e´chelles horizontales et les petites e´chelles verticales, qui ont
deux conse´quences tre`s importantes :
• on suppose que l’oce´an est constitue´ d’un fluide hydrostatique, et
• on parame`tre les e´changes turbulents verticaux dans l’oce´an par les seules viscosite´s
turbulentes verticales.
On fait l’hypothe`se du toit rigide qui suppose que la surface de l’oce´an est fixe. L’influence
de l’atmosphe`re sur l’oce´an est prise en compte par les conditions aux limites en surface
qui ne de´pendent que de la vitesse du vent, que l’on suppose donne´e.
Les e´quations conside´re´es sont non line´aires. Parmi les non line´arite´s rencontre´es, on
en distingue deux principales :
• les termes de couplage issus des viscosite´s turbulentes, et
• le terme de production d’e´nergie de la turbulence, couplant la vitesse a` l’e´nergie
cine´tique turbulente.
Notons qu’en ge´ne´ral, les viscosite´s turbulentes ne sont pas des fonctions borne´es.
En revanche, dans cette the`se, on suppose qu’elles sont soit borne´es, soit de la forme
ν + c
√
k + τ (voir [46], [60] et [20]). Pour l’analyse the´orique, on se limite au cas ou` ces
viscosite´s et leurs de´rive´es sont borne´es.
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Pre´sentation du mode`le
Pour mode´liser le couplage oce´an/atmosphe`re, on utilise le syste`me d’e´quations sui-
vant, voir par exemple [7], [9], [10], [11],[47], [52], et [60].
−∇ · (αi(ki)∇ui) + grad pi = fi dans Ωi,
∇ · ui = 0 dans Ωi,
−∇ · (γi(ki)∇ki) = αi(ki)|∇ui|2 dans Ωi,
ui = 0 sur Γi,
ki = 0 sur Γi,
αi(ki)∂niui − pini + κi|ui − uj|(ui − uj) = 0 sur Γ,
ki = λ|u1 − u2|2 sur Γ.
(1)
Ce mode`le de turbulence est issu des e´quations de Navier-Stokes [70], et appele´ : mode`le
de Reynolds Averaged Navier-Stokes (RANS). Pour 1 ≤ i ≤ 2, ui de´signe la vitesse du
fluide Fi, pi est sa pression, et ki est l’e´nergie cine´tique turbulente (ect). αi et γi sont
respectivement les viscosite´s et coefficients de diffusions turbulents des fluides Fi. λ et
κi sont deux constantes strictement positives. Le domaine Ω1 repre´sente l’oce´an, et Ω2
l’atmosphe`re. Les deux premie`re lignes sont le syste`me de Stokes dans le domaine Ωi. La
troisie`me ligne
−∇ · (γi(ki)∇ki) = αi(ki)|∇ui|2,
est une e´quation scalaire, elle permet de calculer l’e´nergie cine´tique turbulente ki.
Notons que dans notre mode`le, nous n’avons pas tenu compte de
• la force de Coriolis,
• le terme de convection ui · ∇ki dans l’e´quation de l’ene´rgie cine´tique turbulente,
• le terme de dissipation turbulente ε = cki
√
ki
ℓ
, (ou` ℓ est la longueur de me´lange
vertical) dans l’e´quation de l’ene´rgie cine´tique turbulente,
• la variation de la densite´ dans la direction verticale, surtout pour l’atmosphe`re,
mais aussi dans certaines zones comme les eaux tropicales.
Pour la prise en compte de tous ces termes, on pourra consulter [44].
L’originalite´ du mode`le propose´ dans cette the`se est le couplage de deux fluides turbu-
lents (ce qui est a` ma connaissance, rare dans la lite´rature), et aussi le traitement conjoint
de toutes les non-line´arite´s duent aux effets de la turbulence (qui sont bien mode´lise´s) :
• diffusion et viscosite´ turbulente : αi et γi,
• termes de production de l’ene´rgie cine´tique turbulente ki,
• conditions aux limites a` l’interface.
La principale difficulte´ mathe´matique de ce syste`me vient du fait que son second
membre est seulement inte´grable.
Pour approcher la solution de (1), nous proposons le sche´ma ite´ratif suivant : connais-
3sant (uni , p
n
i , k
n
i ), trouvons (u
n+1
i , p
n+1
i , k
n+1
i ), la solution de∫
Ωi
αi(k
n
i )∇un+1i · ∇vi −
∫
Ωi
∇ · vi pn+1i + κi
∫
Γ
|un+1i − un+1j |(un+1i − un+1j )vi =
∫
Ωi
fi vi,
∀qi ∈ L2(Ωi), −
∫
Ωi
∇ · un+1i qi = 0,
(2)
et,
kn+1i = 0, sur Γi,k
n+1
i = λ|un+11 − un+12 |2, sur Γ,
et
∫
Ωi
γi(k
n
i )∇kn+1i ∇ϕi =
∫
Ωi
αi(k
n
i )|∇un+1i |2 ϕi. (3)
Ce sche´ma est inspire´ de l’algorithme propose´ par bernardi et al dans [7] (me´thode des
e´le´ments finis), et [11] (me´thode spectrale).
Analyse du sche´ma ite´ratif
Cette premie`re partie est compose´e de deux chapitres. Nous commenc¸ons par l’e´tude
d’un syste`me d’e´quations mode´lisant l’e´coulement d’un fluide turbulent. Ce mode`le a e´te´
conside´re´ au de´part par mohammadi-pironneau [60] d’une part, et par lewandowski
[47] d’autre part. Il s’e´crit
−∇ · (α(k)∇u) + grad p = f dans Ω,
∇ · u = 0 dans Ω,
−∇ · (γ(k)∇k) = α(k)|∇u|2 dans Ω,
u = 0 sur Γ0,
k = 0 sur Γ0,
α(k)∂nu− pn+ κu|u| = 0 sur Γ,
k = λ|u|2 sur Γ.
(4)
Ce type de syste`me est tre`s souvent utilise´ en inge´nierie ou en ge´ophysique, voir par
exemple [25], [47] et [60].
Le sche´ma que nous proposons est : connaissant (un, pn, kn), trouvons (un+1, pn+1, kn+1)
solution de ∫
Ω
α(kn)∇un+1 · ∇v −
∫
Ω
∇ · v pn+1 + κ
∫
Γ
|un+1|un+1v =
∫
Ω
fv,
∀q ∈ L2(Ω), −
∫
Ω
∇ · un+1q = 0,
(5)
et,
kn+1 = 0 sur Γ,
kn+1 = λ|un+1|2 sur Γ,
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et
∫
Ω
γ(kn)∇kn+1∇ϕ =
∫
Ω
α(kn)|∇un+1|2 ϕ. (6)
La convergence du sche´ma propose´ est prouve´e pour des solutions assez re´gulie`res, quand
la viscosite´ turbulente ν est suffisamment grande. Ainsi, en supposant que les suites (un)n
et (kn)n appartiennent respectivement, a` W
1,3+ε(Ω)d (ε > 0) et a` W 1,3(Ω), et y sont
borne´es, on montre que le sche´ma est contractant en un certain sens. Notons que dans la
premie`re section de ce premier chapitre, on montrera que dans le cas d’absence de tension
de vent a` la surface, c’est-a`-dire k|Γ = 0 sur ∂Ω, il suffit que la suite (un)n soit borne´e
dans W 1,3(Ω)d (voir The´ore`me 1). En effet, en utilisant la transformation de Kirchoff, les
troisie`me et dernie`re lignes du proble`me (4)
−∇ · (γ(k)∇k) = α(k)|∇u|2 dans Ω,
k = 0 sur ∂Ω,
s’e´crivent sous la forme
−∆ℓ = α˜(ℓ)|∇u|2 ∈ L 32 (Ω),
ℓ = 0 sur ∂Ω.
On en de´duit que la suite (kn)n est dans W
1,3(Ω), et
||kn||W 1,3(Ω) ≤ c||un||2W 1,3(Ω)d .
Dans le cas non homoge`ne, le terme de production de l’e´nergie cine´tique turbulente
k = λ|u|2 sur Γ,
pose proble`me. Pour le traiter, on introduit un rele`vement harmonique R, et on choisit
kn − R(kn) comme fonction test dans (6). Ceci permet de montrer que le suite (kn)n est
contractante.
Ensuite, on montre la convergence de (un)n a` partir de la relation
||un+1 − un||H1(Ω) ≤ c||kn − kn−1||H1(Ω).
Enfin, une condition de type inf-sup (montre´e en Annexe B), montre que la suite (pn)n
est convergente.
Le second chapitre traite le mode`le (1) du couplage oce´an/atmosphe`re. On montre que
le sche´ma (2)-(3) converge vers la solution attendue. Pour ce faire, on choisit vi = u
n+1
i −uni
comme fonction test dans (2). Ensuite, on fait la somme sur i = 1, 2. On supprime ainsi
la de´pendance au terme de couplage a` l’interface, a` savoir
2∑
i=1
∫
Γ
(|un+1i − un+1j | (un+1i − un+1j )− |uni − unj | (uni − unj )) (un+1i − uni ) , ∀1 ≤ i 6= j ≤ 2,
voir Lemme 2. C’est la raison principale qui nous a conduit a` conside´rer cet algorithme,
car le terme qui provient du couplage a` l’interface dans le sche´ma propose´ par bernardi
et al dans [11], fait apparaˆıtre aussi l’ite´re´e un−1i , c’est a` dire
2∑
i=1
∫
Γ
(|uni − unj | (un+1i − un+1j )− |un−1i − un−1j | (uni − unj )) (un+1i − uni ) , ∀1 ≤ i 6= j ≤ 2,
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En conside´rant notre algorithme, nous obtenons une relation de type
2∑
i=1
||un+1i − uni ||H1(Ωi) ≤ c
2∑
i=1
||kni − kn−1i ||H1(Ωi).
L’e´tape suivante consiste a` montrer que la suite (kni )n est contractante. On introduit
alors l’ope´rateur de rele`vement harmonique Ri, de´finit comme suit, pour tout i = 1, 2
Ri : H
1
2
00(Γ) −→ H1(Ωi)
η −→ Ri η, et ve´rifie
−∆Ri = 0 dans Ωi,
Ri = η sur Γi,
Ri = 0 sur Γ.
Ensuite, pour tout i = 1, 2, on choisit ϕi = k
n+1
i −kni −Ri(kn+1i −kni ) comme fonction test
dans l’e´quation (3). En raison du terme de production de l’e´nergie cine´tique turbulente a`
l’interface ki = λ |u1 − u2|2 sur Γ, il est nece´ssaire d’estimer la quantite´∣∣∣∣
∣∣∣∣|un+11 − un+12 |2 − |un1 − un2 |2
∣∣∣∣
∣∣∣∣
H
1
2
00
(Γ)
en fonction de
2∑
i=1
||kni − kn−1i ||H1(Ωi).
On utilise alors le The´ore`me 7, voir par exemple v.girault-p.-a.raviart [39], Corol-
laire 1.1 et aussi p.grisvard [41].
Enfin, on montre que la suite (pni )n est de Cauchy, en utilisant une variante de la
condition inf-sup (voir annexe B). De plus, pour tout n,m ∈ N, on a
2∑
i=1
||pm+1i − pn+1i || ≤ c
2∑
i=1
[
||um+1i − un+1i ||H1(Ωi) + ||km+1i − kn+1i ||H1(Ωi)
+
∣∣∣∣
∣∣∣∣ |um+1i |um+1i − |un+1i |un+1i
∣∣∣∣
∣∣∣∣
2
L3/2(Γ)
]
.
On montre aussi que la limite obtenue est une solution du proble`me de de´part, voir
The´ore`me 11. Pour finir ce chapitre, on ve´rifie que sous les hypothe`ses du The´ore`me 9, la
solution est unique, voir The´ore`me 12.
Conclusion : On conclut que le sche´ma que nous proposons dans cette the`se
• converge exponentiellement pour des viscosite´s assez grandes, car (kni )n est contrac-
tante,
• converge vers l’unique solution du proble`me de de´part, pour des viscosite´s assez
grandes,
• la convergence ne de´pend pas de la me´thode choisie : e´le´ments finis ou spectrale par
exemple,
• est tridimensionnel. Sachant qu’en 2D, on a besoin de moins d’hypothe`ses pour qu’il
converge.
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Dans la seconde partie, nous mettons en œuvre cet algorithme en deux me´thodes
nume´riques
• me´thode des e´le´ments finis, en utilisant le logiciel freefem3d,
voir http://www.freefem.org/ff3d,
• une nouvelle me´thode spectrale, base´e sur une technique de domaines fictifs utilise´e
dans [30], que nous avons mise en œuvre, et ensuite imple´mente´e dans le logiciel
freefem3d.
Seconde partie : nouvelle me´thode spectrale
On rappelle les principales proprie´te´s de la me´thode spectrale dans des domaines ten-
soriels : la base utilise´e est la famille forme´e par les polynoˆmes de Legendre. On propose
une nouvelle approche de cette me´thode dans des domaines en ge´ome´trie plus complexe
(non tensorielle). Cette me´thode s’appuie sur deux ide´es : un traitement des conditions aux
limites de Dirichlet par pe´nalisation, et une approximation de la ge´ome´trie du domaine Ω
par un pavage en paralle´le´pipe`des.
• Premie`re ide´e : traitement des conditions aux limites. On remplace la condi-
tion de Dirichlet u = g sur le bord ∂Ω, par les conditions de Robin. Cette me´thode
est due a` nitsche [63], (on pourra aussi consulter [45]). Dans le cas du Laplacien,
on e´crit
1
ε
u+
∂u
∂n
=
1
ε
g sur ∂Ω.
– Nous utilisons le The´ore`me 18 qui montre que le nouveau proble`me converge
fortement vers le proble`me initial et
– nous effectuons une inte´gration nume´rique sur des maillages de la surface.
• Seconde ide´e : approximation de la ge´ome´trie. Cette ide´e consiste a` approcher
l’inte´grale d’une fonction f sur Ω, par une somme finie des inte´grales de f sur des
pave´s de Ω, c’est-a`-dire
on approche
∫
Ω
f(x) dx par
M∑
j
∫
Dj
f(x) dx,
ou` les Dj sont des pave´s de R
d tels que Ω = ∪∞j=1Dj, approche´e par ΩM = ∪Mj=1Dj.
Nous avons mis en œuvre dans cette the`se des techniques de type octree , voir
figure 1.
On prouve que si les inte´grales sont exactes, la me´thode conserve les proprie´te´s spectrales :
on prouve en effet les estimations d’erreurs suivantes
||u− uδ||H1(Ω) ≤ c(N1−m||f ||Hm−2(Ω) +
√
ε||∂u
∂n
||L2(∂Ω)), et
||u− uδ||L2(Ω) ≤ c(N−m||f ||Hm−2(Ω) + ε||∂u
∂n
||L2(∂Ω)).
Pour montrer ces ine´galite´s, nous avons prouve´ les re´sultats interme´diaires suivants
7Fig. 1 – Exemple de partition d’un domaine Ω a` l’aide d’un algorithme de type octree.
• les erreurs d’approximation polynoˆmiale (The´ore`me 13) dans des pave´s de Rd (voir
[14], chapitre III, The´ore`me 1.2 pour d = 1, et chapitre III, The´ore`mes 2.4 et 2.9
pour d ≥ 1), restent valable dans un domaine Ω quelconque (voir The´ore`me 15).
Pour ce faire, nous avons utilise´ le The´ore`me 14 d’extension line´aire . Ce qui permet
de faire apparaˆıtre le terme en Nσ−m||f ||Hm−2(Ω), σ = 0, 1,
• le terme en √ε dans la premie`re ine´galite´, provient du The´ore`me 19 dont la preuve
est une conjonction des ide´es de babusˇka [5], et du The´ore`me 18 (voir par exemple
[19], [50], et [57]),
• enfin, l’estimation d’erreur en norme L2, s’obtient en utilisant l’argument de dualite´
d’aubin-nitsche [62].
Ceci ache`ve l’analyse the´orique de cette nouvelle me´thode. La suite de cette partie est
consacre´e a` la ve´rification nume´rique du code spectral tridimensionnel que nous avons
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e´crit en c++ [69].
En l’absence d’un outil de calcul tridimensionnel (et meˆme bidimensionnel), permet-
tant la re´solution nume´rique des e´quations aux de´rive´es partielles elliptiques par les me´-
thodes spectrales en ge´ne´rale, et particulie`rement dans des domaines non tensoriels, nous
avons commence´ par de´velopper un code spectral en une dimension d’espace. Profitant de
l’aspect tensoriel des me´thodes spectrales standard, telles qu’introduites par d. gottlieb
et s. orszag [40] [65], (a` savoir, dans des pave´s), le code bidimensionnel et tridimension-
nel est re´alise´ dans ce cas. Ensuite, nous avons ge´ne´ralise´ ce code de calcul pour re´soudre
des e´quations aux de´rive´es partielles dans des domaines a` ge´ome´trie complexe. Les de´tails
d’imple´mentation lie´s a` l’architecture du code, tels que l’octree sont pre´sente´s dans la
section 4.3 de ce chapitre.
Simulations nume´riques du mode`le de couplage oce´an/atmosphe`re.
Dans ce dernier chapitre, nous pre´sentons les re´sultats nume´riques du couplage oce´an/at-
mosphe`re, par la me´thode spectrale, et nous les comparons a` ceux que nous obtenons par la
me´thode des e´le´ments finis. Les grandeures physiques utilise´es pour ces tests sont re´alistes
et elles sont donne´es dans [7] et [8].
Annexe A : une borne infe´rieure pour la constante de la condition inf-sup sur
l’ope´rateur de divergence
Le travail fourni dans cette annexe a fait l’objet d’un papier soumis aux Comptes Ren-
dus de l’Acade´mie des Sciences [33], en collaboration avec s. del pino et u. razafison.
Nous nous sommes inte´resse´s a` la caracte´risation de la constante de la condition inf-sup
de type babusˇka-brezzi pour l’ope´rateur de divergence, voir par exemple v.girault-
p.-a.raviart [39], babusˇka [4], et f. brezzi [18]. Nous avons donne´ un encadrement
de cette constante en fonction des normes des rele`vements harmoniques. La preuve est
technique, et repose sur une construction particulie`re
• d’une fonction q a` moyenne nulle dans un domaine Ω1, contenant strictement Ω, et
• d’un vecteur v appartenant a` H10(Ω).
Annexe B : une condition de type inf-sup
Dans cette annexe, on montre une condition de type inf-sup de l’ope´rateur divergence.
En effet, on prouve cette condition pour des pressions qui ne sont pas a` moyennes nulles
dans un ouvert Ω, connexe, borne´ et a` frontie`re lipschitzienne de Rd, et des champs de
vecteurs vitesses, qui ne sont pas nuls sur le bord ∂Ω.
inf
q∈L2(Ω)
sup
v∈H1(Ω)
∣∣∣∣
∫
Ω
∇ · v(x) q(x) dx
∣∣∣∣
||v||H1(Ω) ||q||L2(Ω) = β
1(Ω),
ou` β1(Ω) est une constante strictement positive ne de´pendant que de Ω.
Notations et quelques rappels
Nous pre´cisons ici les notations qui seront utilise´es dans cette the`se. Pour plus de
de´tails sur les de´finitions et les proprie´te´s des espaces de Sobolev on renvoie le lecteur a`
[1], [51], [17]. Les espaces de fonctions a` valeurs vectorielles ainsi que les champs vectoriels
seront note´s en caracte`res gras. Par exemple
H1(Ω) = {u = (u1, u2, u3); ∀i ∈ {1, 2, 3}, ui ∈ H1(Ω)}.
Ge´ome´trie
• d : dimension de l’espace.
• Ω : ouvert borne´ a` frontie`re lipschitzienne de Rd.
• n : vecteur normal, unitaire exte´rieure a` Ω.
• x : point ge´ne´rique de Ω, et (x1, ..., xd) ses coordonne´es.
Espaces fonctionnels
Soient p et s deux re´els tels que 1 ≤ p ≤ ∞, et s = m+ σ, avec m un entier positif et
0 < σ < 1. Soit p′ ∈ R, tel que 1
p
+
1
p′
= 1. On de´finit les espaces suivants :
• D(Ω) = { fonctions inde´finiment diffe´rentiables a` support compacts dans Ω},
• D(Ω¯) = {f |Ω, telle que f ∈ D(Rd)},
• Lp(Ω) =
{
f : Ω→ Rd mesurable, telle que
∫
Ω
|f |p dx < +∞
}
, p < +∞,
• L∞(Ω) =
{
f : Ω→ Rd mesurable, telle que sup
x∈Ω
ess|f(x)| < +∞
}
,
• L20(Ω) =
{
f ∈ L2(Ω), telle que
∫
Ω
f(x)dx = 0
}
,
• Wm,p(Ω) = {f ∈ Lp(Ω); ∀α ∈ Nd, |α| ≤ m, ∂αf ∈ Lp(Ω)},
• Wm,p0 (Ω) est l’adhe´rence de l’espace D(Ω) dans Wm,p(Ω),
• W s,p(Ω), 1 ≤ p < +∞ est l’espace des distributions f de´finies dans Ω, telles que,
f ∈ Wm,p(Ω) et
∫
Ω
∫
Ω
|∂αf(x)− ∂αf(y)|p
||x− y||d+σp dx dy < +∞, ∀|α| = m
• W s,∞(Ω) est l’espace des fonctions f ∈ Wm,∞(Ω) telles que,
max
|α|=m
ess sup
x,y∈Ωx6=y
|∂αf(x)− ∂αf(y)|
||x− y||σ < +∞.
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• W−m,p′(Ω) = (Wm,p0 (Ω))′ est le dual de l’espace Wm,p0 (Ω),
• Wm,2(Ω) = Hm(Ω),
• H 12 (∂Ω) = {f ∈ L2(∂Ω), ∃u ∈ H1(Ω), tel que u|∂Ω = f},
• H− 12 (∂Ω)= le dual de H 12 (∂Ω).
• De´finition de l’espace H
1
2
00(Γn) : on de´signe par Γe et Γn deux parties de ∂Ω, de
mesures positives dans ∂Ω, telles que
∂Ω = Γ¯e ∪ Γ¯n, et
Γe ∩ Γn = ∅.
On de´finit l’espace H
1
2
00(Γn) comme e´tant le sous-espace des fonctions de H
1
2 (Γn)
dont le prolongement par 0 a` ∂Ω appartient a` H
1
2 (∂Ω).
Produits scalaires et normes
Dans toute la suite 1 ≤ p < +∞.
• ∀u ∈ Lp(Ω), ||u||Lp(Ω) =
(∫
Ω
|u(x)|pdx
) 1
p
, et ||u||∞(Ω) = sup
x∈Ω
ess|u(x)|,
• ∀u, v ∈ L2(Ω), ||u||0 = ||u||L2(Ω) et (u, v) =
∫
Ω
u(x)v(x)dx,
• ∀u, v ∈ Hm(Ω), (u, v)Hm(Ω) =
∫
Ω
∑
α≤m
(∂αu)(x)(∂αv)(x) dx,
• ∀u ∈ Wm,p(Ω), ||u||Wm,p(Ω) =
(∫
Ω
∑
|α|≤m
|∂αu(x)|p dx
) 1
p
, et
||u||Wm,∞(Ω) = sup
x∈Ω
ess max
|α|≤m
|∂αu(x)|,
• ∀u ∈ W s,p(Ω), ||u||W s,p(Ω) =
(
||u||pWm,p(Ω) +
∑
|α|=m
∫
Ω
∫
Ω
|∂αf(x)− ∂αf(y)|p
||x− y||d+σp dxdy
) 1
p
,
• ∀u ∈ Wm,p(Ω), |u|Wm,p(Ω) =
(∫
Ω
∑
|α|=m
|∂αu(x)|p dx
) 1
p
(semi-norme de u dans
Wm,p(Ω)),
• ∀f ∈ W−m,p′(Ω), ||f ||W−m,p′ (Ω) = sup
v∈Wm,p
0
(Ω),v 6=0
< f, v >
|v|Wm,p(Ω) , ou` < ·, · > de´signe le
produit de dualite´ entre W−m,p
′
(Ω) et Wm,p0 (Ω),
• de´finition de ||f ||
W
m− 1p ,p(Γ)
pour tout 1 < p < +∞ : soit Γ une partie ouverte de
∂Ω, de classe Cm−1,1. L’image de Wm,p(Ω) par l’ope´rateur trace γ sur Γ est note´e
Wm−
1
p
,p(Γ). Et sa norme est
||f ||
W
m− 1p ,p(Γ)
= inf
{||v||Wm,p(Ω); v ∈ Wm,p(Ω) et γ(v) = f} .
Dans le cas particuler ou` m = 1 et p = 2, on a
||f ||
H
1
2 (Γ)
= inf
{||v||H1(Ω), v ∈ H1(Ω), et γ(v) = f} .
Premie`re partie
Un algorithme pour un mode`le de
fluides couple´s et turbulents
11

13
Un mode`le de couplage Oce´an/Atmosphe`re
On s’inte´resse dans cette partie de la the`se au syste`me d’e´quations suivant
−∇ · (αi(ki)∇ui) + grad pi = fi dans Ωi,
∇ · ui = 0 dans Ωi,
−∇ · (γi(ki)∇ki) = αi(ki)|∇ui|2 dans Ωi,
ui = 0 sur Γi,
ki = 0 sur Γi,
αi(ki)∂niui − pini + κ(ui − uj)|ui − uj| = 0 sur Γ, 1 ≤ i 6= j ≤ 2,
ki = λ|u1 − u2|2 sur Γ,
(1)
ou` le triplet (ui, pi, ki) est de´fini dans le domaine Ωi, 1 ≤ i ≤ 2, et
Γ = ∂Ω1 ∩ ∂Ω2,
Γ1 = ∂Ω1\Γ, et
Γ2 = ∂Ω2\Γ.
Le syste`me (1) est un mode`le tre`s simplifie´ repre´sentant le couplage de deux fluides tur-
bulents Fi, (i = 1, 2), par exemple le couplage oce´an/atmosphe`re, qui a e´te´ propose´
par lions-temam-wang, on re´fe`re aux [52], [53], [54] et [55], ou dans le cas des fluides
stratifie´s (voir lewandowski [47]). Ces deux fluides Fi sont couple´s par la condition a`
l’interface Γ, a` savoir la sixie`me e´quation du syste`me (1)
αi(ki)∂niui − pini + κ(ui − uj)|ui − uj| = 0 sur Γ, 1 ≤ i 6= j ≤ 2.
Cette interface air-mer est suppose´e satisfaire l’hypothe`se du toit rigide : la hauteur
des vagues est suppose´e ne´gligeable par rapport a` la largeur de l’oce´an, et les e´quations
sont inte´gre´es le long des vagues. Cette hypothe`se est standard en ge´ophysique et en
oce´anographie. Nous allons maintenant, donner un sens aux e´quations qui forment le
syste`me (1)
• Les deux premie`res lignes de (1) sont les e´quations de Stokes dans Ωi,
• la troisie`me ligne est une e´quation scalaire qui permet de calculer l’e´nergie cine´tique
turbulente ki
D’apre`s j-l. lions [50], on peut e´crire une formulation faible mixte des deux premie`res
lignes, (voir aussi [52] dans le cas de couplage oce´an/atmosphe`re en l’absence de turbu-
lence). La troisie`me ligne et les conditions aux limites correspondantes sont tre`s complexes.
En effet, la difficulte´ principale vient du fait que le terme de droite αi(ki)|∇ui|2 appartient
seulement a` L1(Ωi). Dans le cas d’un seul fluide turbulent avec des frontie`res homoge`nes,
des e´tudes sont faites dans [15], [37], [47] et [48]. Dans ces re´fe´rences, l’e´quation pour l’e´ner-
gie cine´tique turbulente est prise dans le sens renormalise´e de p-l. lions et f.murat,
(voir [61]), ou dans le sens e´quivalent d’entropie de benilan et al, (voir [6]), et des esti-
mations a priori de type boccardo-galloue¨t [16] sont employe´es. Cependant, en raison
des conditions aux limites a` l’interface Γ, cette renormalisation ne semble pas une manie`re
facile d’e´tude de l’e´quation de l’e´nergie cine´tique turbulente dans le proble`me actuel, et
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on ne peut pas espe´rer employer directement les re´sultats de boccardo-galloue¨t [16].
Pour cette raison, c. bernardi et al, (voir [10]) ont effectue´ la transformation de Kir-
choff de l’inconnu afin de remplacer l’ope´rateur (∇ · γi(ki)∇) par l’ope´rateur de Laplace
∆. Ainsi ils obtiennent la nouvelle e´quation correspondante dans le sens de la transposi-
tion, (voir stampacchia [68] et lions-magenes [51]). Ceci permet de prouver l’existence
d’une solution du syste`me (1), (voir Corrolaire 5.3, [10]). De plus, s’il existe une solution
Ui = (ui, pi, ki), telle que la vitesse ui appartienne a` W
1,p(Ωi)
d, ou` p est un re´el ve´rifiant
p > 2d, pour ν assez grand, alors (U1,U2) est l’unique solution de (1) dans un sens faible,
(voir The´ore`me 6.3, [10]).
Cette partie de la the`se est compose´e de deux chapitres. On commencera dans un
premier temps par le cas d’un seul fluide turbulent. Nous utilisons un mode`le simple,
conside´re´ au de´but par mohammadi-pironneau [60], et aussi par lewandowski [47].
Chapitre 1
Cas d’un seul fluide turbulent,
l’oce´an par exemple
1.1 Position du proble`me
Nous conside´rons un syste`me d’e´quations mode´lisant l’e´coulement stationnaire d’un
fluide turbulent sur un domaine borne´ de Rd, ou` d = 2, 3. Les e´quations sont couple´es
par des termes non line´aires qui sont soit le coefficient de diffusion soit le second membre.
Nous proposons un sche´ma nume´rique ite´ratif. La convergence de la me´thode est prouve´e
pour des viscosite´s assez grandes, et en supposant que la vitesse et l’e´nergie sont assez
re´gulie`res. L’unicite´ de la solution est aussi prouve´e sous cette condition. Le mode`le que
nous utilisons a e´te´ conside´re´ en particulier par b. mohammadi, o. pironneau dans [60]
et par r. lewandowski dans [47]. On se place dans un ouvert Ω, convexe ou de classe
C1,1, borne´ de Rd, (d = 2 ou 3). On partitionne sa frontie`re ∂Ω en deux, qu’on note : Γ0
et Γ, ou`
• Γ0 est la frontie`re de non-glissement, elle est compose´e de deux parties, une partie
qui repre´sente le fond de l’oce´an, et l’autre qui de´signe les parois late´rales.
• Γ est la frontie`re de glissement avec friction, elle de´signe la surface de l’oce´an.
Les deux frontie`res sont de mesures strictement positives. On suppose que ∂Γ0 et ∂Γ sont
des sous-varie´te´s lipschitziennes de ∂Ω. Le mode`le s’e´crit
−∇ · (α(k)∇u) + grad p = f dans Ω,
∇ · u = 0 dans Ω,
−∇ · (γ(k)∇k) = α(k)|∇u|2 dans Ω,
u = 0 sur Γ0,
k = 0 sur Γ0,
α(k)∂nu− pn+ κu|u| = 0 sur Γ,
k = λ|u|2 sur Γ.
(1.1)
Pour plus de de´tails, on re´fe`re aux articles [9] et [10] (par exemple), ou` l’existence de
la solution, ainsi que l’unicite´ sont prouve´es. Dans toute la suite de ce travail, le point
ge´ne´rique sera note´ x = (x, z) dans R2, et x = (x, y, z) dans R3. Et le champ de vecteurs u
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de´signe la vitesse du fluide turbulent dans Ω, p est sa pression et k est l’e´nergie cine´tique
turbulente. On note que la turbulence est ne´glige´e sur le fond et les parois late´rales Γ0,
et on impose a` l’e´nergie cine´tique turbulente k, une valeur prescrite positive. Pour des
raisons techniques, on la prendra nulle. Cela ne change en rien la structure mathe´matique
du proble`me. En surface, on fait l’hypothe`se que l’e´nergie cine´tique turbulente de´pend
uniquement de la tension du vent. Le coefficient λ est sans dimension. Il est calcule´ a`
partir de donne´es expe´rimentales, et il ge´ne`re la condition de tourbillon a` la frontie`re.
La friction est mode´lise´e par le coefficient κ. Il est constant, strictement positif et sans
dimension. La fonction f repre´sente une force exte´rieure donne´e et appartient a` L2(Ω)d. On
de´signe par α(k) la viscosite´ et par γ(k) le coefficient de diffusion. Dans cette the`se, nous
ne traiterons que le cas ou` les viscosite´s, ainsi que leur de´rive´es sont suppose´es borne´es.
Ainsi, nous supposons qu’elles ve´rifient l’hypothe`se suivante{
α(·) ∈ W 1,∞(Ω), γ(·) ∈ W 1,∞(Ω) et
∀ℓ ∈ R, α(ℓ) ≥ ν et γ(k) ≥ ν, (1.2)
ou` ν est une constante strictement positive qui repre´sente une viscosite´ turbulente. Enfin
r et r′ sont deux re´els strictement positifs, tels que
1
r
+
1
r′
= 1, avec r > d.
Dans toute la suite de ce chapitre, nous de´signons par X, le sous-espace de H1(Ω), de´fini
par
X = {v ∈ H1(Ω)d; v = 0 sur Γ0}.
Le but de ce chapitre est de proposer un sche´ma nume´rique bien pose´, convergent. Ensuite,
on prouve que la limite n’est autre que la solution du proble`me initial, a` savoir le mode`le
(1.1). Commenc¸ons alors par le cas homoge`ne.
1.2 Cas homoge`ne : k = 0 a` la surface de l’oce´an
Dans cette partie, nous nous inte´resserons au cas ou` l’e´nergie cine´tique turbulente
n’intervient pas sur l’interface Γ, c’est-a`-dire qu’il n’y a pas de tension de vent a` la surface.
Le proble`me s’e´crit alors
−∇ · (α(k)∇u) + grad p = f dans Ω,
∇ · u = 0 dans Ω,
−∇ · (γ(k)∇k) = α(k)|∇u|2 dans Ω,
u = 0 sur Γ0,
α(k)∂nu− pn+ κu|u| = 0 sur Γ,
k = 0 sur ∂Ω.
(1.3)
Le syste`me (1.3) admet la formulation variationnelle suivante
Trouver (u, p, k) ∈ X× L2(Ω)×W 1,r′0 (Ω) tel que
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{
∀v ∈ X, a(k;u,v) + b(v, p) + κ (|u|u,v)Γ = (f ,v)Ω,
∀q ∈ L2(Ω), b(u, q) = 0, (1.4)
et
∀ϕ ∈ W 1,r0 (Ω), C(k; k, ϕ) =
∫
Ω
α(k)|∇u|2 ϕ dx, (1.5)
ou` les formes a(·; ·, ·), b(·, ·), (·, ·)Γ et c(·; ·, ·) sont de´finies par

a(k;u,v) = (α(k)∇u,∇v) =
∫
Ω
α(k)∇u.∇v dx,
b(v, q) = −(∇ · v, q) = −
∫
Ω
∇ · v q dx,
C(ℓ; k, ϕ) = (γ(ℓ)∇k,∇ϕ =
∫
Ω
γ(ℓ)∇k∇ϕ dx,
(u,v)Γ =
∫
Γ
u(τ)v(τ) dτ.
(1.6)
Le choix de r > d, dans la formulation (1.5) est nece´ssaire, puisque la quantite´ α(k)|∇u|2
est seulement inte´grable dans Ω. Comme l’espace W 1,r(Ω) s’injecte dans L∞(Ω), le terme∫
Ω
α(k)|∇u|2 ϕ a un sens.
La preuve de l’existence d’une solution du proble`me (1.4)-(1.5) est base´e sur le The´o-
re`me du point fixe. On re´fe`re a` [47] (voir chapitre 5).
1.2.1 Sche´ma ite´ratif et principaux re´sultats
Dans cette partie, nous proposons un sche´ma ite´ratif non line´aire. Nous montrerons
la convergence quand la vitesse est assez re´gulie`re, et en ne conside´rant que des viscosite´s
turbulentes assez grandes. Enfin, et sous les meˆmes conditions, nous prouverons que la
solution de notre proble`me est unique. Ceci impliquera que le sche´ma propose´, converge
bien vers la solution de´sire´e.
Sche´ma ite´ratif
On fixe k0, et on associe au proble`me (1.4)-(1.5) le sche´ma :

Trouver (un+1, pn+1, kn+1) ∈ X× L2(Ω)×W 1,r′0 (Ω), tel que
∀v ∈ X, (α(kn)∇un+1,∇v) + b(v, pn+1) + κ(|un+1|un+1,v)Γ = (f ,v),
∀q ∈ L2(Ω), b(un+1, q) = 0,
(1.7)
et
∀ϕ ∈ W 1,r0 (Ω) c(kn; kn+1, ϕ) = (α(kn)|∇un+1|2, ϕ). (1.8)
Dans [7] et [11], c. bernardi et al ont conside´re´ un sche´ma semblable a` celui propose´
ci-dessus, la diffe´rence se trouve dans l’e´quation (1.7), notamment le terme a` l’interface
Γ
(|un|un+1,v)Γ.
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Principaux re´sultats
Dans toute la suite, on conside`re seulement le cas tridimensionnel, ou` l’injection de
H1(Ω) dans L6(Ω)d est continue, voir par exemple [1] et [17] (chapitres VIII et IX). Il
existe alors une constante c0, ne de´pendant que du domaine Ω telle que
∀v ∈ H1(Ω), ||v||L6(Ω)d ≤ c0||v||H1(Ω). (1.9)
De meˆme, on notera par cp la constante de Poincare´-Friedrichs,
∀v ∈ X, ||v||H1(Ω) ≤ cp||∇v||0. (1.10)
On va montrer tout d’abord que les suites (un)n et (k
n)n convergent et sont“contractante”,
sous des hypothe`ses que l’on pre´cise dans le The´ore`me suivant.
The´ore`me 1 (Convergence). Soit f ∈ L2(Ω)d. On suppose qu’il existe une constante M ,
strictement positive telle que la suite (un)n ve´rifie
∀n ∈ N, ||un||W 1,3(Ω)d ≤ M.
Alors, il existe une constante c ne de´pendant que du domaine Ω, de α, de γ et de M , telle
que, si ν > c, les suites (un)n et (k
n)n convergent. En plus elles sont contractantes dans
le sens suivant
||∇(un+1 − un)||0 ≤ K||∇(kn − kn−1)||0, et
||∇(kn+1 − kn)||0 ≤ K||∇(kn − kn−1)||0,
ou` K =
c
ν
< 1.
De´monstration. La preuve de ce The´ore`me se fait en plusieurs e´tapes. Pour commencer
nous allons montrer un re´sultat liant les normes de (un)n et (k
n)n.
Premie`re e´tape
Lemme 1. Soit f ∈ L2(Ω)d et soit U = (u, p, k) une solution du proble`me (1.3). Si
u ∈ W 1,3(Ω)d, alors il existe une constante c qui ne de´pend que du domaine Ω, de α et
de γ telle que k ∈ W 1,3(Ω) et
||k||W 1,3(Ω) ≤ c||u||2W 1,3(Ω)d .
Preuve du Lemme. Commenc¸ons par transformer le syste`me (1.7)-(1.8). Pour cela, nous
utilisons la transformation de Kirchoff : soit G de´finie par
∀s ∈ R, G(s) =
∫ s
0
γ(τ) dτ.
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D’apre`s l’hypothe`se (1.2), G est de classe C1 et croissante. Elle est donc bijective sur R,
soit G−1 son inverse.
Ainsi, la fonction α = α ◦G−1 ve´rifie
α ∈ W 1,∞(R) et ∀ℓ ∈ R, α(ℓ) ≥ ν.
Introduisons une nouvelle inconnue ℓ de´finie par ℓ = G(k).
Comme ∇ℓ = γ(k)∇k, le syste`me (1.3) s’e´crit

−∇ · (α(ℓ)∇u) + grad p = f dans Ω,
∇ · u = 0 dans Ω,
−∆ ℓ = α(ℓ)|∇u|2 dans Ω,
u = 0 sur Γ0,
α(ℓ)∂nu− pn+ κu|u| = 0 sur Γ,
ℓ = 0 sur ∂Ω.
(1.11)
Pour tout u ∈ W 1,3(Ω)d, la formulation variationnelle associe´e a` l’e´quation de l’e´nergie
cine´tique turbulente s’e´crit
∀ϕ ∈ W 1,
3
2
0 (Ω), −
∫
Ω
ℓ∆ϕdx =
∫
Ω
α(ℓ)|∇u|2 ϕdx, (1.12)
donc
−
∫
Ω
ℓ ∆ϕ dx =
∫
Ω
α(ℓ)|∇u|2 ϕ dx ≤ ||α||∞||∇u||2L3(Ω)d ||ϕ||L3(Ω).
Comme l’injection deW
1, 3
2
0 (Ω) dans L
3(Ω) est continue, il existe une constante c′ positive
qui ne de´pend que de Ω, telle que
−
∫
Ω
ℓ ∆ϕ dx ≤ c′ ||α||∞||∇u||2L3(Ω)d ||ϕ||
W
1, 3
2
0
(Ω)
.
La formulation (1.12) implique
∀ϕ ∈ W 1,
3
2
0 (Ω), −
∫
Ω
ℓ ∆ϕ dx ≤ c ||∇u||2L3(Ω)d ||ϕ||
W
1, 3
2
0
(Ω)
.
Comme (W 1,30 (Ω))
′ = W−1,
3
2 (Ω), alors
||ℓ||W 1,3(Ω) ≤ c ||∇u||2L3(Ω)d .
Finalement, puisque |k| ≤ ν−1|ℓ| et |∇k| ≤ ν−1|∇ℓ|, alors
||k||W 1,3(Ω) ≤ c
ν
||∇u||2L3(Ω)d ,
d’ou` le Lemme 1.
Remarque 1. Sous les hypothe`ses du The´ore`me 1, la suite (kn)n est aussi uniforme´ment
borne´e dans W 1,3(Ω). De plus
∀n ∈ N, ||kn||W 1,3(Ω) ≤ c||un||2W 1,3(Ω) ≤ cM2,
ou` c est une constante strictement positive ne de´pendant que de Ω, de α et de γ.
La prochaine e´tape consiste a` estimer ||∇(un+1−un)||0 en fonction de ||∇(kn−kn−1)||0.
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Deuxie`me e´tape : Estimation de ||∇(un+1 − un)||0.
En prenant v = un+1 dans (1.7), on obtient∫
Ω
α(kn)|∇un+1|2dx+ κ
∫
Γ
|un+1|3dτ =
∫
Ω
fun+1dx.
La quantite´ κ
∫
Γ
|un+1|3dτ e´tant positive, en utilisant l’ine´galite´ de Poincare´-Friedrichs et
l’hypothe`se (1.2), on trouve
||∇un+1||0 ≤ cp
ν
||f ||0. (1.13)
Choisissons maintenant v = un+1 − un, et injectons-le dans (1.7) aux e´tapes n et n + 1.
La diffe´rence des deux e´quations ainsi obtenues est
(α(kn)∇(un+1 − un),∇(un+1 − un))
+ ((α(kn)− α(kn−1))∇un,∇(un+1 − un))
+κ (|un+1|un+1 − |un|un,un+1 − un)Γ = 0.
(1.14)
Lemme 2. Pour tout n ∈ N, on a
κ
(
|un+1|un+1 − |un|un,un+1 − un
)
Γ
≥ 0.
De´monstration. Soient a et b deux vecteurs quelconques de Rd, ou` d peut eˆtre n’importe
quel entier naturel non nul dans cette de´monstration.
On pose a = (a1, a2, ..., ad) et b = (b1,b2, ...,bd), on choisit le produit scalaire euclidien
de Rd, et on note par || · ||Rd la norme euclidienne. On a
(|a|a− |b|b) · (a− b) =
(( i=d∑
i=1
|ai|2
) 1
2
a−
( i=d∑
i=1
|bi|2
) 1
2
b
)
·
(
a− b
)
,
=
i=d∑
i=1
[ ( j=d∑
j=1
|aj|2
) 1
2
|ai|2 +
( j=d∑
j=1
|bj|2
) 1
2
|bi|2
−
( ( j=d∑
j=1
|aj|2
) 1
2
+
( j=d∑
j=1
|bj|2
) 1
2
)
aj bj
]
,
=
( i=d∑
i=1
|ai|2
) 3
2
+
( i=d∑
i=1
|bi|2
) 3
2
−
( ( j=d∑
j=1
|aj|2
) 1
2
+
( j=d∑
j=1
|bj|2
) 1
2
)
·
i=d∑
i=1
aibi.
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Comme
a · b =
i=d∑
i=1
aibi ≤ ||a||Rd · ||b||Rd
≤
( i=d∑
i=1
|ai|2
) 1
2
( i=d∑
i=1
|bi|2
) 1
2
,
alors on peut e´crire
(|a|a− |b|b) · (a− b) ≥
( i=d∑
i=1
|ai|2
) 3
2
+
( i=d∑
i=1
|bi|2
) 3
2
−
( ( j=d∑
j=1
|aj|2
) 1
2
+
( j=d∑
j=1
|bj|2
) 1
2
)
·
( i=d∑
i=1
|ai|2
) 1
2
( i=d∑
i=1
|bi|2
) 1
2
.
Il suffit donc de montrer que le terme de droite est positif. Pour cela posons
x =
( i=d∑
i=1
|ai|2
) 1
2
et λ =
( i=d∑
i=1
|bi|2
) 1
2
,
et conside´rons maintenant la fonction fλ, de´finie sur R
+ par
∀λ ∈ R+ fixe´, fλ(x) = x3 + λ3 − λx(x+ λ).
La fonction fλ est croissante sur [λ,+∞] et de´croissante sur [0, λ], elle atteint son minimum
en λ. Donc pour tout x ≥ 0
fλ(x) ≥ fλ(λ) = 0.
On conclut alors que pour tout n ∈ N,
κ
(
|un+1|un+1 − |un|un,un+1 − un
)
Γ
≥ 0.
Ceci termine la preuve du Lemme 2.
La formule (1.14) et le Lemme 2 impliquent que∣∣∣∣
(
α(kn)∇(un+1 − un),∇(un+1 − un)
)∣∣∣∣≤
∣∣∣∣
(
(α(kn)− α(kn−1))∇un,∇(un+1 − un)
)∣∣∣∣.
D’apre`s l’hypothe`se (1.2), et comme kn ∈ H1(Ω), alors α(kn) ∈ H1(Ω) ⊂ L6(Ω). En
utilisant l’ine´galite´ de Ho¨lder, on a
ν||∇(un+1 − un)||20 ≤
∣∣∣∣
(
α(kn)∇(un+1 − un),∇(un+1 − un)
)∣∣∣∣,
≤
(
|α(kn)− α(kn−1)| |∇un|, |∇(un+1 − un)|
)
,
≤ ||α(kn)− α(kn−1)||L6(Ω)||∇un||L3(Ω)d2 ||∇(un+1 − un)||0.
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Or ||un||W 1,3(Ω)d ≤M , et en appliquant le The´ore`me des accroissements finis a` la fonction
α, on a
ν||∇(un+1 − un)||20 ≤M ||α(kn)− α(kn−1)||L6(Ω)||∇(un+1 − un)||0,
≤M ||α′||∞||kn − kn−1||L6(Ω)||∇(un+1 − un)||0.
En utilisant l’injection continue de H1(Ω) dans L6(Ω) et la relation (1.9), on obtient
||∇(un+1 − un)||0 ≤ c0M ||α
′||∞
ν
||kn − kn−1||H1(Ω).
Comme kn − kn−1 ∈ H10 (Ω), d’apre`s l’ine´galite´ de Poincare´, il existe une constante, que
l’on note encore cp telle que
||∇(un+1 − un)||0 ≤ c0cpM ||α
′||∞
ν
||∇(kn − kn−1)||0. (1.15)
Troisie`me e´tape : Estimation de ||∇(kn+1 − kn)||0.
Pour montrer que la suite (un)n est convergente, il suffit de prouver que la suite (k
n)n
est contractante. Nous allons donc chercher des conditions suffisantes pour que la suite
(kn)n soit contractante. Pour cela prenons ϕ = k
n+1−kn comme fonction test et injectons
la dans l’e´quation d’e´nergie cine´tique turbulente (1.8), aux e´tapes n et n + 1, ce qui se
traduit par
a` l’e´tape n− 1,
(
γ(kn−1)∇kn,∇(kn+1 − kn)
)
=
(
α(kn−1)|∇un|2, kn+1 − kn
)
,
et a` l’e´tape n,
(
γ(kn)∇kn+1,∇(kn+1 − kn)
)
=
(
α(kn)|∇un+1|2, kn+1 − kn
)
.
La diffe´rence des deux e´quations, donne(
γ(kn)∇kn+1 − γ(kn−1)∇kn,∇(kn+1 − kn)
)
=
(
α(kn)|∇un+1|2 − α(kn−1)|∇un|2, kn+1 − kn
)
.
Faisant apparaˆıtre le terme ((γ(kn)− γ(kn−1))∇kn dans le membre de gauche et le terme
(α(kn)− α(kn−1)) |∇un|2 dans celui de droite, on obtient(
γ(kn)∇(kn+1 − kn),∇(kn+1 − kn)
)
+
(
(γ(kn)− γ(kn−1))∇kn,∇(kn+1 − kn)
)
=
(
(α(kn)− α(kn−1)) |∇un|2, kn+1 − kn
)
+
(
α(kn) (|∇un+1|2 − |∇un|2) , kn+1 − kn
)
.
(1.16)
D’apre`s (1.2), on peut e´crire
ν||∇(kn+1 − kn)||20 ≤
(
γ(kn)∇(kn+1 − kn),∇(kn+1 − kn)
)
≤ I1 + I2 + I3, (1.17)
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avec
I1 =
∣∣∣∣
(
α(kn) (|∇un+1|2 − |∇un|2), kn+1 − kn
)∣∣∣∣,
I2 =
∣∣∣∣
(
(α(kn)− α(kn−1)) |∇un|2, kn+1 − kn
)∣∣∣∣,
I3 =
∣∣∣∣
(
(γ(kn)− γ(kn−1))∇kn,∇(kn+1 − kn)
)∣∣∣∣.
L’ide´e est de faire apparaˆıtre le produit ||∇(kn − kn−1)||0 ||∇(kn+1 − kn)||0 dans chaque
estimation de ces trois inte´grales, comme le montre le Lemme suivant
Lemme 3. Sous les hypothe`ses du The´ore`me 1, il existe trois constantes positives c1, c2
et c3, qui ne de´pendent que du domaine Ω, de α, de γ et de M telles que, pour j = 1, 2, 3,
on ait
Ij ≤ cj
ν
||∇(kn+1 − kn)||0||∇(kn − kn−1)||0.
Preuve du Lemme. Majoration de I1.
I1 =
∣∣∣∣
(
α(kn)(|∇un+1|2 − |∇un|2), kn+1 − kn
)∣∣∣∣,
≤ ||α||∞
∫
Ω
|∇(un+1 − un)| (|∇un+1|+ |∇un|) |kn+1 − kn|dx.
En utilisant l’ine´galite´ de Ho¨lder, on trouve
I1 ≤ ||α||∞||∇(un+1 − un)||0
(
||un+1||W 1,3(Ω)d + ||un||W 1,3(Ω)d
)
||kn+1 − kn||L6(Ω).
Les relations (1.9) et (1.10), impliquent
||kn+1 − kn||L6(Ω) ≤ c0||kn+1 − kn||H1(Ω),
≤ c0cp||∇(kn+1 − kn)||0,
et d’apre`s (1.15) on a
I1 ≤
2c20c
2
pM
2||α′||∞||α||∞
ν
||∇(kn+1 − kn)||0||∇(kn − kn−1)||0.
Soit c1 = 2c
2
0c
2
pM
2||α′||∞||α||∞, on a
I1 ≤ c1
ν
||∇(kn+1 − kn)||0||∇(kn − kn−1)||0. (1.18)
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Majoration de I2.
Afin de majorer I2, on applique le The´ore`me des accroissements finis a` la fonction α,
l’ine´galite´ de Ho¨lder, et l’injection continue de H1(Ω) dans L6(Ω). On obtient
I2 =
∣∣∣∣
(
(α(kn)− α(kn−1))|∇un|2, kn+1 − kn
)∣∣∣∣,
≤
(
|α(kn)− α(kn−1)| |∇un|2, |kn+1 − kn|
)
,
≤ ||∇un||2
L3(Ω)d
2 ||α(kn)− α(kn−1)||L6(Ω)||kn+1 − kn||L6(Ω), (Ine´galite´ de Ho¨lder).
Or
||∇un||2
L3(Ω)d2
≤M2, (par hypothe`se).
En utilisant les relations (1.9) et (1.10), on a
||kn+1 − kn||L6(Ω) ≤ c0cp||∇(kn+1 − kn)||0.
Le The´ore`me des accroissements finis applique´ une autre fois a` la fonction α(·), et les
relations (1.9) et (1.10), entraˆınenent
||α(kn)− α(kn−1)||L6(Ω) ≤ ||α′||∞||kn − kn−1||L6(Ω),
≤ ||α′||∞c0cp||∇(kn − kn−1)||0.
En conclusion
I2 ≤M2||α′||∞c20c2p||∇(kn+1 − kn)||0||∇(kn − kn−1)||0.
On pose c2 = ||α′||∞M2c20c2p ν, donc
I2 ≤ c2
ν
||∇(kn+1 − kn)||0||∇(kn − kn−1)||0. (1.19)
Majoration de I3.
Pour terminer la de´monstration du Lemme 3, il ne nous reste qu’a` majorer I3. Pour
cela nous allons utiliser l’injection continue de H1(Ω) dans L6(Ω), la Remarque 1, le
The´ore`me des accroissements finis applique´ a` la fonction γ, et les relations (1.9) et (1.10).
Ce qui implique
I3 =
∣∣∣∣
(
(γ(kn)− γ(kn−1))∇kn,∇(kn+1 − kn)
)∣∣∣∣,
≤ ||γ′||∞
(
|kn − kn−1| |∇kn|, |∇(kn+1 − kn)|
)
,
≤ ||γ′||∞c0cp ||∇(kn − kn−1)||0 ||kn||W 1,3(Ω) ||∇(kn+1 − kn)||0.
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D’apre`s la Remarque 1, on a
||kn||W 1,3(Ω) ≤ cM2.
Donc
I3 ≤ ||γ′||∞c0cpcM2 ||∇(kn − kn−1)||0 ||∇(kn+1 − kn)||0.
Soit c3 = ||γ′||∞c0cpcM2ν , la majoration de I3 s’e´crit
I3 ≤ c3
ν
||∇(kn+1 − kn)||0||∇(kn − kn−1)||0. (1.20)
Ceci termine la preuve du lemme 3.
D’apre`s la relation (1.17) et les estimations (1.18)-(1.19)-(1.20), on conclut qu’il existe
une constante c, qui ne de´pend que du domaine Ω, de α, de γ et de M telle que
||∇(kn+1 − kn)||0 ≤ c
ν2
||∇(kn − kn−1)||0. (1.21)
Quatrie`me e´tape : convergence des suites (un)n et (k
n)n.
D’apre`s les hypothe`ses du The´ore`me 1, et la relation (1.21), la suite (kn)n est contrac-
tante dans l’espace H1(Ω), donc elle y converge fortement vers une limite, note´e k.
Nous avons montre´ que la suite (un)n ve´rifie la relation suivante, ∀n ∈ N,
||∇(un+1 − un)||0 ≤ K||∇(kn − kn−1)||0.
Graˆce a` cette majoration, nous allons montrer que (un)n est une suite de Cauchy dans
H1(Ω). Soient n et m deux entiers naturels, avec m ≥ n, donc
||∇(um − un)||0 ≤
m∑
j=n+1
||∇(uj − uj−1)||0,
≤ K
m−1∑
j=n
||∇(kj − kj−1)||0,
≤ K 1−K
m−n
1−K ||∇(k
n − kn−1)||0.
Comme 0 < K < 1, alors,
∀n,m ∈ N, (m ≥ n), ||∇(um − un)||0 ≤ K
1−K ||∇(k
n − kn−1)||0.
(1.22)
De plus, puisque la suite (kn)n converge dansH
1(Ω) fort, alors la quantite´ ||∇(kn−kn−1)||0
tend vers 0, quand n tend vers +∞. On en de´duit alors que la suite (un)n est de Cauchy,
elle converge donc fortement dansH1(Ω). Notons u sa limite. Ceci ache`ve la de´monstration
du The´ore`me 1.
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Pour conclure que le sche´ma (1.7)- (1.8) converge, il faut montrer que la suite (pn)n
est convergente. Pour cela nous utilisons une variante de la condition inf-sup standard, de
type babusˇka et brezzi, voir [39] Lemme 4.1, chapitre 1. Nous utilisons le re´sultat de la
condition inf-sup suivant, que nous montrerons dans l’annexe B.
The´ore`me 2 (inf-sup). Soit Ω un ouvert connexe, borne´ et a` frontie`re lipschitzienne de
Rd, alors il existe une constante β1(Ω) > 0, telle que
∀q ∈ L2(Ω), sup
v∈X
b(v, q)
||v||H1(Ω)d
≥ β1(Ω)||q||L2(Ω).
Graˆce a` cette condition inf-sup, nous allons prouver que la suite (pn)n est de Cauchy
dans L2(Ω).
The´ore`me 3 (pression). Soit f ∈ L2(Ω)d. On suppose qu’il existe une constante M,
strictement positive telle que la suite (un)n ve´rifie
∀n ∈ N, |un||W 1,3(Ω)d ≤M,
alors il existe une constante c ne de´pendant que du domaine Ω, de α, de γ et de M , telle
que si ν > c, la suite (pn)n est de Cauchy dans L
2(Ω). De plus on a
||pn+1 − pn||0 ≤ K||∇(kn − kn−1)||0 + || |un+1|un+1 − |un|un ||L 32 (Γ)d ,
ou` K =
c
ν
< 1.
De´monstration. La suite (pn)n est de Cauchy
D’apre`s la formulation (1.7), on a
∀v ∈ X, (α(kn)∇un+1,∇v)+ b(v, pn+1) + κ(|un+1|un+1,v)Γ = (f ,v).
Soient m et n deux entiers naturels tels que n ≤ m. E´crivons l’e´quation (1.7), aux e´tapes
m et n. La diffe´rence des deux e´quations obtenues donne, ∀v ∈ X (v 6= 0).
b(v, pm+1 − pn+1)
||v||H1(Ω)d
= −
(
α(km)∇um+1 − α(kn)∇un+1, ∇v||v||H1(Ω)d
)
− κ
(
|um+1|um+1 − |un+1|un+1, v||v||H1(Ω)d
)
Γ
= −
(
α(km)∇(um+1 − un+1), ∇v||v||H1(Ω)d
)
−
(
(α(km)− α(kn))∇un+1, ∇v||v||H1(Ω)d
)
− κ
(
|um+1|um+1 − |un+1|un+1, v||v||H1(Ω)d
)
Γ
,
≤
(
||α||∞||∇(um+1 − un+1)||0 + ||α′||∞M ||km − kn||L6(Ω)
) ||∇v||0
||v||H1(Ω)d
+
∫
Γ
∣∣∣∣|um+1|um+1 − |un+1|un+1
∣∣∣∣ v||v||H1(Ω)d dτ.
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Comme v ∈ H1(Ω)d, sa trace sur Γ est dans H 12 (Γ)d, qui s’injecte de fac¸on compacte
dans L3(Γ)d.
En utilisant l’injection continue de H1(Ω) dans L6(Ω), la relation (1.22) et le The´ore`me 1,
on peut e´crire pour tout v ∈ X et pour tout entier naturel m ≥ n,
b(v, pm+1 − pn+1)
||v||H1(Ω)d
≤ ||∇v||0||v||H1(Ω)d
(
||α||∞||∇(um+1 − un+1)||0 + ||α′||∞M ||km − kn||L6(Ω)
)
+
||v||L3(Γ)d
||v||H1(Ω)d
∣∣∣∣
∣∣∣∣ |um+1|um+1 − |un+1|un+1
∣∣∣∣
∣∣∣∣
L
3
2 (Γ)d
,
≤
(
||α||∞||∇(um+1 − un+1)||0 + ||α′||∞M ||km − kn||L6(Ω)
)
+ c
∣∣∣∣
∣∣∣∣ |um+1|um+1 − |un+1|un+1
∣∣∣∣
∣∣∣∣
L
3
2 (Γ)d
||v||
H
1
2 (Γ)d
||v||H1(Ω)d
,
≤ c′ K
1−K |∇(k
n+1 − kn)||0 + c
∣∣∣∣
∣∣∣∣ |um+1|um+1 − |un+1|un+1
∣∣∣∣
∣∣∣∣
L
3
2 (Γ)d
.
D’apre`s le Lemme 5, et en passant au Sup sur tous les champs de vecteurs v ∈ X, dans
l’e´criture pre´ce´dente, il existe une constante β, strictement positive et ne de´pendant que
de la ge´ome´trie du domaine Ω, telle que
β||pm+1 − pn+1||0 ≤ sup
v∈X
b(v, pm+1 − pn+1)
||v||H1(Ω)d
≤ c′′
(
K
1−K ||∇(k
n+1 − kn)||0 +
∣∣∣∣
∣∣∣∣ |um+1|um+1 − |un+1|un+1
∣∣∣∣
∣∣∣∣
L
3
2 (Γ)d
)
,
(1.23)
ou` c′′ est une constante qui de´pend que de Ω, α et M .
Graˆce a` l’injection compacte de H
1
2 (Γ) dans L3(Γ), et a` la convergence de la suite
(un)n vers u dans H
1(Ω), la quantite´∣∣∣∣
∣∣∣∣ |um+1|um+1 − |un+1|un+1
∣∣∣∣
∣∣∣∣
L
3
2 (Γ)d
tend vers 0 quand n tend vers +l’infini.
Il en est de meˆme pour ||∇(kn+1 − kn)||0 qui tend vers 0, quand n tend vers +∞, car
la suite (kn)n est fortement convergente dans H
1(Ω). On conclut alors que la suite (pn)n
est de Cauchy dans L2(Ω), donc elle converge fortement dans L2(Ω), vers une fonction
note´e p.
1.2.2 Passage a` la limite.
Nous allons ve´rifier que la limite (u, p, k) , de la suite (un, pn, kn)n est solution du
proble`me (1.4)-(1.5).
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The´ore`me 4 (Passage a` la limite). Sous les conditions du The´ore`me 1, la limite (u, p, k),
de la suite (un, pn, kn)n est une solution du proble`me (1.4)− (1.5).
De´monstration. Soit v ∈ X, en utilisant l’ine´galite´ triangulaire, on obtient∣∣∣∣a(kn;un+1,v)− a(k,u,v)
∣∣∣∣ ≤
∣∣∣∣a(kn;un+1,v)− a(k,un+1,v)
∣∣∣∣+
∣∣∣∣a(k;un+1,v)− a(k,u,v)
∣∣∣∣.
Ve´rifions que les deux termes de droite tendent vers 0, quand n −→ +∞. Pour cela,
appliquons le The´ore`me des accroissements finis a` la fonction α, et l’ine´galite´ de Ho¨lder.
On obtient∣∣∣∣a(kn;un+1,v)− a(k,un+1,v)
∣∣∣∣ ≤ ||α′||∞||kn − k||L6(Ω)||∇un+1||L3(Ω)d ||∇v||0.
D’apre`s les hypothe`ses du The´ore`me 1, la suite (un)n est borne´e dans W
1,3(Ω)d par M ,
et comme l’injection canonique de H1(Ω) dans L6(Ω) est continue, alors∣∣∣∣a(kn;un+1,v)− a(k,un+1,v)
∣∣∣∣ ≤ c0M ||α′||∞||kn − k||H1(Ω)||∇v||0,
De plus, la suite (kn)n tend vers k, fortement dans H
1(Ω), donc∣∣∣∣a(kn;un+1,v)− a(k,un+1,v)
∣∣∣∣−→ 0 quand n −→ +∞.
Il reste a` prouver que le terme
(
α(k)|∇(un+1 − u)|, |∇v|
)
tend vers 0. Pour ce faire, il
suffit de majorer α(k) par ||α||∞, ensuite utiliser l’ine´galite´ de Cauchy-Schwarz. Ce qui
donne (
α(k)|∇(un+1 − u)|, |∇v|
)
≤ ||α||∞||∇(un+1 − u)||0||∇v||0,
≤ ||α||∞||un+1 − u||H1(Ω)d ||v||H1(Ω)d .
Comme un −→ u, quand n −→ +∞, alors(
α(k)|∇(un+1 − u)|, |∇v|
)
−→ 0, quand n −→ +∞.
On conclut alors que
∀v ∈ X, a(kn;un+1,v) −→ a(k;u,v), quand n −→ +∞.
De meˆme, la suite (pn)n tend vers p, fortement dans L
2(Ω), donc
∀v ∈ X, b(v, pn+1) tend vers b(v, p).
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Comme la trace de un sur Γ est dans H
1
2 (Γ)d, qui s’injecte dans L3(Γ)d, de fac¸on
compacte, alors la suite (un)n tend vers u fortement dans L
3(Γ)d, et donc la suite
(|un|un+1)n tend vers |u|u fortement dans L 32 (Γ)d, ce qui implique
∀v ∈ X
∫
Γ
|un|un+1 vdτ tend vers
∫
Γ
|u|u vdτ,
car la trace de v est dans L3(Γ)d.
Soit maintenant q ∈ L2(Ω), on a (∇ · un)n tend vers ∇ · u, fortement dans L2(Ω)d, donc
b(un+1, q) = 0 tend vers b(u, q) = 0; ∀q ∈ L2(Ω).
On de´duit alors, que la limite (u, p, k) de la suite (un, pn, kn)n, satisfait la premie`re par-
tie de la formulation variationnelle (1.4), celle qui correspond au proble`me de Stokes. Il
reste maintenant a` ve´rifier la seconde e´quation, celle qui correspond a` l’e´nergie cine´tique
turbulente. On e´crit
∀ϕ ∈ D(Ω),(
γ(kn)∇kn+1 − γ(k)∇k,∇ϕ
)
=
(
γ(kn)∇(kn+1 − k),∇ϕ
)
+
(
(γ(kn)− γ(k))∇k,∇ϕ
)
.
D’apre`s l’ine´galite´ le Cauchy-Schwarz, on a∣∣(γ(kn)∇(kn+1 − k),∇ϕ)∣∣ ≤ ||∇(kn+1 − k)||0 ||γ(kn)∇ϕ||0
≤ ||γ||∞ ||∇ϕ||0 ||∇(kn+1 − k)||0.
Or, la suite (kn)n converge fortement vers k dans H
1(Ω), donc la quantite´ de droite dans
l’ine´galite´ au-dessus tend vers 0 quand n tend vers +∞. Par conse´quence(
γ(kn)∇(kn+1 − k),∇ϕ
)
→ 0, quand n −→ +∞.
Ensuite ∣∣∣∣
(
(γ(kn)− γ(k))∇k,∇ϕ
)∣∣∣∣ ≤ ||∇k||0||∇ϕ||∞||γ′||∞||kn − k||0,
cette quantite´ tend vers 0, car kn → k, dans L2(Ω) fort.
Par densite´ de D(Ω) dans W 1,r0 (Ω),
∀ϕ ∈ W 1,r0 (Ω),
(
γ(kn)∇kn+1 − γ( k)∇k,∇ϕ
)
→ 0.
De meˆme,(
α(kn)|∇un+1|2−α(k)|∇u|2, ϕ
)
=
(
α(kn)(|∇un+1|2−|∇u|2), ϕ
)
+
(
(α(kn)−α(k)|∇u|2, ϕ
)
.
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Le terme de droite tend vers 0, en effet(
(α(kn)− α(k)) |∇u|2, ϕ) ≤ ||α′||∞||u||2W 1,3(Ω)d ||kn − k||L3 ||ϕ||∞.
On utilise alors l’injection continue de H1(Ω) dans L3(Ω) et la convergence de (kn)n vers
k dans H1(Ω) fort. Ceci implique
lim
n→+∞
(
(α(kn)− α(k)) |∇u|2, ϕ) = 0, ∀ϕ ∈ D(Ω).
Le terme de gauche est infe´rieur a`∫
Ω
α(kn)
(|∇un+1|+ |∇ u|) |∇(un+1 − u)| |ϕ| dx
≤ ‖α‖∞
(
||∇un+1||L3(Ω)d + ||∇u||L3(Ω)d
)
||∇(un+1 − u)||0||ϕ||L6 .
Comme un est borne´e dans W 1,3(Ω)d, ce terme tend vers 0.
(u, p, k) satisfait l’e´quation (1.5), associe´e a` l’e´nergie cine´tique turbulente. On conclut
enfin, que (u, p, k) est une solution du proble`me variationnel (1.4)-(1.5). Il reste a` ve´rifier
que cette solution est unique sous des conditions ade´quates.
The´ore`me 5 (Unicite´). Soit f ∈ L2(Ω)d et soit U = (u, p, k) une solution du proble`me
(1.4)− (1.5).
Si U ∈ W 1,3(Ω)d × L2(Ω)×W 1,3(Ω) et si il existe une constante strictement positive
c, qui ne de´pend que de Ω, α, γ, et κ, telle que
K =
c
ν
< 1,
alors U = (u, p, k) est l’unique solution du proble`me (1.4)−(1.5) dans W 1,3(Ω)d×L2(Ω)×
W 1,3(Ω).
De´monstration. Supposons qu’il existe une autre solution U¯ = (u¯, p¯, k¯) du proble`me (1.4)-
(1.5) et qui appartienne a` l’espace W 1,3(Ω)d × L2(Ω)×W 1,3(Ω).
Dans l’e´quation (1.4), prenons comme fonction test le champ de vecteurs v = u¯ − u, la
diffe´rence des deux e´quations obtenues s’e´crit(
α(k¯)∇(u¯− u),∇(u¯− u)
)
+
(
(α(k¯)− α(k))∇u,∇(u¯− u)
)
+κ
(
|u¯|u¯− |u|u, u¯− u
)
Γ
= 0,
d’apre`s le Lemme 2, la quantite´ κ
(
|u¯|u¯− |u|u, u¯− u
)
Γ
est positive, donc
ν||∇(u¯− u)||20 ≤
∣∣∣∣
(
(α(k¯)− α(k))∇u,∇(u¯− u)
)∣∣∣∣,
≤ ||α′||∞c0cp||∇(k¯ − k)||0||u||W 1,3(Ω)d ||∇(u¯− u)||0,
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comme ||u||W 1,3(Ω)d ≤M , alors
||∇(u− u¯)||0 ≤ ||α
′||∞c0cpM
ν
||∇(k − k¯)||0. (1.24)
Conside´rons maintenant l’e´quation de l’e´nergie cine´tique turbulente pour U et U¯,
avec ϕ = k − k¯ comme fonction test. Apre`s avoir effectuer la diffe´rence des e´quations
obtenues, on peut e´crire
ν||∇(k − k¯)||0 ≤
∣∣∣∣
(
α(k)(|∇u|2 − |∇u¯|2), k − k¯
)∣∣∣∣
+
∣∣∣∣
(
(α(k)− α(k¯))|∇u¯|2, k − k¯
)∣∣∣∣
+
∣∣∣∣
(
(γ(k)− γ(k¯))∇k¯,∇(k − k¯
)∣∣∣∣.
Comme dans la preuve du Lemme 3, on a des majorations de ces trois termes qui ressem-
belent aux relations (1.18), (1.19) et (1.20), donc
||∇(k − k¯)||0 ≤
(
2c20c
2
p||α′||∞||α||∞
ν2
+
||α′||∞M2c20c2p
ν
+
||γ′||∞M2c0cpc
ν
)
||∇(k − k¯)||0,
≤ c
ν
||∇(k − k¯)||0,
ou` c =
2c20c
2
p||α′||∞||α||∞
ν
+ ||α′||∞M2c20c2p + ||γ′||∞M2c0cpc,
qu’on peut supposer infe´rieure a` la viscosite´ turbulente ν. Ceci implique que k = k¯, et
d’apre`s la relation (1.24), on conclut aussi que u = u¯.
Il reste a` ve´rifier que p = p¯, pour cela e´crivons pour p et p¯, les e´quations (1.4) associe´es,
ensuite remplac¸ons u¯ par u et k¯ par k, ce qui se traduit par
∀v ∈ X, b(v, p− p¯) = 0,
d’apre`s le The´ore`me 5, on a
0 = sup
v∈X
b(v, p− p¯)
||v||H1(Ω)d
≥ β||p− p¯||0,
d’ou` p = p¯.
Nous avons montre´ dans cette partie que le sche´ma ite´ratif (1.7)-(1.8), que nous avons
propose´ converge bien vers la seule solution du proble`me de de´part (1.3), sous l’hypothe`se
que la viscosite´ est suffisamment grande.
Dans la partie qui suit, nous proposons un mode`le de fluide turbulent sur un domaine
borne´, la viscosite´ et le coefficient de diffusion ve´rifient l’hypothe`se (1.2), a` savoir
α(·) ∈ W 1,∞(Ω), γ(·) ∈ W 1,∞(Ω) et
∀k ∈ R, α(k) ≥ ν et γ(k) ≥ ν.
De plus, nous imposons une condition non nulle sur l’interface Γ, afin de ge´ne´rer l’e´nergie
cine´tique turbulente k.
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1.3 Cas non homoge`ne : k = λ|u|2 a` la surface de
l’oce´an
Dans cette partie, nous nous inte´resserons au proble`me de de´part, a` savoir (1.1),


−∇ · (α(k)∇u) + grad p = f dans Ω,
∇ · u = 0 dans Ω,
−∇ · (γ(k)∇k) = α(k)|∇u|2 dans Ω,
u = 0 sur Γ0,
k = 0 sur Γ0,
α(k)∂nu− pn+ κu|u| = 0 sur Γ,
k = λ|u|2 sur Γ.
Rappelons que Ω est un ouvert borne´ de Rd, convexe ou de classe C1,1 et ∂Ω = Γ ∪ Γ0,
ou` Γ est la frontie`re de glissement avec friction et Γ0 celle de non-glissement. Les deux
frontie`res sont de mesures strictement positives. λ > 0 est un coefficient petit introduit
pour mode´liser la ge´ne´ration de l’e´nergie cine´tique turbulente a` la frontie`re Γ. κ > 0 est
le coefficient de friction et la fonction f est donne´e dans L2(Ω)d.
Comme dans la section 1.2, nous associons au proble`me (1.1) un sche´ma ite´ratif non-
line´aire. La convergence est prouve´e sous des conditions semblables a` celles suppose´es dans
le cas ou` l’e´nergie cine´tique turbulente est nulle sur toute la frontie`re ∂Ω. Le syste`me (1.1)
admet la formulation variationnelle suivante
Trouver (u, p) ∈ X× L2(Ω), tel que
∀v ∈ X, (α(k)∇u,∇v) + b(v, p) + κ(|u|u,v)Γ = (f ,v),
et ∀q ∈ L2(Ω), b(u, q) = 0. (1.25)
Trouver k ∈ L2(Ω), telle que
∀ϕ ∈ H2(Ω) ∩H10 (Ω), −
∫
Ω
G(k)∆ϕdx = λ
∫
Γ
G(|u|2)∂nϕ dτ +
∫
Ω
α(k)|∇u|2ϕdx,
(1.26)
ou` la fonction G(·) est de´finie dans la section 1.2, par
∀s ∈ R, G(s) =
∫ s
0
γ(τ) dτ.
La preuve de l’existence d’une solution du proble`me (1.25)-(1.26), est due a` c. bernardi
et al, dans [10]. De plus l’e´nergie cine´tique turbulente k est positive et appartient a`
l’espace Hs(Ω), pour tout s < 1
2
.
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1.3.1 Sche´ma ite´ratif et principaux re´sultats
Conside´rons deux re´els r et r′, strictement positifs, tels que 1
r
+ 1
r′
= 1 et r > d. Le
sche´ma ite´ratif conside´re´ s’e´crit
Trouver (un+1, pn+1, kn+1) ∈ X× L2(Ω)×W 1,r′(Ω), tel que
∀v ∈ X, (α(kn)∇un+1,∇v) + b(v, pn+1) + κ(|un+1|un+1,v)Γ = (f ,v),
∀q ∈ L2(Ω), b(un+1, q) = 0,
(1.27)
et {
kn+1 = 0, sur Γ0 et k
n+1 = λ|un+1|2, sur Γ,
∀ϕ ∈ W 1,r0 (Ω), (γ(kn)∇kn+1,∇ϕ) = (α(kn)|∇un+1|2, ϕ).
(1.28)
L’existence d’une solution du proble`me (1.27)-(1.28) est due a` r. lewandowski, dans
[47].
Nous allons montrer que le sche´ma (1.27)-(1.28) converge, et plus pre´cise´ment, nous prou-
verons que la suite (kn)n est contractante, que la suite (u
n)n satisfait
||∇(un+1 − un)||0 ≤ K||∇(kn − kn−1)||0,
et enfin, que la suite (pn)n est convergente.
Pour la convergence de ce sche´ma, nous supposerons en plus que la suite (un)n appartient
a` l’espace W 1,3+ε(Ω)d, pour ε > 0 assez petit.
The´ore`me 6 (Convergence). Soit f ∈ L2(Ω)d. On suppose qu’il existe une constante M ,
strictement positive telle que les suites (un)n et (k
n)n ve´rifient,
∀n ∈ N, un ∈ W 1,3+ε(Ω)d et
||un||W 1,3+ε(Ω)d ≤M et ||kn||W 1,3(Ω) ≤M.
Alors, il existe une constante c ne de´pendant que du domaine Ω, α, γ, et de M telle que
si K =
c
ν
< 1, les suites (kn)n et (u
n)n convergent. De plus ∀n ∈ N∗,
||∇(un+1 − un)||0 ≤ K||∇(kn − kn−1)||0, et
||∇(kn+1 − kn)||0 ≤ K||∇(kn − kn−1)||0.
De´monstration. La preuve s’effectue en plusieurs e´tapes. L’estimation de la quantite´
||∇(un+1 − un)||0 se fait de la meˆme manie`re que dans la section 1.2. Rappelons que
la constante c0 est celle de la continuite´ de H
1 dans L6, et cp est la constante de Poincare´-
Friedrichs. Nous avons alors
||∇(un+1 − un)||0 ≤ c0cpM ||α
′||∞
ν
||∇(kn − kn−1)||0, (1.29)
et on a aussi
||∇un||0 ≤ cp
ν
||f ||0. (1.30)
Ceci nous conduit a` estimer la quantite´ ||∇(kn − kn−1)||0.
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Premie`re e´tape : Estimation de ||∇(kn+1 − kn)||0.
Pour cela, on choisira une fonction test ϕ qui s’annule sur ∂Ω, mais comme la quantite´
kn+1 − kn n’est pas force´ment nulle sur tout ∂Ω, on introduit l’ope´rateur de rele`vement
R suivant : soit R l’ope´rateur de rele`vement harmonique continu de H
1
2
00(Γ) dans H
1(Ω),
de´fini comme la solution de l’e´quation aux de´rive´es partielles suivante

−∆Rη = 0 dans Ω,
Rη = η sur Γ,
Rη = 0 sur Γ0.
(1.31)
Soit cR la constante de continuite´ de l’ope´rateur R(·) de H
1
2
00(Γ) versH
1(Ω), elle ne de´pend
que du domaine Ω,
∀η ∈ H
1
2
00(Γ), ||Rη||H1(Ωi) ≤ cR||η||
H
1
2
00
(Γ)
. (1.32)
Remarque 2. Si on suppose que pour tout n ∈ N, kn ∈ W 1,3(Ω), alors la trace de |un|2
sur Γ appartient a` W
2
3
,3(Γ).
En effet, λ|un+1|2 = kn ∈ W 1,3(Ω), sa trace sur Γ est dans W 23 ,3(Γ), qui s’injecte dans
H
1
2 (Γ). Et puisque kn = 0 sur Γ0, alors les trace de k
n et de |un|2 sur Γ appartiennent
H
1
2
00(Γ).
Prenons ϕ = (kn+1 − kn) − R(kn+1 − kn) comme fonction test. Injectons la dans
l’e´quation d’e´nergie cine´tique (1.28) a` l’e´tape n, puis a` l’e´tape n+ 1, ce qui donne(
γ(kn)∇kn+1,∇((kn+1 − kn)−R(kn+1 − kn))
)
=
(
α(kn)|∇un+1|2, (kn+1 − kn)−R(kn+1 − kn)
)
,
(
γ(kn−1)∇kn,∇((kn+1 − kn)−R(kn+1 − kn))
)
=
(
α(kn−1)|∇un|2, (kn+1 − kn)−R(kn+1 − kn)
)
.
Faisons la diffe´rence des deux e´quations obtenues. En de´veloppant un peu, on obtient(
γ(kn)∇kn+1 − γ(kn−1)∇kn,∇(kn+1 − kn)
)
−
(
γ(kn)∇kn+1 − γ(kn−1)∇kn,∇R(kn+1 − kn)
)
=
(
α(kn)|∇un+1|2 − α(kn−1)|∇un|2, kn+1 − kn
)
−
(
α(kn)|∇un+1|2 − α(kn−1)|∇un|2, R(kn+1 − kn)
)
.
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Ensuite, faisons apparaˆıtre les termes α(kn)− α(kn−1) et γ(kn)− γ(kn−1), dans l’e´criture
ci-dessus. On trouve(
γ(kn)∇(kn+1 − kn),∇(kn+1 − kn)
)
= −
(
γ(kn)∇(kn+1 − kn),∇R(kn+1 − kn)
)
−
(
(γ(kn)− γ(kn−1))∇kn,∇(kn+1 − kn)
)
−
(
(γ(kn)− γ(kn−1))∇kn,∇R(kn+1 − kn)
)
+
(
α(kn)(|∇un+1|2 − |∇un|2), kn+1 − kn
)
+
(
α(kn)(|∇un+1|2 − |∇un|2), R(kn+1 − kn)
)
+
(
(α(kn)− α(kn−1))|∇un|2, kn+1 − kn
)
+
(
(α(kn)− α(kn−1))|∇un|2, R(kn+1 − kn)
)
.
Comme γ(kn) > ν, alors
ν||∇(kn+1 − kn)||20 ≤ I1 + I2 + I3 + I4 + I5 + I6 + I7, (1.33)
ou`
I1 =
∣∣∣∣
(
γ(kn)∇(kn+1 − kn),∇R(kn+1 − kn)
)∣∣∣∣,
I2 =
∣∣∣∣
(
(γ(kn)− γ(kn−1))∇kn,∇(kn+1 − kn)
)∣∣∣∣,
I3 =
∣∣∣∣
(
(γ(kn)− γ(kn−1))∇kn,∇R(kn+1 − kn)
)∣∣∣∣,
I4 =
∣∣∣∣
(
α(kn)(|∇un+1|2 − |∇un|2), kn+1 − kn
)∣∣∣∣,
I5 =
∣∣∣∣
(
α(kn)(|∇un+1|2 − |∇un|2), R(kn+1 − kn)
)∣∣∣∣,
I6 =
∣∣∣∣
(
(α(kn)− α(kn−1))|∇un|2, kn+1 − kn
)∣∣∣∣,
I7 =
∣∣∣∣
(
(α(kn)− α(kn−1))|∇un|2, R(kn+1 − kn)
)∣∣∣∣.
Nous allons montrer que chaque inte´grale Ij est majore´e par une quantite´ de la forme
suivante
∀ j ∈ {1, ..., 7}, Ij ≤ cj||∇(kn+1 − kn)||0 ||∇(kn − kn−1)||0.
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1.3.2 Majoration des quantite´s Ij, pour 1 ≤ j ≤ 7.
Majoration de I1.
Pour l’estimation de I1, nous avons besoin du The´ore`me suivant, voir v.girault-p.-
a.raviart [39], (Corollaire 1.1, chapitre 1), et aussi p.grisvard [41],
The´ore`me 7. Soit Ω un domaine borne´ de Rd et a` frontie`re lipschitzienne.
Soient s1 ≥ s et s2 ≥ s, tels que si l’une des deux conditions suivantes est satisfaite
s1 + s2 − s ≥ d( 1p1 + 1p2 − 1p) et sj − s > d( 1pj − 1p), j = 1, 2, (1.34)
ou bien
s1 + s2 − s > d( 1p1 + 1p2 − 1p) et sj − s ≥ d( 1pj − 1p), j = 1, 2, (1.35)
alors la forme biline´aire suivante est continue
ψ : W s1,p1(Ω)d ×W s2,p2(Ω)d −→ W s,p(Ω)d
(u,v) −→ u · v. (1.36)
On a
I1 =
∣∣∣∣
(
γ(kn)∇(kn+1 − kn),∇R(kn+1 − kn)
)∣∣∣∣,
d’apre`s l’ine´galite´ de Cauchy-Schwarz
I1 ≤ ||γ||∞||∇(kn+1 − kn)||0 ||∇R(kn+1 − kn)||0
≤ ||γ||∞||∇(kn+1 − kn)||0 ||R(kn+1 − kn)||H1(Ω),
La relation (1.32), implique qu’il existe une constante c, qui ne de´pend que de Ω, telle
que
I1 ≤ c||γ||∞||∇(kn+1 − kn)||0 ||kn+1 − kn||
H
1
2
00
(Γ)
,
or ||kn+1 − kn||
H
1
2
00
(Γ)
= λ|| |un+1|2 − |un|2 ||
H
1
2
00
(Γ)
= λ||(un+1 − un) · (un+1 + un)||
H
1
2
00
(Γ)
,
donc
I1 ≤ c||γ||∞λ||∇(kn+1 − kn)||0 || (un+1 − un) · (un+1 + un) ||
H
1
2
00
(Γ)
. (1.37)
Comme un ∈ W 1,3+ε(Ω)d, sa trace sur Γ appartient a` W 1− 13+ε ,3+ε(Γ). En appliquant le
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The´ore`me 7 en dimension d = 2, et en prenant
s =
1
2
, p = 2,
s1 =
1
2
, p1 = 2 ,
s2 = 1− 1
3 + ε
, p2 = 3 + ε, on a
un+1 − un = u ∈ H 12 (Γ) =W 12 ,2(Γ) =W s1,p1(Γ), et
un+1 + un = v ∈ W 1− 13+ε ,3+ε(Γ) =W s2,p2(Γ).
Pour un ε > 0 assez petit, on a s2 ≥ s.
La condition (1.35) du The`ore´me 7 est ve´rifie´e car
s1 + s2 − s = s2 = 1− 1
3 + ε
=
2 + ε
3 + ε
, et
2
(
1
p1
+
1
p2
− 1
p
)
=
2
p2
=
2
3 + ε
,
donc
s1 + s2 − s > 2
(
1
p1
+
1
p2
− 1
p
)
, ∀ε > 0.
On a aussi
s1 − s = 0 ≥ 2
(
1
p1
− 1
p
)
= 0,
s2 − s = 1− 1
3 + ε
− 1
2
=
2
3 + ε
− 1
2
, et
2
(
1
p2
− 1
p
)
=
2
3 + ε
− 1,
donc
s2 − s ≥ 2
(
1
p2
− 1
p
)
.
Ce qui implique
|| (un+1 − un) · (un+1 + un) ||
H
1
2
00
(Γ)
≤||un+1 − un||
H
1
2
00
(Γ)d
||un+1 + un||
W
1− 1
3+ε ,3+ε(Γ)d
.
D’apre`s l’ine´galite´ (1.37), on a
I1 ≤ cλ||γ||∞||∇(kn+1 − kn)||0 ||un+1 − un||
H
1
2
00
(Γ)d
||un+1 + un||
W
1− 1
3+ε ,3+ε(Γ)d
. (1.38)
Or, l’ope´rateur trace est continu de H1(Ω)d dans H
1
2 (Γ), et de X dans H
1
2
00(Γ)
d , il existe
donc une constante c1, qui ne de´pend que du domaine Ω, telle que
||un+1 − un||
H
1
2
00
(Γ)
≤ c1||un+1 − un||H1(Ω)d ,
38 Chapitre 1. Cas d’un seul fluide turbulent, l’oce´an par exemple
et comme un+1 − un = 0 sur Γ0, on a, d’apre`s l’ine´galite´ de Poincare´-Friedrichs,
||un+1 − un||
H
1
2
00
(Γ)
≤ c1||un+1 − un||H1(Ω)d
≤ c˜1||∇(un+1 − un)||0,
ou` c˜1 = c1cp.
De meˆme, l’ope´rateur trace est continu de W 1,3+ε(Ω)d dans W 1−
1
3+ε
,3+ε(Γ), il existe donc
une constante positive c2, qui ne de´pend que du domaine Ω, telle que
||un+1 + un||
W
1− 1
3+ε ,3+ε(Γ)
≤ c2||un+1 + un||W 1,3+ε(Ω)d ,
≤ c2
(
||un+1||W 1,3+ε(Ω)d + ||un||W 1,3+ε(Ω)d
)
,
≤ 2Mc2.
D’apre`s la relation (1.38) et les deux ine´galite´s qui proviennent de la continuite´ de l’ope´-
rateur trace, il existe une constante note´e encore c, qui ne de´pend que du domaine Ω, telle
que
I1 ≤ cλ||γ||∞||∇(kn+1 − kn)||0 ||un+1 − un||
H
1
2
00
(Γ)
||un+1 + un||
W
1− 1
3+ε ,3+ε(Γ)
,
≤ cc˜1c2λM ||γ||∞||∇(kn+1 − kn)||0 ||∇(un+1 − un)||0.
En utilisant l’ine´galite´ (1.29), on trouve
I1 ≤ C1 ||∇(kn+1 − kn)||0 ||∇(kn − kn−1)||0, (1.39)
ou` C1 =
cc0cpc˜1c2λM
2||γ||∞||α′||∞
ν
.
Majoration de I2.
On a
I2 =
∣∣∣∣
(
(γ(kn)− γ(kn−1))∇kn, ∇(kn+1 − kn)
)∣∣∣∣,
on applique le The´ore`me des accroissements finis a` la fonction γ(·) entre kn−1 et kn, on
obtient
I2 ≤ ||γ′||∞
(
|kn − kn−1| |∇kn|, |∇(kn+1 − kn)|
)
.
Or |kn − kn−1| ∈ H1(Ω) qui s’injecte de manie`re continue dans L6(Ω), et comme la suite
(kn)n est suppose´e appartenir et eˆtre borne´e dans l’espace W
1,3(Ω), en utilisant l’ine´galite´
de Ho¨lder on trouve
I2 ≤ ||γ′||∞||kn − kn−1||L6(Ω) ||∇kn||L3(Ω) ||∇(kn+1 − kn)||0.
D’apre`s la relation (1.9) et
||∇kn|||L3(Ω) ≤ ||kn||W 1,3(Ω) ≤M,
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on a
I2 ≤ c0M ||γ′||∞||kn − kn−1||H1(Ω) ||∇(kn+1 − kn)||0.
Mais |kn − kn−1| = 0 sur Γ0, donc en utilisant l’ine´galite´ de Poincare´-Friedrichs, on
e´crit
I2 ≤ c0cpM ||γ′||∞ ||∇(kn+1 − kn)||0 ||∇(kn − kn−1)||0.
En posant C2 = c0cpM ||γ′||∞, on a l’estimation suivante
I2 ≤ C2 ||∇(kn+1 − kn)||0 ||∇(kn − kn−1)||0. (1.40)
Majoration de I3.
On a
I3 =
∣∣∣∣
(
(γ(kn)− γ(kn−1) )∇kn, ∇R(kn+1 − kn)
)∣∣∣∣.
L’estimation de I3 se fait de la meˆme manie`re que I2. Rappelons queR(k
n+1−kn) ∈ H1(Ω),
et est nul sur Γ0. En utilisant le The´ore`me des accroissements finis, l’ine´galite´ de Ho¨lder,
l’injection continue de H1(Ω) dans L6(Ω), et l’hypothe`se ||kn||W 1,3(Ω) ≤M , on obtient
I3 ≤ ||γ′||∞ ||kn − kn−1||L6(Ω)||∇(kn)||L3(Ω) ||∇R(kn+1 − kn)||0,
≤ c0M ||γ′||∞ ||kn − kn−1||H1(Ω) ||∇R(kn+1 − kn)||0,
≤ c0cpM ||γ′||∞ ||∇(kn − kn−1)||0 ||R(kn+1 − kn)||H1(Ω),
comme l’ope´rateur R(·) est continue de H
1
2
00(Γ) dans H
1(Ω), et d’apre`s la relation (1.32),
on a
I3 ≤ c0cpcRM ||γ′||∞ ||∇(kn − kn−1)||0 ||kn+1 − kn||
H
1
2
00
(Γ)
.
L’ope´rateur trace est continu de H1(Ω) dans H
1
2 (Γ), donc
I3 ≤ c0cpcRM ||γ′||∞ ||∇(kn − kn−1)||0 ||kn+1 − kn||H1(Ω).
Encore une fois, on applique l’ine´galite´ de Poincare´-Friedrichs a` kn+1 − kn, on trouve
I3 ≤ c0cRc2pM ||γ′||∞ ||∇(kn − kn−1)||0 ||∇(kn+1 − kn)||0.
On pose C3 = c0cRc
2
pM ||γ′||∞, alors
I3 ≤ C3 ||∇(kn − kn−1)||0 ||∇(kn+1 − kn)||0. (1.41)
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Majoration de I4.
On a
I4 =
∣∣∣∣
(
α(kn)(|∇un+1|2 − |∇un|2), kn+1 − kn
)∣∣∣∣.
En e´crivant
|∇un+1|2 − |∇un|2 = |∇(un+1 − un)| |∇(un+1 + un)|,
et en utilisant l’hypothe`se (1.2), on a
I4 ≤ ||α||∞
(
|∇(un+1 − un)| |∇(un+1 + un)|, |kn+1 − kn|
)
.
Comme |∇(un+1 + un)| est suppose´e dans L3(Ω)d, l’ine´galite´ de Ho¨lder donne
I4 ≤ ||α||∞||∇(un+1 − un)||0 ||∇(un+1 + un)||L3(Ω)d ||kn+1 − kn||L6(Ω),
≤ ||α||∞(||∇un+1|||L3(Ω)d + ||∇un||L3(Ω)d) ||∇(un+1 − un)||0 ||kn+1 − kn||L6(Ω),
≤ ||α||∞(||un+1|||W 1,3(Ω)d + ||un||W 1,3(Ω)d) ||∇(un+1 − un)||0 ||kn+1 − kn||L6(Ω),
≤ 2M ||α||∞ ||∇(un+1 − un)||0 ||kn+1 − kn||L6(Ω),
≤ 2Mc0||α||∞ ||∇(un+1 − un)||0 ||kn+1 − kn||H1(Ω),
≤ 2Mc0cp||α||∞ ||∇(un+1 − un)||0 ||∇(kn+1 − kn)||0.
La relation (1.29), a` savoir
||∇(un+1 − un)||0 ≤ c0cpM ||α
′||∞
ν
||∇(kn − kn−1)||0,
implique que
I4 ≤
2c20c
2
pM
2||α||∞||α′||∞
ν
||∇(kn − kn−1)||0 ||∇(kn+1 − kn)||0.
On pose C4 =
2c20c
2
pM
2||α||∞||α′||∞
ν
,
on obtient l’estimation
I4 ≤ C4||∇(kn − kn−1)||0 ||∇(kn+1 − kn)||0. (1.42)
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Majoration de I5.
On a
I5 =
∣∣∣∣
(
α(kn)(|∇un+1|2 − |∇un|2), R(kn+1 − kn)
)∣∣∣∣.
De la meˆme fac¸on que dans la majoration de I4, on a
I5 ≤ 2Mc0cp||α||∞||∇(un+1 − un)||0 ||R(kn+1 − kn)||H1(Ω).
Les ine´galite´s (1.29) et (1.32), entraˆınent que
I5 ≤
2c20c
2
pM
2||α||∞||α′||∞
ν
||∇(kn − kn−1)||0 ||R(kn+1 − kn)||H1(Ω),
≤ 2c
2
0c
2
pcRM
2||α||∞||α′||∞
ν
||∇(kn − kn−1)||0 ||kn+1 − kn||
H
1
2
00
(Γ)
.
On utilise maintenant la continuite´ de l’ope´rateur trace de X dans H
1
2
00(Γ)
d et l’ine´galite´
de Poincare´-Friedrichs. On obtient
I5 ≤
2c20c
2
pcRM
2||α||∞||α′||∞
ν
||∇(kn − kn−1)||0 ||kn+1 − kn||H1(Ω),
≤ 2c
2
0c
3
pcRM
2||α||∞||α′||∞
ν
||∇(kn − kn−1)||0 ||∇(kn+1 − kn)||0.
En posant C5 =
2c20c
3
pcRM
2||α||∞||α′||∞
ν
, on a l’estimation suivante
I5 ≤ C5||∇(kn − kn−1)||0 ||∇(kn+1 − kn)||0. (1.43)
Majoration de I6.
On a
I6 =
∣∣∣∣
(
(α(kn)− α(kn−1)) |∇un|2, kn+1 − kn
)∣∣∣∣.
On applique le The´ore`me des accroissements finis a` la fonction α(·) entre kn et kn−1, on
trouve
I6 ≤ ||α′||∞
(
|kn − kn−1| |∇un|2, |kn+1 − kn|
)
.
Comme la suite (un)n est suppose´e appartenir a` l’espace W
1,3(Ω)d et y eˆtre borne´e, alors
|∇un|2 ∈ L 32 (Ω)d.
42 Chapitre 1. Cas d’un seul fluide turbulent, l’oce´an par exemple
On applique l’ine´galite´ de Ho¨lder et l’injection continue de H1(Ω) dans L6(Ω), on a
I6 ≤ ||α′||∞|| |∇un|2 ||L 32 (Ω)d ||k
n − kn−1||L6(Ω) ||kn+1 − kn||L6(Ω),
≤ c20||α′||∞|| ||∇un||2L3(Ω) ||kn − kn−1||H1(Ω) ||kn+1 − kn||H1(Ω),
≤ c20||α′||∞||un||2W 1,3(Ω)d ||kn − kn−1||H1(Ω) ||kn+1 − kn||H1(Ω),
≤ c20M2||α′||∞ ||kn − kn−1||H1(Ω) ||kn+1 − kn||H1(Ω).
Et d’apre`s l’ine´galite´ de Poincare´-Friedrichs, on trouve
I6 ≤ c20c2pM2||α′||∞ ||∇(kn − kn−1)||0 ||∇(kn+1 − kn)||0.
On pose C6 = c
2
0c
2
pM
2||α′||∞, et on a donc l’estimation suivante
I6 ≤ C6||∇(kn − kn−1)||0 ||∇(kn+1 − kn)||0. (1.44)
Majoration de I7.
On a
I7 =
∣∣∣∣
(
(α(kn)− α(kn−1)) |∇un|2, R(kn+1 − kn)
)∣∣∣∣.
De la meˆme manie`re, on a
I7 ≤ c0M2||α′||∞ ||kn − kn−1||H1(Ω) ||R(kn+1 − kn)||H1(Ω).
D’apre`s (1.32), l’ine´galite´ de Poincare´-Friedrichs et la continuite´ de l’ope´rateur trace de
H1(Ω) dans H
1
2 (Γ), on peut e´crire
I7 ≤ c0cRM2||α′||∞ ||kn − kn−1||H1(Ω) ||kn+1 − kn||H 12 (Γ),
≤ c0cRM2||α′||∞ ||kn − kn−1||H1(Ω) ||kn+1 − kn||H1(Ω),
≤ c0cRc2pM2||α′||∞ ||∇(kn − kn−1)||0 ||∇(kn+1 − kn)||0.
Soit C7 = c0cRc
2
pM
2||α′||∞. Ainsi, la dernie`re ine´galite´ devient,
I7 ≤ C7||∇(kn − kn−1)||0 ||∇(kn+1 − kn)||0. (1.45)
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Conclusion
Nous avons montre´ jusqu’a` pre´sent que chaque quantite´ Ij, pour 1 ≤ j ≤ 7 est majore´e
par
Ij ≤ Cj||∇(kn − kn−1)||0 ||∇(kn+1 − kn)||0,
ou` Cj est une constante strictement positive, ne de´pendant que du domaine Ω et des
donne´es α, γ, M , ν et λ.
La relation (1.33), c’est a` dire
ν||∇(kn+1 − kn)||20 ≤ I1 + I2 + I3 + I4 + I5 + I6 + I7,
implique qu’il existe une constante c =
j=7∑
j=1
Cj, strictement positive et ne de´pend que du
domaine Ω et des donne´es α, γ, M , ν et λ, telle que
||∇(kn+1 − kn)||0 ≤ c
ν
||∇(kn − kn−1)||0.
Convergence
D’apre`s l’hypothe`se du The´ore`me 6, a` savoir K =
c
ν
< 1, la suite (kn)n est donc
contractante dans H1(Ω), elle converge fortement dans H1(Ω) vers une limite, note´e k.
Concernant les suites (un)n et (p
n)n, leur convergence est prouve´e de la meˆme fac¸on que
dans la partie pre´ce´dente.
Lemme 4. Sous les hypothe`ses du The´ore`me 6, nous avons
λ|u|2|Γ = k|Γ .
De´monstration. Ve´rifions que sur Γ, λ|un|2|Γ , la trace de la suite (λ|un|2)n, converge vers
λ|u|2|Γ = k|Γ .
(kn)n converge fortement vers k dans H
1(Ω). La trace e´tant continue de H1(Ω) dans
H
1
2 (Γ), donc kn|Γconverge fortement vers k|Γ dans H
1
2 (Γ).
Comme kn|Γ = λ|un|2|Γ , on a aussi la convergence de λ|un|2|Γ vers k|Γ dans H
1
2 (Γ) fort. Il
reste a` montrer que k|Γ = λ|u|2|Γ . On a
||λ|u|2 − k||
H
1
2 (Γ)
≤ ||λ|un|2 − k||
H
1
2 (Γ)
+ ||λ|un|2 − λ|u|2||
H
1
2 (Γ)
.
Montrons que le membre de droite tend vers 0 quand n tend vers +∞.
Il est clair que le terme
||λ|un|2 − k||
H
1
2 (Γ)
−→ 0, quand n→∞.
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Pour l’autre quantite´, on a
||λ|un|2 − λ|u|2||
H
1
2 (Γ)
≤ λ||(un − u) · (un + u)||
H
1
2 (Γ)
.
Utilisons le The´ore`me 7, en prenant
s =
1
2
, p = 2,
s1 =
1
2
, p1 = 2 ,
s2 = 1− 1
3 + ε
, p2 = 3 + ε,
un+1 − u = u ∈ H 12 (Γ) =W 12 ,2(Γ) =W s1,p1(Γ), et
un+1 + u = v ∈ W 1− 13+ε ,3+ε(Γ) =W s2,p2(Γ),
alors
||λ|un|2 − λ|u|2||
H
1
2 (Γ)
≤ λ||(un − u) · (un + u)||
H
1
2 (Γ)
,
≤ λ||un − u||
H
1
2 (Γ)
||un + u||
W
1− 1
3+ε ,3+ε(Γ)
.
L’ope´rateur trace est continue deW 1,3+ε(Ω) dansW 1−
1
3+ε
,3+ε(Γ), donc il existe une constante
c3, strictement positive, ne de´pendant que du domaine Ω telle que
||λ|un|2 − λ|u|2||
H
1
2 (Γ)
≤ c3λ||un − u||H 12 (Γ) · ||u
n + u||W 1,3+ε(Ω),
≤ 2Mc3λ||un − u||H 12 (Γ).
La convergence forte de (un)n vers u dans H
1(Ω) et la continuite´ de la trace de H1(Ω)
dans H
1
2 (Γ), impliquent que la quantite´
||λ|un|2 − λ|u|2||
H
1
2 (Γ)
−→ 0, quand n→ +∞.
Ceci ache`ve la preuve du Lemme 4.
On peut conclure maintenant que la limite de la suite (un, pn, kn)n est une solution du
proble`me (1.1). Ceci ache`ve la preuve du The´ore`me de convergence 6.
Jusqu’a` maintenant nous avons montre´ que le sche´ma propose´ (1.27)-(1.28), converge
vers une limite qui est solution du proble`me 1.1. Il reste a` voir si cette limite est la bonne
seule solution de (1.1), afin de s’assurer que notre sche´ma converge bien vers la solution
attendue. Pour cela nous annonc¸ons le The´ore`me d’unicite´ suivant.
1.3. Cas non homoge`ne : k = λ|u|2 a` la surface de l’oce´an 45
The´ore`me 8 (Unicite´). Soit f ∈ L2(Ω)d et soit U = (u, p, k) une solution du proble`me
(1.1).
Si U ∈ W 1,3+ε(Ω)d × L2(Ω) ×W 1,3(Ω) et si ν est assez grand, dans le sens ou` pour
une certaine constante c, qui ne de´pend que de Ω, α, γ et M , la condition suivante est
satisfaite K = c
ν
< 1,
alors U = (u, p, k) est l’unique solution du proble`me (1.1).
De´monstration. La preuve du The´ore`me 8 se fait de la meˆme manie`re que la preuve du
The´ore`me de convergence 6.
Si on suppose qu’il existe une autre solution
U¯ = (u¯, p¯, k¯) ∈ W 1,3+ε(Ω)d × L2(Ω)×W 1,3(Ω),
alors on a les ine´galite´s suivantes
||∇(u− u¯)||0 ≤ K||∇(k − k¯)||0,
||∇(k − k¯)||0 ≤ K||∇(k − k¯)||0,
||p− p¯||0 ≤ K||∇(k − k¯)||0 + || |u|u− |u¯|u¯ ||L 32 (Γ)d .
Comme K < 1, alors la seconde ine´galite´ implique que k = k¯. On en de´duit d’apre`s la
premie`re ine´quation que u = u¯. Enfin, la dernie`re ine´galite´ prouve que p = p¯.
1.3.3 Conclusion :
Dans ce chapitre, nous avons pu approcher la solution du proble`me (1.1) mode´lisant
l’e´coulement d’un fluide turbulent stationnaire et posse´dant une viscosite´ assez grande
(oce´an par exemple), par une suite de solutions du sche´ma que nous avons propose´. Nous
avons montre´ que la convergence est exponentielle, puisque la suite (kn)n est une contrac-
tion. Nous avons pu aussi ve´rifier que pour des viscosite´s assez grandes, le proble`me (1.1)
admet une unique solution dans l’espace W 1,3+ε(Ω)d × L2(Ω)×W 1,3(Ω), ou` ε est un re´el
strictement positif.
Dans le chapitre suivant, nous traiterons le cas du couplage oce´an/atmosphe`re. Nous
tirons parti du travail fourni dans le premier chapitre, afin de ge´ne´raliser les re´sultats
obtenus.
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Chapitre 2
Couplage de deux fluides
turbulents : oce´an/atmosphe`re
2.1 Position du proble`me
Dans le chapitre pre´ce`dent, nous avons e´tudie´ le cas d’un seul fluide, et nous avons
en quelque sorte conside´re´ un mode`le “tre`s simple” de l’oce´an. Ce dernier est force´ par
l’atmosphe`re qui joue un roˆle tre`s important. L’hypothe`se de base concernant l’interface
air-mer est l’hypothe`se du toit rigide, qui suppose en un certain sens que la surface de
l’oce´an est fixe. On notera par F1 le fluide de l’oce´an et F2 celui de l’atmosphe`re, et on
supposera qu’ils sont stationnaires. Chaque fluide est de´fini dans un domaine Ωi borne´
de Rd, les deux domaines sont disjoints. Nous conside´rons donc un syste`me d’e´quations
mode´lisant l’e´coulement stationnaire de ces deux fluides turbulents F1 et F2. Les e´quations
sont couple´es par des termes non line´aires qui sont soit le coefficient de diffusion soit le
second membre. Nous proposons un sche´ma nume´rique ite´ratif, pour lequel la convergence
est prouve´e quand le quotient force/viscosite´ est assez petit. L’unicite´ de la solution est
aussi e´tablie sous cette condition avec l’hypothe`se supple´mentaire que la vitesse et l’e´nergie
cine´tique du fluide sont assez re´gulie`res. Le mode`le est de´crit par le syste`me d’e´quations
suivant (voir par exemple [10] et [9] pour plus de de´tails).
−∇ · (αi(ki)∇ui) + grad pi = fi dans Ωi,
∇ · ui = 0 dans Ωi,
−∇ · (γi(ki)∇ki) = αi(ki)|∇ui|2 dans Ωi,
ui = 0 sur Γi,
ki = 0 sur Γi,
αi(ki)∂niui − pini + κ(ui − uj)|ui − uj| = 0 sur Γ, 1 ≤ i 6= j ≤ 2,
ki = λ|u1 − u2|2 sur Γ.
(2.1)
Dans toute la suite l’entier i appartient a` {1, 2}. Rappelons que toutes les quantite´s et
inconnues de ce syste`me concernent l’oce´an F1 pour i = 1 et l’atmosphe`re F2 pour i = 2.
• On suppose dans toute la suite que chaque Ωi est un ouvert borne´ convexe ou de
classe C1,1 de Rd, de frontie`re ∂Ωi = Γi ∪ Γ, ou`
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• Γ = ∂Ω1 ∩ ∂Ω2 est la frontie`re de glissement des deux fluides. Elle est mode´lise´e par
une friction κ. Cette partie du bord est l’interface air-mer que nous supposons fixe,
suite a` l’hypothe`se du toit rigide. Γ est de mesure strictement positive, et ∂Γ est
une sous-varie´te´ lipschitzienne,
• Γi est la frontie`re de non-glissement, elle est de mesure strictement positive, et ∂Γi
est une sous-varie´te´ lipschitzienne,
• le point ge´ne´rique est note´ x = (x, z) dans R2 et x = (x, y, z) dans R3,
• le champ de vecteurs ui de´signe la vitesse du fluide Fi dans Ωi ; comme les deux
fluides sont incompressibles alors les deux vitesses sont a` divergence nulle.
• Les conditions aux limites sont telles que, les deux vitesses ui sont nulles sur la
frontie`re de non-glissement Γi, mais sur l’interface air-mer, elles sont non-nulles a`
cause de la tension du vent,
• pi est la pression du fluide Fi,
• ki est l’e´nergie cine´tique turbulente (ECT) du fluide Fi. Sur la frontie`re de non-
glissement, on impose des valeurs positives aux deux ECT ki, mais pour simplifier
le formalisme sans changer la structure mathe´matique du proble`me, on les prendra
nulles. Sur la surface air-mer, on fait l’hypothe`se que l’ECT de´pend uniquement de
la diffe´rence entre la vitesse du fluide F1 et la vitesse du fluide F2,
• λ est une constante positive sans dimension calcule´e a` partir de donne´es expe´rimen-
tales, elle est introduite pour mode´liser la ge´ne´ration de l’ECT a` la surface,
• κi est le coefficient de friction du fluide Fi, il est constant positif et sans dimension,
• la quantite´ αi(ki) repre´sente la viscosite´ turbulente et le terme γi(ki) repre´sente le
coefficient de diffusion turbulente. Nous les supposerons borne´s et ve´rifiant
αi, γi ∈ W 1,∞(R) et ∀ℓ ∈ R, αi(ℓ) ≥ ν et
γi(ℓ) ≥ ν, (ν ∈ R∗+).
(2.2)
On conside`re aussi le sous-espace de H1(Ωi)
d, de´fini par
Xi =
{
vi ∈ H1(Ωi)d; vi = 0 sur Γ
}
.
Le syste`me (2.1) admet la formulation variationnelle suivante
Trouver (ui, pi, ki) ∈ Xi × L2(Ωi)×W 1,r′(Ωi) tel que, pour tout vi ∈ Xi,
ai(ki;ui,vi) + bi(vi, pi) + κi (|ui − uj|(ui − uj),vi)Γ = (fi,vi)Ωi ,
∀qi ∈ L2(Ωi) bi(ui, qi) = 0,
(2.3)
et,
ki = 0 sur Γi, ki = λ|ui − uj|2 sur Γ, et
∀ϕi ∈ W 1,r0 (Ωi), Ci(ki; ki, ϕi) = (αi(ki)|∇ui|2, ϕi)Ωi . (2.4)
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Les formes ai(·; ·, ·), bi(·, ·) et Ci(·; ·, ·) sont de´finies par
ai(ki;ui,vi) = (αi(ki)∇ui,∇vi)Ωi =
∫
Ωi
αi(ki)∇ui · ∇vidx,
bi(vi, qi) = −(∇ · vi, qi)Ωi = −
∫
Ωi
qi∇ · vidx, et
Ci(ℓi; ki, ϕi) = (γi(ℓi)∇ki,∇ϕi)Ωi =
∫
Ωi
γi(ℓi)∇ki∇ϕidx.
La preuve de l’existence d’une solution du proble`me (2.3)-(2.4) est due a` r.lewandowski
dans [47].
2.2 Sche´ma ite´ratif et principaux re´sultats
Dans cette section, nous allons proposer un algorithme ite´ratif non line´aire, que nous
avons associe´ aux formulations (2.3)-(2.4). Moyennant des conditions supple´mentaires sur
la re´gularite´ de la solution et le fait de prendre des viscosite´s turbulentes assez grandes
dans un sens que nous allons pre´ciser, nous donnerons des estimations a` chacune des suites
(uni )n, (p
n
i )n et (k
n
i )n, ces estimations impliqueront des convergences fortes des suites dans
les espaces ade´quats, vers une limite (u, p, k). Nous ve´rifierons ensuite que cette limite est
une solution du proble`mes (2.3)-(2.4). Enfin, et sous les meˆmes conditions de convergence,
nous e´tablirons un the´ore`me d’unicite´, qui montrera que notre sche´ma converge bien vers
la solution attendue.
2.2.1 Sche´ma ite´ratif
On conside`re le sche´ma suivant
Trouver (un+1i , p
n+1
i , k
n+1
i ) ∈ Xi × L2(Ωi)×W 1,r
′
(Ωi), tel que ∀vi ∈ Xi,(
αi(k
n
i )∇un+1i ,∇vi
)
Ωi
+ bi(vi, p
n+1
i ) + κi
(|un+1i − un+1j |(un+1i − un+1j ),vi)Γ = (fi,vi)Ωi ,
(2.5)
∀qi ∈ L2(Ωi), bi(un+1i , qi) = 0,
et,
kn+1i = 0 sur Γi, k
n+1
i = λ|un+11 − un+12 |2 sur Γ,
∀ϕi ∈ W 1,r0 (Ωi),
(
γi(k
n
i )∇kn+1i ,∇ϕi
)
Ωi
=
(
αi(k
n
i )|∇un+1i |2, ϕi
)
Ωi
. (2.6)
Dans [7] et [11], c. bernardi et al ont conside´re´ un sche´ma semblable a` celui propose´
ci-dessus, la diffe´rence se trouve dans l’e´quation (2.5), et surtout le terme a` l’interface Γ,
(|uni − unj | (un+1i − un+1j ),vi)Γi , pour 1 ≤ i 6= j ≤ 2.
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Avant de commencer a` donner les principaux re´sultats concernant ce sche´ma, nous
posons
||α||∞ = max{||αi||∞, i = 1, 2},
||α′||∞ = max{||α′i||∞, i = 1, 2},
||γ||∞ = max{||γi||∞, i = 1, 2},
||γ′||∞ = max{||γ′i||∞, i = 1, 2},
cm = min{κi, i = 1, 2},
cM = max{κi, i = 1, 2}.
Dans toute la suite, ε de´signera un re´el strictement positif, (et suffisamment petit).
2.2.2 Principaux re´sultats
Dans cette partie, nous allons montrer que le sche´ma (2.5)-(2.6) converge, et plus
pre´cise´ment nous prouverons que le suite (kni )n est contractante, que la suite (u
n
i )n satisfait
la relation suivante
2∑
i=1
||∇(un+1i − uni )||0 ≤ K
2∑
i=1
||∇(kni − kn−1i )||0.
Et enfin, graˆce a` la condition inf-sup, nous prouverons que la suite (pn)n est de Cauchy.
The´ore`me 9. Soit fi ∈ L2(Ωi)d. On suppose qu’il existe une constante M , strictement
positive telle que les suites (kni )n et (u
n
i )n ve´rifient,
∀n ∈ N, uni ∈ W 1,3+ε(Ωi)d, et
||uni ||W 1,3+ε(Ωi)d ≤M et ||kni ||W 1,3(Ωi) ≤M.
Alors, il existe une constante c, ne de´pendant que des domaines Ωi, de αi, de γi, de κi et
de M , telle que si K =
c
ν
< 1 les suites (uni )n et (k
n
i )n convergent. En outre pour tout
n ∈ N∗
2∑
i=1
||∇(un+1i − uni )||0 ≤ K
2∑
i=1
||∇(kni − kn−1i )||0,
2∑
i=1
||∇(kn+1i − kni )||0 ≤ K
2∑
i=1
||∇(kni − kn−1i )||0.
De´monstration. La preuve du The´ore`me 9 se fait a` l’aide de plusieurs estimations.
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Premie`re e´tape : Estimation de
2∑
i=1
||∇(un+1i − uni )||20.
On prend vi =
1
κi
un+1i comme fonction test dans (2.5), ce qui implique
1
κi
∫
Ωi
αi(k
n
i )|∇un+1i |2dx+
∫
Γ
|un+1i − un+1j |(un+1i − un+1j )un+1i dτ =
1
κi
∫
Ωi
fiu
n+1
i dx.
En sommant sur i, on obtient
2∑
i=1
1
κi
(∫
Ωi
αi(k
n
i )|∇un+1i |2dx
)
+
∫
Γ
|un+11 − un+12 |3dτ =
2∑
i=1
1
κi
∫
Ωi
fiu
n+1
i dx,
comme
∫
Γ
|un+11 − un+12 |3dτ est positif,
et d’apre`s l’hypothe`se (2.2), on trouve
ν
cM
2∑
i=1
||∇un+1i ||20,Ωi ≤
1
cm
2∑
i=1
∫
Ωi
fiu
n+1
i dx.
En utilisant l’ine´galite´ de Cauchy-Schwarz, et l’ine´galite´ de Poincare´-Friedrichs (1.10), la
dernie`re relation devient
ν
cM
2∑
i=1
||∇un+1i ||20,Ωi ≤
1
cm
2∑
i=1
||fi||0||un+1i ||0,
ceci implique que
2∑
i=1
||∇un+1i ||20,Ωi ≤
cMcp
cmν
2∑
i=1
||fi||0||∇un+1i ||0.
En utilisant l’ine´galite´ 2ab ≤ a2 + b2, ∀a, b ∈ R, on obtient
2∑
i=1
||∇un+1i ||20 ≤
c2p c
2
M
c2m ν
2
2∑
i=1
||fi||20. (2.7)
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Ensuite, choisissons vi =
1
κi
(un+1i − uni ), et injectons-le dans (1.7) aux e´tapes n et n+ 1.
La diffe´rence des deux e´quations ainsi obtenues est alors :
1
κi
(
αi(k
n)∇un+1i ,∇(un+1i − uni )
)
− 1
κi
(
αi(k
n−1)∇uni ,∇(un+1i − uni )
)
+
(
|un+1i − un+1j |(un+1i − un+1j ),un+1i − uni
)
Γ
−
(
|uni − unj |(uni − unj ),un+1i − uni
)
Γ
= 0.
Donc
1
κi
(
αi(k
n)∇(un+1i − uni ),∇(un+1i − uni )
)
Ωi
+
1
κi
(
(αi(k
n)− αi(kn−1i ))∇uni ,∇(un+1i − uni )
)
Ωi
+
(
|un+1i − un+1j |(un+1i − un+1j )− |uni − unj |(uni − unj ),un+1i − uni
)
Γ
= 0.
Passons ensuite a` la somme sur i,
2∑
i=1
1
κi
(
αi(k
n
i )∇(un+1i − uni ),∇(un+1i − uni )
)
Ωi
+
2∑
i=1
1
κi
(
(αi(k
n)− αi(kn−1i ))∇uni ,∇(un+1i − uni )
)
+
(
|un+11 − un+12 |(un+11 − un+12 )− |un1 − un2 |(un1 − un2 ), (un+11 − un+12 )− (un1 − un2 )
)
Γ
.
D’apre`s le Lemme 2, la quantite´
(
|un+11 − un+12 |(un+11 − un+12 )− |un1 − un2 |(un1 − un2 ), (un+11 − un+12 )− (un1 − un2 )
)
Γ
est toujours positive, donc
2∑
i=1
1
κi
(
αi(k
n
i )∇(un+1i − uni ),∇(un+1i − uni )
)
Ωi
+
2∑
i=1
1
κi
(
(αi(k
n)− αi(kn−1i ))∇uni ,∇(un+1i − uni )
)
≤ 0,
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or
1
κi
≥ 1
cM
, donc
2∑
i=1
(
αi(k
n
i )∇(un+1i − uni ),∇(un+1i − uni )
)
Ωi
+
2∑
i=1
(
(αi(k
n)− αi(kn−1i ))∇uni ,∇(un+1i − uni )
)
Ωi
≤ 0.
(2.8)
D’apre`s l’hypothe`se (2.2), le terme de gauche dans la relation (2.8) ve´rifie l’ine´quation
suivante
2∑
i=1
(
αi(k
n
i )∇(un+1i − uni ),∇(un+1i − uni )
)
Ωi
≥ ν
2∑
i=1
||∇(un+1i − uni )||20. (2.9)
Quant a` celui de droite, nous utilisons le The´ore`me des accroissements finis applique´ a` la
fonction αi(·) et l’ine´galite´ de Ho¨lder, ceci donne
2∑
i=1
(
αi(k
n−1)∇uni ,∇(un+1i − uni )
)
Ωi
,
≤
2∑
i=1
||α′i||∞
(
|kni − kn−1i | |∇uni |, |∇(un+1i − uni )|
)
Ωi
,
≤ ||α′||∞
2∑
i=1
||kni − kn−1i ||L6(Ωi) ||∇uni ||L3(Ωi)d ||∇(un+1i − uni )||0,
graˆce a` l’injection canonique (1.9) de H1(Ωi) dans L
6(Ωi), et aux hypothe`ses du The´o-
re`me 9, on a
2∑
i=1
(
(αi(k
n
i )− αi(kn−1))∇uni ,∇(un+1i − uni )
)
Ωi
,
≤ ||α′||∞Mc0
2∑
i=1
||kni − kn−1i ||H1(Ωi)||∇(un+1i − uni )||0,
≤ ||α′||∞Mc0cp
2∑
i=1
||∇(kni − kn−1i )||0||∇(un+1i − uni )||0.
En utilisant les relations (2.8) et (2.9), et l’ine´galite´ suivante,
∀ a, b ∈ R, on a pour tout re´el δ > 0, l’ine´galite´ suivante,
1
δ
a2 + δb2 ≥ 2ab. (2.10)
On obtient
ν
2∑
i=1
||∇(un+1i − uni )||20 ≤ ||α′||∞Mc0cp
2∑
i=1
||∇(kni − kn−1i )||0||∇(un+1i − uni )||0
≤ ν
2
2∑
i=1
||∇(un+1i − uni )||20 +
||α′||2∞M2c20c2p
2ν
2∑
i=1
||∇(kni − kn−1i )||20.
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Ceci se traduit par
2∑
i=1
||∇(un+1i − uni )||20 ≤
||α′||2∞M2c20c2p
ν
2∑
i=1
||∇(kni − kn−1i )||20. (2.11)
Pour montrer que la suite (uni )n est convergente, il suffit donc de montrer que la suite
(kni )n est contractante, et que la suite (u
n
i )n est de Cauchy. Pour cela nous allons utiliser
le sche´ma nume´rique associe´ a` l’e´nergie cine´tique turbulente (2.6).
Deuxie`me e´tape : Estimation de
2∑
i=1
||∇(kn+1i − kni )||20
Pour cela, on choisira une fonction test ϕi, qui s’annule sur ∂Ωi. Une fonction e´vidente
et qui est fre´quemment utilise´e est
ϕi = k
n+1
i − kni ,
mais dans notre cas, cette fonction n’est pas force´ment nulle sur tout le bord. De ce fait,
nous faisons appel a` un ope´rateur de rele`vement. Soit donc Ri, l’ope´rateur de rele`vement
harmonique sur Ωi. Le rele`vement Riη, d’une fonction η ∈ H
1
2
00(Γ) est donne´ par
−∆Ri(η) = 0 dans Ωi,
Ri(η) = 0 sur Γ,
Ri(η) = η sur Γi.
(2.12)
Ainsi, Ri est continu de H
1
2
00(Γ) dans H
1(Ωi). Soit cRi sa constante de continuite´, et posons
cR = max{cRi ; i = 1, 2},
∀i ∈ {1, 2}, et∀η ∈ H
1
2
00(Γ), ||Riη||H1(Ωi) ≤ cR||η||
H
1
2
00
(Γ)
. (2.13)
Or kni ∈ W 1,3(Ωi), sa trace sur Γ est alors dans W
2
3
,3(Γ), qui s’injecte dans H
1
2 (Γ). Et
comme kni |Γi = 0, alors kni |Γ appartient a` H
1
2
00(Γ).
Il est donc naturel de prendre ϕi = (k
n+1
i − kni )−Ri(kn+1i − kni ) comme fonction test dans
l’e´quation d’e´nergie cine´tique turbulente (2.6), aux e´tapes n et n + 1, la diffe´rence des
deux e´quations obtenues, donne(
γi(k
n
i )∇kn+1i − γi(kn−1i )∇kni ,∇(kn+1i − kni )
)
Ωi
−
(
γi(k
n
i )∇kn+1i − γi(kn−1i )∇kni ,∇Ri(kn+1i − kni )
)
Ωi
=
(
αi(k
n
i )|∇un+1i |2 − αi(kn−1i )|∇uni |2, kn+1i − kni
)
Ωi
−
(
αi(k
n
i )|∇un+1i |2 − αi(kn−1i )|∇uni |2, Ri(kn+1i − kni )
)
Ωi
.
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En faisant apparaˆıtre les termes
(
(γi(k
n
i )− γi(kn−1i )
)∇kni et ((αi(kni )− αi(kn−1i ))∇kni , on
de´duit
ν||∇(kn+1i − kni )||20 ≤
(
γi(k
n
i )∇(kn+1i − kni ),∇(kn+1i − kni )
)
Ωi
=(
αi(k
n
i )( |∇un+1i |2 − |∇uni |2 ), kn+1i − kni
)
Ωi
+
(
(αi(k
n
i )− αi(kn−1i ))|∇uni |2, kn+1i − kni
)
Ωi
−
(
(γi(k
n
i )− γi(kn−1i ))∇kni ,∇(kn+1i − kni )
)
Ωi
+
(
(γi(k
n
i )− γi(kn−1i ))∇kni ,∇Ri(kn+1i − kni )
)
Ωi
+
(
αi(k
n
i )|(∇un+1i |2 − |∇uni |2), Ri(kn+1i − kni )
)
Ωi
−
(
(αi(k
n
i )− αi(kn−1i ))|∇uni |2, Ri(kn+1i − kni )
)
Ωi
−
(
γi(k
n
i )∇(kn+1i − kni ),∇Ri(kn+1i − kni )
)
Ωi
.
On a donc
ν||∇(kn+1i − kni )||20,Ωi ≤ Ii,1 + Ii,2 + Ii,3 + Ii,4 + Ii,5 + Ii,6 + Ii,7, (2.14)
ou`
Ii,1 =
∣∣∣∣
(
αi(k
n
i )( |∇un+1i |2 − |∇uni |2 ), kn+1i − kni
)
Ωi
∣∣∣∣,
Ii,2 =
∣∣∣∣
(
(αi(k
n
i )− αi(kn−1i ))|∇uni |2, kn+1i − kni
)
Ωi
∣∣∣∣,
Ii,3 =
∣∣∣∣
(
(γi(k
n
i )− γi(kn−1i ))∇kni ,∇(kn+1i − kni )
)
Ωi
∣∣∣∣,
Ii,4 =
∣∣∣∣
(
(γi(k
n
i )− γi(kn−1i ))∇kni ,∇Ri(kn+1i − kni )
)
Ωi
∣∣∣∣,
Ii,5 =
∣∣∣∣
(
αi(k
n
i )|(∇un+1i |2 − |∇uni |2), Ri(kn+1i − kni )
)
Ωi
∣∣∣∣,
Ii,6 =
∣∣∣∣
(
(αi(k
n
i )− αi(kn−1i ))|∇uni |2, Ri(kn+1i − kni )
)
Ωi
∣∣∣∣,
Ii,7 =
∣∣∣∣
(
γi(k
n
i )∇(kn+1i − kni ),∇Ri(kn+1i − kni )
)
Ωi
∣∣∣∣.
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Pour j ∈ {1, 2, ..., 7}, on pose Ij =
2∑
i=1
Ii,j. On a aussi
ν
2∑
i=1
||∇(kn+1i − kni )||20,Ωi ≤
7∑
j=1
Ij. (2.15)
Maintenant nous allons estimer les quantite´s Ij.
Troisie`me e´tape : Estimation des Ij
Majoration de I1 On utilise l’ine´galite´ de Ho¨lder, l’injection continue (1.9) de H
1 dans
L6 et l’ine´galite´ de Poincare´-Friedrichs (1.10). On a donc
Ii,1 =
∣∣∣∣
(
αi(k
n
i )(|∇un+1i |2 − |∇uni |2), kn+1i − kni
)
Ωi
∣∣∣∣,
≤ ||α||∞
∫
Ωi
|∇(un+1i − uni )|(|∇un+1i |+ |∇uni |)|kn+1i − kni |dx,
≤ ||αi||∞||∇(un+1i − uni )||0
(
||un+1i ||W 1,3(Ωi)d + ||uni ||W 1,3(Ωi)d
)
||kn+1i − kni ||L6(Ω),
≤ 2Mc0||α||∞||∇(un+1i − uni )||0||kn+1i − kni ||H1(Ωi),
≤ 2Mc0cp||α||∞||∇(un+1i − uni )||0||∇(kn+1i − kni )||0.
Fixons maintenant un re´el δ, strictement positif et appliquons la relation (2.10) a`(
2Mc0cp||α||∞||∇(un+1i − uni )||0
)
||∇(kn+1i − kni )||0,
on obtient alors
Ii,1 ≤ ν
δ
||∇(kn+1i − kni )||20 +
4δM2c20c
2
p||α||2∞
ν
||∇(un+1i − uni )||20,
et donc I1 ≤ ν
δ
2∑
i=1
||∇(kn+1i − kni )||20 +
4δM2c20c
2
p||α||2∞
ν
2∑
i=1
||∇(un+1i − uni )||20.
D’apre`s la relation (2.11), on conclut que
I1 ≤
4δM4c40c
4
p||α||2∞||α′||2∞
ν2
2∑
i=1
||∇(kni − kn−1i )||20 +
ν
δ
2∑
i=1
||∇(kn+1i − kni )||20. (2.16)
On pose C21 =
4δM4c40c
4
p||α||2∞||α′||2∞
ν2
.
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Majoration de I2 On a
Ii,2 =
∣∣∣∣
(
(αi(k
n
i )− αi(kn−1i ))|∇uni |2, kn+1i − kni
)
Ωi
∣∣∣∣.
En appliquant le The´ore`me des accroissements finis a` la fonction αi(·), l’ine´galite´ de
Ho¨lder, l’injection (1.9) de H1(Ωi) dans L
6(Ωi), l’ine´galite´ de Poincare´-Friedrichs (1.10)
et la relation (2.10), on obtient
Ii,2 =
(
(αi(k
n
i )− αi(kn−1i ))|∇uni |2, kn+1i − kni
)
Ωi
,
≤ ||α′i||∞
(
|kni − kn−1i | |∇uni |2, |kn+1i − kni |
)
Ωi
,
≤ ||α′||∞||∇uni ||2L3(Ωi)d ||kni − kn−1i ||L6(Ωi)||∇(kn+1i − kni )||0,
≤ c0||α′||∞||uni ||2W 1,3(Ωi)d ||∇(kn+1i − kni )||0||kni − kn−1i ||H1(Ωi),
≤ c0cpM2||α′||∞||∇(kn+1i − kni )||0||∇(kni − kn−1i )||0,
≤ δM
4c20c
2
p||α′||2∞
ν
||∇(kni − kn−1i )||20 +
ν
δ
||kn+1i − kni ||20.
On a donc
I2 =
2∑
i=1
Ii,2 ≤
δM4c20c
2
p||α′||2∞
ν
2∑
i=1
||∇(kni − kn−1i )||20 +
ν
δ
2∑
i=1
||kn+1i − kni ||20,
soit
I2 ≤ C22
2∑
i=1
||∇(kni − kn−1i )||20 +
ν
δ
2∑
i=1
||kn+1i − kni ||20, (2.17)
ou` C22 =
δM4c20c
2
p||α′||2∞
ν
, ce qui ache`ve la majoration de I2.
Majoration de I3. On a
Ii,3 =
∣∣∣∣
(
(γi(k
n
i )− γi(kn−1i ))∇kni ,∇(kn+1i − kni )
)
Ωi
∣∣∣∣.
De la meˆme fac¸on, on applique le The´ore`me des accroissements finis a` la fonction γi(·),
l’ine´galite´ de Ho¨lder, l’injection (1.9) de H1(Ωi) dans L
6(Ωi), l’ine´galite´ de Poincare´-
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Friedrichs (1.10), et la relation (2.10), on obtient
Ii,3 =
∣∣∣∣
(
(γi(k
n
i )− γi(kn−1i ))∇kni ,∇(kn+1i − kni )
)
Ωi
∣∣∣∣,
≤ ||γ′i||∞
(
|kni − kn−1i ||∇kni |, |∇(kn+1i − kni )|
)
Ωi
,
≤ ||γ′||∞||kni − kn−1i ||L6(Ωi)||∇kni ||L3(Ωi)||∇(kn+1i − kni )||0,
≤ c0M ||γ′||∞||kni − kn−1i ||H1(Ωi)||∇(kn+1i − kni )||0,
≤ c0cpM ||γ′||∞||∇(kni − kn−1i )||0||∇(kn+1i − kni )||0,
≤ δc
2
0c
2
pM
2||γ′||2∞
ν
||∇(kni − kn−1i )||20 +
ν
δ
||∇(kn+1i − kni )||20.
On a donc
I3 =
2∑
i=1
Ii,3 ≤
δc20c
2
pM
2||γ′||2∞
ν
2∑
i=1
||∇(kni − kn−1i )||20 +
ν
δ
2∑
i=1
||∇(kn+1i − kni )||20,
ce qui nous donne la majoration de I3,
I3 ≤ C23
2∑
i=1
||∇(kni − kn−1i )||20 +
ν
δ
2∑
i=1
||∇(kn+1i − kni )||20, (2.18)
avec C23 =
δc20c
2
pM
2||γ′||2∞
ν
.
Majoration de I4. On a
Ii,4 =
∣∣∣∣
(
(γi(k
n
i )− γi(kn−1i ))∇kni ,∇Ri(kn+1i − kni )
)
Ωi
∣∣∣∣.
Par les meˆmes arguments, on applique le The´ore`me des accroissements finis a` la fonction
γi(·), l’ine´galite´ de Ho¨lder, l’injection (1.9) de H1(Ωi) dans L6(Ωi), l’ine´galite´ de Poincare´-
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Friedrichs (1.10), la relation (2.10) et (2.13). On obtient alors
Ii,4 =
∣∣∣∣
(
(γi(k
n
i )− γi(kn−1i ))∇kni ,∇Ri(kn+1i − kni )
)
Ωi
∣∣∣∣,
≤ ||γ′||∞||kni − kn−1i ||L6(Ωi)||∇kni ||L3(Ωi)||∇Ri(kn+1i − kni )||0,
≤ ||γ′||∞||kni − kn−1i ||L6(Ωi)||∇kni ||L3(Ωi)||Ri(kn+1i − kni )||H1(Ωi),
≤ cRc0M ||γ′||∞||kni − kn−1i ||H1(Ωi)||kn+1i − kni ||
H
1
2
00
(Ωi)
,
≤ cRc0cpM ||γ′||∞||∇(kni − kn−1i )||0||kn+1i − kni ||H1(Ωi),
≤ cRc0c2pM ||γ′||∞||kni − kn−1i ||0||∇(kn+1i − kni )||0,
≤ δc
2
0c
2
pM
2||γ′||2∞
ν
||∇(kni − kn−1i )||20 +
ν
δ
||∇(kn+1i − kni )||20,
≤ δc
2
Rc
2
0c
4
pM
2||γ′||2∞
ν
||∇(kni − kn−1i )||20 +
ν
δ
||∇(kn+1i − kni )||20,
donc
I4 =
2∑
i=1
Ii,4 ≤
δc2Rc
2
0c
4
pM
2||γ′||2∞
ν
2∑
i=1
||∇(kni − kn−1i )||20 +
ν
δ
2∑
i=1
||∇(kn+1i − kni )||20.
On a aussi une majoration de I4,
I4 ≤
δc2Rc
2
0c
4
pM
2||γ′||2∞
ν
2∑
i=1
||∇(kni − kn−1i )||20 +
ν
δ
2∑
i=1
||∇(kn+1i − kni )||20. (2.19)
On pose C24 =
δc2Rc
2
0c
4
pM
2||γ′||2∞
ν
, pour plus de clarte´.
Majoration de I5. On a
Ii,5 =
∣∣∣∣
(
αi(k
n
i )|(∇un+1i |2 − |∇uni |2), Ri(kn+1i − kni )
)
Ωi
∣∣∣∣.
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En remplac¸ant |∇un+1i |2 − |∇uni |2 par |∇(un+1i − uni )| |∇(un+1i + uni )|, et en utilisant
l’ine´galite´ de Ho¨lder et les relations (2.13) et (2.11), on obtient
Ii,5 =
∣∣∣∣
(
αi(k
n
i )|(∇un+1i |2 − |∇uni |2), Ri(kn+1i − kni )
)
Ωi
∣∣∣∣,
≤ ||α||∞
(
|∇(un+1i − uni )| · (|∇un+1i |+ |∇uni |), |Ri(kn+1i − kni )|
)
Ωi
,
≤ ||α||∞||∇(un+1i − uni )||0(||∇un+1i ||L3(Ωi)d + ||∇uni ||L3(Ωi)d)||Ri(kn+1i − kni )||L6(Ωi),
≤ 2Mc0||α||∞||∇(un+1i − uni )||0||Ri(kn+1i − kni )||H1(Ωi),
≤ 2Mc0cR||α||∞||∇(un+1i − uni )||0||kn+1i − kni ||
H
1
2
00
(Γ)
,
≤ 2Mc0cR||α||∞||∇(un+1i − uni )||0||kn+1i − kni ||H1(Ωi),
≤ 2Mc0cpcR||α||∞||∇(un+1i − uni )||0||∇(kn+1i − kni )||0,
≤ 4δM
2c20c
2
pc
2
R||α||2∞
ν
||∇(un+1i − uni )||20 +
ν
δ
||∇(kn+1i − kni )||20.
Comme I5 =
2∑
i=1
Ii,5 ≤
4δM2c20c
2
pc
2
R||α||2∞
ν
2∑
i=1
||∇(un+1i − uni )||20 +
ν
δ
2∑
i=1
||∇(kn+1i − kni )||20,
≤ 4δM
4c40c
4
pc
2
R||α||2∞||α′||2∞
ν2
2∑
i=1
||∇(kni − kn−1i )||20 +
ν
δ
2∑
i=1
||∇(kn+1i − kni )||20,
on a la majoration,
I5 ≤ C25
2∑
i=1
||∇(kni − kn−1i )||20 +
ν
δ
2∑
i=1
||∇(kn+1i − kni )||20, (2.20)
ou` C25 =
4δM4c40c
4
pc
2
R||α||2∞||α′||2∞
ν2
.
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Majoration de I6. De la meˆme manie`re qu’auparavant, on a
Ii,6 =
∣∣∣∣
(
(αi(k
n
i )− αi(kn−1i ))|∇uni |2, Ri(kn+1i − kni )
)
Ωi
∣∣∣∣,
≤ ||α′||∞
(
|kni − kn−1i | |∇uni |2, |Ri(kn+1i − kni )|
)
,
≤ ||α′||∞||kni − kn−1i ||L6(Ωi)||∇uni ||2L3(Ωi)d ||Ri(kn+1i − kni )||L6(Ωi),
≤M2c20||α′||∞||kni − kn−1i ||H1(Ωi)||Ri(kn+1i − kni )||H1(Ωi),
≤M2c20cpcR||α′||∞||∇(kni − kn−1i )||0||kn+1i − kni ||
H
1
2
00
(Γ)
,
≤M2c20cpcR||α′||∞||∇(kni − kn−1i )||0||kn+1i − kni ||H1(Ωi),
≤M2c20c2pcR||α′||∞||∇(kni − kn−1i )||0||∇(kn+1i − kni )||0,
≤ δM
4c40c
4
pc
2
R||α′||2∞
ν
||∇(kni − kn−1i )||20 +
ν
δ
||∇(kn+1i − kni )||20.
D’apre`s la de´finition de I6, on a la majoration
I6 ≤
δM4c40c
4
pc
2
R||α′||2∞
ν
2∑
i=1
||∇(kni − kn−1i )||20 +
ν
δ
2∑
i=1
||∇(kn+1i − kni )||20. (2.21)
On pose C26 =
δM4c40c
4
pc
2
R||α′||2∞
ν
.
Majoration de I7. La majoration de I7 est plus technique. On a
Ii,7 =
∣∣∣∣
(
γi(k
n
i )∇(kn+1i − kni ),∇Ri(kn+1i − kni )
)
Ωi
∣∣∣∣,
≤ ||γi||∞||∇(kn+1i − kni )||0||∇Ri(kn+1i − kni )||0,
≤ cR||γ||∞||∇(kn+1i − kni )||0||kn+1i − kni ||
H
1
2
00
(Γ)
,
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or
(kn+1i − kni )|Γ = λ(|un+11 − un+12 |2 − |un1 − un2 |2)|Γ,
=⇒ ||kn+1i − kni ||
H
1
2
00
(Γ)
= λ|| |un+11 − un+12 |2 − |un1 − un2 |2||
H
1
2
00
(Γ)
,
= λ
∣∣∣∣
∣∣∣∣[(un+11 − un1 )− (un+12 − un2 )][(un+11 + un1 )− (un+12 + un2 )]
∣∣∣∣
∣∣∣∣
H
1
2
00
(Γ)
.
Donc
Ii,7 ≤ λcR||γ||∞||∇(kn+1i − kni )||0
∣∣∣∣
∣∣∣∣[(un+11 − un1 )− (un+12 − un2 )][(un+11 + un1 )− (un+12 + un2 )]
∣∣∣∣
∣∣∣∣
H
1
2
00
(Γ)
.
(2.22)
Pour estimer la quantite´ qui est sur le bord Γ, nous utilisons le The´ore`me 7 en dimension
d = 2, en prenant
s =
1
2
, p = 2,
s1 =
1
2
, p1 = 2 ,
s2 = 1− 1
3 + ε
, p2 = 3 + ε,
(un+11 − un1 )− (un+12 − un2 ) = u ∈ H
1
2 (Γ) =W
1
2
,2(Γ) =W s1,p1(Γ),
(un+11 − un1 )− (un+12 − un2 ) = v ∈ W 1−
1
3+ε
,3+ε(Γ) =W s2,p2(Γ).
Pour tout ε strictement positif, on a s2 ≥ s.
La condition (1.35) du The`ore´me (7) est ve´rifie´e car
s1 + s2 − s = 1− 1
3 + ε
,
=
2 + ε
3 + ε
, et
2
(
1
p1
+
1
p2
− 1
p
)
=
2
3 + ε
,
donc
∀ε > 0, s1 + s2 − s > 2
(
1
p1
+
1
p2
− 1
p
)
.
Et aussi
s1 − s = 0, et 2
(
1
p1
− 1
p
)
= 0, alors,
s1 − s ≥ 2
(
1
p1
− 1
p
)
.
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Pour s2, on a
s2 − s = 1− 1
3 + ε
− 1
2
,
=
2
3 + ε
− 1
2
,
et comme
2
(
1
p2
− 1
p
)
=
2
3 + ε
− 1,
alors
s2 − s ≥ 2
(
1
p2
− 1
p
)
.
Ceci implique
∣∣∣∣
∣∣∣∣[(un+11 − un1 )− (un+12 − un2 )][(un+11 + un1 )− (un+12 + un2 )]
∣∣∣∣
∣∣∣∣
H
1
2
00
(Γ)
,
≤ ||(un+11 − un1 )− (un+12 − un2 )||
H
1
2
00
(Γ)
||(un+11 + un1 )− (un+12 + un2 )||W 1− 13+ε ,3+ε(Γ)d ,
≤
[
||un+11 − un1 ||
H
1
2
00
(Γ)
+ ||un+12 − un2 ||
H
1
2
00
(Γ)
]
[
||un+11 + un1 ||W 1− 13+ε ,3+ε(Γ)d + ||u
n+1
2 + u
n
2 ||W 1− 13+ε ,3+ε(Γ)d
]
,
≤ ct
( 2∑
i=1
||un+1i − uni ||H1(Ωi)d
)( 2∑
i=1
||un+1i + uni ||W 1,3+ε(Ωi)d
)
,
ou` ct = max{c1, c3}, tel que c1 et c3 repre´sentent respectivement, les constantes de conti-
nuite´ des ope´rateurs traces deH1(Ωi) dansH
1
2
00(Γ), et deW
1,3+ε(Ωi)
d dansW 1−
1
3+ε
,3+ε(Γ)d,
donc
∣∣∣∣
∣∣∣∣[(un+11 − un1 )− (un+12 − un2 )][(un+11 + un1 )− (un+12 + un2 )]
∣∣∣∣
∣∣∣∣
H
1
2
00
(Γ)
≤ 4ctMcp
2∑
i=1
||∇(un+1i − uni )||0.
(2.23)
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D’apre`s les relations (2.22), (2.23),(2.10) et (2.11), on a
Ii,7 ≤ 4MλcRctcp||γ||∞||∇(kn+1i − kni )||0
2∑
i=1
||∇(un+1i − uni )||0,
≤ ν
δ
||∇(kn+1i − kni )||20 +
16δM2λ2c2Rc
2
t c
2
p||γ||2∞
ν
( 2∑
i=1
||∇(un+1i − uni )||0
)2
,
≤ ν
δ
||∇(kn+1i − kni )||20 +
32δM2λ2c2Rc
2
t c
2
p||γ||2∞
ν
2∑
i=1
||∇(un+1i − uni )||20,
≤ ν
δ
||∇(kn+1i − kni )||20 +
32δM4λ2c2Rc
2
t c
2
0c
4
p||γ||2∞||α′||2∞
ν2
2∑
i=1
||∇(kni − kn−1i )||20.
En faisant la somme sur i, on obtient la majoration de I7 =
2∑
i=1
Ii,7,
I7 ≤ ν
δ
2∑
i=1
||∇(kn+1i − kni )||20 +
32δM4λ2c2Rc
2
t c
2
0c
4
p||γ||2∞||α′||2∞
ν2
2∑
i=1
||∇(kni − kn−1i )||20.
(2.24)
On pose C27 =
32δM4λ2c2Rc
2
t c
2
0c
4
p||γ||2∞||α′||2∞
ν2
, ce qui ache`ve la majoration de I7.
Finalement, d’apre`s (2.15),(2.16),(2.17),(2.18),(2.19),(2.20),(2.21) et (2.24) et en pre-
nant δ = 14 , par exemple, nous avons la majoration suivante
2∑
i=1
||∇(kn+1i − kni )||20 ≤
K2
ν
2∑
i=1
||∇(kni − kn−1i )||20,
ou` K2 = 2
7∑
j=1
C2j .
Rappelons que les constantes Cj sont de la forme
c
ν
, donc on peut conclure que si la
viscosite´ ν est assez grande, alors la constante K est strictement infe´rieure a` 1. Ce qui
prouve que la suite (kni )n est contractante, donc elle converge fortement dans H
1(Ωi) vers
une limite, qu’on note ki.
D’apre`s la relation (2.11), nous allons montrer que la suite (uni )n est de Cauchy.
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Soient m et n deux entiers naturels tels que m ≥ n, alors
2∑
i=1
||∇(umi − uni )||20 ≤
2∑
i=1
m∑
j=n+1
||∇(uji − uj−1i )||20,
≤ ||α
′||∞M2c20c2p
ν
2∑
i=1
m∑
j=n+1
||∇(kji − kj−1i )||20,
≤ ||α
′||∞M2c20c2p
ν
m∑
j=n
Kj−n
2∑
i=1
||∇(kni − kn−1i )||20.
D’ou`
2∑
i=1
||∇(umi − uni )||20 ≤
1−Km−n+1
1−K
2∑
i=1
||∇(kni − kn−1i )||20. (2.25)
Donc, quand n tend vers +∞, la quantite´
2∑
i=1
||∇(umi − uni )||20 tend vers 0, car K < 1 et
la suite (kni )n est convergente. Ce qui prouve que la suite (u
n
i )n est de Cauchy. Soit ui sa
limite forte dans H1(Ωi). Ceci ache`ve la preuve du The´ore`me 9.
Il reste a` montrer que la suite (pni )n est convergente, pour cela nous utilisons la condi-
tion inf-sup, The´ore`me 5.
The´ore`me 10 (pression). Soit fi ∈ L2(Ωi)d, on suppose qu’il existe une constante M,
strictement positive telle que la suite (uni )n ve´rifie
∀n ∈ N, ||uni ||W 1,3(Ωi)d ≤M,
alors il existe une constante c ne de´pendant que du domaine Ωi, de αi, de γi et de M ,
telle que si ν > c, la suite (pni )n est de Cauchy dans L
2(Ωi). De plus, on a
2∑
i=1
||pm+1i − pn+1i ||20 ≤ 8
||α||2∞ +M2c20c2p||α′||2∞
β2(1−K)
2∑
i=1
||∇(kn+1i − kni )||20
+
4c2t
β2
∣∣∣∣
∣∣∣∣|um+11 − um+12 |(um+11 − um+12 )− |un+11 − un+12 |(un+11 − un+12 )
∣∣∣∣
∣∣∣∣
2
L
3
2 (Γ)d
,
ou` K =
c
ν
< 1.
De´monstration. D’apre`s la formulation (2.5), pour tout i 6= j ∈ {1, 2}, et pour tout champ
de vecteurs vi ∈ Xi, on a
(
αi(k
n
i )∇un+1i ,∇vi
)
+ bi(vi, p
n+1
i ) + κi
(
|un+1i − un+1j |(un+1i − un+1j ),vi
)
Γ
= (fi,vi).
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Soient m et n deux entiers naturels tels que n ≤ m. Fixons un vecteur vi, non nul de Xi.
On e´crit l’e´quation (2.5), aux e´tapes m et n. La diffe´rence des deux e´quations obtenues
donne
bi(vi, p
m+1
i − pn+1i )
||vi||H1(Ωi)d
=
−
(
αi(k
m
i )∇um+1i − αi(kni )∇un+1i ,
∇vi
||vi||H1(Ωi)d
)
Ωi
− κi
(
|um+1i − um+1j |(um+1i − um+1j )− |un+1i − un+1j |(un+1i − un+1j ),
vi
||vi||H1(Ωi)d
)
Γ
.
En faisant apparaˆıtre le terme αi(k
m
i )− αi(kni ), la dernie`re e´quation devient
bi(vi, p
m+1
i − pn+1i )
||vi||H1(Ωi)d
=
−
(
αi(k
m
i )∇(um+1i − un+1i ),
∇vi
||vi||H1(Ωi)d
)
Ωi
−
(
(αi(k
m
i )− αi(kni ))∇uni ,
∇vi
||vi||H1(Ωi)d
)
Ωi
− κi
(
|um+1i − um+1j |(um+1i − um+1j )− |un+1i − un+1j |(un+1i − un+1j ),
vi
||vi||H1(Ωi)d
)
Γ
.
D’apre`s l’ine´galite´ de Ho¨lder et le The´ore`me des accroissements finis, on a
bi(vi, p
m+1
i − pn+1i )
||vi||H1(Ωi)d
≤
||α||∞||∇(um+1i − un+1i )||0
||∇vi||0
||vi||H1(Ωi)d
+ ||α′||∞||kmi − kni ||L6(Ωi)||∇uni ||L3(Ωi)d
||∇vi||0
||vi||H1(Ωi)
+ κi
∫
Γ
∣∣∣∣|um+1i − um+1j |(um+1i − um+1j )− |un+1i − un+1j |(un+1i − un+1j )
∣∣∣∣ |vi|||vi||H1(Ωi)d dτ.
En utilisant l’injection (1.9), de H1(Ωi) dans L
6(Ωi)
d et l’ine´galite´ de Poincare´-Friedrichs
(1.10), la dernie`re ine´galite´ s’e´crit
bi(vi, p
m+1
i − pn+1i )
||vi||H1(Ωi)d
≤(
||α||∞||∇(um+1i − un+1i )||0 +Mc0cp||α′||∞||∇(kmi − kni )||0
) ||∇vi||0
||vi||H1(Ωi)
+ κi
∫
Γ
∣∣∣∣|um+1i − um+1j |(um+1i − um+1j )− |un+1i − un+1j |(un+1i − un+1j )
∣∣∣∣ |vi|||vi||H1(Ωi)d dτ.
Comme uni ∈ H1(Ωi), sa trace sur Γ est dans H
1
2 (Γ), qui s’injecte de fac¸on compacte
dans L3(Γ)d, alors on a∣∣∣∣|um+1i − um+1j |(um+1i − um+1j )− |un+1i − un+1j |(un+1i − un+1j )
∣∣∣∣∈ L 32 (Γ)d,
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d’ou`
bi(vi, p
m+1
i − pn+1i )
||vi||H1(Ωi)d
≤
(
||α||∞||∇(um+1i − un+1i )||0 +Mc0cp||α′||∞||∇(kmi − kni )||0
) ||∇vi||0
||vi||H1(Ωi)
+
∣∣∣∣
∣∣∣∣|um+1i − um+1j |(um+1i − um+1j )− |un+1i − un+1j |(un+1i − un+1j )
∣∣∣∣
∣∣∣∣
L
3
2 (Γ)d
||vi||
H
1
2 (Γ)d
||vi||H1(Ωi)d
.
D’apre`s la continuite´ de l’ope´rateur trace de H1(Ωi) dans H
1
2 (Γ), et la condition inf-sup,
on e´crit
βΩi||pm+1i − pn+1i ||0 ≤
bi(vi, p
m+1
i − pn+1i )
||vi||H1(Ωi)d
≤ ||α||∞||∇(um+1i − un+1i )||0 +Mc0cp||α′||∞||∇(kmi − kni )||0
+ ct
∣∣∣∣
∣∣∣∣|um+1i − um+1j |(um+1i − um+1j )− |un+1i − un+1j |(un+1i − un+1j )
∣∣∣∣
∣∣∣∣
L
3
2 (Γ)d
,
En passant au sup sur les vi ∈ H1(Ωi), on obtient
βΩi||pm+1i − pn+1i ||0 ≤ sup
vi∈H1(Ωi)
bi(vi, p
m+1
i − pn+1i )
||vi||H1(Ωi)d
≤ ||α||∞||∇(um+1i − un+1i )||0 +Mc0cp||α′||∞||∇(kmi − kni )||0
+ ct
∣∣∣∣
∣∣∣∣|um+1i − um+1j |(um+1i − um+1j )− |un+1i − un+1j |(un+1i − un+1j )
∣∣∣∣
∣∣∣∣
L
3
2 (Γ)d
.
Ensuite, en sommant sur i = 1, 2, on trouve
2∑
i=1
βΩi||pm+1i − pn+1i ||0 ≤ ||α||∞
2∑
i=1
||∇(um+1i − un+1i )||0 +Mc0cp||α′||∞
2∑
i=1
||∇(kmi − kni )||0
+ 2ct
∣∣∣∣
∣∣∣∣|um+11 − um+12 |(um+11 − um+12 )− |un+11 − un+12 |(un+11 − un+12 )
∣∣∣∣
∣∣∣∣
L
3
2 (Γ)d
≤
√
2||α||∞
( 2∑
i=1
||∇(um+1i − un+1i )||20
) 1
2
+
√
2Mc0cp||α′||∞
( 2∑
i=1
||∇(kmi − kni )||20
) 1
2
+ 2ct
∣∣∣∣
∣∣∣∣|um+11 − um+12 |(um+11 − um+12 )− |un+11 − un+12 |(un+11 − un+12 )
∣∣∣∣
∣∣∣∣
L
3
2 (Γ)d
,
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d’apre`s la relation (2.25), on a
2∑
i=1
βΩi||pm+1i − pn+1i ||0
≤
√
2
1−Km−n+1
1−K
(
||α||∞ +Mc0cp||α′||∞
)( 2∑
i=1
||∇(kn+1i − kni )||20
) 1
2
+ 2ct
∣∣∣∣
∣∣∣∣|um+11 − um+12 |(um+11 − um+12 )− |un+11 − un+12 |(un+11 − un+12 )
∣∣∣∣
∣∣∣∣
L
3
2 (Γ)d
.
Donc si on pose β = min{βi, i = 1, 2}, et puisque K < 1 et m > n, on a
2∑
i=1
||pm+1i − pn+1i ||20 ≤ 8
||α||2∞ +M2c20c2p||α′||2∞
β2(1−K)
2∑
i=1
||∇(kn+1i − kni )||20
+
4c2t
β2
∣∣∣∣
∣∣∣∣|um+11 − um+12 |(um+11 − um+12 )− |un+11 − un+12 |(un+11 − un+12 )
∣∣∣∣
∣∣∣∣
2
L
3
2 (Γ)d
.
(2.26)
Il reste a` montrer que la quantite´ de droite de cette ine´galite´ tend vers 0, quand n tend
vers +∞.
D’apre`s le The´ore`me 9, on a
8
||α||2∞ +M2c20c2p||α′||2∞
β2(1−K)
2∑
i=1
||∇(kn+1i − kni )||20 → 0, quand n→ +∞.
Pour le terme
4c2t
β2
∣∣∣∣
∣∣∣∣|um+11 − um+12 |(um+11 − um+12 )− |un+11 − un+12 |(un+11 − un+12 )
∣∣∣∣
∣∣∣∣
2
L
3
2 (Γ)d
,
nous avons montre´ que la suite (uni )n converge fortement vers ui, dansH
1(Ωi), la continuite´
de l’ope´rateur trace, de H1(Ωi) dans H
1
2 (Γ), implique que
|un1 − un2 ||Γ → 0 dans H
1
2 (Γ), quand n→ +∞, et
(un1 − un2 )|Γ → 0 dans H
1
2 (Γ), quand n→ +∞.
Comme H
1
2 (Γ) s’injecte dans L3(Γ)d, de fac¸on continue, nous avons aussi[
(un1 − un2 )|un1 − un2 |
]
|Γ
→ 0 dans L 32 (Γ)d, quand n→ +∞,
donc la suite
([
(un1 − un2 )|un1 − un2 |
]
|Γ
)
n
est une suite de Cauchy dans L
3
2 (Γ)d. Ceci
implique que quand n tend vers +∞, la quantite´
4c2t
β2
∣∣∣∣
∣∣∣∣|um+11 − um+12 |(um+11 − um+12 )− |un+11 − un+12 |(un+11 − un+12 )
∣∣∣∣
∣∣∣∣
2
L
3
2 (Γ)d
−→ 0.
On conclut alors que la suite (pni )n est une suite de Cauchy dans L
2(Ωi), donc elle y
converge fortement vers une limite note´e pi. Ceci ache`ve la preuve du The´ore`me 10.
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2.2.3 Passage a` la limite
Afin de s’assurer que le sche´ma ite´ratif (2.5)-(2.6), que nous avons propose´ au de´but
de ce chapitre converge vers une solution du proble`me (2.3)-(2.4), il faut ve´rifier que
(ui, pi; ki) satisfait (2.3)-(2.4). Pour cela nous e´nonc¸ons le the´ore`me suivant
The´ore`me 11 (Passage a` la limite). Sous les conditions du The´ore`me 9, la limite (ui, pi; ki)
de la suite (uni , p
n
i ; k
n
i )n est une solution de la formulation variationnelle (2.3)-(2.4).
De´monstration. La preuve de ce The´ore`me se fait en trois e´tapes
• (ui, pi; ki) ve´rifie l’e´quation de Stokes (2.3),
• (ui, pi; ki) ve´rifie l’e´quation de de l’e´nergie cine´tique turbulente (2.4),
• (ui, pi; ki) ve´rifie les conditions aux limites, a` savoir ki = λ|u1 − u2|2 sur Γ.
Premie`re e´tape : e´quation de Stokes
Nous allons montrer que (ui, pi; ki) satisfait (2.3). Prenons un champ de vecteur vi ∈ Xi,
et ve´rifions que
ai(ki,ui,vi) + bi(vi, pi) + κi
(
|ui − uj|(ui − uj),vi
)
Γ
= (fi,vi)Ωi
• ai(kni ,un+1i ,vi) −→ ai(ki,ui,vi), quand n → +∞, en effet la suite (kni )n tend vers
ki dans L
2(Ωi) fort et αi(.) est continue, donc
αi(k
n
i ) −→ αi(ki), p.p dans Ωi, quand n→∞,
d’autre part la suite (uni )n tend vers ui, fortement dans H
1(Ωi), donc (∇uni )n tend
vers ∇ui dans L2(Ωi)d fort.
D’apre`s la re´ciproque du The´ore`me de Lebesgue (voir [17], Th. IV.9), il existe une
sous suite de (∇uni )n, note´e encore (∇uni )n, telle que
∇uni −→ ∇ui, p.p dans Ωi, et
∀n ∈ N, |∇uni | ≤ gi,
ou` gi est une fonction appartenant a` L
2(Ωi). Donc pour tout vi ∈ Xi, on a
αi(k
n
i )∇uni · ∇vi −→ αi(ki)∇ui · ∇vi, p.p dans Ωi, et
|αi(kni )∇uni · ∇vi| ≤ ||αi||∞|gi||∇vi| ∈ L1(Ωi).
Ceci implique que∫
Ωi
αi(k
n
i )∇uni · ∇vidx −→
∫
Ωi
αi(ki)∇ui · ∇vidx, quand n→∞.
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• Montrons que bi(vi, pn+1i ) −→ bi(vi, pi), quand n→ +∞. Nous avons montre´ que la
suite (pni )n converge fortement dans L
2(Ωi) vers pi, donc pour tout vi ∈ Xi,
lim
n→+∞
−
∫
Ωi
pn+1i ∇.vi dx = −
∫
Ωi
pi ∇.vi dx.
• lim
n→+∞
κi
(
|un+1i −un+1j |(un+1i −un+1j ),vi
)
Γ
= κi
(
|ui−uj|(ui−uj),vi
)
Γ
, en effet la
trace de uni sur Γ est dans H
1
2 (Γ)d, qui s’injecte dans L3(Γ)d, de fac¸on compacte,
donc quand n −→ +∞
uni −→ ui, fortement dans L3(Γ)d,
=⇒ |un+1i − un+1j |(un+1i − un+1j ) −→ |ui − uj|(ui − uj), dans L
3
2 (Γ)d fort.
De plus, puisque ∀vi ∈ Xi, sa trace vi|Γ ∈ H 12 (Γ) s’injecte dans L3(Γ)d, alors
κi
∫
Γ
|un+1i − un+1j |(un+1i − un+1j )vi dτ −→ κi
∫
Γ
|ui − uj|(ui − uj)vi dτ.
On en de´duit que la limite (ui, pi, ki) ve´rifie l’e´quation de Stokes (2.3).
• Ve´rifions maintenant, que pour toute fonction qi ∈ L2(Ωi), on a bi(ui, qi) = 0. On
sait que la suite (un)n satisfait la relation
bi(u
n+1
i , qi) = 0, ∀n ∈ N.
uni −→ ui, dans H1 fort quand n→ +∞,
=⇒ ∇ · un+1i −→ ∇ · ui, dans L2 fort quand n→ +∞,
=⇒ ∀qi ∈ L2(Ωi), 0 =
∫
Ωi
qi∇ · un+1i dx −→
∫
Ωi
qi∇ · ui dx = 0.
Ceci termine la preuve de la premie`re e´tape.
Deuxie`me e´tape : E´nergie cine´tique turbulente Cette e´tape consiste a` montrer
que (ui, pi, ki) satisfait l’e´quation de l’e´nergie cine´tique turbulente (2.4), c’est-a`-dire
∀ϕi ∈ W 1,r0 (Ωi), (γi(ki)∇ki,∇ϕi)Ωi = (αi(ki)|∇ui|2, ϕi)Ωi .
Pour cela, on prend une fonction test ϕi dans D(Ωi), l’espace des fonctions de classe C∞
a` support compacte dans Ωi, et montrons que
•
(
γi(k
n
i )∇kn+1i ,∇ϕi
)
Ωi
−→
(
γi(ki)∇ki,∇ϕi
)
Ωi
, et
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•
(
αi(k
n
i )|∇un+1i |2, ϕi
)
Ωi
−→
(
αi(ki)|∇ui|2, ϕi
)
Ωi
, quand n −→ +∞.
Faisons la diffe´rence (γi(k
n
i )∇kn+1i ,∇ϕi)Ωi − (γi(ki)∇ki,∇ϕi)Ωi . On obtient(
γi(k
n
i )∇kn+1i − γi(ki)∇ki,∇ϕi
)
Ωi
=
(
γi(k
n
i )∇(kn+1i − ki),∇ϕi
)
Ωi
+
(
(γi(k
n
i )− γi(ki))∇ki,∇ϕi
)
Ωi
.
• Montrons que
(
γi(k
n
i )∇(kn+1i − ki),∇ϕi
)
Ωi
−→ 0, quand −→ +∞. En appliquant
l’ine´galite´ de Cauchy-Schwarz, on trouve∣∣∣∣
(
γi(k
n
i )∇(kn+1i − ki),∇ϕi
)
Ωi
∣∣∣∣≤ ||γi||∞||∇(kn+1i − ki)||0||∇ϕi||0.
Or la suite (kni )n converge fortement vers ki, dans H
1(Ωi), donc
||∇(kn+1i − ki)||0 −→ 0, quand n→ +∞,
et donc (
γi(k
n
i )∇(kn+1i − ki),∇ϕi
)
Ωi
−→ 0, quand n→ +∞.
• maintenant, ve´rifions que
(
(γi(k
n
i ) − γi(ki))∇ki,∇ϕi
)
Ωi
−→ 0, quand n → ∞.
En effet en appliquant le The´ore`me des accroissements finis a` la fonction γi(·), et
l’ine´galite´ de Ho¨lder, on trouve∣∣∣∣
(
(γi(k
n
i )− γi(ki))∇ki,∇ϕi
)
Ωi
∣∣∣∣≤ ||γ′i||∞||kni − ki||0||∇ki||0||∇ϕi||∞.
Comme ||kni − ki||0 −→ 0, quand n→ +∞, on a,
(
(γi(k
n
i )− γi(ki))∇ki,∇ϕi
)
Ωi
−→ 0,
soit (
γi(k
n
i )∇kn+1i ,∇ϕi
)
Ωi
−→
(
γi(ki)∇ki,∇ϕi
)
Ωi
,∀ϕi ∈ D(Ωi).
Soit ε > 0, tel que pour n supe´rieur a` un certain n0, on ait
∀ϕi ∈ D(Ωi),
∣∣∣∣
(
γi(k
n
i )∇kn+1i ,∇ϕi
)
Ωi
−
(
γi(ki)∇ki,∇ϕi
)
Ωi
∣∣∣∣≤ ε3 . (2.27)
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Soit maintenant ϕi ∈ W 1,r0 (Ωi). Comme D(Ωi) est dense dansW 1,r0 (Ωi), il existe une
suite (ϕmi )m ∈ D(Ωi), telle que de`s que m est supe´rieur a` un certain m0, on a
||ϕmi − ϕi||W 1,r
0
(Ωi)
≤ ε
3
.
L’injection canonique de W 1,r0 (Ωi) dans H
1
0 (Ω) e´tant continue, on peut e´crire aussi
||ϕmi − ϕi||H10 (Ωi) ≤
ε
3
, de`s que m ≥ m0. (2.28)
Utilisons maintenant l’ine´galite´ triangulaire suivante,∣∣∣∣
(
γi(k
n
i )∇kn+1i ,∇ϕi
)
Ωi
−
(
γi(ki)∇ki,∇ϕi
)
Ωi
∣∣∣∣
≤
∣∣∣∣
(
γi(k
n
i )∇kn+1i ,∇ϕi
)
−
(
γi(k
n
i )∇kn+1i ,∇ϕmi
)∣∣∣∣
+
∣∣∣∣
(
γi(k
n
i )∇kn+1i ,∇ϕmi
)
−
(
γi(ki)∇(ki),∇ϕmi
)∣∣∣∣
+
∣∣∣∣(γi(ki)∇(ki),∇ϕmi )− (γi(ki)∇(ki),∇ϕi)
∣∣∣∣.
(2.29)
Nous allons majorer chaque terme de la relation (2.29) par une quantite´ en ε.
• Premie`re ligne de (2.29). La convergence de la suite (kni )n implique qu’il existe
une constante M1 > 0, inde´pendante de n, telle que ||γi||∞||∇kn+1i ||0 ≤ M1. En
Utilisant l’ine´galite´ de Cauchy-Schwarz, on obtient∣∣∣∣
(
γi(k
n
i )∇kn+1i ,∇ϕi
)
−
(
γi(k
n
i )∇kn+1i ,∇ϕmi
)∣∣∣∣
≤ ||γi||∞||∇kn+1i ||0||∇(ϕmi − ϕi)||0.
Et d’apre`s la relation (2.28),∣∣∣∣
(
γi(k
n
i )∇kn+1i ,∇ϕi
)
−
(
γi(k
n
i )∇kn+1i ,∇ϕmi
)∣∣∣∣
≤ ε
3
||γi||∞||∇kn+1i ||0, pour m ≥ m0,
≤ ε
3
M1 −→ 0, quand ε −→ 0.
• Second terme de (2.29). Pour ce, on utilise la relation (2.27), pour toutm ∈ N,
ϕmi ∈ D(Ωi),∣∣∣∣
(
γi(k
n
i )∇kn+1i ,∇ϕmi
)
−
(
γi(ki)∇(ki),∇ϕmi
)∣∣∣∣≤ ε3 −→ 0, quand ε −→ 0.
• Dernier terme de (2.29). Comme pour le premier terme de (2.29), on utilise
l’ine´galite´ de Cauchy-Schwarz, et la relation (2.28),∣∣∣∣(γi(ki)∇(ki),∇ϕmi )− (γi(ki)∇(ki),∇ϕi)
∣∣∣∣
≤ ||γi||∞||∇ki||0||∇(ϕmi − ϕi)||0,
≤ ε
3
||γi||∞||∇ki||0 −→ 0, quand ε −→ 0.
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Ceci entraˆıne que(
γi(k
n
i )∇(kn+1i ),∇ϕi
)
−→
(
γi(ki)∇(ki),∇ϕi
)
, ∀ϕi ∈ W 1,r0 (Ωi).
•
(
αi(k
n
i )|∇un+1i |2, ϕi
)
Ωi
−→
(
αi(ki)|∇ui|2, ϕi
)
Ωi
, quand n → +∞. En effet en fai-
sant la diffe´rence, on a
∣∣∣∣
(
αi(k
n
i )|∇un+1i |2 − αi(ki)|∇ui|2, ϕi
)
Ωi
∣∣∣∣
≤
(
αi(k
n
i )
∣∣∣∣|∇un+1i |2 − |∇ui|2
∣∣∣∣, |ϕi|
)
Ωi
+
(
|(αi(kni )− αi(ki)| |∇ui|2, |ϕi|
)
Ωi
.
En e´crivant
|∇un+1i |2 − |∇ui|2 = ∇(un+1i − ui) · ∇(un+1i + ui),
et en appliquant le The´ore`me des accroissements finis, on obtient∣∣∣∣
(
αi(k
n
i )|∇un+1i |2 − αi(ki)|∇ui|2, ϕi
)
Ωi
∣∣∣∣
≤ ||αi||∞
(
|∇(un+1i − ui)|(|∇un+1i |+ |∇ui|, |ϕi|
)
Ωi
+||α′i||∞
(
|kni − ki| |∇ui|2, |ϕi|
)
Ωi
.
Utilisons maintenant l’ine´galite´ de Ho¨lder,
| (αi(kni )|∇un+1i |2 − αi(ki)|∇ui|2, ϕi)Ωi |
≤ ||αi||∞||ϕi||∞||∇un+1i ||0||∇ui||0||∇(un+1i − ui)||0
+ ||α′i||∞||ϕi||∞||kni − ki||L6(Ωi)||∇ui||2L3(Ωi)d ,
et enfin, on applique l’injection (1.9), de H1(Ωi) dans L
6(Ωi)
d. On obtient
| (αi(kni )|∇un+1i |2 − αi(ki)|∇ui|2, ϕi)Ωi |
≤ ||αi||∞||ϕi||∞||∇un+1i ||0||∇ui||0||∇(un+1i − ui)||0
+ c0M
2||α′i||∞||ϕi||∞||kni − ki||H1(Ωi),
la suite (un+1i )n est convergente dans H
1 fort, donc il existe une constante c > 0,
telle que ||∇un+1i ||0 ≤ c, pour n ≥ n0. De plus
||kni − ki||H1(Ωi) −→ 0, et ||∇(un+1i − ui)||0 −→ 0.
Donc, pour tout ϕi ∈ D(Ωi),(
αi(k
n
i )|∇un+1i |2 − αi(ki)|∇ui|2, ϕi
)
Ωi
−→ 0, quand n→ +∞.
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Soit ε > 0, tel que pour tout n supe´rieur a` un certain n0, on ait∣∣∣∣
(
αi(k
n
i )|∇un+1i |2 − αi(ki)|∇ui|2, ϕi
)
Ωi
∣∣∣∣≤ ε3 . (2.30)
Prenons ϕi ∈ W 1,r0 (Ωi). Puisque D(Ωi) est dense dans W 1,r0 (Ωi), il existe une suite
(ϕmi )m ∈ D(Ωi), telle que de`s que m ≥ m0, on a
||ϕmi − ϕi||H10 (Ωi) ≤ ||ϕmi − ϕi||W 1,r0 (Ωi) ≤
ε
3
. (2.31)
Faisons apparaˆıtre ϕmi dans la quantite´
∣∣∣∣
(
αi(k
n
i )|∇un+1i |2 − αi(ki)|∇ui|2, ϕi
)
Ωi
∣∣∣∣.
Utilisons pour cela l’ine´galite´ triangulaire suivante,∣∣∣∣
(
αi(k
n
i )|∇un+1i |2 − αi(ki)|∇ui|2, ϕi
)
Ωi
∣∣∣∣
≤
∣∣∣∣
(
αi(k
n
i )|∇un+1i |2, ϕmi − ϕi
)
Ωi
∣∣∣∣
+
∣∣∣∣
(
αi(k
n
i )|∇un+1i |2 − αi(ki)|∇ui|2, ϕmi
)
Ωi
∣∣∣∣
+
∣∣∣∣
(
αi(ki)|∇ui|2, ϕmi − ϕi
)
Ωi
∣∣∣∣.
On a alors∣∣∣∣
(
αi(k
n
i )|∇un+1i |2 − αi(ki)|∇ui|2, ϕi
)
Ωi
∣∣∣∣
≤ ||αi||∞||∇un+1i ||2L3(Ωi)d ||ϕmi − ϕi||L3(Ωi) +
ε
3
+ ||αi||∞||∇ui||2L3(Ωi)d ||ϕmi − ϕi||L3(Ωi),
≤ 2cM ||ϕmi − ϕi||H10 (Ωi) +
ε
3
,
ou` c est la constante de l’injection de H1(Ωi) dans L
3(Ωi). Soit∣∣∣∣
(
αi(k
n
i )|∇un+1i |2 − αi(ki)|∇ui|2, ϕi
)
Ωi
∣∣∣∣≤ 2cM ε3 + ε3 −→ 0, quand n −→ +∞.
On conclut alors(
αi(k
n
i )|∇un+1i |2, ϕi
)
Ωi
−→
(
αi(ki)|∇ui|2, ϕi
)
Ωi
, ∀ϕi ∈ W 1,r0 (Ωi).
Troisie`me e´tape : Conditions aux limites sur Γ. Il reste a` montrer que ki =
λ|u1 − u2|2 sur Γ. Comme (kni )n converge fortement vers ki dans H1(Ωi) et comme
l’ope´rateur trace est continue de H1(Ωi) dans H
1
2 (Γ), kni converge fortement vers ki
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dans H
1
2 (Γ).
D’autre part, kni = λ|un+11 − un+12 |2 sur Γ, donc
λ|un+11 − un+12 |2 −→ ki, dans H
1
2 (Γ) fort.
Montrons maintenant que ki = λ|u1 − u2|2 dans H 12 (Γ). Pour cela, on utilise l’in-
e´galite´ triangulaire suivante
||λ|u1 − u2|2 − ki||H 12 (Γ)
≤ ||λ|un1 − un2 |2 − ki||H 12 (Γ) + ||λ|u
n
1 − un2 |2 − λ|u1 − u2|2||H 12 (Γ).
Il suffit de montrer que ||λ|un1 − un2 |2 − λ|u1 − u2|2||H 12 (Γ) −→ 0, quand n → +∞.
Utilisons l’identite´ suivante
||λ|un1 − un2 |2 − λ|u1 − u2|2||H 12 (Γ)
= λ
∣∣∣∣
∣∣∣∣
[
(un1 − u1)− (un2 − u2)
]
·
[
(un1 + u1)− (un2 + u2)
] ∣∣∣∣
∣∣∣∣
H
1
2 (Γ)
.
D’apre`s le The´ore`me 7, la dernie`re e´quation implique, pour tout ε > 0,
||λ|un1 − un2 |2 − λ|u1 − u2|2||H 12 (Γ)
≤ λ
∣∣∣∣
∣∣∣∣ (un1 − u1)− (un2 − u2)
∣∣∣∣
∣∣∣∣
H
1
2 (Γ)
∣∣∣∣
∣∣∣∣ (un1 + u1)− (un2 + u2)
∣∣∣∣
∣∣∣∣
W
1− 1
3+ε ,3+ε(Γ)d
,
≤ λ
[
||un1 − u1||H 12 (Γ) + ||u
n
2 − u2||H 12 (Γ)
]
[
||un1 + u1||W 1− 13+ε ,3+ε(Γ)d + ||u
n
2 + u2||W 1− 13+ε ,3+ε(Γ)d
]
.
En utilisant respectivement, les injections continues des ope´rateurs traces de H1(Ωi)
dans H
1
2 (Γ), et de W 1,3+ε(Ω1)
d dans W 1−
1
3+ε
,3+ε(Γ)d, on obtient
||λ|un1 − un2 |2 − λ|u1 − u2|2||H 12 (Γ)
≤ c2tλ
[
||un1 − u1||H1(Ω1) + ||un2 − u2||H1(Ω2)
]
[
||un1 + u1||W 1,3+ε(Ω1)d + ||un2 + u2||W 1,3+ε(Ω2)d
]
.
Or, nous avons suppose´ que la suite (uni )n est borne´e dans W
1,3+ε(Ωi)
d, et satis-
fait ||uni ||W 1,3+ε(Ωi)d ≤M , donc
||λ|un1 − un2 |2 − λ|u1 − u2|2||H 12 (Γ)
≤ 4c2tMλ
(
||un1 − u1||H1(Ω1) + ||un2 − u2||H1(Ω2)
)
.
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De plus, nous avons montre´ que (uni )n converge fortement vers ui dans H
1(Ωi), ce
qui implique que
||λ|un1 − un2 |2 − λ|u1 − u2|2||H 12 (Γ) −→ 0, quand n→ +∞,
d’ou` l’e´galite´ ki = λ|u1 − u2|2, sur Γ.
On conclut alors que la limite de la suite (uni , p
n
i , k
n
i )n est une solution du proble`me (2.3)-
(2.4). Ceci ache`ve la preuve de ce The´ore`me.
Jusqu’a` pre´sent, nous avons montre´ que le sche´ma ite´ratif (2.5)-(2.6), converge vers
une limite qui est solution du proble`me variationnel (2.3)-(2.4). Il reste a` ve´rifier que cette
limite est unique sous les conditions du The´ore`me 9.
2.2.4 Unicite´
The´ore`me 12 (Unicite´). Soit fi ∈ L2(Ωi)d et soit Ui = (ui, pi, ki) une solution du pro-
ble`me (2.3)-(2.4). Si U ∈ W 1,3+ε(Ωi)d × L2(Ωi) × W 1,3(Ωi) et si ν est assez grand, au
sens ou` pour une certaine constante c, qui ne de´pend que de Ωi, αi(·), γi(·), λ et κi, la
relation K =
c
ν
< 1 est satisfaite, alors Ui = (ui, pi, ki) est l’unique solution du proble`me
(2.3)− (2.4) dans l’espace U ∈ W 1,3+ε(Ωi)d × L2(Ωi)×W 1,3(Ωi).
De´monstration. Supposons qu’il existe une autre solution du proble`me (2.3)-(2.4) dans
l’espace W 1,3+ε(Ωi)
d × L2(Ωi)×W 1,3(Ωi), notons-la U¯i = (u¯i, p¯i, k¯i).
Montrons les relations suivantes
2∑
i=1
||∇(ki − k¯i)||20 ≤ K
2∑
i=1
||∇(ki − k¯i)||20, et
2∑
i=1
||∇(ui − u¯i)||20 ≤ K
2∑
i=1
||∇(ki − k¯i)||20.
(2.32)
Pour ce faire, nous choisissons vi = ui − u¯i comme fonction test dans (2.3). La diffe´rence
des deux e´quations obtenues s’e´crit, pour tout 1 ≤ i 6= j ≤ 2,(
α(k¯i)∇(ui − u¯i),∇(ui − u¯i)
)
Ωi
+
(
(α(ki − k¯i))∇ui,∇(ui − u¯i)
)
Ωi
+ κi
(
|ui − uj|(ui − uj)− |u¯i − u¯j|(u¯i − u¯j),ui − u¯i
)
Γ
= 0.
En faisant la somme sur i, on obtient
2∑
i=1
(
α(k¯i)∇(ui − u¯i),∇(ui − u¯i)
)
Ωi
+
2∑
i=1
(
(α(ki − k¯i))∇ui,∇(ui − u¯i)
)
Ωi
+
(
|u1 − u2|(u1 − u2)− |u¯1 − u¯2|(u¯1 − u¯2), (u1 − u2)− (u¯1 − u¯2)
)
Γ
= 0,
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D’apre`s le Lemme 2, le terme suivant
(
|u1 − u2|(u1 − u2)− |u¯1 − u¯2|(u¯1 − u¯2), (u1 − u2)− (u¯1 − u¯2)
)
Γ
≥ 0,
est toujours positif, ceci entraˆıne que
2∑
i=1
(
α(k¯i)∇(ui − u¯i),∇(ui − u¯i)
)
Ωi
+
2∑
i=1
(
(α(ki − k¯i))∇ui,∇(ui − u¯i)
)
Ωi
≤ 0.
On a donc
ν
2∑
i=1
||∇(ui − u¯i)||20 ≤ ||α′||∞
2∑
i=1
||ki − k¯i||L6(Ωi)||∇u||L3(Ωi)d ||∇(ui − u¯i)||0,
≤M ||α′||∞
2∑
i=1
||ki − k¯i||L6(Ωi)||∇(ui − u¯i)||0,
≤M ||α′||∞
2∑
i=1
2
ν
||ki − k¯i||2L6(Ωi) +
2∑
i=1
ν
2
||∇(ui − u¯i)||20,
et donc
ν
2
2∑
i=1
||∇(ui − u¯i)||20 ≤
2Mc20c
2
p||α′||∞
ν
2∑
i=1
||∇(ki − k¯i)||20.
On obtient donc la seconde ine´galite´ de la relation (2.32),
2∑
i=1
||∇(ui − u¯i)||2 ≤
4||α′||2∞M2c20c2p
ν2
2∑
i=1
||∇(ki − k¯i)||20. (2.33)
Pour montrer que ki = k¯i, nous utilisons la meˆme technique que pour estimer
2∑
i=1
||∇(kn+1 − kn)||20.
Donc, en prenanant ϕi = ki− k¯i−Ri(ki− k¯i) comme fonction test de l’e´quation d’e´nergie
cine´tique turbulente, on trouve
ν
2∑
i=1
||∇(ki − k¯i)||20 ≤
7∑
j=1
Ij, (2.34)
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ou`,
I1 =
2∑
i=1
∣∣∣∣
(
α(k¯i)(|∇ui|2 − |u¯i|2), ki − k¯i
)
Ωi
∣∣∣∣,
I2 =
2∑
i=1
∣∣∣∣
(
(αi(ki)− αi(k¯i))|∇ui|2, ki − k¯i
)
Ωi
∣∣∣∣,
I3 =
2∑
i=1
∣∣∣∣
(
(γi(ki)− γi(k¯i))∇ki,∇(ki − k¯i)
)
Ωi
∣∣∣∣,
I4 =
2∑
i=1
∣∣∣∣
(
(γi(ki)− γi(k¯i))∇ki,∇Ri(ki − k¯i)
)
Ωi
∣∣∣∣,
I5 =
2∑
i=1
∣∣∣∣
(
αi(k¯i)(|∇ui|2 − |∇u¯i|2), Ri(ki − k¯i)
)
Ωi
∣∣∣∣,
I6 =
2∑
i=1
∣∣∣∣
(
(αi(ki)− αi(k¯i))|∇ui|2, Ri(ki − k¯i)
)
Ωi
∣∣∣∣,
I7 =
2∑
i=1
∣∣∣∣
(
γi(k¯i)∇(ki − k¯i),∇Ri(ki − k¯i)
)
Ωi
∣∣∣∣.
Les estimations de ces termes se font de la meˆme manie`re qu’auparavant. Si on de´signe
par δ, un re´el strictement positive, alors les relations suivantes sont satisfaites
∀j ∈ {1, .., 7}, Ij ≤ C2j
2∑
i=1
||∇(ki − k¯i)||20 +
ν
δ
2∑
i=1
||∇(ki − k¯i)||20, (2.35)
ou` les Cj sont des constantes strictement positives ne de´pendant que des donne´es
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Ωi, αi(·), γi(·), λ, κi et M . Les constantes Cj sont alors donne´es par
C21 =
4δM4c40c
4
p||α||2∞||α′||2∞
ν2
,
C22 =
δM4c20c
2
p||α′||2∞
ν
,
C23 =
δc20c
2
pM
2||γ′||2∞
ν
,
C24 =
δc2Rc
2
0c
4
pM
2||γ′||2∞
ν
,
C25 =
4δM4c40c
4
pc
2
R||α||2∞||α′||2∞
ν2
,
C26 =
δM4c40c
4
pc
2
R||α′||2∞
ν
, et
C27 =
32δM4λ2c2Rc
2
t c
2
0c
4
p||γ||2∞||α′||2∞
ν2
.
(2.36)
D’apre`s les relations (2.34) et (2.35), on conclut que
2∑
i=1
||∇(ki − k¯i)||20 ≤ K
2∑
i=1
||∇(ki − k¯i)||20,
ou` K =
7∑
j=1
C2j .
Donc, si on suppose que la viscosite´ ν est assez grande, alors K < 1, et donc ki = k¯i.
De plus, d’apre`s la relation (2.33), ui = u¯i. Il reste a` montrer que pi = p¯i. Pour cela, nous
utilisons le The´ore`me 5, pour tout 1 ≤ i ≤ 2, on a
βi||pi − p¯i||0 ≤ sup
vi∈Xi
bi(vi, pi − p¯i)
||vi||H1(Ωi)
.
Or
bi(vi, pi − p¯i) = −
(
αi(ki)∇ui − αi(k¯i)∇u¯i,∇vi
)
Ωi
−
(
|ui − uj|(ui − uj)− |u¯i − u¯j|(u¯i − u¯j),vi
)
Γ
.
Comme ki = k¯i et ui = u¯i, alors
bi(vi, pi − p¯i) = 0, =⇒ pi = p¯i.
D’ou` l’unicite´ de la solution dans l’espace W 1,3+ε(Ωi)
d × L2(Ωi)×W 1,3(Ωi).
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2.2.5 Conclusion
Dans ce chapitre, nous avons ge´ne´ralise´ les re´sultats obtenus dans le premier chapitre,
en proposant un sche´ma ite´ratif, dont la solution approche au mieux la solution du pro-
ble`me initial. Nous avons pu rendre l’e´tude de la convergence de l’algorithme associe´ au
mode`le du couplage oce´an/atmosphe`re, semblable a` celle conside´re´e dans le cas d’un seul
fluide, ceci est duˆ au Lemme 2 qui nous a permis de de´coupler les e´quations.
L’unicite´ de la solution dans l’espaceW 1,3+ε(Ωi)
d×L2(Ωi)×W 1,3(Ωi) est aussi prouve´e
pour des viscosite´s assez grandes. Par conse´quence, le sche´ma propose´ converge vers la
solution de´sire´e.
Afin de re´aliser des simulations nume´riques du couplage oce´an/atmosphe`re, nous avons
de´veloppe´ et inte´gre´ un code e´crit en C++ [69] dans le logiciel freefem3d. Ce code permet
la re´solution des e´quations aux de´rive´es partielles par une me´thode spectrale.
Deuxie`me partie
Re´solution des EDP par un code
spectral
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Chapitre 3
Une me´thode spectrale dans des
domaines a` ge´ome´tries complexes
3.1 Rappels sur la me´thode spectrale
Introduction
La me´thode spectrale utilise´e dans cette the`se repose sur l’approximation des solutions
d’e´quations aux de´rive´es partielles par les polynoˆmes de Legendre et sur l’utilisation de
bases tensorise´es des espaces d’approximation. Pour ces raisons, le domaine de base de
ces me´thodes est construit par tensorisation. Les discre´tisations spectrales sont obtenues
par une me´thode de galerkin avec inte´gration nume´rique. Pour e´valuer les inte´grales
apparaissant dans la formulation variationnelle, on utilise des formules de quadrature.
Pour plus de de´tails sur les me´thodes spectrales, on se reportera a` [13], [14], [21], [36],
[59]...
Une grande partie de l’analyse nume´rique de cette me´thode repose sur le fait que la
base de polynoˆmes est orthogonale. Nous avons choisi les polynoˆmes de Legendre, dont
on rappelle d’abord les principales proprie´te´s.
3.1.1 Rappels sur les polynoˆmes de Legendre
De´finition 1. On appelle famille des polynoˆmes de Legendre la famille (Ln)n de polynoˆmes
sur ]−1, 1[, deux a` deux orthogonaux dans l’espace L2(]−1, 1[) et tels que, pour tout entier
positif ou nul n, le polynoˆme Ln soit de degre´ n et ve´rifie : Ln(1) = 1.
On peut aussi de´finir les polynoˆmes de Legendre comme e´tant les solutions d’une
e´quation diffe´rentielle, voir [14].
Proposition 1 (E´quation diffe´rentielle). Pour tout entier n ≥ 0, le polynoˆme Ln ve´rifie
l’e´quation diffe´rentielle
d
dξ
((1− ξ2)L′n) + n(n+ 1)Ln = 0.
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Cette e´quation est a` la base des techniques de discre´tisation spectrale.
On donne une dernie`re de´finition des polynoˆmes de Legendre, par une relation de
re´currence qui sera utilise´e dans la mise en œuvre de la me´thode spectrale.
Proposition 2. La famille des polynoˆmes de Legendre (Ln)n est donne´e par les relations
L0(ξ) = 1 et L1(ξ) = ξ,
(n+ 1)Ln+1(ξ) = (2n+ 1)ξLn(ξ)− nLn−1(ξ), n ≥ 1.
A` titre d’exemple, on repre´sente les onze premiers polynoˆmes de Legendre, e´value´s par
la relation de re´currence donne´e dans la Proposition 2, en figure 4.13.
-1
-0.5
 0
 0.5
 1
-1 -0.5  0  0.5  1
L0
L1
L2
L3
L4
L5
L6
L7
L8
L9
L10
Fig. 3.1 – Les onze premiers polynoˆmes de Legendre.
3.1.2 Inte´gration nume´rique
La construction des formules de quadrature nume´rique se base sur les ze´ros et les ex-
trema des polynoˆmes de Legendre en particulier et n’importe quelle famille de polynoˆmes
orthogonaux en general. Pour calculer nume´riquement les inte´grales, nous avons utilise´ les
formules de quadrature de Gauss et de Gauss-Lobatto, qui sont exactes pour des poly-
noˆmes de degre´ e´leve´, on re´fe`re a` [12], [28] et [29] pour leur analyse nume´rique comple`te.
On de´signe par Pk(]− 1, 1[), k e´tant un entier positif, l’espace vectoriel des polynoˆmes de
degre´ infe´rieur ou e´gal a` k.
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Dans la proposition suivante, on approche une inte´grale sur ] − 1, 1[ par la formule de
quadrature de Gauss suivante.
Proposition 3 (Gauss). Soit N un entier positif fixe´. Il existe un unique ensemble de N
points ξj de ] − 1, 1[, 1 ≤ j ≤ N , et un unique ensemble de N re´els ωj, 1 ≤ j ≤ N , tels
que l’e´galite´ suivante ait lieu pour tout polynoˆme P de P2N−1(]− 1, 1[)
∫ 1
−1
P (ζ) dζ =
N∑
j=1
P (ξj)ωj.
Remarque 3. Les nœuds ξj, sont les ze´ros du polynoˆme LN . Les poids ωj, 1 ≤ j ≤ N ,
sont positifs.
La formule de quadrature que nous avons utilise´e dans cette the`se diffe`re de celle cite´e
au-dessus par le fait que les extre´mite´s −1 et 1 de l’intervalle sont des nœuds de la formule,
voir [14] (chapitre II, Lemme 3.4 et Lemme 3.5).
Proposition 4 (Gauss-Lobatto). Soit N un entier positif fixe´. On pose ξ0 = −1 et
ξN = 1. Il existe un unique ensemble de N − 1 points ξj de ] − 1, 1[, 1 ≤ j ≤ N − 1, et
un unique ensemble de N + 1 re´els ρj, 0 ≤ j ≤ N , tels que l’e´galite´ suivante ait lieu pour
tout polynoˆme P de P2N−1(]− 1, 1[)
∫ 1
−1
P (ζ) dζ =
N∑
j=1
P (ξj)ρj.
Les noeuds ξj, 1 ≤ j ≤ N−1, sont les ze´ros du polynoˆme L′N . Les poids ρj, 0 ≤ j ≤ N ,
sont positifs et ils sont donne´s par la formule suivante,
ρ0 = ρN =
2
N(N + 1)
,
ρj =
2
N(N + 1)L2N(ξj)
, ∀1 ≤ j ≤ N − 1.
Le tableau 4.2, ci-dessous, repre´sente les noeuds de Gauss-Lobatto et les poids associe´s,
pour N = 10.
3.1.3 Erreur d’approximation polynoˆmiale
Notations On pose D =]− 1, 1[d.
– On note ΠN l’ope´rateur de projection de L
2(D) sur PN(D) pour le produit scalaire
usuel de L2(D), de´finit par
∀v ∈ L2(D), ΠN(v) ∈ PN(D), et
∀wN ∈ PN(D),
∫
D
ΠNv wN dx =
∫
D
wN v dx.
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i = ξi ρi
0 -1.000000 0.0181818
1 -0.934001 0.1096120
2 -0.784483 0.1871700
3 -0.565235 0.2480480
4 -0.295758 0.2868790
5 00.000000 0.3002180
6 0.2957580 0.2868790
7 0.5652350 0.2480480
8 0.7844830 0.1871700
9 0.9340010 0.1096120
10 1.0000000 0.0181818
Tab. 3.1 – Nœuds de Gauss-Lobatto (colonne de milieu) calcule´s par la me´thode de
dichotomie, et les poids associe´s (colonne de droite), pour N = 10.
– On note Π1N l’ope´rateur de projection orthogonale de H
1(D) sur PN(D) pour le
produit scalaire associe´ a` la norme || · ||H1(D), de´finit par
∀v ∈ H1(D), Π1Nv ∈ P1N(D), et
∀wN ∈ PN(D),
∫
D
∇(v − Π1Nv) · ∇wN dx+
∫
D
(v − Π1Nv) · wN dx = 0.
The´ore`me 13. Pour tout entier m ≥ 1, il existe une constante c > 0 ne de´pendant que
de m telle que, pour toute fonction ϕ ∈ Hm(D), on ait
||ϕ− ΠNϕ||L2(D) ≤ cN−m||ϕ||Hm(D), (3.1)
||ϕ− Π1Nϕ||L2(D) ≤ cN−m||ϕ||Hm(D), (3.2)
et
|ϕ− Π1Nϕ|H1(D) ≤ cN1−m||ϕ||Hm(D). (3.3)
La preuve de ce The´ore`me est donne´e dans [14], (voir chapitre III, The´ore`me 1.2 pour
d = 1, et chapitre III, The´ore`mes 2.4 et 2.9 pour d ≥ 2). Notons que pour d ≥ 2, la preuve
utilise´e est base´e sur un argument de tensorisation.
3.2 Me´thode spectrale dans des domaines a` ge´ome´-
tries complexes
3.2.1 Description de la me´thode
Dans ce chapitre, on propose une extension de la me´thode spectrale dans un domaine
quelconque Ω de Rd. Une e´tude de la me´thode est faite dans [14] (chapitre VI), ou` on
s’inte´resse aux cas
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• ou` Ω est l’image du carre´ ou du cube par une transformation re´gulie`re, voir par
exemple orszag [26], et maday-rønquist [56],
• ou` Ω est l’union de rectangles ou paralle´le´pipe`des rectangles, voir par exemple
quarteroni-valli [66], et canuto-hussaini-quarteroni-zang dans [23], [22]
pour d’autres applications de cette me´thode.
On se place tout d’abord dans un cadre abstrait permettant une analyse des proble`mes
variationnels et aux limites qui nous inte´resseront par la suite.
Conside´rons donc deux espaces de Hilbert H0 ⊂ H.
Soient a et ℓ deux formes, respectivement biline´aire et line´aire, qui sont toutes deux
continues sur H. De plus, a est coercive sur H0.
Les hypothe`ses du lemme de Lax-Milgram sont ve´rifie´es, et donc, le proble`me
Trouver u ∈ H0, telle que
a(u, v) = ℓ(v) ∀v ∈ H0,
(3.4)
admet une solution unique.
Soit δ un parame`tre de discre´tisation. On approche l’espace H0 par un sous-espace Hδ
de dimension finie, de´finit par
Hδ = PNx ⊗ PNy ⊗ PNz , (3.5)
ou` PNx est l’ensemble des polynoˆmes de degre´ infe´rieur ou e´gales Nx dans la direction x,
(de meˆme pour PNy et PNz ). On cherche alors la solution du proble`me discre´tise´
Trouver uδ ∈ Hδ, telle que
a(uδ, q) = ℓ(q), ∀ q ∈ Hδ.
(3.6)
L’existence et l’unicite´ de la solution du proble`me (3.6) sont assure´es par le lemme de
Lax-Milgram.
3.2.2 Conditions aux limites naturelles
Conside´rons d’abord un proble`me aux limites de type robin.
u−∆ u = f, dans Ω,
α u+ ∂n u = g, sur ∂Ω,
(3.7)
ou` f ∈ L2(Ω), g ∈ H 12 (∂Ω) et α ∈ R+.
Le proble`me (3.7) admet la formulation variationnelle suivante
Trouver u ∈ H1(Ω), telle que
∀ v ∈ H1(Ω),
∫
Ω
u v +
∫
Ω
∇ u · ∇ v + α
∫
∂Ω
u v =
∫
Ω
f v +
∫
∂Ω
g v.
(3.8)
On approche le proble`me (3.8) par le proble`me suivant
Trouver uδ ∈ Hδ, tel que
∀ q ∈ Hδ,
∫
Ω
uδ q +
∫
Ω
∇ uδ · ∇ q + α
∫
∂Ω
uδ q =
∫
Ω
f q +
∫
∂Ω
g q.
(3.9)
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La difficulte´ consiste a` bien calculer les inte´grales sur Ω et ∂Ω. Pour calculer les inte´grales
sur Ω, on partitionne le domaine Ω en un nombre fini de paralle´le´pipe`des, sur lesquels
on utilise la formule de quadrature de Gauss-Lobatto. En ce qui concerne le calcul des
inte´grales sur le bord ∂Ω, on cre´e un maillage de la surface par des triangles (par exemple),
sur lesquels on utilise la formule de Gauss ad-hoc. Maintenant nous allons e´tudier les
estimations erreurs a priori.
3.3 Estimations d’erreurs a priori
3.3.1 Erreur d’approximation polynoˆmiale
Pour donner des estimations d’erreurs d’approximation polynoˆmiale sur Ω, semblables
a` celles donne´es dans le The´ore`me 13, nous avons besoin d’un The´ore`me de prolongement,
que l’on trouve dans [38], (voir The´ore`me 7.25, page 170).
The´ore`me 14 (extension line´aire). Soit Ω un ouvert connexe de Rd, dont le bord ∂Ω
est de classe Cm−1,1, avec m ≥ 1, et soit D un ouvert tel que Ω¯ ⊂ D. Il existe alors un
ope´rateur d’extension line´aire continu E de Hm(Ω) dans Hm0 (D) tel que
Ev|Ω = v, et
||Ev||Hm(D) ≤ C(D,Ω,m)||v||Hm(Ω), ∀ v ∈ Hm(Ω).
Soient Π1,ΩN l’ope´rateur de projection de H
1(Ω) sur PN(Ω), et Π
Ω
N l’ope´rateur de pro-
jection de L2(Ω) sur PN(Ω).
The´ore`me 15. Soit Ω un ouvert connexe de Rd, dont le bord ∂Ω est de classe Cm−1,1,
avec m ≥ 1, et soit u ∈ Hm(Ω), alors il existe une constante c, strictement positive, ne
de´pendant que de Ω et m, telle que
||u− ΠΩNu||L2(Ω) ≤ cN−m||u||Hm(Ω), (3.10)
et
||u− Π1,ΩN u||H1(Ω) ≤ cN1−m||u||Hm(Ω). (3.11)
De´monstration. Nous ne montrerons que la relation (3.11), l’autre relation s’obtient de la
meˆme manie`re.
Soit D un paralle´le´pipe`de de Rd, contenant strictement Ω, d’apre`s le The´ore`me 14 d’ex-
tension line´aire, il existe un ope´rateur line´aire E, continu de Hm(Ω) dans Hm0 (D), tel
que
Eu|Ω = u, et
||Eu||Hm(D) ≤ C(D,Ω,m) ||u||Hm(Ω).
(3.12)
Soit Π1,DN l’ope´rateur de projection de H
1(D) sur PN(D), alors on a
||Π1,ΩN u− u||H1(Ω) = ||Π1,ΩN (Eu)− Eu||H1(Ω),
≤ ||q − Eu||H1(Ω), (∀q ∈ PN)
=⇒ ||Π1,ΩN u− u||H1(Ω) ≤ ||Π1,DN (Eu)− Eu||H1(Ω), (pour q = Π1,DN (Eu))
≤ ||Π1,DN (Eu)− Eu||H1(D), (car Ω ⊂ D).
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Comme Eu ∈ Hm(D), et D est un paralle´le´pipe`de de Rd, les relations (3.2) et (3.3) du
The´ore`me 13, entraˆınent qu’il existe une constante c1 strictement positive, qui ne de´pend
que de m, telle que
||Π1,DN (Eu)− Eu||L2(D) ≤ c1N−m||Eu||Hm(D), et
|Π1,DN (Eu)− Eu|H1(D) ≤ c1N1−m||Eu||Hm(D).
donc
||Π1,ΩN u− u||H1(Ω) ≤ c1
√
N−2m +N2(1−m)||Eu||Hm(D),
≤ 2c1N1−m||Eu||Hm(D).
Donc pour tout paralle´le´pipe`de D, contenant strictement Ω, la relation (3.12) implique
||Π1,ΩN (u)− u||H1(Ω) ≤ 2C(D,Ω,m) c1N1−m||u||Hm(Ω),
≤ 2 inf
D⊃Ω¯
C(D,Ω,m) c1N
1−m||u||Hm(Ω),
≤ cN1−m||u||Hm(Ω),
ou` c est une constante strictement positive, ne de´pendant que de m et de Ω.
3.3.2 Estimations a priori
Soit A un ope´rateur elliptique de second ordre sur Ω, et soit B un ope´rateur d’ordre
r (r = 0 ou 1) sur ∂Ω, tels que
• A est de la forme
Au = −
d∑
i,j=1
∂
∂xi
(aij
∂
∂xj
)u+ a0u, (3.13)
• et B est soit l’identite´ si r = 0, soit
Bu = b0u+
d∑
i=1
bi
∂
∂xi
u, (3.14)
sinon.
De plus, les aij et les bi, ve´rifient les proprie´te´s suivantes :
• aij et bi sont des fonctions uniforme´ment lipschitziennes,
• aij = aji, 1 ≤ i, j ≤ d, et il existe α > 0, telle que
d∑
i,j=1
aij(x)ξiξj ≥ α|ξ|2 ∀x ∈ Ω¯ et ξ ∈ Rd, (3.15)
• de plus, a0 est une fonction positive, presque partout dans Ω¯,
• et b0 +
d∑
i=1
bini > 0 sur ∂Ω, ou` n = (ni)1≤i≤d est le vecteur normal a` ∂Ω.
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Conside´rons le proble`me aux limites suivant
Au = f dans Ω,
γBu = g sur ∂Ω,
(3.16)
ou` γ est l’ope´rateur trace sur ∂Ω. On a le The´ore`me suivant, voir grisvard [41], The´ore`me
2.4.2.6.
The´ore`me 16. Soit Ω un ouvert borne´ de Rd tel que ∂Ω est de classe C1,1. Pour toutes
fonctions f ∈ Lp(Ω) et g ∈ W 1− 1p ,p(∂Ω), il existe une unique solution u ∈ W 2,p(Ω) du
proble`me (3.16).
On se place maintenant dans le cas particulier, ou` les fonctions bi satisfont
∀1 ≤ i ≤ d, γbi =
d∑
j=1
γaij nj, et γb0 ≥ 0. (3.17)
Ainsi, le proble`me (3.16) admet la formulation variationnelle suivante
Trouver u ∈ H1(Ω), telle que
a(u, v) = ℓ(v), ∀v ∈ H1(Ω), (3.18)
ou`
a(u, v) =
∫
Ω
a0 uv +
d∑
i,j=1
∫
Ω
aij
∂u
∂xi
∂v
∂xi
+
∫
∂Ω
b0 uv, (3.19)
et
ℓ(v) =
∫
Ω
fv +
∫
∂Ω
gv. (3.20)
D’apre`s les hypothe`ses (3.15) et (3.17), pour tout u, v ∈ H1(Ω), on a
a(u, v) ≤
(
sup
x∈Ω
|a0(x)|+ max
1≤i,j≤d
sup
x∈Ω
|aij(x)|+ c2 sup
x∈Ω
|b0(x)|
)
||u||H1(Ω)||v||H1(Ω), et
ℓ(v) ≤
(
||f ||0 + sup
x∈Ω
|b0(x)| ||g||0
)
||v||H1(Ω),
ou` c est la constante de continuite´ de l’ope´rateur trace de H1(Ω) dans H
1
2 (∂Ω). De plus,
puisque a0 est positive sur Ω¯, et b0 est positive sur ∂Ω, alors pour tout u ∈ H1(Ω)
α||u||2H1(Ω) ≤ a(u, u).
Les formes a et b sont donc continues, et en plus a est coercive. D’apre`s le Lemme de
Lax-Milgram, il existe une unique solution u ∈ H1(Ω) du proble`me variationnel (3.18).
Notons cα et c
′
α les normes de continuite´ et coercivite´ de la forme biline´aire a, c’est-a`-dire
cα = inf
u,v∈H1(Ω)
|a(u, v)|
||u||H1(Ω)||v||H1(Ω) , et
c′α = sup
u∈H1(Ω)
|a(u, u)|
||u||2H1(Ω)
.
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On a donc les relations suivantes :
|a(u, v)| ≤ cα||u||H1(Ω)||v||H1(Ω), (3.21)
et
a(u, u) ≥ c′α||u||2H1(Ω). (3.22)
On approche donc, le proble`me (3.18), par le proble`me discret suivant
a(uδ, q) = ℓ(q), ∀q ∈ Hδ. (3.23)
Puisque Hδ ⊂ H1(Ω), on choisit v = q dans (3.18) et on retranche la formulation varia-
tionnelle au proble`me discret (3.23). On a donc
a(u− uδ, q) = 0, ∀q ∈ Hδ. (3.24)
On peut interpre´ter ce proble`me en terme d’optimisation. uδ, solution de (3.23), est aussi
la solution du proble`me de minimisation suivant
Trouver uδ ∈ Hδ, telle que,
J(uδ) = min
q∈Hδ
J(q),
ou` J(q) = a(u− q, u− q),
(3.25)
et ve´rifie donc
a(u− uδ, u− uδ) ≤ a(u− q, u− q), ∀q ∈ Hδ.
En particulier pour q = Π1,ΩN u, la projection de u sur Hδ = PN ⊗ PN ⊗ PN = l’ensemble
des polynoˆmes de degre´ infe´rieur ou e´gal N dans chaque direction, on a
a(u− uδ, u− uδ) ≤ a(Π1,ΩN u− uδ,Π1,ΩN u− uδ).
Donc
||u− uδ||2H1(Ω) ≤
cα
c′α
||Π1,ΩN u− u||2H1(Ω). (3.26)
The´ore`me 17. Soit Ω un ouvert connexe de Rd, dont le bord ∂Ω est de classe Cm−1,1,
pour m ≥ 1, (Ω est suppose´ convexe pour m = 1). Soient u la solution du proble`me
(3.18), et uδ celle de (3.23). Si u ∈ Hm(Ω), il existe une constante c, strictement positive,
ne de´pendant que de Ω, m et α, telle que
||u− uδ||H1(Ω) ≤ cN1−m||u||Hm(Ω), (3.27)
et
||u− uδ||0 ≤ cN−m||u||Hm(Ω). (3.28)
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De´monstration. L’estimation (3.27) est une conse´quence directe de la relation (3.26) et
du The´ore`me 15. Il reste a` montrer (3.28). Pour cela, on utilise la me´thode de dualite´
d’aubin-nitsche [62],
||u− uδ||0 = sup
g∈L2(Ω)
∫
Ω
g(x)(u− uδ)(x) dx
||g||0 . (3.29)
Pour toute fonction g ∈ L2(Ω), on conside`re la solution w ∈ H1(Ω) du proble`me
∀v ∈ H1(Ω), a(w, v) =
∫
Ω
g(x)v(x) dx. (3.30)
Puisque Ω est de classe Cm−1,1, ou convexe si m = 1, la fonction w ∈ H2(Ω) et ve´rifie
||w||H2(Ω) ≤ c(Ω)||g||0. (3.31)
Soit wδ ∈ Hδ la solution du proble`me
∀q ∈ Hδ, a(wδ, q) =
∫
Ω
wδ(x)q(x) dx. (3.32)
D’apre`s (3.24), pour tout q ∈ Hδ
a(w − wδ, q) = 0. (3.33)
Prenons v = u− uδ dans l’e´quation (3.30), et utilisons la relation (3.24). On obtient∫
Ω
g(x)(u− uδ)(x) dx = a(w − wδ, u− uδ).
Comme la forme biline´aire a(·, ·) est continue, alors∫
Ω
g(x)(u− uδ)(x) dx ≤ cα||w − wδ||H1(Ω)||u− uδ||H1(Ω).
En appliquant la premie`re ine´galite´ (3.27) de ce The´ore`me, et la relation (3.31), on obtient∫
Ω
g(x)(u− uδ)(x) dx ≤ cαc2
(
N−1||w||H2(Ω)
)(
N1−m||u||Hm(Ω)
)
≤ c(Ω)cαc2N−m||u||Hm(Ω)||g||0.
Donc, pour toute fonction g ∈ L2(Ω), il existe une constante c, ne de´pendant que de Ω,
telle que ∫
Ω
g(x)(u− uδ)(x) dx
||g||0 ≤ cN
−m||u||Hm(Ω). (3.34)
Ce qui ache`ve la de´monstration de ce The´ore`me.
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3.4 Proble`me aux limites de type Dirichlet
3.4.1 Pe´nalisation
Dans cette partie, nous conside´rons la prise en compte des conditions aux limites de
type dirichlet par une technique de pe´nalisation. Cette technique est due a` nitsche
au de´but des anne´es 70, voir [63]. On peut aussi voir [45].
La pe´nalisation en volume est une technique souvent employe´e en me´canique des
fluides, pour le traitement des obstacles. Pour imposer u = 0 dans ω ⊂ Ω, on ajoute
un terme de type
∫
ω
u · v aux e´quations de Navier-Stokes
∫
Ω
∂
∂t
u · v +
∫
Ω
∇u · ∇v +
∫
Ω
(u · ∇u) · v + 1
ε
∫
ω
u · v +
∫
Ω
u · ∇p = 0,
sous la contrainte ∇ · u = 0. Cette technique est souvent utilise´e pour des me´thodes ten-
sorielles (diffe´rences finies, par exemple) qui ne permettent pas une bonne approximation
de la ge´ome´trie (voir [24] et [27]). On s’inte´resse ici a` un autre genre de pe´nalisation,
(me´thode de nitsche [63]) non pas volumique, mais surfacique, qui revient dans le cas
d’ope´rateur du second ordre a` approcher une condition aux limites de type dirichlet
par une condition de robin,
1
ε
u+ ∂nu =
1
ε
g, sur ∂Ω remplace u = g sur ∂Ω,
ou` ε est un re´el positif, que l’on fera tendre vers 0. On re´fe`re aux [3], [5] et [49], pour
l’analyse mathe´matique de la me´thode de pe´nalisation.
Dans ce qui suit on s’inte´ressera surtout aux proble`mes de type dirichlet, puisque
pour les conditions aux limites de robin et neumann l’ope´rateur n’est pas modifie´ et
l’analyse est donc standard.
3.4.2 Proble`me abstrait
On conside`re le proble`me suivant
Trouver u ∈ H10 (Ω) telle que
a(u, v) = ℓ(v) ∀v ∈ H10 (Ω),
(3.35)
ou` a(·, ·) et ℓ(·) sont deux formes, respectivement biline´aire et line´aire, qui sont toutes
deux continues sur H10 (Ω). De plus a est coercive.
La technique de pe´nalisation consiste a` construire un autre proble`me aux limites, de la
forme
Trouver uε ∈ H1(Ω) telle que
aε(uε, vε) = ℓ(vε) ∀vε ∈ H1(Ω),
(3.36)
ou` aε(·, ·) est une forme biline´aire continue et coercive sur H1(Ω).
Pour simplifier l’analyse, on s’inte´resse au cas particulier
−∆u = f dans Ω,
u = 0 sur ∂Ω.
(3.37)
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On cherche donc u ∈ H10 (Ω) solution de (3.35), et uε ∈ H1(Ω) solution de (3.36), avec
a(u, v) =
∫
Ω
∇u · ∇v,
aε(uε, v) = a(uε, v) +
1
ε
∫
∂Ω
uε v,
et ℓ(v) =
∫
Ω
fv.
(3.38)
3.4.3 Estimations d’erreurs
Dans ce paragraphe, nous allons estimer l’erreur entre la solution du proble`me (3.35)
et la solution du proble`me discre´tise´
Trouver uδε ∈ Hδ telle que
aε(u
δ
ε, q) = ℓ(q) ∀q ∈ Hδ.
(3.39)
Pour cela, nous utilisons l’ine´galite´ triangulaire suivante
||uδε − u||H1(Ω) ≤ ||uδε − uε||H1(Ω) + ||uε − u||H1(Ω). (3.40)
On sait que uε est la solution d’un proble`me aux limites de type Robin, et u
δ
ε est la solution
du proble`me discret associe´. Si en plus uε ∈ Hm(Ω), m ≥ 1, alors on estime ||uδε−uε||H1(Ω)
graˆce au The´ore`me 17. Il existe donc une constante c, ne de´pendant que de m et Ω, telle
que
||uδε − uε||H1(Ω) ≤ cN1−m||uε||Hm(Ω). (3.41)
On va commencer par citer ce The´ore`me, voir par exemple [19], [50] et [57].
The´ore`me 18. Soit H un espace de Hilbert muni du produit scalaire (·, ·) et de la norme
associe´e || · ||. Soient a et b, deux formes biline´aires continues et positives telles que
• ker a est un espace de dimension finie ;
• ∃ c > 0 telle que a(v, v) ≥ c||v||2, ∀v ∈ (ker a)⊥ ;
• ker a ∩ ker b = {0}.
Soit ε > 0, on de´finit alors la forme biline´aire
aε = a+
1
ε
b.
Soit maintenant f ∈ H ′ et soit H0 = ker b. On de´finit les deux proble`mes suivants
Trouver u ∈ H0, tel que
a(u, v) =< f, v >H′,H ∀v ∈ H0,
(3.42)
Trouver uε ∈ H, tel que
aε(uε, v) =< f, v >H′,H ∀v ∈ H.
(3.43)
Alors, les proble`mes (3.42) et (3.43) sont bien pose´s, et la suite (uε)ε>0 converge fortement
vers u quand ε→ 0.
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Le re´sultat d’estimation d’erreur suivant est inspire´ de babusˇka, dans [5]
The´ore`me 19. Les proble`mes (3.35) et (3.36) sont bien pose´s, et la suite (uε)ε>0 converge
fortement vers u, quand ε→ 0, et en plus nous avons l’estimation d’erreur suivante
||uε − u||H1(Ω) ≤ c
√
ε
∣∣∣∣
∣∣∣∣∂u∂n
∣∣∣∣
∣∣∣∣
L2(∂Ω)
, (3.44)
ou` c est une constante inde´pendante de ε.
De´monstration. Ve´rifions tout d’abord les hypothe`ses du The´ore`me 18, dans notre cas.
• La dimension du ker a est finie. En effet, si u ∈ ker a, alors ||∇u||0 = 0, donc u est
une constante. On en de´duit que ker a = R, donc de dimension 1.
• Soit v ∈ ker(a)⊥, donc
∫
Ω
u = 0. Comme Ω est un ouvert borne´ connexe de classe
C1, alors on peut utiliser l’ine´galite´ de Poincare´-Wirtinger (voir [17] chapitre IX,
Commentaire A). Il existe donc une constante C telle que
||u− u¯||0 ≤ C||∇u||0 avec u¯ = 1
mes(Ω)
∫
Ω
u.
Mais u¯ = 0, donc
||u||20 ≤ C2||∇u||20, et aussi ||u||20 + ||∇u||20 ≤ (1 + C2)||∇u||20.
On conclut alors qu’il existe une constante C > 0, telle que pour tout u dans
(ker a)⊥, on a
a(u, u) ≥ 1
1 + C2
||u||2H1(Ω),
d’ou` la coercivite´ de la forme a.
• ker a ∩ ker b = {0}. En effet, soit ξ une constante appartenant a` ker b. Donc elle
ve´rifie
∫
∂Ω
ξ2 = 0. Comme la mesure de ∂Ω est strictement positive, alors ξ = 0.
Toutes les hypothe`ses du The´ore`me 18 sont ve´rifie´es. Donc la suite (uε)ε>0 converge for-
tement vers u, quand ε → 0. Il reste a` prouver l’estimation (3.44). On cherche donc
u ∈ H10 (Ω), telle que∫
Ω
∇u · ∇v =
∫
Ω
fv +
∫
∂Ω
∂u
∂n
v ∀v ∈ H1(Ω).
Comme u = 0 sur ∂Ω, on peut aussi e´crire∫
Ω
∇u · ∇v + 1
ε
∫
∂Ω
u v =
∫
Ω
fv +
∫
∂Ω
∂u
∂n
v ∀v ∈ H1(Ω). (3.45)
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En faisant la diffe´rence entre la relation (3.45) et (3.36), on obtient
∫
Ω
∇(u− uε) · ∇v + 1
ε
∫
∂Ω
(u− uε) v =
∫
∂Ω
∂u
∂n
v, ∀v ∈ H1(Ω).
En choisissant v = u− uε, on obtient
|u− uε|2H1(Ω) +
1
ε
||u− uε||2L2(∂Ω) =
∫
∂Ω
∂u
∂n
(u− uε),
=
∫
∂Ω
√
ε
∂u
∂n
· 1√
ε
(u− uε).
En utilisant l’ine´galite´ 2ab ≤ a2 + b2, ∀ a, b ∈ R, il vient
|u− uε|2H1(Ω) +
1
ε
||u− uε||2L2(∂Ω) ≤
1
2ε
||u− uε||2L2(∂Ω) +
ε
2
∣∣∣∣
∣∣∣∣∂u∂n
∣∣∣∣
∣∣∣∣
2
L2(∂Ω)
,
soit
|u− uε|2H1(Ω) +
1
2ε
||u− uε||2L2(∂Ω) ≤
ε
2
∣∣∣∣
∣∣∣∣∂u∂n
∣∣∣∣
∣∣∣∣
2
L2(∂Ω)
, (3.46)
pour un ε assez petit (ε <
1
2
), on a
|u− uε|2H1(Ω) + ||u− uε||2L2(∂Ω) ≤
ε
2
∣∣∣∣
∣∣∣∣∂u∂n
∣∣∣∣
∣∣∣∣
2
L2(∂Ω)
. (3.47)
Pour conclure, on applique l’ine´galite´ suivante, qui est une variante de l’ine´galite´ de Poin-
care´.
Proposition 5 (Ine´galite´ de Poincare´). Soit Ω un ouvert borne´ de Rd, il existe une
constante C(Ω) re´elle, strictement positive, ne de´pendant que de Ω, telle que pour tout
v ∈ H1(Ω), on a l’ine´galite´
||∇v||2L2(Ω) + ||v||2L2(∂Ω) ≥ C(Ω)||v||2H1(Ω). (3.48)
On a aussi l’estimation suivante
The´ore`me 20. Soient u et uε les solutions des proble`mes (3.35) et (3.36). Il existe alors
une constante c, ne de´pendant que du domaine Ω, telle que l’estimation suivante est
satisfaite
||u− uε||0 ≤ cε||∂u
∂n
||L2(∂Ω). (3.49)
Remarque 4. Pour ce The´ore`me, il suffit que Ω soit convexe ou que ∂Ω soit de classe
C1,1.
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De´monstration. Pour la preuve de ce The´ore`me, on utilise la me´thode de dualite´ d’aubin-
nitsche [62],
||u− uε||0 = sup
g∈L2(Ω)
∫
Ω
(u− uε)(x)g(x) dx
||g||0 . (3.50)
Pour toute fonction g ∈ L2(Ω), on conside`re la solution w dans H10 (Ω) du proble`me
−∆w = g dans Ω,
w = 0 sur ∂Ω.
(3.51)
Cette solution ve´rifie la formulation variationnelle suivante
∀v ∈ H10 (Ω),
∫
Ω
∇w(x) · ∇v(x) dx =
∫
Ω
g(x)v(x) dx. (3.52)
Puisque Ω est convexe ou ∂Ω est de classe C1,1, la fonction w appartient a` H2(Ω) et ve´rifie
||w||H2(Ω) ≤ c(Ω)||g||0. (3.53)
Pour tout v ∈ H1(Ω), l’e´quation (3.52) s’e´crit,∫
Ω
∇w(x) · ∇v(x) dx =
∫
Ω
g(x)v(x) dx+
∫
∂Ω
∂w(s)
∂n
v(s) ds, (3.54)
en particulier pour v = u− uε, on a∫
Ω
∇w(x) · ∇(u− uε)(x) dx =
∫
Ω
g(x)(u− uε)(x) dx+
∫
∂Ω
∂w(s)
∂n
(u− uε)(s) ds. (3.55)
D’autre part, u et uε sont les solutions des proble`mes (3.35) et (3.36). En prenant v = w
dans (3.35) et (3.36), on obtient∫
Ω
∇u(x) · ∇w(x) dx =
∫
Ω
f(x)w(x) dx, (3.56)
et ∫
Ω
∇uε(x) · ∇w(x) dx+ 1
ε
∫
∂Ω
w(s)uε(s) ds =
∫
Ω
f(x)w(x) dx.
Comme w ∈ H10 (Ω), la dernie`re e´quation devient∫
Ω
∇uε(x) · ∇w(x) dx =
∫
Ω
f(x)w(x) dx. (3.57)
La diffe´rence des deux relations (3.56) et (3.57), donne∫
Ω
∇(u− uε)(x) · ∇w(x) dx = 0. (3.58)
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Ainsi, d’apre`s (3.55), on a∫
Ω
g(x)(u− uε)(x) dx = −
∫
∂Ω
∂w(s)
∂n
(u− uε)(s) ds,
≤
∣∣∣∣
∣∣∣∣∂w∂n
∣∣∣∣
∣∣∣∣
L2(∂Ω)
||u− uε||L2(∂Ω).
D’apre`s la relation (3.46), on a aussi l’estimation de ||u− uε||L2(∂Ω),
||u− uε||L2(∂Ω) ≤ ε
∣∣∣∣
∣∣∣∣∂u∂n
∣∣∣∣
∣∣∣∣
L2(∂Ω)
, (3.59)
et donc ∫
Ω
g(x)(u− uε)(x) dx ≤ ε
∣∣∣∣
∣∣∣∣∂w∂n
∣∣∣∣
∣∣∣∣
L2(∂Ω)
∣∣∣∣
∣∣∣∣∂u∂n
∣∣∣∣
∣∣∣∣
L2(∂Ω)
,
≤ ε
∣∣∣∣
∣∣∣∣∂u∂n
∣∣∣∣
∣∣∣∣
L2(∂Ω)
∣∣∣∣
∣∣∣∣∂w∂n
∣∣∣∣
∣∣∣∣
H
1
2 (∂Ω)
.
D’apre`s [41], (voir The´ore`me I.2.19), il existe une constante c′(Ω), ne de´pendant que de
Ω, telle que ∣∣∣∣
∣∣∣∣∂w∂n
∣∣∣∣
∣∣∣∣
H
1
2 (∂Ω)
≤ c′(Ω)||w||H2(Ω).
De plus, d’apre`s la relation (3.53), la dernie`re ine´galite´ devient∣∣∣∣
∣∣∣∣∂w∂n
∣∣∣∣
∣∣∣∣
H
1
2 (∂Ω)
≤ c′(Ω)c(Ω)||g||L2(Ω).
Donc pour toute fonction g ∈ L2(Ω), on a∫
Ω
g(x)(u− uε)(x) dx
||g||L2(Ω) ≤ C(Ω)ε
∣∣∣∣
∣∣∣∣∂u∂n
∣∣∣∣
∣∣∣∣
L2(∂Ω)
.
On conclut alors qu’il existe une constante c, ne de´pendant que de Ω, telle que
||u− uε||0 ≤ cε
∣∣∣∣
∣∣∣∣∂u∂n
∣∣∣∣
∣∣∣∣
L2(∂Ω)
.
Ceci ache`ve la preuve de ce The´ore`me.
Les estimations d’erreur entre la solution du proble`me (3.35) et le proble`me discret
(3.39) sont donne´es dans le The´ore`me suivant
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The´ore`me 21. Soit Ω un ouvert connexe de Rd, dont le bord ∂Ω est de classe Cm−1,1,
avec m ≥ 1, et soient u la solution du proble`me (3.35), et uδε celle du (3.39). Si u ∈ Hm(Ω),
alors il existe une constante c, strictement positive, ne de´pendant que de Ω et de m, telle
que
||u− uδε||H1(Ω) ≤ c
(
N1−m||f ||Hm−2(Ω) +
√
ε
∣∣∣∣
∣∣∣∣∂u∂n
∣∣∣∣
∣∣∣∣
L2(∂Ω)
)
, (3.60)
et
||u− uδε||0 ≤ c
(
N−m||f ||Hm−2(Ω) + ε
∣∣∣∣
∣∣∣∣∂u∂n
∣∣∣∣
∣∣∣∣
L2(∂Ω)
)
. (3.61)
De´monstration. Commenc¸ons par montrer que si u ∈ Hm(Ω), alors force´ment la solution
du proble`me (3.36), uε est dans H
m(Ω). Cela provient du fait que −∆uε = f , dans Ω,
avec les conditions de Robin sur le bord ∂Ω, qui est de classe Cm−1,1, et f ∈ Hm−2(Ω),
m ≥ 2. D’apre`s les estimations (3.27), (3.28), et les The´ore`mes 17, 19 et 20, il existe deux
constantes c et c1 inde´pendantes de ε, telles que
||uδε − u||H1(Ω) ≤ ||uδε − uε||H1(Ω) + ||uε − u||H1(Ω), et
||uδε − u||0 ≤ ||uδε − uε||0 + ||uε − u||0.
donc
||uδε − u||H1(Ω) ≤ cN1−m||uε||Hm(Ω) + c1
√
ε||∂u
∂n
||L2(∂Ω), (3.62)
et
||uδε − u||0 ≤ cN−m||uε||Hm(Ω) + c1ε||
∂u
∂n
||L2(∂Ω). (3.63)
On est donc ramene´ a` estimer ||uε||Hm(Ω). Pour cela nous allons utiliser grisvard [41],
voir Remarque 2.5.1.2.
Remarque 5. Soient A et B les ope´rateurs de´finis dans la section 3.3.2, si de plus
• le bord ∂Ω de Ω est de classe Cm+1,1,
• aij = aji ∈ Cm,1(Ω¯), bi ∈ Cm,1(Ω¯),
alors l’application
u −→ (Au, γBu)
est un isomorphisme de Wm+2,p(Ω) vers Wm,p(Ω) ×Wm+1− 1p ,p(∂Ω). Donc il existe une
constante c′ telle que
||u||Wm+2,p(Ω) ≤ c′(||f ||Wm,p(Ω) + ||g||
W
m+1− 1p ,p(∂Ω)
). (3.64)
En appliquant cette remarque a` notre cas, g = 0 et p = 2, on obtient
||uε||Hm(Ω) ≤ c′||f ||Hm−2(Ω).
D’apre`s les relations (3.62) et (3.63), on a
||uδε − u||H1(Ω) ≤ c′cN1−m||f ||Hm−2(Ω) + c1
√
ε||∂u
∂n
||L2(∂Ω), et
||uδε − u||0 ≤ c′cN−m||f ||Hm−2(Ω) + c1ε||
∂u
∂n
||L2(∂Ω).
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On conclut alors, qu’il existe une constante note´e encore c, strictement positive ne de´pen-
dant que de Ω et de m, telle que
||uδε − u||H1(Ω) ≤ c
(
N1−m||f ||Hm−2(Ω) +
√
ε
∣∣∣∣
∣∣∣∣∂u∂n
∣∣∣∣
∣∣∣∣
L2(∂Ω)
)
, et
||uδε − u||0 ≤ c
(
N−m||f ||Hm−2(Ω) + ε
∣∣∣∣
∣∣∣∣∂u∂n
∣∣∣∣
∣∣∣∣
L2(∂Ω)
)
.
Ceci ache`ve la preuve.
3.4.4 E´valuation des inte´grales nume´riques
L’analyse nume´rique de la convergence de la me´thode propose´e repose sur le calcul
exact des inte´grales. On propose donc d’e´valuer les inte´grales de volume, puis de surface
comme suit.
Inte´grale nume´rique de volume
E´tant donne´ un ouvert borne´ Ω de R3, il existe une famille (Di)i∈N de paralle´le´pipe`des
de R3, telle que
Ω = ∪∞i=1Di, et
Di ∩Dj = ∅ pour i 6= j.
Conside´rons par exemple, le proble`me variationnel suivant. Pour tout v ∈ H1(Ω),∫
Ω
∇u · ∇v =
∫
Ω
fv, (3.65)
on a
∞∑
i=1
∫
Di
∇u · ∇v =
∞∑
i=1
∫
Di
fv.
L’ide´e est d’approcher Ω par ∪Mi=1Di, et e´crire
M∑
i=1
∫
Di
∇uM · ∇v =
M∑
i=1
∫
Di
fv.
Ainsi, les inte´grales
∫
Di
∇uM · ∇v et
∫
Di
fv sont calcule´es avec la formule de Gauss-
Legendre.
Comme le recouvrement par des pave´s de Ω n’est pas unique, nous utilisons un algo-
rithme de type octree pour de´couper le domaine Ω, voir la figure 3.2.
La figure 3.2 repre´sente un domaine Ω inclus dans un paralle´le´pipe`de D, on maille le
domaine D. La partie en bleu de´signe les mailles conserve´es, qui sont telles que D∩Ω = D.
Celles qui sont a` l’exte´rieur de Ω (D∩Ω = ∅), sont exclues. Les mailles restantes (D∩Ω 6= ∅
et D ∩ Ω 6= D) sont coupe´s en 8 paralle´le´pipe`des identiques pour lesquels on applique a`
nouveau le processus (voir algorithme 1).
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Fig. 3.2 – Exemple de partition d’un domaine Ω a` l’aide d’un algorithme de type octree.
Inte´grale nume´rique de surface
Pour e´valuer les inte´grales a` la surface ∂Ω, on cre´e un maillage en triangles de ∂Ω,
nous utilisons la me´thode marching tetrahedra (voir [30]). On approche donc
∂Ω par ∪Mi=1 Ti,
ou` (Ti)1≤i≤M sont les mailles (triangles), ve´rifiant
Ti ∩ Tj = ∅ si i 6= j.
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Algorithme 1 Octree.
On se donne Ω ouvert borne´ de R3,
Ω0h paralle´le´pipe`de de R
3, tel que D0 ⊇ Ω.
ξ = {mailles garde´es}
re´pe´ter
(*) de´composition de DN en plusieurs mailles =⇒ DN = ∪8i=1DN+1i
si DN+1i ∩ Ω = ∅ on fait rien,
si DN+1i ∩ Ω = DN+1i , on ajoute DN+1i dans ξ,
si
DN+1i ∩ Ω 6= ∅,
DN+1i ∩ Ω 6= DN+1i ,
N < Nmax, et ξ 6= Ω,
faire(*) avec DN = DN+1i
jusqu’a` N = Nmax, ou ξ ⊇ Ω.
Ensuite, on approche
∫
∂Ω
f par
M∑
i=1
∫
Ti
f, pour toute fonction f,
enfin, en utilisant une formule de Gauss, on e´value chaque inte´grale
∫
Ti
f , pour 1 ≤ i ≤M ,
ce qui permet de calculer nume´riquement l’inte´grale a` la surface ∂Ω.
Chapitre 4
Validation et imple´mentation
Dans cette the`se, nous avons mis en œuvre la me´thode spectrale dans le logiciel free-
fem3d, voir http://www.freefem.org/ff3d et [32]. Dans ce chapitre, nous validons le
code e´crit, puis nous donnons quelques de´tails d’imple´mentation lie´s a` l’architecture du
code.
Remarque 6. Le code a e´te´ e´crit en 3D, mais on peut l’utiliser pour faire des calculs en
2D. Pour cela, on remplacera le domaine Ω de R2 par un domaine de type Ω×]a, b[, ou`
a 6= b, et on prendra le degre´ de polynoˆme de Legendre e´gal a` 0 dans la direction de z.
4.1 Domaines tensoriels
4.1.1 E´quations de Laplace
Conditions aux limites de Dirichlet pour un syste`me d’e´quations
On s’inte´resse au syste`me d’e´quations suivant
−∆u = f dans Ω,
u = g sur ∂Ω,
(4.1)
ou` Ω =]− 2, 1[×]1, 2[×]− 1, 0[, et les fonctions f = (f1, f2) et g = (g1, g2) sont telles que,
pour tout (x, y) ∈ Ω, on ait
f1(x, y, z) = 3π
2sin(π(x+ y + z)),
f2(x, y, z) = cos(π(x+ y + z))− 2π(x+ y) + 3π2z) + sin(π(x+ y + z))(3π2xy + 2π),
et pour tout (x, y) ∈ ∂Ω,
g1(x, y, z) = sin(π(x+ y + z)),
g2(x, y, z) = xysin(π(x+ y + z)) + zcos(π(x+ y + z)).
La solution analytique de ce syste`me est u = (u1, u2), telle que pour tout (x, y) ∈ Ω, on
ait
u1(x, y) = sin(π(x+ y + z)),
u2(x, y) = xysin(π(x+ y + z)) + zcos(π(x+ y + z)).
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Le coefficient de pe´nalisation ε, que nous avons pris pour re´aliser le test nume´rique est
ε = 10−7, le programme freefem3d utilise´ pour re´soudre ce proble`me est le suivant.
CL Dirichlet
1 // -*- c++ -*-
2 vector a = (-2,1,-1);
3 vector b = ( 1,2, 1);
4 vector n = (5,5,5);
5 double pi= acos(-1.);
6 double Eps= 1E-7;
7 function rr = pi*(x+y+z);
8 function u1exact = sin(rr);
9 function u2exact = x*y*sin(rr)+ z*cos(rr);
10 function f1 = 3*pi^2*sin(rr);
11 function f2 = cos(rr)*(-2*pi*(x+y) +3*pi^2*z)
12 + sin(rr)*(3*pi^2* x*y + 2*pi);
13 ofstream fout = ofstream("Test2_3d_Erreur");
14 double i=0;
15 mesh M = spectral(n,a,b);
16 sfunction u1(M);
17 sfunction u2(M);
18 do {
19 solve(u1,u2) in M
20 cg(epsilon=1E-50,maxiter=12000)
21 {
22 test(v1,v2)
23 int(grad(u1)*grad(v1)) + int(grad(u2)*grad(v2))
24 + int[0,1,2,3,4,5](1./Eps*u1*v1)
25 + int[0,1,2,3,4,5](1./Eps*u2*v2)
26 = int(f1*v1) + int(f2*v2)
27 + int[0,1,2,3,4,5](1./Eps*u1exact*v1)
28 + int[0,1,2,3,4,5](1./Eps*u2exact*v2);
29 }
30 save(vtk,"Test2-2d",{u1,u2,u1exact,u2exact},M);
31 double l2error = sqrt(int[M]((u1-u1exact)^2 + (u2-u2exact)^2));
32 fout << x(n)
33 << " " << l2error <<"\n";
34 n = n+(1,1,1);
35 i++;
36 } while(i<8);
On remarque que l’erreur en norme L2 a` l’e´chelle logarithmique, de´croˆıt exponentiellement
de N = 5 a` N = 9. A` partir de N = 9, c’est l’erreur d’approximation des conditions de
Dirichlet par Robin qui devient dominante.
La tableau 4.1 montre que le taux de convergence tend vers 1, quand ε −→ 0, ce qui
est compatible avec la relation (3.61).
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 1e-07
 1e-06
 1e-05
 0.0001
 0.001
 0.01
 5  6  7  8  9  10  11  12
"Test2_3d_Erreur"
 1e-07
 1e-06
 1e-05
 0.0001
 0.001
 0.01
 0.1
 1
 10
 1e-07  1e-06  1e-05  0.0001  0.001  0.01  0.1  1
"Test2_3d_Erreur_penalisation"
Conditions aux limites de Neumann dans le cas scalaire
On re´sout ici le proble`me
u−∆u = f dans Ω,
∂u
∂x
(x, y, z) = 0 sur Γ0,
∂u
∂x
(x, y, z) = −2πsin(π(1 + y2 + z2)) sur Γ1,
∂u
∂y
(x, y, z) = 0 sur Γ2,
∂u
∂y
(x, y, z) = −2πsin(π(1 + x2 + z2)) sur Γ3,
∂u
∂z
(x, y, z) = 0 sur Γ4,
(4.2)
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Parame`tre de pe´nalisation ε Erreur ||u− u1exact||0 Taux de convergence
100 3.44613000 −
10−1 0.423240000 −
10−2 0.047623300 0.90568
10−3 0.004860680 0.94368
10−4 0.000487180 0.99024
10−5 4.87285e-05 0.99891
10−6 4.87945e-06 0.99996
10−7 5.62129e-07 1.00670
Tab. 4.1 – Erreur en norme L2 en fonction de ε(colonne de milieu), ainsi que le taux de
convergence(colonne de droite).
ou`
• Ω =]0, 1[×]0, 1[×]0, 1[,
• Γ0 = {(0, y, z) tel que 0 ≤ y ≤ 1 et 0 ≤ z ≤ 1},
• Γ1 = {(1, y, z) tel que 0 ≤ y ≤ 1 et 0 ≤ z ≤ 1},
• Γ2 = {(x, 0, z) tel que 0 ≤ x ≤ 1 et 0 ≤ z ≤ 1},
• Γ3 = {(x, 1, z) tel que 0 ≤ x ≤ 1 et 0 ≤ z ≤ 1}.
• Γ4 = {(x, y, 0) tel que 0 ≤ x ≤ 1 et 0 ≤ y ≤ 1},
• Γ5 = {(x, y, 1) tel que 0 ≤ x ≤ 1 et 0 ≤ y ≤ 1},
La fonction f est telle que pour tout (x, y, z) ∈ Ω
f(x, y, z) = cos(π(x2 + y2 + z2))[1 + 4π2(x2 + y2 + z2)] + 6πsin(π(x2 + y2 + z2)),
La solution analytique du proble`me (4.2) est
u(x, y) = cos(π(x2 + y2 + z2)), ∀ (x, y, z) ∈ Ω.
Le programme freefem3d utilise´ pour re´soudre ce proble`me est le suivant.
Cl Neumann
1 // -*- c++ -*-
2 vector a = (0,0,0);
3 vector b = (1,1,1);
4 vector n = (7,7,7);
5 double pi= acos(-1.);
6 function rr = pi*(x^2+y^2+z^2);
7 function uexact = cos(rr) ;
8 function f = cos(rr)*(1+4*pi*rr) + 6*pi*sin(rr);
9 ofstream fout = ofstream("test3_3d_Erreur");
10 double i=0;
11 do {
12 n = n+ (1,1,1);
13 mesh M = spectral(n,a,b);
14 sfunction u(M);
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15 solve(u) in M
16 cg(epsilon=1E-150, maxiter=3000)
17 {
18 test(v)
19 int(u*v)+ int(grad(u)*grad(v))
20 = int(f*v)
21 + int[1](-2*pi*sin(pi*(1+y^2+z^2))*v)
22 + int[3](-2*pi*sin(pi*(1+x^2+z^2))*v)
23 + int[5](-2*pi*sin(pi*(1+x^2+y^2))*v);
24 }
25 save(vtk,"test3_2d_Neum-scalar",{u,uexact},M);
26
27 double l2error = sqrt(int[M]((u-uexact)^2));
28 fout << x(n)
29 << " " << l2error <<"\n";
30 i++;
31
32 } while(i<9);
La courbe 4.1, montre que l’erreur ||u− uexacte||0, a` l’e´chelle logarithmique, entre la solu-
tion exacte et la solution approche´e de´croˆıt exponentiellement en fonction des degre´s des
polynoˆmes. Le figure 4.2 repre´sente la solution approche´e, calcule´e en prenant N = 17.
4.1.2 E´quation de Stokes
Une solution analytique d’une e´quation de Stokes
On conside`re l’e´quation de Stokes suivante
−ν∆u+ grad p = f dans Ω,
∇ · u = 0 dans Ω,
(u1, u2, u3)(x, y, z) = (sin(π(y + z)), sin(π(y + z)), sin(π(y + z)) sur Γ0,
(u1, u2, u3)(x, y, z) = (sin(π(1 + y + z)), sin(π(1 + y + z)), sin(1 + y + z)) sur Γ1,
(u1, u2, u3)(x, y, z) = (sin(π(x+ z)), sin(π(x+ z)), sin(π(x+ z))) sur Γ2,
(u1, u2, u3)(x, y, z) = (sin(π(1 + x+ z)), sin(π(1 + x+ z)), sin(π(1 + x+ z))) sur Γ3,
(u1, u2, u3)(x, y, z) = (sin(π(x+ y)), sin(π(x+ y)), sin(π(x+ y))) sur Γ4,
(u1, u2, u3)(x, y, z) = (sin(π(x+ y + 1)), sin(π(x+ y + 1)), sin(π(x+ y + 1))) sur Γ5.
(4.3)
ou`
• Ω =]0, 1[×]0, 1[×]0, 1[,
• Γ0 = {(0, y, z) tel que 0 ≤ y, z ≤ 1},
• Γ1 = {(1, y, z) tel que 0 ≤ y, z ≤ 1},
• Γ2 = {(x, 0, z) tel que 0 ≤ x, z ≤ 1},
• Γ3 = {(x, 1, z) tel que 0 ≤ x, z ≤ 1},
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 1e-10
 1e-09
 1e-08
 1e-07
 1e-06
 1e-05
 0.0001
 0.001
 8  9  10  11  12  13  14  15  16
"test3-3d-neum"
Fig. 4.1 – Erreur en norme L2 (echelle logarithmique) en fonction de N .
• Γ4 = {(x, y, 0) tel que 0 ≤ x, y ≤ 1},
• Γ5 = {(x, y, 1) tel que 0 ≤ x, y ≤ 1},
• f = (f1, f2, f3), tel que pour tout (x, y, z) ∈ Ω, on a
f1(x, y, z) = 3π
2sin(π(x+ y + z))− πsin(πx),
f2(x, y, z) = 3π
2sin(π(x+ y + z)) + πsin(πy),
f3(x, y, z) = −6π2sin(π(x+ y + z)) + 6z − 2.
La solution analytique du proble`me (4.3) est
u(x, y, z) = (u1, u2, u3)(x, y, z)
= (sin(π(x+ y + z)), sin(π(x+ y + z)),−2sin(π(x+ y + z))) ,
et p(x, y, z) = cos(πx)− cos(πy) + 3z2 − 2z.
Le programme freefem3d utilise´ pour re´soudre ce proble`me est le suivant.
Stokes :solution analytique
1 // -*- c++ -*-
2 vertex A = (0,0,0);
3 vertex B = (1,1,1);
4 vector n = (15,15,15);
5 vector n2= n-(2,2,2);
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Fig. 4.2 – La solution approche´e (N = 17).
6 mesh M = spectral(n,A,B);
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7 mesh M2 = spectral(n2,A,B);
8 double pi= acos(-1.);
9 double mu=1;
10 double k=1;
11 function ue1 = sin(pi*(x+y+z));
12 function ue2 = sin(pi*(x+y+z));
13 function ue3 = -2*sin(pi*(x+y+z));
14 function pe = cos(pi*x) - cos(pi*y) + 3*z^2 - 2*z;
15 function f1 = 3*pi^2*sin(pi*(x+y+z)) - pi*sin(pi*x);
16 function f2 = 3*pi^2*sin(pi*(x+y+z)) + pi*sin(pi*y);
17 function f3 = -6*pi^2*sin(pi*(x+y+z)) + 6*z -2 ;
18 sfunction u1(M);
19 sfunction u2(M);
20 sfunction u3(M);
21 sfunction p(M2)=0;
22 double Eps = 1E-6;
23 solve(u1,u2,u3,p) in M
24 krylov(precond=none,type=gmres)
25 ,gmres(basis=200,epsilon=8E-8,maxiter=20)
26 {
27 test(v1,v2,v3,q)
28 int( grad(u1)*grad(v1) - dx(v1)*p
29 + grad(u2)*grad(v2) - dy(v2)*p
30 + grad(u3)*grad(v3) - dz(v3)*p
31 - dx(u1)*q - dy(u2)*q - dz(u3)*q
32 )
33 + int[0,1,2,3,4,5](1./Eps*u1*v1 + 1./Eps*u2*v2 + 1./Eps*u3*v3)
34 = int(f1*v1 + f2*v2 + f3*v3)
35 + int[0,1,2,3,4,5](1./Eps*ue1*v1 +1./Eps*ue2*v2 + 1./Eps*ue3*v3)
36 ;
37 }
38 save(vtk,"stokes-3d", {[u1,u2,u3],[ue1,ue2,ue3],p,pe}, M);
Ainsi, on obtient les erreurs suivantes pour N = 15.
||uexacte − uapp||0 = 0.00119592, et
||pexacte − papp||0 = 0.0307975.
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Cavite´ entraˆıne´e
On conside`re l’e´quation de Stokes suivante
−∆u+ grad p = 0 dans Ω,
∇ · u = 0 dans Ω,
u1(x, y, z) = 0 ∀(x, y, z) ∈ ∂Ω et y 6= 1,
u1(x, 1, z) = 1 ∀(x, z) et y = 1,
u2(x, y, z) = 0 ∀(x, y, z) ∈ ∂Ω,
u3(x, y, z) = 0 ∀(x, y, z) ∈ ∂Ω,
(4.4)
ou` u = (u1, u2, u3). Nous avons impose´ la vitesse u = (1, 0, 0) sur la frontie`re y = 1 et
u = 0 sur le reste de ∂(Ω). Pour le test nume´rique, on prend le coefficient de pe´nalisation
ε = 10−6. Le programme freefem3d utilise´ pour re´soudre ce proble`me est le suivant.
Cavite´ entraı^ne´e 3d
1 // -*- c++ -*-
2 vertex A = (-1,-1,-1);
3 vertex B = ( 1, 1, 1);
4 vector n = (15,15,15);
5 vector n2 = n-(2,2,2);
6 mesh M = spectral(n,A,B);
7 mesh M2 = spectral(n2,A,B);
8 double mu = 1;
9 double k = 1;
10 double Eps = 1E-6;
11 sfunction u1(M);
12 sfunction u2(M);
13 sfunction u3(M);
14 sfunction p(M2)=0;
15 solve(u1,u2,u3,p) in M
16 krylov(precond=none,type=gmres),
17 gmres(epsilon=1e-7, basis=3000, maxiter=1)
18 {
19 test(v1,v2,v3,q)
20 int( mu*grad(u1)*grad(v1) - dx(v1)*p
21 + mu*grad(u2)*grad(v2) - dy(v2)*p
22 + mu*grad(u3)*grad(v3) - dz(v3)*p
23 - k*dx(u1)*q - k*dy(u2)*q - k*dz(u3)*q
24 )
25 + int[0,1,2,3,4,5](1./Eps*u1*v1)
26 + int[0,1,2,3,4,5](1./Eps*u2*v2)
27 + int[0,1,2,3,4,5](1./Eps*u3*v3)
28 = int[3](1./Eps*v1)
29 ;
30
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31 }
32 save(vtk,"cavite´-entraine´e-3d-Spectral", {[u1,u2,u3],p}, M);
Remarque 7. Comme les proble`mes de Stokes et de cavite´ entraˆıne´e sont re´solus de
manie`re directe, a` savoir sans utiliser l’algorithme de Uzawa, on obtient des proble`mes mal
conditionne´s. Pour obtenir une meilleure convergence, nous utilisons la me´thode gmres
[67], avec une base de Krylov assez grande.
La figure 4.3 montre que nous obtenons le re´sultat attendu, a` savoir une cavite´ entraˆıne´e.
La figure 4.4 repre´sente des isosurfaces de pression.
Fig. 4.3 – Cavite´e entraˆıne´e : coupe de la vitesse dans le plan y = 0. N = 15, et ε = 10−5.
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Fig. 4.4 – Cavite´e entraˆıne´e : isosurfaces de pression. N = 13, et ε = 10−5.
4.1.3 Syste`me de l’e´lasticite´ line´arise´e
On conside`re une poutre constitue´e d’un mate´riau homoge`ne isotrope, remplissant un
ouvert Ω de R3, et fixe´e par une face late´rale Γ0. Soient λ et µ les coefficients de Lame´ du
mate´riau qui occupe Ω. Ils ve´rifient
µ > 0 et 2µ+ 3λ > 0.
Soit u = (u1, u2, u3) le vecteur de´placement, et soit e le tenseur des de´formations, on a
e(u) =
(∇ · u+ (∇ · u)T )
=
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
1≤i,j≤3
.
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On pose X = {v ∈ H1(Ω), tel que v|Γ0 = 0}. Le syste`me tridimensionnel de l’e´lasticite´
line´arise´e est donne´ sous forme variationnelle par
trouver u ∈ X
2µ
∫
Ω
e(u) · e(v) + λ
∫
Ω
∇ · u∇ · v =
∫
Ω
f · v, ∀v ∈ X,
que l’on e´crit∫
Ω
µ
∑
ij
∂xiuj∂xivj +
∫
Ω
µ
∑
ij
∂xiuj∂xjvi +
∫
Ω
λ
∑
ij
∂xiui∂xjvj =
∫
Ω
f · v,
ou` f est une force exerce´e sur la poutre. Le proble`me dont on approche la solution est une
poutre soumise a` son propre poids, donc f = (0,−1, 0), et fixe´e par la face Γ0 de´finie par
x = 0. La ge´ome´trie de cette poutre est
Ω =]0, 5[×]− 1
2
,
1
2
[×]− 1
2
,
1
2
[.
On applique des conditions de Dirichlet homoge`nes sur Γ0, et on prend µ = 500 et λ =
1000. Le programme freefem3d imple´mente´ pour re´soudre ce proble`me est le suivant.
Elasticite´
1 // -*- c++ -*-
2 vector n = (10,5,5);
3 vector a = (0,-0.5,-0.5);
4 vector b = (5, 0.5, 0.5);
5 mesh M = spectral(n,a,b);
6 double L = 1000; // Lambda
7 double Mu = 500;
8 sfunction u1(M);
9 sfunction u2(M);
10 sfunction u3(M);
11 solve (u1,u2,u3) in M
12 memory(matrix=none),
13 cg(epsilon=1E-20,maxiter=1000)
14 {
15 test(v1,v2,v3)
16 int(Mu*dx(u1)*dx(v1))+int(Mu*dx(u2)*dx(v2))+int(Mu*dx(u3)*dx(v3))
17 +int(Mu*dy(u1)*dy(v1))+int(Mu*dy(u2)*dy(v2))+int(Mu*dy(u3)*dy(v3))
18 +int(Mu*dz(u1)*dz(v1))+int(Mu*dz(u2)*dz(v2))+int(Mu*dz(u3)*dz(v3))
19
20 +int(Mu*dx(u1)*dx(v1))+int(Mu*dx(u2)*dy(v1))+int(Mu*dx(u3)*dz(v1))
21 +int(Mu*dy(u1)*dx(v2))+int(Mu*dy(u2)*dy(v2))+int(Mu*dy(u3)*dz(v2))
22 +int(Mu*dz(u1)*dx(v3))+int(Mu*dz(u2)*dy(v3))+int(Mu*dz(u3)*dz(v3))
23
24 +int(L*dx(u1)*dx(v1))+int(L*dx(u1)*dy(v2))+int(L*dx(u1)*dz(v3))
25 +int(L*dy(u2)*dx(v1))+int(L*dy(u2)*dy(v2))+int(L*dy(u2)*dz(v3))
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26 +int(L*dz(u3)*dx(v1))+int(L*dz(u3)*dy(v2))+int(L*dz(u3)*dz(v3))
27
28 +int[0](1E6*u1*v1 + 1E6*u2*v2 + 1E6*u3*v3)
29
30 = int(-v3); // gravity
31 };
32 mesh T = transform(M,[x+u1,y+u2,z+u3]);
33 save(vtk,"elasticity",[u1,u2,u3],T);
La figure 4.5 repre´sente la de´forme´e de la poutre en utilisant la me´thode spectrale. Une
simulation en e´le´ment finis, voir figure 4.6, est re´alise´e afin de comparer les deux re´sultats,
Fig. 4.5 – De´placement de la poutre en me´-
thode spectrale. Degre´s = 10× 5× 5.
Fig. 4.6 – De´placement de la poutre en e´le´-
ments finis, le maillage utilise´ est 50× 10×
10.
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E´quation de la chaleur
On conside`re le proble`me suivant
∂u
∂t
−∆u = 0, dans Ω =]0, 4[×]0, 1[×]0, 1[
u(0, t) = 1, ∀t ∈ R+,
u(x, 0) = 0, ∀x ∈ Ω.
(4.5)
On re´sout ce proble`me en utilisant un sche´ma d’Euler implicite. Le programme freefem3d
utilise´ pour re´soudre ce proble`me est
Chaleur
1 vector a = (0,0,0);
2 vector b = (4,1,1);
3 vector n = (10,5,5);
4 mesh M = spectral(n,a,b);
5 sfunction u0(M)=0;
6 double dt = 0.1;
7 double i = 1;
8 sfunction u(M)=0;
9
10 do{
11 solve (u) in M
12 memory(matrix=none),
13 cg(epsilon=1E-10,maxiter=1000)
14 {
15 test(v)
16 int((1/dt)*u*v) + int(grad(u)*grad(v))
17 + int[0](1E3*u*v)
18 =int((1/dt)*u0*v) + int[0](1E3*v);
19 }
20
21 u0 = u;
22 save(vtk,"chaleur-".i,u,M);
23 i = i+1;
24
25 } while(i <= 100);
26
27
Les figures 4.7, 4.8 et 4.9 repre´sentent les re´sultats nume´riques aux temps 0, 5 et 10. On
remarque qu’a` la fin (t=10) u est proche de 1.
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u
0.00  
0.143 
0.286 
0.429 
0.571 
0.714 
0.857 
1.00  
Fig. 4.7 – Re´sultats nume´-
riques a` t = 0, 1.
u
0.00  
0.143 
0.286 
0.429 
0.571 
0.714 
0.857 
1.00  
Fig. 4.8 – Re´sultats nume´-
riques a` t = 5, 1.
u
0.00  
0.143 
0.286 
0.429 
0.571 
0.714 
0.857 
1.00  
Fig. 4.9 – Re´sultats nume´-
riques a` t = 10.
4.2 Domaines non tensoriels
Conditions aux limites de Dirichlet
On conside`re le proble`me aux limites suivant
−∆u = f dans Ω,
u = g sur ∂Ω,
(4.6)
ou` Ω = Ω1 ∪ Ω2 ∪ Ω3, tel que
Ω1 =]− 1, 0[×]− 1, 1[×]− 1, 1[,
Ω2 =]0, 1[×]− 1, 0[×]− 1, 1[, et
Ω3 =]0, 1[×]0, 1[×]− 1, 0[.
Voir la figure 4.10 pour une repre´sentation de la ge´ome´trie. Les fonctions f et g sont
de´finies par
∀(x, y, z) ∈ Ω f(x, y, z) = 3π2sin(π(x+ y + z)), et
g(x, y, z) = sin(π(x+ y + z)).
La solution exacte de ce proble`me est
∀(x, y, z) ∈ Ω, u(x, y, z) = sin(π(x+ y + z)).
Le programme freefem3d utilise´ pour re´soudre ce proble`me est le suivant
laplace dans un domaine non tensoriel
1 vector a = (-1,-1,-1);
2 vector b = ( 1, 1, 1);
3 double N = 10;
4 vector n = ( N, N, N);
5 double pi = acos(-1);
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Fig. 4.10 – Le domaine Ω.
6 finemesh;
7 scene S = pov("laplace.pov");
8 function uexact = sin(pi*(x+y+z));
9 function f = 3*pi^2*sin(pi*(x+y+z));
10 domain D = domain(S,outside(<0,0,0>));
11 mesh m = structured((3,3,3),a,b);
12 mesh O = octree(D,m,0);
13 save(vtk,"o",O);
14 domain D2 = domain(S,inside(<1,0,0>));
15 mesh s = surface(D2,structured((31,31,31),a,b));
16 save(vtk,"s",s);
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17 save(medit,"s",s);
18 double Eps = 1E-10;
19 mesh M = spectral(n,a,b);
20 sfunction u(M);
21 solve(u) in O
22 gmres(epsilon=1E-30,maxiter=1,basis=(N+1)^3+10),
23 krylov(type=gmres)
24 {
25 test(v)
26 int(grad(u)*grad(v))
27 + int[s](1./Eps*u*v)
28 =
29 int(f*v)
30 + int[s](1./Eps*uexact*v);
31 }
32 save(vtk,"u",{u,uexact},tetrahedrize(D,structured((20,20,20),a,b)));
33 mesh M1 = spectral(n,(-1,-1,-1),(0,1,1));
34 mesh M2 = spectral(n,(0,-1,-1),(1,0,1));
35 mesh M3 = spectral(n,(0,0,0),(1,1,-1));
36 cout << sqrt(int[M1]((u-uexact)^2)
37 +int[M2]((u-uexact)^2)
38 + int[M3]((u-uexact)^2))<< "\n";
La courbe 4.11 repre´sente l’erreur entre la solution exacte et la solution approche´e, en
norme L2, a` l’e´chelle logarithmique, en fonction de N . Le parame`tre de pe´nalisation dans
ce test est ε = 10−10.
La figure 4.12 repre´sente la solution approche´e, sur le bord ∂Ω, projete´e sur une grille
de te´trae`dres.
4.3 Imple´mentation
freefem3d [31] est un logiciel libre, e´crit par Ste´phane Del Pino pendant sa the`se [30].
Il a pour but la re´solution des e´quations aux de´rive´es partielles elliptiques, paraboliques, et
non line´aires. Il est base´ sur la discre´tisation de briques de base et pilote´ par un langage
proche des mathe´matiques. Les re´sultats de calculs sont stocke´s dans des fichiers sous
diffe´rents formats, citons par exemple : .vtu et .bb, qui sont respectivement les formats
lisibles par les logiciels de visualisation mayavi [58], et medit [35]. freefem3d fait partie
de la famille des logiciels freefem (voir par exemple [42], [43]). Il permet de ge´ne´rer le
maillage de surface d’un objet construit par CSG (Constructive Solid Geometry), par
la me´thode de marching tetrahedra, voir [30]. Il imple´mente en plus de la me´thode des
domaines fictifs, une me´thode d’e´le´ments finis de degre´ 0, 1 ou 2 sur plusieurs types de
maillages (te´trae´driques, hexae´driques, structure´s ou non). Au cours de sa the`se, Jean-
Baptiste Apoung Kamga [2], y a de´veloppe´ une me´thode de Galerkin discontinue afin
de re´soudre les e´quations d’e´coulement dans les milieux poreux. L’inte´gration des ces
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Fig. 4.11 – Erreur en norme L2 pre´sente´e en e´chelle logarithmique pour , (ε = 10−10).
me´thodes dans freefem3d est en cours.
Dans cette the`se, nous avons mis en œuvre la me´thode spectrale dans ce logiciel,
donc en C++ [69]. Nous donnons maintenant quelques de´tails lie´s a` l’imple´mentation du
code dans freefem3d. Nous n’aborderons pas le proble`me du branchement de la partie
nume´rique que nous avons de´veloppe´ au langage freefem3d, car ceci a e´te´ effectue´ par
Ste´phane Del Pino.
4.3.1 De´tails de la mise en œuvre
Bien que freefem3d utilise des formulations fortes et faibles, on s’est contente´ pour
l’instant d’utiliser uniquement des formulations variationnelles, qui sont plus souples dans
le logiciel. Ainsi, les formes variationnelles suivantes ont e´te´ imple´mente´es, dans les cas
scalaire et vectorielle.
• Formes line´aires imple´mente´es
∫
Ω
f(x) v(x) dx,
∫
Ω
f(x)
∂v
∂xi
(x) dx∫
Ω
f(x)
∂g
∂xi
(x) v(x) dx et
∫
Ω
f(x)∇g(x) · ∇v(x).
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Fig. 4.12 – La solution approche´e, N = 10, et ε = 10−10.
• Formes biline´aires imple´mente´es∫
Ω
α(x)u(x) v(x) dx,
∫
Ω
µ(x)∇u(x) · ∇v(x) dx,
∫
Ω
α(x)
∂u
∂xi
(x)
∂v
∂xj
(x) dx,∫
Ω
ν(x)u(x)
∂v
∂xj
(x) dx, et
∫
Ω
ν(x)
∂u
∂xi
(x) v(x) dx.
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Ces formes variationnelles permettent de de´crire par exemple les proble`mes scalaires ou
vectoriels pre´sente´s au de´but de ce chapitre.
Remarque 8. Pour les proble`mes vectoriels, l’imple´mentation que nous avons faite per-
met de discre´tiser diffe´remment chaque inconnue. Par exemple, pour re´soudre le proble`me
de Stokes, on utilise (Pn)
d ⊗ Pk, ou` la vitesse discre`te est dans (Pn)d et la pression est
dans Pk (ge´ne´ralement k = N − 2).
Nous avons tire´ partie de la structure objet du langage C++, qui nous a permis par
exemple d’inte´grer de manie`re transparente de nouveaux types de fonctions et de maillages
dans freefem3d :
• les fonctions spectrales qui s’e´crivent sous la forme
N1∑
i=1
N2∑
j=1
N3∑
k=1
uijkLi(x)Lj(y)Lk(z), et
• les maillages spectraux
• tensoriels qui sont donne´s par les points de Gauss-Lobatto, et
• les maillages de type octree, pour ge´rer les ge´ome´tries complexes.
Nous avons imple´mente´ plusieurs classes dans freefem3d. Nous allons en citer certaines
et expliquer leur roˆles.
La classe Interval
Puisque la me´thode spectrale utilise´e se base sur la tensorisation des domaines, nous
avons commence´ par coder la classe Interval, qui permet de construire par la suite les
domaines paralle´le´pipe´diques. Ainsi on notera ] − 1, 1[d, d = 1, 2 ou 3, le domaine de
re´fe´rence.
La classe SpectralConformTransformation
Cette classe a e´te´ introduite dans le logiciel pour transformer un pave´ de R3 (sur lequel
on travaille), en domaine de re´fe´rence ]− 1, 1[3. Notons que dans freefem3d, il existe une
autre transformation conforme lie´e a` la me´thode des e´le´ments finis. Celle-ci permet de
transformer un interval ]a, b[ en ]0, 1[. La classe SpectralConformTransformation permet
aussi de calculer le jacobien (et son inverse) de la transformation.
La classe LegendreBasis
La me´thode spectrale imple´mente´e dans cette the`se utilise les polynoˆmes de Legendre.
La famille forme´e par ces polynoˆmes constitue une base orthogonale de l’espace L2(]−1, 1[).
La base forme´e par les polynoˆmes de Legendre est imple´mente´e dans freefem3d graˆce a`
la formule de re´currence suivante
L0(ξ) = 1 et L1(ξ) = ξ,
(n+ 1)Ln+1(ξ) = (2n+ 1)ξLn(ξ)− nLn−1(ξ), n ≥ 1.
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Elle permet de calculer les valeurs de tous les polynoˆmes de la base de Legendre, ainsi
que leur de´rive´es en un point. La figure (4.13) reproduit les onze premiers polynoˆmes de
Legendre.
-1
-0.5
 0
 0.5
 1
-1 -0.5  0  0.5  1
L0
L1
L2
L3
L4
L5
L6
L7
L8
L9
L10
Fig. 4.13 – Les onze premiers polynoˆmes de Legendre.
La classe GaussLobatto
Apre`s avoir imple´mente´ la classe LegendreBasis dans le logiciel freefem3d, nous
avons e´crit la classe GaussLobatto, qui permet le calcul des nœuds de Gauss-Lobatto
(ξi)0≤i≤N . Comme les ξi, 0 ≤ i ≤ N sont les racines du polynoˆme (1 − x2)L′N(x), nous
avons utilise´ la me´thode de dichotomie pour les approcher. Nous avons compare´ les nœuds
calcule´s par la me´thode de dichotomie que nous utilisons, et les nœuds calcule´s par le code
de m. el rhabi qu’il a de´veloppe´ durant sa the`se [34]. Nous trouvons les meˆmes re´sultats.
Rappelons que la me´thode utilise´e dans [34] est celle cite´e dans [14], (voir chapitre II,
Remarque 3.2 et Remarque 3.6). Elle consiste a` trouver les valeurs propres d’une matrice
tridiagonale syme´trique a` diagonale nulle. Ces valeurs propres sont les nœuds recherche´s.
Les deux me´thodes donnent les meˆmes valeurs des nœuds, et on remarque que le me´thode
de dichotomie est plus facile a` programmer que l’autre me´thode.
Les poids ρj, 0 ≤ j ≤ N , sont aussi calcule´s dans cette classe. On rappelle qu’ils sont
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donne´s par la formule suivante
ρ0 = ρN =
2
N(N + 1)
,
ρj =
2
N(N + 1)L2N(ξj)
, ∀1 ≤ j ≤ N − 1.
Le tableau 4.2 ci-dessous repre´sente les noeuds de Gauss-Lobatto et les poids associe´s,
pour N = 10, calcule´s avec freefem3d.
i ξi ρi
0 -1.000000 0.0181818
1 -0.934001 0.1096120
2 -0.784483 0.1871700
3 -0.565235 0.2480480
4 -0.295758 0.2868790
5 0.0000000 0.3002180
6 0.2957580 0.2868790
7 0.5652350 0.2480480
8 0.7844830 0.1871700
9 0.9340010 0.1096120
10 1.0000000 0.0181818
Tab. 4.2 – Nœuds de Gauss-Lobatto (colonne de milieu) calcule´s par la me´thode de
dichotomie, et les poids associe´s (colonne de droite), pour N = 10.
La classe SpectralFunction
Le logiciel freefem3d est un code permettant la re´solution des e´quations aux de´rive´es
partielles par la me´thode des e´le´ments finis, donc les seules fonctions discre`tes e´taient
de type e´le´ments finis (femfunction dans le langage utilisateur. L’inte´gration de la me´-
thode spectrale dans freefem3d nous a conduis a` cre´er un nouveau type de fonctions : les
fonctions spectrales note´es sfunction dans les programmes freefem3d. Ainsi, la classe
SpectralFunction he´rite de la classe de base ScalarFunction, qui permet de manipu-
ler de manie`re abstraite tout type de fonction scalaire (voir figure 4.14). Nous donnons
maintenant quelques de´tails concernant cette classe.
• La fonction () permet d’e´valuer une fonction spectrale en tout point de l’espace.
• La fonction = permet de calculer la projection L2(Ω) (Ω est le paralle´le´pipe`de
de´fini par SpectralMesh : __mesh) d’une fonction sur la base des polynoˆmes de
Legendre.
• La fonction dx (de meˆme pour les fonctions dy et dz) donne la de´rive´e par
rapport a` la variable x, d’une fonction spectrale. Ainsi si,
f(x,y,z) =
Nx,Ny ,Nz∑
i,j,k
fijkLi(x)Lj(y)Lk(z)
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Fig. 4.14 – Diagramme d’he´ritage pour la classe SpectralFunction
est une SpectraleFunction, la valeur de sa de´rive´e par rapport a` x en (x, y, z) est
f.dx(x,y,z) =
Nx,Ny ,Nz∑
i,j,k
fijkL
′
i(x)Lj(y)Lk(z),
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ou` L′i est la de´rive´e du polynoˆme de Legendre Li calcule´e par __basisX qui est de
type LegendreBasis.
• La fonction canBeSimplified() permet de simplifier dans le cas de la me´thode
des e´le´ments finis les ope´rations : addition, multiplication, etc... Soient f et g deux
fonctions de type femfunction : P1 (par exemple), de´finies sur le meˆme maillage.
Alors l’ope´ration f+g est simplifie´e automatiquement en cre´ant une nouvelle fonction
h de meˆme type que f et g, telle que hi = fi+gi. De meˆme, l’ope´ration 2*f introduit
une fonction h, telle que hi = 2 fi. Il s’agit d’une optimisation qui ne change pas le
re´sultat.
canBeSimplified() n’est pas imple´mente´ pour l’instant dans la me´thode spectrale.
La classe SpectralMesh
La classe SpectralMesh est construite a` partir (de´rive) de la classe abstraite Mesh.
Le diagramme 4.15 illustre ce propos.
Nous tenons a` pre´ciser un mode`le de programmation objet que nous avons utilise´.
En effet, la me´thode spectrale dans les domaines tensoriels et celle dans les domaines
complexes utilisent la meˆme brique de base. Prenons l’exemple de la forme
∫
Ω
f(x)v(x) dx,
pour l’expliquer. Dans le cas ou` Ω est un pave´, on utilise le code spectral tensoriel. Et si
Ω est quelconque, il est approche´ par une partition finie de pave´s, note´s Di sur lesquels le
calcul de
∫
Di
f(x)v(x) dx se fait de la meˆme manie`re que dans le cas tensoriel. Il est donc
souhaitable d’utiliser les meˆmes lignes de code, afin
• d’e´viter la re´e´criture du code,
• d’e´viter des e´ventuelles erreurs, et
• de permettre qu’une optimisation unique profite aux deux me´thodes.
Pour ces raisons, nous avons cre´e´ la classe SpectralLegendreDiscretizer, qui sera uti-
lise´e par les instances de SpectralLegendreDiscretizationConform et de SpectralLe-
gendreDiscretizationNonConform que nous avons de´veloppe´es. La figure 4.16 montre
le diagramme de collaboration de cette classe.
Ainsi, a` chaque re´solution d’e´quations aux de´rive´es partielles, la classe SpectralLe-
gendreDiscretizationConform et la classe SpectralLegendreDiscretizationNonCon-
form utilisent la classe SpectraLegendreDiscretizer, qui sait calculer les inte´grales sur
des pave´s.
4.3.2 Conclusion et futurs de´veloppements
Comme la me´thode spectrale a e´te´ bien inte´gre´e dans freefem3d (spe´cialisation de la
classe SpectralFunction pour la manipulation des fonctions spectrales par exemple), on
peut re´soudre un proble`me d’e´quations aux de´rive´es partielles par les me´thodes d’e´le´ments
finis et spectrales, en ne changeant que quelques lignes dans le programme freefem3d.
Ceci permet de comparer les re´sultats obtenus. On peut aussi, re´soudre un proble`me par
une me´thode des e´le´ments finis sur une partie Ω1 du domaine global Ω, et par la me´thode
spectrale sur Ω2, l’autre partie de Ω (avec des conditions aux limites ade´quates).
4.3. Imple´mentation 127
Graˆce a` la structure objet mise en place, il serait facile d’ajouter de nouvelles me´thodes
spectrales, ou` les inconnues sont par exemple les valeurs aux nœuds de la grille de Gauss-
Lobatto (la base correspondante e´tant constitue´e par les polynoˆmes de Lagrange en ces
nœuds), ou en me´langeant les deux (Lagrange et Legendre).
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Fig. 4.15 – Diagramme d’he´ritage pour la classe SpectralMesh
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Fig. 4.16 – Diagramme de collaboration de la classe SpectraLegendreDiscretizer.
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Chapitre 5
Simulation nume´rique du couplage
oce´an/atmosphe`re
L’objectif de ce chapitre est d’effectuer des simulations nume´riques du couplage oce´an/
atmosphe`re que nous avons e´tudie´ dans la premie`re partie de cette the`se, avec le code que
nous avons re´alise´. Nous rappelons l’algorithme utilise´, dont la convergence a e´te´ prouve´e
dans le chapitre 2
E´tape 1
On se donne kni ∈ W 1,3(Ωi), i = 1, 2,
on obtient (un+1i , p
n+1
i ) ∈ W 1,3+ε(Ωi)d × L2(Ωi), i = 1, 2,
tel que pour tout (vi, qi) ∈ Xi × L2(Ωi), on ait(
αi(k
n
i )∇un+1i ,∇vi
)
Ωi
+ bi(vi, p
n+1
i )− bi(un+1i , q)
+κi
(|un+1i − un+1j |(un+1i − un+1j ),vi)Γ = (fi,vi)Ωi .
(5.1)
E´tape 2
E´tant donne´e (un+1i , k
n
i ) ∈ W 1,3+ε(Ωi)d ×W 1,3(Ωi), i = 1, 2,
on obtient kn+1i ∈ W 1,3(Ωi),
tel que pour tout ϕi ∈ W 1,r0 (Ωi), on ait,
kn+1i = 0, sur Γi,
kn+1i = λ|un+11 − un+12 |2, sur Γ,
et, (
γi(k
n
i )∇kn+1i ,∇ϕi
)
Ωi
=
(
αi(k
n
i )|∇un+1i |2, ϕi
)
Ωi
. (5.2)
Nous avons teste´ notre algorithme en prenant les donne´es suivantes :
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• Domaines
• Ω1 =]0, 5[×]0, 1[×]0, 1[ pour l’atmosphe`re,
• Ω2 =]0, 5[×]− 1, 0[×]0, 1[ pour l’oce´an.
• Viscosite´s et coefficients de diffusions turbulents (valeurs physiques re´alistes,
voir [60]).
• γ1(k1) = 3.10−3 + 0, 277.10−4
√
k1,
• γ2(k2) = 3.10−2 + 0, 185.10−5
√
k2,
• αi(·) = γi(·), i = 1, 2.
• Coefficients de friction (valeurs physiques re´alistes, voir [60]).
• κi = 10−3, i = 1, 2,
• λ = 5.10−2.
Conditions aux limites
On impose une vitesse horizontale u1 = (1, 0, 0) a` la frontie`re y = 1, et des conditions
d’adhe´rence pour les deux vitesses ui = (0, 0, 0), i = 1, 2, sur le reste de ∂(Ω1 ∪ Ω2). En
ce qui concerne les conditions aux limites pour l’e´nergie cine´tique turbulente ki, on prend
ki =0 sur le bord ∂(Ω1 ∪ Ω2), et
ki =λ|u1 − u2|2 a` la surface de l’oce´an Γ.
On utilise le sche´ma spectral associe´s au sche´ma ite´ratif 5.1-5.2, voir par exemple [11]. La
re´solution se fait de manie`re directe (sans passer par l’algorithme d’Uzawa), en cherchant
le couple discret (vitesse,pression) dans (PN)
3 ⊗ PN−2. Le programme freefem3d utilise´
pour re´soudre ce proble`me en me´thode spectrale est le suivant.
Couplage oce´an/atmosphe`re
1 // -*- c++ -*-
2 vertex a1 = (0,0,0);
3 vertex b1 = (5,1,1);
4 vector n1 = (25,8,8);
5 mesh M1 = spectral(n1,a1,b1);// Domaine atmosphere
6 vertex a2 = (0,-1,0);
7 vertex b2 = (5,0,1);
8 vector n2 = (25,8,8);
9 mesh M2 = spectral(n2,a2,b2); // Domaine ocean
10 vector np1 = n1-(2,2,2);// Pour la pression p1-atmosphere:
11 mesh Mp1 = spectral(np1,a1,b1);
12 vector np2 = n2-(2,2,2);// Pour la pression p1-ocaen:P_n\P_{n-2}
13 mesh Mp2 = spectral(np2,a1,b1);
14 function f1x = 0;
15 function f1y = 0;
16 function f1z = 0;
17 function f2x = 0;
18 function f2y = 0;
19 function f2z = 0;
20 // Donne´es Physiques
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21 double cf = 1E-3;
22 double lambda = 0.05;
23 double d1 = 0.277E-4;
24 double d2 = 0.185E-5;
25 double gamma01 = 3E-3;
26 double gamma02 = 3E-2;
27 // Viscosite´s et coefficients de diffusion turbulents
28 function alpha1 = gamma01;
29 function gamma1 = gamma01;
30 function alpha2 = gamma02;
31 function gamma2 = gamma01;
32 // Initialisation des inconnus(u,p,k): atmosphe´re.
33 sfunction u1x(M1) = 0;
34 sfunction u1y(M1) = 0;
35 sfunction u1z(M1) = 0;
36 sfunction p1(Mp1) = 0; // pression.
37 sfunction k1(M1) = 1; //ECT.
38 // Initialisation des inconnus(u,p,k): oce´an.
39 sfunction u2x(M2) = 0;
40 sfunction u2y(M2) = 0;
41 sfunction u2z(M2) = 0;
42 sfunction p2(Mp2) = 0; // pression.
43 sfunction k2(M2) = 1; // ECT.
44
45 //Pour le module du grad de la vitesse et ECT a` l’interface
46 function u1nx = 0;
47 function u1ny = 0;
48 function u1nz = 0;
49 function p1n = 0;
50 function k1n = 0;
51 function u2nx = 0;
52 function u2ny = 0;
53 function u2nz = 0;
54 function p2n = 0;
55 function k2n = 0;
56 sfunction moduleDxU1(M1) = 0;
57 sfunction moduleDxU2(M2) = 0;
58 double diffu1n = 1;
59 double diffu2n = 1;
60 double diffk1n = 1;
61 double diffk2n = 1;
62 double diffu1 = 1;
63 double diffu2 = 1;
64 double diffk1 = 1;
65 double diffk2 = 1;
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66 sfunction moduleU1U2(M2) = 0;
67 double eps=1E-3;
68 double P =1E4;
69 double Ep =1E3;
70 ofstream fout = ofstream("convergence_gmres1-3d");
71 double i = 0;
72 do {
73 moduleU1U2 = cf*sqrt((u1nx-u2nx)^2+(u1ny-u2ny)^2+(u1nz-u2nz)^2);
74 solve(u1x,u1y,u1z,p1) in M1
75 krylov(type=gmres,precond=none),
76 gmres(basis=700,epsilon=1E-10, maxiter=5)
77 {
78 test(v1x,v1y,v1z,q1)
79 int(alpha1*grad(u1x)*grad(v1x))
80 +int(alpha1*grad(u1y)*grad(v1y))
81 +int(alpha1*grad(u1z)*grad(v1z))
82 -int(dx(v1x)*p1+dy(v1y)*p1+dz(v1z)*p1)
83 -int(dx(u1x)*q1+dy(u1y)*q1+dz(u1z)*q1)
84 +int[2](moduleU1U2*u1x*v1x)
85 -int[2](moduleU1U2*u2nx*v1x)
86 +int[2](moduleU1U2*u1z*v1z)
87 -int[2](moduleU1U2*u2nz*v1z)
88 +int[3](P*u1x*v1x)
89 -int[3](P*v1x)
90 +int[0,1,4,5](P*u1x*v1x)
91 +int[0,1,2,3,4,5](P*u1y*v1y)
92 +int[0,1,3,4,5](P*u1z*v1z)
93 = int(f1x*v1x+f1y*v1y+f1z*v1z);
94 }
95 solve(u2x,u2y,u2z,p2) in M2
96 krylov(type=gmres,precond=none),
97 gmres(basis=700,epsilon=1E-10, maxiter=5)
98 {
99 test(v2x,v2y,v2z,q2)
100 int(alpha2*grad(u2x)*grad(v2x))
101 +int(alpha2*grad(u2y)*grad(v2y))
102 +int(alpha2*grad(u2z)*grad(v2z))
103 -int(dx(v2x)*p2+dy(v2y)*p2+dz(v2z)*p2)
104 -int(dx(u2x)*q2+dy(u2y)*q2+dz(u2z)*q2)
105 +int[3](moduleU1U2*u2x*v2x)
106 -int[3](moduleU1U2*u1nx*v2x)
107 +int[3](moduleU1U2*u2z*v2z)
108 -int[3](moduleU1U2*u1nz*v2z)
109 +int[0,1,2,4,5](Ep*u2x*v2x)
110 +int[0,1,2,3,4,5](Ep*u2y*v2y)
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111 +int[0,1,2,4,5](Ep*u2z*v2z)
112 = int(f2x*v2x+f2y*v2y+f2z*v2z);
113 }
114 moduleDxU1 = dx(u1x)^2+dy(u1y)^2+dz(u1z)^2;
115 solve(k1) in M1
116 gmres(epsilon=1E-15, maxiter=10, basis=400),
117 krylov(type=gmres)
118 {
119 test(phi1)
120 int(gamma1*grad(k1)*grad(phi1))
121 + int[0,1,3,4,5](P*k1*phi1)
122 + int[2](1E10*k1*phi1)
123 = int(alpha1*(moduleDxU1)*phi1)
124 + int[2](1E10*lambda*((u1x-u2x)^2+(u1y-u2y)^2+(u1z-u2z)^2)*phi1);
125 }
126 moduleDxU2 = dx(u2x)^2+dy(u2y)^2+dz(u2z)^2;
127 solve(k2) in M2
128 gmres(epsilon=1E-40, maxiter=10, basis=400),
129 krylov(type=gmres)
130 {
131 test(phi2)
132 int(gamma2*grad(k2)*grad(phi2))
133 +int[0,1,2,4,5](P*k2*phi2)
134 + int[3](1E10*k2*phi2)
135 =int(alpha2*(moduleDxU2)*phi2)
136 +int[3](1E10*lambda*((u1x-u2x)^2+(u1y-u2y)^2+(u1z-u2z)^2)*phi2);
137 }
138 alpha1 = gamma01+d1*sqrt(k1+5E-3);
139 gamma1 = alpha1;
140 alpha2 = gamma02+d2*sqrt(k2+5E-3);
141 gamma2 = alpha2;
142 save (vtk,"omega1-3d-gmres.01".i, {[u1x,u1y,u1z],k1,p1}, M1);
143 save (vtk,"omega2-3d-gmres.01".i, {[u2x,u2y,u2z],k2,p2}, M2);
144 fout << i
145 << " " << sqrt(int[M1]((u1x-u1nx)^2+(u1y-u1ny)^2+(u1z-u1nz)^2))
146 << " " << sqrt(int[M2]((u2x-u2nx)^2+(u2y-u2ny)^2+(u2z-u2nz)^2))
147 << " " << sqrt(int[M1]((k1-k1n)^2))
148 << " " << sqrt(int[M2]((k2-k2n)^2))
149 << " " << sqrt(int[M1]((p1-p1n)^2))
150 << " " << sqrt(int[M2]((p2-p2n)^2)) << "\n";
151
152
153 << "\n";
154 u1nx = u1x;
155 u1ny = u1y;
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156 u1nz = u1z;
157 p1n = p1;
158 k1n = k1;
159 u2nx = u2x;
160 u2ny = u2y;
161 u2nz = u2z;
162 p2n = p2;
163 k2n = k2;
164 i++;
165 } while(i<10);
Nous avons aussi e´crit, un programme freefem3d qui re´sout le proble`me 5.1-5.2 par la
me´thode des e´le´ments finis. Nous avons utilise´ une discre´tisation Q1 − Q1 stabilise´e par
pe´nalisation sur la pression. Le maillage de chaque domaine est 50 × 20 × 20. Ainsi,
on obtient les simulations des vitesses et e´nergies cine´tiques turbulentes avec les deux
me´thodes, voir figures 5.1 a` 5.10.
Fig. 5.1 – Vitesse atmosphe´rique en me´-
thode spectrale dans le plan de coupe z = 0
(solution interpole´e sue le maillage e´le´ments
finis).
Fig. 5.2 – Vitesse oce´anique en me´thode
spectrale dans le plan de coupe z = 0 (so-
lution interpole´e sue le maillage e´le´ments fi-
nis).
Commentaires Les re´sultats obtenus par la me´thode des e´le´ments finis et la me´thode
spectrale sont bien ceux attendus : on observe une cavite´ entraˆıne´e. Notons que les deux
fluides (oce´an et atmosphe`re) tournent dans un sens oppose´, voir
• figures 5.1 et 5.2, pour la me´thode spectrale, et
• figures 5.5 et 5.6, pour la me´thode d’e´le´ments finis,
du fait du couplage oce´an/atmosphe`re.
Les figures 5.3 et 5.4 repre´sentent des coupes des vitesses atmosphe´rique et oce´anique
en me´thode spectrale, dans le plan x = 0, qui mettent en lumie`re l’aspect tridimensionnel
du proble`me.
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Fig. 5.3 – Vitesse atmosphe´rique en me´-
thode spectrale dans le plan x = 0 (solution
interpole´e sur le maillage e´le´ments finis).
Fig. 5.4 – Vitesse oce´anique en me´thode
spectrale dans le plan x = 0 (solution in-
terpole´e sur le maillage e´le´ments finis).
Ces diffe´rentes figures montrent l’efficacite´ de l’algorithme pour ces deux me´thodes. On
a en effet fait la seule hypothe`se que les me´thodes de re´solution locales a` chaque domaine
devaient eˆtre des me´thodes de galerkin.
Par ailleurs, les courbes 5.11 et 5.12 illustrent bien la convergence exponentielle du
sche´ma propose´, en accord avec le The´ore`me de convergence 9 (les suites sont contrac-
tantes).
138 Chapitre 5. Simulation nume´rique du couplage oce´an/atmosphe`re
Fig. 5.5 – Vitesse atmosphe´rique en e´le´-
ments finis dans le plan de coupe x = 0,
le maillage utilise´ est 50× 20× 20.
Fig. 5.6 – Vitesse oce´anique en e´le´ments fi-
nis dans le plan de coupe x = 0, le maillage
utilise´ est 50× 20× 20.
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Fig. 5.7 – E´nergie cine´tique turbulente at-
mosphe´rique en me´thode spectrale dans le
plan de coupe z = 1/2. Valeur de l’iso-
surface est 10−2 (solution interpole´e sur le
maillage e´le´ments finis).
Fig. 5.8 – E´nergie cine´tique turbulente
oce´anique en me´thode spectrale dans le plan
de coupe z = 1/2. Valeur de l’isosurface est
2.10−3 (solution interpole´e sur le maillage
e´le´ments finis)
Fig. 5.9 – E´nergie cine´tique turbulente at-
mosphe´rique en me´thode d’e´le´ments finis
dans le plan de coupe z = 1/2. Valeur de
l’isosurface est 10−2.
Fig. 5.10 – E´nergie cine´tique turbulente
oce´anique en me´thode d’e´le´ments finis dans
le plan de coupe z = 1/2. Valeur de l’isosur-
face est 2.10−3.
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Fig. 5.11 – Me´thode spectrale : convegence
en echelle logarithmique de ||un+1i − un1 ||L2 ,
et ||kn+11 − kn1 ||Li , i ∈ {1, 2}
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Fig. 5.12 – Me´thode des e´le´ments fi-
nis : convegence en echelle logarithmique de
||un+1i −uni ||L2 , et ||kn+1i − kni ||L2 , i ∈ {1, 2}
Annexe A
Une borne infe´rieure pour la
constante de la condition inf-sup sur
l’ope´rateur de divergence
ste´phane del pino, ulrich razafison et driss yakoubi
Introduction
On rappelle d’abord le The´ore`me de la condition inf-sup pour l’ope´rateur de divergence,
voir par exemple v.girault-p.-a.raviart [39], babusˇka [4], et f. brezzi [18].
The´ore`me 1. Soit Ω un ouvert connexe, borne´ a` frontie`re lipschitzienne de Rd. Alors il
existe une constante βΩ, strictement positive et ne de´pendant que du domaine Ω, telle que
∀q ∈ L20(Ω), sup
v∈H1
0
(Ω)
b(v, q)
||v||H1(Ω) ≥ βΩ||q||0,
ou`
L20(Ω) =
{
q ∈ L2(Ω), tel que
∫
Ω
q(x) dx = 0
}
, et
b(v, q) = −
∫
Ω
∇ · v(x) q(x) dx.
Dans cette annexe, nous allons donner une caracte´risation de la constante de la condition
inf-sup de l’ope´rateur de divergence. Dans [64], m. a. ol′shanski˘ı et e. v. chizhonkov
ont montre´ que si Ω = {(x1, x2), tel que 0 < xi < Li, 1 ≤ i ≤ 2}, ou` L1, L2 de´signent
respectivement la longueur et la largeur du rectangle Ω, alors la meilleure constante de la
condition inf-sup βΩ satisfait la relation
βΩ = O(
L2
L1
), quand
L1
L2
→ +∞.
Dans notre papier, nous conside´rons un domaine connexe, borne´ et a` frontie`re lipschit-
zienne de Rd, d = 2, 3, et nous donnons un encadrement de βΩ en fonction de la norme
d’un rele`vement harmonique.
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La suite de cette annexe est la partie e´crite en Franc¸ais de la note soumise aux comptes
rendus de l’acade´mie des sciences .
A.1 Une borne infe´rieure pour la constante de la
condition inf-sup sur l’ope´rateur de divergence
On conside`re un ouvert ω connexe, borne´ de Rd, d = 2, 3, de frontie`re lipschitzienne. Nous
noterons bω(·, ·) la forme biline´aire qui a` tout couple (u, p) ∈ H1(Ω)d × L2(Ω) associe le
re´el
bω(u, p) = −
∫
ω
∇u(x) p(x) dx. (A.1)
Nous rappelons la condition inf-sup qui a e´te´ e´tablie inde´pendemment par I. babusˇka [4]
et par F. brezzi [18] dans un cadre abstrait (voir aussi v.girault-p.-a.raviart [39]).
The´ore`me 2 (Condition inf-sup). Soit ω un ouvert connexe, borne´ de Rd, d = 2, 3,
de frontie`re lipschitzienne. Il existe une constante β = β(ω) > 0 qui ne de´pend que du
domaine ω, telle que
inf
q∈L2
0
(ω)
sup
v∈H1
0
(ω)d
bω(v, q)
||q||L2(ω)||v||H1(ω)d
= β. (A.2)
Ici L20(ω) de´signe l’espace {q ∈ L2(ω),
∫
ω
q(x) dx = 0}.
Le but de cette Note est de donner une borne infe´rieure pour la constante β(ω), qui ne
de´pend que de la norme du rele`vement harmonique sur ω et du supΩ⊃ω β(Ω).
A.2 Une borne infe´rieure pour la constante de la
condition inf-sup
Nous allons maintenant e´noncer le re´sultat principal de cette Note.
The´ore`me 3 (Borne infe´rieure). Soit ω un ouvert connexe, borne´ de Rd, d = 2, 3, de
frontie`re lipschitzienne. Alors, pour tout Ω ouvert borne´ de Rd de frontie`re lipschitzienne
tel que Ω ⊃ ω, on a
β(ω) ≥ β(Ω)
1 + ‖Rh‖ , (A.3)
ou` Rh est l’ope´rateur de rele`vement harmonique sur ω.
La suite de cette Note prouve cette minoration de β(ω).
Soit tout d’abord qω ∈ L20(ω). D’apre`s la de´finition de β(ω), pour e´tablir (A.3), il suffit
de montrer que
sup
v∈H1
0
(ω)
bω(v, qω)
‖v‖H1(ω)‖qω‖L2(ω) ≥
β(Ω)
1 + ‖Rh‖ . (A.4)
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Soient maintenant vΩ ∈ H10(Ω)d et vω sa restriction sur ω : vω = vΩ|ω (vω = vΩ presque
partout dans ω). Par construction, on a vω ∈ H1(ω)d. Nous conside´rons par ailleurs la
fonction qΩ de´finie de la fac¸on suivante :
qΩ =
{
αqω sur ω,
0 sur Ω \ ω, (A.5)
ou` α est une constante re´elle que nous choisirons ulte´rieurement. Notons que, par construc-
tion, qΩ appartient a` L
2
0(Ω) et
‖qΩ‖L2(Ω) = |α|‖qω‖L2(ω). (A.6)
La preuve de (A.4) est compose´e de trois e´tapes.
A.2.1 Premie`re e´tape : calcul de bΩ(vΩ, qΩ).
Nous distinguons ici deux cas : selon que vω est nul ou non sur ω.
Le cas vΩ|ω = vω 6= 0
Soit R un ope´rateur de rele`vement line´aire continu deH1/2(∂ω)d dansH1(ω)d de norme
e´gale a` cR. On a alors
||Rγvω||H1(ω)d ≤ cR||γvω||H1/2(∂ω)d ≤ cRcγ||vω||H1(ω)d ,
ou` cγ est la norme de l’ope´rateur de trace γ de H
1(ω)d dans H1/2(∂ω)d. On note c = cRcγ
et on pose v = vω −Rγvω. Par construction v ∈ H10(ω)d et on a
||v||H1(ω)d ≤ ||vω||H1(ω)d + ||Rγvω||H1(ω)d ≤ (1 + c)||vω||H1(ω)d .
De plus, comme vω est la restriction de vΩ sur ω, on a ||vω||H1(ω)d ≤ ||vΩ||H1(Ω)d , et donc
on obtient
||v||H1(ω)d ≤ (1 + c)||vΩ||H1(Ω)d . (A.7)
Estimons maintenant bΩ(vΩ, qΩ). D’apre`s (A.1), on a
bΩ(vΩ, qΩ) = −
∫
Ω
∇ · vΩ qΩ dx = −
∫
ω
∇ · vΩ qΩ dx−
∫
Ω\ω
∇ · vΩ qΩ dx.
Graˆce a` la de´finition (A.5), on peut e´crire
bΩ(vΩ, qΩ) = −
∫
ω
∇ · vω αqω dx,
bΩ(vΩ, qΩ) = −α
∫
ω
∇ · (v +Rγvω) qω dx.
Finalement, on a
bΩ(vΩ, qΩ) = αbω(v, qω)− α
∫
ω
Rγvω qω dx.
Nous choisissons a` pre´sent α pour que la quantite´ bΩ(vΩ, qΩ) soit infe´rieure a` la quantite´
αbω(v, qω). Pour cela, il suffit de prendre
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si
∫
ω
∇ ·Rγvω qω dx 6= 0 , α =
∫
ω
∇ ·Rγvω qω dx∣∣∣∣
∫
ω
∇ ·Rγvω qω dx
∣∣∣∣
, et
si
∫
ω
∇ ·Rγvω qω dx = 0 , α = 1.
Notons que dans les deux cas, la constante α ve´rifie |α| = 1, et on a
bΩ(vΩ, qΩ)
||vΩ||H1(Ω)d
≤ α bω(v, qω)||vΩ||H1(Ω)d
≤ |bω(v, qω)|||vΩ||H1(Ω)d
.
D’apre`s la relation (A.7), on obtient
bΩ(vΩ, qΩ)
||vΩ||H1(Ω)d
≤ (1 + c) |bω(v, qω)|||v||H1(ω)d
.
Cette dernie`re ine´galite´ e´tant ve´rifie´e pout tout vΩ ∈ H10(Ω)d, avec vΩ|ω 6= 0, on en de´duit
que
sup
vΩ∈H10(Ω)d
vΩ|ω 6=0
bΩ(vΩ, qΩ)
||vΩ||H1(Ω)d
≤ (1 + c) sup
vΩ∈H10(Ω)d
vΩ|ω 6=0
|bω(v, qω)|
||v||H1(ω)d
,
donc
sup
vΩ∈H10(Ω)d
vΩ|ω 6=0
bΩ(vΩ, qΩ)
||vΩ||H1(Ω)d
≤ (1 + c) sup
v∈H1
0
(ω)d
bω(v, qω)
||v||H1(ω)d
.
(A.8)
Nous e´tudions maintenant le cas vω = 0.
Le cas : vΩ|ω = vω = 0
Le calcul de bΩ donne :
bΩ(vΩ, qΩ) = −
∫
Ω
∇ · vΩ qΩ dx = −
∫
ω
∇ · vΩ qΩ dx−
∫
Ω\ω
∇ · vΩ qΩ dx.
D’apre`s la de´finition (A.5) et comme vω = 0,
bΩ(vΩ, qΩ) = −
∫
ω
∇ · vω αqω dx = 0.
On obtient donc
0 = sup
vΩ∈H10(Ω)d
vΩ|ω=0
bΩ(vΩ, qΩ)
||vΩ||H1(Ω)d
≤ (1 + c) sup
v∈H1
0
(ω)d
|bω(v, qω)|
||v||H1(ω)d
.
(A.9)
Les relations (A.8) et (A.9) donnent l’ine´galite´ suivante :
sup
vΩ∈H10(Ω)d
bΩ(vΩ, qΩ)
||vΩ||H1(Ω)d
≤ (1 + c) sup
v∈H1
0
(ω)d
|bω(v, qω)|
||v||H1(ω)d
. (A.10)
A.3. Une remarque sur la condition inf-sup en utilisant la semi-norme 145
A.2.2 Deuxie`me e´tape : minoration de β(ω)
D’apre`s la de´finition de β(Ω), on a
sup
vΩ∈H10(Ω)d
bΩ(vΩ, qΩ)
||vΩ||H1(Ω)d
≥ β(Ω)||qΩ||L2(Ω).
Graˆce a` (A.10), on obtient donc
sup
v∈H1
0
(ω)d
bω(v, qω)
||v||H1(ω)d
≥ β(Ω)
1 + c
||qΩ||L2(Ω). (A.11)
En utilisant (A.11) et (A.6), et comme |α| = 1, on en de´duit la minoration de β(ω)
suivante :
sup
v∈H1
0
(ω)d
bω(v, qω)
||v||H1(ω)d ||qω||L2(ω)
≥ β(Ω)
1 + c
,
ou` c = cRcγ = ‖γ‖‖R‖ ne de´pend que du domaine ω. Il reste maintenant a` caracte´riser la
constante c.
A.2.3 Troisisie`me e´tape : caracte´risation de la constante c.
Comme dans ce qui pre´ce`de, l’ope´rateur de rele`vement est quelconque, afin de choisir
le plus petit c possible, on peut prendre c = ||γ|| inf
R∈H
||R||, ou`
||γ|| = sup
v∈H1(ω)d
||γv||H1/2(∂ω)d
||v||H1(ω)d
, ||R|| = sup
v∈H1/2(∂ω)d
||Rv||H1(ω)d
||v||H1/2(∂ω)d
,
et H =
{
R : rele`vement line´aire continu de H1/2(∂ω)d dans H1(ω)d
}
.
Si on prend ||γv||H1/2(∂ω)d = inf
{||w||H1(Ω)d , γw = γv sur ∂Ω} , alors c = infR∈H ||R||. De
plus, on a infR∈H ||R|| = ||Rh||, ou` Rh est le rele`vement harmonique, donc le plus petit c
est c = ||Rh||. Ceci termine la preuve de (A.4). 
A.3 Une remarque sur la condition inf-sup en utili-
sant la semi-norme
Soit Ω un ouvert, connexe, borne´ de Rd, d = 2, 3, de frontie`re lipschitzienne. Dans cette
section, on de´finit la constante β(Ω) > 0 ve´rifiant la condition inf-sup comme suit :
β(Ω) = inf
q∈L2
0
(Ω)
sup
v∈H1
0
(Ω)d
bΩ(v, q)
‖q‖L2(Ω)|v|H1(Ω)d
, (A.12)
ou` | · |H1(Ω)d de´signe la semi-norme de H10(Ω)d.
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Remarque 9. Soient a un vecteur quelconque non nul de Rd, λ un re´el et Φλ,a l’appli-
cation suivante :
Φλ,a : Ω→ Ωλ,a,
x→ Φλ,a(x) = a+ λx.
(A.13)
On a alors
β(Ωλ,a) = β(Ω).
Autrement dit, en utilisant la de´finition (A.12), la constante β(Ω) ve´rifiant la condition
inf-sup est invariante par translation et par homothe´tie du domaine Ω.
On introduit la constante cp(Ω) > 0 ve´rifiant ‖vΩ‖H1(Ω)d ≤ cp(Ω)|vΩ|H1(Ω)d . En utilisant
la de´finition (A.12) de β, a` la place de (A.2), on peut montrer que la remarque 9 permet
d’encadrer la constante β(ω) :
Corollaire 4. Soit ω un ouvert, connexe, borne´ de Rd, d = 2, 3, de frontie`re lipschitzienne.
Alors pour tout Ω ouvert borne´ de Rd de frontie`re lipschitzienne, on a
cp(ω)(1 + ‖R˜h‖)β(Ω) ≥ β(ω) ≥ β(Ω)
cp(Ω)(1 + ‖Rh‖) ,
ou` Rh et R˜h sont respectivement les ope´rateurs de rele`vement harmonique sur ω et Ω.
Annexe B
Une condition de type inf-sup
Dans cette annexe, nous allons montrer le The´ore`me suivant ,
The´ore`me 5 (inf-sup). Soit Ω un ouvert connexe, borne´ et a` frontie`re lipschitzienne de
Rd, alors il existe une constante β1(Ω) > 0, telle que
∀q ∈ L2(Ω), sup
v∈H1(Ω)
b(v, q)
||v||H1(Ω)d
≥ β1(Ω)||q||L2(Ω). (B.1)
De plus, pour tout ouvert borne´ et a` frontie`re lipschitzienne Ω0 de R
d, tel que Ω¯ ⊆ Ω0,
nous avons l’ine´galite´ suivante
β1(Ω) ≥ β(Ω0)
√
mes(Ω0)−mes(Ω)
mes(Ω0)
, (B.2)
ou` β(Ω0) est la meilleure constante strictement positive ve´rifiant la condition inf-sup
du The´ore`me 1, et β1(Ω) la meilleure constante strictement positive ve´rifiant l’ine´galite´
(B.1).
De´monstration. Soit q ∈ L2(Ω), et soit Ω0, un domaine borne´ a` frontie`re lipschitzienne,
tel que Ω ( Ω0, voir figure B.1. Construisons une fonction q0 de´finie et inte´grable sur Ω0,
telle que ∫
Ω
q(x) dx = 0.
On choisit q0 de la fac¸on suivante

q0 = q + a, dans Ω,
q0 = −1r
∫
Ω
(
q + a
)
= constante dans Ω0 \ Ω,
(B.3)
ou` a est une constante re´elle que nous allons choisir par la suite, et r = mes(Ω0 \ Ω).
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Omega
D
Fig. B.1 – Un domaine Ω0 englobant Ω.
On pose s = mes(Ω), et on note par
b0(v0, q0) = −
∫
Ω0
(∇ · v0) q0 ∀v0 ∈ H1(Ω0)d, et
b(v, q) = −
∫
Ω
(∇ · v) q, ∀v ∈ H1(Ω)d.
Calculons
∫
Ω0
q0 dx.
On a ∫
Ω0
q =
∫
Ω
(
q + a
)
+
∫
Ω0\Ω
[
−1
r
∫
Ω
(
q + a
)]
,
=
∫
Ω
(
q + a
)
−1
r
∫
Ω
(
q + a
) ∫
Ω0/Ω
dx,
= 0.
D’apre`s la condition inf-Sup (voir The´ore`me 1), il existe une constante β(Ω0) > 0, ne
de´pendant que de Ω0, telle que
sup
v0∈H10(Ω0)
b0(v0, q0)
||v0||H1(Ω0)
≥ β(Ω0)||q0||L2(Ω0). (B.4)
Maintenant, nous allons chercher pour quelles valeurs de la constante a, l’e´galite´ suivante
sera satisfaite
b0(v0, q0) = b(v, q), ou` v est un vecteur a` choisir dans H
1(Ω).
Comme v0 ∈ H10(Ω0), sa restriction sur Ω appartient a` l’espace H1(Ω). Prenons donc
v = v0|Ω ∈ H1(Ω),
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de plus on a l’ine´galite´ suivante
||v0||H1(Ω0) ≥ ||v||H1(Ω). (B.5)
Calcul de b0(v0, q0).
On a
b0(v0, q0) = −
∫
Ω0
∇ · v0 q0,
= −
∫
Ω
∇ · v [q + a] dx −
∫
Ω0\Ω
∇ · v0 q0 dx,
= b(v, q)− a
∫
Ω
∇ · v dx+ 1
r
∫
Ω
[q + a]
∫
Ω0\Ω
∇ · v0 dx.
Soit n le vecteur normal exte´rieur a` Ω, alors∫
Ω
∇ · v dx =
∫
∂Ω
v · n dτ et,∫
Ω0\Ω
∇ · v0 dx =
∫
∂Ω0
v · n dτ −
∫
∂Ω
v · n dτ,
= −
∫
∂Ω
v · n dτ, car v0 = 0 sur ∂Ω0.
D’ou`
b0(v0, q0) = b(v, q)−
[
a+
1
r
∫
Ω
(q + a) dx
] ∫
∂Ω
v · n dτ,
= b(v, q)−
[
a+
as
r
+
1
r
∫
Ω
q dx
] ∫
∂Ω
v · n dτ.
Pour avoir l’e´galite´ souhaite´e, a` savoir
b0(v0, q0) = b(v, q), (B.6)
il suffit que la constante a ve´rifie l’e´quation
a+
a s
r
+
1
r
∫
Ω
q dx = 0.
Or cette e´quation a pour unique solution
a = − 1
r + s
∫
Ω
q dx. (B.7)
D’apre`s les relations (B.5) et (B.6), on a
b(v, q)
||v||H1(Ω) ≥
b0(v0, q0)
||v0||H1(Ω0)
,
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en passant au sup sur tous les v0 ∈ H10(Ω0), on obtient
sup
v∈H1(Ω)
b(v, q)
||v||H1(Ω) ≥ supv0∈H1(Ω0)
b0(v0, q0)
||v0||H1(Ω0)
,
en utilisant la relation (B.4), on de´duit que
sup
v∈H1(Ω)
b(v, q)
||v||H1(Ω) ≥ β(Ω0)||q0||L
2(Ω0). (B.8)
Pour terminer la preuve, il suffit de montrer que ||q0||L2(Ω0) ≥ δ||q||L2(Ω), (δ > 0).
Calculons ||q0||2L2(Ω0).
On a
||q0||2L2(Ω0) =
∫
Ω
|q + a|2 dx+
∫
Ω0\Ω
[
−1
r
∫
Ω
(q + a) dx
]2
dx,
=
∫
Ω
|q|2 dx+
∫
Ω
|a|2 dx+ 2
∫
Ω
aq dx)
+
1
r
[(∫
Ω
q dx
)2
+
(∫
Ω
a dx
)2
+ 2
(∫
Ω
q dx
)(∫
Ω
a dx
)]
,
= ||q||2L2(Ω) + a2s+ 2a
∫
Ω
q dx+
1
r
[(∫
Ω
q dx
)2
+ a2s2 + 2as
∫
Ω
q dx
]
,
= ||q||2L2(Ω) +
s
(s+ r)2
(∫
Ω
q dx
)2
− 2
s+ r
(∫
Ω
q dx
)2
+
1
r
[(∫
Ω
q dx
)2
+
s2
(s+ r)2
(∫
Ω
q dx
)2
− 2s
s+ r
(∫
Ω
q dx
)2]
,
= ||q||2L2(Ω) +
(∫
Ω
q dx
)2(
s
(s+ r)2
− 2
s+ r
+
1
r
+
s2
r(s+ r)2
− 2s
r(s+ r)
)
,
= ||q||2L2(Ω) −
1
r + s
(∫
Ω
q dx
)2
, on utilise l’ine´galite´ de Cauchy-Schwarz,
≥ r
r + s
||q||2L2(Ω) =
mes(Ω0)−mes(Ω)
mes(Ω0)
||q||L2(Ω).
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D’apre`s la relation (B.8), on obtient
∀q ∈ L2(Ω), sup
v∈H1(Ω)d
b(v, q)
||v||H1(Ω)d
≥ β(Ω0)
√
mes(Ω0)−mes(Ω)
mes(Ω0)
||q||L2(Ω). (B.9)
Comme β1(Ω) est la meilleure constante strictement postive qui satisfait la relation
(B.9), alors
β1(Ω) ≥ β(Ω0)
√
mes(Ω0)−mes(Ω)
mes(Ω0)
, ∀Ω  Ω.
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