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基于 VRRP 的 LVS 高可用性研究
吴国才, 施 婧, 郑勇明
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【摘 要】: 本文介绍了 VRRP( 虚拟路由器冗余协议) , 并描述一种基于 VRRP 的解决方案。该方案可用于 LVS 解决其
单点故障问题 , 提高 LVS 的高可用性。
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1.LVS 介绍
LVS[2](Linux Virtual Server)是 一 个 开 源 项 目 , 成 立 于 1998
年 , 它提供了一套用于构建 Linux 集群的解决方案。LVS 通过在
Linux 内核实现基于 IP 层和基于内容请求分发的负载平衡调度
解决方法 , 将一组服务器构成一个实现可伸缩的、高可用网络服
务的虚拟服务器。
LVS 的体系结构如图 1 所示 , 一组服务器通过高速的局域
网或者地理分布的广域网相互连接 , 在它们的前端有一个负载
均衡器( Load Balancer) 。负载调度器能无缝地将网络请求调度







由于 LVS 所有的服务都要通过前端负载均衡器传递 , 因此当




VRRP[3]是一种 LAN 接入设备容错协议 , 它将局域网的一组
路由器组织成一个虚拟路由器 , 指定一种选举协议 , 动态的为局
域网中每个 VRRP 路由器分配虚拟路由器的任务 , 其中与虚拟
路 由 器 联 合 控 制 IP 地 址 的 VRRP 路 由 器 被 称 做 主 控 路 由 器
( Master) , 并负责转发目的地址为这些 IP 地址的包。这样局域网
中任何一个虚拟路由的 IP 地址都可以被终端作为默认路由。如
果主控路由器不可用 , 则选举过程提供了转发任务的动态恢复。
3.一种基于 VRRP 的 LVS 方案
利用 VRRP 的特性 , 设置两个负载均衡器 , 在其中一个负载
均 衡 器 出 现 故 障 时 , 由 另 一 个 负 载 均 衡 器 接 管 其 任 务 。 基 于
VRRP 的 LVS 逻辑结构如(如图 2 所示):
3.1 VRRP 术语
该系统使用的一些术语如下 :
图 2 基于 VRRP 的 LVS 结构
·VRRP 实例: 一个实例 , 控制操纵指定的一组 IP 地址。一
个 VRRP 实例可以成为一个或者多个 VRRP 实例的备分。在图
2 中 , 有 4 个 VRRP 实例 , 实例 VI_1 拥有地址( VIP1,VIP2) , 实例
VI_3 拥 有 地 址 ( VIP3,VIP4) , 实 例 VI_2 拥 有 地 址 ( DIP1) , 实 例
VI_4 拥有地址( DIP2) , 它们可以参与一个或者多个虚拟路由。
· 主控状态 : 是 VRRP 实例的状态 , 处于该状态的实例负责
转发目的地址是该 VRRP 实例拥有地址的包。
· 备 份 状 态 : VRRP 实 例 的 状 态 , 当 VRRP 主 控 状 态 失 效
时 , 接替主控实例负责转发数据包的任务。
· 实际负载均衡器 : 一个 LVS 负载均衡器 , 其上运行一个或
多个 VRRP 实例。
· 虚拟负载均衡器 : 一组实际负载均衡器组成。
· 同步实例 : 需要同步的 VRRP 实例。
· 广告 : 一种简单的 VRRP 包 , 主控实例发送给一组 VRRP
实例声明状态。
3.2 系统工作流程
在图 2 的结构中 , 服务器池 2 的主机是属于虚拟 IP 地址
VIP3 和 VIP4 的 , 因此远程客户访问服务器池 2 的主机必须通
过 VIP3 或 VIP4, 但另一方面服务器池 2 的主机转发数据包是
通过 DIP2 的 , 这样 DIP2 和 VIP3/VIP4 在同一个负载均衡器上
必须保持同时激活的状态 , 才能维持完整的转发路径。这就意味
着 , 如果负载均衡器 2 的局域网( LAN) 接口失效 , 广域网( WAN)
接口拥有的 IP 地址必须设置在冗余的负载均衡器 1 上的广域
网接口上。这样每个 LVS 负载均衡器必须知道整个 LVS 的冗余
结构 , 所以每个 LVS 负载均衡器上同时运行四个 VRRP 实例 ,
两个 VRRP 实例处于主控状态 , 两个处于备份状态 , 所以在每个
负载均衡器上 VRRP 实例配置时主控/备份状态是对称的 , 在负
载均衡器 1 上 , VRRP 实例的配置情况如下 :
· VI_1: 处于主控状态 , 拥有 IP 地址 VIP1 和 VIP2, 并保持
与 VI_2 同步。
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及一个 14 位的 EAN/UCC 代码。例如选择 SGTIN 类型 , 代码为
18801234567896。根据 SGTIN 的代码规则 , 通过一个代码转换
模 块 , 将 代 码 转 换 成 为 一 个 EPC URN: urn:epc:48.8801234.
156789.400。其中 , 48 表示 EPC 的类型为 SGTIN, 8001234 是公
司代号 , 156789 是产品代号 , 400 是一个序列号。
③: 将得到的 URN 去除头部和 EPC 的序列号 , 再将剩下的
8801234.156789 的位置进行交换 , 得到 156789.8801234。最后加
上一个 TLD, 形成一个 FQDN (全域名): 156789.8801234.ods.or.
kr。然后为这个 FQDN 向 ONS 服务器发送一个服务请求 , 要求
返回一个或多个 NAPTR 格式的记录。
④: ONS 服务器接收到请求后 , 会根据接收到的 FQDN 找出
与之相关的记录 , 并且以 NAPTR 的格式返回。在这里 , order 和
pref 并未被使用 , flag 部分为"u", 表示 regexp 部分是一个 URL,
service 部分规定了使用何种类型文件描述产品信息 (XML 等),
regexp 部分指定了产品信息存放位置的 URI。
⑤: 通过解析接收到的 NAPTR 记录 , 可以从中得到产品相
关 信 息 存 放 的 URL 地 址 , 并 将 这 些 URL 地 址 发 送 到 ISP
(Information Service Provider)模块中。
⑥,⑦,⑧: ISP 向 EPC- IS 服务器发出访问请求 , 根据得到的
URL, 查看相关的信息。返回的信息以 Web 页的形式显示。
4.结束语
本文通过一个 EPC 网络原型 的 设 计 与 实 现 , 详 细 说 明 了
EPC 网络各组成部分的实现架构 , 并基于原型实现了一个 Web
应用程序 , 对了解 EPC 网络的工作原理 , 进一步的开发 EPC 网
络的应用有着一定的参考意义。
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·VI_2: 处于主控状态 , 拥有 IP 地址 DIP, 并保持与 VI_1 同
步。
· VI_3: 处 于 备 份 状 态 , 备 份 IP 地 址 VIP3 和 VIP4,并 保 持
与 VI_4 同步。
· VI_4: 处于备份状态 , 备份 IP 地址 DIP,并保持与 VI_3 同
步。
在负载均衡器 2 上 , VI_1 和 VI_2 处于备份状态 , 而 VI_3
和 VI_4 处于主控状态。
由于某种原因 DIP2 不可用 , 为了 保 持 路 由 路 径 , 则 VRRP
实例状态转换情况如图 3:
下图中 , 因为 DIP2 不可用 , 那么运行于负载均衡器 1 上处
于备份状态的 VI_4, 将在设定广告时间间隔内收不到主控 VI_4
的状态广告 , 因此备份 VI_4 推断 DIP2 不可用 , 所以这个备份状
态的 VI_4 就切换到主控状态。
图 3 DIP2 任务接管情况
在同一负载均衡器上 , 实例 VI_3 和 VI_4 必须保持同步状
态 , 否则通过 VIP3 和 VIP4 请求的客户无法得到 DIP2 的响应 ,
这样在负载均衡器 1 的负责 VIP3 和 VIP4 的实例 VI_3 必须切
换到主控状态 , 保持与运行在该负载均衡器上实例 VI_4 同步 ,
实例 VI_3 的状态转换如下图 4:
图 4 VRRP VIP3&VIP4 同步
最终 VIP3 和 VIP4 被负载均衡器 1 所接管 , 保持了与 DIP2
的同步 , 这就是在负载均衡器 2 局域网接口失效后应该达到的
最终状态。此时所有的转发任务全部由负载均衡器 1 来完成。
这种状态只是一种暂时的接管状态 , 当负载均衡器 2 的局域网
接口恢复正常 , 所有的 VRRP 实例将切换到最初的状态。
4. 小结
本文描述了一种使用 VRRP 协议解决 LVS 的负载均衡器
器单点故障的方案。该方案设立两个负载均衡器 , 在主负载均
衡器出现故障时 , 由备份负载均衡器接管主负载均衡器的所有
任务 , 提高 LVS 的高可用性。
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