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Supplementary Materials section S1. Sediment property calculation
To determine sediment properties at each ocean bottom station for rotation and migration, we consider the delay time between the P-wave and the P-to-S conversion from the base of sediment-crust boundary. We consider P-waves from the 343 event-station pairs used for the S-to-P imaging. We filter the data from 0.04 -0.25 Hz. We select waveforms with a clear Pwave and a clear P-to-S sediment conversion, a peak typically within < 1 s of the P-wave. We window the P-wave and P-to-S arrivals by hand, and then use the timing of the largest amplitude peak of the P-wave and the P-to-S sediment-crust converted phase to determine a delay time (Table S1 , fig. S3 ). We calculate the sediment thickness for each waveform assuming the shear velocity -thickness relationship from previous studies in the region and matching the predicted delay times for a given slowness ( fig. S4) (41, 48) . We then average these values at each station to determine the best sediment properties. We assume compressional velocity from an active source study relationship (42). For stations where no clear P-to-S delay is observed we use a weighted mean of the nearest stations. Error in delay time corresponds to standard error. The result is in overall agreement with the previous global sediment model based on previous sediment isopachs, ocean drilling, and seismic reflection ( fig. S5 ). At a few stations at the continent-ocean boundary we find delays between 1. 5 and 2 seconds, outside the range of the previously reported shear velocity-thickness relationship (41) . These values likely reflect real structure given that active source experiment estimates for sediment thickness are similarly thick in the region (49). We assume sediment velocities consistent with these studies (Vp = 3. 0 km/s and Vs = 1.5 km/s), and sediment thickness that match our delay times in these cases.
We explore the effect of rotating and migrating with different sediment assumptions in a series of tests not shown here. In the first test we use a global sediment thickness compilation (50) derived from previous sediment isopachs, drilling, and seismic reflection and assumed fixed sediment velocities Vp = 1.8 km/s and Vs = 0.8 km/s. In another test we assume the global sediment thickness at stations with thick sediment (> 0.1 km) and oceanic crustal velocities of Vp = 5.9 and Vs = 3.35 km/s at stations with thinner sediment. In another test we use the global thicknesses and implemented a linear shear velocity -sediment thickness ratio based on the relationship from a regional surface waves (41, 48) . We assume a minimum Vp/Vs = 2, with unbounded maximum, and fixing the minimum Vp to 1.7 km/s to keep the sediment compression velocity higher than the water column.
We find that regardless of our sediment assumption the features interpreted here are robust, appearing in all tests of alternative assumptions for sediment. We prefer the sediment parameters based on our calculated P-to-S delay times, since they represent higher resolution than global results (50), and also coverage over a larger lateral area than those reported for the first year of the initiative (41). Indeed, previous studies find significant local deviation from the global compilation using the first year of the Cascadia deployment (41).
section S2. Water column/sediment artifacts
The water column and sediment layer can affect receiver functions in 4 main ways: 1) sediment assumptions affect the rotation of the waveforms and the migration of the receiver functions, 2) the conversion from the sediment-crust boundary can interfere with nearby arrivals including the Moho, 3) reverberations from the water column and also the water column-sediment reverberation are expected in the daughter P-wave, and 4) reverberations are also expected in the parent S-wave. We have attempted to account for sediment as accurately as possible and ensure the interpreted features are not artificial.
1)
We characterize the sediment properties using the delay time of the P-to-S conversion from the base of the sediment layer (see section S1). Our sediment characteristics correspond well to tectonic expectations ( fig. S3 ) and global sediment estimates ( fig. S5 ). Testing several other sediment assumptions (sections S1) indicates our interpreted features are robust regardless. Therefore, our sediment assumption is the best approximation of Earth structure and also does not impact robustness of interpreted features.
2)
The sediment layer can also give a large positive phase at very shallow depth from the sediment-crust interface. This phase constructively interferes with the Moho phase at ~6 -7 km depth, and the result is a positive at shallow depth, shallower than expected for the Moho conversion without sediment cover. This is observed in the data, as expected, and we do not interpret the Moho phase explicitly, given this expected and observed interference with the sediment layer.
3)
A water column reverberation is expected a few seconds after a conversion, 4 s for a 3 km thick water column. In our time reversed signals this migrates to shallower depth than its corresponding deeper conversion. A water column-sediment reverberation is also expected to migrate to just shallower depth than the water column reverberation and with opposite polarity. These are expected to destructively interfere at the longer periods of our receiver function waveforms (51).
The negative phase at 60 -80 km beneath the oceans exists particularly beneath both of the transforms and beneath the 20 My old seafloor south of Mendocino ( fig. S1 ). Interpretation is challenging given that Mendocino is at the edge of our study region. In addition, there are also large sediment thicknesses south of Mendocino, and the phase at 65 -70 km arrives near the predicted water column and water column-sediment reverberation from a deeper positive phase at ~110 km discussed above. The reverberation effects should cancel out once filtered. Potential contamination is not impossible, making strong interpretation of the phase at 60 -80 km depth tenuous, which is why we avoid interpretation.
Conversely, there is no straightforward way to get the persistent interpreted LAB phase at 20 -45 km depth as an artifact of sediment reverberations from sporadically imaged deeper discontinuities. Therefore, the LAB phase at 20 -45 km is not an artificial feature of sediment reverberations in the daughter waveform.
4)
The other effect of sediment is that it causes reverberations in the source (S-wave) component of the deconvolution. This can give additional small phases that arrive just before the converted phases. In our time reversed signals, it causes small amplitude arrivals that are slightly deeper than the main conversions (51). Overall, this effect could give a side lobe to the phases from real conversions. However, the side lobe is expected to follow the depth of the real phases. This is not what we observe in the data. The negative phase in our result clearly pulls away from the shallow positive phase, getting significantly deeper beneath older seafloor. This is true regardless of migration model, and also regardless of the sediment assumptions in the migration model. Therefore, the LAB phase at 20 -45 km is not an artifact of sediment reverberations in the parent waveform.
section S3. Alternate migration models
We also test the effect of a migration model in which velocity increases with age in a series of tests not shown here. We assume P and S wave velocities are 5% slower than our 1-D model beneath the ridge, linearly increasing to 5% faster than our 1-D model beneath older aged lithosphere, i.e., almost twice the variability suggested by body wave tomography (19). However, there is very little impact on imaged depths of the discontinuities. A 5% faster model causes discontinuities near 30 km depth to migrate 1 km shallower, and vice versa if slower velocities are assumed. Therefore, the age-depth relationship of the LAB phase is maintained. The impact is very small since the discontinuities are shallow and migration model Vp/Vs is constant. Variations in migration model Vp/Vs can give a larger effect (52). If instead Vp is increased to give larger Vp/Vs (~1.9) beneath the ridge, as implied by P-and S-wave delays at the East Pacific Rise, the discontinuities beneath the ridge migrate shallower depth by ~2 km, thus enhancing the age-depth trend.
section S4. Dipping layers
The method is primarily sensitive to flat discontinuities or discontinuities with a gradual slope, like the LAB imaged at 20 -45 km by the ridge dipping at ~5(53). Discontinuities that dip steeply, > 25, related to the dipping slab, such as those imaged using multi-mode Pto-S conversion techniques (31, 32) are not imageable. This is in part because waves from down dip azimuths, from the east, arrive at angles there are too large to cause a conversion. In addition, horizontal features are favoured by our binning and smoothing scheme. We find that we see more evidence for dipping features when smaller bin sizes (< 0.5 ) are assumed and smoothing is not applied. Investigating strongly dipping features is a topic for future work.
section S5. Model reliability
Determining which features are robust in a 3-D receiver function model based primarily on ocean bottom data is challenging. Station stacks average over a wide cone, ~100 km diameter at 40 km depth, potentially masking lateral depth variability. Back-azimuthal binning is not frequently possible given the limited number of quality oceanic receiver functions at a given station. Single waveforms suffer from noise. The common conversion point 3-D model is probably the most realistic representation of Earth structure.
We perform a series of tests to ensure that the features in our 3-D receiver function model are also in the data. We test a variety of migration models and find the interpreted features are robust regardless of these assumptions (section S3). We use an accurate shallow structure, which is important in determining where the energy projects. We solve for best-fitting sediment parameters determined from P-to-S delay times, and use them in the migration model (section S1). We test a variety of bin sizes, finding insufficient waves per bin at finer scale (0.25 bin), while larger bin sizes (0.75 and 1) gives an overly smooth result, masking lateral depth variations that are present in the data. Also, our receiver functions are carefully selected and show consistent structure. In some regions where there is little LAB depth variation, we demonstrate this in single station stacks ( fig. S6 ). The data that go into the stacks have noise, but typically contain the same features as the final stacks. At the stations shown we resolve LAB depths of 20 km on the Gorda Ridge and 30 km west on Juan de Fuca Ridge ( fig. S6 ). The deepest LAB phases (35 -45 km) are located on the oldest seafloor before it subducts at the trench. LAB depth variability is more rapidly at these older ages, and this is well-predicted by a geodynamic model that includes upwelling withina wide zone, up to 50 km from the ridge (see main text and Fig. 4 ). Back azimuthal data consideration from single stations shows increasing LAB depth from west to the east, but stacking these results in single station stacks with unrealistic broad and weak LABs. The deepest realisations of the LAB in the model (Fig. 3 ) are projected back from a variety of surrounding stations. We emphasize that these depths are not an artifact of the accretionary wedge. First, such sediments have been accurately accounted for in the migration model and are in good agreement with results from surface waves and active source studies (section S1). In addition, the effect of the accretionary wedge or the outer rise is typically on the order of 1 km, much smaller than the ~10 km variability observed between the depth beneath the oldest ages and that beneath the adjacent younger bin (Fig. 4B) .
section S6. Comparison between geodynamic models and receiver functions
We demonstrate the features required by the receiver functions in two example bins beneath the Gorda and Juan de Fuca Ridges (fig. S7 ). The best fitting models are those that include a small amount of partial melt between the LAB phases near ~25 km and the phase at the base of melting at 90 -130 km. Synthetic receiver functions calculated for purely thermal models do not match the amplitudes of either the LAB phase or the phase at the base of melting in the data ( fig. S7 , blue and cyan lines compared to boxed regions showing amplitudes required by data). In addition, beneath Gorda Ridge, a model with a potential temperature of 1375 °C gives the best fit to the depth of the phase from the base of melt at 110 km. Beneath Juan de Fuca near the Axial Seamount a potential temperature of 1400 °C deepens the melt triangle and gives the best fit to the deep phase at 125 km in this data example. Hotter temperatures (e.g., 1450 °C) deepen the base of the melt triangle, causing deeper predicted S-to-P conversions. These models do not match the receiver function examples. In this model a damp mantle (100 ppm) is assumed. Increased water would decrease the required potential temperature and vice versa. In addition, we observe some variability in predicted LAB depths with potential temperature, slight shallowing for increased temperatures. However, the effect is more muted and less diagnostic than the depth variability of the onset of melting.
The geodynamic models ( fig. S7, colored lines) do not include the expected complications from sediment and crustal structure, which is the reason that the shallowest positive phases bear less resemblance to the data. The LAB data phases are also a bit broader than the models. This is expected given the sensitivity of the waveforms and lateral smoothing. A gradual LAB velocity gradient in depth cannot match the observations, as the associated conversion is also significantly reduced. We use a forward model example to demonstrate that a more accurate crustal structure matches the data better ( fig. S7 , black dashed line). In this model we allow a 2-layer crust consisting of a gradient from 0-2 km depth and another shallower gradient from 2-4 km depth. The shallow layers increase from velocities typical of sediments to values more typical of layer 2, while the deeper gradients have values consistent with layer 3. The result is that the Moho phase migrates shallower and has an increased amplitude, as does the LAB phase. However, an effect from melt in addition to the thermal model is still required.
We also explore the implications of parameter choices including potential temperature and grain size in geodynamic models and their translation to seismic velocity ( fig. S8 ). Overall, we find these choices have little effect on the features required by the data. For instance, varying grain size (e.g. using 1 mm grain size instead of the 20 mm used in Fig. 2 and S7 ) has little to no effect on the receiver function. A 1 mm grain size produces a 2% slower absolute velocity in the LVZ (fig. S8 ). However, because the velocity gradient from lid to LVZ remains very gradual in depth, the predicted receiver function remains unaffected. It is possible that a shear zone may exist at the base of the LAB, which would have the effect of locally reducing the grain size which could possibly enhance the thermal velocity contrast. However, this is speculative and so far geodynamic models that directly incorporate the effects of grain size evolution do not predict a sharp velocity contrast (45). In addition, this effect would be unlikely to produce the positive discontinuity at 90-130 km depth.
We did not include hydration in the translation to seismic velocity as we do not expect a large effect. The geodynamic models predict dehydration from ~15 to 70 km depth with greater hydration levels above and below across the entire system (0 -10 My old lithosphere). Hydration is expected to decrease seismic velocity (54). If water has a large influence, we predict a velocity increase at the shallow interface (~15 km) and a velocity decrease at the lower interface (~70 km). However, a positive phase from the velocity increase at 15 km is not observed in our result. We observe negative phases at 60 -80 km which could be related to hydration, but the phases are also sporadic ( fig. S1 ). One possibility is that hydration effects are not large. Experimental effects of hydration on seismic velocities are still emerging (55). In any case, the hydration predictions cannot explain either our LAB phase at 20 -45 km or the positive phase at 90 -130 km depth.
We also test a model in which near solidus conditions cause enhanced effects on seismic velocity (8). In this case LVZ velocities are similarly decreased in magnitude. This causes a stronger LAB phase in predicted receiver functions. However, the predicted LAB phase occurs at 20 -26 km, and does not increase in depth from 20 to 45 km as it does in our observed receiver functions.
section S7. Additional geodynamic modeling details
We use a finite element solution for mantle flow and a finite difference scheme with upwind differencing with higher order corrections for the temperature field (56). Mantle flow and melt flux are solved using following system of equations (43) = ∇ 2 − ⋅ ∇T − ρLṀ (1)
Where ρ is density as a function of ξ, depletion, and , retained melt volume fraction or porosity. Temperature is T, k is thermal conductivity, Cp is specific heat of 1 kJ/kg/°C, u is the mantle flow vector. L is the heat of fusion of 600 kJ/kg. is the melt flux, μ is viscosity, P is pressure, and g is the acceleration of gravity. Changes in the buoyancy caused by melting and depletion are allowed through the gravitational body force in equation 1. Density is a function of retained melt volume fraction and depletion as follows
where ρ0 is density of the unmelted mantle peridotite of 3300 kg/m 3 , β is the variation in density due to depletion of 0.024, and Δρ is the change in density due to the local presence of melt, which we assign a value of 100 kg/m 3 .
Retained melt volume fraction, , is determined assuming Darcy's Law with vertical flow only using the following relationship
where w is the vertical velocity of the melt determined by Darcy's Law and a function of porosity, uz is the solid matrix velocity. Permeability is scaled to porosity and grain size, in our preferred case 3 mm, yielding a maximum permeability of 1.5x10 -14 . We assume an Arrhenius form of viscosity that is pressure and temperature dependent in our numerical experiments
where A is chosen so that the viscosity at the base of the model is set to a background viscosity of 10 20 Pa and R is the gas constant. We use an activation energy, Q, of 250 kJ/mol and an activation volume, V, of 5x10 -6 m 3 /mol, which are within the ranges for a linearized dislocation creep (57) and diffusion creep (58, 59). We limit the maximum value of viscosity to 10 23 Pa s in the lithosphere for potential temperatures < 700 °C. This parameterization produces a broad low viscosity zone in the upper 200 km of the asthenosphere. Water is not accounted for in our viscosity, but the addition of water to the lowers the viscosity, by up to a factor of 100 (59). 
fig. S8. Comparison of geodynamic models and seismic predictions.
Comparison of thermal models with mantle potential temperatures of 1375C and 1450C at 0 and 6 My in our geodynamic models (A) with broad upwelling. We present the retained melt volume fraction () (B), which is capped at a maximum of 0.01 for the purposes of calculating velocity reduction from melt. In C, D we present Vs and shear quality factor Qs from (25) for different grain sizes (1 mm and 20 mm).
