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ABSTRAKT 
Tato diplomová práce se zabývá problematikou přenosu hlasu v komunikačních 
sítích. V teoretické části jsou popsána kritéria pro optimalizaci hlasu, jako kvalita 
služby, úroveň priority služby, úroveň služby, typ služby, a subjektivní měření 
kvality hovoru. Dále je popsán Internet protokol, porovnání IPv4 a IPv6, technologie 
VoIP, včetně zabezpečení, protokolů a nutných parametrů pro přenos. Další částí 
jsou umělé neuronové sítě. Zde jsou základním způsobem popsány samotné 
neuronové sítě, Hopfieldova a Kohenenova neuronová síť. Praktická část je založena 
na porovnání sítí bez zajištění kvality služby a se zajištěním kvality služby. Dále jsou 
zde porovnány dva typy přepínačů. Klasický přepínač – řízený sekvenčně, a přepínač 
řízený pomocí umělých neuronových sítí. Celková simulace je provedena 
v programu Opnet Modeler. Závěr práce se věnuje vytvoření laboratorní úlohy 
v tomto programu pro porovnání různých systémů zajištění kvality služby. 
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ABSTRACT 
This master’s thesis deals abou the transmission of voice in communications 
networks. The theoretical part describes criteria for optimizing voice, such as quality 
of service, type of service, level of service, service type, and mean opinion score. 
Next I describe the Internet Protocol, comparing IPv4 and IPv6, VoIP, including 
security, protocols and parameters necessary for transmission. Other part is about 
neural networks. There are basically described the neural network, Hopfield neural 
network and Kohenen neural network. The research is based on a comparison          
of the network without ensuring the quality of service and with ensuring quality        
of service. Then, there are compared two types of switches. Classical switch-
controlled sequentially, and switch controlled by neural networks. The overall 
simulation program is implemented in Opnet Modeler. The conclusion deals         
with the creation of laboratory tasks in this program to compare the different systems 
of ensuring quality of service. 
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Communication networks, optimization, transmission of voice, quality of service 
QoS, VoIP, Internet Protocol, neural network, Kohonen, Hopfield, Opnet Modeler. 
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1  Úvod 
Technologie přenosu hlasu pomocí komunikačních konvergovaných sítí nabývá 
v dnešní době na důležitosti. Přidání služby VoIP do již fungující sítě pracující na IP 
protokolu není ani drahou ani náročnou operací, problémy nastávají v kvalitě hovorů. 
Sítě jsou často zatěžovány dalšími službami, a mnohdy neposkytují mechanizmy    
pro zajištění kvality služby. I v případě, že síť dané požadavky splňuje, nemusí být 
kvalita hovorů nijak vysoká. Samotné síťové prvky jako směrovače a přepínače 
velmi zhoršují parametry zpoždění a kolísání zpoždění, na které služba VoIP klade 
nemalé nároky. Přepínače řízené klasickým sekvenčním způsobem pracují 
s jednotlivými porty neefektivně, jistým řešením by mohly být přepínače pracující  
na způsobu řízení pomocí umělých neuronových sítí. 
V této práci jsou z počátku popsané základní technologie, které se 
v kombinaci se službou VoIP používají. Protokol IP pro sítě VoIP a zařízení, 
protokoly, zabezpečení apod. pro tento typ komunikačních sítí. Popsány jsou různé 
standardy a doporučení pro hlasovou komunikaci pomocí IP protokolu, úroveň 
služby a subjektivní měření kvality hovoru. Úvodem jsou popsány umělé neuronové 
sítě a jejich vlastnosti. Umělé neuronové sítě jsou dále využity v optimalizaci 
přepínacích principů.  
Pomocí simulačního programu Opnet Modeler jsou vytvořeny sítě, které 
slouží k porovnání sítě se zajištěním kvality služby a bez zajištění. Další návrh 
porovnává síť, ve které je obsažen přepínač řízený sekvenčním způsobem a přepínač, 
který je řízený pomocí umělých neuronových sítí. Pro úplnou optimalizaci je 
navržena laboratorní úloha, pomocí které lze porovnávat různé mechanizmy          
pro zajištění kvality služby. Důraz je kladen hlavně na parametry pro přenos hlasu.   
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2  Konvergované sítě 
Konvergované sítě jsou oblast informačních a multimediálních technologií, které 
propojují nejen koncové body u uživatele, ale také síťové prvky, kterých se 
komunikace týká. Jedná se o spojení komunikace hlasu a dat do jedné síťové 
struktury pro jednoduchou správu a snížení nákladů. Z hlediska multimediálního 
obsahu může konvergovaná síť obsahovat tyto druhy multimediálních forem: text, 
audio, video, obrázky, animace, interaktivita. Tyto multimediální formy mohou být 
obsaženy v typech provozu jako VoIP, videokonference, streamované video a data. 
Tab. 2.1 shrnuje typy provozu a požadavky na síť pro provoz těchto služeb. Služby  
pro hlasovou a video komunikaci patří mezi nejnáročnější a každé kolísání nebo 
úplná ztráta paketů velmi zhoršují kvalitu přenosu.[2,8] 
 
Tab. 2.1: Typy provozu a nároky na jejich komunikaci 
Pro správnou funkci konvergované sítě je zapotřebí dodržet kvalitu služby (QoS), 
usměrňování síťového provozu (Traffic shaping), vyrovnávání zátěže, bezpečnost a 
přístup k jednoduché správě sítě.[17] 
 
3  Kvalita služby 
V počítačových a spojově-orientovaných telekomunikačních sítích je pro každou 
službu zajištěna rezervace síťových prostředků. Po této rezervaci a navázání spojení 
přichází na řadu zajištění kvality služby (Quality of Service, dále jen QoS). QoS 
realizuje přiřazení určitých priorit jednotlivým datovým tokům, aplikacím, 
uživatelům, apod. Tato realizace probíhá pomocí mechanizmů, které QoS obsahuje. 
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Díky těmto prioritám je vyhrazena službě určitá přenosová kapacita kanálu. S tímto 
vyhrazením nedochází k zahlcení sítě a k snížení kvality služby.[9,15] 
Například u VoIP technologie a videokonferencí (např. IPTV) je hlavním 
požadavkem rychlost sítě, spolehlivost samotného přenosu může být do jisté míry 
tolerována a s využitím rekonstrukčních technik rekonstruována. Na druhé straně   
pro přenos dat je nutné zajistit takovou spolehlivost, aby nemohlo dojít k přerušení 
komunikace a následné ztrátě dat, není nutné v daný moment zajistit konstantní a      
co nejvyšší přenosovou rychlost.[8,10] 
V komunikační síti se v dnešní době používají především tyto mechanizmy 
pro zajištění kvality služby QoS: 
• Best Effort Services – tzv. metoda nejlepší snahy, tato metoda má stupeň 
QoS nastaven na hodnotu 0, a snaží se každý paket přenést co nejefektivněji a 
nejrychleji k cíli. 
• Integrated Services (IntServ) – technologie založena na rezervaci pásma, 
která je vytvářena v okamžiku navazování spojení. Nevýhodou je, že proces 
zabírá pásmo, které nemusí v daný moment vždy plně využívat a ostatní 
služby jsou tím omezeny.  
• Differentiated Services (DiffServ) – pakety se v tomto případě rozdělují do 
jednotlivých kategorií dle předdefinovaných parametrů. Každému paketu je 
přiřazen stupeň priority a dle tohoto stupně je paket upřednostňován pro 
průchod sítí. Tento stupeň priority je obsažen v hlavičce IP paketu jako „Typ 
služby“ (ToS – Type of Service) nebo také jako „Kód diferencované služby“ 
(DSCP - Differentiated Services Code Point). DiffServ nezajišťuje přímou 
rezervaci pásma což je vhodné pro implementaci, přenosové pásmo není 
zabrané v době, kdy je proces nevyužívá. 
QoS není třeba realizovat, pokud není nasdílena celá konektivita nebo pokud 
je kapacita sítě předimenzována.[8] 
QoS bývá v síti velmi často aktivován dynamicky až při přetížení sítě, kdy 
nastává omezení některých důležitějších služeb. Jedním z úzkých míst je přechod 
z páteřních do přístupových sítí a dále z přístupových do podnikových sítí, zde jsou 
data řazena do jednotlivých front a zpracování probíhá dle daných priorit. QoS je 
dnes součástí specifikací moderních technologií a také heterogenních sítí další 
generace. [10] 
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3.1  Parametry popisující QoS 
Abychom mohli danou síť přesně popsat z pohledu kvality, byly definovány čtyři 
základní parametry: 
a) šířka pásma, 
b) ztrátovost, 
c) zpoždění, 
d) kolísání. 
Tyto parametry ovlivňují kvalitu hovoru. Hodnoty parametrů v závislosti     
na tom, jak je hovor kvalitní, jsou uvedeny v Tab. 3.1.[4,10] 
 
Tab. 3.1: Kvalita hovoru v závislosti na jednotlivých parametrech sítě 
 
3.1.1  Šířka pásma 
Jedním z hlavních aspektů při přenosu v datových sítích je jaký objem dat je schopen 
přenosový kanál přenést za určitý čas. Udávaným parametrem šířky pásma je 
přenosová rychlost, která se udává v bitech za sekundu (bit/s). Přenosová rychlost je 
dána vlastnostmi nejen přenosového média, ale i technických prostředků, které 
vytvářejí přenosový kanál. Pokud je v tomto přenosovém kanále umístěn technický 
prostředek (modemy, přepínače apod.) s pomalejším zpracováním dat, zpomalí tak 
celý přenosový kanál.[4,10,11] 
 
3.1.2  Ztrátovost 
Ztrátovost je obecně definována jako poměr odeslaných datagramů k počtu 
bezchybně přijatých datagramů[10]. Ztrátovost vyjadřujeme v procentech (%). 
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Shluky chybných datagramů – vytvářejí je datagramy, které byly ztraceny nebo 
nemohou být obnoveny. Pokud je ztráta datagramů rozložena náhodným způsobem, 
nevede to dále ke zhoršení kvality. Krátké shluky nejsou takovým problémem, jsou 
buď obnoveny, nebo vynechány. Pokud dochází k vysoké ztrátovosti datagramů, 
nebo ke ztrátě více datagramů za sebou, kvalita je zhoršena. Hlavně u datových 
přenosů jsou vysoké požadavky na nízkou ztrátovost.[8] 
 
3.1.3  Zpoždění 
Zpoždění nebo také latence vyjadřuje čas, který je nutný k přenesení dat z vysílacího 
koncového zařízení do přijímacího koncového zařízení. Zpoždění se udává                
v milisekundách (ms). Rozeznáváme celkové a jednocestné zpoždění. Jednocestné 
zpoždění obsahuje: 
• paketizační zpoždění – jedná se o čas pro převod z analogového signálu     
do digitálního signálu. Dále uspořádání do rámců, a zpětný převod, 
• propagační zpoždění – doba, po kterou se data pohybují z jednoho konce 
sítě na druhý. Způsobeno rychlostí šíření signálu po přenosovém médiu, 
• zpoždění kolísání zásobníku – vzniká na straně přijímače při ukládání 
datagramů do zásobníku. Zde se přijímací strana snaží, aby zpoždění bylo 
konstantní. 
Zpravidla je výhodné volit malé velikosti fragmentů jednotlivých paketů. 
Malé velikosti fragmentů vedou k vyššímu zatížení sítě, paketů je větší množství. Již 
při zpoždění vyšším jak 150 ms je znatelná horší kvalita přenášeného hlasu a pokud 
se tato hodnota zvýší na 200 ms a vyšší, je kvalita přenášeného hlasu velmi 
špatná.[10]  
 
3.1.4  Kolísání 
Kolísání nebo také chvění znázorňuje velikost zpoždění paketů při průchodu sítí a 
udává se v milisekundách (ms). Velikost kolísání by byla nulová (ideální), pokud by 
přijímací strana přijímala datagramy v pravidelných časových intervalech, jaké 
odesílá vysílací strana.[9] V síti je mnoho zařízení, kde se mohou datagramy 
zpomalit, nebo díky výpadku sítě musí být zvolena náhradní alternativní cesta sítí, 
tímto dochází k různým zpožděním a přijetí datagramů v různém pořadí. Pokud jsou 
 - 18 - 
 
některé datagramy doručeny příliš pozdě, nastává jejich vyřazení, kvůli uvolnění 
místa v zásobníku pro aktuálně přijímané. [4,10] 
 
4  Standard ITU-T Rec.X.902 
Ve spojení oblastí telekomunikace a kvalita služeb byl definován standard ITU-T 
Rec.X.902. Toto doporučení a mezinárodní norma obsahuje definice pojmů a 
analytický rámec pro normalizovaný popis distribuovaných systémů a jejich 
zpracování. Zavádí se zde principy ODP norem (Otevřené distribuované zpracování), 
a jakými způsoby jsou uplatňovány. Do detailů tento standard slouží jako soubor 
požadavků pro kvalitu všech aspektů připojení, jako šířka pásma, ztrátovost, 
zpoždění, kolísání, ale také úroveň hlasitosti, frekvenční odezva, atd. Také tvoří 
základ pro standard ITU-T Rec. X.903.[8,11] 
 
5  Typ služby 
Typ služby (Type of Service), dále jen ToS, je obsažena v hlavičce IP protokolu a dle 
této priority je paket upřednostněn pro průchod sítí. ToS používá mechanismus 
DiffServ, IntServ a další. Nejvyšší stupně dosahují nejvyšších kvalit přenosu vhodné 
pro přenos hovorů a videohovorů, a kvalitní linky s nejnižším zpožděním a 
kolísáním. ToS je uveden v IPv4 i IPv6 protokolu pod pojmy „Typ služby” a „Třída 
provozu”. ToS by měl nastavit vysílač, aby bylo jasné jaký charakter v síti služba 
má.  Jednotlivé stupně priority jsou uvedeny v Tab. 5.1.[12] 
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Stupeň 
priority
Typ dopravy
Stupeň 
priority
Typ dopravy1 Background (n  pozadí)
0
(nejnižší)
Best Effort (nejlepší snaha)
2 Standart
3 Excellent Effort (výborná snaha)
4
Streaming multimedia
(Streamovaná multimédia)
5
Interactive multimedia
(Reálný hlas a video)
Zpoždění a kolísání pod 100 ms
6
Interactive Voice
(Velmi kvalitní reálný hlas)
Zpoždění a kolísání pod 10 ms
7
(nejvyšší)
Reserved
(Rezervovaný provoz)
Nejnižší zpoždění a kolísání
 
Tab. 5.1: Stupně priority typu služby 
 
6  Úroveň služby 
Úroveň služby (Grade of Service), dále jen GoS, popisuje vlastnosti z hlediska 
spojení. Jde o pravděpodobnost, se kterou nebudou požadavky na volání obslouženy 
z důvodu obsazení vedení. Popisuje se pomocí parametru P.xx. Zde xx udává 
procento blokovaných volání systémem obsluhy. Například P.03 znamená 3% 
neobsloužených volání. Systém bez blokování pak obsahuje ideální hodnotu P.00. 
Spojení se také týká kapacity sítě, pokrytí sítě, maximální zaručené blokování 
pravděpodobnosti, a pravděpodobnost výpadku.[8] Veškeré pravděpodobnosti jsou 
brány s ohledem na hlavní provozní hodinu, kdy je provozní zatížení sítě 
nejvyšší.[11] 
 Úrovně služby mohou být považovány za samostatné z pohledu odchozích a 
příchozích hovorů, nemusí být nutně stejné v obou směrech, nebo mezi různými 
koncovými zařízeními.  
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7  Subjektivní měření kvality hovoru 
Pravidla pro toto měření jsou popsána v doporučení a mezinárodní normě ITU P.800. 
Měření kvality hovoru (Mean Opinion Score), dále jen MOS, probíhá pomocí 
náhodně vybrané skupiny lidí, kteří oznámkují kvalitu uskutečněného hovoru. Také 
je možné provozovat toto měření pomocí systémů, které kvalitu odhadnou pomocí 
výpočtů. Toto měření je velmi obtížné a nákladné. Metoda je poměrně přesná, ovšem 
stále se jedná pouze o odhad. Známkování kvality hovoru probíhá pomocí tabulky 
Tab.7.1. Tato tabulka existuje jako doporučení pro představu o kvalitě signálu          
pro vybraný kodek a celkový přenos.[9,17]    
 
 
Tab. 7.1: Známkování kvality hovoru 
 
8  IEEE 802.3xx 
IEEE 802.3 je soubor standardů, které definují fyzickou a spojovou vrstvu modelu 
ISO/OSI s podvrstvou MAC (Media Access Control) Ethernet spojení. Tato 
technologie je pro LAN (Local Area Network) sítě a některé aplikace provozované 
na WAN (Wide Area Network) sítích (pro 10 Gigabit Ethernet). Tyto standardy 
popisují fyzické spojení uzlů a zařízení v síti pomocí koaxiálních, měděných nebo 
optických kabelů. [2,18]  
 Maximální velikost paketu v těchto spojeních je 1518 Byte (1522 Byte        
pro pakety, které obsahují i značení priority ve Virtuálních LAN sítích – IEEE 
802.3ac). Právě tyto sítě jsou svými vlastnostmi v současné době velmi vhodné     
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pro konvergované sítě, které musí obsáhnout mnoho multimediálních i datových 
paketů.  
Rychlosti popsané ve standardu IEEE začínají na max. 10 Mbit/s (IEEE 
802.3a až IEEE 802.3j). V současnosti je velmi využívaným IEEE 802.3u (také 
802.3y) jež dosahuje maximální rychlosti až 100 Mbit/s. Ovšem díky vysokému 
nárůstu na provoz sítí se již tyto standardy pomalu stávají minulostí a nastupující 
standardy IEEE 802.3z a IEEE 802.3ab, zkráceně Gigabit Ethernet, pronikají           
až k koncovým zařízením uživatelů. Přenosová rychlost činí 1 Gbit/s. Tyto rychlosti 
jsou desetinásobně vyšší (tj. až 10Gbit/s) ve standardech IEEE 802.3ae (také IEEE 
802.3ak, IEEE 802.3aq a dalších). [2] 
Popularita Ethernet připojení již vzrostla natolik, že téměř veškerý provoz    
na síti Internet začíná a končí s připojením Ethernet [2]. 
 
8.1  IEEE 802.3ae – 10 GbE 
10 Gigabit Ethernet (dále jen 10GbE). Hlavním přínosem tohoto standardu je 
rozšíření rychlosti až na 10 Gbit/s při zachování vlastností z předchozích Ethernet sítí 
10/100/1000 Mbit/s. Vlastnosti jako např. formát paketu, plně využitá šířka pásma 
apod. Tyto sítě Ethernet jsou mezi sebou vzájemně kompatibilní. To s sebou nese 
nízké požadavky na pořizování např. koncových zařízení.[2] Každé koncové zařízení 
nepotřebuje ke svému provozu tak vysoké rychlosti, a jeho výměna (aby mohl být 
připojen do sítě) by byla zcela zbytečná. Zůstávají také zachovány principy sítě, 
provoz a řízení. 
10GbE dále rozšiřuje působení sítí Ethernet z LAN i do WAN sítí a to pod 
pojmem WAN PHY for 10GbE (WAN fyzická vrstva pro 10ti Gigabitový Ethernet). 
Pro LAN sítě je to pak LAN PHY for 10GbE. WAN PHY pracuje s nižší přenosovou 
rychlostí než LAN PHY, přidává totiž do sítě další zapouzdření paketů. [18] 
 
9  Internet protokol 
Internet protokol (Internet Protocol), dále jen IP, tvoří základní protokol sítě Internet. 
Jedná se o datový protokol, který se používá pro datový přenos pomocí paketových 
sítí. Pracuje na síťové vrstvě TCP/IP modelu. Pomocí adres v síti doručuje 
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datagramy přes jednotlivé uzly až ke koncovému zařízení. Poskytuje nespolehlivou 
přenosovou službu nespojového charakteru, také označovanou jako Best Effort 
(nejvyšší úsilí). Tato služba zajišťuje, že se všechna zařízení na trase snaží poslat 
diagramy co nejrychleji k cíli, ale nezaručuje to. Datagramy pak mohou být přijaté 
několikrát, vůbec, nebo ve špatném pořadí. Pomocí dalších protokolů na vyšších 
vrstvách TCP/IP mohou být implementovány služby, které již zaručí kvalitnější 
provoz.[4,12]  
 V dnešní době se používá verze IPv4 a IPv6. IPv6 se postupně do sítí 
implementuje. Hlavní výhodou IPv6 je větší prostor pro uložení adresy odesílatele a 
příjemce v síti. Verze IPv0 až IPv3 jsou buď rezervované, nebo nepoužité. Verze 
IPv5 byla použita pro experimentální účely.[12] 
 
9.1  IPv4 
IPv4 je celkem čtvrtá verze IP, jde ovšem o první verzi, která dosáhla velkého 
rozšíření. Z pohledu integrity IPv4 datagram nese pouze informaci o kontrolním 
součtu hlavičky datagramu spolu se služebními údaji. Kontrola integrity se provádí            
na vyšších vrstvách modelu TCP/IP.[12] IPv4 obsahuje adresaci příjemce o délce 32 
bit. Díky tomuto dochází k nedostatku počtu adres v síti Internet a IPv4 je měněna         
na IPv6, která podporuje delší adresy. Formát IPv4 datagramu je zobrazen na Obr.9.1 
 
Obr. 9.1: Formát IPv4 datagramu 
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9.2  IPv6 
 Zavedení protokolu IPv6 předcházela skutečnost, že protokolu IPv4 dochází 
maximální počet adres, který mohl být použit. Pro protokol IPv4 byly vyvinuty 
techniky pro maximální využití omezeného adresního prostoru, nicméně nárůst 
osobních počítačů, rozvoj sítí, a implementace služeb sítě Internet a do dalších 
zařízení, přispěl ke stvoření IPv6, který je již v některých sítích využit.[4,12] 
 Hlavní výhodou je tedy prostor pro IP adresu, který činí 128 bitů. 
Prodloužená délka adresy odstraňuje nutnou potřebu překladu síťových adres 
z důvodu vyčerpání, a také zjednodušuje přidělování adres a přečíslování při změně 
poskytovatele připojení. Tento vysoký počet adres, který IPv6 nabízí, zjednodušuje 
směrování, ale zároveň jej také komplikuje. Díky většímu adresnímu prostoru se také 
zvětšil celý IP datagram a ve směrovačích může působit vyšší zpoždění při 
zpracování cesty kam má být odeslán. Některé směrovače by nemusely tyto velikosti 
datagramů stíhat ukládat do vyrovnávací paměti než ji vyprázdní, a docházelo by 
poté k zahazování datagramů. Tyto problémy se ovšem příliš neočekávají z důvodu 
postupné implementace IPv6 do sítí, kde již budou aplikace i zařízení pro IPv6 
připraveny. Většina aplikačních a přenosových vrstev protokolů nevyžadují žádné 
nebo jen malé změny pro funkčnost s IPv6. U aplikací, které v sobě zahrnují 
protokoly s adresami síťové vrstvy (např. FTP) jsou vyžadovány pro zavedení IPv6 
určité změny a nové kompilace. Protokol IPv6 již úspěšně funguje v mnoha sítích a 
protokol IPv4 je díky tomuto na ústupu. Formát IPv6 datagramu zobrazen na Obr.9.2 
Verze IP
Kontrolní součet záhlaví
Třída provozu
Délka datagramu bez záhlaví Další záhlaví Maximum skoků
Označení toku
Protokol
IP adresa odesílatele (zdrojová) 128 bit
Doba životnosti 
datagramu
Data
0 4 12 3216 24
IP adresa příjemce (cílová) 128 bit
 
Obr. 9.2: Formát IPv6 datagramu 
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9.3  IP adresa 
Každé síťové rozhraní, které komunikuje pomocí IP protokolu má přiřazen v síti 
identifikátor – IP adresu. Každý datagram pak obsahuje IP adresu odesílatele a 
příjemce. Na základě této adresy se v síti provádí rozhodnutí, jakým směrem 
datagram odeslat. Toto směrování obstarávají směrovače (routery).[4] V některých 
protokolech se adresování jednotlivých zařízení může provádět např. dle MAC 
adresy. Pro uživatele počítačových sítí by bylo velmi obtížné zapamatování číselných 
adres. Pomocí služby jména domény (Domain Name System), dále jen DNS, si 
uživatel pamatuje snadnější doménová jména serverů, která jsou poté pomocí DNS 
serveru převáděna na IP adresy pro komunikaci zařízení v síti. 
10  Voice over IP 
Hlasová komunikace pomocí sítě Ethernet a Internet, která využívá Internet protokol, 
se nazývá VoIP (hlas přes IP). Jedná se technologii, která umožňuje přenos 
digitalizovaného hlasu uvnitř paketů pomocí počítačové sítě, nebo jakéhokoliv jiného 
média, které podporuje protokol IP. K přenosu se využívá protokolu TCP 
(Transmission Control Protocol), UDP (User Datagram Protocol) a IP. Pro spolehlivé 
a srozumitelné telefonní spojení je nutné zajištění kvality služeb v síti (QoS).[12,17]  
 Využití VoIP je pro telefonování pomocí Intranetu, Internetu nebo jiných 
datových spojení. Výhodou je nízká cena a pomocí některých softwarových aplikací 
je zcela zdarma. Příklad sítě s VoIP zařízeními je uvedena na Obr. 10.1. 
 
Obr. 10.1: Příklad sítě s zařízeními VoIP 
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10.1  Zařízení pro VoIP 
Při komunikaci pomocí VoIP jsou třeba řídící a zprostředkující zařízení, koncová 
zařízení a spojovací médium. Základní sestavení pro hovor pomocí VoIP musí 
obsahovat dvě koncová zařízení VoIP a spojovací médium, přes které bude 
komunikace probíhat.[12] Toto jednoduché spojení se ovšem nepoužívá,                 
na komunikaci připadá další množství zařízení, která rozšiřují služby a zkvalitňují 
hovor. Mezi tyto služby patří např. hlasová brána (VoIP gateway), konferenční 
jednotka MCU (Multipoint Control Unit) atd. 
 
10.1.1  Koncová zařízení 
Mezi koncové zařízení se v sítích VoIP řadí: 
• Softwarové aplikace fungující jako klienti – nainstalované na běžném PC, 
který je vybaven zvukovou kartou, reproduktory, mikrofonem, popř.webovou 
kamerou pro přenos videa. 
• IP telefony řešené hardwarově – telefony, které jsou přímo připojeny k síti 
Ethernet pomocí kabelu RJ-45. Některé lepší modely obsahují                    
tzv. mikroswitch. Jedná se o malý síťový přepínač se dvěma porty, jeden port 
pro PC, druhý pro telefon. Od zásuvky Ethernet (přípojce k síti), je tak 
vyveden pouze jeden kabel RJ-45, který vede do telefonu, a z telefonu druhý 
kabel   RJ-45 do PC. Obě zařízení (PC a telefon) tak sdílejí jeden kabel, jednu 
zásuvku, a jeden port v síti. [12] 
• VoIP adaptéry – tyto adaptéry umožňují připojení stávajících analogových 
koncových zařízení, jako např. fax, analogový telefon atd. do VoIP sítě. 
 
10.1.2  Zprostředkující a řídící zařízení 
Mezi zprostředkující a řídící zařízení se v sítích VoIP řadí: 
• Konferenční jednotka MCU - Jednotka MCU umožňuje konferenci mezi 
třemi a více terminály, a zároveň určuje vlastnosti přenosu konference     
(např. volba kodeku apod.). Umožňuje převádět decentralizované konferenční 
spojení (kde jsou data určena pro určitou skupinu terminálů) na spojení 
centralizované (data jsou určena jen pro jednu cílovou stanici) a obráceným 
způsobem.[12] 
• VoIP gateway (hlasová brána) – VoIP hlasová brána zabezpečuje přenos 
audio i video provozu mezi systémy podporující různé protokolové sady. 
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Dále brány poskytují konverzní funkce na úrovni fyzického rozhraní a 
struktur s multiplexy (např.Ethernet a ATM), konverzi protokolových sad           
(např.H.323 na SS7) a konverzi formátů (např.G.723 na G.711). Některé 
hlasové brány obsahují i jednotku MCU. 
• VoIP PBX (ústředna) – VoIP pobočková ústředna (bývá také nazývána 
správce zóny) provádí v síti řídící funkce pro spojení. Pro zaregistrované 
terminály, které spadají do zóny působí jako administrátor. Tyto ústředny 
nejsou v síti nutné, ovšem při jejich použití musí terminály využívat jejich 
služeb. Nejčastěji je ústředna realizována softwarově na serveru. 
• Komunikační server – komunikační server bývá využit na celkovou 
strukturu např. velké firemní sítě. Pro komunikaci VoIP musí obsahovat 
přídavné jednotky, nebo jsou integrované.[12] Pokud je v síti komunikační 
server, pak přebírá úlohu VoIP hlasové brány i VoIP pobočkové ústředny. 
• SIP proxy server – SIP proxy server odděluje lokální síť Intranetu              
od Internetu. Skrývá vnitřní firemní síť a adresaci před vnější sítí, a veškeré 
požadavky z vnější sítě odkazuje na firewall a IP ústřednu před navázáním 
komunikace. Také plní funkci SIP registrátora, kde se jednotliví účastníci 
registrují. 
 
10.1.3  Spojovací médium 
Spojovacím médiem pro síť VoIP může být jakékoli datové spojení, které je schopné 
pomocí protokolu IP realizovat spojení mezi dvěma koncovými zařízeními.[15] 
Hlavní podmínkou je splnění kritérií, které VoIP musí pro správnou funkci splňovat.        
Jsou to: minimální šířka pásma, ztrátovost, zpoždění, kolísání, a další vlastnosti. 
Spojovacím médiem tedy může být např. síť WAN, síť LAN, kabel typu Ethernet 
apod. 
 
10.2  Protokoly 
Pro přenos jednotlivých datových paketů je důležité stanovit způsob, jakým budou 
tyto pakety přenášeny. Tento způsob upravuje protokol. Protokolů pro technologii 
VoIP je celá řada a dají se rozdělit do dvou skupin – protokoly otevřené a uzavřené. 
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10.2.1  Otevřené protokoly 
Jedná se o protokoly, které mají volně dostupné zdrojové kódy, do této skupiny        
se řadí: 
• H.323 – tento protokol vznikl v době ISDN připojení. Dnes již není pro síť 
Internet úplně ideální a je na ústupu, avšak je nejběžnější, z důvodu 
dlouholetého vývoje. Má decentralizované řízení, tudíž není zapotřebí           
k spojení dvou uživatelů server. [17] 
• SIP – Session Initiation Protocol - protokol, jehož základ spočívá v textovém 
přenosu (obdobně jako u HTTP, FTP atd.). Hlas je pak přenášen pomocí 
kanálu RTP. Má decentralizované řízení podobně jako H.323. Jedná              
se o nejvíce perspektivní protokol díky jednoduchému řešení připojování 
pomocí VoIP proxy serveru. Připojování přes tento server je velmi rozšířené. 
Díky tomuto připojení není problém procházet v síti přes místo, kde probíhá 
překlad adres NAT (např. směrovač). Existuje více způsobů, jakými prochází 
SIP přes problémová místa v síti.[12] 
• IAX2 – Inter-Asterisk eXchange – jde o protokol pro softwarovou 
pobočkovou ústřednou Asterisk. Nejprve byl určen pro minimalizování 
nezbytné šířky pásma jen mezi servery Asterisk. Nyní se již přechází              
i na spojení server-klient. Nevýhodou většího rozšíření protokolu je negativní 
postoj firem k technologii, a také to, že protokol není standardizován.[12] 
• STUN – Simple Traversal of UDP over NAT – Protokol určen hlavně           
pro klienty s neveřejnou IP adresou.[18] Klient se připojí ke STUN Serveru, 
ten oznámí klientovi veřejnou IP adresu, díky níž probíhá komunikace.          
Je podobný SIP protokolu. 
 
10.2.2  Uzavřené protokoly 
Protokoly, které nemají dostupné zdrojové kódy a nemohou tak být uživatelem 
upravovány ani měněny. Pouze autor tohoto protokolu jej může upravovat a zároveň 
jsou tyto protokoly chráněné licencí. Jedná se např. o tyto protokoly: 
• Skinny (SCCP) - Skinny Call Control Protocol - Protokol Skinny je navržen 
firmou Cisco Systems, Inc.. Při komunikaci využívá RTP a UDP protokolu. 
Protokol Skinny pouze naváže komunikaci mezi klientem a Skinny Cisco 
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Call Managerem. Tento Call Manager má funkci proxy serveru a 
zprostředkovává signalizaci pro další protokoly jako SIP, H.323, atd. [12] 
• CorNet IP (HFA) - Hi Path Feature Access - Protokol a platforma od firmy 
Siemens Enterprise Communications GmbH & Co KG. CorNet IP je 
komunikační ISDN protokol založený na HFA platformě koncových zařízení. 
CorNet se dělí na několik druhů (CorNet N, CorNet NQ, CorNet TS, CorNet 
WP, CorNet IP). [12] 
 
10.3  Zabezpečení v sítích VoIP 
Hlasová komunikace pomocí VoIP sítí byla přibližně do roku 2006 u běžných 
spotřebitelských řešení bez jakékoli podpory šifrování. Díky tomuto mohl být 
odposlech komunikace velmi triviální. Případné kryptování provozu musí 
podporovat obě koncové zařízení, popř. všechna koncová zařízení, při konferenčních 
hovorech.  
Dnes již i základní hardwarové řešení VoIP zařízení podporuje SRTP (Secure 
Real Time Protocol). Jde o bezpečnostní část pro protokol RTP. Přidává na stupni 
důvěryhodnosti v síti, ověřování zpráv, a zabezpečení celé komunikace. Je ideální 
pro ochranu tohoto typu komunikace, jelikož je přímo přidán k hlavičce RTP 
protokolu a neovlivní kvalitu služeb v síti.[12] Toto je výhodné obzvlášť                
pro komunikaci při nízkých přenosových rychlostech (např. pro hlasové kodeky 
G.728 a G.729).  
U softwarových aplikací zajišťuje zabezpečení ZRTP (Zimmermann Real 
Time Protocol). Nabízí oproti SRTP vyšší stupeň zabezpečení komunikace                
a nespoléhá na signalizaci SIP pro správu klíčů. Obsahuje oportunistický algoritmus 
šifrování, kdy se nepřizpůsobuje podle daných pravidel, ale přímo podle nastalé 
situace.  
 Pro zavedení přímo podnikové VoIP sítě se často používá technologie Voice 
VPN (Voice Virtual Private Network - Hlas po virtuální privátní síti). Funkce je 
podobná jako klasické VPN sítě. Implementuje IPSec (Internet Protocol Security – 
Zabezpečení Internet protokolu) šifrování na hlasový tok dat, díky čemuž je rychle a 
dostatečně zabezpečen.  
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10.4  Požadavky na připojení 
Myslíme tím požadavky na přenosovou rychlost potřebnou pro přenos veškerých 
VoIP protokolů po síti IP. Tato přenosová rychlost může být vyhrazena pomocí 
zajištění kvality služby nebo v síti, která i při nejvyšším zatížení v hlavní provozní 
hodině tento přenos neomezuje. Nutná přenosová rychlost i pro nejnáročnější VoIP 
protokoly, je udávaná 64 kbit/s, v praxi dosahuje až 90 kbit/s. S rezervou tedy 
postačuje připojení 100 kbit/s na příjem (download) a 100kbit/s na odesílání (upload) 
při kvalitě ADSL. Dnešní sítě disponují několikanásobně vyššími rychlostmi.  
 Jistá problematika nastává u poskytovatelů Wi-Fi sítí, kde tyto sítě trpí 
ztrátami paketů a nedostatečným zajištěním kvality služeb. Tím se hovory za velmi 
nízkou cenu a s téměř nulovými pořizovacími prostředky stávají spíše 
nevyužitelnými než výhodnými. Zajištěním minimální šířky pásma a obnovovacími 
procesy ztracených paketů je tento problém vyřešen.  
 
10.5  Výhody a nevýhody VoIP 
Jako každá technologie, i VoIP obsahuje nějaké nevýhody, postupný vývoj vede 
k jejich odstraňování. Díky tomuto dochází k neustálé implementaci nových služeb, 
protokolů, zabezpečení atd. 
 
Mezi výhody VoIP patří např.: 
• Možnost využití současné infrastruktury datových sítí, a efektivní využití 
kapacity kanálu – kdy je jednoho kanálu využito pro více přenosů a více 
služeb. 
• Nízké náklady na provoz a pořizovací cena - bývají často nižší nebo zcela 
zdarma než u klasické služby ADSL apod. K těmto nákladům je ovšem nutné 
přičíst i připojení k síti Internet u poskytovatele, který zaručí kvalitu služeb 
tak, aby mohlo být VoIP spojení spolehlivé a bez ostatních negativních vlivů 
(ozvěny, zpoždění, atd.).  
• Nové služby, které běžné telefonní spojení neposkytují. 
• Telefonování a přenos dat zároveň a za jednotnou cenu. 
 
Mezi nevýhody VoIP patří např.: 
• Zaručení kvalitních a spolehlivých vlastností sítě pro provoz v reálném čase. 
V klasických sítích řešené pomocí alternativních cest při výpadku a pomocí 
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kvality služby při kolísání požadavků na přenos VoIP.[12] Například 
v satelitních spojích, kdy dochází ke ztrátě paketů během přenosu je 
technologie řešena pomocí ukládání do vyrovnávací paměti a následné čtení. 
To ovšem síti zvyšuje zpoždění. 
• Uskutečnění telefonních hovorů během výpadků elektřiny. Tyto problémy 
jsou již řešeny pomocí kombinace s bateriovým provozem a záložními 
systémy. 
• Výpadek sítě Internet. Výpadek sítě Internet sice neovlivní vnitřní síť 
Ethernet (např. firemní), ale volání do vnější sítě je nemožné. Náhlé odpojení       
od sítě Internet je řešeno náhradními cestami v síti, např. pomocí využití 
stávajících telefonních linek, pronajatých hlasových okruhů, nebo 
pronajatých datových okruhů.  
• Odesílání faxových zpráv. Kvůli softwarovým a síťovým omezením            
ve většině domácnostech se stává odesílání faxu jistým problémem. Toto řeší 
nový protokol T.38. Jedná se o alternativní řešení přenosu faxu přes IP sítě. 
  
Porovnání výhod a nevýhod VoIP komunikace je pouze přibližující, 
technologie obsahuje mnoho dalších možností a také úskalí, které je zapotřebí 
dořešit. 
11  Program Opnet Modeler 
Pomocí programu Opnet Modeler je možné navrhovat, simulovat, a porovnávat 
vlastnosti různých sítí a chování jejich prvků. O tomto programu pouze stručně, patří 
mezi dobře známé programy. Návrh sítě, kterou chceme realizovat se skládá 
z několika částí. Základní je pozadí (mapa) na které je síť zobrazena, dalšími je 
samotný návrh sítě a v neposlední řadě návrh chování jednotlivých prvků sítě pomocí 
procesů a programového jazyka C++. Tyto sítě lze po vytvoření různých scénářů 
porovnávat díky odsimulovaným hodnotám. Poté je možné vygenerovat velké 
spektrum statistik a vše zobrazit v grafech, nebo převést do formátů HTML a XML. 
Scénáře pomáhají k vytvoření přehledného nastavení sítě. Topologie sítě zůstává, 
popř. je mírně změněna, a ve scénářích nastavujeme různé zatížení provozu, výpadky 
linky, protokoly a služby. Lze zde testovat i takové stavy sítě, které by nemohly 
v reálném případě vůbec nastat. 
 Tento program obsahuje rozsáhlé knihovny prvků, linek apod., které tímto 
zefektivňují práci. Vstupní data jsou generována náhodně, nebo je možnost vložení 
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předdefinovaných toků dat. Opnet Modeler  je vhodný pro základní poznání funkcí 
sítí a zároveň pro návrh reálných sítí a prvků aniž bychom je museli fyzicky vytvořit. 
12  Praktická část I. – zajištění QoS v síti 
Praktická část bude provedena v simulačním prostředí výše popsaného programu 
Opnet Modeler. Navržená síť na Obr.12.1 bude podrobena vysokému zatížení služeb 
VoIP, HTTP a FTP.  
Síť se skládá ze 4 směrovačů propojených linkami 1 Gbit/s (1000BaseT) 
s jednou alternativní cestou rovněž 1 Gbit/s (1000BaseT). Každé ze 4 měst (Praha, 
Brno, Pardubice, Tábor) obsahují podsíť s jedním přepínačem a s 25ti klienty LAN 
napojenou pomocí linky 100 Mbit/s (100BaseT), viz Obr. 12.1. 
Směrovače obsahují 4 Ethernet porty a mají propustnost až 1Gbit/s. Přepínače 
umístěné zvlášť mají 8 Ethernet portů a rovněž propustnost až 1 Gbit/s. Přepínače 
umístěné v podsítích LAN obsahují 25 portů a propustnost až 100 Mbit/s.  
 Poskytované služby zatěžují síť těmito parametry:  
• FTP – stahování souborů o velikosti až 8 MB, 
• HTTP – neustálé prohlížení internetových stránek s velkými obrázky, až 20 
obrázků na jednu stránku (až 200 kB / 1 klient LAN), 
• VoIP – spojení pomocí protokolu H.323 a kodeku G.729a zatížené pomocí  
spojení s VoIP Serverem a sítěmi LAN mezi sebou. 
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Obr. 12.1: Návrh sítě pro odzkoušení kvality služeb QoS 
 
V první části probíhá simulace bez jakýchkoliv nastavení kvality služeb. 
Výchozím nastavením jsou všechny služby nastaveny na kvalitu Best Effort pomocí 
ToS parametru v hlavičkách přenášených IP protokolů. Tato síť při větším zatížení 
neupřednostňuje služby mezi sebou a může se stát, že některé jsou zcela omezeny a 
jejich provoz není možný.  
Služby jako FTP a HTTP dokáží zahltit přenosovou šířku kanálu a pro službu 
VoIP, která již tak velké zatížení nenese, ale potřebuje od sítě malé zpoždění              
a spojení bez výpadků, zcela utlumí tak, že není použitelná. 
V druhé části je již nastavené podporování Kvality služeb (QoS). Opět jde     
o známkování paketů pomocí ToS parametru. Jednotlivým službám byly přiděleny 
tyto úrovně služeb: 
• FTP – Pozadí (Background) – služba běžící na pozadí, stupeň priority 1, 
• HTTP – Standart – stupeň priority 2, 
• VoIP – Reálný hlas a video (Interactive multimedia), stupeň priority 5, tato 
služba navíc musí zajistit zpoždění a chvění pod 100 ms. 
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12.1  Naměřené výsledky simulace 
Na Obr. 12.2 je znázorněna komunikace VoIP služby v síti se zajištěním pomocí 
QoS, a bez QoS – pouze pomocí Best Effort. Služba VoIP se v síti bez zajištění 
služeb neuplatnila a při vzrůstajícím nárokům FTP a HTTP přenosu byla zcela 
odmítána. Při upřednostňování před ostatními službami již v síti nenastaly problémy 
a počet účastníků VoIP mohl neustále růst. 
 
Obr. 12.2: Průměrný přenos služby VoIP v síti:     s QoS,    bez QoS 
 
Důležitým parametrem pro VoIP komunikaci je zpoždění (delay), pokud 
dosahuje vysokých hodnot je hovor nesrozumitelný a přerušovaný. Rozdíl mezi 
zpožděním v síti s podporou služeb a bez podpory je znát na Obr. 12.3. 
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Obr. 12.3: Průměrné zpoždění služby VoIP v síti:     s QoS,    bez QoS 
 
 Dalším parametrem pro kvalitní komunikaci v síti VoIP je chvění (jitter). 
Velmi měnící a vzrůstající hodnoty měly za následek výrazné chvění, a to hlavně     
na počátku, kdy byly započaté všechny služby, viz Obr. 12.4.  
Na Obr. 12.5 je znázorněn průměrný průběh subjektivního parametru MOS. 
Opnet Modeler dokáže tento parametr v síti odhadnout a ukazuje, jak je přenos 
kvalitní z pohledu posluchače (rušení, nesrozumitelnost, různé ozvěny apod.). 
V tomto měření bylo bez zajištění kvality služby QoS přeneseno jen malé množství 
hovorů, které mají hodnotu 2,7 (střední až špatná kvalita). V síti se zajištěním QoS 
bylo přenesené velké množství hovorů a mírně došlo ke zlepšení kvality hovoru na 
hodnotu 3,05 (střední kvalita) viz. Tab.7.1. Tato hodnota by dosahovala lepších 
výsledků při použití jiného kódování. Kodek G.729a je úsporný na potřebnou šířku 
pásma, ovšem není příliš kvalitním z pohledu MOS. 
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Obr. 12.4: Chvění při přenosu VoIP komunikace:     s QoS,    bez QoS 
 
 
Obr. 12.5: Posouzení MOS kvality:     s QoS,    bez QoS 
 
VoIP komunikace se závislosti na kvalitě přenosu při zajištění QoS služeb 
zlepšila, za následek to má okamžité omezení HTTP přenosu a postupné omezování 
FTP přenosu. FTP přenos má sice v síti menší prioritní stupeň než HTTP, ovšem 
dochází u něj k vyššímu přenosu dat. Omezení těchto přenosů vůči narůstajícímu 
přenosu VoIP je na Obr. 12.6 a Obr. 12.7. 
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Obr. 12.6: HTTP přenos v síti:     s QoS,    bez QoS 
 
 
Obr. 12.7: FTP přenos v síti:     s QoS,    bez QoS 
 
12.2  Závěr praktické části I. 
V této praktické části bylo znázorněno základní chování síťových prvků v přetížené 
síti a následky, pokud je v síti provozované velké množství náročných služeb         
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bez mechanizmu zajištění kvality služby QoS. Velké zaměření je na parametry       
pro hlasovou komunikaci VoIP, jako zpoždění, chvění a MOS.  
Navržená simulace potvrdila, že hlasová komunikace VoIP je na dobré 
úrovni, pokud je v síti zavedeno dodržování parametrů pomocí mechanizmu QoS. 
V této přetížené síti je to pro komunikaci pomocí VoIP i nezbytné. 
Prvním krokem k optimalizaci hlasu komunikace VoIP je zaručení funkčnosti 
mechanizmu kvality služby QoS v síti. V praxi často bývá mechanizmus QoS 
spouštěn až při přetížení sítě, z důvodu, aby nedocházelo ke zbytečnému omezování 
ostatních služeb, pokud to není nezbytně nutné. Při tomto řešení musí být zadána a 
odzkoušena přesná kritéria, kdy má být QoS spuštěn.  
 
13  Umělá neuronová síť 
Umělou neuronovou sítí, dále jen UNS, rozumíme síť takovou, která se skládá          
z určitého počtu neuronů, které spolu pomocí řízení dokáží spolupracovat a celý 
problém řešit paralelním způsobem. Tedy nejedná se zde o klasické sekvenční 
zpracování dat, ale o paralelní.[1,2] Modelování nelineárních a složitých soustav 
sebou nese problémy týkající se popisu procesů a celkové náročnosti                         
na algoritmizaci. Často jsou tyto soustavy velmi složité a matematický popis téměř 
nemožný. Programově jde o operace náročné na vytížení. Tento problém řeší 
přehledným a rychlým způsobem právě UNS. Jejich základními přednostmi je právě 
rychlost a všestrannost.  
UNS představuje z matematického pohledu univerzální funkční 
aproximátor.[3] Z toho vyplývá, že navržená a díky matematickým pravidlům 
upravená UNS je schopna simulovat činnost výchozího procesu s určitou přesností 
pro různé vstupní signály přivedené na vstupy. Jednotlivé neurony sítě jsou na sebe 
vázány a obecným pravidlem je, že výstup jednoho neuronu je vstupem pro dalších 
více neuronů.  
Základem každé UNS je umělý neuron. Těchto neuronů síť obsahuje předem 
známý počet. Rozhodující pro určení počtu neuronů je počet vstupů a výstupů, které 
má topologie UNS obsahovat v závislosti na matematickém modelu UNS.[1,16] 
Jednotlivé neurony jsou vázány na sebe a tím tak vzájemně propojeny. Jeden neuron 
obsahuje zásadně konečný počet vstupů a jediný výstup, tento výstup jde ovšem 
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rozmnožit do potřebného množství. Všechny výstupy z tohoto neuronu nesou stejnou 
hodnotu. 
UNS dělíme na několik druhů dle architektury (topologie). Topologie určuje 
počet neuronů v síti a jejich vzájemné propojení. Kromě topologie popisuje každou 
UNS matematický model. Další vlastností je počáteční stav, v kterém se UNS 
nachází.[5] Matematický model spolu s počátečním stavem určují postupný vývoj 
každé UNS v čase. Spojením těchto vlastností dostáváme vytvořené různé modely 
neuronových sítí. 
 
13.1  Využití UNS 
Nabízí se mnoho možností, kde mohou být UNS využity a v mnoha případech jsou 
již v provozu. Jejich klady se naprosto nabízejí k využití v univerzální 
širokopásmové integrované síti.[1,2] Tato síť by byla schopna provozovat různé typy 
uživatelských služeb. Konkrétně u služeb, kde jsou velké nároky na provoz 
multimediálních aplikací v reálném čase, např. videohovory, telefonie VoIP, a další. 
To vše pod jednotnou a jednoduchou správou celé sítě. Pro příklad jsou uvedeny      
ty obory, kde se již neuronové sítě využívají.[5,6,7] 
Využití UNS v ekonomických informačních systémech: rozpoznávání textů, 
písma, podpisů, předpověď reakce spotřebitelů na určitou nabídku, předpověď 
vývoje kurzů. 
Využití v technických systémech: rozpoznávání obrazu, předpověď poruch, 
např. letectví, kontrolní systémy kvality. 
UNS ve zdravotnictví: analýza snímků, prognózy léčení. 
Systémy, kde jsou UNS využívány je nepřeberné množství a jejich možnosti 
využití a kombinace se neustále vyvíjí. 
 
13.2  Hopfieldova UNS 
Hopfieldova UNS je reprezentována jako spojitý i jako diskrétní systém.[1,2] 
Obsahuje unikátní zpětnou vazbu, která přivádí výstupy neuronů na vstup ostatních 
neuronů. Topologie sítě je naprosto homogenní, každý neuron je spojen se všemi 
ostatními, a tato spojení jsou symetrická.[3,14] 
 - 39 - 
 
Tato síť pracuje s deterministickou variantou přechodového pravidla. Váhy 
inicializuje tak, aby každé lokální minimum odpovídalo jedné z rozpoznávaných 
kategorií.[3,7] Postupně při nastavování těchto vah model zapomíná nepodstatné 
informace, a ty podstatné si pamatuje o to více. Tímto způsobem dochází k výsledku, 
kdy zůstávají jen samé potřebné vazby. 
Nejčastějším využitím Hopfieldovy sítě je řešení optimalizačního problému 
pomocí iteračního procesu. Jde o řešení problému postupným opakováním a 
postupnému přibližování k výsledku. U Hopfieldovy UNS se tímto iteračním 
procesem minimalizuje energetická funkce UNS.[5,6,13] Výsledné řešení 
optimalizační úlohy získáme transformací počátečního optimalizačního problému na 
energetickou funkci UNS. Tím docílíme stabilizace UNS s námi zadanou 
přesností.[3]  
Hopfieldovy sítě se dříve potýkaly s větší paměťovou náročností, dnes je již 
tento problém odstraněn zásobníky (buffery) a pomocí řídících jednotek.[7] Hlavní 
výhodou této sítě je počáteční stabilizace výstupního vektoru, nevýhodou pak je 
vysoká náročnost na počet spojení, časté přeplňování sítě, a mírná nestabilita             
v podobě konvergence k jinému zadání sítě.  
 
13.3  Kohenenova UNS 
Kohenenova síť je tvořena jednou vrstvou vstupních neuronů, a druhou vrstvou 
Kohenenových neuronů, ty jsou vzájemně propojeny každý s každým. Do každého 
Kohenenova neuronu přichází spoje ze všech vstupních neuronů, a každému přísluší 
vektor synaptických vah. Vstupy jsou totiž synaptickými vahami násobeny, a přitom 
platí, že prostor vah je totožný s prostorem vstupů. [3,7,13] 
V Kohenenově síti reaguje na vstup jen ten neuron, který se vstupu nejvíce 
podobá. Tento neuron je nalezen ve chvíli, kdy se síť ustálí.[3] Ustálení sítě se děje 
pomocí vzájemného ovlivňování Kohenenových neuronů mezi sebou. 
Hlavním rozdílem mezi Kohenenovou a Hopfieldovou UNS  spočívá ve fázi 
učení. Kohenenova síť se učí celý život, a to za provozu. Ovšem čím je síť starší, tím 
více ztrácí pružnost učení. Hopfieldova síť využívá nejprve fázi učení a poté fázi 
používání. U Kohenenova modelu je velmi důležitá volba počtu neuronů, určitým 
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vylepšením učení této sítě může být dosaženo za podmínky, že na každý vstup bude 
reagovat více neuronů, ne pouze jeden. [3]  
Tato síť je jiným možným řešením problému stability, právě díky způsobu 
učení. Je vhodná tam, kde je zapotřebí stabilní třídič dat, který se na počátku 
přizpůsobí vstupům, a za provozu nedochází k velkým změnám v síti.  
 
14  Konvergované sítě s prvky řízenými pomocí UNS 
Konvergované sítě jsou založeny na konvergenci z klasických telekomunikačních sítí 
do počítačových sítí. Tato konvergence sebou nese řadu výhod, ovšem také velké 
nároky na provoz jednotlivých služeb v síti. Prvotním problémem je zrychlení 
jednotlivých prvků v síti. Klasické sekvenční zpracování dat klade velký nápor        
na centrální procesorovou jednotku, ta při přeplnění zásobníků začne pakety 
postupně zahazovat až do doby, kdy klesne náročnost provozu. V síti jsou poté 
pakety znovu odeslány nebo nenávratně zahozeny a vzniká velké zpoždění a také 
ztrátovost. Alternativním způsobem, jak zvýšit výkonnost systémů je paralelní 
zpracování dat.[1,2,14] Tento způsob zpracování dat může být realizován pomocí 
neuronových sítí, které svými vlastnostmi a funkcí odpovídají nárokům sítě. 
Při paralelním řazení složitějších funkčních bloků za sebou roste značně 
náročnost na řízení, díky tomu není účinnost systému nijak zvýšena. Výhodnější 
možností je paralelní propojení jednodušších funkčních bloků, které obsahují 
distribuovanou paměť. Řízení je tak jednodušší a účinnost je značně zvýšena. 
  
14.1  Optimalizace řízení 
U Hopfieldovy a Kohenenovy UNS dochází nejprve k učení sítě. Učení může být 
počáteční nebo postupné, ovšem obojí mají za cíl vyřešit rychle a efektivně 
optimalizační úlohu. [14,16] 
Optimalizačních úloh, které patří do skupiny tzv. kombinatorických, je celá 
řada, a při hledání řešení těchto typů je výhodné vybírat z několika možných variant. 
Pomocí omezovacích kritérií je dále z těchto variant vybrána pouze sada variant 
s platným řešením. Cílem optimalizace je najít nejvýhodnější platné řešení, kdy je 
rychlost a efektivita maximální. Nevýhodou je skutečnost, že počet platných řešení 
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roste exponenciálně s rostoucí velikostí problému. Důsledkem je, že doba potřebná 
k nalezení optimálního řešení se také zvyšuje exponenciálně. Při hledání 
optimalizace se jedná u UNS o stochastický proces, z tohoto důvodu nemusí UNS 
najít optimální řešení ve všech případech. 
 
14.2  Určení priority paketu  
Základní komunikační protokoly jako IP a Ethernet protokol, neobsahují žádné 
mechanizmy pro řízení prioritních rezervací v komunikačních kanálech, které 
využívají frontu typu FIFO (First In First Out). Řešením tohoto problému je 
stanovení vlastní priority síťovým prvkem. 
Aktivní prvek řízený pomocí UNS má právě jedním z úkolů stanovení vlastní 
priority paketu. Tato priorita se stanoví dle časového okamžiku, kdy byl paket přijat 
na vstupní port, velikosti a typu paketu, a skupin datových toků.[1,14] Z těchto údajů 
UNS určí, zda má být paket odeslán přednostně (např. u služby VoIP) nebo může 
dojít k zpoždění (např. u služby FTP). Tímto způsobem dochází i k předcházení 
ovlivnění kvality služeb QoS. 
Přepínač má jako hlavní funkci odeslání dat co jsou na vstupním portu,         
na výstupní port. Určitým problémem pro blokování sítě a portů je, pokud data z více 
vstupních portů jsou odeslány na jeden výstupní port. Pro tyto případy je nutné, aby 
měl každý datový tok svůj výstup. [1] 
Pro řízení a optimalizaci síťového provozu se podle nových výzkumů ukázala 
vhodná právě Kohenenova síť. Ta by při kompletaci síťového přepínače měla 
realizovat spojovací pole vstupů a výstupů.[7] 
 
14.3  Základní model přepínače s řízením pomocí UNS 
Požadavky na prvky v konvergovaných sítích značně narůstají. Prvky, jako přepínače 
musí být jak dostatečně rychlé v přenosu dat, tak účinné z pohledu zajištění kvality 
služby pro veškeré připojené terminály. 
 Nároky dále vzrůstají s vyšším datovým přenosem díky IPv6 protokolu a 
standardům IEEE 802.3ae a IEEE 802.3z. Tyto standardy s sebou přináší vyšší 
datové toky oproti standardům (IEEE 802.3a až IEEE 802.3y 10/100Mbit/s), a IPv6 
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protokol oproti IPv4 nutnost vyčlenit větší prostor pro ukládání záhlaví IP paketu    
do zásobníků. [1,14,16] 
 
Obr. 14.1: Základní model přepínače s řízením pomocí UNS 
 
 Základní model přepínače s řízením pomocí UNS je zobrazen na Obr.14.1, 
[1,14,16]. Data přijatá na vstupní porty přepínače jsou ihned odesílána do vstupních 
zásobníků. Vstupní zásobníky mají mimo jiné dvě funkce: 
a) odesílání parametrů do bloku UNS - Záhlaví z IP paketů protokolů IPv4 a 
IPv6 jsou odeslány do bloku UNS, kde se rozhoduje dle údajů, který paket 
bude upřednostněn a jakým způsobem. 
b) odesílání dat do spojovací oblasti - Data z IP paketů jsou ze zásobníků 
odeslána přímo do spojovací oblasti. Ve spojovací oblasti přepínače              
se aktivují cesty k výstupnímu portu dle řízení UNS.  
Výstup z přepínače může obsahovat i výstupní zásobníky na data,               
pro zlepšení dalšího chodu v síti. 
Pro následnou simulaci přepínače v celé síti pomocí programu Opnet Modeler 
bylo nutné základní blokové schéma přepínače řízeného pomocí UNS upravit          
na schéma na Obr. 14.2. Tato úprava je nutná pro prostředí programu, tak aby 
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přepínač mohl být upraven z klasického přepínače na přepínač s řízením pomocí 
UNS. Vzniká zde omezení v podobě rozdělení ovládání UNS na jednotlivé porty. 
Vlastnosti při centrálním řízení pomocí UNS jsou velice náročné na výpočet a 
program nemá tolik vymezené paměti pro výpočet údajů.   
 
Obr. 14.2: Model přepínače s řízením pomocí UNS v programu Opnet Modeler 
 
15  Praktická část II. – přepínač s řízením pom. UNS 
Další částí praktického ověření je porovnání běžného přepínače s přepínačem 
s řízením pomocí neuronových sítí. V programu Opnet Modeler byl částečně upraven 
klasický přepínač takovým způsobem, aby k řízení pomocí UNS pouze směřoval. 
Ten zde obsahuje 4 porty, z důvodu zvládání obslužnosti a výpočtu UNS. Dále má 
vlastní řízení kvality služby QoS.  
Kohenenovy UNS tímto způsobem přidávají vlastní značky DSCP do IP 
paketů. Přiřazování těchto značek je zvlášť pro každý port. Tímto způsobem jsou 
v síti vybrané služby upřednostňovány. Topologie řízení pracuje na bázi blokového 
schéma na Obr. 14.2. Kohenenova UNS byla vybrána z důvodu nejkratší doby 
výpočtu a nejnižšímu počtu chyb, dle [13,16].  
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Vytvořená topologie pro porovnání dvou přepínačů je na Obr. 15.1. Tímto 
způsobem jsou vytvořeny dva scénáře, kdy v obou je stejné nastavení celé sítě, liší se 
pouze v přepínači – v jednom scénáři klasický síťový přepínač a v druhém síťový 
přepínač řízený pomocí UNS. Síť navržená tímto způsobem klade vysoké nároky     
na port, ke kterému je připojen směrovač, ale také na porty připojených tří klientů. 
Propojení veškerých zařízení této sítě je pomocí 1 Gbit/s (1000BaseT). Služby 
zatěžují síť těmito parametry: 
• FTP – stahování souborů o velikosti až 4 MB, 
• HTTP – vytíženo prohledáváním internetových stránek na HTTP Serveru, a 
zobrazováním textových stránek (až 30 kB), 
• VoIP – spojení pomocí protokolu H.323 a kodeku G.729a zatížené pomocí  
spojení s VoIP Serverem a klienty 1 až 3 mezi sebou. 
V síti s přepínačem s UNS je zavedena kvalita služby QoS pomocí 
značkování DSCP na přepínači. V síti s klasickým přepínačem je kvalita služby QoS 
také pomocí značkování DSCP, ale na směrovači. Pro značkování DSCP jsou použita 
tato pravidla: 
• FTP AF11 – třída 1 (AF – Assured Forwarding) s mírným zahazováním 
paketů, 
• HTTP AF21 - třída 2 (AF – Assured Forwarding) s mírným zahazováním 
paketů, 
• VOIP EF - třída 5(EF – Express Forwarding) s důrazem na nízké zpoždění. 
 
Obr. 15.1: Topologie sítě s přepínačem s UNS i bez UNS 
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Kritéria pro porovnávání obou přepínačů: 
• rychlost služeb FTP, HTTP, VoIP, 
• celkové zpoždění v síti, zpoždění na portech přepínače, 
• zatížení jednotlivých zásobníků (bufferů) na portech přepínače. 
Na Obr. 15.2 je znázorněn průběh služby HTTP. Tato služba zaznamenala 
vyšší nárůst rychlosti dat při scénáři s přepínačem s UNS. Jde o průměrnou hodnotu 
v celé síti, a je vyšší díky menšímu omezení služby HTTP na portech přepínače.  
 Služba FTP se v této síti se zajištěním QoS řadí až na poslední místo 
upřednostnění při přenosu. Průměrný průběh služby FTP v celé síti je znázorněn      
na Obr. 15.3. S přepínačem řízeným pomocí UNS je přenos téměř trojnásobně vyšší 
než v případě klasického přepínače. Služba není téměř vůbec omezována, i v tomto 
případě je použití řízení pomocí UNS výhodné.  
 Dalším důležitým parametrem je zpoždění paketů v síti. Obr. 15.4 znázorňuje 
celkové zpoždění TCP paketů v síti. TCP pakety v této síti tvoří nejvyšší zastoupení, 
využívá je plně služba HTTP i FTP a částečně služba VoIP. VoIP využívá TCP 
pakety pro telefonní signalizaci, vyhledání dostupnosti účastníků a řídí přenos v síti. 
Počáteční hodnota je u přepínače řízeného pomocí UNS vysoká, po ustálení stavů 
UNS již nabývá průměrných hodnot 24 ms. Na druhém přepínači nabývá toto 
zpoždění hodnot až 30 ms. 
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Obr. 15.2: HTTP přenos v síti:     s UNS,    bez UNS 
 
 
Obr. 15.3: FTP přenos v síti:     s UNS,    bez UNS 
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Obr. 15.4: Zpoždění TCP:     s UNS,    bez UNS 
 
Pro službu VoIP není důležité jen zpoždění v síti, ale také kolísání zpoždění 
v síti, tzv. jitter. Jitter pro celou síť je znázorněn na Obr. 15.5. V obou případech 
nabývá nízkých hodnot, ovšem ve scénáři s přepínačem řízeným pomocí UNS je    
po ustálení počátečních situací na portech jitter až poloviční nebo nulový. 
Důležitým parametrem přepínače je také zpoždění na jednotlivých portech. 
Zpoždění na portu P0 a P1 je znázorněno na Obr. 15.6 a Obr. 15.7. Zpoždění            
na zbývajících portech P2 a P3 znázorněno není, nabývá podobných hodnot jako     
na portech P0 a P1. Zpoždění na portech přepínače s UNS je v obou případech téměř 
nulové, toto je pro další přenos v síti velmi důležité. 
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Obr. 15.5: Kolísání zpoždění v síti:     s UNS,    bez UNS 
 
 
Obr. 15.6: Zpoždění na portu P0 přepínače:     s UNS,    bez UNS 
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Obr. 15.7: Zpoždění na portu P1 přepínače:     s UNS,    bez UNS 
 
Posledním parametrem, který zatěžuje přepínač, je využití vstupních 
zásobníků přepínače. UNS  zatěžují vstupní zásobníky na portech buď ve stejné míře, 
nebo více než u klasického přepínače. Toto zatížení ovšem není nijak zvlášť vysoké. 
Tyto průběhy jsou znázorněny na Obr. 15.8 pro port P0 a na Obr. 15.9 pro port P1 
přepínače. 
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Obr. 15.8: Využití zásobníků pro port P1 přepínače:     s UNS,    bez UNS 
 
 
Obr. 15.9: Využití zásobníků pro port P1 přepínače:     s UNS,    bez UNS 
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15.1  Závěr praktické části II. 
Tato praktická část obsahuje porovnání síťového prvku – přepínače, řízeného 
sekvenčně, a řízeného pomocí UNS. Pro oba typy směrovačů byly v síti nastaveny 
shodné podmínky. Z výsledných grafů vyplývá, že směrovač uzpůsoben k řízení 
pomocí UNS splňuje dané požadavky. Zlepšení je viditelné u průběhů služeb HTTP 
a FTP, kdy i tyto služby v síti méně upřednostňované zaznamenaly rychlý nárůst.   
Pro službu VoIP není zobrazen graf průběhu přenosu, oba přepínače neměly problém       
se zajištěním potřebné šířky pásma. Ovšem změny pro službu VoIP jsou viditelné      
v zpoždění a kolísání zpoždění v síti. Zde přepínač řízený pomocí UNS dokáže 
zpoždění značně zmenšit nebo zcela odstranit. Tyto změny ve zpoždění jsou patrné i 
na jednotlivých portech přepínače. Přepínač řízený pomocí UNS v našem případě 
vykázal vyšší zatížení zásobníku dat na vstupních portech. Tato zatížení nejsou 
ovšem nijak vysoká a na dalších portech jsou téměř shodná s klasickým přepínačem.
 Řízení přepínače pomocí UNS představuje tedy další krok k optimalizaci 
služeb v konvergovaných sítích. Optimalizace řízení pomocí UNS pro hlasovou 
službu VoIP odstraňuje „slabiny“ této služby, jako nároky na zpoždění a na kolísání 
zpoždění. Zlepšení zaznamenaly také další služby v síti, i když nebyly prioritní. 
 
16  Praktická část III. – laboratorní úloha 
Pomocí této laboratorní úlohy by studenti měli být schopni posoudit 
jednotlivé mechanizmy pro zajištění kvality služby QoS a přímo porovnat jejich 
kvality nebo zhoršení. Úloha je relativně časově náročná, z tohoto důvodu je návod 
více podrobný.  
Celá úloha je realizována v programu Opnet Modeler. Tato laboratorní úloha 
obsahuje dva typy zadání. První zadání je určené pro studenty. Jsou zde obsažené 
pouze důležité informace o nastavení sítě. Zbylé nastavení musí studenti sami 
pochopit a zadávat dle svého úsudku. Další část je určena pro učitele pro porovnání 
dosažených výsledků. Tato část obsahuje kompletní detailní nastavení celé úlohy 
včetně výsledných grafů a zodpovězení kontrolních otázek. 
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Porovnání mechanizmů pro zajištění kvality služby 
QoS v sítích Ethernet 
16.1  Zadání 
 Realizujte pomocí programu Opnet Modeler zadanou síť s nastavením 
jednotlivých prvků a služeb FTP, HTTP, a VoIP. Vytvořením celkem 4 scénářů 
v každém nastavte různé typy mechanizmů zajišťujících kvalitu služby QoS.            
Po simulaci porovnejte zpoždění a průběhy přenosu jednotlivých služeb. Zodpovězte 
zadané otázky a diskutujte naměřené výsledky.    
 
16.2  Teoretický úvod 
Sítě Ethernet patří mezi nejrozšířenější typy sítí po celém světě. Tyto sítě jsou 
již převážně konvergované a obsahují tak velké množství různých služeb závislých 
na různých přenosových parametrech. Sítě jsou často díky velkému nárůstu 
multimédií a zabezpečených služeb přetěžovány a dochází k omezení, popř. úplnému 
potlačení některých služeb. Mezi nejpoužívanější služby v těchto sítích patří hlavně 
VoIP, FTP, a HTTP. 
V síti Ethernet se v dnešní době používají především tyto základní 
mechanizmy QoS, které se dále dělí do mnoha podskupin: 
• Best Effort Services – tzv. metoda nejlepší snahy, tato metoda má stupeň 
QoS nastaven na hodnotu 0, a snaží se každý paket přenést co nejefektivněji a 
nejrychleji k cíli (např. FIFO QoS). 
• Integrated Services (IntServ) – technologie založena na rezervaci pásma, 
která je vytvářena v okamžiku navazování spojení. Nevýhodou je, že proces 
zabírá pásmo, které nemusí v daný moment vždy plně využívat a ostatní 
služby jsou tím omezeny. 
• Differentiated Services (DiffServ) – pakety se v tomto případě rozdělují do 
jednotlivých kategorií dle předdefinovaných parametrů. Každému paketu je 
přiřazen stupeň priority a dle tohoto stupně je paket upřednostňován pro 
průchod sítí. Tento stupeň priority je obsažen v hlavičce IP paketu jako „Typ 
služby“ (ToS – Type of Service) nebo také jako „Kód diferencované služby“ 
(DSCP - Differentiated Services Code Point). DiffServ nezajišťuje přímou 
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rezervaci pásma což je vhodné pro implementaci, přenosové pásmo není 
zabrané v době, kdy je proces nevyužívá (např. v případě Opnet Modeleru 
mechanizmy Priority Queuing – PQ ToS based, PQ DSCP based). 
Kvalitu služeb QoS není třeba realizovat, pokud není nasdílena celá 
konektivita, nebo pokud je kapacita sítě předimenzována. QoS bývá také v síti velmi 
často aktivován dynamicky až při přetížení sítě, kdy nastává omezení některých 
důležitějších služeb. Jedním z úzkých míst je přechod z páteřních do přístupových 
sítí a dále z přístupových do podnikových sítí, zde jsou data řazena do jednotlivých 
front a zpracování probíhá dle daných priorit. QoS je dnes součástí specifikací 
moderních technologií a také heterogenních sítí další generace. 
 
16.3  Postup řešení 
16.3.1  Vytvoření projektu 
Po spuštění programu Opnet Modeler zvolte File -> New… Project. Dále Project 
name: Ethernet, Scenario name: bez QoS. Dále zvolíme Create empty scenário -> 
Campus -> 10 x 10 km -> zaškrtnout Yes u Ethernet a internet_toolbox -> Finish. 
16.3.2  Vložení prvků 
Pomocí ikony Object Palette vložte tyto zařízení: 
• ethernet4_slip8_gtwy – 3 x 
• ethernet16_switch – 3 x 
• 100BaseT_LAN – 4 x 
• ethernet_server – 3 x 
• Application Config, Profile Config, QoS Attribute Config 
Všechna zařízení rozmístěte, pojmenujte, a propojte dle Obr.16.1.               
Pro připojení LAN sítí k přepínačům (Switch) použijte linky 100BaseT. Pro veškeré 
další propojení použijte 1000BaseX. Nyní máme vytvořenou základní síť kde jsou 
hlavní prvky propojeny kabely 1 Gb/s a sítě LAN připojeny pomocí 100 Mb/s. Šířka 
pásma této sítě by v budoucnu nebyla dostačující, o to lépe budou názornější 
výsledky s mechanizmy QoS. 
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Obr. 16.1: Topologie sítě 
 
16.3.3  Nastavení jednotlivých služeb 
Application_Config:  
Vytvořte aplikace FTP_AP, HTTP_AP, VOIP_AP. Hodnoty pro tyto aplikace 
nastavte dle Obr.16.2, 16.3, 16.4. 
 Pro službu HTTP dále v Server Selection nastavte Pages Per Server              
na hodnotu exponential(10). V Page Properties nastavte zleva Large Image, 
constant(20), HTTP Server, Not Used, Not Used. 
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Obr. 16.2: Nastavení FTP služby 
 
 
Obr. 16.3: Nastavení HTTP služby 
   
 
Obr. 16.4: Nastavení VoIP služby 
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Profile_Config: 
Profile Configuration -> vytvořte profily FTP_Profile, HTTP_Profile, VOIP_Profile 
a nastavte dle Obr. 16.5, 16.6, 16.7. 
 
Obr. 16.5: Nastavení FTP_Profile 
 
 
Obr. 16.6: Nastavení HTTP_Profile 
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Obr. 16.7: Nastavení VoIP_Profile 
16.3.4  Nastavení síťových zařízení 
Router_X: Edit Attributes -> IP -> IP QoS Parametres -> Ok. 
Switch_X: Edit Attributes -> Switch Port Configuration (16 Rows) -> na každém 
portu P0 až P15 nastavte QoS Parametres na Default.  
LAN_X: Edit Attributes -> Applications -> Application: Destination Preferences 
nastavte na FTP_AP, HTTP_AP, VOIP_AP. Dále Symbolic Name nastavte dle 
služby na FTP Server, HTTP Server, a Voice Destination. Dále Actual Name také 
dle služby na Server_FTP, Server_HTTP, Server_VoIP. Nastavení např. služby FTP 
je na Obr.16.8. Dále Application: Supported Profiles nastavte na FTP_Profile, 
HTTP_Profile, VOIP_Profile a v každém profilu Number of Clients na hodnotu 10. 
Nyní má každá LAN 10 klientů, jsou zde nastaveny profily spouštění služeb, 
jednotlivé služby, a zdroje jednotlivých služeb.  
Server_X: Edit Attributes -> Application: Supported Profiles -> Profile Name 
vyberte dle služby  FTP_Profile, HTTP_Profile nebo VOIP_Profile. Servery nyní 
vědí, jaký profil služby a jakou službu mají poskytovat. 
Veškeré služby a síť jsou již nastaveny, zbývá vytvořit několik různých 
scénářů. 
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Obr. 16.8: Nastavení FTP služby na LAN 
16.3.5  Vytvoření dalších scénářů 
Pomocí nabídky Scenarios -> Duplicate Scenario… vytvořte další 3 scénáře s názvy 
FIFO QoS, DSCP QoS, ToS QoS. Celkem máme nyní vytvořeny 4 scénáře (první má 
název „bez QoS“). Přepínat mezi jednotlivými scénáři lze pomocí Scenarios -> 
Switch To Scenario. 
 
Nastavení QoS ve scénářích 
• Scénář „bez QoS“: tento scémář ponecháme bez nastavení – QoS nebude 
aktivováno. 
• Scénář „FIFO QoS“: Application_Config -> Edit Attributes -> Application 
Definitions -> FTP_AP -> Description -> Ftp -> Edit… -> Type of Service -> 
Best Effort(0). Pro službu HTTP_AP nastavte Standart(2) a pro službu 
VOIP_AP nastavte Interactive Voice(6). 
• Scénář „DSCP QoS“: podobně jako ve scénáři FIFO QoS nastavte zde 
služby na tyto hodnoty: v nabídce Type of Service přepněte z ToS                 
na Differentialted Services Code Point(DSCP). Pro FTP_AP nastavte AF11, 
pro HTTP_AP AF21,a pro VOIP_AP EF. 
• Scénář „ToS QoS“: nastavení je shodné se scénářem „FIFO QoS“. 
 
Nyní ve scénáři FIFO QoS vyberte z horní nabídky Protocols -> IP -> QoS -> 
Configure QoS… Dále QoS Scheme: FIFO, QoS Profile: FIFO Profile, zatrhnout All 
connected interfaces -> OK. Stejným způsobem nastavte ve scénáři DSCP QoS: QoS 
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Scheme: Priority Queuing, QoS Profile: DSCP Based. Ve scénáři ToS QoS: QoS 
Scheme: Priority Queuing, QoS Profile: ToS Based. 
16.3.6  Nastavení měřených charakteristik 
Pro nastavení měřených charakteristik klikněte na ploše mezi zařízeními na pravé 
tlačítko myši -> Choose Individual DES Statistics. Pro každý scénář vyberte Global 
Statistics a zde zatrhněte: Ethernet, Ftp, HTTP, TCP, Voice.  
Pro každou síť LAN (1 až 4) nastavte tyto charakteristiky: Node Statistics -> 
Client Ftp, Client Http, TCP, UDP, Voice Application.  
16.3.7  Nastavení a spuštění simulace 
Přepínám mezi scénáři nastavte v každém scénáři v nabídce Configure/Run DES: 
Duration: 3 minutes, Seed 128,Values per statistics: 100, Update interval: 100 000 
events, Simulation Kernel: Optimized, a potvrďte Apply a poté Cancel. Po tomto 
nastavení v každém scénáři zvolte Scenarios -> Manage Scenarios… -> v položce 
Results zvolte collect popř. Recollect -> OK. 
16.3.8  Procházení výsledků 
Po dokončení simulace klikněte pravým tlačítkem myši na plochu ->View Results -> 
Results for: Current Project -> zaškrtněte všechny scénáře. V Presentation vyberte 
Overlaid Statistics a zobrazení  volte „As Is” nebo „average“. Nyní pomocí výběru v 
Global statistics a Object Statistics porovnejte průběhy služeb FTP, HTTP, VoIP jak 
globální, tak na jednotlivých LAN sítích. Dále hodnotu Jitteru, TCP Delay, a další. 
Různé mechanizmy QoS docílí různých zpoždění a různých omezení služeb. Veškeré 
grafy začínají od hodnoty 100 s, od této doby jsou služby spouštěny.  
 
16.4  Kontrolní otázky 
1) Je použití QoS mechanizmu v síti výhodné? Pokud ano, z jakého důvodu? 
2) Vyplatí se v síti spíše investice do mechanizmu QoS nebo do navýšení sířky 
pásma? 
3) Jaké přenosové protokoly na jakých portech využívají služby FTP, HTTP, a 
VoIP? 
4) Jmenujte dva nejpoužívanější kodeky a dva protokoly pro službu VoIP. 
 
 - 60 - 
 
17  Praktická část III. – výsledky laboratorní úlohy  
 
 
Porovnání mechanizmů pro zajištění kvality služby 
QoS v sítích Ethernet – návod pro vyučující 
 
17.1  Vytvoření projektu 
Po spuštění programu Opnet Modeler zvolte File -> New… Project. Dále Project 
name: Ethernet, Scenario name: bez QoS. Dále zvolíme Create empty scenario -> 
Campus -> 10 x 10 km -> zaškrtnout Yes u Ethernet a internet_toolbox -> Finish. 
17.1.1  Vložení prvků 
Shodné s návodem pro studenty, viz. 16.3.2. 
17.1.2  Nastavení jednotlivých služeb 
Application_Config: 
Application_Config -> Edit Attributes, Application Definitions -> Rows nastavte     
na 3, těmto třem novým řádkům dejte názvy FTP_AP, HTTP_AP, VOIP_AP.         
Po otevření první položky FTP_AP a dále Description, u služby Ftp nastavte Edit…. 
V nově otevřeném okně nastavte hodnoty dle Obr. 16.2.  
Pro službu HTTP nastavte hodnoty na Obr. 16.3 a dále v Server Selection 
nastavte Pages Per Server na hodnotu exponential(10). V Page Properties nastavte 
zleva Large Image, constant(20), HTTP Server, Not Used, Not Used. 
Poslední službou je VoIP. Zde zvolte Voice -> Edit… a hodnoty nastavte    
dle Obr.16.4. 
 
17.1.3  Nastavení síťových zařízení 
Router_X: Edit Attributes -> IP -> IP QoS Parametres -> Edit… -> Ok -> Ok.  
Provést u všech směrovačů. 
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Switch_X: Edit Attributes -> Switch Port Configuration (16 Rows) -> na každém 
portu P0 až P15 nastavte QoS Parametres na Default. Tímto způsobem nastavte 
veškeré přepínače. 
LAN_X: Edit Attributes -> Applications -> Application: Destination Preferences -> 
Rows na 3 -> Následující 3 řádky nastavte na FTP_AP, HTTP_AP, VOIP_AP. Dále 
Symbolic Name nastavte dle služby na FTP Server, HTTP Server, a Voice 
Destination. Dále Actual Name -> Rows na 1 -> take dle služby na Server_FTP, 
Server_HTTP, Server_VoIP. Nastavení např. služby FTP je na Obr.16.8.  
Dále Application: Supported Profiles -> Rows na 3 -> na následujících 3 
řádcích nastavte FTP_Profile, HTTP_Profile, VOIP_Profile a v každém profilu 
Number of Clients na hodnotu 10. Tímto způsobem nastavte provoz na všech LAN. 
Nyní má každá LAN 10 klientů, jsou zde nastaveny profily spouštění služeb, 
jednotlivé služby, a zdroje jednotlivých služeb. 
Server_X: Edit Attributes -> Application: Supported Profiles -> Rows na 1 -> 
Profile Name vyberte dle server  FTP_Profile, HTTP_Profile nebo VOIP_Profile. 
Servery nyní už vědí jaký profil služby a jakou službu mají poskytovat. 
Veškeré služby a síť jsou již nastaveny, zbývá vytvořit několik různých 
scénářů. Vytvoření dalších scénářů je shodné s návodem pro studenty, viz. 16.3.3. 
Nastavení měřených charakteristik je shodné s návodem pro studenty, viz. 16.3.4. 
Nastavení a spuštění simulace je shodné s návodem pro studenty, viz. 16.3.5. 
Procházení výsledků je shodné s návodem pro studenty, viz. 16.3.6. 
 
17.1.4  Výsledné grafy 
Na Obr.17.1 a Obr.17.2 jde vidět celkový přenos služeb HTTP a FTP v síti. Zde 
žádný z QoS mechanizmů nijak nevyniká. FTP přenos byl ovšem nejvyšší u FIFO 
QoS a nejnižší u scénáře bez QoS. FTP má v síti nejnižší prioritu, zde bychom nárůst 
rychlosti nečekali ani nevyžadovali.  
Výrazné zpoždění TCP paketů na Obr.17.3 vykázal hlavně mechanizmus 
FIFO QoS. Celkové zpoždění v síti Ethernet na Obr.17.4 bylo viditelné hlavně           
u scénáře bez QoS. 
Celkové kolísání zpoždění v síti pro službu VoIP je na Obr.17.5. Výrazná 
hodnota je zaznamenána u FIFO QoS, nicméně dále si služby počínají velmi dobře a 
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vyrovnaně, jde totiž o celkový parametr v síti a tak dobré výsledky nemá v případě 
grafů na jednotlivých sítích LAN, viz. Obr.17.6 a Obr.17.7, kde jsou jednoznačně 
nejhorší výsledky ve scénáři bez QoS. Na Obr.17.8 v síti LAN_4 došlo ovšem 
k výraznému kolísání při FIFO QoS a DSCP QoS. Na Obr.17.9 je znázorněn přenos 
služby FTP v síti LAN_4, který dosáhl překvapivě nejlepších výsledků při ToS QoS, 
tyto parametry jsou pro jednotlivé LAN různé. 
 
 
Obr. 17.1: Celkový přenos služby HTTP 
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Obr. 17.2: Celkový přenos služby FTP 
 
 
Obr. 17.3: Celkové zpoždění TCP paketů v síti 
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Obr. 17.4: Celkové zpoždění v síti Ethernet 
 
 
Obr. 17.5: Celkové kolísání zpoždění v síti pro službu VoIP 
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Obr. 17.6: Kolísání zpoždění v síti LAN_2 pro službu VoIP 
 
 
 Obr. 17.7: Kolísání zpoždění v síti LAN_3 pro službu VoIP  
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Obr. 17.8: Kolísání zpoždění v síti LAN_4 pro službu VoIP 
 
 
Obr. 17.9: Přenos služby FTP v síti LAN_4 
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17.1.5  Kontrolní otázky + odpovědi 
1) Je použití QoS mechanizmu v síti výhodné? Pokud ano, z jakého důvodu? 
Ano, pokud je síť přetížena několika službami různých priorit. Další výhodou 
je funkčnost sítě v budoucnu, služby budou klást vyšší nároky na přenosovou 
šířku pásma, nevznikne zde nutnost rekonstruovat síť na vyšší datové 
přenosy. Hlavní výhodou je upřednostnění služeb náchylných na zpoždění a 
chvění - jako např. VoIP, před službami FTP apod., které síť přetěžují.  
 
2) Vyplatí se v síti spíše investice do mechanizmu QoS nebo do navýšení šířky 
pásma? 
V opravdu malých sítích jde problém řešit oběma způsoby, v středních a 
velkých sítích je QoS nedílnou součástí. 
 
3) Jaké přenosové protokoly na jakých portech využívají služby FTP, HTTP, a 
VoIP? 
FTP – protokol TCP, port 20 – přenos dat, port 21 – přenos příkazů a řízení. 
HTTP – protokol TCP, port 80. 
VoIP – protokol UDP, RTP – přenos dat, TCP, IP – řízení přenosu, 
signalizace.  
 
4) Jmenujte dva nejpoužívanější kodeky a dva protokoly pro službu VoIP. 
Kodeky: G.711 a G.729. Protokoly: H.323 a SIP. 
 
17.2  Závěr praktické části III. 
Grafů pro porovnání jednotlivých mechanizmů QoS lze v Opnet Modeleru zobrazit 
nepřeberné množství. Výše uvedené grafy patří k těm důležitějším. Pro námi 
simulovanou síť se ukázala nejvýhodnější volbou zavedení mechanizmu na bázi ToS 
QoS. Scénář bez QoS nedosahoval také špatných výsledků, to je ovšem způsobené 
menším zatížením služeb v síti. Při vyšším zatížení služeb simulace v Opnet 
Modeleru trvají delší dobu (až 30 minut), a to by nebylo pro laboratorní úlohu příliš 
vhodné. Odpovědi na kontrolní otázky vystihují to nejdůležitější, podrobnějším 
zkoumáním by časová náročnost celé úlohy byla příliš vysoká. 
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18  Závěr  
Tato diplomová práce je rozdělena na několik částí. V teoretické části jsou popsány 
základní parametry pro hlasovou komunikaci, parametry pro komunikaci 
v konvergovaných sítích, zajištění kvality služby QoS, Internet protokol verze 4 a 
verze 6, a způsob a vlastnosti přenosu VoIP komunikace. Úvodem byla popsána 
umělá neuronová síť, způsob jakým pracuje, a využití. Z UNS byla popsána 
Hopfieldova a Kohenenova síť. Model přepínače řízeného pomocí UNS [1] byl 
přepracován na model pro program Opnet Modeler.  
 Práce dále obsahuje tři praktické části. První část se zabývá prvním krokem 
pro optimalizaci přenosu hlasu, a to pomocí zajištění kvality služby QoS síti.           
Ve výsledcích jde vidět, jakým způsobem může být provoz VoIP komunikace 
omezen v přetížené síti, která obsahuje i služby HTTP, FTP. Další praktickou částí je 
přímé porovnání dvou síťových přepínačů. Klasický síťový přepínač a přepínač 
řízený pomocí UNS. Z výsledných grafů vyplývá, že přepínač částečně řízený 
pomocí UNS dosahuje kvalitnějších výsledků jak z pohledu zpoždění, tak rychlosti 
veškerých služeb v síti. Mírně vzrůstající paměťová náročnost na vstupních portech 
přepínače s UNS není nijak vysoká oproti klasickému přepínači. Třetí část je 
vytvoření laboratorní úlohy pro studenty. Tato úloha je zaměřena na porovnání 
mechanizmů pro zajištění kvality služby QoS v sítích. Pomocí této laboratorní úlohy 
by měli být studenti seznámeni s funkcí těchto mechanizmů a nastavování sítí 
v programu Opnet Modeler. Návod je velmi podrobný, z důvodu vysoké časové 
náročnosti úlohy. Návod je doplněn o výsledné grafy a podrobný popis sestavení 
úlohy. 
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19  Seznam symbolů, veličin a zkratek 
ADSL – Asymetric Digital Subscriber Line 
AF – Assured Forwarding 
ATM – Asynchronous Transfer Mode 
bit/s – bit za sekundu 
CorNet – Corporate Network 
DiffServ – Differentiated Services 
DNS – Domain Name System 
DSCP – Differentiated Services Code Point 
EF – Express Forwarding 
FIFO – First In First Out 
FTP – File Transfer Protocol 
GoS – Grade of Service 
HFA – HiPath Feature Access 
HTML – HyperText Markup Language 
HTTP – HyperText Transfer Protocol 
IAX – Inter-Asterisk eXchange 
IEEE – Institute of Electrical and Electronics Engineers 
IntServ – Integrated Services 
IP – Internet Protocol 
IPSec – Internet Protocol Security 
IPvX – Internet Protocol version X 
ISO / OSI – International Standards Organization / Open System Interconnection 
ISDN – Integrated Services Digital Network 
ITU – International Telecommunications Union 
IPTV – Internet Protocol Television 
LAN – Local Area Network 
MAC – Media Access Control 
MCU – Multipoint Control Unit 
MOS – Mean Opinion Score 
NAT – Network Address Translation 
ODP – Otevřené Distribuované Zpracování  
PBX – Private Branch eXchange 
PC – Personal Computer 
PQ – Priority Queuing 
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PHY – Physical Layer 
QoS – Quality of Service 
RJ-45 – Registered Jacks 45 
RTP – Real-time Transport Protocol 
SCCP – Skinny Call Control Protocol 
SIP – Session Initiation Protocol 
SRTP – Secure Real-time Transport Protocol 
SS7 – Signalling System 7 
STUN – Simple Traversal of UDP over NAT 
TCP – Transmission Control Protocol 
ToS – Type of Service 
UDP – User Datagram Protocol 
UNS – Unnatural Neural Site 
VoIP – Voice over Internet Protocol 
VPN – Virtual Private Network 
WAN – Wide Area Network 
Wi-Fi – Wireless Fidelity 
XML – Extensible Markup Language 
ZRTP – Zimmermann Real-time Transport Protocol 
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