The elephant random walk (ERW), first introduced by [Schütz and Trimper, 2004] , is a one-dimensional simple random walk on Z having a memory about the whole past. We study the shark random swim, a random walk with memory about the whole past, whose steps are α-stable distributed with α ∈ (0, 2]. Our aim in this work is to study the impact of the heavy tailed step distributions on the asymptotic behavior of the random walk. We shall see that, as for the ERW, the asymptotic behavior of the shark random swim depends on its memory parameter p, and that a phase transition can be observed at the critical value p = 1 α .
Introduction
Anomalous diffusion is a natural phenomena appearing in physics and biology for example in porous systems [Klammler and Kimmich, 1992] , the motion of membrans [Murase et al., 2004] , or giving the title to our work, in food searching strategies of marine predators such as sharks [Sims et al., 2008] . The elephant random walk (ERW), first introduced by [Schütz and Trimper, 2004] , is a simple model that yields an anomalous diffusion. The ERW is a one-dimensional simple random walk on Z having a memory about the whole past. Specifically, fix a parameter q ∈ [0, 1). At each time, the elephant remembers one step from the past chosen uniformly at random. With probability q the elephant repeats it, and with probability 1 − q it makes a step in the opposite direction. Equivalently, there is a second formulation of the ERW. For q ≥ probability p, chooses one of the past steps uniformly at random and repeats it, or with probability (1 − p), decides uniformly at random in which direction it goes. Since its introduction the ERW and similar models have been considered in for example [Bercu, 2018] , [Bercu and Laulin, 2017] , [Boyer and Romo-Cruz, 2014] , [Coletti et al., 2017] , [da Silva et al., 2013] , [Kürsten, 2016] , [Schütz and Trimper, 2004] , [Serva, 2013] , and [Wang, 1992] .
The long time behavior of the ERW depends on the memory parameter q, and has been studied in all regimes of q by [Baur and Bertoin, 2016] , using the connection of the ERW to urn schemes. Independently, similar results have been obtained by [Coletti et al., 2017] . Recently, a different approach using martingales has been studied in [Bercu, 2018] .
In the subcritical case p < 1/2 and critical case p = 1/2 (equivalently q < 3/4, respectively q = 3/4), the re-scaled ERW (with a scaling depending on p) converges in distribution in the Skorohod space to a continuous Rvalued Gaussian process (in the case p = 0 the limiting process is a standard Brownian motion). In the supercritical case p > 1/2 (equivalently q > 3/4) it converges almost surely to the process (t p · Z, t ≥ 0), where Z is a nondegenerate R-valued random variable. In this work, we aim to study the long time behavior of a random walk in dimension d with memory and heavy tailed step distribution, that we will refer to as the shark random swim.
For the ERW the two formulations (using the parameters q or p = 2q − 1) are equivalent, but when the steps are not simple, they yield different processes. Specifically, let ξ be stable distributed and define a random walk in the following way. At step one, the random walk does a step of size ξ and at each step n ≥ 2 the random walk remembers one step from the past chosen uniformly at random, repeats it with probability q, and makes a step in the opposite direction with probability (1 − q). The process defined in this way then behaves like an ERW multiplied with the random variable ξ. In order to define a process that behaves different from the ERW, one needs to follow the second formulation of the ERW.
Specifically, let ξ i , for i ∈ N be i.i.d. d-dimensional standard isotropic strictly stable random variables with zero shift and stability parameter α ∈ (0, 2], that is
with θ denoting the Euclidean norm of θ ∈ R d . Now imagine a shark is moving around in the ocean. At time one it is located at position Y 1 = ξ 1 . At each time n it does a step Y n , so its position at time n is S n = n i=1 Y i , in the following way. With probability p ∈ (0, 1), it chooses uniform at random one of the past steps Y 1 , ...Y n−1 and repeats it, and with probability (1 − p) it does a step independent of the past, that is Y n = ξ n . In contrast to the ERW, the step distributions of the shark random swim are heavy-tailed. We are interested in the limiting behavior of S n as n tends to infinity. We shall see that there is a phase transition in the asymptotic behavior of the shark random swim.
In the subcritical case, that is αp < 1, we shall see that the random variable 1 n 1 α S tn with t ∈ R + converges in distribution to t 1 α S, where S is a d-dimensional isotropic α-stable distributed random variable, and that the scale parameter depends on p and the stability parameter α.
We will see that in supercritical case, that is αp > 1, for each t ∈ R + , the random variable 1 n p S tn converges to t p V in probability, where V is an almost surely finite random variable.
In the critical case, that is αp = 1, the random variable (n t ·log(n)) − 1 α S n t with t ∈ R + converges in distribution to t 1 α ·S, whereS is a d-dimensional isotropic α-stable distributed random variable with zero shift and scale pa-
In the subcritical case the rescaled shark random swim is expected to converge in distribution in the Skorohod space to a stable process. For the ERW the limiting process in the supercritical case is Gaussian, and hence can be completely characterized by its covariance functions. As there is no analogue way to characterize stable processes, it more effortful to characterize the limiting process of the shark random swim.
The ERW has a connection to Bernoulli bond percolation on random recursive trees that has first been observed by [Kürsten, 2016] , which still holds true for the shark random swim. Consider a random recursive tree of size n, on which we perform Bernoulli bond percolation. We call the connected components after deleting the edges clusters. We then denote by c i,n , i ∈ N the cluster rooted at i and by |c i,n | its size. We shall see that the position of the shark random swim at time n can be expressed as S n = i |c i,n |ξ i . The phase transition of the shark random swim is then determined by the asymptotic behavior of the cluster sizes as n tends to infinity.
In the second section, we shall give a precise description of the connection between the shark random swim and Bernoulli bond percolation, and summarize some results on the latter. In the first part of the third section, we shall study the limiting behavior of the shark random swim in the supercritical case. Our argument will rely on limit results of fragmentation processes of infinite recursive trees by [Baur and Bertoin, 2015] . In the second part of the third section, we shall use fundamental results on Yule processes to study the limiting behavior of the shark random swim in the subcritical case.
Finally, the third part of the third section is devoted to the critical case.
Preliminaries

Connection to random recursive trees
As mentioned in the introduction, it will be crucial for our analysis to express the position of the shark random swim at time n in terms of cluster sizes of Bernoulli bond percolation on random recursive trees. Recall that random recursive trees are rooted trees with increasing labels along branches that can be build in a recursive manner. We denote by T 1 the tree with a single node with label 1. If T n−1 denotes the tree of size n − 1, then T n is build by choosing uniformly at random one of the nodes of T n−1 and adding the n-th node (the node with label n). We then let 0 < p < 1 and perform Bernoulli bond percolation on the tree, that is each edge is deleted with probability (1 − p), independently of the other edges.
We now consider each step of the shark as adding a node in the random recursive tree. The starting position corresponds to the root, the first step to the node with label 1, and so on. Following [Kürsten, 2016] , we further add a spin to every node. The starting position of the random swim corresponds to the root, and we thus assign the spin ξ 1 to the root. We then built the tree recursively as described above. For building T n , we pick one of the nodes of T n−1 and connect the n-th node to the chosen node. With probability (1 − p) the edge connecting the new node to the existing node is deleted, and we assign the spin ξ n to the new node. With probability p the edge is kept, and the new node adopts the spin from the node it is attached to (see Figure 2) . We then get a forest, and we call the trees of the forest clusters.
Figure 2
Clusters of the random recursive tree along with the corresponding spin.
Note that each cluster carries the same spin and different cluster carry different spins. We will denote by c i,n the cluster rooted at i and by |c i,n | its size. By convention we have c i,n = ∅ and |c i,n | = 0 if there is no cluster rooted at i. The position of the random swim at time n can then be rewritten as
Note moreover that we have i |c i,n | = n.
Results on the clusters of Bernoulli bond percolation
For the limit behavior of the position of the shark random swim at time n, we shall need to control the asymptotic behavior of the cluster sizes as n tends to infinity. In this section, we summarize some results on the cluster sizes of Bernoulli bond percolation. First we mention a connection between the cluster sizes and a Pólya urn scheme. Imagine that we have an urn containing initially 1 black ball and m white balls. At each time step we choose a ball uniformly at random from the urn, and return it along with a ball of the same color. Let Y n denote the number of black balls after n-draws. It is known:
Lemma 1 (Pólya). Let n and m be integers.
1. Then Y n is Beta-binomial distributed with parameters (n, 1, m), that is to say
where B denotes the Beta function.
The sequence
1 n Y n converges almost surely as n tends to infinity to a random variable Y that is Beta(1, m) distributed.
See for example [Mahmoud, 2008] , Theorem 3.1 and Theorem 3.2. Now let c k,n denote the subtree rooted at node k after percolation, that is all the nodes and edges that are still connected to the node k, via an increasing sequence of labels, after we performed percolation. The size of this subtree is denoted by |c k,n |, and can be expressed with help of the above urn sheme. We first shall compute how many nodes are in the subtree rooted at node k, before the edges are deleted. Let black balls correspond to nodes that are in the subtree rooted at node k, and white balls correspond to nodes that are not in the subtree rooted at node k. When we build the tree of size n recursively, once we have arrived at the node k, we have distributed k nodes and are left to distribute n − k nodes. In the urn setting this corresponds starting with k balls, one black ball (corresponding to the node k) and k − 1 white balls. The number of the remaining n − k nodes, that will be added to the subtree rooted at node k, then corresponds to the number of black balls Y (n, k) after n − k draws and thus:
where Y (n, k) is Beta-binomial distributed with parameter (n − k, 1, k − 1) and Y (n, k) = 0 if k ≥ n. Now if the edge that connects k to its parent has been deleted, c k,n is a cluster of the Bernoulli bond percolation. Remember that the probability of this event is (1 − p), and that it is independent of the size of the cluster. Thus for all i ≥ 2 we have
We will moreover need to control the limiting behavior of the cluster sizes. For the root cluster it has been shown (see [Kürsten, 2016] , Section IV):
Lemma 2. We have:
The following three results can be found in [Baur and Bertoin, 2015] , Theorem 3.1, Lemma 3.3, and Theorem 3.4. See also [Möhle, 2015] . Lemma 3. The following limit
Proof. Let Y = (Y (t)) t∈R + denote the Yule process started from Y 0 = 1, such that Y (t) describes the number of individuals alive at time t, when each individual lives forever and gives birth to children at rate 1. It is well know that e −t Y (t) is a martingale, and that its terminal value W exists a.s. and is exp(1) distributed. Thus if we define the birth time of the n-th child T n := inf{t : Y (t) = n}, we have
Now imagine we kill each child with probability (1 − p), independently of the other children. The process of the number of individuals alive at time t, denoted by Y (p) (t), is then again a Yule process and
where W (p) is standard exponential distributed. The result then follows by combining Equations (2) and (3).
Lemma 4. Let X 1 be defined as in Lemma 5. For each k ≥ 2, we have the almost sure convergence
Proof. The result follows from Lemma 1 and the relation |c k,n |
Lemma 4 entails the following statement:
Lemma 5. For each i ≥ 2 the following limit
exists in (0, ∞) almost surely, and its moments are give by
Finally if αp > 1, the series
Last, we deduce from Lemma 2 and the asymptotic Γ(2p + n) ∼ Γ(n)n 2p as n tends to infinity that
since X 1 is Mittag-Leffler distributed with parameter p, and thus by Scheffe's Lemma
for each α ≤ 2.
3 Asymptotic behavior of the shark random swim
Recall that the position of the shark random swim at time n can be expressed as 
Note that if αp > 1, then α ∈ (1, 2]. The limiting behavior of the random swim is explained by the limiting behavior of the cluster sizes. Recall that, by Lemma 5, for each i ≥ 1 the following limit
exists in (0, ∞) almost surely. We then have:
in probability as n tends to infinity.
Proof. We first show that |Z| < ∞ a.s. Note that, conditionally on X 1 , ..., X n , we have
and we conclude since i X α i < ∞ a.s. by Lemma 5. Next, we aim to show that lim
in distribution and thus in probability. Let θ ∈ R 2 , we then have
If we let
and we are left to show that
Indeed, then
in probability, and by dominated convergence we have
for every θ ∈ R d , which proves (5). To show Equation (6) we first show
for all i ∈ N. Indeed, recall that |c k,n | denotes the size of the subtree rooted at node k, and that it is a cluster if the edge connecting k to its parent is deleted. Hence
for all i ≥ 2. We have seen in Equation (1) 
is Beta-Binomial distributed with parameter (n − k, 1, k − 1) and further independent of |c 1,i |, for all i ∈ N. By Lemma 2 we thus have , k) ) .
By the asymptotics Γ(2p + n) ∼ Γ(n)n 2p and Lemma 1 we have
where B(k − 1) is a Beta distributed random variable with parameter k − 1. Since
we get by dominated convergence
We then conclude by Scheffe's Lemma. We are thus left to justify the exchange of limit and sum. We shall show that the sum can be bounded by a summable series for all n. We have
and for all k ≤ n:
By Equation (4) there exists an integer i 0 such that for all i ≥ i 0 , we have
Since αp < 2, we deduce
Computing the second moment of a Beta-Binomial random variable we get
Using the elementary bound for all k ≤ n,
we thus have for all 2 ≤ k
and
which justifies the interchange of the limit, since the series
] converges for αp > 1, by Lemma 5.
Subcritical case αp < 1
In this section we shall study the subcritical case. Let p < 1 and us define the function f : [0, 1 − p) → R,
, where G is a geometric distributed random variable with parameter (
p . Note that f is Riemann integrable on the interval (0, 1 − p), since it is monotone decreasing on (0, 1 − p). Theorem 2. Let αp < 1 and let t ∈ R + . We then have the convergence in distribution
where S is a d-dimensional isotropic α-stable distributed random variable with zero shift and scale parameter c(α, p)
The proof of Theorem 2 will require some results about Yule processes and Yule processes with mutation. Let Y = (Y t ) t∈R + denote the Yule process started from Y 0 = 1, such that for t ∈ R + , Y t describes the number of individuals alive at time t, when each individual lives forever and gives birth to children at rate 1. The following lemma is well-known:
Lemma 6. The process e −t Y (t) is a martingale. Its terminal value W exists a.s. and is exp(1) distributed. Now, assume that we assign a type i ∈ N to each individual. More precisely, assume that the first individual is of type 1, and each child of an individual either adopts the type of its parent with probability p, or is of a new type (meaning that there is no individual alive of the same type) with probability (1 − p). This can be understood in the way that each child of our Yule process is either a clone of its parent or a new mutant. Let Y i (t) denote the population size of individuals of type i ∈ N, and let us further introduce the birth time of the first individual of type i, that is b i := inf{t ≥ 0 : Y i (t) > 0}. From construction we then have the following Lemma.
Lemma 7. We have
The processes (Y
Yule processes with birth rate p.
As a consequence
To see the connection with the cluster sizes, define the first time when there are n individuals alive T (n) := inf{t ∈ R : Y (t) = n}. We then have
This equality in distribution will be useful to prove Theorem 2. Recall that if
By dominated convergence and Equation (8), it will thus be enough to show the convergence in probability
where E n,m is a sequence of events with
We first aim to construct this sequence of events of the form E n,m = E n,m (x n ) with x n = δn and 0 < δ < 1. Let Geom(r) denote a generic geometric distributed random variable with parameter r. We then have the following result.
Lemma 8. Let (x n ) n∈N be a sequence with 0 < x n < n and lim n→∞ x n = ∞. Then there exists a positive sequence ε m with ε m ↓ 0 as m tends to infinity, and a sequence of events E m (x n ) for which
such that on E m (x n ) we have the bounds
where X i (n, ε m ) are independent random variables with
and X i (n, ε m ) = 0, for i − 1 > n(1 − p)(1 + ε m ). Similarly X i (n, ε m ) are independent random variables with
and X i (n, ε m ) = 0 for i + 1 > n(1 − p)(1 − ε m ).
Proof. In order to apply Lemma 7, we aim to find a deterministic upper and lower bound for T (n) − b i . Let 0 < µ m < 1 be a sequence with µ m ↓ 0, and define the sequence of events
By Lemma 6 we have lim m→∞ lim n→∞
we have
Now let D(k) denote the number of different types that can be observed at time T (k). Since at time T (k) there are exactly k individuals alive,
by the law of large numbers lim m→∞ lim n→∞ P( k=n E 2 k,m ) = 1. On the event E 2 k,m we have
and we conclude that on the event
For each i ∈ {x n , ..., n} we have on E m (x n ) the inequality
and choosing the sequence ε m such that
In the same spirit one can show the lower bound.
We are thus left to show:
Lemma 9. Let 0 < δ < 1 and define E n,m := E m ( δn ). We have the convergence in probability
Proof. We aim to use the second moment method. We first show that
Recall that by inequality (7), in the proof of Theorem 1, we have for all 2 ≤ k:
where i 0 and c 0 are constants and thus
We recognize the partial sum of an αp-series, which can be bounded by
as can be found in [Chlebus, 2009] , and we arrive at:
, and note that f ε is Riemann integrable on the interval (0, 1). We then have
and thus by Lemma 8 lim sup
In the same spirit one can show that
where g ε (x) := f x 1−ε . Letting δ tend to zero we derive that
and (10) follows by letting m tend to infinity, by monotone convergence. We are thus left to show that
We split Var
and show separately that all of them converge to zero as n tends to infinity. Since 2α < 4, we have
The fourth moment of a Geom(q) random variable is given by 1 + 24
, which is smaller than 150
2αp . Recall that 2 > 2pα since p < 1 α . Now if 2αp > 1 the series converges and if 2αp = 1 the series is the harmonic series, whose partial sum grows logarithmically, and thus V 1 n,m tends to zero as n and m tend to infinity. If on the other hand 2αp < 1 , the series is the 2αp-harmonic series, which can be bounded by:
n,m we conclude that V 3 n,m tends to zero as n and m tend to infinity. Last we have
and we have shown Equation (11).
3.3
Critical case αp = 1
In this section we aim to show the following result:
Theorem 3. Let p < 1, let αp = 1 and let t ∈ R + . We then have the convergence in distribution
whereS is a d-dimensional isotropic α-stable distributed random variable with zero shift and scale parameter
Recall that Y i (t) denotes the population size of individuals of type i ∈ N in our Yule process with mutation probability 1 − p = 1 − 1 α , and that for T (n) := inf{t ∈ R : Y (t) = n}, we have
By the same reasoning as in the subcritical case it will suffice to show the following statement.
Lemma 10. Let 0 < δ < 1, and let the sequence of events G n,m := E m ( n δ ) be defined as in Lemma 8. We have the convergence in probability
Proof. As in the proof of Lemma 9 we shall use the second moment method. First, we aim to show that
For the upper bound note that
and using the same bounds as in inequality (7), and keeping in mind that αp = 1, we have 1 n log(n)
where i 0 and c 0 are constants, and thus lim sup n→∞ 1 n log(n)
Now recall that |c k,n | denotes the size of the subtree rooted at node k, and that it is a cluster if the edge connecting k to its parent is deleted. We have seen in Equation (1) that
where Y (n, k) is Beta-Binomial distributed with parameter (n − k, 1, k − 1) and further independent of |c 1,i | for all i ∈ N. Thus
Let ε > 0, by Equation (4), there exists an integer number k 0 such that for all k ≥ k 0 : 
and combining Inequality (14) and Inequality (15) and letting δ and ε tend to zero we conclude that lim sup n→∞ 1 n log(n)
For the lower bound we first aim to show that
Indeed, by the Cauchy-Schwarz inequality we have
By the same reasoning as before there exists an integer number k 0 such that E |c i,n | 2α ≤ k 
We split the variance in three parts 
