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DIFFERENTIAL AND TWISTOR GEOMETRY OF THE
QUANTUM HOPF FIBRATION
SIMON BRAIN AND GIOVANNI LANDI
Abstract. We study a quantum version of the SU(2) Hopf fibration S7 → S4 and its
associated twistor geometry. Our quantum sphere S7
q
arises as the unit sphere inside a
q-deformed quaternion space H2
q
. The resulting four-sphere S4
q
is a quantum analogue
of the quaternionic projective space HP1. The quantum fibration is endowed with com-
patible non-universal differential calculi. By investigating the quantum symmetries of
the fibration, we obtain the geometry of the corresponding twistor space CP3
q
and use it
to study a system of anti-self-duality equations on S4
q
, for which we find an ‘instanton’
solution coming from the natural projection defining the tautological bundle over S4
q
.
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2 SIMON BRAIN AND GIOVANNI LANDI
1. Introduction
The Hopf fibration over the standard quantum two-sphere S2q was constructed well over
a decade ago [6] and provided the very first interesting example of a quantum principal
bundle with non-trivial differential structures. The underlying geometry of that particular
example is a q-deformation of the canonical line bundle over the one-dimensional complex
projective space CP1. In the present paper we introduce and study what we deem to be
a q-deformation of the analogous bundle over the quaternionic projective space HP1.
In classical geometry, the quaternionic Hopf fibration is nothing other than the principal
SU(2) bundle S7 → S4. Recent years have witnessed a variety of attempts to generalise
the geometry of this fibration to the framework of quantum group theory. The setting of
‘isospectral deformations’, in which the deformation parameter is a complex number of
modulus one [7], has enjoyed a degree of success in this direction [15]. On the other hand,
the quest to find such examples in the setting of q-deformed geometry, where q 6= 0 is a real
deformation parameter, has proven to be much more difficult. Interesting examples of q-
deformed Hopf bundles over quantum four-spheres appeared in [3, 13], although both were
described only at the topological level and their finite-dimensional differential structures
have so far proven elusive.
In the present paper we start from observing that, if one seeks to find a q-deformation
of the quaternionic Hopf fibration, then one should begin with a deformation of the
quaternions themselves. Our route goes via the quantum Euclidean space R4q introduced
in [16]. We endow this noncommutative space R4q with a quaternionic structure, from
which we construct a quantum seven-sphere S7q carrying an action of the quantum group
SUq(2) whose quotient is a certain quantum four-sphere S
4
q .
It is precisely the presence of the quaternionic structure which allows us to find finite-
dimensional differential structures on our quantum spheres and to construct a noncommu-
tative ‘instanton gauge configuration’, a quaternionic analogue of the Dirac q-monopole
found in [6], which we interpret as a deformation of the BPST instanton of [2]. Indeed,
the secondary stream of the present paper is to describe the differential geometry of the
quantum twistor fibration CP3q → S
4
q . In the classical case [1], this twistor fibration en-
codes the very nature of the anti-self-dual Yang-Mills equations on the Euclidean sphere
S4. We find here that in the q-deformed setting, this is indeed the case for the sphere S4q ,
which may also be characterised as being Euclidean. The quantum spheres and projective
space constructed herein appear to be different from those studied in [22, 24] or the more
recent examples in [8, 13], although there are several similarities as pointed out below.
The paper is organised as follows. In §2 we review the basic concepts that we shall
need regarding the structure of quantum principal bundles. In particular, we recall the
quantum group SUq(2) and its representation theory, together with its four-dimensional
bicovariant differential calculus. In §3 we present the quantum Hopf fibration itself: a
quantum principal bundle S7q → S
4
q with structure quantum group SUq(2). We also find
the noncommutative twistor space CP3q and the associated fibration CP
3
q → S
4
q .
In §4 we compute the group of quantum symmetries of our Hopf fibration, which we use
to realise the noncommutative spaces S7q and CP
3
q as quantum homogeneous spaces thereof.
This is where our approach differs from those of [3, 13], both of which assume from the
outset a quantum group of symmetries and then look to derive from this an appropriate
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fibration of homogeneous spaces. Nevertheless, just as in [13], our noncommutative four-
sphere S4q is not a quantum homogeneous space and so its differential geometry provides
yet another example of the phenomenon where ‘quantisation removes degeneracy’.
Just as a Lie group imposes a differential structure upon each of its homogeneous
spaces, so it is true of matrix quantum groups (under certain mild circumstances). In §5
we use Majid’s theory of framed noncommutative manifolds [18, 19] to equip the spaces S7q
and CP3q with finite-dimensional differential structures, finding some important differences
from the classical case. It is a recognised fact in quantum group theory [6] that, if one
wants to have a connection on a quantum principal bundle with non-universal calculi,
then one needs to insist that the structure quantum group is equipped with a bicovariant
differential calculus. In our case, doing so means that the quantum sphere S7q carries
an eight-dimensional differential calculus, whereas the geometry of twistor space turns
out to be seven-dimensional, each being one higher than their classical value (a similar
phenomenon occurs in [5]). Nevertheless we find that the base space S4q carries a well-
defined, four-dimensional differential calculus that is obtained as the SUq(2)-invariant
part of the differential calculus on the total space S7q .
In §6 we introduce a Hodge duality structure for differential two-forms on the four-
sphere S4q and an associated set of anti-self-duality equations. Using the noncommutative
differential geometry of the twistor fibration CP3q → S
4
q we are able to construct an ‘in-
stanton’ solution to these equations. To our knowledge, this constitutes the first example
of a genuine instanton connection on a q-deformed quantum four-sphere; it is hoped that
this will lead to a more general description of instantons on noncommutative spheres in
the context of q-deformed quantum groups.
Notation We refer to [12, 17] for the axioms of unital Hopf ∗-algebras and basic notions
such as modules and comodules. Given a Hopf algebra H over the complex numbers C,
we denote its coproduct, counit and antipode by ∆ : H → H ⊗ H , ǫ : H → C and
S : H → H , respectively. We use Sweedler notation for the coproduct, ∆h = h(1) ⊗ h(2);
iterated to (∆⊗ id) ◦∆h = (id⊗∆) ◦∆h = h(1) ⊗ h(2) ⊗ h(3) and so on, with summation
inferred. If ∆V : V → V ⊗H is a right H-comodule, we also use the Sweedler-like notation
∆V (v) = v
(0) ⊗ v(1) for each v ∈ V . When not at risk of confusion, we use the Einstein
convention of summing over repeated indices. Finally, we use the notation σ := q − q−1.
Acknowledgments. Both authors were partially supported by the Italian project ‘Cofin08–
Noncommutative Geometry, Quantum Groups and Applications’. They thank an anony-
mous referee for pointing out some errors in an earlier version of the paper and are
grateful to Francesco D’Andrea, Gaetano Fiore and Chiara Pagani for several suggestions
and improvements. SJB acknowledges support from FNR Luxembourg under the PDR-
project 894130 and from the EU project ‘Geometry and Symmetry of Quantum Spaces’
PIRSES–GA-2008-230836.
2. Noncommutative Differential Structures
In this paper we study differential structures on quantum principal bundles. Since the
basic concepts are by now surely well-known, we confine ourselves to an easy review while
occasionally referring to the known literature.
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2.1. Differential calculi on quantum groups. Let (P,mP ) be a unital ∗-algebra. Re-
call that a first order differential calculus over P is a pair (Ω1P, d), where Ω1P is a
P -P -bimodule (the one-forms) and d : P → Ω1P is a linear map obeying the Leibniz
rule and such that Ω1P is spanned by elements of the form a db. A differential calculus
(Ω1P, d) is said to be a ∗-calculus if it obeys (dp)∗ = d(p∗) for all p ∈ P .
The universal differential calculus (Ω˜1P, d˜) over P is the P -P -bimodule Ω˜1P := KermP
equipped with the differential d˜p = 1 ⊗ p − p ⊗ 1 for each p ∈ P . It is universal in that
any differential calculus (Ω1P, d) over P arises as the quotient of (Ω˜1P, d˜) by some P -P -
sub-bimodule NP ⊂ KermP .
Let H = (H,∆, S, ǫH) be a Hopf algebra. A calculus on H is left-covariant if the
coproduct ∆, as a left coaction of H on itself, extends to a left coaction on one-forms,
∆L : Ω
1H → H ⊗ Ω1H such that d is an intertwiner and ∆L is a bimodule map. In this
situation, one knows that Ω1H ≃ H ⊗ Λ1, where Λ1 is the vector space of left invariant
one-forms, and Λ1 ≃ H+/IH , for IH a right ideal of the augmentation ideal H
+ := Ker ǫH .
More explicitly, this classification is given by the linear isomorphism
(2.1) ̟ : H ⊗H+ → Ω˜1H, ̟(h⊗ g) := hS(g(1))⊗ g(2).
Given a right ideal IH of H
+, the vector space H⊗IH is carried by ̟ onto a left-covariant
H-H-sub-bimodule NH of Ω˜
1H and every such bimodule NH arises in this way [25]. This
also shows that (Ω1H, d) is a ∗-calculus if and only if the corresponding ideal IH is such
that S((IH)
∗) ⊆ IH .
Right covariant differential calculi over H are defined similarly. A calculus is called
bicovariant if its both left and right covariant. Define the right adjoint coaction by
AdR : H → H ⊗H, AdR(h) = h(2) ⊗ S(h(1))h(3).
Then, a left covariant calculus is bicovariant if and only if the corresponding ideal IH of
H+ is AdR-stable, meaning AdR(IH) ⊆ IH ⊗H .
A collection of examples of bicovariant differential calculi on Hopf algebras, each playing
an important role in the present paper, are given in §2.3.
2.2. Quantum principal bundles. Next, we recall the notion of a quantum principal
bundle and its associated differential structures. Let (P,H, δR) be a triple consisting of
a unital ∗-algebra P , a unital Hopf ∗-algebra H and a right coaction δR : P → P ⊗ H
which makes P into a right H-comodule ∗-algebra. We define the subalgebra
M := PH = {p ∈ P : δR(p) = p⊗ 1},
consisting of elements which are invariant under the coaction.
Definition 2.1. A quantum principal bundle is a triple (P,H, δR) as above such that the
following canonical map is bijective:
(2.2) χ : P ⊗M P → P ⊗H, p⊗M p
′ 7→ p δR(p
′).
Bijectivity of the canonical map (2.2) is sufficient to have a principal bundle at the
‘universal level’, i.e. in the case where the algebras P , H M are all equipped with
their universal differential calculi [6]. For a principal bundle with non-universal calculi,
one needs to impose extra conditions which guarantee compatibility of the differential
structures on the total space P and on the structure quantum group H .
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Indeed, suppose that P , M are equipped with differential calculi Ω1P , Ω1M defined
by sub-bimodules NP , NM respectively, and that H carries a left covariant differential
calculus Ω1H defined by a right ideal IH . Compatibility of these differential structures
means that the calculi should satisfy the three conditions
(2.3) NM = NP ∩ Ω˜
1M, δR(NP ) ⊆ NP ⊗H, ver(NP ) = P ⊗ IH ,
where ver(p⊗ p′) = p δR(p
′) is the canonical map which generates the vertical one-forms.
The role of the first condition is to ensure that Ω1M is spanned by elements of the form
m dn with m,n ∈M and is hence obtained by restricting the calculus on P . The second
condition in (2.3) is sufficient to ensure covariance of Ω1P . Finally, the third condition
ensures that the map
ver : Ω1P → P ⊗ Λ1, Λ1 ≃ H+/IH ,
is well-defined and yields exactness of the following sequence [19]:
(2.4) 0→ P (Ω1M)P → Ω1P
ver
−→ P ⊗ Λ1 → 0.
A special type of quantum principal bundle of later use in the paper comes from the
following construction [6]. Suppose that P is itself a Hopf algebra equipped with a surjec-
tion of Hopf algebras π : P → H . Then there is a right coaction of H on P by coproduct
and projection to H ,
δR : P → P ⊗H, δR := (id⊗ π) ◦∆.
The base algebra M = PH of coinvariants is now called a quantum homogeneous space.
We do not dwell here upon the extra conditions needed for the canonical map as in (2.2)
be bijective so that (P,H, δR) is a quantum principal bundle with universal differential
calculi. Rather we shall do this for the particular cases in which we are interested.
Next, suppose the Hopf algebras P and H carry left-covariant differential calculi Ω1P
and Ω1H . They are respectively defined by right ideals IP of P
+ and IH of H
+. For a
quantum principal bundle with non-universal calculi we need the compatibility conditions
(2.5) (id⊗ π)AdR(IP ) ⊂ IP ⊗H, π(IP ) = IH .
A choice of left-covariant calculus on P satisfying these conditions automatically gives a
principal bundle with non-universal calculi [19].
Just as in the classical case, one introduces the notion of a vector bundle associated
to a quantum principal bundle. For this, we need not only a quantum principal bundle
δR : P → P ⊗H as above but also a right H-comodule ∆R : V → V ⊗H . The role of the
space of sections of the associated vector bundle is played by the following object.
Definition 2.2. Let (P,H, δR) be a quantum principal bundle and let V be a right H-
comodule. Then the associated vector bundle M(V ) is the vector space
(2.6) M(V ) := (P ⊗ V )H
of coaction invariant elements, where the vector space P ⊗ V is equipped with the right
tensor product coaction. By construction, M(V ) is an M-bimodule.
To give the notion of a framing on a quantum space M , we also require a ‘soldering
form’ θ : V → P (Ω1M) for which the induced left M-module map
(2.7) sθ :M(V )→ Ω
1M, p⊗ v 7→ p θ(v)
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is an isomorphism. This leads to the following definition.
Definition 2.3. An algebra M is said to be a framed quantum manifold if it is the base
of a quantum principal bundle, M = PH, to which the differential calculus Ω1M is an
associated vector bundle equipped with a soldering form.
In the case where M is a quantum homogeneous space, if the conditions in eq. (2.5)
are satisfied then the algebra M = PH is automatically framed by the bundle (P,H, δR)
[19]. The H-comodule V and soldering form θ are given explicitly by the formulæ
(2.8) V = (P+ ∩M)/(IP ∩M), ∆Rv = v˜(2) ⊗ Sπ(v˜(1)), θ(v) = S(v˜(1))dv˜(2)
for any representative v˜ of v in P+ ∩M , where ∆(v˜) = v˜(1) ⊗ v˜(2) is the coproduct on P .
2.3. The quantum group SUq(2). With 0 < q < 1 a real deformation parameter, the
algebra A[SUq(2)] of coordinate functions on the quantum group SUq(2) is the associative
unital algebra generated by the entries of the matrix
(2.9) a = (ai
j) =
(
a b
c d
)
obeying the relations
ab = qba, ac = qca, bd = qdb, cd = qdc,(2.10)
bc = cb, ad− da = (q − q−1)bc.
There is also the determinant relation
ad− qbc = 1
which, with the last equation in (2.10), implies in addition that
da− q−1bc = 1.
The algebra H := A[SUq(2)] has a matrix coproduct and counit, defined on generators
by ∆(ai
j) = ai
µ⊗aµ
j and ǫ(ai
j) = δji , and extended as algebra maps. Using the R-matrix
(2.11) R = (Ri
j
k
l) =


q 0 0 0
0 1 0 0
0 q − q−1 1 0
0 0 0 q

 ,
the algebra relations (2.10) may be written more concisely as
(2.12) Ri
α
k
βaα
jaβ
l = ak
βai
αRα
j
β
l,
for i, k, j, l = 1, 2, or with the ‘compact matrix notation’ of [17], in a shorthand expression
R a1a2 = a2a1R.
Moreover, A[SUq(2)] is equipped with an anti-linear involution
(2.13) a∗ =
(
a∗ b∗
c∗ d∗
)
:=
(
d −qc
−q−1b a
)
and an antipode defined by S(ak
l) = (al
k)∗, both extended as anti-algebra maps. These
structures together make H = A[SUq(2)] into a Hopf ∗-algebra. The latter has a coqua-
sitriangular structure given on generators by
(2.14) R : H ⊗H → C, R(ai
j ⊗ ak
l) = ζ Ri
j
k
l
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and extended as a Hopf bicharacter. The factor ζ = q−1/2 here is a ‘quantum group
normalisation’, which ensures that R is compatible with the antipode in the sense that
R(h⊗ Sg) = R−1(h⊗ g) = R(Sh⊗ g), for all h, g ∈ A[SUq(2)].
The two-dimensional vector space V 1
2
:= SpanC{x, y} is the fundamental comodule for
A[SUq(2)] and is equipped with the right coaction
(2.15) ∆ 1
2
: V 1
2
→ V 1
2
⊗A[SUq(2)],
(
x y
)
7→
(
x y
)
⊗
(
a −qc∗
c a∗
)
.
Let A[C2q] denote the unital algebra generated by x, y subject to the relation xy = qyx.
Then by extending the map (2.15) as an algebra map, the algebra A[C2q] becomes a right
A[SUq(2)]-comodule algebra,
(2.16) A[C2q]→ A[C
2
q]⊗A[SUq(2)].
For each j = 0, 1
2
, 1, 3
2
, . . ., let Vj denote the 2j + 1-dimensional vector space spanned by
the set of polynomials in A[C2q] of degree 2j. Then by restricting the coaction (2.16), we
obtain a right comodule structure
∆j : Vj → Vj ⊗A[SUq(2)].
The index j is called the spin of the corepresentation. Each of these comodules Vj is
known to be an irreducible unitary corepresentation of the Hopf algebra A[SUq(2)] and
every such finite-dimensional corepresentation arises in this way [12].
We shall also need the ‘co-opposite’ quantum group SUcopq (2), whose ∗-algebra of coor-
dinate functions H˜ := A[SUcopq (2)] is just a copy of H := A[SUq(2)]. As for the coalgebra
structure (ǫ˜, S˜, ∆˜), one keeps ǫ˜ = ǫ while S˜ = S−1 and the coproduct is changed to
∆˜(ai
j) = aµ
j ⊗ ai
µ.
The two-dimensional vector space V˜ 1
2
:= SpanC{x˜, y˜}, the fundamental comodule for
A[SUcopq (2)], now carries the right coaction
(2.17) ∆ 1
2
: V˜ 1
2
→ V˜ 1
2
⊗A[SUcopq (2)],
(
x˜ y˜
)
7→
(
x˜ y˜
)
⊗ S˜
(
a −qc∗
c a∗
)
.
As before, for each j = 0, 1
2
, 1, 3
2
, . . ., there will be corepresentations
∆˜j : V˜j → V˜j ⊗A[SU
cop
q (2)].
the spin j irreducible comodule V˜j being the 2j + 1-dimensional vector space spanned by
the collection of polynomials of degree 2j within the unital algebra A˜[C2q ] generated by
the elements x˜, y˜, subject to the relation x˜y˜ = qy˜x˜.
Finally, we shall need the classical subgroup U(1) of the quantum group SUq(2). The
algebra H ′ = A[U(1)] of coordinate functions on the group U(1) is the commutative unital
∗-algebra generated by the mutually conjugate elements t and t∗, subject to the relations
tt∗ = t∗t = 1. It becomes a Hopf algebra when equipped with the coproduct, counit and
antipode defined on generators by
∆(t) = t⊗ t, ǫ(t) = 1, S(t) = t∗;
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as usual, the coproduct and counit are extended as ∗-algebra maps, the antipode as a
∗-anti-algebra map. There is a canonical Hopf ∗-algebra surjection
(2.18) π : A[SUq(2)]→ A[U(1)], π
(
a −qc∗
c a∗
)
=
(
t 0
0 t∗
)
,
which, in the classical case, is the dual of the group inclusion U(1) →֒ SU(2).
The irreducible A[U(1)]-comodules are all one-dimensional and labeled by an integer
k ∈ Z. We write Uk for the irreducible comodule spanned by the vector uk with coaction
∆′k : Uk → Uk ⊗H
′, ∆′k(uk) = uk ⊗ t
k,
where t is the generator of the algebra A[U(1)] and we define t−k := (t∗)k for each k ∈ N.
Example 2.4. It is known [25] that there is no three-dimensional bicovariant differential
calculus on SUq(2), whence the need for a four-dimensional calculus for bicovariance. This
fact will play a very important role in the geometry we discuss in the present paper.
The 4D+ differential calculus Ω
1SUq(2) on H = SUq(2), originally described in [25], is
defined by the right ideal IH of Ker ǫH generated by the nine elements
(2.19) b2, c2, b(a− d), c(a− d), a2 + q2d2 − (1 + q2)(ad+ q−1bc),
t b, t c, t (a− d), t (q2a + d− (q2 + 1)),
where t := q2a + d − (q3 + q−1). From the discussion above, we know that this ideal
determines a left-covariant ∗-calculus on the Hopf algebra H = A[SUq(2)]. The ideal IH
is stable under the adjoint coaction AdR, so that the calculus is bicovariant.
It is straightforward to check that the vector space Λ1 ≃ H+/IH of left-invariant one-
forms in the calculus Ω1SUq(2) is four-dimensional and spanned by the elements b, c and
the elements a0, az defined by the equations
a− 1 = (q−1 − 1)a0 + (q − 1)az, d− 1 = (q − 1)a0 + (q
−1 − 1 + σ2q−1)az.(2.20)
Example 2.5. From this example, one finds that the co-opposite algebra H˜ = A[SUcopq (2)]
is also equipped with a four-dimensional first order differential calculus. Indeed, since
the ∗-algebras A[SUq(2)] and A[SU
cop
q (2)] are isomorphic, we find a left-covariant calculus
Ω1SUcopq (2) determined by the right ideal IH˜ of H˜ which is a copy of the ideal IH generated
as in (2.19). With the ‘new’ coproduct ∆˜ on H˜ , the notions of left and right covariance
are of course co-opposite to those of H , although it is nevertheless straightforward to
deduce that the ideal IH˜ is stable under the right adjoint coaction AdR of H˜ , so that the
calculus is bicovariant. As bimodules, the calculi Ω1SUq(2) and Ω
1SUcopq (2) are the same.
Our final example concerns a quantum differential calculus on the classical group U(1)
described as before by the commutative Hopf algebra H ′ = A[U(1)].
Example 2.6. From the calculus Ω1SUq(2) we immediately obtain a differential structure
Ω1U(1) on the classical Hopf algebra H ′ = A[U(1)] in terms of an AdR-stable right ideal
IH′ := π(IH) ofH
′+, where π : H → H ′ is the projection (2.18). The ideal IH′ is generated
by the three elements
(2.21) t2 + q2t∗2 − (1 + q2), t (t− t∗), (q2t+ t∗ − (q2 + 1)) t,
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again with t = q2t+ t∗ − (q3 + q−1), where t, t∗ are the generators of H ′.
In this case, one easily finds (as in [5] for example) that the vector space (H ′)+/IH′ of
left-invariant one-forms is one-dimensional and spanned by the element t − 1. Since the
defining ideal is again AdR-stable, the calculus on U(1) is also bicovariant.
3. The Quantum Hopf Fibration
The classical SU(2) Hopf fibration is nothing other than the canonical quaternionic
line bundle over the projective space HP1 (cf. [1] for information relevant to the present
paper). In this section, we keep this quaternionic interpretation firmly in mind and use
it to construct a deformed version of the Hopf fibration.
3.1. Deformations of quaternionic spaces. We shall need then a q-version of the
vector space H of quaternions. We begin with a q-deformed analogue of the Euclidean
space R4, which we later equip with a quaternionic structure. The algebra A[R4q] we use
was proposed in [16] as giving a natural q-analogue of the Euclidean space R4, since it
possesses a natural ‘metric’ with the correct Euclidean signature. It coincides with the
one used in [10, 11].
Definition 3.1. The coordinate algebra A[R4q] is the unital ∗-algebra generated by the
entries of the matrix
(3.1) x := (xi
j) =
(
q−1z1 −z
∗
2
z2 z
∗
1
)
subject to the relations
z1z2 = q
−1z2z1 and z
∗
2z
∗
1 = q
−1z∗1z
∗
2 , z1z
∗
2 = qz
∗
2z1 and z2z
∗
1 = qz
∗
1z2,
z1z
∗
1 = z
∗
1z1 and z
∗
2z2 − z2z
∗
2 = (1− q
−2)z1z
∗
1 .(3.2)
Notice the similarities and differences with the relations (2.10). They can be written more
compactly, for i, k, j, l = 1, 2, as
(3.3) Rk
β
i
αxα
jxβ
l = xk
βxi
αRα
j
β
l, or R21 x1x2 = x2x1R ,
where the R-matrix R21 is defined in terms of the one in (2.11) by
(3.4) (R21)i
j
k
l = Rk
l
i
j , i, k, j, l = 1, 2.
In analogy with the approach of [14], we introduce a quaternionic involution Jq on
A[R4q], defined on the generators (3.1) by
(3.5) Jq : A[R
4
q]→ A[R
4
q], Jq
(
q−1z1 −z
∗
2
z2 z
∗
1
)
= q−1/2
(
z∗2 z1
−z∗1 qz2
)
and extended as an anti-algebra map. One readily checks that J2q = −id, as claimed. The
map (3.5) equips A[R4q] with a quantum analogue of a ‘quaternionic structure’ (on the
noncommutative space R4q). Indeed, in the classical limit, we would be identifying the set
of quaternions H with the set of complex 2× 2 matrices of the form
c1 + c2j ∈ H 7→
(
c1 −c¯2
c2 c¯1
)
,
with the map Jq corresponding in the limit to right multiplication by the quaternion j.
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Definition 3.2. We define the coordinate algebra A[Hq] of the q-deformed quaternions
Hq to be the ∗-algebra A[R
4
q] having in addition the quaternionic involution Jq of eq. (3.5).
The algebra A[Hq] carries canonical commuting coactions defined by
(3.6) δR : A[Hq]→ A[Hq]⊗A[SUq(2)], xi
j 7→ xi
µ ⊗ aµ
j,
for i, j = 1, 2, as well as
(3.7) δL : A[Hq]→ A[SU
cop
q (2)]⊗A[Hq], xi
j 7→ S˜(ai
µ)⊗ xµ
j
for i, j = 1, 2, and both extended as ∗-algebra maps, where A[SUcopq (2)] denotes the
co-opposite Hopf algebra of A[SUq(2)].
Using these, from the ‘one-dimensional’ quaternionic space we pass to its two-dimensional
analogue A[H2q ] := A[Hq] ⊗A[H
′
q], defined as the (braided) tensor product of two copies
of the algebra A[Hq]. The cross-relations in the tensor product are obtained by requiring
them to be covariant under the right coaction (3.6) i.e. by constructing a braided tensor
product algebra in the category of right A[SUq(2)]-comodules [16].
Definition 3.3. We define A[H2q] to be the (braided) tensor product A[Hq] ⊗ A[H
′
q]
generated by two copies of A[Hq], whose generators we denote by
x =
(
q−1z1 −z
∗
2
z2 z
∗
1
)
, x′ =
(
q−1z3 −z
∗
4
z4 z
∗
3
)
for A[Hq] and A[H
′
q] respectively, with commutation relations as above in (3.2). With
ζ = q−1/2 the normalisation as in (2.14), the cross-relations between x and x′ in the
algebras A[Hq] and A[H
′
q] are found to be
z1z3 = ζq z3z1, z
∗
1z3 = ζ z3z
∗
1 , z2z3 = ζq z3z2, z
∗
2z3 = ζ z3z
∗
2 ,
z4z1 = ζq z1z4, z1z
∗
4 − (q − q
−1) z∗2z3 = ζ z
∗
4z1,
z4z2 = ζq z2z4, z2z
∗
4 + (1− q
−2) z∗1z3 = ζ z
∗
4z2,(3.8)
together with the conjugate relations obtained using the ∗-structure.
For later use, we observe that the cross-relations (3.8) may also be written as
x1
ix′1
k = ζx′1
βx1
αRα
i
β
k, x′2
ix1
k = ζx1
βx′2
αRα
i
β
k,(3.9)
x2
ix′1
k = ζx′1
βx2
αRα
i
β
k, x′2
ix2
k = ζx2
βx′2
αRα
i
β
k,
in terms of the R-matrix (2.11).
Lemma 3.4. The algebra A[H2q] is made into a right A[SUq(2)]-comodule algebra by a
right coaction δR : A[H
2
q ]→ A[H
2
q ]⊗A[SUq(2)] defined on generators by
(3.10) δR
(
xi
j ⊗ x′k
l
)
= (xi
µ ⊗ x′k
ν)⊗ aµ
jaν
l ,
and extended as a ∗-algebra map.
Proof. We already know that this coaction makes A[Hq] and A[H
′
q] into right A[SUq(2)]-
comodule ∗-algebras. It is straightforward to check that the cross-relations in the tensor
product A[H2q ] are covariant as well for it (they were indeed derived having this property
in mind). As said, all of the above amounts to saying that the algebra A[Hq]⊗ A[H
′
q] is
the braided tensor product algebra in the category of right A[SUq(2)]-comodules. 
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Finally, the quaternionic involution Jq extends to A[H
2
q] naturally according to
(3.11) Jq : A[H
2
q]→ A[H
2
q ], Jq


q−1z1 −z
∗
2
z2 z
∗
1
q−1z3 −z
∗
4
z4 z
∗
3

 = q−1/2


z∗2 z1
−z∗1 qz2
z∗4 z3
−z∗3 qz4

 ,
extended as a ∗-anti-algebra map. Again one finds that J2q = −id, as it should be.
3.2. The quantum Hopf bundle. We are ready to construct a quantum seven-sphere
A[S7q ] and equip it with a right coaction of the quantum group A[SUq(2)], thus yielding
a quantum principal bundle whose ‘base space’ is a quantum four-sphere A[S4q ].
Lemma 3.5. Define detq x = q
−2z1z
∗
1 + z
∗
2z2 and detq x
′ = q−2z3z
∗
3 + z
∗
4z4. Then
r2 := detq x+ detq x
′
is a central element of the algebra A[H2q ].
Proof. The element detq x is known to be central in the subalgebra generated by x, and it
is easy to check that detq x commutes with the generators x
′. Similarly, detq x
′ is central
in the subalgebra generated by x′ and commutes with the generators x. 
Definition 3.6. The coordinate algebra A[S7q ] of the quantum sphere S
7
q is the quotient
of the algebra A[H2q] by the two-sided ideal generated by the central element r
2 − 1.
The ideal generated by r2−1 is preserved by the right coaction (3.10), whence the latter
descends to a coaction of A[SUq(2)] on the algebra A[S
7
q ], given by the same formula.
Remark 3.7. The sphere S7q has many classical points, amongst which the most obvious
one is the one corresponding to the character φ : A[S7q ]→ C which maps z4 7→ 1, z
∗
4 7→ 1
and the other generators to zero. We shall use this particular character later on (cf.
Prop. 4.8), when we come to consider the quantum homogeneous space structure of S7q .
Next we come to the quantum Hopf fibration itself. On the free right A[S7q ]-module
E := C4 ⊗A[S7q ], there is the canonical Hermitian structure h : E × E → A[S
7
q ] given by
h(|ξ〉, |η〉) :=
∑4
j=1
(ξj)
∗ηj ,
where |ξ〉, |η〉 ∈ E . Then to each element |ξ〉 ∈ E there is an associated element 〈ξ| in the
dual module E∗, defined by the non-degenerate pairing
(3.12) 〈ξ|η〉 := h(|ξ〉, |η〉).
Using this construction, we note that the two columns |φ1〉, |φ2〉 of the matrix
(3.13) u :=
(
|φ1〉 |φ2〉
)
=


q−1z1 −z
∗
2
z2 z
∗
1
q−1z3 −z
∗
4
z4 z
∗
3


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are orthonormal with respect to the Hermitian pairing 〈 | 〉, in the sense that 〈φi|φj〉 = δij
for i, j = 1, 2. It follows that u∗u = 12 and hence that the matrix
(3.14) p := uu∗ = |φ1〉〈φ1|+ |φ2〉〈φ2|
is a self-adjoint idempotent (i.e. a projection) in the matrix algebra M4(A[S
7
q ]).
Proposition 3.8. The entries of the projection p = uu∗ generate a subalgebra of A[S7q ]
which is a deformation of the algebra of coordinate functions on the four-sphere S4.
Proof. We explicitly compute the elements of the projection p and their commutation
relations. The diagonal elements are
p11 = q
−2z1z
∗
1 + z
∗
2z2, p22 = z2z
∗
2 + z
∗
1z1 = p11,
p33 = q
−2z3z
∗
3 + z
∗
4z4, p44 = z4z
∗
4 + z
∗
3z3 = p33,
the last equality in both lines coming from the commutation relations in A[S7q ]. Thanks
to the sphere relation r2 = 1 in A[S7q ], together they satisfy the relation
p11 + p22 + p33 + p44 = 2,
Thus, only one of the pii’s is independent and we write them in terms of x0 := (2p11− 1):
(3.15) p11 =
1
2
(1 + x0) = p22, p33 =
1
2
(1− x0) = p44.
As in the classical case, the elements p12, p34 vanish,
p12 = q
−1z1z
∗
2 − z
∗
2z1 = 0, p34 = q
−1z3z
∗
4 − z
∗
4z3 = 0,
and the remaining elements are given by
p13 = q
−2z1z
∗
3 + z
∗
2z4, p14 = q
−1z1z
∗
4 − z
∗
2z3,
p23 = q
−1z2z
∗
3 − z
∗
1z4, p24 = z2z
∗
4 + z
∗
1z3,(3.16)
with pji = p
∗
ij when j > i. Again using the commutation relations in A[S
7
q ], it is straight-
forward to check that only two of these are independent. We take the independent ones
to be p13 and p14, finding that p23 = −ζ
−1q p∗14 and p24 = ζ p
∗
13. We write x1 := 2p13 and
x2 := 2p14, so that the projection p has the form
(3.17) p = 1
2


1 + x0 0 x1 x2
0 1 + x0 −ζ
−1qx∗2 ζx
∗
1
x∗1 −ζ
−1qx2 1− x0 0
x∗2 ζx1 0 1− x0

 .
By construction p∗ = p, so that x∗0 = x0 and x
∗
1, x
∗
2 are conjugate to x1, x2, hence the
notation. The fact that p2 = p is the easiest way to compute the relations between the
generators: doing so yields x0 to be central and
x2x1 = q
2x1x2, and x
∗
1x
∗
2 = q
2x∗2x
∗
1, x
∗
2x1 = qx1x
∗
2, and x
∗
1x2 = qx2x
∗
1
x1x
∗
1 + x2x
∗
2 + x
2
0 = 1, q
−1x∗1x1 + q
3x∗2x2 + x
2
0 = 1.(3.18)
Of course, these relations can also be computed directly from the relations in A[S7q ].
When q → 1, the algebra generated by the entries x1, x
∗
1, x2, x
∗
2, x0 reduces to the algebra
of coordinate functions on the classical four-sphere S4, in which case p is a function on
S4 taking values in the collection of rank two projections in M4(C). 
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Definition 3.9. The coordinate algebraA[S4q ] is the ∗-algebra generated by the projection
elements x0, x1, x
∗
1, x2, x
∗
2 subject to the commutation relations (3.18).
As already mentioned, the algebra A[S7q ] is covariant under the right coaction (3.10)
of the quantum group A[SUq(2)]. This coaction relates the algebra A[S
7
q ] to the algebra
A[S4q ], as the following proposition shows.
Proposition 3.10. The algebra A[S4q ] is the algebra of coinvariants under the coaction
δR : A[S
7
q ]→ A[S
7
q ]⊗A[SUq(2)] defined in eq. (3.10).
Proof. We need to show that A[S4q ] = {x ∈ A[S
7
q ] | δR(x) = x⊗ 1}, with δR the coaction
of (3.10). It is easy to check that the generators of A[S4q ] are coinvariants. For example,
δR(x1) = 2
(
q−2δR(z1)δR(z
∗
3) + δR(z
∗
2)δR(z4)
)
= 2
(
q−2z1z
∗
3 ⊗ (aa
∗ + q2cc∗) + z∗2z4 ⊗ (c
∗c + a∗a)
)
= 2(q−2z1z
∗
3 + z
∗
2z4)⊗ 1 = x1 ⊗ 1,
with the same result on other generators computed similarly. This shows that the whole
algebra A[S4q ] consists of coinvariants. However, we also need to check that there are
no coinvariants in A[S7q ] other than elements of A[S
4
q ]. This follows from the reasoning
used to prove a similar result in [13]. It is clear that elements w1 ∈ {q
−1z1, z2, q
−1z3, z4},
respectively w−1 ∈ {z
∗
1 ,−z
∗
2 , z
∗
3 ,−z
∗
4}, are weight vectors of weight 1, respectively -1, in
the fundamental corepresentation of A[SUq(2)]. As a consequence, all coinvariants are of
the form (w1w−1 − qw−1w1)
n and when n = 1 these are just the generators of A[S4q ]. 
Thus we have a canonical inclusion of algebras A[S4q ] →֒ A[S
7
q ]. Using methods anal-
ogous to those of [13], this algebra extension is shown to be a quantum principal bundle
with structure quantum group SUq(2), i.e. the associated canonical map (2.2) is bijective.
3.3. Noncommutative twistor space. In classical geometry, the twistor space CP3 is
obtained as a real six-dimensional manifold by making the quotient of S7 by a certain
action of U(1). We give a quantum version of this via a coaction of the Hopf algebra
A[U(1)] on the quantum sphere algebra A[S7q ] and seeking the subalgebra of coinvariants.
From the canonical projection (2.18) we immediately obtain a right coaction δ′R of
A[U(1)] on A[S7q ], by applying the coaction δR of (3.10) then projecting to A[U(1)]:
(3.19) δ′R : A[S
7
q ]→ A[S
7
q ]⊗A[U(1)], δ
′
R := (id⊗ π)δR,
where π is the surjection in (2.18). Equivalently, one imposes a Z-grading on the algebra
A[S7q ] for which the generators have degrees
(3.20) deg(zj) = 1, deg(z
∗
j ) = −1, for j = 1, . . . , 4.
Definition 3.11. The coordinate function algebra A[CP3q] of quantum twistor space CP
3
q
is the subalgebra of A[S7q ] made of coinvariants for the coaction (3.19); equivalently the
subalgebra of overall degree zero with respect to the Z-grading (3.20).
One checks that the algebra extension A[CP3q] →֒ A[S
7
q ] is a quantum principal bundle,
meaning that the corresponding canonical map (2.2) is bijective.
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It is clear that elements zjz
∗
l , for j, l = 1, . . . 4, generate the (whole and only) algebra
A[CP3q] of degree zero elements. In parallel with what we did for the four-sphere in (3.17),
we assemble these generators into a projection. In the notation of eq. (3.13), let us define
v = |φ1〉 =
(
q−1z1 z2 q
−1z3 z4
)tr
.
where tr denotes matrix transposition. We already know that v∗v = 1, whence q := vv∗ is
a projection in the matrix algebra M4(A[S
7
q ]). Explicitly, it works out to be
(3.21) q = |φ1〉〈φ1| =


q−2z1z
∗
1 q
−1z1z
∗
2 q
−2z1z
∗
3 q
−1z1z
∗
4
q−1z2z
∗
1 z2z
∗
2 q
−1z2z
∗
3 z2z
∗
4
q−2z3z
∗
1 q
−1z3z
∗
2 q
−2z3z
∗
3 q
−1z3z
∗
4
q−1z4z
∗
1 z4z
∗
2 q
−1z4z
∗
3 z4z
∗
4

 .
As mentioned before, as generators of the algebra A[CP3q] we take the entries of the
matrix q = (qjl). The relations in A[CP
3
q] are inherited from those of A[S
7
q ] although, not
needing them, we refrain from writing them out explicitly. The ∗-structure on A[CP3q] is
also inherited from that of A[S7q ], i.e. q
∗
jl = qlj , for j, l = 1, . . . , 4.
In the classical limit q → 1, one recovers the fact that q is the tautological rank one
projector-valued function on C4, which we think of as the defining projector of CP3.
With Jq : A[S
7
q ]→ A[S
7
q ] the quaternionic map in eq. (3.11), one has
Jq|φ1〉 = −q
−1/2|φ2〉,
so that using eq. (3.13) we obtain, at the level of generators, the matrix sum
(3.22) p = |φ1〉〈φ1|+ |φ2〉〈φ2| = q+ qJq(q).
In parallel with [4] for the θ-deformed case, this sets up an obvious algebra inclusion
(3.23) η : A[S4q ] →֒ A[CP
3
q],
which is a noncommutative analogue of the classical Penrose twistor fibration CP3 → S4,
thus justifying our thinking of CP3q as the twistor space of the quantum four-sphere S
4
q .
4. Quantum Symmetries of the Hopf Fibration
The central part of the paper is devoted to finding a non-universal differential structure
on the quantum sphere A[S4q ]. Contrary to the classical situation, there is no canonical
way to go about doing this. In order to simplify our task, we look for a differential
structure which is covariant under a quantum group of symmetries of the Hopf fibration.
In this section we explicitly construct such a quantum group.
4.1. Quantum symmetries of H2q. To obtain a quantum group of symmetries of the
Hopf fibration, we begin by asking how the quantum space H2q behaves under linear
transformations. Having already used the right A[SUq(2)]-coaction (3.6) to obtain the
Hopf fibration itself, we turn to the remaining symmetry determined by the coaction
(3.7). We aim at a quantum symmetry group Spq(2) which extends the coaction (3.7) on
the two copies A[Hq] and A[H
′
q] in A[H
2
q ] while being compatible with the quaternionic
structure in (3.11). Motivated by a general strategy (cf. [23, 21] and in particular [14] for
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a similar case), we first define a bialgebra A[Mq(2,H)] to be the universal bialgebra for
which A[H2q ] is a comodule ∗-algebra, defined as follows.
Definition 4.1. We say that a ∗-bialgebra B is a transformation bialgebra for A[H2q ] if
there is a ∗-algebra map
∆L : A[H
2
q ]→ B ⊗A[H
2
q ]
which is an intertwiner for the quaternionic structure, namely
(4.1) (id⊗ Jq) ◦∆L = ∆L ◦ Jq.
We then define A[Mq(2,H)] as the universal transformation bialgebra for A[H
2
q], in the
sense that whenever B is a transformation bialgebra for A[H2q ] there is a morphism of
transformation bialgebras (i.e. commuting with the coactions) from A[Mq(2,H)] onto B.
From the requirement that A[H2q] be a comodule algebra, we derive the structure of
A[Mq(2,H)]. In order to satisfy the universality condition, we see that A[Mq(2,H)] is
generated as a ∗-algebra by the entries of a 4× 4 matrix A = (Ai
j). Then in terms of the
matrix (3.13) (for the time being forgetting the sphere relations) there is a linear map
(4.2) ∆L : A[H
2
q ]→ A[Mq(2,H)]⊗A[H
2
q], ui
a 7→ (Aµ
i)∗ ⊗ uµ
a,
for i = 1, . . . , 4 and a = 1, 2, extended as an algebra map. This becomes a leftA[Mq(2,H)]-
coaction if we equip A[Mq(2,H)] with the (co-opposite) matrix coalgebra structure
∆cop(Ai
j) = Aµ
j ⊗ Ai
µ, ǫ(Ai
j) = δji ,
on generators for i, j = 1, . . . , 4, each extended as ∗-algebra maps.
Now, imposing the condition (4.1) shows that A necessarily has the form
(4.3) A =
(
ai
j bi
j
ci
j di
j
)
=


a1 −qa
∗
2 b1 −qb
∗
2
a2 a
∗
1 b2 b
∗
1
c1 −qc
∗
2 d1 −qd
∗
2
c2 c
∗
1 d2 d
∗
1


so that, in some sense, A may be thought of as a deformed 2× 2 matrix of quaternions,
A =
(
a b
c d
)
, where a = (ai
j) =
(
a1 −qa
∗
2
a2 a
∗
1
)
,
with similar notation for the remaining blocks b, c,d. The requirement that ∆L be an
algebra map allows us to deduce the algebra structure of A[Mq(2,H)].
Proposition 4.2. In terms of the R-matrix (2.11), with notation ζ = q−1/2, the algebra
relations in A[Mq(2,H)] are given by
Ri
α
k
βaα
jaβ
l = ak
βai
αRα
j
β
l, Ri
α
k
βbα
jbβ
l = bk
βbi
αRα
j
β
l,
bi
1ak
1 = ζRk
α
i
βaα
1bβ
1, bi
1ak
2 = ζRk
α
i
βaα
2bβ
1,
ai
1bk
2 = ζRk
α
i
βbα
2aβ
1, ai
2bk
2 = ζRk
α
i
βbα
2aβ
2,
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a1
ic1
k = ζc1
βa1
αRα
i
β
k, a1
ic2
k = ζc2
βa1
αRα
i
β
k,
c1
ia2
k = ζa2
βc1
αRα
i
β
k, c2
ia2
k = ζa2
βc2
αRα
i
β
k,
b1
id1
k = ζd1
βb1
αRα
i
β
k, b1
id2
k = ζd2
βb1
αRα
i
β
k,
d1
ib2
k = ζb2
βd1
αRα
i
β
k, d2
ib2
k = ζb2
βd2
αRα
i
β
k,
Ri
α
k
βcα
jcβ
l = ck
βci
αRα
j
β
l, Ri
α
k
βdα
jdβ
l = dk
βdi
αRα
j
β
l,
di
1ck
1 = ζRk
α
i
βcα
1dβ
1, di
1ck
2 = ζRk
α
i
βcα
2dβ
1,
ci
1dk
2 = ζRk
α
i
βdα
2cβ
1, ci
2dk
2 = ζRk
α
i
βdα
2cβ
2,
for i, j, k, l = 1, 2, together with relations, for all i, j = 1, 2, given by
c1
jbi
1 = ζ2bi
1c1
j, d1
1ai
j − ai
jd1
1 = ζ(q − q−1)bi
1c1
j,
c2
jbi
2 = ζ−2bi
2c2
j, ai
jd2
2 − d2
2ai
j = ζ(q − q−1)c2
jbi
2,
d1
2ai
j = ζ2ai
jd1
2, c1
jbi
2 − bi
2c1
j = ζ(q − q−1)ai
jd1
2,
d2
1ai
j = ζ−2ai
jd2
1, c2
jbi
1 − bi
1c2
j = ζ(q − q−1)d2
1ai
j .
Proof. The left coaction (4.2) is expressed in terms of the 2× 2 blocks x, x′ as
xi
j 7→ (aµ
i)∗ ⊗ xµ
j + (bµ
i)∗ ⊗ x′µ
j, x′i
j 7→ (cµ
i)∗ ⊗ xµ
j + (dµ
i)∗ ⊗ x′µ
j
for i, j = 1, 2. Applying this coaction to the relations (3.3) we find that, in order for the
coaction ∆L to be an algebra map, we must have
Rk
β
i
α∆L(xα
jxβ
l) = ∆L(xk
βxi
α)Rα
j
β
l
for all i, j, k, l = 1, 2. Expanding this in terms of the 2× 2 blocks x, x′ as above gives
Rk
β
i
α
(
(aν
βaµ
α)∗ ⊗ xµ
jxν
l + (bν
βaµ
α)∗ ⊗ xµ
jx′ν
l+
+(aν
βbµ
α)∗ ⊗ x′µ
jxν
l + (bν
βbµ
α)∗ ⊗ x′µ
jx′ν
l
)
=
(
(aβ
iaα
k)∗ ⊗ xα
νxβ
µ + (bβ
iaα
k)∗ ⊗ xα
νx′β
µ+
+(aβ
ibα
k)∗ ⊗ x′α
νxβ
µ + (bβ
ibα
k)∗ ⊗ x′α
νx′β
µ
)
Rµ
j
ν
l.
Since products of the form xi
jxk
l, xi
jx′k
l and x′i
jx′k
l are linearly independent from one
another, the latter condition reduces to the simultaneous equations
Rk
β
i
α(aν
βaµ
α)∗ ⊗ xµ
jxν
l = (aβ
iaα
k)∗ ⊗ xα
νxβ
µRµ
j
ν
l,(4.4)
Rk
β
i
α
(
(bν
βaµ
α)∗ ⊗ xµ
jx′ν
l + (aν
βbµ
α)∗ ⊗ x′µ
jxν
l
)
(4.5)
=
(
(bβ
iaα
k)∗ ⊗ xα
νx′β
µ + (aβ
ibα
k)∗ ⊗ x′α
νxβ
µ
)
Rµ
j
ν
l,
Rk
β
i
α(bν
βbµ
α)∗ ⊗ x′µ
jx′ν
l = (bβ
ibα
k)∗ ⊗ x′α
νx′β
µRµ
j
ν
l,(4.6)
for all i, k, j, l = 1, 2. Applying the relations (3.3) to eq. (4.4) and taking conjugates gives
Rk
β
i
αaν
βaµ
α ⊗ xµ
jxν
l = aβ
iaα
k ⊗ xµ
jxν
lRα
ν
β
µ.
Next we use the fact that Rk
β
i
α = Rα
i
β
k for all i, k, α, β = 1, 2 and observe that, for j ≤ l,
the generators xi
jxk
l can be taken to be all linearly independent. As a consequence, for
each fixed µ, ν, we must have
Rµ
β
ν
αaβ
iaα
k = aν
βaµ
αRα
i
β
k,
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which are just the a-a relations as stated in the proposition. The b-b relations are
obtained in the same way from eq. (4.6). Similarly, applying the relations (3.9) to eq. (4.5)
and then using the fact that the generators xi
jx′k
l for j ≤ l may be taken to be all linearly
independent yields the a-b relations as stated. The remaining relations are obtained with
the same strategy to products of elements of the form xi
jx′k
l, x′i
jxk
l and x′i
jx′k
l. 
It is not difficult to see that A[Mq(2,H)] is indeed the universal transformation bial-
gebra for A[H2q], since the commutation relations in Prop. 4.2 and the ∗-structure (4.3)
are derived from the minimal requirements that ∆L be a ∗-algebra map such that the
compatibility (4.1) with the quaternionic structure holds.
Remark 4.3. We observe for later use that the two ∗-subalgebras generated by the 2×2
blocks a and d are each isomorphic to a copy of the algebra H˜ = A[SUcopq (2)] in §2.3.
In order to obtain the Hopf algebra A[Spq(2)] of quantum symmetries, we quotient
A[Mq(2,H)] by the two-sided ∗-ideal I generated by elements of the form
(4.7) (Aµ
j)∗Aµ
l − δj
l, Aj
µ(Al
µ)∗ − δj
l,
where j, l = 1, . . . , 4. We denote the resulting quotient algebra by A[Spq(2)] and define
S : A[Spq(2)]→ A[Spq(2)], S(Aj
l) := (Al
j)∗,
extended as an anti-∗-algebra map.
Proposition 4.4. The datum (A[Spq(2)],∆
cop, ǫ, S) constitutes a Hopf algebra.
Proof. It is straightforward to check that ∆cop(I) ⊂ A[Mq(2,H)] ⊗ I + I ⊗ A[Mq(2,H)]
and ǫ(I) = 0, whence I is a Hopf ∗-ideal and so the quotient A[Spq(2)] is a bialgebra. The
very form of the ideal I means that the map S satisfies the properties of an antipode. 
Remark 4.5. We stress that our quantum group Spq(2) is not the ‘FRT’ quantum group
coming from the C-series of Lie groups [20], which is used in particular in [13] to construct
a quantum Hopf fibration. It is however a deformation of the classical Lie group Sp(2),
the symmetry group of the classical Hopf fibration S7 → S4, our notation reflecting this.
4.2. Quantum homogeneous spaces. Having constructed the quantum group Spq(2)
of symmetries of the space H2q , we now have to check that its action descends to the
spheres S7q and S
4
q as a group of symmetries of the Hopf fibration.
Lemma 4.6. The coaction ∆L : A[H
2
q] → A[Spq(2)] ⊗ A[H
2
q ] preserves the two-sided
∗-ideal generated by r2 − 1.
Proof. We observe that r2 =
∑
µ(uµ
a)∗uµ
a for both a = 1, 2. Using this, we compute that
∆L(r
2) =
∑
µ
∆L((uµ
a)∗)∆L(uµ
a) =
∑
µ,α,β
S(Aα
µ)Aµ
β ⊗ (uα
a)∗uβ
a
=
∑
α,β
δα
β ⊗ (uα
a)∗uβ
a = 1⊗ r2,
having used the defining relations (4.7) for A[Spq(2)]. The result now follows easily. 
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It follows that A[S7q ] is a left comodule ∗-algebra for the coaction of A[Spq(2)]. By
construction, this coaction commutes with the right coaction of A[SUq(2)] in eq. (3.10).
The fact that they commute is due to A[Spq(2)] coacting upon the rows of the matrix
(3.13), whereas A[SUq(2)] coacts upon the columns. In the classical case, this is nothing
other than the statement that left and right matrix multiplication are mutually commuting
operations. The subalgebra A[S4q ] is therefore an A[Spq(2)]-comodule ∗-algebra as well.
Lemma 4.7. Let I be the two-sided ∗-ideal of A[Spq(2)] generated by the elements
b1, b
∗
1, b2, b
∗
2, c1, c
∗
1, c2, c
∗
2, d2, d
∗
2, d1 − 1, d
∗
1 − 1.
Then I is a Hopf ∗-ideal, namely
(4.8) ǫ(I) = 0, ∆cop(I) ⊂ A[Spq(2)]⊗ I + I ⊗A[Spq(2)], S(I) ⊂ I.
Proof. The fact that I is indeed a two-sided ∗-ideal follows by inspection of the algebra
relations in Prop. 4.2. The properties (4.8) are all easy to verify by direct computations
which we omit for the sake of brevity. 
It follows that we can form the quotient Hopf algebra A[Spq(2)]/I. If we write πI for
the canonical projection, given on generators by
πI :
(
a b
c d
)
7→
(
a 0
0 12
)
,
then the quotient may be identified with the subalgebra ofA[Spq(2)] generated by πI(A) =
diag (a,12), subject to the relations aa
∗ = a∗a = 12, so that the quotient is nothing other
than a copy of the Hopf algebra A[SUcopq (2)].
There is a corresponding right coaction given by coproduct followed by projection:
(4.9) ∆I : A[Spq(2)]→ A[Spq(2)]⊗A[SU
cop
q (2)], ∆I := (id⊗ πI) ◦∆
cop.
Proposition 4.8. There is a ∗-algebra isomorphism
φI : A[S
7
q ]→ A[Spq(2)]
A[SUcopq (2)]
between A[S7q ] and the algebra of coinvariants under the right coaction ∆I .
Proof. Given a classical point of A[S7q ], i.e. a ∗-algebra map φ : A[S
7
q ] → C, the stated
isomorphism is given by evaluating φ against the coaction ∆L : A[S
7
q ]→ A[Spq(2)]⊗A[S
7
q ],
φI := (id⊗ φ) ◦∆L.
In particular, we choose the classical point described in Remark 3.7. On generators, the
resulting isomorphism is computed to be
(4.10)
(
q−1z1 z2 q
−1z3 z4
−z∗2 z
∗
1 −z
∗
4 z
∗
3
)tr
7→
(
−q−1c1
2 c1
1 −q−1d1
2 d1
1
−c2
2 q c2
1 −d2
2 q d2
1
)tr
which we extend as an algebra map. 
Remark 4.9. Using the Hopf algebra surjection fromA[Spq(2)] to the copy ofA[SU
cop
q (2)]
generated by the 2 × 2 block a of the matrix (4.3), Prop. 4.8 realises S7q as a quantum
homogeneous space. On the other hand, by inspection of the relations in Prop. 4.2 one
sees that there is no such projection onto a subalgebra of A[Spq(2)] generated by the 2×2
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blocks a and d. This means that, in contrast to the classical case, or the θ-deformed
case in [14], we cannot realise S4q as a quantum homogeneous space of Spq(2). A similar
phenomenon occurs in the case of the quantum four-sphere in [13].
However, in the same way as for the sphere S7q , we deduce the homogeneous space
structure of quantum twistor space CP3q. Let K be the two-sided ∗-ideal of A[Spq(2)]
generated by the elements bi
j, ci
j , d2, d
∗
2. Just as above it follows that K is a Hopf ∗-ideal.
We write πK : A[Spq(2)] → A[Spq(2)]/K for the canonical projection to the quotient. It
is clear that the quotient is generated as a ∗-algebra by the entries of the matrix
πK(A) =


a1 −qa
∗
2 0 0
a2 a
∗
1 0 0
0 0 d1 0
0 0 0 d∗1


subject to the relations a∗a = aa∗ = 12, d1d
∗
1 = d
∗
1d1 = 1 and it is hence isomorphic to
the Hopf algebra A[SUcopq (2)]⊗A[U(1)]. Here there is a right coaction:
(4.11) ∆K : A[Spq(2)]→ A[Spq(2)]⊗
(
A[SUcopq (2)]⊗A[U(1)]
)
, ∆K := (id⊗πK)◦∆
cop.
This construction results in the following.
Proposition 4.10. There is a ∗-algebra isomorphism
φK : A[CP
3
q]→ A[Spq(2)]
A[SUcopq (2)]⊗A[U(1)]
between A[CP3q] and the algebra of coinvariants under the right coaction (4.11).
Proof. From the above it is clear that the coinvariants under ∆K are precisely the U(1)-
invariant elements in the last two columns of the matrix A, which in turn may be identified
with the entries of the matrix (3.21), yielding
q =


−q−1c1
2c2
1 −q−1c1
2c2
2 −q−1c1
2d2
1 −q−1c1
2d2
2
c1
1c2
1 c1
1c2
2 c1
1d2
1 c1
1d2
2
−q−1d1
2c2
1 q−1d1
2c2
2 −q−1d1
2d2
1 q−1d1
2d2
2
d1
1c2
1 d1
1c2
2 d1
1d2
1 d1
1d2
2

 .(4.12)
This expression will be useful when we consider differential structure on twistor space. 
4.3. A differential calculus on Spq(2). In this section we give a differential calculus
on the quantum group A[Spq(2)], which we shall use later on to construct differential
structures on the spaces S7q , CP
3
q and S
4
q .
For simplicity here we use the shorthand P := A[Spq(2)], with ǫP denoting its counit.
Recall from §2.1 that left covariant differential calculi on P are given by right ideals of the
augmentation ideal P+ = Ker ǫP . Thus, to give a calculus on P we simply define a right
ideal IP of P
+ by equipping each of the 2× 2 blocks generated by a and d with a copy of
the ideal IH˜ defined in Ex. 2.5 (and corresponding to the 4D+ calculus on SU
cop
q (2)), then
straightforwardly extending this quadratically in the simplest way. The resulting ideal IP
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is then generated by the nine elements
a1
2(a1
1 − a2
2), a2
1(a1
1 − a2
2), (a1
1)2 + q2(a2
2)2 − (1 + q2)(a1
1a2
2 + q−1a1
2a2
1),(4.13)
(a1
2)2, (a2
1)2, taa1
2, taa2
1, ta(a1
1 − a2
2), ta(q
2a1
1 + a2
2 − (q2 + 1)),
where ta := q
2a1
1 + a2
2 − (q3 + q−1); the nine elements
d1
2(d1
1 − d2
2), d2
1(d1
1 − d2
2), (d1
1)2 + q2(d2
2)2 − (1 + q2)(d1
1d2
2 + q−1d1
2d2
1),(4.14)
(d1
2)2, (d2
1)2, tdd1
2, tdd2
1, td(d1
1 − d2
2), td(q
2d1
1 + d2
2 − (q2 + 1)),
where td := q
2d1
1 + d2
2 − (q3 + q−1); and the elements
bi
jbk
l, ci
jck
l, bi
jck
l, bk
l(ai
j − δji ),(4.15)
ck
l(ai
j − δji ), bk
l(di
j − δji ), ck
l(di
j − δji ), (ai
j − δji )(dk
l − δlk),
for i, j, k, l = 1, 2.
Definition 4.11. We write Ω1Spq(2) for the left-covariant differential calculus on the
Hopf algebra P = A[Spq(2)] corresponding to the right ideal IP .
Let us examine the calculus Ω1Spq(2) more closely by looking at the space of corre-
sponding left invariant one-forms given in the usual way [25]. In parallel with eqs. (2.20)
for the calculus Ω1SUcopq (2), let a0, az, d0, dz be the elements defined by the equations
a1
1 − 1 = (q−1 − 1)a0 + (q − 1)az, a2
2 − 1 = (q − 1)a0 + (q
−1 − 1 + σ2q−1)az,
d1
1 − 1 = (q−1 − 1)d0 + (q − 1)dz, d2
2 − 1 = (q − 1)d0 + (q
−1 − 1 + σ2q−1)dz.(4.16)
Lemma 4.12. The vector space P+/IP has a basis given by the elements a1
2, a0, a2
2, az,
d1
2, d0, d2
2, dz and the elements ci
j for i, j = 1, 2.
Proof. We define an equivalence relation∼ on P+ by setting x ∼ y if and only if x−y ∈ IP .
Then from the form of the generators (4.15) and the eqs. (4.16), we immediately see that
a1
2bk
l ∼ a0bk
l ∼ a2
1bk
l ∼ azbk
l ∼ 0, d1
2bk
l ∼ d0bk
l ∼ d2
1bk
l ∼ dzbk
l ∼ 0,
a1
2ck
l ∼ a0ck
l ∼ a2
1ck
l ∼ azck
l ∼ 0, d1
2ck
l ∼ d0ck
l ∼ d2
1ck
l ∼ dzck
l ∼ 0,
together with bi
jbk
l ∼ bi
jck
l ∼ ci
jck
l ∼ 0 for all i, j, k, l = 1, 2.
It follows that any expression which is quadratic in elements from the off-diagonal
blocks b, c can be rewritten as expressions which are linear in the generators in b and
c. Moreover, we know from §2.3 that all expressions which are quadratic in the elements
a0, az, a1
2, a2
1 can be made linear; similarly for expressions which are quadratic in the
elements d0, dz, d1
2, d2
1. The fact that all products of the form (ai
j − δji )(dk
l − δkl ) are
equivalent to zero means that every quadratic polynomial can be rewritten as a linear
combination of the generators stated in the lemma. It follows by induction that polyno-
mials of arbitrary degree can be made linear. Finally, with P+ being stable under the
antipode, from the relations S(bi
j) = (cj
i)∗ we deduce that the generators bi
j are not
independent from the generators bi
j and so we do not need them. 
We deduce that the calculus Ω1Spq(2) is spanned as a left module by a twelve-dimensional
space of left-invariant one-forms, in contrast with the classical dimension of ten.
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Not needing the commutation relations and the bimodule structure of the calculus in
what follows we shall not give them here.
5. Framed Quantum Manifolds
According to the frame bundle theory of [18] which we sketched in §2.2, a choice of
differential structure on the Hopf algebra P which satisfies the compatibility conditions
(2.5) is sufficient to guarantee that the associated homogeneous space M = PH is a
framed quantum manifold. In this section we shall see how this is indeed the case for the
spaces S7q and CP
3
q, both of them being quantum homogeneous spaces of Spq(2). We then
use this to equip the quantum four-sphere S4q — which, in contrast, is not a quantum
homogeneous space — with a finite-dimensional differential calculus.
5.1. Framed manifold structure of S7q . First of all we compute the framing of the
quantum seven-sphere S7q . We use the structure of S
7
q described in Prop. 4.8, writing
P = A[Spq(2)], H˜ = A[SU
cop
q (2)], M˜ = A[S
7
q ],
so that we have M˜ = P H˜ as a quantum homogeneous space.
The Hopf algebra P = A[Spq(2)] is equipped with the left-covariant differential calculus
Ω1P determined by the right ideal IP according to Definition 4.11. The fibre quantum
group H˜ = A[SUcopq (2)] is equipped with the bicovariant differential calculus Ω
1H˜ deter-
mined by the ideal IH˜ := πI(IP ). By inspection, we see that the calculus Ω
1H˜ is simply
a copy of the 4D calculus on the algebra A[SUcopq (2)] defined in Example 2.5.
Lemma 5.1. With P , H˜, M˜ as above, the differential calculi Ω1P , Ω1H˜, Ω1M˜ satisfy
the (non-universal calculi) compatibility conditions of eq. (2.5).
Proof. The condition πI(IP ) = IH˜ holds by definition of the differential calculus on H˜.
Since the 4D calculus on SUcopq (2) is bicovariant, its defining ideal is AdR-stable, thus the
generators of IP in eqs. (4.13) and (4.14) are AdR-stable. Moreover, one finds that
(id⊗ πI)AdR(ai
j) = aµ
ν ⊗ S(aν
j)ai
µ, (id⊗ πI)AdR(di
j) = di
j ⊗ 1,
(id⊗ πI)AdR(bi
j) = bµ
j ⊗ ai
µ, (id⊗ πI)AdR(ci
j) = ci
ν ⊗ S(aν
j).
Using these, the AdR-condition (2.5) for the generators in eq. (4.15) is easily verified. 
This means that we may apply the framing theory of §2.2 to express S7q as a framed
quantum manifold, immediately yielding the following theorem.
Theorem 5.2. In terms of the expressions for the framing as in eq. (2.8), the quantum
homogeneous space A[S7q ] = P
H˜ is a framed quantum manifold with cotangent bundle
(5.1) Ω1S7q ≃ (P ⊗ V˜ )
H˜ ,
where the right H˜-comodule V˜ is determined to be
(5.2) V˜ = SpanC
{
c1
1, c1
2, c2
1, c2
2, d1
1 − 1, d1
2, d2
1, d2
2 − 1
}
in terms of the generators in the 4× 4 matrix (4.3).
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Proof. The framing comodule V˜ is computed using eq. (2.8) as follows. From Prop. 4.8,
it is clear that P+ ∩ M˜ is just M˜+ := Ker ǫM˜ , the restriction of the counit ǫP to M˜ . In
our case, with M˜ being the algebra generated by the last two rows of (4.3), we have
M˜+ = 〈c1
1, c1
2, c2
1, c2
2, d1
2, d0, d2
1, dz〉
as a right ideal. The ideal IP ∩M˜ is generated by the elements in (4.14) together with the
elements in (4.15) of the form ci
jck
l, ck
l(di
j − δi
j). By inspection we deduce that IP ∩ M˜
contains all elements which are quadratic in the generators of M˜+. It follows that the
comodule V˜ is the eight-dimensional vector space given above.
The right A[SUcopq (2)]-coaction on V˜ is computed from the formula in (2.8) to be
∆R(di
j − δi
j) = (di
j − δi
j)⊗ 1, ∆R(ci
j) = ci
µ ⊗ S(aµ
j), i, j = 1, 2.
The corresponding soldering form is computed using the formula in eq. (2.8) to be
θ(ci
j) = S(aµ
j)dci
µ + S(cµ
j)ddi
µ,
θ(di
j − δji ) = S(bµ
j)dci
µ + S(dµ
j)ddi
µ,
for each i, j = 1, 2. 
In this way, we equip the seven-sphere S7q with an eight-dimensional differential calculus.
The increase in dimension from the classical value is the price we have to pay for having
a bicovariant differential calculus on the structure group A[SUcopq (2)] of the fibration.
It is useful to see how the geometry of the calculus Ω1S7q is reflected in the frame bundle
construction of Theorem 5.2. Due to its proof, the calculus is spanned, as a left A[S7q ]-
module, by the following H˜-invariant elements of the tensor product comodule P ⊗ V˜ :
aµ
j ⊗ ci
µ, bµ
j ⊗ ci
µ, 1⊗ (di
j − δi
j), i, j = 1, 2.(5.3)
Under the isomorphism (5.1) induced by the map ̟ of eq. (2.1), these are respectively
carried onto the following elements of Ω1S7q :
aµ
j ⊗ ci
µ 7→ aµ
j (S(aν
µ)⊗ ci
ν + S(cν
µ)⊗ di
ν) ,
bµ
j ⊗ ci
µ 7→ cµ
j (S(aν
µ)⊗ ci
ν + S(cν
µ)⊗ di
ν) ,(5.4)
1⊗ (di
j − δi
j) 7→ S(bµ
j)⊗ ci
µ + S(dµ
j)⊗ di
µ − 1⊗ δi
j, for i, j = 1, 2.
One immediately sees that, a priori, these are not elements of the kernel of the multipli-
cation on A[S7q ], as one would expect of the differential one-forms Ω
1S7q . This apparent
problem is resolved by taking linear combinations of these elements and using the defining
properties of the Hopf algebra A[Spq(2)]. For example, under the mapping ̟ we have
̟
(
aµ
j ⊗ ci
µ + cµ
j ⊗ (di
µ − δµ
j)
)
= aµ
j (S(aν
µ)⊗ ci
ν + S(cν
µ)⊗ di
ν) + cµ
j (S(bν
µ)⊗ ci
ν + S(dν
µ)⊗ di
ν − 1⊗ δi
µ)
=
(
aµ
jS(aν
µ) + cµ
jS(bν
µ)
)
⊗ ci
ν +
(
aµ
jS(cν
µ) + cµ
jS(dν
µ)
)
⊗ di
ν − cµ
j ⊗ δi
µ
= 1⊗ ci
j − ci
j ⊗ 1,
with a similar computation yielding that
̟
(
bµ
j ⊗ ci
µ + dµ
j ⊗ (di
µ − δµ
j)
)
= 1⊗ di
j − di
j ⊗ 1
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for each i, j = 1, 2. These and other similar expressions will prove useful when we come
to equip the four-sphere S4q with a first order differential calculus.
5.2. Framing of noncommutative twistor space. It is now relatively straightfor-
ward to convert the differential calculus on S7q to one on CP
3
q , again using the quantum
framing theory. To this end, we use the homogeneous space description of twistor space
constructed in Prop. 4.10, writing
P = A[Spq(2)], Ĥ = A[SU
cop
q (2)]⊗A[U(1)], M̂ = A[CP
3
q]
for total space, structure quantum group and base space of the principal bundle, the latter
being the subalgebra M̂ = P Ĥ of invariants for the coaction ∆K : P → P ⊗ Ĥ in (4.11).
Once again, the Hopf algebra P = A[Spq(2)] is equipped with the left-covariant differ-
ential calculus Ω1P determined by the right ideal IP according to Definition 4.11. This
time, the structure quantum group Ĥ is equipped with the bicovariant differential cal-
culus Ω1Ĥ determined by the ideal IĤ := πK(IP ). By inspection again, we see that
the five-dimensional calculus Ω1Ĥ is nothing other than the tensor product bimodule
Ω1SUcopq (2)⊗ Ω
1U(1) of the differential calculi defined in §2.3.
Lemma 5.3. With P , Ĥ, M̂ as above, the differential calculi Ω1P , Ω1Ĥ, Ω1M̂ satisfy
the (non-universal calculi) compatibility conditions of eq. (2.5).
Proof. The condition πK(IP ) = IĤ holds by definition of the differential calculus on Ĥ.
We find that, under the map (id⊗ πK)AdR the generators of IP transform according to
d1
1 7→ d1
1 ⊗ 1, d1
2 7→ d1
2 ⊗ t∗2, bi
1 7→ bµ
1 ⊗ ai
µ t, bi
2 7→ bµ
2 ⊗ ai
µ t∗,
d2
1 7→ d2
1 ⊗ t2, d2
2 7→ d2
2 ⊗ 1, c1
j 7→ c1
ν ⊗ S(aν
j)t∗, c2
j 7→ c2
ν ⊗ S(aν
j)t,
together with ai
j 7→ aµ
ν ⊗ S(aν
j)ai
µ. In particular, it follows that d0 7→ d0 ⊗ 1 and
dz 7→ dz ⊗ 1. Using these transformation rules, the condition (2.5) is easy to verify. 
As before, this means that we can express CP3q as a framed quantum manifold.
Theorem 5.4. The quantum homogeneous space A[CP3q] = P
Ĥ is a framed quantum
manifold with cotangent bundle
Ω1CP3q ≃ (P ⊗ V̂ )
Ĥ ,
where the right Ĥ-comodule V̂ is determined to be
V̂ = SpanC {q33, qi4, q4j | i, j = 1, 2, 3}
= SpanC
{
d1
2d2
1, d1
1d2
1, d1
1c2
1, d1
1c2
2, d1
2d2
2, c1
2d2
2, c1
1d2
2,
}
,
in terms of the entries of the projection q of eq. (4.12).
Proof. To compute the comodule V̂ , we observe once again that P+ ∩ M̂ is just the
restriction M̂+ := Ker ǫM̂ of the counit ǫP to the subalgebra M̂ . In this case, M̂ = A[CP
3
q]
is generated by the entries of the projection q of eq. (4.12), whence M̂+ is generated as a
left ideal by the entries of q, but the entry q44 = d1
1d2
2, which is not in the kernel of ǫM̂ .
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Next we need the ideal IP ∩ M̂ . Recall that M̂ = A[CP
3] is the degree zero subalgebra
of A[S7q ] with respect to the Z-grading defined in eq. (3.20). Hence, to compute IP ∩ M̂ ,
we need to find the ideal of degree zero elements in IP . By inspecting the generators of
IP in eqs. (4.13) and (4.14) we see that the only ones which are of homogeneous degree
with respect to the Z-grading are the elements (d1
2)2 and (d2
1)2; the remaining generators
are not of homogeneous degree and hence the ideal that each of them generates has no
intersection with M̂ . Similarly, we look at the generators in (4.15): those of the form
ck
l(dj
j − 1) are not of homogeneous degree and hence have no intersection with M̂ . So
we are left with the generators of the form ci
jck
l, d1
2ck
l and d2
1ck
l.
We start with the right ideal 〈(d2
1)2〉. The elements of degree zero here include
(d2
1)2
{
(d1
2)2, (d1
2d1
1), (d1
1)2, (c1
1)2, (c1
2c1
1), (c1
2)2
}
,
so we see that (q33)
2, q33q43, (q43)
2, (q23)
2, q13q23 and (q13)
2 are in IP ∩M̂ . In fact, similar
considerations for 〈(d1
2)2〉 et cetera, show that all quadratic combinations of entries of q
(as already said, not including q44) are in IP ∩ M̂ . Last of all, we see that the generators
q11, q12, q22, q13 and q23 are already in the ideal IP ∩M̂ , as are their conjugates under the
∗-operation. As a consequence V̂ = SpanC {q33, qi4, q4j | i, j = 1, 2, 3}, as stated above.
The right Ĥ-comodule structure on V̂ is evaluated using the formula (2.8), yielding
∆R(q33) = q33 ⊗ 1, ∆R(q34) = q34 ⊗ t
2, ∆R(q43) = q43 ⊗ t
∗2,(5.5)
∆R(q14) = q
−1c1
µd2
2 ⊗ S(aµ
2)t = q14 ⊗ S(a2
2)t− q−1q24 ⊗ S(a1
2)t,
∆R(q24) = c1
µd2
2 ⊗ S(aµ
1)t = −qq14 ⊗ S(a2
1)t+ q24 ⊗ S(a1
1)t,
∆R(q41) = d1
1c2
µ ⊗ S(aµ
1)t∗ = q42 ⊗ S(a2
1)t∗ + q41 ⊗ S(a1
1)t∗,
∆R(q42) = d1
1c2
µ ⊗ S(aµ
2)t∗ = q42 ⊗ S(a2
2)t∗ + q41 ⊗ S(a1
2)t∗.
The soldering form is not needed in what follows and we shall not compute it explicitly. 
The notable phenomenon we find in the comodule V̂ is the presence of q33 as a non-
zero representative; in the classical case it would be zero, but here it makes V̂ into a
seven-dimensional vector space, with the extra dimension being inherited from the extra
‘direction’ in the calculus Ω1S7q . As a consequence we see that the calculus Ω
1CP3q has a
direct sum structure corresponding to the decomposition
(5.6) V̂ = C3 ⊕ C⊕C
3
as A[U(1)]-comodules: the first summand here transforms under t, the third summand
transforms under t∗, whereas the second summand is coinvariant. This gives a decompo-
sition of the calculus into irreducible components,
(5.7) Ω1CP3q = Ω
1
+CP
3
q ⊕ Ω
1
0CP
3
q ⊕ Ω
1
−CP
3
q .
In the classical limit q → 1, the components Ω1± become the holomorphic and anti-
holomorphic one-forms on CP3. The extra dimension in the calculus spanned by the
one-dimensional component Ω10 is a purely quantum feature which is not present in the
classical limit (cf. [5] for a similar phenomenon on the quantum projective line CP1q).
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5.3. A differential calculus on S4q . Finally we come to describe a first order differential
calculus on the sphere S4q . In contrast to our construction of the calculi on S
7
q and CP
3
q,
we do not have a homogeneous space structure for S4q at our disposal and so we cannot
use the usual frame bundle construction, whence we resort to more direct methods.
Recall the right coaction of H = A[SUq(2)] on A[S
7
q ] defined in eq. (3.10), namely
(5.8) δR : A[S
7
q ]→ A[S
7
q ]⊗H, xi
j 7→ xi
µ ⊗ aµ
j , x′k
l 7→ x′k
µ ⊗ aµ
l,
for each i, j, k, l = 1, 2. The subalgebra of invariant elements under this coaction is the
algebra A[S4q ] of coordinate functions on the quantum four-sphere S
4
q . We will combine
the isomorphism (5.1), which realises the differential calculus Ω1S7q , with the coaction
(5.8) to obtain a differential calculus on S4q .
First of all, we need to transport the coaction (5.8) along the isomorphism (4.10). A
direct computation shows that for the generators (ci
j, dk
l), the coaction (5.8) reads
(5.9) δR : A[S
7
q ]→ A[S
7
q ]⊗H, ci
j 7→ cµ
j ⊗ S(ui
µ), di
j 7→ dµ
j ⊗ S(ui
µ),
for each i, j = 1, 2, the elements (ui
j) being a simple relabeling of the generators of the
Hopf algebra H = A[SUq(2)] given in the defining corepresentation (2.9). They indeed
make a unitarily equivalent corepresentation given by
(5.10) (ui
j) =
(
u1
1 u1
2
u2
1 u2
2
)
:=
(
0 1
−1 0
)(
a1
1 a1
2
a2
1 a2
2
)(
0 −1
1 0
)
=
(
a2
2 −a2
1
−a1
2 a1
1
)
.
The coaction (5.9) extends via the tensor product coaction to the universal differential
calculus Ω˜1S7q with the sub-bimodule of coinvariant elements being precisely the universal
differential calculus Ω˜1S4q . We shall use this fact momentarily.
The next step is to extend the right H-coaction (5.9) from the algebra A[S7q ] to the
differential calculus Ω1S7q . However, as we saw in the discussion following Theorem 5.2,
under the isomorphism (5.1) the differential calculus Ω1S7q depends also on generators
of P = A[Spq(2)] which do not belong to the subalgebra A[S
7
q ]. In order to extend the
right H-coaction from A[S7q ] to (P ⊗ V˜ )
H˜ along the isomorphism (5.1), we simply extend
the coaction (5.9) from A[S7q ] to the full algebra A[Spq(2)] and work at that level. The
natural way to do so is to define
(5.11) δR : A[Spq(2)]→ A[Spq(2)]⊗H, ai
j 7→ ai
j ⊗ 1, bi
j 7→ bi
j ⊗ 1,
for each i, j = 1, 2, extended, together with eq. (5.9), to products of generators in the
obvious way. Moreover, since the coaction (5.9) and (5.11) evidently commutes with the
right H˜-coaction ∆I : P → P ⊗ H˜ in (4.9), it is natural to think of P as a right comodule
δ˜R : P → P ⊗ (H˜ ⊗H).
for the tensor product Hopf algebra H˜ ⊗H .
We are ready to describe a first order differential calculus on the four-sphere S4q . Recall
that, following the general theory of §2.2, the framing comodule V˜ for Ω1S7q was obtained
in Theorem 5.2 as the quotient of P+ ∩ M˜ by the ideal IP ∩ M˜ . The differential calculus
itself was thus obtained as the quotient of the universal differential calculus Ω˜1S7q ≃
(P ⊗ P+)H˜ by the M˜ -sub-bimodule (P ⊗ (IP ∩ M˜))
H˜ . Finally, using the soldering form
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θ : V → PΩ1M˜ and the induced isomorphism (2.7), the differential calculus Ω1M˜ on
M˜ = A[S7q ] was obtained as the quotient of the universal calculus Ω˜
1S7q by the M˜ -sub-
bimodule NM˜ defined by
(5.12) NM˜ = ̟
(
(P ⊗ (IP ∩ M˜))
H˜
)
,
where IP is the right ideal defining the differential calculus on P = A[Spq(2)] in Def. 4.11
and ̟ : P ⊗ P+ → Ω˜1P is the linear isomorphism (2.1). Writing M = A[S4q ], we define
an M-sub-bimodule NM of the universal differential calculus Ω˜
1M by
(5.13) NM := NM˜ ∩ Ω˜
1M
and then define Ω1S4q to be the quotient of the universal calculus Ω˜
1M by this sub-
bimodule NM . Let us check that the calculi Ω
1S4q and Ω
1S7q are compatible.
Proposition 5.5. The M˜ -bimodule NM˜ satisfies the (quantum principal bundle) compat-
ibility conditions (2.3), that is to say
(5.14) NM = NM˜ ∩ Ω˜
1M, δR(NM˜) ⊆ NM˜ ⊗H, ver(NM˜) = M˜ ⊗ IH ,
where IH is the right ideal of H
+ defining the 4D+ differential calculus on H = A[SUq(2)].
Proof. First of all we use eq. (5.12) to describe the bimodule NM˜ more precisely. As
already observed, the ideal IP ∩ M˜ is generated by the elements ci
jck
l and ci
j(dk
l − δk
l)
for i, j, k, l = 1, 2, together with the elements in eq. (4.14). We have in particular
̟(1⊗ ci
jck
l) = S(aµ
l)S(aν
j)⊗ ci
νck
µ + S(cµ
l)S(aν
j)⊗ ci
νdk
µ(5.15)
+ S(aµ
l)S(cν
j)⊗ di
νck
µ + S(cµ
l)S(cν
j)⊗ di
νdk
µ,
̟(1⊗ ci
j(dk
l − δk
l)) = S(bµ
l)S(aν
j)⊗ ci
νck
µ + S(dµ
l)S(aν
j)⊗ ci
νdk
µ(5.16)
+ S(bµ
l)S(cν
j)⊗ di
νck
µ + S(dµ
l)S(cν
j)⊗ di
νdk
µ
− S(bµ
j)⊗ ci
µ − S(dµ
j)⊗ di
µ,
together with the analogous expressions obtained by applying ̟ to the elements in
eq. (4.14). As described above, the M˜-bimodule NM˜ is obtained by applying the map ̟
to the H˜-coinvariant elements of the right comodule P ⊗ (IP ∩ M˜). Thus we see that the
bimodule NM˜ is generated by the elements
̟(aα
jaβ
l ⊗ ci
αck
β), ̟(aα
jbβ
l ⊗ ci
αck
β), ̟(bα
jaβ
l ⊗ ci
αck
β),
̟(bα
jbβ
l ⊗ ci
αck
β), ̟(aα
j ⊗ ci
α(dk
l − δlk)), ̟(bα
j ⊗ ci
α(dk
l − δlk)),(5.17)
together with all elements obtained by applying ̟ to the generators (4.14).
The first condition in eq. (5.14) is just the definition (5.13) of NM . To obtain the second
condition, we compute first of all that
(δR ◦̟)(1⊗ ci
jck
l) =
(
̟(1⊗ cµ
jcν
l)
)
⊗ S(ui
µ)S(uk
ν),
(δR ◦̟)(1⊗ ci
j(dk
l − δlk)) =
(
̟(1⊗ cµ
j(dk
l − δlk))
)
⊗ S(ui
µ).
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Using this, we find for example that
(δR ◦̟)(aα
jaβ
l ⊗ ci
αck
β) =
(
̟(aα
jaβ
l ⊗ cµ
αcν
β)
)
⊗ S(ui
µ)S(uk
ν),
(δR ◦̟)(aα
j ⊗ ci
α(dk
l − δlk)) =
(
̟(aα
j ⊗ cµ
α(dk
l − δlk))
)
⊗ S(ui
µ),
and so the generators ̟(aα
jaβ
l ⊗ ci
αck
β) and ̟(aα
j ⊗ ci
α(dk
l − δlk)) are stable under the
right H-coaction. Similarly for the other generators of NM˜ appearing in (5.17). The fact
that δR◦̟ applied to the generators (4.14) yields elements in NM˜⊗H follows immediately
from the fact that the ideal IH˜ defined in Ex. 2.5 is AdR-stable.
The third condition in eq. (5.14) is also verified by direct computation. For example
ver
(
̟(1⊗ ci
jck
l)
)
=
(
S(aµ
l)S(aν
j)cα
νcβ
µ + S(cµ
l)S(aν
j)cα
νdβ
µ
+S(aµ
l)S(cν
j)dα
νcβ
µ + S(cµ
l)S(cν
j)dα
νdβ
µ
)
⊗ S(ui
α)S(uk
β)
= ǫP (cα
j)ǫP (cβ
k)⊗ S(ui
α)S(uk
β) = 0,
with a similar computation yielding that ver
(
̟(1⊗ (ci
j(dk
l − δlk)))
)
= 0. We deduce
that all of the generators (5.17) are zero in the image of the map ver. Finally, for each of
the generators di
j , j = 1, 2, we have
ver ◦̟(1⊗ di
j) = ver(S(bµ
j)⊗ ci
µ + S(dµ
j)⊗ di
µ)
= (S(bµ
j)cα
µ + S(dµ
j)dα
µ)⊗ S(ui
α)
= ǫP (dα
j)⊗ S(ui
α) = 1⊗ S(ui
j),
from which it immediately follows that ver(NM˜) = M˜ ⊗ IH . 
Thus we have equipped the quantum four-sphere with a first order differential calculus
Ω1S4q which is compatible with that of the total space of the Hopf fibration S
7
q → S
4
q . The
next theorem gives this calculus Ω1S4q a more concrete description.
Theorem 5.6. The quantum space A[S4q ] = A[S
7
q ]
H has cotangent bundle
(5.18) Ω1S4q ≃ (P ⊗ V )
H˜⊗H ,
where the right H˜ ⊗H-comodule V is determined to be
(5.19) V = SpanC {x1, x
∗
1, x2, x
∗
2} .
Proof. The algebra M = A[S4q ] is generated by the elements x1, x
∗
1, x2, x
∗
2 and x0 = x
∗
0,
which we identify with generators of the H-coinvariant subalgebra of A[S7q ] as in Prop. 3.8.
Following the usual strategy for a framing comodule, we define the vector space V to be
the quotient P+∩M/IP ∩M . Since the generator x0 is not in the kernel of the counit ǫP ,
the ideal P+ ∩M is generated by x1, x
∗
1, x2, x
∗
2. Since the generators of M are just linear
combinations of the generators of A[CP3q], it is easy to check that all quadratic elements
in P+∩M are also in IP ∩M , so that V is the four-dimensional vector space given above.
From eqs. (3.22) and (4.10) we find that, up to scalar multiples, the elements xi, x
∗
j ,
i, j = 1, 2 are given by vkl := q−1c1
kd2
l − c2
kd1
l for k, l = 1, 2. The vector space V carries
a right H˜-coaction inherited from that on the vector space V˜ in (5.2), namely
(5.20) V → V ⊗ H˜, vkl = (q−1c1
kd2
l − c2
kd1
l) 7→ (q−1c1
µd2
l − c2
µd1
l)⊗ S˜(aµ
k),
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for each k, l = 1, 2. We further equip V with a right H-coaction by setting
(5.21) V → V ⊗H, vkl = (q−1c1
kd2
l − c2
kd1
l) 7→ (q−1c1
kd2
ν − c2
kd1
ν)⊗ S2(uν
l),
for each k, l = 1, 2. Note the use of the square of the antipode in the last formula to
ensure that we obtain the correct collection of coinvariant elements below.
These two coactions commuting, we think of V as a right H˜⊗H-comodule. The vector
space P = A[Spq(2)] is a right H˜ ⊗H-comodule as well. We equip P ⊗ V with the right
tensor product coaction. Proving the theorem is thus a matter of checking that the map
̟ : (P ⊗ V )H˜⊗H → Ω1S4q
is well-defined and a bimodule isomorphism. The map ̟ is by construction an M-M
bimodule map. Since the vector space V is spanned by the vectors vkl, for k, l = 1, 2, the
space (P ⊗ V )H˜⊗H is spanned as a left M-module by the elements
(5.22) aµ
kcν
l ⊗ vµν , aµ
kdν
l ⊗ vµν , bµ
kcν
l ⊗ vµν , aµ
kdν
l ⊗ vµν ,
for each k, l = 1, 2. It is straightforward to check that these are indeed H˜ ⊗H-coinvariant,
although they are not all independent. Furthermore, by direct computation we find that
1⊗(q−1c1
kd2
l − c2
kd1
l)− (q−1c1
kd2
l − c2
kd1
l)⊗ 1 =
= ̟
(
q−1(aµ
kbν
l ⊗ c1
µc2
ν + cµ
kbν
l ⊗ d1
µc2
ν + aµ
kdν
l ⊗ c1
µd2
ν + cµ
kdν
l ⊗ d1
µd2
ν)
−
(
aµ
kbν
l ⊗ c2
µc1
ν + cµ
kbν
l ⊗ d2
µc1
ν + aµ
kdν
l ⊗ c2
µd1
ν + cµ
kdν
l ⊗ d2
µd1
ν
)
−(q−1c1
kd2
l − c2
kd1
l)⊗ 1)
)
= ̟
(
aµ
kdν
l ⊗ (q−1c1
µd2
ν − c2
µd1
ν) + cµ
kbν
l ⊗ (q−1d1
µc2
ν − d2
µc1
ν)
−q−1c1
kd2
l ⊗ (qd2
1d1
2 − d1
1d2
2 + 1) + c2
kd1
l ⊗ (q−1d1
2d2
1 − d2
2d1
1 + 1)
)
= ̟
(
aµ
kdν
l ⊗ (q−1c1
µd2
ν − c2
µd1
ν) + cν
kbν
l ⊗ (q−1d1
µc2
ν − d2
µc1
ν)
−q−1c1
kd2
l ⊗ (1− 1
2
(1− x0)) + c2
kd1
l ⊗ (1− 1
2
(1− x0))
)
= ̟
(
aµ
kdν
l ⊗ (q−1bµ
2dν
1 − bµ
1dν
2) + cν
kbν
l ⊗ (q−1d1
µc2
ν − d2
µc1
ν)
+(c2
kd1
l − q−1c1
kd2
l)⊗ (c2
2c1
1 − c1
2c2
1)
)
= ̟
(
aµ
kdν
l ⊗ (q−1c1
µd2
ν − c2
µd1
ν) + cν
kbν
l ⊗ (q−1d1
µc2
ν − d2
µc1
ν)
)
,
for each k, l = 1, 2. We have used the fact that products of the form ci
jck
l are equivalent
to zero in the quotient space V . Using the commutation relations in the quantum group
P , it follows that certain linear combinations of the elements (5.22) are carried by the
map ̟ onto the one-forms
dxi = 1⊗ xi − xi ⊗ 1, dx
∗
j = 1⊗ x
∗
j − x
∗
j ⊗ 1, i, j = 1, 2,
so the map ̟ is surjective onto Ω1S4q . By construction, the kernel of ̟ applied to the
bimodule (P ⊗ (P+∩M))H˜⊗H is precisely the sub-bimodule (P ⊗ (IP ∩M))
H˜⊗H , which is
by definition carried onto the sub-bimodule NM of Ω˜
1S4q , which defines the calculus Ω
1S4q ,
so that ̟ is also injective when considered as a map from (P ⊗ V )H˜⊗H onto Ω1S4q . 
Of course, one could proceed further and calculate the bimodule relations in the calculus
Ω1S4q , as well as those in the calculi Ω
1S7q and Ω
1
CP
3
q. However, for us the important facts
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are that the calculus Ω1S4q is four-dimensional and explicitly described by the isomorphism
(5.18). In the next section, we shall use this knowledge to equip the quantum sphere with
a Hodge structure on two-forms and introduce corresponding anti-self-duality equations.
6. The Instanton Solution
We need to study the differential structure of the quantum sphere S4q in further detail.
Having equipped the quantum sphere S4q with a first order differential structure, we have
to extend it to obtain higher order differential forms. We will then be able to formulate
the notion of a Hodge structure on the quantum four-sphere and state an associated
set of anti-self-duality equations. As we shall see, this is a matter of understanding the
representation theory of the quantum group SUcopq (2)×SUq(2), out of which we construct
a suitable operator leading to an ‘antisymmetric’ tensor algebra of forms.
6.1. Representation theory of SUcopq (2)×SUq(2). We continue to write M = P
H˜⊗H
for the quantum principal bundle with
P = A[Spq(2)], H˜ = A[SU
cop
q (2)], H = A[SUq(2)], M = A[S
4
q ].
We write Vj and V˜j to denote the irreducible spin j corepresentations of H = A[SUq(2)]
and H˜ = A[SUcopq (2)], respectively. In particular, we need the spaces V 1
2
⊗V 1
2
and V˜ 1
2
⊗V˜ 1
2
,
equipped with the respective right tensor product coactions of A[SUq(2)] and A[SU
cop
q (2)].
Lemma 6.1. There is an isomorphism
Ψ : V 1
2
⊗ V 1
2
→ V 1
2
⊗ V 1
2
of right A[SUq(2)]-comodules defined by
Ψ(x⊗ x) = q1/2x⊗ x,
Ψ(x⊗ y) = q−1/2
(
y ⊗ x+ (q − q−1)x⊗ y
)
,
Ψ(y ⊗ x) = q−1/2x⊗ y,
Ψ(y ⊗ y) = q1/2y ⊗ y,
whose eigenvalues are q1/2 and −q−3/2 with multiplicities 3 and 1 respectively.
Proof. The given map is nothing other than the braiding on the category of rightA[SUq(2)]-
comodules induced by the coquasitriangular structure (2.14), which means precisely that
it is an isomorphism as claimed [17]. If in doubt, a direct verification is not difficult. The
matrix R occuring in (2.14) obeys the Hecke relation (R − q)(R + q−1) = 0, from which
its eigenvalues are easily found to be q and −q−1 with multiplicities 3 and 1 respectively.
Due to the normalisation factor ζ = q−1/2, the eigenvalues of Ψ are therefore just q1/2 and
−q−3/2 with the stated multiplicities. 
Similarly, there is an isomorphism
Ψ˜ : V˜ 1
2
⊗ V˜ 1
2
→ V˜ 1
2
⊗ V˜ 1
2
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of right A[SUcopq (2)]-comodules, determined by the canonical braiding on the category of
such comodules induced again by the coquasitriangular structure (2.12). The eigenvalues
here are once again q1/2 and −q−3/2 with multiplicities 3 and 1 respectively.
Writing W := V˜ 1
2
⊗ V 1
2
, it follows that we have an isomorphism
Φ : W ⊗W → W ⊗W
of right H˜ ⊗H-comodules defined by the formula
Φ := (id⊗ σ ⊗ id) ◦ (Ψ˜⊗Ψ) ◦ (id⊗ σ ⊗ id),
where σ : V 1
2
⊗ V˜ 1
2
→ V˜ 1
2
⊗ V 1
2
denotes the ordinary ‘flip’ on tensor factors. By inspection
we see that the eigenvalues of the map Φ are q, −q−1 and q−3 with multiplicities 9,
6 and 1 respectively. We would like to use the operator Φ to define the notion of an
‘antisymmetric’ tensor algebra over W .
Definition 6.2. We say that an element v ∈ W ⊗W is q-antisymmetric if it belongs to
the six-dimensional eigenspace of Φ of the eigenvalue −q−1.
To generalize this to elements of higher order, we need some additional manipulations.
It is straightforward to verify that Φ obeys the braid relation
(6.1) (id⊗ Φ)(Φ⊗ id)(id⊗ Φ) = (Φ⊗ id)(id⊗ Φ)(Φ⊗ id)
on W ⊗W ⊗W , as one might expect. More generally, for each r = 2, 3, . . ., we have a set
(6.2) {Φ1,Φ2, . . . ,Φr−1}
of automorphisms of the H˜ ⊗H-comodule ⊗r W :=W ⊗ · · · ⊗W made of r copies of W
and equipped with the tensor product coaction. The automorphism Φk is defined by
Φk := id⊗ · · · ⊗ Φ⊗ · · · ⊗ id,
where the tensor product has r− 1 factors and the map Φ occurs in the k-th position. It
is immediate from eq. (6.1) that these Φk satisfy the braid relation
(6.3) ΦkΦk+1Φk = Φk+1ΦkΦk+1, for k = 1, 2 . . . , r − 1.
Following [25], let Σr denote the permutation group on r objects and consider the set
of nearest neighbour transpositions
(6.4) {t1, t2, . . . , tr−1},
where the permutation tk is defined for each k = 1, 2, . . . , r − 1 as the operation which
exchanges the object in position k with the one in position k + 1, whilst leaving all other
objects in their places. For each p ∈ Σr we denote by I(p) the number of pairs of elements
in the sequence (p(1), p(2), . . . , p(r)) for which i < j but p(j) < p(i); then the permutation
p is a product of I(p) elements in the set (6.4),
(6.5) p = tk1tk2 . . . tkI(p) .
We define an automorphism Πp of the H˜ ⊗ H-comodule ⊗
rW by replacing each of the
transpositions in the permutation (6.5) by the corresponding element of the set (6.2). Due
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to the braid relation (6.3), the resulting automorphism is independent of the decomposi-
tion (6.5). We have then,
(6.6) Πp := Φk1Φk2 . . .ΦkI(p) .
Using these, finally we define the ‘antisymmetrisation operator’ Ar by the formula
(6.7) Ar :=
∑
p∈Σr
(−1)I(p)Πp.
For r = 1 we set A1 := id, the identity operator on W . Also, we set W
0 := C to be the
trivial H˜ ⊗H-comodule. This means that we arrive at the following definition.
Definition 6.3. The vector space W∧r of q-antisymmetric elements in the tensor product
⊗rW is defined to be
W∧r := ⊗rW/KerAr, r = 1, 2, . . . .
Moreover, for each v ∈ W∧r and w ∈ W∧s we define v∧qw ∈ W
∧(r+s) to be the projection
of the tensor v ⊗ w to its q-antisymmetric part.
A close inspection finds the vector spaces W∧r to be of dimensions 1, 4, 6, 4 and 1
when r = 0, 1, 2, 3 and 4, respectively, and zero otherwise. We write W • := ⊕rW
∧r for
the graded vector space of all q-antisymmetric tensors. Since the H˜⊗H-coaction preserves
the eigenspaces of Φ, the tensor product coaction descends to a right H˜ ⊗H-coaction on
each of the quotient vector spaces W∧r and hence to a coaction on W •.
Lemma 6.4. The wedge product v⊗w 7→ v ∧q w is H˜ ⊗H-covariant and makes W
• into
a graded associative algebra.
Proof. The fact that the product is graded and associative is straightforward. Covariance
of the product is precisely the statement that the braiding Φ is an intertwiner for the
H˜⊗H-coaction on the tensor product W = V˜ 1
2
⊗V 1
2
and so preserves its eigenspaces. 
6.2. Hodge structure on S4q . Using the combinatorics of the previous section, we are
ready to equip S4q with a full algebra of differential forms. To this end, again recall from
Theorem 5.6 that the sphere S4q is a quantum manifold having cotangent bundle
(6.8) Ω1S4q ≃ (P ⊗ V )
H˜⊗H ,
with V given in (5.19) and corresponding and rather complicated right H˜ ⊗H-coaction
in eqs. (5.20) and (5.21). The following lemma makes things a little easier to work with.
Lemma 6.5. There is a unitary equivalence
(6.9) V ≃W := V˜ 1
2
⊗ V 1
2
of right A[SUcopq (2)]⊗A[SUq(2)]-comodules.
Proof. The vector space V in (5.19) is a four-dimensional irreducible right H˜ ⊗ H-
comodule. Up to unitary equivalence, the irreducible four-dimensional H˜ ⊗H-comodules
are just
V˜ 3
2
⊗ V0, V˜ 1
2
⊗ V 1
2
, V˜0 ⊗ V 3
2
.
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By inspection we see that both of the tensor factors A[SUcopq (2)] and A[SUq(2)] coact
non-trivially on V , whence we must have the isomorphism as stated. 
In the notation of eq. (2.6) for associated vector bundles, the cotangent bundle Ω1S4q
is isomorphic to the vector bundle M(V ) associated to the H˜ ⊗ H principal bundle
A[S4q ] →֒ A[Spq(2)]. In the spirit of associated bundles, one is led immediately to the
following definition of the differential forms of higher order.
Definition 6.6. We define the space of differential r-forms on the quantum sphere S4q to
be the A[S4q ]-bimodule Ω
rS4q :=M(V
∧r).
Here V ∧r is the space of q-antisymmetric elements as in Definition 6.3. Next we make
Ω•S4q := ⊕rΩ
rS4q into a graded associative algebra. Indeed, the wedge product ∧q on V
•
as in Lemma 6.4, makes it easy to equip Ω•S4q with a graded associative algebra structure.
For ω = a⊗v and ω′ = b⊗w, with a, b ∈ P = A[Spq(2)] and v ∈ V
∧r, w ∈ V ∧s, we define
ω ∧q ω
′ := (ab)⊗ (v ∧q w).
This gives a well-defined product on differential forms.
Lemma 6.7. The product ∧q makes Ω
•S4q into a graded associative algebra.
Proof. Associativity of the product on Ω•S4q follows from associativity of the product on
V •. It remains to check that, if a, b ∈ P = A[Spq(2)] and v ∈ V
∧r, w ∈ V ∧s are such that
a ⊗ v and b ⊗ w are H˜ ⊗ H-coinvariant, then so is the product (ab) ⊗ (v ∧q w). To this
end, we compute that under the H˜ ⊗H-coaction
(ab)⊗ (v ∧q w) 7→ (ab)
(0) ⊗ (v ∧q w)
(0) ⊗ (ab)(1)(v ∧q w)
(1)
= a(0)b(0) ⊗ (v(0) ∧q w
(0))⊗ (a(1)v(1))(b(1)w(1))
= (ab)⊗ (v ∧q w)⊗ 1,
as required. 
The product ∧q is surjective (which may be checked just as in [9], for example) and so
the calculus Ω•S4q is generated in degree one, meaning that every form of degree r ≥ 1 can
be written as a product of one-forms. From general considerations [25], it is automatic
that the exterior derivative d : A[S4q ]→ Ω
1S4q (which we have not explicitly given, since we
do not need it) extends uniquely to a de Rham complex d : ΩrS4q → Ω
r+1S4q by requiring
it to satisfy d2 = 0 and the graded Leibniz rule
(6.10) d(ω ∧q ω
′) = (dω) ∧q ω
′ + (−1)rω ∧q (dω
′), ω ∈ ΩrS4q , ω
′ ∈ Ωr
′
S4q .
The ∗-structure on A[S4q ] also extends uniquely to an involution on Ω
•S4q satisfying
dω∗ = −(dω)∗, for all ω ∈ Ω•S4q .
We are interested, in particular, in the space Ω2S4q of two-forms. Just as in the classical
case, this space has a nice decomposition into components given by irreducible represen-
tations of SUcopq (2)× SUq(2).
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Proposition 6.8. There is a decomposition of A[S4q ]-bimodules
Ω2S4q ≃ Ω
2
+S
4
q ⊕ Ω
2
−S
4
q ,
where the sub-bimodules Ω2±S
4
q are to be determined.
Proof. Just as in the classical case, the required decomposition of the bimodule Ω2S4q will
come from decomposing the H˜ ⊗ H-comodule V ∧2 into irreducible sub-comodules. The
latter is just the space of q-antisymmetric tensors in the comodule
V ⊗ V ≃ (V˜ 1
2
⊗ V 1
2
)⊗ (V˜ 1
2
⊗ V 1
2
)
= (V˜0 ⊗ V0)⊕ (V˜0 ⊗ V1)⊕ (V˜1 ⊗ V0)⊕ (V˜1 ⊗ V1),
where we have expanded the tensor products as a Clebsch-Gordan series of irreducible
sub-comodules. It is clear from Definition 6.2 that the antisymmetric tensors in this case
are precisely those in the subspace (V˜0 ⊗ V1)⊕ (V˜1 ⊗ V0). We define
Ω2+S
4
q :=M(V˜1 ⊗ V0) ≃M(V˜1), Ω
2
−S
4
q :=M(V˜0 ⊗ V1) ≃M(V1)
to obtain the decomposition as stated. 
Definition 6.9. The Hodge ∗-operator ∗ : Ω2S4q → Ω
2S4q is the linear map defined by
∗(ω±) := ±ω± for ω± ∈ Ω
2
±S
4
q ,
and extended by left A[S4q ]-linearity. A two-form ω+ ∈ Ω
2
+S
4
q is said to be self-dual; a
two-form ω− ∈ Ω
2
−S
4
q is said to be anti-self-dual.
6.3. Differential structure of twistor space. Having studied the higher-order differ-
ential forms on the sphere S4q , we turn to the differential geometry of twistor space CP
3
q
that we construct in a similar manner. This time we start with the framing of twistor
space CP3q computed in Theorem 5.4, with the quantum principal bundle M̂ = P
H′⊗H
now given by
P = A[Spq(2)], H
′ = A[U(1)], H = A[SUq(2)], M̂ = A[CP
3
q]
and corresponding cotangent bundle Ω1CP3q ≃ (P ⊗ V̂ )
Ĥ . In the notation of §2.3, we
continue to write Vj for the irreducible A[SUq(2)]-comodule with spin j while Uk denotes
the irreducible A[U(1)]-comodule with index k.
Proposition 6.10. There is a unitary equivalence of right H ′ ⊗H-comodules
(6.11) V̂ ≃ (U2 ⊗ V0)⊕ (U1 ⊗ V 1
2
)⊕ (U0 ⊗ V0)⊕ (U−1 ⊗ V 1
2
)⊕ (U−2 ⊗ V0).
Proof. This is immediate by inspection of the formulæ (5.5). Indeed, we have that
U2 ⊗ V0 = SpC{q12}, U0 ⊗ V0 = SpC{q11}, U−2 ⊗ V0 = SpC{q21},
U1 ⊗ V 1
2
= SpC{q32, q42}, U−1 ⊗ V 1
2
= SpC{q23, q24},
from which the result follows. 
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We shall also use the shorthand notation
T+ := (U2 ⊗ V0)⊕ (U1 ⊗ V 1
2
), T0 := (U0 ⊗ V0), T− := (U−1 ⊗ V 1
2
)⊕ (U−2 ⊗ V0),
so that V̂ ≃ T+⊕T0⊕T−. In terms of the decomposition (5.7) for Ω
1CP3q, clearly we have
(6.12) Ω1+CP
3
q ≃M(T+), Ω
1
0CP
3
q ≃M(T0), Ω
1
−CP
3
q ≃M(T−).
As we did for the four-sphere, we use the associated bundle construction to define
higher-order differential forms on twistor space.
Lemma 6.11. There is an isomorphism Φ̂ : V̂ ⊗ V̂ → V̂ ⊗ V̂ of right H ′ ⊗H-comodules
whose eigenvalues are 1, −1, q1/2 and −q−3/2.
Proof. Since the Hopf algebra H ′ = A[U(1)] is commutative, the braiding on the set of
comodules Uk, for k ∈ Z, is just the tensor flip σ : Uk⊗Uℓ → Uℓ⊗Uk. Similarly, it is clear
that the tensor flip σ : V0 ⊗ V 1
2
→ V 1
2
⊗ V0 is an isomorphism of A[SUq(2)]-comodules.
Moreover, we know from Lemma 6.1 that there is an isomorphism Ψ : V 1
2
⊗V 1
2
→ V 1
2
⊗V 1
2
of H-comodules. With respect to the decomposition (6.11) of the H ′ ⊗ H-comodule V̂ ,
the required braiding map is therefore just the tensor flip
(Uj ⊗ V0)⊗ (Uk ⊗ V0)→ (Uk ⊗ V0)⊗ (Uj ⊗ V0),
together with the map
Φ̂ : (Uj ⊗ V 1
2
)⊗ (Uk ⊗ V 1
2
)→ (Uk ⊗ V 1
2
)⊗ (Uj ⊗ V 1
2
),
defined by
Φ̂ := (id⊗ σ ⊗ id) ◦ (σ ⊗Ψ) ◦ (id⊗ σ ⊗ id).
The single eigenvalue of the tensor flip σ acting on tensor products of comodules Uk is just
1 (because it only ever acts on one-dimensional vector spaces). On the other hand, the
flip operator σ on products of the form V0⊗V 1
2
has eigenvalues ±1. Since the eigenvalues
of Ψ are just q1/2 and −q−3/2, the eigenvalues of Φ̂ are those as stated. 
In this case we say that an element v ∈ V̂ ⊗ V̂ is q-antisymmetric if it lies in the direct
sum of the −1 and −q−3/2 eigenspaces, which is a 21-dimensional subspace of V̂ ⊗V̂ . More
generally, we use the braiding operator Φ̂ to construct a q-antisymmetrisation operator
on each of the tensor products ⊗r V̂ , just as we did for the quantum four-sphere: the
construction is identical and so we shall not repeat the details.
We write V̂ ∧r for the quotient of the space⊗r V̂ by the kernel of the q-antisymmetrisation
operator built from the braiding Φ̂, and we set V̂ 0 := C to be the trivial H˜⊗H-comodule.
Again, just as was the case for the four-sphere, there is an H˜ ⊗ H-covariant graded as-
sociative product on the vector space V̂ • := ⊕rV̂
∧r defined for v ∈ V̂ ∧r, w ∈ V̂ ∧s by
v ⊗ w 7→ v ∧q w, where v ∧q w is the q-antisymmetric part of v ⊗ w.
Definition 6.12. The space of differential r-forms on twistor space CP3q is the A[CP
3
q]-
bimodule ΩrCP3q :=M(V̂
∧r). The vector space Ω•CP3q := ⊕rΩ
rCP3q is a graded associative
algebra, with product defined by
(a⊗ v)(b⊗ w) = (ab)⊗ (v ∧q w), v ∈ V̂
∧r, w ∈ V̂ ∧s, a, b ∈ A[Spq(2)].
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In exactly the same way as in Lemmata 6.4 and 6.7, one checks that this product is as-
sociative and well-defined on differential forms, besides being H˜⊗H-covariant. Moreover,
the exterior derivative d : A[CP3q]→ Ω
1CP3q (which again we have not written explicitly)
extends uniquely to a de Rham complex d : ΩrCP3q → Ω
r+1CP3q such that d
2 = 0 and
d(ω ∧q ω
′) = (dω) ∧q ω
′ + (−1)rω ∧q (dω
′), ω ∈ ΩrCP3q, ω
′ ∈ Ωr
′
CP
3
q.
The ∗-structure on A[CP3q] also extends uniquely to an involution on Ω
•CP3q satisfying
dω∗ = −(dω)∗ for all ω ∈ Ω•CP3q. The product on V̂
• being surjective means that so is
the product on Ω•CP3q and every differential r-form can be expressed as the product of
exactly r differential one-forms. Furthermore, the decomposition
Ω1CP3q = Ω
1
+CP
3
q ⊕ Ω
1
0CP
3
q ⊕ Ω
1
−CP
3
q
in terms of the differential sub-calculi (6.12) gives some extra structure to this differential
calculus in the form of a Z3-grading, defined in the following way.
Definition 6.13. With (m, a, n) ∈ Z3, an r-form ω ∈ ΩpCP3q is said to be of type (m, a, n)
if it is the product ofm elements of Ω1+CP
3
q, a elements of Ω
1
0CP
3
q and n elements of Ω
1
−CP
3
q.
It is clear that an r-form of type (m, a, n) must obey r = m+a+n. Moreover, although
the values (m, a, n) are allowed a priori to take arbitrary value, it is evident that the only
non-zero spaces of forms of type (m, a, n) are those with m,n ∈ {0, 1, 2, 3} and a ∈ {0, 1}.
6.4. The geometry of the twistor fibration. Recall the q-deformed version of the
Penrose twistor fibration CP3 → S4 expressed as an inclusion of coordinate algebras
η : A[S4q ] →֒ A[CP
3
q]
in eq. (3.23). In the classical case, differential forms on the base space S4 may be pulled
back along the fibration to give differential forms on twistor space CP3. In the noncom-
mutative case, there is a similar phenomenon defined as follows.
Proposition 6.14. There is an injective linear ‘push-out’ map
η∗ : Ω
•S4q → Ω
•
CP
3
q
which is an intertwiner for the respective A[S4q ]- and A[CP
3
q]-bimodule structures.
Proof. Using the canonical projection π : A[SUcopq (2)]→ A[U(1)], theA[SU
cop
q (2)]-comodule
V˜ 1
2
is automatically an A[U(1)]-comodule according to
∆′1
2
: V˜ 1
2
→ V˜ 1
2
⊗A[U(1)], ∆′1
2
:= (id⊗ π) ◦ ∆˜ 1
2
.
By inspection, we see that there is a simple isomorphism V˜ 1
2
≃ U1 ⊕ U−1 as A[U(1)]-
comodules. Consequently, there is an injective morphism of right comodules
j : V → V̂ , V = V˜ 1
2
⊗ V 1
2
→ (U1 ⊗ V 1
2
)⊕ (U−1 ⊗ V 1
2
) ⊆ V̂ ,
so that the map j : V → V̂ simply takes the A[SUcopq (2)] ⊗ A[SUq(2)]-comodule V and
views it as an A[U(1)] ⊗ A[SUq(2)]-sub-comodule of V̂ according to the decomposition
(6.11). The operation V → V ∧• being functorial there is an induced comodule morphism
j∗ : V
∧r → V̂ ∧r, r = 0, 1, 2, . . . .
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This induces a similar morphism η∗ : P⊗V
∧r → P⊗V̂ ∧r of tensor product comodules and
there is an induced map η∗ : Ω
rS4q → Ω
r
CP
3 upon passing to the coinvariant elements. 
The above simple result gives rise to the following characterisation of anti-self-dual two
forms on S4q . Save for the fact that we are working with q-deformed tensors, its proof is
just representation theory and is more or less identical to the classical situation (cf. [1]).
Proposition 6.15. A two-form ω ∈ Ω2S4q is anti-self-dual if and only if its push-out
η∗ω ∈ Ω
2
CP
3
q along the twistor fibration is a two-form of type (1, 0, 1).
Proof. Recall from Prop. 6.8 that the space Ω2−S
4
q of anti-self-dual two-forms on S
4
q is the
space of two-forms M(V1) associated to the spin 1 corepresentation of the Hopf algebra
A[SUq(2)]. To prove the claim, we need to examine the image of the space Ω
2
−S
4
q under
the push-out map η∗, which we do by looking at the decomposition of the vector space V̂
into irreducible A[SUq(2)]-comodules. Clearly the push-out of a two-form on S
4
q cannot
involve the ‘extra dimension’ M(T 0) in the calculus Ω•CP3q, so the push-out η∗ω of an
anti-self-dual two-form ω ∈ Ω2−S
4
q must have a decomposition
η∗ω = ω
2,0,0 + ω1,0,1 + ω0,0,2
by type. The spaces of two-forms of type (2, 0, 0) and (0, 0, 2) are both one-dimensional
trivial A[SUq(2)]-comodules, whence we must have ω
2,0,0 = ω0,0,2 = 0 and so the image
η∗Ω
2
−S
4
q consists of two-forms of type (1, 0, 1). The converse is now immediate. 
6.5. Twistor geometry of the instanton. We are ready for the definition of an instan-
ton on the quantum four-sphere S4q . Firstly, a connection on a finitely generated projective
right A[S4q ]-module E is a linear map ∇ : E → E ⊗A[S4q ] Ω
1S4q obeying the Leibniz rule
∇(ξa) = (∇ξ)a+ ξ ⊗ da, ξ ∈ E , a ∈ A[S4q ].
Any such ∇ extends uniquely to
∇ : E ⊗A[S4q ] Ω
rS4q → E ⊗A[S4q ] Ω
r+1S4q ,
defined for all r ≥ 0 and obeying the graded Leibniz rule
∇(ξω) = (∇ξ) ∧q ω + (−1)
rξ ⊗ (dω)
for all ξ ∈ E ⊗A[S4q ] Ω
rS4q and ω ∈ Ω
•S4q . The curvature of the connection ∇ is the map
F := ∇2 : E → E ⊗A[S4q ] Ω
2S4q .
This map F is A[S4q ]-linear, whence we may think of it as a two-form on S
4
q taking values
in the algebra EndA[S4q ](E) of A[S
4
q ]-linear endomorphisms of E or, more precisely, as an
element F ∈ HomA[S4q ](E , E ⊗A[S4q ] Ω
2S4q ) ≃ EndA[S4q ](E)⊗A[S4q ] Ω
2S4q .
Definition 6.16. A connection ∇ : E → E ⊗A[S4q ] Ω
1S4q is said to be an instanton if its
curvature F is an anti-self-dual two-form for the Hodge ∗-operator
id⊗ ∗ ≃ ∗ : Ω2S4q → Ω
2S4q .
Associated to the projection p of eq. (3.17) which defines the four-sphere S4q there is a
canonical example of a noncommutative vector bundle over S4q .
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Definition 6.17. The canonical instanton vector bundle on the quantum four-sphere S4q is
the right A[S4q ]-module E := PA[S
4
q ]
4 defined by the complementary projection P := id−p.
As usual, the vector bundle E comes equipped with the canonical Grassmann connection
∇ := P ◦ d. We claim that this connection has anti-self-dual curvature. To prove this, we
make use of the geometry of the twistor fibration over S4q as described in §6.4. Indeed,
using Prop. 6.15 we immediately deduce that, with the projection P := id−p, the curvature
of the connection ∇ = P ◦ d on S4q is an anti-self-dual two-form and hence that this
connection is an instanton, as claimed.
Theorem 6.18. The curvature F = P(dP)2 of the connection ∇ = P ◦d is anti-self-dual,
that is to say
∗F = −F,
where ∗ : Ω2S4q → Ω
2S4q is the Hodge ∗-operator as in Definition (6.16).
Proof. Recall from eq. (3.14) that the projection p decomposes as p = uu∗, where the
partial isometry u obeys u∗u = 12. Using this, one finds that
d(uu∗) = P(du)u∗ + u(du∗)P,
and hence in turn that
(dP) ∧q (dP) = P(du) ∧q (du
∗)P + u(du∗)P ∧q P(du)u
∗,
where we have used u∗P = 0 = Pu. The second term in the above expression is identically
zero when acting on any element in the image E of P, whence the curvature F of the
connection ∇ works out to be
F = P(dP)2 = P(du) ∧q (du
∗)P
or, in terms of explicit matrix components,
Fab =
∑
j,l
Paj ((dzj) ∧q (dz
∗
l ) + (dJzj) ∧q (dJz
∗
l ))Plb
for a, b = 1, . . . , 4. It is clear by inspection that on twistor space A[CP3q] this is a two-form
of type (1, 0, 1), whence by Prop. 6.15 the curvature F is anti-self-dual, as claimed. 
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