By virtue of the stabilizability and detectability properties of the system, there is a A ( S ) such that
A(S)A'( -S ) = R + C(SI-A)-'BQE'( -S I -A ' ) -' C '
(1 1)
where A(S) is square invertible matrix whose inverse is analytic in the right half of the S plane [5] . Therefore,
A(S) = C ( S I -A )-IPC'R ~ I " + R I"
(12) let then from (7) , y = BR -112.
(14)

A ( S ) = C ( S I -A ) -~B + R~/~ (15)
Equations (12) and (13) give and substituting for K from (14) into (9) gives
H(S)=(SI-A)~~'BR~''2[I+C(SI-A)~1BR-1'2 I -] = ( S I -A ) -' B [ R + C ( S I -A ) -' B ] ~ I
(16) from (1 5)
H ( S ) = (SI -A ) -' B A ~ l(S).
(17)
The numerical procedure of the algorithm is then re_duced to solving (1 1) to obtain the spectral factor A ( S ) , (15) to solve for B , and (17) to compute the transfer matrix of the minimum variance estimator.
If R is equal to zero, these equations become
A(S)A'( -S ) = C ( S I -A ) -' E Q E ' ( -SI-A')-'C',
C ( S I -A ) -le= A(S)
and
H ( S ) = ( S I -A ) -] B A -] ( S ) .
This shows that the perfect measurement system can be treated as a special case of the noisy system. Equations (18) through (20) are exactly the same as those derived in [2] .
CONCLUSIONS
A unified solution to the transfer function of the minimum variance estimator of the state of a linear continuous-time system has been derived. It is shown that the perfect measurement system is a special case of the generally noise system. The solution in these special cases is identical to that obtained in (21.
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R. E. Kalman and R. Abstract-A state-estimation design problem involving parametric plant uncertainties is considered. An estimation error bound suggested by multiplicative white noise modeling is utilized for guaranteeing robust estimation over B specified range of parameter uncertainties. Necessary conditions which generalize the optimal projection equations for reducedorder state estimation are used to characterize the estimator which minimizes the error bound. The design equations thus effectively serve as sufficient conditions for synthesizing robust estimators. Additional features include the presence of a static estimation gain in conjunction with the dynamic (Kalman) estimator to obtain a nonstrictly proper estimator.
I. INTRODUCTION
A s is well known [1]-[U], the performance of optimal filters based upon nominal parameter values may be severely degraded in the presence of parameter deviations. Thus, it is desirable to obtain robust state estimators which provide acceptable performance over the range of parametric uncertainty. The approach of the present paper is related to the guaranteed cost approach developed for control in [13] , [I41 and applied to estimation in [3] . Specifically, the main idea is to bound the effect of the uncertain parameters on the estimation error over the uncertainty range and then choose estimator gains to minimize the estimation bound. Thus, the actual estimation error is guaranteed to lie below the prescribed upper bound.
The technique used to determine minimizing estimator gains is a generalization of the optimal projection equations for reduced-order state estimation (151. Thus, the results of the present paper effectively extend the results of [15] to the case of parameter uncertainties. It should be noted that the optimal projection equations, which are necessary conditions for optimality , now serve as sufficient conditions for robust estimation by virtue of the fact that a bound on the estimation error is being minimized rather than the estimation error itself. The bound utilized in the present paper was originally suggested by multiplicative white noise 
II. NOTATION AND DEFINITIONS
Note: All matrices have real entries. the state-estimation error criterion J(A,, Be, C, , 0, ) 
e sup lim 1-m sup 3 [ L x ( t ) -y , ( t ) l T R [ L x ( f ) -y e ( t ) ] (3.6)
For each estimator (Ae, B,, C,, De) and system variation (AA, AC) E
U, the disturbed augmented system (3.1)-(3.5) is given by
where f ( t ) 6 [xr(t), x,T(t)] and $ ( t ) has intensity P E N can be expressed in terms of the second-moment matrix.
The cost
A. AA I?
Real numbers, r x s real matrices, Rrxl. r x r identity matrix, transpose, expected value.
Kronecker sum, Kronecker product [20] . r x r symmetric, nonnegative-definite, positive-definite matrices.
n x n matrices; I x n matrices. i x n matrix.
[ "
n, I-dimensional white noise.
Intensity of wl(.), w2(.); VI E N n , V2 E P'.
Cross intensity of wl(.), wz(.).
Positive number.
Positive number, i = 1, . . . , p .
Real number,
A , + (a/2)Zne.
ROBUST ESTIMATION PROBLEM
Let U C R n X " x R l x n denote the set of uncertain perturbations (AA, AC) of the nominal plant matrices A and C .
Robust Estimation Problem: For fixed ne 5 n, determine ( A e , Be, C,, 0,) such that, for the system consisting of the nth-order disturbed plant 
Iv. SUFFICIENT CONDITIONS FOR ROBUST PERFORMANCE
The following result is immediate. where, for i = 1, * . , p:A, E R n x n and C, E R I x n are fixed matrices denoting the structure of the parametric uncertainty in the dynamics and measurement matrices; a, is a given positive number; and U, is an uncertain real parameter. In practice, the form of AA and A C permits the modeling of linear parameter uncertainties of arbitrary structure. Note that the uncertain parameters U, are assumed to lie in a specified ellipsoidal region in RP. The augmented system thus has structured uncertainty of the form
where Remark 5.1: Note that (5.1) allows a particular parameter U, to appear in both AA and AC. Thus, it is possible to consider the case in which the uncertainties AA and A C are known to be correlated. Of course, for a given i, A , or C, can be set to zero so that the similar form of AA and A C represents no restriction.
We now specify the bounding function Q satisfying (4.3). 
VI. THE AUXILIARY MINIMIZATION PROBLEM
Our goal is to minimize the error bound (4.6). satisfied. Hence, with (6.2), the hypotheses of Theorem 4.1 are satisfied so that the system (3.7) is stable over ' U with estimation bound (4.6). Note U Remark 6. I: The conservatism of the bound (6.3) is difficult to predict for two reasons. First, the overbounding (4.3) holds with respect to the partial ordering of the nonnegative-definite matrices for which no scalar measure of conservatism is available. And second, the bound (4.3) is required to hold for all nonnegative-definite matrices Q and estimator gains Be. The conservatism will thus depend upon the actual values of Q and Be determined by solving (5.4).
Auxiliary Minimization Problem: Determine (Q,
that (6.3) is merely a restatement of (4.6).
VII. NECESSARY CONDITIONS FOR THE AUXILIARY MINIMIZATION PROBLEM
Rigorous application of the Lagrange multiplier technique requires additional technical assumptions. Specifically, we further restrict (Q, A,, Be, C,, 0,) 
~111. SUFFICIENT CONDITIONS FOR ROBUST, REDUCED-ORDER ESTIMATION
The main result guaranteeing robust estimation can now be stated.
Theorem 8.1: Suppose there exist Q, Q, P E RI" satisfying (7.9)-(7.12), le_tA,, Be, C,, 0, be given by (7.5)-(7.8), and suppose that ( A + AA) is stabilizable for all (AA, AC) E U with U given by (5.1).
Then A, is asymptotically stable, A + AA is asymptotically stable for all (AA, AC) E U, and the estimation error satisfies the performance bound Proof: Theorem 7.1 and Remark 7.2 imply that Q given by (7.4) is nonnegative definite and satisfies (5.4). With the stabilizability assumption, 0 = Z , (so that perfect measurements of the entire state are available), and Q satisfying (7.9) is positive definite. Then it follows from Theorem 7.1 that .i = I,, ?, = 0, C, = 0 (i.e., the dynamic filter is disabled), 0, = L , and by (8.1), J = 0. This is, of course, the expected result since perfect estimation is achievable in this case. In this paper, we restrict out attention to the special case of linear observations and constant diffusion coefficients, i.e., dXr=f(Xr)dt+odw,, X, E Wn, P ( x~) = P~( x~) ( 1.1') dyf=gX,dt+NA'2dOr, y , E R",
Approximate and Limit Results for
where U , g are matrices of appropriate dimensions. In the multidimensional case, we impose some additional potential-like structural conditions onfi. The paper is organized as follows. The one-dimensional problem (n = rn = 1) is treated in Sections 11 and III. In Section 11, we present our basic approximation theorem, which holds whether No is small or not. We further demonstrate that, if No + 0 the approximations exhibit certain nice limiting behavior, then the rescaled conditional density converges (weakly and pointwise) to a Gaussian density. In Section 111, we check out explicitly the limiting behavior of the approximations and derive explicit conditions onA.) under which the density indeed converges to a Gaussian one. Finally, in Section IV, we extend our results to a class of multidimensional problems.
We make throughout, the following assumption.
(Al) A -) is continuously differentiable with bounded first partial derivatives.
II. AN APPROXIMATION THEOREM-THE ONE-DIMENSIONAL CASE
In this section, an approximation theorem for the unnormalized conditional density p(zly9 is presented. Throughout, the one-dimensional case is treated. Multidimensional extensions are postponed to Section IV.
Without loss of generality, we assume U = 1 in (1.1'). Recall that under (A-1), a solution to (1.1') exists and is unique. Moreover, the measure PI defined by the pair (1.1 '), (I .2 ' 
