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WHISKERS AND SEQUENTIALLY COHEN-MACAULAY GRAPHS
CHRISTOPHER A. FRANCISCO AND HUY TA`I HA`
Abstract. We investigate how to modify a simple graph G combinatorially to obtain
a sequentially Cohen-Macaulay graph. We focus on adding configurations of whiskers to
G, where to add a whisker one adds a new vertex and an edge connecting this vertex to
an existing vertex of G. We give various sufficient conditions and necessary conditions on
a subset S of the vertices of G so that the graph G ∪W (S), obtained from G by adding
a whisker to each vertex in S, is a sequentially Cohen-Macaulay graph. For instance, we
show that if S is a vertex cover of G, then G ∪W (S) is a sequentially Cohen-Macaulay
graph. On the other hand, we show that if G\S is not sequentially Cohen-Macaulay,
then G∪W (S) is not a sequentially Cohen-Macaulay graph. Our work is inspired by and
generalizes a result of Villarreal on the use of whiskers to get Cohen-Macaulay graphs.
1. Introduction
Let G = (VG, EG) be a simple graph (no loops or multiple edges) with vertex set
VG = {x1, . . . , xn} and edge set EG. We can associate to G a square-free monomial ideal
I(G) = (xixj | {xi, xj} ∈ EG) ⊂ R = k[x1, . . . , xn]
The ideal I(G) is usually referred to as the edge ideal of G.
In recent years there has been a flurry of work investigating how the combinatorial data
of G appears in algebraic invariants and properties of I(G). We mention, for example,
the works [3, 6, 8, 9, 11, 14, 15, 16, 19, 21, 22]. In this paper, we examine how a particular
structure of G affects the Cohen-Macaulayness and sequentially Cohen-Macaulayness of
its edge ideal. The property of being sequentially Cohen-Macaulay was first introduced
by Stanley [20] as a generalization of the well-known property of being Cohen-Macaulay.
We recall the definition of sequentially Cohen-Macaulay modules over a polynomial ring.
Definition 1.1. Let M be a graded module over R = k[x1, . . . , xn]. We say that M is
sequentially Cohen-Macaulay if there exists a filtration
0 =M0 ⊂M1 ⊂ · · · ⊂Mr =M
of M by graded R-modules such that dimMi/Mi−1 < dimMi+1/Mi for all i, where dim
denotes Krull dimension, and Mi/Mi−1 is Cohen-Macaulay for all i.
A graph G is said to be (sequentially) Cohen-Macaulay if R/I(G) is a (sequen-
tially) Cohen-Macaulay R-module. Stanley introduced the notion of sequential Cohen-
Macaulayness in connection with work of Bjo¨rner and Wachs on nonpure shellability.
Pure shellable complexes are Cohen-Macaulay, and Stanley identified sequential Cohen-
Macaulayness as the appropriate analogue in the nonpure setting; that is, all nonpure
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shellable complexes are sequentially Cohen-Macaulay. The notion of sequentially Cohen-
Macaulayness has arisen in a number of interesting contexts. For example, Peskine char-
acterized the sequentially Cohen-Macaulay R-modules in terms of vanishing or Cohen-
Macaulayness of certain Ext modules. For a proof, see Herzog and Sbarra’s paper [12],
where they also show that if I is a homogeneous ideal, R/I is sequentially Cohen-Macaulay
if and only if the local cohomology modules of R/I and R/Gin(I) have the same Hilbert
functions (using the reverse-lex gin). On the combinatorial side, one particularly interest-
ing result is due to Duval, who showed in [2] that algebraic shifting preserves the h-triangle
of a simplicial complex ∆ if and only if ∆ is sequentially Cohen-Macaulay.
Classifying all Cohen-Macaulay or sequentially Cohen-Macaulay graphs is intractable,
and thus it is natural to study some special classes of graphs. Of particular interest is
the class of trees and forests, or slightly more generally, chordal graphs. For example,
Faridi [5] showed that simplicial trees are sequentially Cohen-Macaulay; the first author
and Van Tuyl [6] extended this property in the case of graphs to the class of all chordal
graphs; and, on the other hand, Herzog, Hibi, and Zheng [11] proved that a chordal graph
is Cohen-Macaulay if and only if it is unmixed.
Our paper complements this work, asking: Given an arbitrary graph G, how can one
modify G to obtain a sequentially Cohen-Macaulay graph? Motivated by Villarreal’s work
in [21], we investigate the effect of adding “whiskers” to a graph. To add a whisker at a
vertex y to G, one adds a new vertex x and the edge connecting x and y to G. We denote
by G ∪W (y) the graph obtained from G by adding a whisker at y. More generally, if
S ⊂ VG is a subset of the vertices of G, then we denote by G ∪W (S) the graph obtained
from G by adding a whisker at each vertex in S. The origin of the name is clear from a
picture of a whisker added to each vertex of a cycle, and the terminology appears in [19].
A primary inspiration for this paper is Villarreal’s theorem from [21] (where contri-
butions of Vasconcelos, Herzog, and Fro¨berg are also cited); see also [19, Theorem 2.1].
He showed that if G is a graph, and H is the graph formed by adding a whisker to ev-
ery vertex of G, then H is Cohen-Macaulay. This result is sharp: One needs in general
to add a whisker to all vertices of G, and adding fewer whiskers can actually make a
Cohen-Macaulay graph no longer Cohen-Macaulay.
The goal of this paper is to explore how adding different configurations of whiskers to a
graph G affects the weaker property of a graph being sequentially Cohen-Macaulay. Our
first main result is:
Theorem 3.3. Let G be a simple graph and let S ⊂ VG. Suppose that G\S is a chordal
graph or a five-cycle C5. Then G ∪W (S) is a sequentially Cohen-Macaulay graph.
Theorem 3.3 has a number of interesting consequences. For example, Corollary 3.4
says that if S ⊂ VG is a vertex cover, then G ∪W (S) is sequentially Cohen-Macaulay.
Thus to create sequentially Cohen-Macaulay graphs by adding whiskers, the number of
whiskers is not as important as their configuration. On the other hand, Corollary 3.5
says that if |S| ≥ |VG| − 3, then G ∪W (S) is sequentially Cohen-Macaulay. This gives a
bound on the number of vertices so that adding this many whiskers, regardless of their
configuration, always results in a sequentially Cohen-Macaulay graph. Furthermore, we
recover Villarreal’s theorem on creating Cohen-Macaulay graphs in Corollary 3.6.
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Our approach uses Alexander duality of edge ideals. If ∆ is a simplicial complex, the
faces of the Alexander dual complex ∆∗ are the complements of the nonfaces of ∆.
One can define Alexander duality for square-free monomial ideals without reference to
simplicial complexes; the duality maps generators of I to primary components of I∨.
A powerful feature of Alexander duality is that it allows us to link the sequentially
Cohen-Macaulay property with homological features of the dual. To do this, Herzog and
Hibi introduced the concept of componentwise linearity [10]. If I is a homogeneous ideal,
write (Id) for the ideal generated by all homogeneous degree d elements of I. The ideal I
is componentwise linear if for all d ∈ N, (Id) has a linear resolution.
All ideals with linear resolutions are componentwise linear, but so are all stable ideals
and a number of others; see, e.g., [7]. When I is a square-free monomial ideal, Herzog
and Hibi found a useful criterion for I to be componentwise linear. Write (I[d]) for the
ideal generated by all square-free monomials of degree d in I. Then I is componentwise
linear if and only if for all d ∈ N, (I[d]) has a linear resolution. Moreover, in [10], Herzog
and Hibi generalized the analogous result on Cohen-Macaulayness from [4, Theorem 3].
Theorem 1.2. Let I be a square-free monomial ideal in R = k[x1, . . . , xn]. R/I is
sequentially Cohen-Macaulay over k if and only if I∨ is componentwise linear in R.
Theorem 1.2 allows us to investigate the sequentially Cohen-Macaulay property of an
ideal by determining when the Alexander dual is componentwise linear, and Herzog and
Takayama’s theory of linear quotients [13] gives a useful way to prove that an ideal is
componentwise linear. A monomial ideal I is said to have linear quotients if I has a
system of minimal generators {u1, . . . , ur} with deg u1 ≤ · · · ≤ deg ur such that for all
1 ≤ i ≤ r − 1, (u1, . . . , ui) : (ui+1) is generated by linear forms. It is easy to see that if
I is an ideal generated in a single degree, and I has linear quotients, then I has a linear
resolution. We shall use this observation frequently: If (Id) has linear quotients for all d,
then I is componentwise linear. In particular, if I is a square-free monomial ideal, and
for all d, (I[d]) has a linear resolution, then I is componentwise linear. Note that having
linear quotients is independent of the characteristic of the field k.
The proof of Theorem 3.3 is based upon examining the degree d pieces of the Alexander
duals of I(G\S) and I(G ∪W (S)); we make the following definition:
Definition 1.3. We say that a graph G has dual linear quotients if for each degree
d ∈ N, (I(G)∨[d]) has linear quotients.
If G has dual linear quotients, then G is sequentially Cohen-Macaulay (over a field of
any characteristic); this approach has been used in papers of Faridi [5] and the first author
and Van Tuyl [6], and we exploit it throughout the paper.
Our second main result addresses the converse of Theorem 3.3. We give a necessary
condition on G\S for G ∪W (S) to be sequentially Cohen-Macaulay.
Theorem 4.1. Let G be a simple graph and let S ⊂ VG. If G\S is not a sequentially
Cohen-Macaulay graph, then G ∪W (S) is not sequentially Cohen-Macaulay.
To prove Theorem 4.1, we examine syzygies of the Alexander dual of I(G ∪ W (S))
via simplicial homology and upper Koszul simplicial complexes associated to square-free
monomial ideals. Our arguments are inspired by [6].
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2. Preliminaries
In this section, we fix some notation for graphs and discuss a result from Alexander
duality that we shall use in the rest of the paper.
Throughout, G = (VG, EG) denotes a simple graph, which is a graph without any loops
or multiple edges. Often, we shall simply write G and not specify its vertex and edge
sets. For a vertex x of G we use N(x) to denote the set of neighbors of x, which are the
vertices connected to x by an edge of G. An induced subgraph of G is a subgraph H
of G with the property that if {z1, z2} ⊂ VH and z1z2 ∈ EG, then z1z2 ∈ EH .
Notation 2.1. Let G be a simple graph, and let S = {y1, . . . , yn} be a subset of vertices
of G. By G ∪W (S) we mean the graph with whiskers xiyi, for each 1 ≤ i ≤ n, attached
to G. For simplicity, we shall use {x1y1, . . . , xnyn} to denote W (S) in this case. We use
G\{y1, . . . , yr} to mean the subgraph obtained from G by removing the vertices y1, . . . , yr
and all edges incident to at least one of these vertices.
Cycles are important in several of our results. A cycle in a simple graph G is an
alternating sequence of distinct vertices and edges C = v1e1v2e2 . . . vn−1en−1vnenv1 in
which the edge ei connects the vertices vi and vi+1 (vn+1 ∼= v1) for all i. In this case, we
say C has length n and call C an n-cycle. We shall also use Cn to denote an n-cycle.
We are particularly interested in chordal graphs, which includes all trees and forests and
has been the object of much study in recent years. We call a graph G chordal if for all
n ≥ 4, every n-cycle in G has a chord, which is an edge connecting two non-consecutive
vertices of the cycle. Notice that an induced subgraph of a chordal graph is also chordal.
Thus, as a byproduct of the arguments of [6, Theorem 3.2], we get a theorem on chordal
graphs that we use in inductive arguments in the next section:
Theorem 2.2. Let G be a chordal graph, and let H be an arbitrary induced subgraph of
G. Then H has dual linear quotients.
The generators of the Alexander dual of an edge ideal represent covers of the associated
graph. We recall some terminology relating to these covers.
Definition 2.3. A vertex cover of a graph G is a subset V ⊂ VG of the vertices of G such
that every edge of G is incident to at least one vertex of V (in particular, isolated vertices
need not appear in a vertex cover). If V is a vertex cover of G, then it is a minimal
vertex cover of G if no proper subset of V is a vertex cover of G. For simplicity, we
write vertex covers as monomials, so {z1, . . . , zr} will be written as z1 · · · zr. A graph is
said to be unmixed if every minimal vertex cover has the same cardinality.
Using Alexander duality, one can describe how being Cohen-Macaulay differs from being
sequentially Cohen-Macaulay in the square-free monomial ideal case. By [6, Lemma 3.6],
if I ⊂ R is square-free monomial ideal, then R/I is Cohen-Macaulay if and only if R/I is
sequentially Cohen-Macaulay and I is unmixed. Consequently, because the unmixedness
of a graph is a combinatorial property (on the cardinality of minimal vertex covers),
investigating the Cohen-Macaulayness of a graph reduces to studying the sequentially
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Cohen-Macaulayness of such a graph. In particular, a sequentially Cohen-Macaulay graph
is Cohen-Macaulay if and only if it is unmixed.
3. Whiskers and sequentially Cohen-Macaulay graphs
In this section, we explore how to add a configuration of whiskers to an arbitrary graph
to create a sequentially Cohen-Macaulay graph. Let G be a graph, and let S ⊂ VG.
Our primary question is: What conditions on S make G ∪ W (S) sequentially Cohen-
Macaulay? Because being sequentially Cohen-Macaulay is a weaker property than being
Cohen-Macaulay, one expects that S needs not be all of VG to ensure that G ∪W (S) is
sequentially Cohen-Macaulay. The focus of this section is on sufficient conditions that
guarantee the sequential Cohen-Macaulayness of G ∪W (S), and our results also recover
Villarreal’s theorem on Cohen-Macaulayness as a consequence.
Because the vertex covers of G are the generators of the Alexander dual of I(G), we are
often interested in ways to partition the set of vertex covers of G of a particular cardinality.
For any graph G and vertex x ∈ VG with N(x) = {y1, . . . , yt}, we can decompose the set
of vertex covers of G of size d in the following way: Any vertex cover of G of size d is
either x times a vertex cover of G\{x} of size d− 1, or it is y1 · · · yt times a vertex cover
of G\{x, y1, . . . , yt} of size d − t. For our purposes, we frequently consider the case in
which G contains a whisker xy, where x is the vertex of degree one. In this case, the
vertex covers of G are decomposed based on covers of G\{x} and covers of G\{x, y}. In
particular, the set of vertex covers of G of size d is the union of x times the vertex covers
of G\{x} of size d− 1 and y times the vertex covers of G\{x, y} of size d− 1.
The next theorem is the first step in exploring how to add whiskers to a graph to make
it sequentially Cohen-Macaulay.
Theorem 3.1. Let G′ be a simple graph and let S = {y1, . . . , yn} ⊂ VG′ be a subset of
the vertices of G′. Let {x1y1, . . . , xnyn} be whiskers of G
′ at S and let G = G′ ∪W (S).
Suppose that if H ⊂ G is an induced subgraph of G such that both
(i) {x1, . . . , xn−1} ⊂ VH , and
(ii) xn 6∈ H and yn 6∈ H
hold, then H has dual linear quotients. Then all induced subgraphs K ⊂ G such that
{x1, . . . , xn} ⊂ VK have dual linear quotients.
Proof. For simplicity of notation, let {z1, . . . , zr} = VG′\S. Fix an induced subgraph
K ⊂ G as in the statement of the theorem. Consider first the case in which yn 6∈ K.
Then xn is an isolated vertex of K. Let H be the graph obtained from K by removing the
isolated vertex xn. Clearly, H satisfies properties (i) and (ii) of the hypothesis. Thus, H
has dual linear quotients, i.e., (I(H)∨[d]) has linear quotients for all d ∈ N. Since the only
edge to which xn is incident in G is xnyn, the minimal generating set of I(K) is the same
as the minimal generating set of I(H); thus the minimal generating sets of I(K)∨ and
I(H)∨ are the same, though the first is an ideal of k[x1, . . . , xn, y1, . . . , yn−1, z1, . . . , zr],
and the second is an ideal of k[x1, . . . , xn−1, y1, . . . , yn−1, z1, . . . , zr]. Thus for all d ∈ N,
by [7, Lemma 2.9], since (I(H)∨[d]) has linear quotients, so does (I(K)
∨
[d]).
Consider instead the case in which yn ∈ K. Let H be the subgraph of K obtained by
removing xn, yn, and all edges incident to xn or yn. Again, H satisfies (i) and (ii) of the
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hypotheses; and thus, H has dual linear quotients. Fix a degree d ∈ N. Let A1, . . . , Aa be
the monomials that represent all vertex covers of K\{xn} of size d−1, and let B1, . . . , Bb
be the monomials that represent all vertex covers of H = K\{xn, yn} of size d − 1; that
is, (B1, . . . , Bb) = (I(H)
∨
[d−1]). We have
(I(K)∨[d]) = xn(A1, . . . , Aa) + yn(B1, . . . , Bb).
The Ais are monomials in the variables x1, . . . , xn−1, y1, . . . , yn, z1, . . . , zr, and the Bis are
monomials in the variables x1, . . . , xn−1, y1, . . . , yn−1, z1, . . . , zr. Since H has dual linear
quotients, (I(H)∨[d]) has linear quotients for all d. We may assume that the Bis are indexed
in the order that gives linear quotients (that is, (B1, . . . , Bi−1) : Bi is generated by a subset
of the variables for all i).
We wish to show that the ideal (ynB1, . . . , ynBb, xnA1, . . . , xnAa) has linear quotients.
Since (B1, . . . , Bb) has linear quotients (in that order), it suffices to show that for all j,
(ynB1, . . . , ynBb, xnA1, . . . , xnAj−1) : xnAj
is generated by a subset of the variables. To this end, we consider two possibilities.
Suppose first that yn divides Aj . Then xnAj = xnynC, where C is a vertex cover of
H = K\{xn, yn} of size d− 2. Let T be the set of variables in {x1, . . . , xn−1, y1, . . . , yn−1,
z1, . . . , zr} which are not in the support of C, and suppose u ∈ T . Then uC is a vertex
cover of H of size d − 1, so it is one of the Bi. Therefore for any u ∈ T , uxnAj ∈
(ynB1, . . . , ynBb). Moreover, note that (ynB1, . . . , ynBb, xnA1, . . . , xnAj−1) is a square-
free monomial ideal; thus, if m is a minimal monomial generator of
(ynB1, . . . , ynBb, xnA1, . . . , xnAj−1) : xnAj ,
then m is square-free. Hence xn, yn, and variables dividing C do not divide m. Thus
(ynB1, . . . , ynBb, xnA1, . . . , xnAj−1) : xnAj = (all variables u ∈ T ).
Next we assume that yn does not divide Aj. Note that any Aj that is not divisible by
yn is one of the Bis because a cover of K\{xn} not containing yn is a cover of H . Thus
Aj = Bij for some ij . Consider a monomial m for which mxnAj ∈ (ynB1, . . . , ynBb). Then
since yn does not divide Aj , yn must divide m. But ynxnAj = ynxnBij ∈ (ynB1, . . . , ynBb),
so ynxnAj ∈ (ynB1, . . . , ynBb). Hence (ynB1, . . . , ynBb) : xnAj = (yn).
The last remaining situation is when yn does not divide Aj , and m is a monomial such
that mxnAj lands in the ideal (xnA1, . . . , xnAj−1). This case requires a bit more work.
We need to specify an order for the Ai monomials. Note that, so far we have not used
any feature of the ordering of the Ais. We may pick an order so that all the Ais not
divisible by yn are indexed first, and those that are divisible by yn are last. Suppose that
{A1, . . . , At} are all the Ais that are not divisible by yn, and Al = Bil for l = 1, . . . , t.
For each 1 ≤ l ≤ t, Al = Bil is a vertex cover of K\{xn} not containing yn, so it is
divisible by all variables in N(yn)\{xn}. Let D be the monomial given by the variables
in N(yn)\{xn}. For 1 ≤ l ≤ t, let Cl = Al/D. Then, clearly, {C1, . . . , Ct} are the vertex
covers of L = K\{xn, yn, N(yn)} of size d− 1− u, where u = |N(yn)| − 1. Conversely, if
C is a vertex cover of L, then CD is a vertex cover of K\{xn} not containing yn. Thus
{C1, . . . , Ct} are all vertex covers of L of size d− 1−u. Since xn ∈ N(yn) but xj 6∈ N(yn)
for j 6= n, it is easy to see that L satisfies (i) and (ii) of the hypotheses. Therefore, L
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has dual linear quotients. This implies that the ideal (C1, . . . , Ct) has linear quotients.
We shall reindex {A1, . . . , At} so that C1, . . . , Ct is the order of the generators in which
(C1, . . . , Ct) has linear quotients.
Now suppose that m is a monomial so that mxnAj ∈ (xnA1, . . . , xnAj−1). Dividing
by the monomial given by N(yn) (including xn), we have mCj ∈ (C1, . . . , Cj−1). Since
(C1, . . . , Ct) has linear quotients, (C1, . . . , Cj−1) : Cj = (xp1 , . . . , xpv) for some subset of
the variables. Thus if mxnAj ∈ (xnA1, . . . , xnAj−1), then some variable xpw divides m.
We have shown that (ynB1, . . . , ynBb, xnA1, . . . , xnAa) has linear quotients. This is true
for any d ∈ N. Hence, the conclusion follows. 
We are now ready to prove our first main result.
Theorem 3.2. Let G be a simple graph. Let S ⊂ VG be such that G\S is a chordal graph.
Then G ∪W (S) is a sequentially Cohen-Macaulay graph.
Proof. Let S = {y1, . . . , yn} and W (S) = {x1y1, . . . , xnyn}. It suffices to show that
G ∪W (S) has dual linear quotients.
We shall first construct a class of subgraphs of G as follows. Let G0 = G\S. Let G1 =
G0 ∪ {x1, y1} ∪ {edges of G incident to vertices of VG0 ∪ {x1, y1}}. More generally, for
1 ≤ i ≤ n, let Gi = Gi−1 ∪ {xi, yi} ∪ {edges of G incident to vertices of VGi−1 ∪ {xi, yi}}.
Observe that Gn = G. Now, the conclusion will follow if we can show that every induced
subgraph K of G (in particular, G itself) containing {x1, . . . , xn} has dual linear quotients.
To this end, we shall use induction on i to show that every induced subgraph K of Gi
containing {x1, . . . , xi} has dual linear quotients for i = 0, . . . , n.
Indeed, for i = 0, the assertion follows from Theorem 2.2. Suppose i ≥ 1. Consider an
arbitrary induced subgraph H of Gi such that {x1, . . . , xi−1} ⊂ VH , xi 6∈ VH and yi 6∈ VH .
Then H is also an induced subgraph of Gi−1 = Gi\{xi, yi}. Thus, by induction, H has
dual linear quotients. It now follows from Theorem 3.1 that every induced subgraph K
of Gi with {x1, . . . , xi} ⊂ VK has dual linear quotients. The theorem is proved. 
We can extend Theorem 3.2 slightly.
Theorem 3.3. Let G be a simple graph and let S ⊂ VG. Suppose G\S is a chordal graph
or a five-cycle C5. Then G ∪W (S) is a sequentially Cohen-Macaulay graph.
Proof. If G\S is chordal, then the conclusion is Theorem 3.2. Suppose that G\S = C5.
The inductive argument of Theorem 3.2 rests on the fact that every induced subgraph of
G0 = G\S has dual linear quotients. In our current situation, G0 = G\S = C5. Moreover,
I(C5)
∨ = (x1x2x4, x1x3x4, x1x3x5, x2x3x5, x2x4x5) has dual linear quotients in the given
order of the generators. Any proper subgraph of C5 is a forest and thus also has dual linear
quotients. Hence, arguments similar to those in Theorem 3.2 yield the assertion. 
Theorems 3.2 and 3.3 give many interesting corollaries about configurations of whiskers
that can be added to obtain a sequentially Cohen-Macaulay graph. Part (i) below gives
a particularly easy way to ensure one constructs a sequentially Cohen-Macaulay graph.
Corollary 3.4. Let G be a simple graph, and let S ⊂ VG.
(i) If S is a vertex cover of G, then G ∪W (S) is sequentially Cohen-Macaulay.
(ii) If G\S is a forest, then G ∪W (S) is sequentially Cohen-Macaulay.
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(iii) If G = C is a cycle, and y is a vertex of C, then C ∪W (y) is sequentially Cohen-
Macaulay.
Proof. For (i), since S is a vertex cover of G, G\S is a graph of isolated vertices. A
graph without any edges is clearly a chordal graph. Thus the assertion is a consequence
of Theorem 3.2. (ii) is immediate from Theorem 3.2 since every forest is a chordal graph.
Finally, removing a vertex from a cycle produces a tree, so (iii) follows from (ii). 
Corollary 3.4(iii) allows one to make a cycle into a sequentially Cohen-Macaulay graph
quite easily; only one whisker is necessary. With Van Tuyl, we noticed this phenomenon
after doing many computations in the computer algebra system Macaulay 2 [17], and it
was a primary initial motivation for this paper.
Notice that Corollary 3.4 states that to obtain sequentially Cohen-Macaulay graphs,
the number of whiskers is not as important as their configuration. Our next corollary
complements Corollary 3.4 to give a bound on the number of whiskers to add to a graph,
regardless of how they are picked, to obtain a sequentially Cohen-Macaulay graph.
Corollary 3.5. Let G be a simple graph and let S ⊂ VG. Assume that |S| ≥ |VG| − 3.
Then G ∪W (S) is a sequentially Cohen-Macaulay graph.
Proof. Since |S| ≥ |VG| − 3, G\S is a graph on at most 3 vertices. Thus, G\S is either
a three-cycle, a tree, or a graph with isolated vertices. These are all chordal graphs, and
hence, the conclusion follows from Theorem 3.2. 
We shall see in Example 4.3 that the bound |VG| − 3 in Corollary 3.5 is sharp. Addi-
tionally, Corollary 3.5 allows us to recover Villarreal’s theorem.
Corollary 3.6. Let G be a simple graph with vertex set VG. Then G ∪ W (VG) is a
Cohen-Macaulay graph.
Proof. By Corollary 3.5 we know that G′ = G ∪W (VG) is sequentially Cohen-Macaulay.
Thus it suffices to show that G′ is unmixed; i.e., all minimal vertex covers of G′ have the
same cardinality. Suppose VG = {y1, . . . , yn} and W (VG) = {x1y1, . . . , xnyn}. Let V be
an arbitrary minimal vertex cover of G′. Clearly, for each i = 1, . . . , n, V has to contain
one of the vertices {xi, yi} (to cover the edge xiyi). Moreover, since V is minimal, for each
i = 1, . . . , n, V contains exactly one of the vertices {xi, yi}. Hence, |V | = n. This is true
for any minimal vertex cover V of G′. Thus, the assertion follows. 
In the final theorem of this section, we isolate the condition from the proof of Theo-
rem 3.2 that yields that result and its corollaries.
Theorem 3.7. Let G be a simple graph with S a subset of its vertex set. Then all
induced subgraphs of G\S have dual linear quotients if and only if all induced subgraphs
of G ∪W (S) have dual linear quotients.
Proof. If all induced subgraphs of G ∪W (S) have dual linear quotients, then so do all
induced subgraphs of G\S since any induced subgraph of G\S is an induced subgraph of
G∪W (S). Assume instead that all induced subgraphs of G\S have dual linear quotients.
Then an argument identical to the proof of Theorem 3.2 shows that all induced subgraphs
of G ∪W (S) have dual linear quotients. 
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We give two examples showing that the hypotheses of Theorem 3.7 cannot easily be
weakened.
Example 3.8. Let G be a simple graph with S ⊂ VG, and assume that G\S has dual
linear quotients. In this example, we show that if there exists a subgraph of G\S that does
not have dual linear quotients, then G∪W (S) may fail to be sequentially Cohen-Macaulay.
Let G be the graph on the vertex set VG = {x1, . . . , x6} together with edge set EG =
{x1x2, x2x3, x3x4, x1x4, x3x5, x4x5, x5x6}. Let S = {x6}, so G∪W (S) is the graph G along
with a new vertex x7 and edge x6x7. Then
I(G\S)∨ = (x1x3x4, x2x3x4, x1x3x5, x2x4x5),
which has linear quotients in the order in which the generators are listed. Hence the
graph G\S has dual linear quotients. Note, however, that not all induced subgraphs of
G\S have dual linear quotients; the four-cycle comprised of the vertices {x1, . . . , x4} is
not even sequentially Cohen-Macaulay.
Now we consider G ∪W (S). We have
I(G ∪W (S))∨ = (x1x3x4x6, x2x3x4x6, x1x3x5x6, x2x4x5x6, x1x3x5x7, x2x4x5x7).
The minimal graded free resolution of I(G ∪W (S))∨ is
0 −→ R(−7) −→ R(−5)5 ⊕R(−6) −→ R(−4)6 −→ I(G ∪W (S))∨ −→ 0,
where R = k[x1, . . . , x7]. Therefore I(G∪W (S))
∨ is not componentwise linear because of
the syzygies in degrees six and seven. Hence G∪W (S) is not sequentially Cohen-Macaulay.
Example 3.9. Again we assume that G is a simple graph with S ⊂ VG such that G\S
has dual linear quotients. Now we show that even if there exists a subgraph of G\S that
does not have dual linear quotients (and, in fact, is not sequentially Cohen-Macaulay),
G ∪W (S) may itself have dual linear quotients.
Let G be the graph with VG = {x1, . . . , x6} and edge set
EG = {x1x2, x2x3, x3x4, x1x4, x3x5, x4x5, x2x6, x3x6}.
Let S = {x6}. Then I(G\S)
∨ is the same as in Example 3.8, and hence G\S has dual
linear quotients. Note that the induced subgraph on the vertices {x1, . . . , x4} is a four-
cycle, which is not sequentially Cohen-Macaulay.
We claim that G ∪W (S) has dual linear quotients. The dual of the edge ideal is
I(G ∪W (S))∨ = (x1x3x4x6, x2x3x4x6, x1x3x5x6, x2x4x5x6, x2x3x4x7, x1x2x3x5x7).
One can check that this ideal has linear quotients with respect to the order in which the
generators are listed. Therefore G ∪W (S) is sequentially Cohen-Macaulay.
Consequently, if G\S has dual linear quotients, but there exists a subgraph of G\S
without dual linear quotients, then G ∪ W (S) may or may not be sequentially Cohen-
Macaulay. This is the primary reason for our techniques in the proofs in Section 3; in
our inductive approach, we assume that all induced subgraphs of a certain type have dual
linear quotients to avoid cases like Example 3.8.
We conclude this section by remarking that it is difficult to find results analogous to
Theorem 3.7 for Cohen-Macaulay graphs. One is tempted to conjecture that if G is a
simple graph, and S is a subset of VG such that all induced subgraphs of G\S have dual
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linear quotients and are unmixed, then G ∪ W (S) is Cohen-Macaulay. Unfortunately,
this is false. An easy counterexample is the case in which G is one edge connecting two
vertices y1 and y2. G\{y1} trivially has dual linear quotients and is unmixed. How-
ever, k[x, y1, y2]/(xy1, y1y2) is not Cohen-Macaulay. The difficulty in searching for the
appropriate analogue to Theorem 3.7 is guaranteeing the unmixedness of G ∪W (S).
4. Whiskers and non-sequentially Cohen-Macaulay graphs
In the previous section, we gave sufficient conditions for getting sequentially Cohen-
Macaulay graphs by adding whiskers. In this section, we address the converse problem.
Our primary interest is necessary conditions on a graph G and S ⊂ VG so that G∪W (S)
has a chance to be sequentially Cohen-Macaulay.
To show that certain graphs are not sequentially Cohen-Macaulay, we exploit Alexander
duality and show that the dual of the edge ideal is not componentwise linear. This requires
investigating the syzygies of the dual, and to do that, we use simplicial homology.
Define a square-free vector to be a vector with its entries in {0, 1}. For any monomial
ideal M , we define the upper Koszul simplicial complex of M :
Kb(M) = {square-free vectors a such that
xb
xa
∈M}.
See, e.g., [18]. Using the relation
βi,b(M) = dimk H˜i−1(K
b(M), k),
which is [18, Theorem 1.34], we can compute the Nn-graded Betti numbers of M . We use
this technique in the following theorem.
Theorem 4.1. Let G be a simple graph and let S ⊂ VG. If G\S is not sequentially
Cohen-Macaulay, then G ∪W (S) is not sequentially Cohen-Macaulay.
Proof. Let {z1, . . . , zr} = VG\S. Because G\S is not sequentially Cohen-Macaulay, there
exists d such that I := (I(G\S)∨[d]) has a nonlinear ith syzygy in its minimal free resolution.
Suppose this nonlinear syzygy occurs in the multi-degree b corresponding to the square-
free monomial zi1 . . . zil for some l > d+ i. Then dimk H˜i−1(K
b(I), k) 6= 0.
Let {y1, . . . , yn} = S, and let W (S) = {x1y1, . . . , xnyn}. Let J = (I(G ∪W (S))
∨
[d+n]).
Let c be the multi-degree of the monomial zi1 . . . zily1 . . . yn. We claim that the simplicial
complexes Kb(I) and Kc(J) are the same. By definition, a square-free vector a is in
Kc(J) if and only if x
c
xa
∈ (I(G∪W (S))∨[d+n]). In other words, a square-free vector a is in
Kc(J) if and only if the square-free monomial corresponding to c−a gives a vertex cover
of G∪W (S). Since c has 0 in entries corresponding to {x1, . . . , xn}, if c−a gives a vertex
cover of G∪W (S), then c−a must have 1 in all entries corresponding to {y1, . . . , yn}, and
a must have 0 in all entries corresponding to {x1, . . . , xn}. Therefore, the only places in
which a may be nonzero are in entries corresponding to the zis. Thus the vectors a such
that c − a gives a vertex cover of G ∪W (S) are exactly the same as the vectors (a′, 0),
where 0 = (0, . . . , 0) ∈ Z2n appears in the entries corresponding to {x1, . . . , xn, y1, . . . , yn},
so that b − a′ gives a vertex cover of G\S. Hence the a′ in Kc(J) are exactly the a in
Kb(I). This implies that the simplicial complexes Kb(I) and Kc(J) are the same.
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We now have dimk H˜i−1(K
c(J), k) = dimk H˜i−1(K
b(I), k) 6= 0. This gives a nonlinear
ith syzygy of J since l > d + i implies l + n > i + d + n, and J is generated in degree
d+ n. Hence, J does not have a linear resolution, and thus G ∪W (S) is not sequentially
Cohen-Macaulay by Theorem 1.2. 
As a corollary, we can identify certain vertex sets to which adding whiskers does not
yield a sequentially Cohen-Macaulay graph.
Corollary 4.2. Let G be a simple graph and let S ⊂ VG. Suppose that G\S = Cn, where
n is neither three nor five. Then G ∪W (S) is not sequentially Cohen-Macaulay.
Proof. Since n is neither three nor five, by [6, Proposition 4.1], Cn is not sequentially
Cohen-Macaulay. The assertion is a consequence of Theorem 4.1. 
Corollary 4.2 helps show the sharpness of Corollary 3.5, as illustrated in the following
example.
Example 4.3. Let G be a four-cycle with vertices {y1, . . . , y4} and an edge y1y attached
at y1, so I(G) = (y1y2, y2y3, y3y4, y1y4, y1y). Let S = {y}, and add a whisker xy to G to
form G ∪W (S). Then
I(G ∪W (S))∨ = (y1y3y, y2y4y, y1y3x, y1y2y4x) ⊂ R = k[y1, . . . , y4, y, x].
Note that (I(G ∪W (S))∨3 ) has minimal graded free resolution
0 −→ R(−4)⊕R(−5) −→ R(−3)3 −→ I −→ 0,
which is not a linear resolution. Hence the Alexander dual of I(G ∪W (S)) is not com-
ponentwise linear, and therefore G ∪W (S) is not sequentially Cohen-Macaulay.
The primary case we have not considered is when a graph is sequentially Cohen-
Macaulay but does not have dual linear quotients. This case will require different meth-
ods; sequential Cohen-Macaulayness can depend on the underlying field k, but having
dual linear quotients is independent of the field. We give an example of this phenomenon.
Example 4.4. Let ∆ be a minimal triangulation of the real projective plane. Then ∆ is
Cohen-Macaulay over a field k if and only if the characteristic of k is not two [1]. From
this, we can construct an example of a graph G that is Cohen-Macaulay if and only if
the base field does not have characteristic two, using the method described in [11]. Let
P be the face poset of ∆; then the order complex of P has the property that all its
minimal nonfaces are subsets of cardinality two, so the associated Stanley-Reisner ideal
is generated by degree two monomials and hence is an edge ideal (with a large number of
generators). The polynomial ring modulo this edge ideal is Cohen-Macaulay if and only
if the ground field does not have characteristic two, just like the simplicial complex ∆.
We know of no example of a graph G with a small number of vertices that is (sequen-
tially) Cohen-Macaulay over fields of some characteristics but not others, and it would be
interesting to know of small examples if they exist.
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