The primary purpose of this book is to document a study of the symmetric inverse semigroup C n on the finite set N = {1,2,... , n}. The semigroup C n consists of all charts (one-one partial transformations) of N under the usual composition of mappings; and it contains the symmetric group S n of permutations on N as a subgroup.
Over the last decade especially, certain aspects of the classical S n theory have been naturally extended to C n . For example, even permutations may now be viewed as special instances of even charts, an observation that led to the introduction of the alternating semigroups; studies of commutativity in C n have unified the centralizer theories of C n and 5 n ; and normal subsemigroups of C n have been classified.
Part of the success of this S n -to-C n extension rests on the use of path notation, which may be illustrated by considering the chart /l 2 3 4 5 6 7\ ~ A secondary purpose of this book is to document how path notation extends beyond C n to the partial transformation semigroup PT n on the finite set N. (The semigroup PT n consists of all partial transformations of N under the usual composition of mappings.) The material on PT n is of an introductory nature and appears in Chapters 11 and 12, where the results run parallel to the C n theory appearing in Chapters 1 and 2.
The book is designed so that graduate students in either mathematics or computer science who have a basic knowledge of semigroups may proceed to original research in partial transformation semigroups.
Path notation, and subsequently certain sections of this book, grew out of my interest in the famous Reconstruction Conjecture of graph theory, where the hypomorphic mapping sets are sets of charts (partial symmetries). Quite briefly, I originally hoped that semigroup theory (especially the ideal Ml], Page 163. xiii xiv PREFACE extension part) contained a solution to the Reconstruction Conjecture; but basically, I became frustrated because I could not multiply (compose) partial symmetries efficiently -there was no convenient and flexible notation for representing and multiplying charts, like cycle notation, which allows for representing and multiplying permutations (full symmetries).
It turned out, however, that cycle notation did extend to path notation, which works equally well for both partial and full symmetries. And, though the Reconstruction Conjecture remains a conjecture, path notation has proved useful in developing the C n theory.
Much of the material for this text slowly evolved out of graduate and advanced-undergraduate courses that I taught for Virginia Technological & State University and Mary Washington College. In each course, I benefited greatly from students' criticisms and suggestions, especially those of Chris Dupilka, Margaret Hermann, and Dan Parks. (In fact, Parks [1] went on to introduce an application of inverse semigroup theory to quantum physics.)
Some of the research for this text was completed during my senior fellow appointment in the Navy-ASEE (American Society of Engineering Education) summer faculty research program; and for their support, I thank Mary Lacey and Robert Stiegler. I also thank those at Mary Washington College who provided me with various summer research grants (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) .
Writing a mathematics book is very time consuming, and without mathematicians who share the necessary common background and willingness to provide feedback, it is perhaps impossible. So I give my deepest thanks to my colleague Janusz Konieczny, who carefully read the entire text and willingly spent many hours discussing its content. I also extend my gratitude to Mario Petrich, whose advisory comments led to a greatly improved presentation.
And a word of thanks to my wife Patty, who kept me healthy and happy.
Introduction
In 1815, inspired by Gauss' "theory of forms" (in Disquisitiones Arithmeticae), Cauchy [1] published a memoir in which he introduced the (cycle) notation "(a, 6)" to indicate the transposition of two letters a and b by a permutation. In the second part of that memoir, Cauchy [2] also introduced both the decomposition of a permutation into disjoint cycles and the alternating subgroup A n of the symmetric group S n .
Almost a century later (circa 1900), as an abstraction of permutation groups, various axiom systems for abstract group theory were being formulated and compared. Since that time, group theory has become more and more abstract, requiring less and less cycle notation. But throughout the history of group theory, and even today, cycle notation remains useful (if not fundamental) to the S n theory.
In 1922, perhaps inspired by the evolution of group theory, A.K. Suschkewitsch essentially expressed the idea that the basic content of group theory is its relationship with transformation groups, and that the basic content of semigroup theory should be its relationship with transformation semigroups (Gluskin and Schein [1] ). (A transformation semigroup on a set X is a semigroup whose elements are partial transformations on X and whose multiplication is the usual composition of functions.
1 ) Thirty years later, in 1952, V.V. Wagner [1] was the first to introduce inverse semigroups, where the semigroup C n of charts on N = {1,... , n} plays the role that S n plays in the theory of groups. (Formally, a semigroup S is an inverse semigroup if it satisfies the additional property that for each a G 5, there is a unique b E S such that both aba = a and bob -b.)
What we now call inverse semigroups, Wagner originally called generalized groups. These generalized groups were independently reintroduced in 1954 by G.B. Preston, who called them inverse semi-groups, and from the beginnings of the theory, Wagner and Preston recognized that the classical Cayley Theorem for groups had a semigroup analogue -each inverse semigroup is isomorphic to a subsemigroup of some symmetric inverse semigroup Cx of all charts on X. (This is the well-known Wagner -Preston Theorem.) Over the next 30 years , the volume of literature concerning inverse semigroups grew substantially -by 1984, M. Petrich had published his 674-page text, Inverse Semigroups. 1 A partial transformation on X is a function having both its domain and range included in X; and a chart on X is a one-one partial transformation on X. xv During that same 30-year period, however, relatively little was written on symmetric inverse semigroups: For example, as early as 1953, A.E. Liber [1] had provided an algebraic characterization and studied congruences, but as late as 1994, the normal subsemigroups of C n were yet to be classified.
The classification, published in 1995, is essentially a result of viewing C n via a notation for representing its elements. To illustrate, consider that path notation yields the concept of an even chart, which, in turn, yields the normal subsemigroup A c n (alternating semigroup) of C n . As far as this author knows, from 1957 to 1987 there were four independently introduced notations for elements of C n . The first appeared in a 1957 paper by W.D. Munn [1] ; the second, path notation, in a 1986 paper by the author [1] ; and the third and fourth in 1987 papers -one authored by G.M.S. Gomes and J.M. Howie [2] , and another by R.P. Sullivan [1] .
Format, Conventions, and Outline
The style of the text is informal, e.g., definitions of terms are generally neither numbered nor offset. A term that is being defined within a paragraph, however, always appears in italics. In contrast, lemmas, propositions, and theorems are always bold-face, numbered, and offset.
The sections are numbered sequentially throughout the text, from §1 in Chapter 1, to §79 (the last section) in the Appendix. Each figure, table, lemma, proposition, and theorem is numbered according to the section in which it appears. To illustrate, in §51 we begin with "Figure 51.1." Then we have 51.2 Lemma, which is followed by 51.3 Theorem. In short, everything may be found by looking for the appropriate section numbers.
Throughout the text, S n denotes the symmetric group of permutations on N = {1, 2,... , n}, and C n the symmetric inverse semigroup on N. Partial one-one transformations are called charts: A chart a G C n if and only if a : da -> ra is a one-one function whose domain da and range ra are subsets of N. Operators are usually written on the right, e.g., ia = j, but sometimes they are also written on the left.
For specific contents of the chapters, let us consider them individually. Chapter 1, Decomposing Charts: Cycle notation and the disjoint cycle decomposition of permutations are extended to path notation and the path decomposition of charts. The statement of the decomposition theorem is substantially motivated, and its proof is new.
Chapter 2, Basic Observations: In addition to yielding characterizations of idempotents, nilpotents, and inverse charts, path decomposition provides each chart a G C n with a permutation part 7 and a nilpotent part 77, i.e., a = 777. This "disjoint join" is often used to unify aspects of the S n and C n theories. For an example from this (most basic) chapter, the path structures of 7 and 77 expose the cyclic subsemigroup theory of C n , yielding Ruffini's "least common multiple of lengths of cycles" result in S n as a corollary.
Similarly, conjugacy in S n is shown to be corollary to conjugacy in C n , i.e., charts are conjugate if and only if they have the "same path structure. Chapter 5, Centralizers of Charts: The restriction that a be a permutation is removed -we consider the centralizer C(a) for an arbitrary chart a G C n . The results unify the centralizer theories of S n and C n . The formula for the order of C(a) depends only on the path structure of a.
Chapter 6, Alternating Semigroups: The idea of an even permutation is generalized to charts; and the even charts in C n form the alternating semigroup A c n . Generators of A c n are identified, and the TQI semigroup, the companion of the Klein 4-group, appears.
Chapter 7, S n -normal Semigroups: The "permutation self-conjugate 55 subsemigroups of C n are classified. The alternating semigroups play a significant role, and path notation is fundamental. The X-semigroups represent a "sporadic kind 55 of 5 n -normal semigroup, i.e., semigroups which only appear when n is even. Lattice diagrams for the C3 and C4 cases are provided.
Chapter 8, Normal Semigroups and Congruences: Unlike the group theory case, where morphisms having domain S n determine all normal subgroups of 5 n , morphisms having domain C n do not determine all normal subsemigroups of C n . For example, the alternating semigroup A c n C C n is "non-morphism normal. 55 Here, classical results on congruences of C n combine with the material of Chapter 7 to provide complete knowledge of non-morphism normal subsemigroups of C n .
Chapter 9, Presentations of Symmetric Inverse Semigroups: E. H. Moore 5 s 1897 presentation of S n is extended to one for C n . The chapter opens with the necessary background on free algebras and presentations. The approach to finding a presentation for C n is new and should have other applications. In fact, the same techniques are used in Chapter 10.
Chapter 10, Presentations of Alternating Semigroups: E. H. Moore 5 s presentation of the alternating group A n is extended to one for A c n . Chapter 11, Decomposing Partial Transformations: If PT n is the semigroup of partial transformations of {1, 2,... , n}, then S n C C n C PT n . It is therefore natural to extend path notation from C n to PT n . The extension is provided and used to study PT n . The results obtained here run parallel to those of the C n case (Chapters 1 and 2).
Chapter 12, Commuting Partial Transformations: Commuting Partial transformations a,(3 £ PT n are characterized (in terms of path notation).
INTRODUCTION
The characterization consists of three conditions, one characterizing commutativity in 5 n , and two characterizing commutativity in C n . An application yields a formula for the order of the centralizer of an idempotent in PT n . Another application provides a short proof of one of Howie's theorems.
Chapter 13, Centralizers, Conjugacy, Reconstruction: In this final chapter, we review the state of the work on centralizers and pose a question first posed by Lallement. Conjugacy classes in C n are counted, and Saito's (rather abstract) Theorem concerning the possibility of conjugacy (in C n ) of a o f3 and (3 o a is explained in the simple terms of path notation. The equivalence between "conjugacy" and "same path structure" that holds in both S n and C n is shown not to hold in PT n . Certain aspects of graph theory are exposed as equivalent to aspects of semigroup theory. One result is that the foremost problem in graph theory, namely the Reconstruction Conjecture, is cast as an extension problem of one Brandt semigroup by another.
We briefly review some of the basic concepts. The introductory section ( §70) provides the first level of definitions. At the next level, we present the relevant aspects of abstract groups ( §71) and permutation groups ( §72). We then focus on centralizers in groups ( § §73 -74). We also consider certain aspects of semigroups ( § §75 -76). Green's relations are defined ( §77) and free algebras are mentioned ( §78). Our final section ( §79) concerns categories. §70 Objects and Elements Given a nonempty set 5, we frequently call a map (binary operation) S x S -> S a multiplication (on S) and then refer to its values as products. The product "ab" of elements a and b is just the image of (a, b) G S x S.
A multiplication S x S -> S is associative if it satisfies the associative law:
That is, for each string abc of elements of 5, the induced iterated products (ab)c and a(bc) are equal. The associative law implies the general associative law, which states that for each string a\a2 • • • ak of elements of £, all induced iterated products are equal. For an associative multiplication, the product A\ A2 • • • Ak of subsets of S is given by
When k = 2 and A\ = {x} is a singleton set, we denote {x} as x and thereby obtain xA = {x}A = { xa \ a G A}.
A nonempty set S together with an associative multiplication S x S -> S is a semigroup. As is customary, both a semigroup and its underlying set are tagged with the same letter. This double entendre provides a flexibility in expressing definitions: If 5 is a semigroup and T is a nonempty subset of 5, then T is a subsemigroup of S if a, b G T implies ab G T.
An element 1 of a semigroup S is an identity if al = la = a for every a £ S. Each semigroup clearly contains at most one identity, and those that contain identities are called monoids. Conversely, normal subgroups are determined by morphisms. The subgroup "ker</>" given in 71.1 is often called the kernel of <f>. With each kernel being a normal subgroup and with each normal subgroup being a kernel, we may deduce from 71.1 that the study of group morphisms is essentially a study of normal subgroups.
Fundamental Homomorphism Theorem
Turning to generators and generating sets, we say that a subset A of a group G generates G if every g G G is a product of members of A U A~l (where A~l = { a -1 | a G .A}). In this case, each a G A is called a generator of G. More generally, if A is any subset of G, then the subgroup H generated by A is the intersection of all subgroups of G that contain A; and each a G A is called a generator of H. In the case where A = {a} is a singleton subset of G, we denote the subgroup of G generated by A as (a) . The subgroup (a) consists of all integral powers a n of a and it is called the cyclic subgroup generated by a. Whenever G = (a), we say that G is a cyclic group. For example, Z n denotes the cyclic group (1) whose underlying set is {0,1,... , n -1} and whose multiplication is addition modulo n. These cyclic groups Z n , for n = 1,2,..., serve as models for all finite cyclic groups -if G is cyclic of order n, then G is isomorphic to Z n .
Elements a and b of a group G are conjugate when there exists a g G G such that g~xag -b. It is easy to see that this relation of conjugacy is an equivalence relation. In addition, each (self-conjugacy) equation b~lab = a produces an element b that commutes with a, i.e., ab = ba. The set of all elements in a group G that commute with a G G is a subgroup of G. It is denoted CQ(Q), i.e.,
C G (a) = {beG\ab = ba}, and it is called the centralizer of a (in G). When the underlying group G is clear from the context of the discussion, we suppress the G and simply denote the centralizer of a in G as C(a). §72 Permutation Groups
For any set X, a bijective map X -> X is called a permutation (of X). The set 5x of all permutations of X together with function composition Sx x Sx -> Sx is a group, the symmetric group Sx on X. Subgroups of symmetric groups are called permutation groups; and permutation groups were the precursors of abstract group theory. The study of abstract groups is, however, in the final analysis, a study of permutation groups. This fact is a result of the following well-know theorem.
Theorem (Cayley)

Let G be any group. Then G is isomorphic to a permutation group.
Since the standard proof of Cayley's Theorem imbeds G into 5<s, it follows that any finite group that has n elements may by imbedded in £{1,2,... ,n}> which we shall denote as S n .
If X = {#i,... , z n } contains n elements, then the standard notation for a permutation a G Sx is
A more flexible and useful notation is cycle notation: Let a G S n , where N = {1,... , n}. We say that a fixes i G N if ia = i\ otherwise, we say that a moves i. In particular, let ii,... ,i m be distinct integers in N and suppose M = {ii,... ,i m }-If a G 5 n fixes each of the k members of N -M = {ji,... , jk} according to
then a is a cycle of length m or, more simply, an m-cycle, and the (cycle) notation for a is {i\i2 • • 'im)-For example, (123) G S § denotes the 3-cycle that fixes 4 and 5 while moving 1 to 2 and 2 to 3 and 3 to 1. Every 1-cycle is the identity permutation of N because it fixes every element of N. Two permutations are disjoint if every point moved by one is fixed by the other. Disjoint permutations, and hence disjoint cycles, clearly commute. The useful feature of disjoint cycles is that every permutation is a product of cycles that are pairwise disjoint. (2,2) . When two permutations have the same type, we also say that they have the same cycle structure. The concept of cycle structure yields a nice characterization of conjugate permutations. While a permutation a has many factorizations into transpositions, the parity (odd or even) of the number of transpositions is independent of the factorization. This fact yields a partition of S n into two sets, one containing the even permutations and the other the odd permutations -a G S n is an even permutation if a = t\ o • • • o £ 2 fc where each U is a transposition, and otherwise, a is an odd permutation.
Theorem
For n>2, the symmetric group S n is generated by the set of transpositions.
The subset of permutations that may be factored into a product of an even number of transpositions is a normal subgroup A n of index 2.
We call the normal subgroup A n of S n the alternating group of degree n. That the order \A n \ of A n is n!/2 follows from 72.5. The centralizer of a permutation a G S n is the subgroup of S n consisting of those permutations that commute with a. For understanding which permutations commute with a, we have the following theorem, which states that (3 G S n commutes with a G S n when (3 permutes the cycles of a while preserving their (a-induced) cyclic ordering.
Theorem
Let a, (3 G S n , and let
be the cycle decomposition of a. Then a o f3 -(3 o a if and only if a has cycle decomposition
where aij/3 = bij for all indices i and j.
For a G 5 n , let K be the set of positive integers k for which there exists a A:-cycle in the cycle decomposition of a; and for each k G K, suppose Nk denotes the set of letters a^ with £i = k. Then for (3 G S n such that ao(3 = /3oa, it follows that f3 leaves Nk invariant, i.e., NkP = Nk. In short, each member of (7(a) leaves Nk invariant.
Theorem
Let a be a permutation (a G S n ). A permutation (3 G S n commutes with a if and only for each k G K, Nkf3 = Nk and the restrictions /3k and ctk, of (3 and a to Nk, commute.
Since Nk H Nk> = 0 for k ^ k', we may view C(a) as a direct product
where Ckiptk) is the centralizer (relative to Sjsr k ) of a^ G SN k • Since each ctk is regular (all cycles in the cycle decomposition of ak have the same length), C(a) is a direct product of centralizers of regular permutations.
§74 Centralizers of Regular Permutations as Wreath Products
By 73.2, the study of (7(a) is reduced to a study of C(ctk) where a^ is regular. So we shall assume that a is regular -the cycle structure of a has the following form:
For such an a, we may view (7(a) as a wreath product: To motivate this view, note that from 73.1 we may construct a /3 G S n that commutes with a given a G S n by following a two-step process. First, permute the cycles of a. Second, for corresponding (matched by our first step) cycles of a, choose a bijection (3 that preserves the a-induced cyclic orderings. Such two-step processes generally yield to some type of wreath product.
To see exactly which wreath product, note that n = m£, define P = {1,2,... ,ra}, and consider the symmetric group S m . This choice of S m allows for permuting the first indices on the letters appearing in the ^-cycles of a. For encoding shifts of second indices, select the group G = Zi, the cyclic group of order £. Then, with G p denoting the set of all functions P -• Ze, define the wreath product Zt wr 5 m as the set W = G p x 5 m with multiplication W x W -> W given by (/, t)(g, u) = (fg\ tu) where ptfg*) = pf + (pt)g G G.
Since the binary operation W x W -> W is associative, W is a semigroup. Furthermore, since W has an identity element lw = (c, (1)), where c is the constant map P -> G whose value is the identity 0 of G, we see that W is a monoid. And since each (/, t) G W has an inverse (^,t _1 ), where # may be defined via the equation (pt)g = -pf, for pt G P, the monoid VF is a group.
Theorem
Let a G S n be a regular permutation whose cycle decomposition contains m cycles, each of length £. Then the centralizer (7(a) is isomorphic to the wreath product Zz wr uyxi.
In passing, let us reflect on the meaning of (/, t) G W in the context of 74.1. First, think of t G 5 m as a matching of the ^-cycles appearing in the cycle decomposition of a. Second, for each p G P -{1,2,... ,ra}, think of pf = s G G = Zi as initializing a cyclic-order-preserving map of the pth ^-cycle onto the (pt)th ^-cycle. For example, consider the disjoint cycle decomposition of the regular permutation OL = (10*1*2*3) ° (J0J1J2J3) € 5 8 .
Then, because there are two cycles, P = {1,2}, and, because the cycles have length 4, G = Z4. In this case, suppose t = (1, 2) G 52 and (1,3) 
Then (/,*) G W where t matches the first 4-cycle with the second, and 1/ = 3 induces the map io »-> j'3, ii • -> jo? *2 ^ ji> an d £3 • ->• J2-As a corollary of 74.1, we may calculate the orders of centralizers in S n .
Corollary
If the cycle decomposition of a G S n contains exactly nk k-cycles, then n = n\ + 2ri2 + • • • + nn n and the order of C(a) is §75 Semigroups
Throughout this section, we shall use S to denote a semigroup. We may always adjoin an identity to S by first choosing an element 1 # S and then defining a multiplication on S U {1} to be multiplication on S with the additional products la = al = a (a G 5U{1}).
In practice, we may indicate this construction by writing "5 1 ", which means S 1 = S U {1} if 5 has no identity element, and S 1 = S otherwise. An element z G S is called a zero of S if za = az -z for every a G 5. We may also adjoin a zero to S by first choosing an element z £ S and then defining a multiplication on 5 U {z} to be multiplication on S with the additional products za = az = z for every a G 5 U {z}. In practice, we may indicate this construction by writing "S*", which means S z = S U {z} if 5 has no zero element, and S z = S otherwise. And when we prefer "0" instead of z, we use "5°" instead of S z . But independent of our choice of notation, any semigroup can have at most one zero.
If S has a zero 0, then it is customary to use 5* to denote the set S -{0} together with a partial multiplication 5* x 5* -• 5* defined only for pairs (a, b) G 5* x 5* where a6 ^ 0. Such a structure is an example of a partial groupoid. On the other hand, if 5 has a zero and all products are equal to zero, then S is a null semigroup.
Suppose 0 7^ A C S. Then the sub semigroup T of S generated by A is the intersection of all subsemigroups of 5 that include A. If T = 5, then S is said to be generated by A, and A is a set of generators for S. If A = {a} is a singleton set, then the semigroup generated by A is the cyclic semigroup (a) generated by a. If S is a monoid and 0 ^ A C 5, then A generates S as a monoid if no proper submonoid of 5 is a superset of A. It is easy to show that this ordering "<" on Es is a partial ordering. Moreover, when S is an inverse semigroup, we may view (Es, <) as a special kind of lattice, namely, a lower semilattice, which is a partially ordered set E where every two elements e, / G E have a greatest lower bound e A /.
Proposition
If E is a commutative idempotent semigroup. Then E is a lower semilattice under the partial ordering
e<f ^ e = ef.
Conversely, if E is a lower semilattice, then E is a commutative idempotent semigroup under the operation ef = e A /.
The equivalence given in 75.1 provides just cause for calling commutative idempotent semigroups semilattices.
Turning to transformation semigroups, we let X be a set and say that a function a mapping a subset D of X into X is a partial transformation of X. The set D is the domain of a and is denoted da. The set R comprised of those y G X such that y = xa for some x G D is the range of a and is denoted ra. The cardinal number of ra is the rank of a. The empty transformation is the empty set 0 and may be viewed as the partial transformation whose domain d0 = 0 and whose range r0 = 0. The empty transformation 0 is a zero in the semigroup of partial transformations PTx of X, where PTx is the set of all partial transformations of X and multiplication is function composition. In the special case where X is finite and X = {1, 2,... , n}, we denote PT X as PT n .
One subsemigroup of PT n is the symmetric inverse semigroup C n , which consists of all a G PT n that are one-one. The members of C n shall be called charts (as in manifold theory) instead of the usual partial one-one transformations used in algebraic semigroup theory. As we did above, we shall write the charts on the right of the argument.
Another subsemigroup of PT n is the full transformation semigroup T n of {1,... , n}, which consists of all a G PT n that have da = {1,... , n}. A similar definition of the full transformation semigroup Tx of (an arbitrary set) X is obvious.
One of the most popular classes of semigroups is the so-called regular semigroups -S is a regular semigroup if for every a G S there is a b G S such that aba -a. A regular semigroup S whose idempotents commute is called an inverse semigroup.
§76 Semigroup Morphisms and Congruences
Let S and T be semigroups and suppose <\> : S -> T is a function that preserves multiplication, i.e., (a&)0 = (a<£) (60) (a,6eS).
Then 4> is called a morphism, a homomorphism, or a representation. An injective morphism 5 -> T is a monomorphism, & faithful representation, or an imbedding (of 5 into T); a surjective morphism is an epimorphism; and a bijective morphism is an isomorphism.
A bijection of a semigroup S onto a semigroup T is an antiisomorphism if 0 reverses the multiplication, i.e.,
(ab)</> = (b(/>) (ac/>) (a,beS).
If S is also equal to T and if <?i 2 = Is, where Is denotes the identity map S -* 5, then 0 is an involution.
An equivalence relation p on S is a /e/t (right) congruence on 5 if for a,b,c £ S, apb implies capcb (respectively, acpbc). Moreover, p is a congruence on S if it is both a left and a right congruence on S. A congruence p on S is a proper congruence if it is neither the universal congruence u nor the identity congruence Is.
Proposition
Let p be an equivalence relation on a semigroup S. Then p is a congruence on S if and only if for every a, b,c,d G S, when apb and cpd, then ac p bd.
For each congruence p on a semigroup 5, the set S/p of equivalence classes becomes a semigroup with multiplication We also have ideal extensions: If / is an ideal of a semigroup S, then S is an (ideal) extension of I by S/I. For example, to say that S is an extension of one Brandt semigroup by another means that S contains an ideal / that is a Brandt semigroup and that S/I is also a Brandt semigroup.
§77 Green's Relations
For any semigroup 5, we have Green's relations £, 1Z, V, H, and J. These relations were introduced by J. Green [1] , and are defined as follows: These relations allow one to use "egg-box pictures" to visualize (in a somewhat orderly fashion) an arbitrary semigroup. For instance, in Figure 60 .1 we see the egg-box pictures of the full transformation semigroups 7\, T2, and T3. Looking at the egg-box picture of T3, in particular, the cell at "location" 12/3 and {1,2} is an H class. In the picture of T 3 , we see 13 H classes. On the other hand, we may see the TZ classes by erasing all (interior) vertical lines, and the C classes by erasing all (interior) horizontal lines. There are three V classes, corresponding to the three egg-boxes, and the J classes are equal to the V classes since T3 is finite. The concepts of free semigroups, free monoids, and free groups are introduced and discussed in §42. In particular, the idea of presentations for semigroups and groups is discussed in the subsection Congruences and Presentations of §42.
Green's Lemma I
Let a and b be 1Z-equivalent elements in a semigroup
§79 Categories
In this section, we adopt the standard of writing operators on the left. A category C consists of a class O of objects of C and a class HomC of morphisms of C that satisfy the following conditions. A functor from a category Ci to a category C2 is a pair of mappings, one from 0\ to (D2, and the other from HomCi to HomC2-Both of these mappings are denoted as F, and they satisfy the following conditions. We denote the identity functor on a category C by lc, and we say that categories C\ and C 2 are isomorphic if there exists functors F\ : C\ -> C 2 and F 2 : C 2 -»• & such that F 2 o F x = l Cl and Fi o F 2 = l Cz .
