We give local conditions at ∞ ensuring that the intersection of n quadrics in P N , N ≫ n, satisfies weak approximation.
Let K be a number field, V a finite-dimensional vector space over K, and W ⊂ Sym 2 V * a K-vector space of quadratic forms on V . We can regard W as a linear system of quadrics in PV , and we denote the intersection of all quadrics in the system X W . If S is a finite set of places of K, we can ask whether X W satisfies weak approximation with respect to S, i.e., whether the diagonal map
has dense image. Assuming that X W (K s ) = ∅ for all s ∈ S, this is a refinement of the basic question of whether X W (K) is non-empty.
A necessary condition for X W (K) = ∅ is that for every real place s, and every w ∈ W , w ⊗ 1 ∈ W ⊗ K K s is neither positive-definite nor negativedefinite. For dim W = 1, the Hasse-Minkowski theorem implies X W (K) is non-empty if dim V ≥ 5 and a generator of W is indefinite at every real place of K. The weak approximation theorem for quadric hypersurfaces [PR] §7.1 Cor. 1 then applies. For dim W = 2, J-L. Colliot-Thélène, J-J. Sansuc, and P. Swinnerton-Dyer [CSS2] gave an affirmative answer to a question of A. Pfister [Pf] : if dim V > 4 dim W and K is totally imaginary, must X W (K) be non-empty? D. Leep [Le] proved a qualitative version of Pfister's conjecture: if dim V is sufficiently large compared to dim W (Leep gave an explicit quadratic bound) and K is totally imaginary, then X W (K) is non-empty. W. Schmidt [Sc] proved an analogous result for arbitrary number fields K, under the hypothesis that every real embedding of K gives rise to a non-trivial real solution of the system.
For weak approximation to hold, it is clear that we must put a lower bound on the rank of any non-zero quadratic form in W . For instance, the rational zero-locus of x 2 1 − 2x 2 2 , regarded as a quadratic form in any number of variables, will never be dense in the real locus. For W generated by a single quadratic form of rank ≥ 5, weak approximation of X W is well known (see, e.g., [PR] S7.1 Cor. 1.) Colliot-Thélène, Sansuc, and Swinnerton-Dyer have a weak approximation theorem ([CSS1] , [CSS2] ) for dim W = 2. This paper provides a weak approximation theorem for arbitrary dim W , given a sufficiently strong condition at the archimedean places of K.
There seems to be a general philosophy that a complete intersection X of n hypersurfaces of degree ≤ d should have many rational points as long as there are no local obstructions (especially no obstruction at real places) and dim X is large compared to n, d, and the dimension of the singular locus of X. This paper exhibits one possible concrete formulation of this philosophy for d = 2. For general d, C. Skinner [Sk] has proven weak approximation for smooth complete intersections as long as a certain auxiliary variety is not too badly singular. In particular, he has proven weak approximation for non-singular cubic hypersurfaces of sufficiently high degree. Although the setup is rather different, it may be worth mentioning the result of J. Harris, B. Mazur, and R. Pandharipande [HMP] asserting that a complex projective hypersurface of fixed degree d is always unirational if the codimension of its singular locus is sufficiently large compared to d.
We begin with a definition intended at the same time to control the singular locus and to guarantee that there is no real obstruction:
The main theorem (see Theorem 5 below for a precise statement) is that X W satisfies weak approximation provided that W ⊗ K K s is m-admissible for all infinite places of K, where m is sufficiently large compared to dim W . The proof is elementary and inductive. To find points in X W (K), we choose a quadratic form w 0 ∈ W , a complementary subspace W ′ ⊂ W , and a w 0isotropic subspace V ′ of V , such that the restriction of W ′ to V ′ satisfies a suitable admissibility condition. The main technical difficulty in implementing this idea is that at real places we must bound the signature of elements of W ′ uniformly.
Given a real or complex vector space V and a vector space W ⊂ Sym 2 V * of quadratic forms, we define the (non-linear) evaluation map E :
Proposition 3. Given a positive integer n, a real or complex vector space V , and an n-dimensional space of quadratic forms
Proof. We consider the real case first. It is clear that E(V ) is closed under multiplication by R ≥0 . As n 2 − n + 1 > 0, no quadratic form in W can be semi-definite. In other words, E(V ) cannot lie in the closed half space in W * defined by any oriented hyperplane through the origin. This implies that 0 lies in the interior of the convex hull of E(V ), and therefore (since E(V ) is a cone) that the convex hull of E(V ) is all of W * . It therefore suffices to prove that if w * 1 = E(v 1 ), w * 2 = E(v 2 ) are non-zero vectors, the line segment containing them lies in E(V ). This is obvious if w * 2 is a scalar multiple of w * 1 , so we may assume the two vectors span a plane. Let W ′′ ⊂ W denote the annihilator of Span(w * 1 , w * 2 ) and W ′ a codimension 1 subspace of W spanned by W ′′ and a vector w ′ such that w * i (w ′ ) > 0 for i = 1, 2. Let V 1,2 ⊂ V denote the subspace of codimension ≤ 2n − 2 consisting of vectors which are perpendicular to both v 1 and v 2 with respect to every quadratic form in W ′ . That is,
By Lemma 2, if W ′ is n 2 − n + 1-admissible, its restriction W ′ 1,2 to V 1,2 is n 2 − 3n + 3 = (n − 1) 2 − (n − 1) + 1-admissible. We use induction on n, the proposition being trivial for n = 1. By the induction hypothesis, the map V 1,2 → (W ′ 1,2 ) * is surjective. In particular, there exists a vector v 3 ∈ V 1,2 such that w ′′ (v 3 ) = 0 for all w ′′ ∈ W ′′ and w ′ (v 3 ) > 0. We define a continuous function g : [0, 2] → V by
In other words, the curve E(g(t)) is confined to the open half-plane in (W ′′ ) ⊥ = Span(w * 1 , w * 2 ) defined by w ′ . This half-plane likewise contains the rays through w * 1 = E(v 1 ) and w * 2 = E(v 2 ). It follows that the curve meets the ray through every point of the form sw * 1 + (1 − s)w * 2 , s ∈ [0, 1].
As E(V ) is a cone, it contains the segment connecting w * 1 and w * 2 , and the proposition follows by induction.
The complex case works in the same way but is easier. Consider two linearly independent elements w * 1 = E(v 1 ), w * 2 = E(v 2 ) in the image. Let V 1,2 be defined as above. By the induction hypothesis, there exists
, without loss of generality, we may assume w * 1 and w * 3 are linearly independent and therefore that
. It follows that E(V ) is a complex subspace of W * . On the other hand, E(V ) spans W * since a non-zero form in W cannot vanish identically on V .
Proposition 4. Let V be a finite-dimensional real or complex vector space and W ⊂ Sym 2 V * a vector space of quadratic forms on V of dimension n ≥ 2. Let W ′ denote a codimension 1 subspace of W , w 0 ∈ W \ W ′ , and v 0 ∈ V a non-zero vector isotropic for w 0 . Let N be a positive integer, and let M = n(n + 1)N + n 2 − n + 1.
Let E ′ denote the composition of E with the projection W * → (W ′ ) * . By Proposition 3, we can choose v 1 , . . . , v nN each w 0 -isotropic and mutually orthogonal with respect to every quadratic form in W , such that for each j, 0 ≤ j < N , 0 lies in the interior of the convex hull of the set {E ′ (v nj+1 ), E ′ (v nj+2 ), . . . , E ′ (v nj+n )}. Every vector in V ′ = Span(v 0 , . . . , v nN ) is w 0 -isotropic, and by construction, the restriction of any non-zero w ′ to Span(E ′ (v nj+1 ), E ′ (v nj+2 ), . . . , E ′ (v nj+n )) is indefinite. Since there are N such spaces, and they are mutually w ′orthogonal, V ′ is N -admissible.
Theorem 5. There exists a function f : N → N with the following property: Given a non-negative integer n, a number field K, a K-vector space V , an ndimensional space of quadratic forms W ⊂ Sym 2 V , and a finite set of places
Proof. We use induction on n. The case n = 0 is trivial, so we may assume n ≥ 1. We fix a non-zero w 0 ∈ W and a codimension-1 subspace W ′ ⊂ W such that w 0 ∈ W ′ . A quadratic form in over K which is indefinite at every real place and non-degenerate on a space of dimensional ≥ 5 always admits a non-zero isotropic vector. If X w 0 denotes the variety of isotropic vectors for w 0 , by the weak approximation theorem for quadric hypersurfaces, X w 0 (K) is dense in s∈S X w 0 (K s ). Given a point x ∈ s∈S X W (K s ) and a non-empty open neighborhood U of x in s∈S P(V ⊗ K K s ), we choose a vector v 0 ∈ X w 0 (K) which lies in U . Setting k = nf (n − 1) and applying Proposition 4 to v 0,
The condition on a finite set of vectors in a complex (resp. real) vector space that they span the space (resp. that 0 belongs to the interior of their convex hull) is open in the strong topology. By weak approximation for quadric hypersurfaces, there exist linearly independent w 0 -isotropic vectors v 1 , . . . , v k ∈ V such that for each i and each archimedean s ∈ S, v i ⊗ 1 approximates v i,s closely enough that
is non-empty. By the induction hypothesis, there exists a vector v ′ ∈ V ′ which is isotropic for all of W ′ (therefore for all of W ) and which also lies in U .
Thus v ′ ∈ U ∩ s∈S X W (K s ). The theorem follows.
We conclude with two questions. First, our proof of Theorem 5 depends on constructing large isotropic subspaces of individual quadratic forms, and for this reason we need a strong condition at real places. Does the theorem remain true if we replace our notion of m-admissibility by the condition that every non-zero w ∈ W is indefinite and non-degenerate on an m-dimensional subspace of V ? Second, our proof of Proposition 3 depends on a trick that shows that under suitable admissibility conditions, the real locus of a system of quadratic eduations (in real projective space) is connected. Can this trick be used to analyze higher connectivity? For instance, if V is a real vector space, k is a positive integer, and W a vector space of quadratic forms which is m-admissible for some m depending on k and dim W , can we conclude that X W (R) has a k-connected double cover?
