Time-resolved coherent anti-Stokes Raman-scattering ͑CARS͒ measurements are carried out for iodine ͑I 2 ͒ in solid krypton matrices. The dependence of vibrational dephasing time on temperature and vibrational quantum number v is studied. The v dependence is approximately quadratic, while the temperature dependence of both vibrational dephasing and spectral shift, although weak, fits the exponential form characteristic of dephasing by pseudolocal phonons. The analysis of the data indicates that the frequency of the pseudolocal phonons is ϳ30 cm −1 . The longest dephasing times are observed for v = 2 being ϳ300 ps and limited by inhomogeneous broadening. An increase in the dephasing rate of v = 2 as the temperature is lowered to T = 2.6 K is taken as a clear indication of lattice-strain-induced inhomogeneity of the ensemble coherence.
I. INTRODUCTION
Optical spectroscopy is a powerful tool to investigate intermolecular interactions in condensed phase. Vibrational spectra, in particular, can give information on the couplings between the molecule and its environment. In frequency domain, this information is contained in the line shape and shift of the frequency. In time domain, the decay of the vibrational coherence with the characteristic time constants can be directly recorded. In principle, the same information can be obtained in both domains and they are related via Fourier transformation. Both energy relaxation and phase relaxation effects contribute to the observables. In a coherent spectroscopic measurement in time domain, the dephasing time ͑T 2 ͒ is measured which, in a homogeneous case, consists of both energy relaxation ͑T 1 ͒ and pure dephasing ͑T 2 Ј͒ contributions. [1] [2] [3] [4] [5] [6] Usually, in condensed media, pure dephasing by the thermal bath dominates. As the temperature of the bath is reduced, energy relaxation can be expected to overtake. Accordingly, measurements as a function of temperature are particularly useful in making mechanistic assignments. In principle, in the limit T → 0, pure dephasing is suppressed. However, now the possible contribution of sample inhomogeneity must be assessed, and in the absence of methods, such as photon echo which eliminates the inhomogeneous component from observation, 7 inhomogeneous contributions must be extracted from systematics of sample preparation.
The theory of dephasing of electronic or vibrational degrees of freedom in the solid state has been considered within different approaches. 2, [4] [5] [6] [8] [9] [10] [11] [12] [13] In the commonly considered limit of weak coupling, perturbative approaches have been extensively employed. Hsu and Skinner have presented a nonperturbative theoretical formulation of the problem.
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The essential results from these theories in the case of weak coupling of the impurity to the host lattice are the following: ͑i͒ when the impurity vibration is coupled to lattice phonons, and the Debye density of states is assumed to couple, the T 7 law is obtained, and ͑ii͒ when the impurity is coupled to local phonons, an exponential temperature dependence results. For the line shift, exponential temperature dependence has been found for weak coupling. 9, 13 In addition, for vibrational overtones, a quadratic dependence of the dephasing rate on the vibrational quantum number v has been obtained, and experimentally observed. 5, 14, 15 This result has been observed for the liquid phase as well. 16 In some cases, a subquadratic dependence has been observed. 17 Despite the success of the approximate theories to account for the general behavior of vibrational dephasing, more detailed understanding of the phenomenon is desirable. With the development of the computing resources and methods, accurate quantum simulations of the nuclear degrees of freedom in many-body systems can be performed. 18, 19 argon and krypton have demonstrated that extensive information on the properties of this model system can be obtained. 14, [20] [21] [22] The dephasing times as a function of temperature and vibrational state have been measured in both solids, thus forming an extensive body of data that can be used to test theories. For experimental reasons, more extensive data have been obtained for iodine in krypton including vibrational states between v = 1 and 19 temperatures between 7 and 45 K. However, since the CARS method does not discriminate between inhomogeneous and homogeneous contributions to dephasing, the longest observed dephasing times are suspected to be limited by inhomogeneous broadening. Therefore, it would be desirable to extend these measurements to more homogeneous samples. Additionally, it would be interesting to extend the studies to temperatures below 7 K.
In this paper, we report results of femtosecond CARS measurements on matrix-isolated iodine molecules on samples prepared in a different way from those in previous similar experiments. The prepared vibrational coherences contain information on the vibrational states from v = 2 to 16. Our data show that the inhomogeneous broadening is smaller in the present experiments. Moreover, the study of temperature dependence is now extended down to 2.6 K; and additionally, we report data on the frequency shift as a function of temperature.
II. EXPERIMENTAL DETAILS
The I 2 /Kr= 1 / 2600 samples were prepared by the continuous deposition method on a 100-µm-thick sapphire substrate at T = 40 K. A pumped, liquid-He flow cryostat, which achieves a base temperature of ϳ2.6 K, is used. After deposition, the sample is cooled slowly ͑0.5 K/min͒ to the measurement temperature. The temperature dependence of dephasing times of a given vibrational superposition was measured from a single sample.
To obtain matrices of high optical quality, which is crucial for the success of the TR-CARS experiments, the sample preparation technique was carefully tested by growing samples at different temperatures while monitoring the matrix thickness by using interference of a HeNe laser beam. The scattering properties of the matrix were also inspected both visually and from the transmitted HeNe laser beam. Different growth rates were correlated with the reading of a calibrated needle valve, resulting in a calibration curve that was used in the CARS measurements to determine the sample thickness. Using deposition temperature of 40 K and a deposition rate of ϳ0.2 mmol/ min yields matrices of high optical quality that can be grown to a thickness of at least ϳ500 m without significant increase in scattering. The electronic absorption spectrum of I 2 in the visible range was measured during the matrix growth. The spectrum is shown in Fig. 1 together with the corresponding gas-phase data. 23 The spectra are very similar, the matrix spectrum being only slightly shifted and narrower. The monomericity of the sample was tested by resonance Raman measurements with a 532-nm excitation laser ͑Coherent, Verdi͒. The spectrum is shown in Fig. 2 . It shows mainly a signal from monomeric iodine molecules. 24, 25 The broad band appearing as a shoulder at ϳ180 cm −1 does not seem to belong to the dimer as there are no higher vibrational components visible in the spectrum, which is characteristic for iodine dimers. 24, 25 The CARS setup is shown in Fig. 3 . A Coherent Mira Ti:sapphire oscillator and a Quantronix Odin amplifier are used, and the output ͑800 nm, ϳ0.8 mJ, and 1 kHz͒ is used to pump a homebuilt noncollinear optical parametric amplifier ͑NOPA͒ and a commercial optical parametric amplifier ͑OPA͒ ͑Topas, Light Conversion Ltd.͒. The NOPA output pulse with a bandwidth of ϳ470 cm −1 is used as the Stokes pulse. The OPA output is split into two, yielding the pump and probe pulses with a bandwidth of ϳ340 cm −1 . The central wavelengths of the beams are tuned between 600-685 and 565-580 nm for NOPA and OPA, respectively. Two delay lines, for the Stokes and probe beams, are used to control the timing between pulses. The probe delay line is equipped with a stepper motor with a step size of 1 µm, corresponding to a delay of ϳ6,67 fs. The beams are arranged in a boxcars geometry and a 20-cm focal length achromat lens is used to focus the three beams and to collimate the CARS beam. The intensities of the beams are attenuated to deliver pulse ener- gies Ͻ1 J at the sample. Spatial filtering of the CARS signal is achieved with an aperture, and spectral filtering with interference filters and a monochromator. A cooled photomultiplier tube ͑PMT͒ is used for detection and a boxcar integrator for data collection. The repetition rate is l kHz, and 100 pulses are averaged for one data point. The pulse energies of all three beams are monitored during measurements, and the data are corrected assuming a linear dependence of the signal on the pulse energy of each beam.
III. EXPERIMENTAL RESULTS
The CARS signals were measured as a function of the probe delay for four different vibrational superpositions on the ground electronic state of I 2 at five different temperatures: 32, 20, 10, 4.1, and 2.6 K. To be clear, the vibrational superposition is created due to the broad bandwidth of the excitation resulting in several Raman transitions being excited simultaneously. Quantum beating between different transitions can be observed as oscillatory structure in the signals. The composition of a superposition depends on temporal excitation pulse widths and frequencies. For example, ⌿ = a͉v =2͘ + b͉v =3͘ is referred to as the v =2+3 superposition. In a two-state preparation, e.g., v =2+3, the single beat at the difference frequency 3−2 = 3 − 2 is observed, while for a three-state superposition, e.g., v =2+3+4, beside the fundamental beats 3−2 and 4−3 the overtone beat at 4−2 is observed. In Fig. 4 , the signal for different superpositions at T = 20 K is shown. The same scale on x axis for all the data emphasizes a strong dependence of the dephasing times on the vibrational state. The expansion of the signal ͓inset ͑a͒ in Fig. 4͔ shows a strong modulation of the signal at a period of ϳ160 fs, corresponding to the vibrational period of the I 2 molecule. The recursion of the signal envelope at an-27-ps period corresponds to the first anharmonicity of the iodine molecule on its ground electronic state. For the superpositions of higher vibrational states ͑v Ͼ 10͒, the dephasing times are shorter than the recursion time, and no recursions can be observed within the experimental signal-to-noise ratio.
The frequency domain spectra of the transients were obtained via Fourier transformation of the time domain signal. The region near 200 cm −1 from the v =2+3+4 superposition is shown in the inset ͑b͒ of Fig. 4 . The relatively long dephasing times at low vibrational states yield very well resolved bands. At higher vibrational states the bands are not well resolved due to shorter dephasing times, making the analysis of the measurements more difficult. The prepared superpositions contained usually three or four different vibrational states with significant amplitude, resulting in two or three bands in the region near 200 cm −1 and one or two bands in the region near 400 cm −1 of the frequency domain spectra.
The experimental data were analyzed in both frequency and time domain to obtain the dephasing rates and the vibrational frequencies. In frequency domain, the bands were fitted with Lorentzian line shapes to yield the dephasing rates ͑␥͒ from the bandwidth. Both Lorentzian and Gaussian line shapes were tested in the fittings, and the Lorentzian gave usually better fits. These bandwidths and the frequencies of the bands were then used as initial guesses in the time domain fits. For the time domain fits, we used sums of exponentially damped cosines, following the approach of Karavitis and Apkarian:
where The center wavelength for pump and probe pulses was 580 nm except in the v = 14-16 experiment, where 565 nm was used. The center wavelengths for the Stokes pulse were 600 nm ͑v = 2-4͒, 620 nm ͑v = 4-6͒, 660 nm ͑v = 10-12͒, and 685 nm ͑v =14-16͒. The temporal width of the pulses was ϳ80 fs for the pump and probe pulses, and ϳ40 fs for the Stokes pulse.
namely, the decay of amplitude level correlation between state v and v = 0. The parameters in the fits were not constrained by any functional form, but the condition ␥ v Ј Ͼ ␥ v for vЈ Ͼ v was imposed. In most cases, however, the individual parameters for each state cannot be obtained reliably, so one to three independent terms were used to obtain average dephasing rates. The v dependencies of the dephasing rates at three different temperatures, obtained from both the frequency and time domain fits, are collected in Fig. 5 . The data do not behave very smoothly, reflecting all the possible error sources in both the measurements and the analysis. Especially at higher vibrational states, fast dephasing results in bands overlapping in the frequency domain, making the analysis more difficult. However, the overall behavior agrees reasonably with the results of Karavitis et al., which is shown in the figure with a dashed line.
14 The dephasing time is shortened by a factor of ϳ20 in going from v =2 to v = 15. The lowest observed dephasing rate is ϳ0.003 ps −1 , corresponding to an ϳ0.03-cm −1 linewidth in the frequency domain.
The temperature dependence of the dephasing rates is very weak, as can be seen from Fig. 6 . A tenfold increase in the temperature induces only an approximately twofold increase in the dephasing rate of states above v = 5. In the case of the lower-lying vibrational levels, exemplified by v =2 in Fig. 6 , observed dephasing rate increases as the temperature is lowered. This is the most direct evidence of the inhomogeneous contribution to the measured decay of the ensemble coherence. Cooling the sample below 4.1 K introduces cracks and leads to increased light scattering visible to the eye. The observed inverse T dependence of dephasing rates must be ascribed to strain-induced inhomogeneity of the trapping sites in which the ensemble of molecules is isolated in the polycrystalline matrix. Thus, for the lowest vibrational levels measured, v = 2, 3, the observed dephasing rate at 2.6 K is determined by the sample morphology, and therefore can be expected to be sensitive to the method of preparation. The T dependence of states above v = 5 is not inverted as T → 0 ͑see Fig. 6͒ , indicating that at least strain-induced inhomogeneity does not play a role in the decay of the prepared vibrational coherence.
Temperature dependence of the beat frequencies was observed at the lowest vibrational states ͑v = 2-4͒, where the bands in the frequency domain are narrow and well resolved. The dependence is shown in Figs. 7 and 8 for the beat frequency 3−2 . The effect is small, ϳ0.14 cm −1 in going from 14 Within the experimental accuracy, this magnitude of variation can be explained by the difference in sample morphology due to different preparation, and by the temperature effect.
IV. DISCUSSION AND ANALYSIS
The preparation method of the sample is described in detail in this report because it differs from the method used in previous similar experiments. 14, [20] [21] [22] We use continuous deposition and a deposition temperature of 40 K while pulsed deposition and 32 K were used previously. The higher deposition temperature here is expected to yield more homogeneous samples and this is indeed observed in the dephasing times as discussed later. An important finding is that the isolation is very good even at such a high deposition temperature as indicated by the resonance Raman spectrum ͑see Fig. 2͒ and the absence of signatures of low-frequency components in the CARS signals. The optical quality of the sample is of importance in CARS measurements and the parameters used in our sample preparation yield matrices of exceedingly good optical properties.
The CARS measurements are carried out along the same lines as in the previous similar measurements and the full account of the theoretical background can be found in Ref. 20, 21, 26 , and 27. In short, we prepare a vibrational Raman packet by the pump and Stokes pulses where the pulses are in electronic resonance with the B-X transition of iodine molecule. The spectral width and wavelength of the pulses determine the composition of the prepared vibrational coherence. The third "probe" pulse probes the created coherence via emission of a signal photon emitted by the timedependent third-order polarization. The fast electronic dephasing ensures that the anti-Stokes radiation is emitted only once during the compression of the I-I bond. 20 Since the wavelength of the Stokes pulse is chosen not to be in strong resonance with the transitions from the ground vibrational and electronic state the polarization consists mainly of one component,
The detector measures the time-and frequency-integrated signal in the anti-Stokes ͑AS͒ direction, k AS = k 1 − k 2 + k 3 . The indices 1, 2, and 3 refer to the pump, Stokes, and probe pulses, respectively. The signal is recorded with a square-law detector,
where t 21 is the interval between pump and Stokes pulses and t 32 is the interval between Stokes and probe pulses. The pump and Stokes pulses nearly overlap in time and the delay time between Stokes and probe pulses is scanned which results in the observed signal. The measurement yields directly the time correlation function between the initial state ͑the molecule in v =0͒ and the prepared vibrational coherence. Fitting the signal according to Eq. ͑1͒ yields state specific dephasing times and frequencies. Alternatively, the same information may be extracted from the Fourier transform of the measured signal, now in terms of peak positions and linewidths.
Inspection of Fig. 4 shows that the dephasing time is strongly dependent on v in agreement with the previous findings and predictions of theory. 14, 21 The inset ͑b͒ shows that the bands resulting from different beat frequencies ͑ 3−2 and 4−3 ͒ are clearly resolved in the frequency domain. In order to show this more quantitatively the v dependence of dephasing time is illustrated in Fig. 5 for three different temperatures. For comparison, the results from Ref. 14 are shown in the figure by a dashed line.
Before going to more quantitative analysis we should address the issue of inhomogeneous broadening in order to evaluate the usefulness of the data set. The dephasing rate reaches its lower limit with a value of ϳ0.003 ps −1 as the lowest value in our data. This sets the upper limit of inhomogeneous broadening in our samples. This seems to be somewhat lower than the lowest values reported in Refs. 14 and 21 and thus indicates that the present samples are more homogeneous as expected from the higher deposition temperature. This is also evident by comparing the power spectrum in the inset ͑b͒ of Fig. 4 to the Fig. 5 of Ref. 21 .
Next, we outline the theoretical framework we use to interpret the results. We use the usual partition of the total system into an anharmonic oscillator which is weakly coupled to a bath of harmonic oscillators. The total Hamiltonian is given by 
. H S is the Hamiltonian for the anharmonic oscillator with a scaled coordinate q and V anh is the anharmonic part of the potential. The bath ͑H B ͒ is described as a collection of harmonic oscillators representing the lattice phonons. The interaction potential ͑H SB ͒ is expanded in a Taylor series and truncated at quadratic order. In order to simplify the description, the bath coordinates are described as a single collective coordinate which is a linear combination of the bath modes.
Then the interaction potential can be written as
The linear term in leads only to a temperature-independent frequency shift and the production of phonon sidebands, while the quadratic term is responsible for dephasing. 28 Dropping the linear term in Eq. ͑9͒, the weak-coupling limit of the dephasing rate ␥ and the shift of the vibrational frequency ⌬ of the renormalized system ͑4͒-͑9͒ are obtained,
where n͑͒ is the phonon occupation number,
and ⌫ P ͑͒ is the phonon spectral density. Its explicit form depends on the coupling between the molecule and phonons. The coupling parameter W is given by
where v is the quantum number of the vibrational state of the system. In order to calculate W, U͑q͒ should be specified.
U͑q͒ is expanded in a Taylor series up to the quadratic term
Now, the expression for W depends on the choice of the system. If the system is harmonic, then the quadratic term gives the only nonzero expectation values. Then combining ͑13͒ and ͑14͒ and evaluating the expectation values we obtain
and the working expressions for the dephasing rate and line shift become
Thus, in the harmonic approximation for the system, the dephasing rate is quadratic in v and the line shift is linear in v.
The expressions for anharmonic systems are more involved and lead to more complex v dependence. For the Morse oscillator, both the linear and quadratic terms in q are nonzero, therefore a strictly quadratic v dependence does not hold. Since high-lying vibrations, states up to v = 15-19, are under consideration, deviations from the harmonic approximation are expected. Thus, since the vibrational level structure is well represented by a Morse oscillator, it is interesting to check the v dependence of the dephasing rate within the theory outlined above. The task is to evaluate the expectation values for q and q 2 for several values of v. The analytical expressions for the expectation values have been derived by Gallas. 29 We have calculated numerically the expectation values up to v = 12 for a Morse oscillator described by the reduced mass of iodine and e and e x e parameters taken from our Birge-Sponer fit for the 32-K data. The results are shown in Fig. 9 as the ratio ␥͑v͒ / ␥͑v =1͒ obtained for the linear and quadratic terms alone. Included in the figure is the quadratic v dependence predicted by the harmonic approximation. It can be seen that the linear coupling gives almost quadratic dependence up to v = 12. The quadratic coupling gives stronger than quadratic dependence of dephasing on v. At v = 12 the dephasing rate would be ϳ45% higher than what pure v 2 dependence would show. Thus, it is evident that if accurate data are available it should be possible to deduce the dominating term in the expansion ͑14͒. In previous studies it was also found that the v dependence is stronger than quadratic for a Morse oscillator. 15 However, in that study, a subquadratic dependence was obtained for linear coupling term while we find slightly stronger than quadratic dependence. The origin of the discrepancy is not clear at the moment. Now, we are ready to analyze the experimental results in more detail. Since our data are limited to few points, we restrict the analysis to test the quadratic dependence. Although pure homogeneous dephasing vanishes at 0 K we add a constant term to take into account the limit due to inhomogeneous broadening and vibrational relaxation. The results of the fit are shown in Fig. 5 as a solid line showing that the quadratic dependence fits the data reasonably well. This is also in qualitative agreement with previous findings.
14 The lower limit of the dephasing rate is set either by the inhomogeneous broadening or vibrational relaxation but we cannot distinguish unambiguously the contribution of vibrational relaxation from our data. It should be noted that both effects may show linear dependence on v.
14, 30 Paige and Harris have measured the vibrational relaxation rate of I 2 in liquid Xe at temperatures between 253 and 323 K. 31 Their results showed that near the bottom of the potential-energy surface the relaxation time is on the order of nanoseconds. Although there is no corresponding data available for solid krypton, the time scale should be roughly similar. Thus, since the longestobserved coherence times in this work are up to several hundred picoseconds, it is possible that there is a contribution from vibrational lifetime in these values. Measurements of vibrational relaxation would be interesting in this regard.
The temperature dependence of the dephasing rate is very weak as seen in Fig. 6 . We note here once more that the rise in the dephasing rate with decreasing temperature below 4.1 K is due to the change of morphology of the sample caused by thermal stress which increases the inhomogeneous effects. Therefore, the temperature dependence can be reliably estimated only for temperatures approximately ജ4.1 K for low vibrational states. By inspection of the data it is hard to reliably judge the functional form of the temperature dependence. We can safely exclude the T 7 dependence within the error limits of the data, thus eliminating the mechanism of dephasing by coupling to extended lattice phonons. On the other hand, the data are in a reasonable agreement with the exponential behavior found in Ref. 14 as shown in Fig. 6 with a dashed line.
It is notable that for the low-lying vibrational states the present measurements are more accurate for measuring the shift in vibrational frequency than the dephasing time. Therefore, it is valuable to measure the shift of the frequency as a function of temperature since within the theory outlined above it depends on the same interactions with phonons as the dephasing rate. Most reliable line-shift measurements can be done for the lowest states that are well resolved in the frequency domain. In Fig. 7 the shift is presented for the beat frequency 3−2 . The temperature dependence is shown in Fig. 8 along with the fit according to Eq. ͑17͒. In the fit the spectral density was taken to be Gaussian with a full width at half maximum ͑FWHM͒ of 5 cm −1 ͑see later͒. The 2.6-K data point is excluded from the fit due to broadening and the shift due to the change in the morphology of the sample upon cooling. The fit is reasonably good to establish with higher reliability than the dephasing rate analysis that the dependence is exponential. This is indicative of coupling with pseudolocal phonons. The frequency of the pseudolocal mode obtained from the fit is 23 cm −1 . Finally, we carry out a unified analysis of both dephasing rate and line shift according to Eq. ͑16͒ and ͑17͒. In Ref. 14, it was concluded that the dephasing is due to coupling with the pseudolocal phonons as evidenced by clear exponential temperature dependence. Our data in Fig. 6 is in line with this, although the quality of data is not sufficient to establish this with confidence. In Ref. 14 the T dependence of the dephasing rate was successfully modeled with Eq. ͑16͒ by using the pseudolocal phonon frequency of 34 cm −1 and the spectral width of 5 cm −1 for a Gaussian-type of spectral density. We used the same parameters to calculate the dephasing rate numerically according to ͑16͒ by setting F 2 to 1. Then the value of F 2 was determined so that the quadratic fit of the data at 32 K was reproduced. The obtained value for F 2 is 0.029. It should be noted that for 0 → 1 transition this value would be equal to the parameter W. As expected, the weakcoupling assumption of W Ӷ 1 is valid. The temperature dependencies were then calculated for several states and a reasonably good agreement was obtained for the whole data set. The results are shown in Fig. 6 with a solid line. A further test was then made by calculating with these parameters the temperature dependence of the line shift from ͑17͒ and comparing the result with the experimental data. The comparison is shown in Fig. 8 with a dashed line. The agreement is not perfect but reasonably good keeping in mind that the line shift was calculated based only on data obtained from the analysis of the dephasing rate. The fit to the frequency shift alone gave 23 cm −1 for the local mode frequency and the true value is probably between this and 34 cm −1 , obtained from the analysis of the dephasing rate.
V. CONCLUSIONS
The dephasing of vibrational coherence of matrixisolated I 2 is studied with time-resolved coherent anti-Stokes Raman scattering. The prepared vibrational superpositions contain information on the states between v = 2 and 16, and the temperature dependence of dephasing time and frequency shift is studied between 2.6 and 32 K. The analysis of the results indicates that the dephasing rate depends on quantum number v roughly quadratically. For a Morse oscillator this indicates that the coupling with lattice is dominated by the linear term with respect to the Morse oscillator coordinate. The quadratic term gives v dependence which is higher than quadratic. The longest dephasing times are most probably limited by inhomogeneous broadening which in our samples yields longest dephasing times up to ϳ300 ps for v = 2. The temperature dependence of dephasing time and frequency shift shows that the main mechanism of coupling is via pseudolocal modes with frequency in the 23-34-cm −1 range. The data at 2.6 K yield shorter dephasing times than at higher temperatures due to the change of morphology of the sample upon cooling and subsequent increase of inhomogeneous broadening.
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