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Phase separation of seawater is an important process controlling the dynamics and chemistry of hydrothermal
circulation. We numerically investigate hydrothermal circulation in porous media, including phase separation of
seawater. Seawater enters the crust at the seaﬂoor, is heated at depth, and returns to the seaﬂoor as hydrothermal
ﬂuids. The seaﬂoor and the bottom of the calculation region are set at depths of 2500 m and 4000 m from the sea
surface, respectively. The temperature at the base of the calculation region is set at 600◦C. Under these pressure
and temperature ranges, supercritical phase separation is inevitable. Here we focus on steady-state conditions, as
a ﬁrst step to investigate the complex process of convection with phase separation. Under these conditions, we
demonstrate that phase separation leads to a two-layer structure. Seawater circulates vigorously in the upper layer,
and this overlies a stagnant lower layer formed by sinking of dense brine. We ﬁnd that the key quantity which
governs this structure is the ratio of the relative velocity between the two phases to the mean ﬂow velocity in the
transition zone between the two layers. As the relative velocity increases, the brine layer becomes thick, and the
transition zone becomes thin. Under steady state conditions, the mean salinity at the seaﬂoor should be the same
as that of seawater because the total mass of salt should be conserved. Fluids which vent near the ridge axis are
more saline than seawater, whereas ﬂuids which vent more than about 100 m away from the axis are less saline than
seawater.
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1. Introduction
Around mid-ocean ridges, seawater sinks through cracks
of oceanic crusts and ﬂows out near the crests, being driven
by the heat of underlying cooling magma chambers. The out-
ﬂowing hot water forms spectacular black smoker vents in
some places. The ﬂow is called mid-ocean ridge hydrother-
mal circulation (e.g. Kelley et al., 2002). The circulation
plays a major role in heat transport at ridge areas. Moreover,
it nourishes deep-sea biotic communities, and causes hy-
drothermal alterations, which are commonly found in ophio-
lites. All of these phenomena are inﬂuenced by the dynamics
of the circulation. For example, ecosystems are controlled by
the temperature and composition of the ﬂuids, which result
from heat transport and chemical reactions, which are in turn
determined by the circulation structure.
The numerical simulation is a powerful tool for investi-
gating such complex phenomena. Many simulations have
been carried out for the systems which are basically ther-
mal convection in porous media. Early simulations used the
properties of pure water (e.g. Fehn et al., 1983; Travis et
al., 1991) for hydrothermal ﬂuids. Effects of more realis-
tic material properties of hydrothermal ﬂuids have been in-
vestigated recently. Wilcock (1998) used temperature- and
pressure-dependent properties of seawater to investigate the
temperature of the discharging ﬂuid. These properties of
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seawater, especially its critical properties, give rise to the
focusing of upwelling. He showed that the temperature of
the discharging ﬂuid is about half of the bottom tempera-
ture. The calculated venting temperature is reasonably close
to observed temperatures of black smokers, 320–380◦C. He
however noted that the temperature is sensitive to the perme-
ability structure. Jupp and Schultz (2000) used the equation
of state of pure water to investigate the effect of anomalous
physical properties of water near its critical point, 374◦C, on
the temperature of black smokers. They used numerical sim-
ulations to demonstrate that thermal plumes tend to form at
temperatures of about 400◦C, which is close to the critical
temperature, where physical properties show anomalous be-
havior.
Phase separation of seawater is another factor that has pro-
found inﬂuence on the physical properties of hydrothermal
ﬂuids, and it has been considered to be a major controlling
factor of the circulation structure (Bischoff and Rosenbauer,
1989). It is particularly important around ridge axes, where
the underlying magma chamber heats seawater above the
critical point. The phase separation generates ﬂuids with Cl−
concentrations both higher and lower than that of seawater,
and leads to the change of Cl− concentrations of hydrother-
mal vent ﬂuids. The evidence of phase separation comes
from both the chemical compositions of mid-ocean ridge ﬂu-
ids and ﬂuid inclusions in ophiolites.
The diversity of Cl− concentrations of hydrothermal vent
water (e.g. Von Damm, 1995) is considered to result from
phase separation. The NaCl concentrations range from 0.2
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Fig. 1. Two-phase (liquid-vapor) coexisting curve of NaCl–H2O two-
component ﬂuid, based on the theory of Anderko and Pitzer (1993). The
vertical axis is the temperature in Celsius degree, and the horizontal axis
is the logarithm of the NaCl concentration in wt%. The solid curves show
the NaCl concentrations of the liquid-like phase, and the dotted curves
show those of the vapor-like phase at various pressures. The numbers
on the curves are the pressures in MPa. The stars represent the critical
points for those pressures. The ﬂuid below these critical temperatures
is one-phase. The vertical dashed line shows the NaCl concentration of
seawater. The open squares show the halite-liquid-vapor triple point for
pressures of 25, 30, and 35 MPa (Palliser and McKibbin, 1998a). The
triple point does not exist for 40 MPa. Halite-saturation curves are not
shown since they are not relevant in this study.
to 6 wt%, whereas seawater has a NaCl concentration of 3.2
wt%. There are two possible mechanisms that can give rise
to the variation: phase separation and water-rock reactions.
Phase separation is considered to be dominant because no
water-rock reactions are known to be effective in changing
Cl− concentrations (Bischoff and Rosenbauer, 1989). More-
over, the linear relationship between observed Cl and Br con-
centrations supports the phase separation mechanism, be-
cause Br and Cl behave in a similar way upon phase sepa-
ration (Berndt and Seyfried, 1990), and that Br would be ex-
cluded from the most probable Cl-bearing phase Fe2(OH)3Cl
that can give rise to observed Cl variations.
Fluid inclusions in ophiolites also support the presence of
phase separation in hydrothermal systems. According to the
compilation of Kelley et al. (1992) (their ﬁgure 1), ﬂuid in-
clusions are grouped into two distinct clusters, one having
salinities below 20 wt% NaCl equivalent (mostly below 10
wt%), and the other having salinities above 30 wt% NaCl
equivalent. The high-salinity group has trapping tempera-
tures above 400◦C. This is consistent with the phase diagram
of the NaCl–H2O system (Fig. 1), because the phase separa-
tion of seawater, which is essential in producing brine, occurs
at temperatures above 400◦C when the pressure is above 250
bar. Fluid inclusions with lower trapping temperatures have
low salinities, and most low-salinity inclusions have trapping
temperatures below 400◦C. Assuming temperature increases
with depth, the above result indicates the existence of two-
layer hydrothermal circulation with a low-salinity layer over-
lying a brine layer, as suggested by Bischoff and Rosenbauer
(1989).
The importance of phase separation has led some re-
searchers to extend their numerical simulations to include
its effect, though its treatment is not complete so far be-
cause of various numerical difﬁculties. Two types of mod-
els have been used to incorporate the effect of phase sep-
aration: two-dimensional convection in porous media, and
one-dimensional pipe ﬂow.
The two-dimensional convection simulation is a powerful
tool for illustrating underground ﬂow, but phase separation
effect is not fully included so far. Schoofs and Hansen (2000)
calculated the depletion of the bottom brine layer of two-
layer convection as envisaged by Bischoff and Rosenbauer
(1989). They modeled the convection just after the ﬂuid be-
comes one-phase due to the decline of the heat source. They
prescribed NaCl concentration contrasts between the upper
and lower layers, and investigated how the lower layer breaks
down. They found two mechanisms for the breakdown of
the bottom layer: convective breakdown and interface mi-
gration. Lowell and Xu (2000) examined the time evolution
of hydrothermal circulation when a dike intrudes. They used
a phase diagram which includes two-phase separation. One
of their results is concerned with NaCl concentrations of hy-
drothermal ﬂuids at the seaﬂoor. The vent ﬂuid is dilute at
ﬁrst because seawater vaporizes. After about a month, the
two-phase region disappears and the NaCl concentration of
the vent ﬂuid returns to that of seawater. However, transport
of salt is not explicitly treated in their calculation.
One-dimensional pipe models have been used in some
studies because phase separation is difﬁcult to treat in the
calculation of convection. The idea is to simplify the dy-
namics and focus on the effect of phase separation. Lowell
and Germanovich (1997) treated time-dependent behavior of
a brine layer by one-dimensional modeling. They described
a rough picture of the evolution, by estimating the timescales
of generation and depletion of the brine layer. Bai et al.
(2003) were the ﬁrst to calculate phase separation process in
a heat-pipe model. They numerically calculated how phase
separation proceeds to develop a brine layer. Their results
are closely related to our one-dimensional analysis in Sec-
tion 5, where we give more detailed explanation of salinity
distribution than theirs.
Our work is of the ﬁrst type, namely, two-dimensional nu-
merical simulations of thermal convection in porous media,
and we include the effect of phase separation in a consistent
manner, including the transport of salt and the conservation
of its total mass. The purposes of this work are to reveal the
ﬂow structure of hydrothermal circulation undergoing phase
separation, to clarify the physical mechanism of the structure
formation, and to identify key quantities which are essential
to the structure. For those purposes, we carry out simulations
of convection driven by the heat conducted from the under-
lying magma chamber, including supercritical phase sepa-
ration of NaCl–H2O two-component system. We carry out
detailed analyses of the sensitivity to relevant parameters to
identify key parameters.
We calculate steady-state solutions as a ﬁrst step to inves-
tigate this complex process of convection with phase separa-
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tion. The meaning of the word “steady” is twofold. One is
that transient phenomena, for example, caused by intrusion
of magma, are not treated in this study. The other is that
ﬂow is not turbulent because we use relatively low Rayleigh
numbers to ensure numerical reliability of the results as ex-
plained in Section 3. Therefore some caution must be exer-
cised when we compare our results with real systems. For
the ﬁrst meaning of steadiness, we envisage fast spreading
ridges, where magma chambers exist continuously along the
ridge axis and continuously in time (e.g. Sinton and Det-
rick, 1992). Some vents at these ridges emit high chlorin-
ity ﬂuids stably for over a decade (e.g. Von Damm, 1995),
and this shows that stable conditions do exist at some sites.
For the second meaning of steadiness, if the Rayleigh num-
bers at the ridge axis area are high, the convection should
be highly time-dependent (e.g. Schoofs et al., 1999; Schoofs
and Spera, 2003). For high Rayleigh number conditions, our
results may be considered as a metaphor to real systems, if
our low Rayleigh number results can be interpreted as a sta-
tistical mean, as in eddy diffusivity formulation of the theory
of turbulence. Our detailed analyses allow us to interpret ob-
servations at least qualitatively. The temperature and NaCl
concentration of hydrothermal ﬂuids at the seaﬂoor are of
interest in relation to observations, and discussions will be
given on what we can infer about the circulation structure
and phase separation from their observations.
This paper is structured as follows. In Section 2, we de-
rive governing equations for two-phase two-component ﬂow
in porous media and the appropriate boundary conditions.
Section 3 describes the framework of the numerical calcu-
lation and the adopted values of the physical parameters.
The results of the two-dimensional numerical calculations
are shown in Section 4. Section 5 presents a one-dimensional
analysis, which provides a better understanding of the struc-
ture of the two-phase region. We discuss the relationship of
our results with real systems in Section 6, and concluding
remarks follow in Section 7.
2. Equations and Boundary Conditions
2.1 Governing equations
We derive the equations for two-phase two-component
ﬂow in porous media. The two phases are the vapor and
liquid phases of the NaCl–H2O two-component system.
The basic equations consist of four conservation equations
(mass, momentum, energy, NaCl concentration), a constitu-
tive equation (the relative velocity between the two phases),
the equation of state (density of the liquid and vapor phases)
and the phase diagram (liquid-vapor co-existing curve) of the
NaCl–H2O system.
We use simpliﬁed conservation equations, which are de-
rived in the following way. First, we write conservation
equations of a conservative quantity for the relevant phases
(the liquid, vapor, and rock matrix for the energy equation,
the liquid and vapor for other equations). Second, we add
the equations for these phases to obtain an equation for the
mixture. The mixture equation is convenient when we treat
both one-phase and two-phase regions, because we can use
the same equation for both regions. The basic idea of this
approach is the same as that of the diffusion model approach
for two-phase ﬂuid often used in engineering problems (e.g.
Ishii, 1975) (see Section 2.1.2). Third, the Boussinesq ap-
proximation is applied to the resulting equation for simplic-
ity; we use the equation of state described in Section 2.1.6 for
the density variation of the buoyancy term, and treat the den-
sities in the other terms as a constant. We apply the Boussi-
nesq approximation to the equations because we intend to
single out the effect of the relative separation between the liq-
uid and vapor phases. The Boussinesq approximation is suf-
ﬁcient for obtaining a qualitative picture of thermal convec-
tion, when the role of sound waves is not important. Fourth,
other approximations are applied. The temperature and pres-
sure dependence of the other material properties (viscosity,
thermal conductivity, heat capacity, and diffusion coefﬁcient
of NaCl), and the latent heat of condensation are neglected.
We treat the porosity and permeability as constants. We use
a simple hydrostatic relationship for the pressure in the cal-
culations of the equation of state and the phase diagram of
the two-phase ﬂuid. The justiﬁcation of each approximation
is discussed in the following subsections.
2.1.1 Mass conservation The mass conservation
equation for the liquid phase is written as
∂
∂t
(φψlρl) + ∇ · (φψlρlvl) = , (1)
and that for the vapor phase is written as
∂
∂t
[φ(1 − ψl)ρv] + ∇ · [φ(1 − ψl)ρvvv] = −, (2)
where t is time, φ is the porosity, ψl is the volume fraction
of the liquid phase, vl is the velocity of the liquid phase, vv is
the velocity of the vapor phase, ρl is the density of the liquid
phase, ρv is the density of the vapor phase, and  denotes the
mass production term representing the phase change from
vapor to liquid. Note that the velocities and the Darcy ﬂuxes
are related as Ql = φψlvl, Qv = φ(1 − ψl)vv, where Ql is
the Darcy ﬂux of the liquid phase, and Qv is that of the vapor
phase (e.g. Bear, 1988).




(φρf) + ∇ · (φρfv) = 0, (3)
where v is the local center-of-mass velocity deﬁned as
v = ωlvl + (1 − ωl)vv, (4)
and the mean density of the ﬂuid ρf is deﬁned as
ρf = ψlρl + (1 − ψl)ρv. (5)
Here ωl is the mass fraction of the liquid phase. Note that the





With the Boussinesq approximation and constant porosity,
the mass conservation equation (3) is simpliﬁed to
∇ · v = 0. (7)
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2.1.2 Momentum conservation To derive momentum
equations, we use the idea of the diffusion model approach
often used in engineering problems (e.g. Ishii, 1975), instead
of using the relative permeability model often used in ground
water or hydrothermal problems. We start with the momen-
tum conservation equation for each phase. The momentum
conservation equation for the liquid phase is written as
0 = −φψl ∇ p + φψlρlg
−φψl μl
Kl
φvl − φψl(1 − ψl)L0φ(vl − vv), (8)
and the equation for the vapor phase is written as
0 = −φ(1 − ψl) ∇ p + φ(1 − ψl)ρvg
−φ(1 − ψl) μv
Kv
φvv − φψl(1 − ψl)L0φ(vv − vl), (9)
where p is the pressure, g is the gravitational acceleration
(whose direction is downward), μl is the viscosity of the liq-
uid phase, μv is the viscosity of the vapor phase, Kl is the
permeability of the liquid phase, Kv is the permeability of
the vapor phase, and L0 denotes the friction coefﬁcient be-
tween the two phases. In these equations, we assume that
the pressures of the liquid and the vapor are the same at the
same macroscopic point. The ﬁrst term of the liquid phase
equation (8) is the force which results from the pressure gra-
dient of the liquid phase, the second term is the gravitational
body force on the liquid phase, the third term is the drag be-
tween the liquid and the rock matrix, and the fourth term is
the resistance between the liquid and vapor. Each term of the
vapor phase equation (9) has a meaning similar to the corre-
sponding term in the liquid phase equation (8). Note that the
fourth terms of these equations should have the same magni-
tude with the opposite sign, because of the law of action and
reaction.
The momentum conservation equations (8), (9) have a
form different from the commonly accepted Darcy’s law
which makes use of the notion of the relative permeability








( ∇ p − ρvg) , (11)
where K0 is the permeability, and kr,l and kr,v are the relative
permeabilities of the liquid and the vapor, respectively. To
compare these forms and ours, we rearrange equations (8)
and (9) into the form similar to equations (10) and (11) by







( ∇ p − ρlg
∇ p − ρvg
)
, (12)

































and μeff is the effective viscosity of the two-phase ﬂuid
(scalar). The difference between the conventional equations
(10) and (11) and our equations (12) is now clear. We prefer
using Kl, Kv and L0 to using relative permeabilities because
of physical simplicity. The permeabilities Kl and Kv rep-
resent the frictions only between the liquid phase and wall
rock, and the vapor phase and wall rock, respectively, and L0
represents the friction between the liquid and vapor phases.
On the other hand, relative permeabilities include various ef-
fects, and their physical meanings are obscure. Moreover,
the relative permeability formulation (10) and (11) violates
the law of action and reaction between the liquid and vapor
phases, since the non-diagonal terms of K˜ should be non-
zero as in equation (13) due to the force between the two
phases. In addition, the relative permeability formulation is
inconvenient for theoretical analyses; the limit of no rela-
tive velocity cannot be expressed easily under the action of
gravity, although the limit may not be important in realis-
tic situations. Thus we use equations (8) and (9), which are
based on the force balance between the two phases, instead
of equations (10) and (11).
We further simplify equations (8) and (9). First, we as-
sume that the permeabilities and viscosities are constant and
the same for the liquid and vapor, namely, Kl = Kv ≡ K0
and μl = μv ≡ μ0. The approximations are adopted since
we intend to make the system simple. The constant per-
meability means that the resistance between the liquid (va-
por) and the wall is proportional to the liquid (vapor) frac-
tion. In addition, the same permeabilities for the two phases
mean that their mobilities are the same. The assumption of
constant viscosities is justiﬁed because we mainly focus on
the relative liquid-vapor separation which occurs in a nar-
row zone as we shall see in Section 4. Moreover, the phase
separation occurs around the critical point of the NaCl–H2O
system, where the differences of material properties between
the two phases are small. An effect of variable viscosity will
be discussed in Section 6.1. With these assumptions, we can
rewrite equations (8) and (9) to obtain the expressions for the
center-of-mass velocity v, and the relative velocity vl − vv as















































which signiﬁes that the second term in the square bracket
in equation (14) is much smaller than the ﬁrst term (e.g.
more than an order of magnitude), and the ﬁrst term of the
denominator of the right hand side of equation (15) is much
larger than the second term. This condition signiﬁes that
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the liquid-vapor friction is larger than the wall frictions. As
we shall see later in Section 4, we conﬁrm that all of the
calculations satisfy the condition (16). This approximation
yields




( ∇ p − ρfg) , (17)





We use these equations in our numerical simulations. Here
the center-of-mass velocity and the relative velocity are
clearly separated, and the separation enables us to interpret
the numerical results in a simple way as we shall see later.
Since the density in the buoyancy terms is essential in
this problem, we use accurate densities for ρf, ρl, and ρv in
equations (17) and (18). They are derived from the equa-
tion of state of Pitzer and his co-workers as described in
Section 2.1.6. The expression for L0 is discussed in Sec-
tion 2.1.5.
2.1.3 Energy conservation The energy conservation
equations consist of three equations, because heat is trans-
ferred through the rock matrix as well as the vapor and liq-
uid phases. We assume that the rock matrix does not de-





(φψlρlsl) + T ∇ · (φψlρlslvl) + ∇ · (φψlJq,l)
= e,(v→l) + e,(R→l) + l, (19)




{φ(1 − ψl)ρvsv} + T ∇ · [φ(1 − ψl)ρvsvvv]
+ ∇ · [φ(1 − ψl)Jq,v] = −e,(v→l) + e,(R→v) + v,
(20)





{(1−φ)ρRsR}+ ∇·[(1−φ)Jq,R] = −e,(R→l)−e,(R→v),
(21)
where si (i = l, v, R) is the speciﬁc entropy, Jq,i (i = l, v, R)
is the heat ﬂux, e,(i→ j) (i, j = l, v, R, i = j) is the
energy transfer from the i-th phase to the j-th phase, and
i (i = l, v) is the viscous dissipation for each phase. Here
the subscripts l, v, and R denote the liquid phase, the vapor
phase, and the rock matrix, respectively. In these equations,
we assume that the temperatures of the three phases are the
same. Note that the advection term does not appear in the
equation for the rock matrix, because the rock matrix does
not move or deform.
To use thermodynamic relationships, we represent the liq-
uid and vapor equations in terms of the Lagrangian derivative





+ vi · ∇, (i = l, v). (22)
By using the mass conservation equations (1) and (2), the
energy equations for the liquid and vapor phases (19) and




+ ∇ · [φψlJq,l]
= −T sl + e,(v→l) + e,(R→l) + l, (23)
Tφ(1 − ψl)ρv Dvsv
Dt
+ ∇ · [φ(1 − ψl)Jq,v]
= T sv − e,(v→l) + e,(R→v) + v, (24)
where  denotes the rate of phase change from vapor to
liquid, and appears in equations (1) and (2). We also rewrite
the equation for the solid phase in a similar way. If we
assume that the porosity and the rock density are constant,
we have
(1 − φ)ρR ∂sR
∂t
+ ∇ · [(1 − φ)Jq,R] = −e,(R→l) − e,(R→v).
(25)




= ρi cp,i Di T
Dt
− αi T Di p
Dt
, (i = l, v) (26)









on equation (25), to change the dependent variable from the
entropy to the temperature and pressure. Here αi (i =
l, v, R) is the coefﬁcient of thermal expansion for each phase,
and cp,i (i = l, v, R) is the isobaric speciﬁc heat capacity for






− αlT Dl p
Dt
)
+ ∇ · [φψlJq,l]






− αvT Dv p
Dt
)
+ ∇ · [φ(1 − ψl)Jq,v]










+ ∇ · [φJq,R]
= −e,(R→v) − e,(R→l). (30)
Neglecting the adiabatic cooling and heating, and viscous
dissipation, and assuming Fourier’s law which expresses that
the heat ﬂux is proportional to the temperature gradient,
Jq,i = −λi ∇T, (i = l, v, R), (31)
we can further simplify these equations. Here λi (i = l, v, R)





= ∇·[φψlλl ∇T ]−T sl+e,(v→l)+e,(R→l),
(32)
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φ(1 − ψl)ρvcp,v DvT
Dt
= ∇ · [φ(1 − ψl)λv ∇T ]
+T sv − e,(v→l) + e,(R→v),
(33)
(1 − φ)ρRcp,R ∂T
∂t
= ∇ · [φλR ∇T ] − e,(R→v) − e,(R→l).
(34)
We neglected adiabatic cooling and heating in the energy
conservation equations, because their effect on temperature
is 10◦C at most (e.g. Lowell et al., 1995). We also neglect
viscous heating, because the kinetic energy is nearly zero for
the permeable ﬂow.
We add equations (32), (33), and (34) to obtain the mixture
equation as
{φρf[ωlcp,l + (1 − ωl)cp,v] + (1 − φ)ρRcp,R}∂T
∂t
+φρf{[ωlcp,l + (1 − ωl)cp,v]v
+ωl(1 − ωl) · (cp,l − cp,v)(vl − vv)} · ∇T
= ∇ · {φ[ψlλl + (1 − ψl)λv] + (1 − φ)λR} ∇T
−Ts, (35)
where s = sl − sv is the entropy difference between the
liquid and vapor phases. Here the last term of the right-hand
side represents the latent heat of phase change. When the
chemical equilibrium is maintained, the entropy difference
may be replaced by the enthalpy difference as, s = h/T .
With the Boussinesq approximation, assuming that the
porosity is constant, and that the heat capacities and the
heat conductivities are constant and the same (cp,l = cp,v =
cp,R ≡ cp,0, λl = λv = λR ≡ λ0), and neglecting the latent
heat (s = 0), we rewrite the mixture equation (35) as
∂T
∂t
+ φv · ∇T = κ∇2T, (36)
where κ = λ0/(ρ0cp,0) is the thermal diffusivity. As a result
of these simpliﬁcations, the energy equation (36) does not
depend on the relative velocity between the two phases. We
assume that the heat capacities are constant and we neglect
the latent heat, because we intend to make the system simple,
in accordance with the assumption of constant viscosities
in the momentum conservation equations. The adequacy of
these assumptions is discussed later in Section 6.4.
We assume that the heat conductivity is constant, because
the heat conduction mostly occurs through the rock when the
porosity is small, and the heat conductivity of the rock does
not vary much over the temperature and pressure ranges of
hydrothermal systems, though the heat conductivity of water
varies by about an order of magnitude with temperature and
pressure (Haar et al., 1984).
2.1.4 NaCl conservation The NaCl conservation for
the liquid phase is written as
∂
∂t
(φψlρlCl)+ ∇·(φψlρlClvl)+ ∇·(φψlρlJD,l) = c, (37)
and the equation for the vapor phase is written as
∂
∂t
[φ(1 − ψl)ρvCv] + ∇ · [(1 − ψl)ρvCvvv]
+ ∇ · [φ(1 − ψl)ρvJD,v] = −c, (38)
where Cl is the NaCl concentration in the liquid phase, Cv
is the NaCl concentration in the vapor phase, JD,l is the
diffusive ﬂux of NaCl in the liquid phase, JD,v is that in
the vapor phase, and c represents the transfer of NaCl from
vapor to liquid. Note that the NaCl concentration Ci ’s are
deﬁned as the mass of NaCl per unit mass of a phase i (i =
l, v).




(φρfC) + ∇ · φρf[Cv + ωl(1 − ωl)(Cl − Cv)(vl − vv)]
+ ∇ · (φρfJD) = 0,
(39)
where the mean NaCl concentration of the two-phase ﬂuid C
is deﬁned as
C = ωlCl + (1 − ωl)Cv, (40)
and the total ﬂux of the material diffusion JD is deﬁned as
JD = ωlJD,l + (1 − ωl)JD,v. (41)
We assume Fick’s law for the diffusive ﬂux,
JD = −D ∇C, (42)
where D is the coefﬁcient of material diffusion. This equa-
tion signiﬁes that the diffusive ﬂux is proportional to the
gradient of the mean NaCl concentration. With the Boussi-
nesq approximation, constant porosity, and Fick’s law, we




+ ∇ ·φ[Cv+ωl(1−ωl)(Cl −Cv)(vl −vv)] = φD∇2C.
(43)
We assume that chemical equilibrium is realized between
the two phases so that we directly obtain the NaCl concen-
trations of the two phases from the temperature and pressure
by using the phase diagram. The mass fraction of the liquid
phase ωl is related to the NaCl concentrations by the lever
rule as
ωl = C − Cv
Cl − Cv . (44)
The NaCl concentrations of the liquid and vapor phases are
derived from the phase diagram of Pitzer and his co-workers
as we explain in Section 2.1.6.
2.1.5 Relative velocity In Section 2.1.2, we have de-
rived the approximation that the relative velocity between the
liquid and vapor phases is proportional to the density differ-
ence. The next step is to determine the friction coefﬁcient
L0. We assume that it has the form similar to Stokes’ law,
namely, it is proportional to the ﬂuid viscosity. This assump-
tion is applicable when the Reynolds number based on the
typical size of the geometry of the two-phase boundaries is







Here k is a coefﬁcient which represents the magnitude of
the friction between the two phases. It has a dimension of a
square of length, and may be written as
k = f a2, (46)
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Fig. 2. a) Density of NaCl–H2O two-component ﬂuid is shown together with liquid-vapor co-existing curves in the NaCl concentration and temperature
space for a pressure of 25 MPa, based on the theory of Pitzer and his co-workers (Pitzer et al., 1984; Anderko and Pitzer, 1993). The vertical axis is
the temperature in Celsius degree, and the horizontal axis is the logarithm of the NaCl concentration in wt%. The thick solid curves are the two-phase
coexisting curves, which are the same as those in Fig. 1. In the two-phase region, the mean density is calculated by the volume-weighted average of the
two phases (see equation (5)). The blank area at low temperatures and high salinities is out of the range for which the equation of state is applicable. b)
Same as a) but the pressure is 40 MPa.
where f is a non-dimensional factor which depends on the
mode of relative separation, and a is a typical length scale of
two-phase boundaries. The choice of a is arbitrary. When
equation (45) holds, the relative velocity between the two
phases (18) is represented as
vl − vv = k ρl − ρv
μ0
g. (47)
In this study, we treat the coefﬁcient k as a constant pa-
rameter, without specifying the mode of relative separation
(see Section 3). This is because we intend to make the sys-
tem simple, although in reality f is a complex function of
the liquid volume fraction and the geometry of two-phase
boundaries. An example of the factor f is given by classical
Stokes’ law (e.g. Batchelor, 1967), when one phase occupies
a small fraction, and forms spherical droplets or bubbles of
the same size. If we take a as the radius of the spherical






2μ1 + 3μ2 , (48)
where μ1 is the viscosity of the phase which occupies a
major fraction, and μ2 is the viscosity of the phase which
forms bubbles or droplets. When the viscosities of the two




2.1.6 Equation of state The equation of state (density
as a function of pressure, temperature, and salinity) and the
liquid-vapor coexisting curve of the NaCl–H2O system are
investigated in detail by Pitzer and his co-workers (Pitzer et
al., 1984; Anderko and Pitzer, 1993). We use their semi-
empirical equations to obtain the density and liquid-vapor
coexisting conditions. We use Anderko and Pitzer’s (1993)
model for temperatures higher than 300◦C, Pitzer et al.’s
(1984) for temperatures lower than 300◦C.
Figure 1 shows the two-phase coexisting curves at various
pressures. The co-existing curves show the NaCl concentra-
tions of the liquid-like and vapor-like phases in equilibrium
at each temperature and pressure. The curves are U-shaped
when the pressure is larger than the critical pressure of pure
water. The minimum temperature on a co-existing curve in
the (C , T ) space is called the critical temperature. If the
mean concentration C falls within the two-phase region, the
region above the co-existing curve, the ﬂuid separates into
liquid-like and vapor-like phases. Seawater separates at a
temperature close to the critical one in the pressure range of
this study.
Figure 2 shows the densities at pressures of 25 and 40
MPa. The property which is most important for our simu-
lations is the increase in density with increasing temperature
along the liquid-like branch of the co-existing curve. As we
show later in Section 4, the concentration C runs along the
liquid-like branch near the bottom of the calculation area.
In this region, the effective thermal expansion becomes neg-
ative, because the density increases with temperature due
to the increase of NaCl concentration along the liquid-like
branch. The comparison of Figs. 2(a) and 2(b) shows that the
pressure dependence of the co-existing curve is more con-
spicuous than the pressure dependence of the density.
In Figs. 1 and 2, the precipitation of halite is neglected.
200 Y. KAWADA et al.: NUMERICAL SIMULATIONS OF HYDROTHERMAL CIRCULATION
porous
media
Fig. 3. Summary of the dimensional boundary conditions. Note that the top boundary conditions depend on the direction of the mean ﬂow velocity. The
height of the calculation area is denoted by d, and A is its aspect ratio, so that Ad is its width.
In Section 4, we shall conﬁrm that the ﬂuid does not enter
the halite precipitation region on the phase diagram in the
calculations of this study.
We use two kinds of pressures, namely, the hydrostatic
pressure pe, and the dynamic pressure, p. The hydrostatic
pressure pe is used for calculating the equation of state (ρl,
ρv, and ρf) and the two-phase co-existing curve (Cl and Cv).
The dynamic pressure p is used for calculating the equation
of motion (17). The two pressures are independent. The
hydrostatic pressure is deﬁned as
pe = ρ0g(d − z) + ρ0gdsf. (50)
Here ρ0 is a typical density of the ﬂuid, d is the height of the
calculation area, dsf is the depth of the seaﬂoor, g is the mag-
nitude of the gravity acceleration, z is the vertical coordinate,
taken upward positive, with z = 0 and d denoting the bottom
and top of the calculation area, respectively (Fig. 3). The top
is the seaﬂoor. We use 103 kg m−3 for ρ0, and 10 m s−2 for
g. This approximation (50) is frequently used for calcula-
tions of incompressible ﬂuids (e.g. Christensen, 1984). The
use of this relation is justiﬁed because dynamical effects of
pressure on the calculation of material properties are small.
Equation (50) shows that there is one-to-one relationship be-
tween the pressure and the depth for calculating the material
properties. Thereby we can regard the equation of state and
two-phase coexisting curve as functions of (z, T,C) instead
of (p, T,C). For instance, at the seaﬂoor whose depth dsf
is 2500 m, we use the phase diagram for a pressure of 25
MPa. Similarly, at the base whose depth is 4000 m, which
corresponds to d = 1500 m, we use the phase diagram for a
pressure of 40 MPa.
2.2 Boundary conditions
Figure 3 illustrates the boundary conditions we adopt.
The top boundary conditions are similar to those of Wilcock










= 0, (if vz ≥ 0)
at z = d,
(51)
where the subscript z denotes the vertical component, taken
upward positive, p0 denotes the dynamic pressure at the
seaﬂoor, and Tsw and Csw are the temperature and NaCl
concentration of seawater, respectively. The ﬂuid which
ﬂows into the oceanic crust has the temperature and NaCl
concentration of seawater. The ﬂuid which ﬂows out of the
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system keeps its temperature and NaCl concentration. The
dynamic pressure is constant at the top boundary, where the
ﬂuid can ﬂow in or out. The velocity is calculated to satisfy
the boundary condition for the dynamic pressure. Note that
adding a constant to the dynamic pressure p has no effects
on the velocity ﬁeld, because the dynamic pressure appears
only in the pressure gradient term in the equation of motion.
We do not use the dynamic pressure p for calculating the
equation of state and the liquid-vapor co-existing curves, for
which we use the hydrostatic pressure pe (see Section 2.1.6).
Thus we may choose an arbitrary value for the dynamic
pressure at the top boundary p0.
The bottom boundary is impermeable, and its temperature
is constant:
T = Tbot, vz = 0 at z = 0, (52)
where Tbot is the bottom temperature. The bottom boundary
condition for the NaCl concentration, which is equivalent to






ωl(1 − ωl)(Cl − Cv)(vl,z − vv,z) at z = 0. (53)
The derivation of this equation is as follows. We make use
of a thin and planar volume straddling the bottom boundary.
The top surface of the volume is in the porous media, and its
bottom surface lies in the impermeable rock. Integrating the







= [Cvz]+− + [ωl(1 − ωl)(Cl − Cv)(vl,z − vv,z)]+−,
(54)
where the superscript (+) denotes the top surface of the
volume, and the subscript (−) denotes its bottom surface.
All the terms which have the subscript (−) vanish, because
the bottom boundary is impermeable. The ﬁrst term of the
right hand side vanishes, because vz = 0 at the boundary.








The right hand side of equation (55) is negative because
dense brine sinks to the bottom, and this should be balanced
by upward diffusive ﬂux.
The side boundaries are adiabatic, impermeable, and do





= 0, vx = 0 at x = 0, Ad. (56)
Here the subscript x denotes the horizontal coordinate, and
A is the aspect ratio of the calculation region, deﬁned as the
ratio of the width to the height.
2.3 Non-dimensionalization
Equations (7), (17), (36), (43) and (47) are non-
dimensionalized with the thickness of the porous media d
as the length scale, the thermal conduction time d2/κ as the
time scale, ρ0 as the density scale, ρ0gK0/μ0 as the veloc-
ity scale, ρ0gd as the pressure scale, and the temperature
difference between the seawater and the bottom boundary
(Tbot − Tsw) as the temperature scale.
The time dependent non-dimensionalized equations are
∇ · v = 0, (57)
φv = − ∇ p − ρfez, (58)
∂T
∂t




+ Ra ∇ · (φvC)




vl − vv = −(ρl − ρv)ez, (61)
where ez is the unit vector pointing upward. Note that this
unit vector is related to the gravitational acceleration g as
g = −gez . Here we denote the non-dimensionalized vari-
ables with the same symbols as those of the corresponding
dimensionalized variables. Note that ρf = ρf(z, T,C), ρl =
ρl(z, T ), ρv = ρv(z, T ), Cl = Cl(z, T ), and Cv = Cv(z, T ),
as we described in Section 2.1.6.














Here the Rayleigh number Ra is the ratio of the time scale
of the mean motion to the thermal diffusion time,  is the
ratio of the coefﬁcient of the resistance between the two
phases to the permeability (resistance between the ﬂuid and
the rock, in our deﬁnition), and 1/Le is called the inverse
Lewis number, which is the ratio of material diffusion to
thermal diffusion. The parameter  controls the efﬁciency
of phase separation. The larger the parameter  is, the more
effective the phase separation becomes. If   1, the ﬂow
becomes similar to simple one-phase convection.
It is to be noted that the deﬁnition of the Rayleigh num-
ber (62) is different from the conventional one (e.g. Nield
and Bejan, 1999). Here, the Rayleigh number is deﬁned
as Ra = ρ0gdK/μ0κ , in which the density is scaled by
a typical density ρ0, whereas the conventional deﬁnition is
Ran = ρgdK/μ0κ , in which the density is scaled by the
density difference between the densities at the upper and
lower boundaries ρ. We use the former deﬁnition, be-
cause the densities at the upper and the lower boundaries are
not constants in this calculation. For seawater, ρ/ρ0 is of
the order of unity, if we assume that ρ0 = 103 kg m−3 and
ρ = ρsw − ρcr  600 kg m−3, with ρsw = 1030 kg m−3
and ρcr = 440 kg m−3, where ρcr is the density of seawater
at the critical point. Hence the magnitudes of our Rayleigh
number Ra and the conventional Rayleigh number Ran are
of the same order, Ra  Ran .
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Table 1. Parameters used in the calculations, and the results.
Ra a 1/Le Nu Cmin Cmax Tmax δb
wt% wt% ◦C
100 0 — 3.25 — — 299. —
100 5 1 1.81 2.54 4.42 215. 0.12
100 10 1 1.45 2.99 3.59 183. 0.17
100 20 1 1.37 3.15 3.30 175. 0.19
a = 0 corresponds to thermal convection of a one-phase ﬂuid.
bδ: mean thickness of the stagnant layer.




+ Ra ∇ · (φvC)
−φRa ∂
∂z
(C − Cv)(Cl − C)





by using the relation (44). We solve equations (57), (58),
(59), and (65), together with the equation of state and the
liquid-vapor co-existing curve. Equations (58), (61) and (65)
















is satisﬁed. It is the non-dimensionalized form of equation
(16). We shall later conﬁrm in Section 4 that the condition
(66) is satisﬁed in our results.










= 0, (if vz ≥ 0)
at z = 1,
(67)
T = Tbot, vz = 0, ∂C
∂z
= −RaLeωl(1 − ωl)(Cl − Cv)






= 0, vx = 0 at x = 0, A. (69)
Although all the parameters and constants are non-
dimensionalized in the numerical calculations, we some-
times use dimensional values in the following sections for
convenience of explanation.
3. Numerical Calculations
We calculate steady ﬂow in a two-dimensional rectangular
region. The vertical extent of the calculation area is from the
seaﬂoor to the brittle-ductile front. The depth of the seaﬂoor
from the sea surface is set at 2500 m, which is a typical depth
of hydrothermal systems (e.g. Fornari and Embley, 1995).
The depth of the brittle-ductile front from the sea surface is
set at 4000 m, which is taken from observations of the depth
of seismic reﬂection at ridge axes (e.g. Sinton and Detrick,
1992). In the non-dimensional vertical coordinate, z = 1
represents the seaﬂoor, and z = 0 represents the base of the
calculation region.
The width of the calculation area is 750 m, which corre-
sponds to the aspect ratio of A = 0.5. This value is chosen
so that one circulation cell should appear. When A = 1.0
(square cell), two circulation cells appear in the steady state
if Ra = 100 and  = 10. We argue that one circulation
cell would be enough for investigating steady state structure,
because mid-ocean ridge hydrothermal circulation would ba-
sically have symmetric two-cell structure with an upwelling
located around the crest. We ﬁx the aspect ratio A in spite
of its dependence on various parameters (e.g. Nield and Be-
jan, 1999), because our calculations are carried out over rel-
atively narrow range of parameters as we explain later in this
section.
The porosity of the rock matrix is set at a constant value
0.01, which is taken from observations of sheeted dike se-
quences in the oceanic crust (Nehlig and Juteau, 1988;
Becker, 1989). The pore space is ﬁlled with NaCl–H2O two-
component ﬂuids.
The value of Tsw, Csw, and Tbot for the boundary condi-
tions (67) and (68) are set as follows. The temperature of
seawater Tsw is 0◦C in a dimensional value and 0 in a non-
dimensional value. The NaCl concentration of seawater Csw
is 3.2 wt% (non-dimensional). The bottom temperature Tbot,
the temperature of brittle-ductile transition of rocks, is set
at 600◦C in a dimensional value and 1 in a non-dimensional
value. This value is within the range of the temperatures at
the base of hydrothermal circulation, 500–800◦C, inferred
from geological observations (Me´vel and Cannat, 1991).




= 40 − 15z, (70)
where z is the non-dimensional height. It is used to calculate
the equation of state (ρl and ρv) and the liquid-vapor co-
existing curve (Cl and Cv). Note again that the hydrostatic
pressure pe and the dynamic pressure p, used for calculating
the equation of motion (58), are independent as we explained
in Section 2.1.6.
The non-dimensional parameters used for calculating dy-
namics are shown in Table 1. The most important param-
eter is , since it controls the efﬁciency of phase separa-
tion. Large  results in effective phase separation, and small
 results in a ﬂow similar to one-phase convection. It can
therefore be inferred that there will be two ﬂow regimes: a
ﬂow with little phase separation and a ﬂow with almost com-
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Table 2. Parameters used for estimating the Rayleigh number.
symbol meaning value
g gravity acceleration 10 m s−2
d depth of circulationa 103 m
K permeability 10−8–10−17 m2
ν kinematic viscosity of waterb 10−7 m2 s−1
κ thermal diffusivity of rockc 10−6 m2 s−1
Ra Rayleigh number 100–109
aThe depth of circulation d is estimated from observations of the depth of seismic reﬂection surfaces at ridge axes (Sinton and Detrick,
1992).
bThe typical kinematic viscosity is taken from Haar et al. (1984).
cThe thermal diffusivity should be that of rocks, because the heat is transferred mainly through rocks.
plete phase separation. There should be a transition at around
some , for which the velocity of relative separation and the
mean ﬂow velocity become comparable, and that is where
detailed investigation is required. We carry out numerical
calculations for a wide range of  to ﬁnd that the transition
between the two ﬂow regimes occurs at around  = 10 (see
results in Section 4). Hence we show results for values from
5 to 20 in the following sections.
The physical meaning of  in terms of texture of rocks
can be understood if we write  as











where b is a typical width of the cracks. Here the crack width
b is related to a typical grain size rm as b = rmφ/(1 − φ).
If φ = 0.01 and f = 4/15 (see Section 2.1.5), the value
 = 10 is realized when a/b = 0.05. The phase separation
becomes inefﬁcient as a decreases because the drag between
the two phases increases. On the other hand, large a results
in effective phase separation. In reality, however, clogging
will occur when a is comparable to b, but this effect is not
included in equation (71) because surface tension, which is
not explicitly considered in this formulation, is essential for
clogging.
We choose the Rayleigh number Ra of 100 mainly for a
computational reason. The numerical convergence is within
3% for this Rayleigh number, but we cannot obtain good
numerical convergence for larger Rayleigh numbers. This
Rayleigh number of 100 is about ten times the critical con-
ventional Rayleigh number (Section 2.3) for simple one-
phase thermal convection (Nield and Bejan, 1999); the crit-
ical conventional Rayleigh number is π2, when the bottom
boundary is impermeable and isothermal, and the top bound-
ary has a constant pressure and a constant conductive heat
ﬂux.
The Rayleigh number estimated from physical properties
of rocks and seawater can be as small as 1 or as large as
109 (Table 2). The uncertainty is mainly due to that of the
permeability of the rock. The lowest estimated value of the
permeability comes from off-axis drilled cores from various
sites. For instance, in the Hole 504B, which is located to the
south of the Costa Rica Rift, the permeability is measured to
be 10−14 m2 for the extrusive basalt, and 10−17 m2 for the
sheeted dike (Becker, 1989). Similar estimates are reported
from other sites (Fisher, 1998). The Rayleigh number be-
comes 103 and 1 for these permeabilities, respectively. The
Rayleigh number of 100, which we use for numerical cal-
culations is similar to the estimate for the extrusive basalt. It
corresponds to the permeability K0 of 10−15 m2. The highest
value comes from the mineral-ﬁlled cracks in Samail ophi-
olite, Oman (Nehlig and Juteau, 1988; Nehlig, 1994). The
estimated permeabilities range from 10−8 to 10−11 m2 for
the sheeted dike sequence. The Rayleigh numbers for these
permeabilities range from 106 to 109. There are no data for
extrusive basalts for the ophiolite.
We treat 1/Le as a constant and use the value of 1. Re-
alistic values of the parameter 1/Le are also uncertain, but
1/Le has a constraint that it should not be much larger than
the order of unity. If we take molecular diffusivities, it is
less than unity (1–10−3, depending mainly on temperature;
e.g. Lasaga, 1998). If we take effective diffusivities (hydro-
dynamic dispersion), it should be of the order of unity. We
use the value of 1 because the diffusion expressed by equa-
tion (42) should be interpreted as hydrodynamic diffusion.
Molecular diffusion cannot be expressed in that simple way
for two-phase ﬂow.
We use a staggered-grid ﬁnite difference method for nu-
merical calculations. We use an evenly spaced numerical
grid, with the number of the mesh cells being 128 in the hori-
zontal direction and 256 in the vertical direction. Steady state
solutions are obtained by time-marching; we start calcula-
tions with a diffusive solution, and proceed until the horizon-
tally averaged NaCl concentration at z = 1 (exactly deﬁned
by equation (74), explained later in Section 4) and the Nus-
selt number converge within 10−9 between two time steps.
This condition is sufﬁcient, since the step is about 2 × 10−6,
which is restricted by thermal conduction, and that the con-
vergence level of 10−9 means that the quantities converge
within 0.5% in unit nondimensional time.
The non-linear advection terms in the energy equation (59)
and NaCl conservation (65) equation are solved as follows.
The center of mass advection terms in both equations are
solved with the ﬁrst-order skew-upwind scheme (Raithby,
1976). This method prevents numerical diffusion normal to
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Fig. 4. A typical result of our calculations. The parameters are Ra = 100,  = 10, 1/Le = 1, and φ = 0.01. a) Temperature ﬁeld. The white thick curves
are the streamlines, with the direction of the center-of-mass velocity represented by arrows. The dotted area is the two-phase region. The black arrow
at the left side points to the one-phase region in the stagnant layer (see text). Some streamlines pass through the two-phase region. The upper ﬁgure
shows the temperature of the hydrothermal ﬂuid at the seaﬂoor. b) NaCl concentration ﬁeld. To represent the small difference of the concentration, we
made the increment of the color palette narrow for the ﬂuids of 0 to 5 wt% NaCl, and very broad for 5 to 100 wt% NaCl. The purple color denotes
concentrations close to that of seawater, from 3.19 to 3.21 wt% NaCl. The upper ﬁgure shows the NaCl concentration of the hydrothermal ﬂuid at the
seaﬂoor. c) Liquid mass fraction (ωl). The black arrows represent the relative velocity between the two-phases. The white area is the one-phase region.
the ﬂow direction. This feature is suitable for our calcu-
lations, in which the gradient of NaCl concentration is ap-
proximately perpendicular to the ﬂow direction. The rela-
tive advection term in the NaCl conservation equation (65) is
solved by the TVD method with the min-mod function (e.g.
Koshizuka, 1997). We use this high-order method because
the direction of the relative separation is almost parallel to
that of the steepest NaCl gradient. The upstream direction of
this term is judged from the sign of (ωl − 0.5), because the
relative advection term may be rewritten as
∂
∂z
(C − Cv)(C − Cl)







if Cl, Cv, ρl and ρv are constant. Although these quantities
are not constant in our calculations, this criterion is good
enough for our calculations.
We conﬁrm that the numerical convergence is within 3%
for  between 5 and 20 and for Ra of 100, by changing the
number of numerical grid points. The method for evaluat-
ing convergence is based on Blankenbach et al. (1989). We
carry out numerical calculations for a few choices of numer-
ical grids, and extrapolate the Nusselt number, mean temper-
ature, and the thickness of the stagnant layer, to the limit of
inﬁnitesimal mesh width. Our results for 128 × 256 mesh is
within 3% of this limit values. The convergence is worse for
 out of this range, and its reason is explained at the end of
Section 4.
4. Results
Figure 4 shows a typical result of the calculations. The
parameter values are Ra = 100,  = 10, and 1/Le = 1.
A two-layer structure is formed. The upper and lower layers
can be deﬁned in terms of streamlines. The boundary be-
tween the two layers is the streamline which connects the
left and right side boundaries, so that the mean ﬂow de-
scribed by the center-of-mass velocity v does not cross it.
Material is exchanged through the boundary either by diffu-
sion or by the relative motion between the two phases. In
the upper layer, circulation is vigorous, and we call it the
convection layer. In the lower layer, the ﬂow is almost stag-
nant, and we call it the stagnant layer. The stagnant lower
layer is in contrast with Bischoff and Rosenbauer (1989)’s
view of a convective lower brine layer, which is presup-
posed in several later studies (e.g. Lowell and Germanovich,
1997; Schoofs and Hansen, 2000). It is stagnant because the
mean NaCl concentration C runs almost along the liquid-
like branch of the coexisting curve (Fig. 5), and the density
of the liquid-like phase ρl(z, T ) increases with temperature
along the curve due to the increase of NaCl concentration.
Y. KAWADA et al.: NUMERICAL SIMULATIONS OF HYDROTHERMAL CIRCULATION 205
Fig. 5. Temperature and NaCl concentration along the left downwelling
boundary (thick dotted curve) and the right upwelling boundary (thick
solid curve) of the calculation area. The vertical axis is the temperature
in Celsius degree, and the horizontal axis is the logarithm of NaCl con-
centration in wt%. The blue curves signify one-phase ﬂuid, and the green
curves signify two-phase ﬂuid. The ﬁlled circle and square denote (C, T )
at the boundaries between the convection and the stagnant layers. The
two-phase co-existing curves for depths of 2500, 3000, 3500 and 4000
m (corresponding to pressures of 25, 30, 35 and 40 MPa, respectively),
which are the same as in Fig. 1, are shown.
The brine layer becomes denser downward, and hence stable
stratiﬁcation results.
In the convection layer, seawater ﬂows in from the
seaﬂoor, is heated at depth, and returns back up to the sea.
The NaCl concentration of the ﬂuid is almost the same as
that of seawater (Fig. 5), because most streamlines do not
pass through the two-phase region.
A transition zone is formed near the boundary between
the two layers, where the liquid mass fraction has a steep
vertical gradient (Fig. 4(c)). The zone consists of both the
bottom part of the convection layer and the uppermost part
of the stagnant layer. It is where both dilute and dense ﬂu-
ids coexist and separate because of their density difference.
The transition zone is thicker in the upwelling area than in
the downwelling area. The steep vertical gradient of the salt
concentration is established by the balance among the advec-
tion due to the mean ﬂow, the downward transport due to the
relative velocity, and compositional diffusion. The tempera-
ture in the transition zone is about 450◦C. It is close to the
boiling or condensation temperature of seawater (Fig. 5), the
temperature at which a ﬂuid with seawater salinity crosses
the two-phase boundary as temperature rises.
In the stagnant layer, circulation is absent, because a sta-
ble density stratiﬁcation is established. This stagnant layer
consists of brine-rich two-phase ﬂuids, except for a small
one-phase brine area beneath the downwelling of the upper
convection layer (the undotted area to which the black arrow
points in Fig. 4). The NaCl concentrations in the stagnant
layer lie close to the liquid-like branch of the two-phase co-
existing curve (Fig. 5). This results from the balance of salt
transport by the relative velocity between the two phases and
Fig. 6. Temperature as a function of depth along the left downwelling
boundary (thick dotted curve) and the right upwelling boundary (thick
solid curve) of the calculation area. The parameters for the calculation
are Ra = 100,  = 10, and 1/Le = 1. The vertical axis is the depth
from the sea surface in meter, and the horizontal axis is the temperature
in Celsius degree. The thin solid line shows the conductive temperature
proﬁle, and the thin dash-dotted line shows the conductive proﬁle with the
thermal conductivity being half. The thick dotted curve represents the
vapor-halite-liquid triple point (Palliser and McKibbin, 1998a). Halite
precipitates if the temperature of the ﬂuid is higher than this curve. The
meaning of the other symbols, colors and patterns of the curves are the
same as those in Fig. 5.
compositional diffusion (see Section 5 for details). Since dif-
fusion is weak, salt transport by the relative velocity should
be small, and this is accomplished by small vapor fractions,
which make this region almost one-phase brine. The average
NaCl concentration is about twenty times that of seawater.
Since advection of heat is small in the stagnant layer, the
temperature distribution is diffusive, and almost linear with
depth (Fig. 6). This layer acts as a thermal insulator and re-
duces heat transport compared with one-phase convection.
Table 1 shows that the Nusselt number Nu, which is the ra-
tio of the calculated heat ﬂux to the heat ﬂux that the system
would give if there were no convection, is reduced to about
half of the value for single phase convection ( = 0). We
shall discuss some implications of this effect for real systems
in Section 6.2.
The NaCl concentration of the hydrothermal ﬂuid at the
seaﬂoor is controlled by the structure of the transition zone
between the two layers. The competition between the ad-
vection by the center-of-mass velocity and the relative mo-
tion of the two phases determines the NaCl concentrations
of outgoing ﬂuids. Saline ﬂuids ﬂow out near the ridge axis,
because their streamlines pass through deep parts of the tran-
sition zone, where the water is more saline than seawater. Di-
lute ﬂuids discharge more than about 100 m away from the
axis, because their streamlines pass through shallower parts
of the transition zone, where downward removal of dense
brine makes the water less saline than seawater (Fig. 4). The
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Fig. 7. Same as Fig. 4 but for  = 5.
Fig. 8. Same as Fig. 4 but for  = 20.





















Fig. 9. Comparison of the results for  = 5, 10, and 20. Liquid mass fraction together with streamlines are shown as in Fig. 4. The upper ﬁgures show
the NaCl concentrations of the hydrothermal ﬂuid at the seaﬂoor.







in the steady state is the same as that of seawater, if there
is no sink or source of the solute in the deep crust, and
if compositional diffusion can be neglected at the seaﬂoor,
because the total mass of the solute should be conserved.
To further investigate the competition between the relative
motion and the mean motion, we perform calculations for
two other values of the most relevant parameter , 5 and 20,
with Ra and 1/Le ﬁxed to the standard values of 100 and 1,
respectively (Table 1, Figs. 7 and 8). The parameter  is a
measure of the efﬁciency of phase separation.
Comparison of these results (Fig. 9) shows that the thick-
ness of the transition zone decreases as  increases (phase
separation becomes more effective). The thickness can be
measured by the separation between the top of the two-phase
region and the streamline that connects the left and right
side boundaries.  ∼ 10 marks the transition between two
ﬂow regimes: a ﬂow with little phase separation and a ﬂow
with almost complete phase separation. This is most notably
seen in the range of NaCl concentration on the seaﬂoor C ,
because it is controlled by the efﬁciency of phase separa-
tion. For  = 5, hydrothermal ﬂuids have NaCl concen-
trations ranging from 2.5 to 4.4 wt% NaCl. This difference
decreases as  increases (Fig. 10(a)), and almost vanishes
when  = 20, Since the transition zone is thin for large ,
the number of streamlines that pass through the zone is small,
and this gives rise to the decrease in the range of the salinity
on the seaﬂoor. In other words, dense brine sinks effectively
and cannot rise to the surface.
The reason  ∼ 10 marks the transition can be understood
in terms of the ratio between the magnitude of the relative
velocity v and that of the mean ﬂow velocity v in the
transition zone. When this ratio is larger than the order of
unity, relative separation occurs effectively, and this leads to
complete separation of the convection and stagnant layers.






where α is the thermal expansion coefﬁcient, T is the
typical temperature difference and ρ = ρl−ρv is the typical
density difference between the two phases in the transition
zone, respectively. The condition v/v ≥ 1 is satisﬁed
when  ≥ 12, since T  450 K, ρl = 780 kg m−3, and
ρv = 250 kg m−3 at 3750 m and 450◦C (the (z,C) condition
of the transition zone), with α  10−4 K−1, ρ0 = 103 kg
m−3, and φ = 0.01. Figure 10 show that the separation of the
two layers is almost complete when  = 20, in accordance
with this estimation.
Table 1 and Fig. 10 show the variations of various quan-
tities with . Increasing  results in the increase in the
mean thickness of the brine layer δ, and the decreases in
the heat ﬂux Nu, the range of the NaCl concentration at the
seaﬂoor C (Fig. 10(a), and the maximum temperature at
the seaﬂoor Tmax (Fig. 10(b). Since the dependence of C on
 is already explained before, we examine the other quanti-
ties below.
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Fig. 10.  dependence of the results. The values of the other parameters are Ra = 100, 1/Le = 1 and φ = 0.01. a) The maximum and minimum NaCl
concentrations of the hydrothermal ﬂuid at the seaﬂoor as a function of . The horizontal dotted line represents the NaCl concentration of seawater. b)
The maximum ﬂuid temperature at the seaﬂoor as a function of .
The vigor of convection depends on . Convection be-
comes vigorous as  decreases. This can be seen in Figs. 7
and 8 or from the Nusselt number Nu (Table 1), because a
large Nusselt number implies strong convection. Large  re-
sults in effective phase separation and effective thermal insu-
lation by the stagnant layer, and hence weakens convection.
The strength of convection is in turn related to the mean
thickness of the lower layer δ. The temperature at the top
of the stagnant layer is almost the same as the condensation








in the stagnant layer (this equation has a dimension). Hence
the Nusselt number, the dimensionless heat ﬂux, which rep-
resents the strength of convection, becomes





Note that we use d and Tbot − Tsw as the length and tempera-
ture scales, respectively. From equation (77), we see that the
mean thickness of the layer δ decreases as  decreases and
Nu increases.
The maximum temperature at the seaﬂoor Tmax depends
weakly on  (Fig. 10(b)), because the bottom temperature of
the convection layer is almost the same as the condensation
temperature of seawater (Fig. 5) irrespective of . The
weak dependence can be explained in terms of the strength
of convection. When convection is strong, the smearing
effect of diffusion is weak, and a high maximum temperature
results. To summarize, as  decreases, convection becomes
vigorous, and this gives rise to the decrease in δ, and the
increases in Nu and Tmax.
Next, we investigate the changes of the results in response
to small changes in Ra, and 1/Le in order to obtain a
better understanding of the system (Table 3). We perturbed
the parameters by ±10% around the reference state for which
Ra = 100,  = 10, and 1/Le = 1. Increasing Ra
results in the decrease in the mean thickness of the brine
layer δ, and the increase in the heat ﬂux Nu, the maximum
temperature at the seaﬂoor Tmax, and the difference of NaCl
concentration at the seaﬂoor C = Cmax − Cmin. This trend
is opposite to increasing . This is because increasing Ra
makes convection more vigorous and reduces the relative
importance of phase separation. Explanations of the effect of
changing  are given above. Varying 1/Le does not affect
the results much, but increasing 1/Le produces the same
trend as in the case of decreasing . The increase in 1/Le
means enhanced compositional diffusion, and it reduces the
relative importance of phase separation.
We conﬁrm the validity of the assumptions in the calcula-
tions, namely, the condition (66) and the neglect of halite
precipitation. First, we conﬁrm that the condition (66),
which is necessary for equations (58) and (61) to be valid,
is satisﬁed in all the calculations. This condition holds be-
cause the phase separation occurs mainly near the critical
temperature, where the density difference between the two
phases is small. The densities of the liquid and vapor phases
are ρl = 530 kg m−3 and ρv = 280 kg m−3 at the top of the
stagnant layer, whose (z, T ) condition is 3750 m (37.5 MPa)
and 450◦C. The liquid mass fraction ωl is 0.5 around there.












= 0.36 < 1. (79)
Our calculations ( =5–20) satisfy the condition (78), be-
cause the porosity φ is set at 0.01.
Second, halite does not precipitate in the steady state in
the temperature and pressure (depth) ranges of this study,
although we do not explicitly include halite precipitation in
our calculations. One type of halite precipitation, in which
the temperature of the liquid-vapor two-phase ﬂuid exceeds
the liquid-vapor-halite triple point, does not occur, since the
ﬂuid does not enter the vapor-halite region (Fig. 6). The other
type of halite precipitation, in which the NaCl concentration
of the ﬂuid becomes larger than that of the solubility of NaCl,
does not occur, either. This is because NaCl concentrations
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of the ﬂuid in the stagnant layer lie very close to the liquid-
like branch of the co-existing curve, and the concentration
on the liquid-like branch is less than that of halite saturation
for a given pressure and temperature.
Finally, we explain the dependence of the numerical con-
vergence on the parameter . As we explained in Section 3,
the convergence is less than 3% for  between 5 and 20, and
worsens for larger or smaller . This behavior is due to the
structure of the transition zone. The zone becomes thin as 
increases. Since the thinnest part of the transition zone con-
tains only ﬁve numerical grid points for  = 20, larger 
produces large numerical errors. For  smaller than 5, the
transition zone becomes inclined to the horizontal. Because
inclined steep gradient produces large numerical errors for
ﬁnite difference schemes with Cartesian grids, small  pro-
duces large numerical errors. It should however be noted that
the qualitative behavior for   10 or   10 can be in-
ferred easily from the results for  = O(10). As  increases
from about 10, the separation of the two layers should be-
come complete. The range of salinities of the vent ﬂuids
vanishes for   10 because of effective phase separation
(see Fig. 10). As  decreases from about 10, the thickness
of the lower layer should decrease. The range of vent-ﬂuid
salinities should ﬁrst increase, then decrease with decreasing
, and becomes zero when  = 0 (one-phase convection;
salinity becomes uniform with the seawater value). It thus
should have a maximum at some value of (< 5).
5. Structure of the Stagnant Layer
We perform vertical one-dimensional steady-state calcu-
lations to examine the structure of the lower stagnant layer,
which we have found by two-dimensional calculations. Den-
sity stratiﬁcation is stable in the stagnant layer. The ﬂuids are
mainly in the two-phase region, and their mean NaCl concen-
trations C lie along the liquid-like branch of the two-phase
co-existing curve. We examine how this salinity distribution
is formed in this section. One-dimensional analysis is par-
ticularly useful for this region, because the advection by the
center-of-mass velocity v is small. Bai et al. (2003) qualita-
tively discussed the balance of NaCl transfer in the bottom
brine layer for their one-dimensional pipe model. Our anal-
ysis here extends their discussion quantitatively.
The steady-state one-dimensional basic equations are ob-
tained from the two-dimensional equations (57), (58), (59)
and (65) by letting v = 0 because the lower layer is stagnant.
Accordingly, the same approximations as those for the two-











where B is deﬁned as
B = RaLe = ρ0gkd
μ0D
. (82)
The parameter B is the ratio of the timescale of composi-
tional diffusion d2/D to that of the relative separation be-
tween the two phases dμ0/ρ0gk, and is the only one param-
eter in the one-dimensional system. A large B results in ef-
fective relative separation of the two phases. Here, ρl, ρv, Cl,
and Cv in equation (81) are expressed as functions of tem-
perature and depth as we explained in Section 2.1.6. Note
that the liquid-phase velocity vl, z(z) and the vapor-phase ve-
locity vv, z(z) are non-zero (see equation (4), the deﬁnition
of the center-of-mass velocity), although the center-of-mass
velocity vz(z) is zero. We solve these equations in the two-
phase stagnant layer and the one-phase region just above the
stagnant layer where the center-of-mass velocity v is small.
Equation (80) implies that the temperature ﬁeld has a con-
stant gradient. Heat is transfered only by conduction and
advective heat transport is negligible. From equation (80),
we have
T (z) = Tbot − Fz, (83)
where Tbot is the non-dimensional temperature at the brittle-
ductile front (z = 0), and F is the non-dimensionalized tem-
perature gradient. Here F = 1 signiﬁes the conductive gra-
dient when the ﬂow is absent in the whole region. We assume
that F = 1.5 in the following one-dimensional calculations.
This value is taken from the result of the two-dimensional
calculation for Ra = 100, 1/Le = 1 and  = 10 (Fig. 6).
We integrate equation (81) to obtain
dC
dz
= −Bωl(1 − ωl)(Cl − Cv)(ρl − ρv) + const., (84)
which means that the NaCl concentration is maintained by
the balance between downward salt transport and upward
salt diffusion, as Bai et al. (2003) pointed out. We use the
boundary condition (55) at z = 0 to ﬁnd that the constant in
equation (84) is 0. The upper boundary condition we adopt
for solving equation (84) is
C = Csw at z = 1. (85)
This means that the NaCl concentration in the one-phase re-
gion far above the stagnant layer is the same as that of sea-
water. This results from equation (84) because the right hand
side is zero in a one-phase region. This boundary condition
(85) is justiﬁed by effective convective mixing in the upper
layer, where the salinity is almost uniform at the seawater
value in our two-dimensional calculations (e.g. Fig. 4).
We numerically integrate equation (84) from the seaﬂoor
z = 1 to the base z = 0 for B of 0, 5, 10, 20, 50, 100, and
1000, to obtain one-dimensional proﬁles of the NaCl con-
centration of the ﬂuid. The results are shown in Fig. 11. The
NaCl concentration is shown as functions of depth and tem-
perature. Since the temperature gradient is constant, the spa-
tial gradient of the NaCl concentration (Fig. 11(a)) and the










The thickness of the stagnant layer is about 250 m, which
is easily explained by using equation (83). The thickness is
approximately given by the height at which the temperature
is the condensation temperature of seawater Tcs, as
δ  Tbot − Tcs
F
. (87)
210 Y. KAWADA et al.: NUMERICAL SIMULATIONS OF HYDROTHERMAL CIRCULATION
Fig. 11. Results of one-dimensional calculations for B = 0, 5, 10, 20, 50, 100, and 1000, from left to right in the ﬁgure. The non-dimensionalized
temperature gradient F for the calculation is 1.5. a) depth from the seaﬂoor against NaCl concentration in wt%. The latter is in a logarithmic scale. b)
temperature in Celsius degree against NaCl concentration in wt%. The latter is in a logarithmic scale. The meaning of the other symbols, patterns and
colors of the curves are the same as those in Fig. 5. Note that B = 0 corresponds to one-phase thermal conduction.
It becomes about (4F)−1, because the condensation temper-
ature of seawater Tcs is about 450◦C in a dimensional value
and 3/4 in a non-dimensional value, and the bottom temper-
ature Tbot is 600◦C in a dimensional value and 1 in a non-
dimensional value. When F = 1.5, the thickness δ is about
0.17, which is about 250 m in a dimensional value.
Proﬁles of the NaCl concentration for B  1 may be
explained as follows. The NaCl concentration of the ﬂuid
is the same as that of seawater in the one-phase region and at
the top of the two-phase region, where ωl = 0, and increases
with depth in the two-phase region (dC/dz < 0), because
the right hand side of equation (84) is always negative. The
change in the gradient of NaCl concentration is explained
by the right hand side of equation (84) being proportional to
ωl(1 − ωl). For a given pressure and temperature (depth),
the gradient of NaCl concentration of the ﬂuid is maximum
at ωl = 0.5, and decreases as the NaCl concentration of the
ﬂuid approaches the two-phase co-existing curve, ωl = 1 or
ωl = 0. Therefore, from the top of the two-phase region, the
absolute value of the NaCl gradient ﬁrst increases with depth,
becomes maximum near a depth where ωl = 0.5, and then
decreases with depth. At the bottom, the NaCl concentration
of the ﬂuid comes close to the liquid-like branch of the two-
phase co-existing curve, ωl = 0.
The density stratiﬁcation is stable in the two-phase region.
This is because the NaCl concentrations of the ﬂuid in this
layer lie close to the liquid-like branch of the two-phase co-
existing curve, and the density along this curve increases
with temperature (Fig. 2).
We now examine the B-dependence of the results. In
the one-dimensional calculations, the NaCl concentration
curve approaches the liquid-like branch of the two-phase co-
existing curve, as B increases (Fig. 11(b)). This can be un-
derstood by examining the basic equation (84). We use equa-
tion (44) to rewrite (84) as
dC
dz
= −B · (ρl − ρv) (C − Cv)(Cl − C)
Cl − Cv . (88)
If Cl, Cv, ρl, and ρv are constants, equation (88) has an
analytical solution
C = Cl − Cl − Cv
1 + γ exp[−B(ρl − ρv)z] , (89)
where γ is a constant. This solution shows that the NaCl
concentration of the ﬂuid approaches the liquid-like branch
of the two-phase co-existing curve (C → Cl) with depth (as
z decreases), and that the rate of the approach increases with
B and (ρl − ρv).
We compare the two-dimensional calculation for Ra =
100, 1/Le = 1 and  = 10 (Figs. 4 and 5), with the one-
dimensional result for B = 1000 (Fig. 12). Note that the
comparison is meaningful only in the stagnant layer, where
the two-dimensional center-of-mass velocity is negligible. In
Fig. 12, the plots of the two-dimensional result are the pro-
ﬁles of temperature, NaCl concentration, and density along
the central line, x = A/2. We ﬁnd that the plots of one-
dimensional and two-dimensional results (Fig. 12(a)–(c))
agree well in the stagnant layer. The agreement of the tem-
perature proﬁles (Fig. 12(d)) is a matter of course, because
the temperature gradient F = 1.5 in the one-dimensional
calculation is chosen so that it should agree with that in
the stagnant layer in the two-dimensional calculation. The
agreement of the NaCl concentration proﬁles conﬁrms that
upward compositional diffusion and the downward salt trans-
port by the relative separation are almost balanced.
6. Discussion
6.1 Temperature of the vent ﬂuid
The stability of the maximum temperatures of black smok-
ers at around 350◦C (e.g. Wilcock, 1998) is one of the
reasons that Bischoff and Rosenbauer (1989) proposed the
model of two-layer circulation. If phase separation occurs,
the vent temperature is determined by the phase separa-
tion temperature. Many other mechanisms have been pro-
posed to explain the temperature: (1) brittle-ductile tran-
sition of the oceanic crust (Fournier, 1987), (2) silica and
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Fig. 12. Comparison of the results of one-dimensional and two dimensional calculations. a) Temperature against NaCl concentration, b) depth against
NaCl concentration, c) depth against density, and d) depth against temperature. The parameters used in the calculations are Ra = 100,  = 10, and
1/Le = 1 (B = 1000). The thin black dotted curves in a) signify the two-phase co-existing curves, which are the same as those in Fig. 5. The thick
dotted curves are the result of the one-dimensional calculation for a non-dimensionalized temperature gradient F of 1.5. The colored solid curves
signify the two-dimensional result along x = 0.25 (the center of the calculation area). The one- and two-dimensional results are almost identical in the
two-phase region and in the one-phase region just above the two-phase region. The meanings of the other colors and symbols are the same as those in
Fig. 5.
anhydrite precipitation in the pore space (Martin and Low-
ell, 2000; Fontaine et al., 2001), (3) large changes of phys-
ical properties of water around the critical point (Wilcock,
1998; Jupp and Schultz, 2000), and (4) the development of a
two-layer structure by phase separation (Bischoff and Rosen-
bauer, 1989). Among the four mechanisms, (2)–(4) are re-
lated to the properties of water around the critical point.
Therefore, these effects can not be separated. In our model,
the effects of (4) and part of (3) are included.
From our calculations, we conﬁrm that the temperature
at the bottom of the upper layer becomes close to the con-
densation temperature of seawater, 450◦C (see Fig. 5). This
is because efﬁcient phase separation and vigorous convec-
tion make the upper layer compositionally uniform at the
NaCl concentration of seawater. This result vindicates the
importance of the mechanism (4). The vent temperature con-
sequently becomes the condensation temperature of seawa-
ter at most. For the calculations of this study (Ra = 100,
 = 5–20, 1/Le = 1), the maximum venting temperature
is around 200◦C. The temperature drop from the phase sep-
aration temperature is due to thermal diffusion. As shown in
Table 3, the maximum temperature depends most notably on
the Rayleigh number Ra, which is the ratio of the timescale
of the heat advection by the center-of-mass velocity v to that
of thermal diffusion. This shows the importance of thermal
diffusion on the temperature distribution. Higher Rayleigh
number would lead to higher vent temperature.
The effect of (3) is to concentrate the upﬂow and to pro-
duce higher vent temperature. The critical properties of wa-
ter change markedly around the critical point of water: the
thermal conductivity drops sharply with increasing temper-
ature, the kinematic viscosity exhibits a minimum, and the
heat capacity shows a maximum near the critical point (Haar
et al., 1984). Wilcock (1998) showed that all these proper-
ties tend to decrease the temperature difference between the
bottom of the circulation layer and the vent ﬂuid. He demon-
strated that the vent temperature is about 0.5–0.65 times
the bottom temperature when these properties are included,
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Table 3. Changes of the results in response to small changesa of Ra, , and 1/Le.
Nu C Tmax − Tsw δ
Ra×1.1 ×1.14 ×1.07 ×1.08 ×0.875
Ra×0.9 ×0.866 ×0.777 ×0.901 ×1.16
×1.1 ×0.988 ×0.870 ×0.991 ×1.02
×0.9 ×1.02 ×1.16 ×1.01 ×0.981
1/Le×1.1 ×1.01 ×1.00 ×1.01 ×0.990
1/Le×0.9 ×0.992 ×1.00 ×0.994 ×1.01
aThe solution used as a standard is for the parameters of Ra = 100,  = 10, and 1/Le = 1. The magnitudes of the perturbations for
Ra, , and 1/Le are ±10%.
whereas it is less than 0.5 times the bottom temperature when
these effects are absent. If we apply this relationship to our
calculations with the bottom temperature of 430◦C and the
multiplication factor of 0.65, the maximum vent temperature
becomes 280◦C (= 430◦C ×0.65), about 80◦C higher than
our results.
6.2 Heat efﬁciency
Here we ﬁrst show that hydrothermal heat transport at
mid-ocean ridges is lower than what is expected for one
phase convection. We then argue that this suppression is due
to two-layer structure found in our study, but quantitatively
this effect may not be enough to explain observations.
First we compare heat transport for one-phase convec-
tion and the heat ﬂow at mid-ocean ridges, and show that
the latter is considerably lower than the former. For one-
phase porous media with isothermal top and bottom bound-
aries, the relationship between the Nusselt number and the
Rayleigh number is given experimentally by Elder (1967) as
Nu = Ran/40, (90)
where Ran is the conventional Rayleigh number deﬁned in
Section 2.3. Cherkaoui and Wilcock (1999) recently ob-
tained another relationship from their numerical simulations
of thermal convection in an open-top porous layer heated
from below as
Nu ∝ Ra0.67−1.29n , (91)
where the power depends on the mode of convection. We use
the former relationship (90), because the Rayleigh numbers
used in the latter study were not high enough to ensure an
asymptotic relation. Equation (90) yields the estimate of
the Nusselt number in the range from 104.5 to 107.5 for the
range of the Rayleigh number around blacksmoker ﬁelds
which is probably between 106–109 as we explain below.
On the other hand, the Nusselt number Nu estimated from
the observations of heat ﬂux around the ridge axis ranges
from 10 to 103 as we explain below. Therefore, the heat ﬂux
at mid-ocean ridges is suppressed compared with one-phase
thermal convection.
The Nusselt number is estimated from the observed heat
ﬂux as follows. The heat ﬂow of a hydrothermal vent ﬁeld
is about 10–103 MW (Lowell et al., 1995), and the area of a
vent ﬁeld is about 106 m2 (Lowell et al., 1995). This gives
the heat ﬂow density of about 10–103 Wm−2. The conduc-
tive heat ﬂux is estimated as 1 Wm−2 from the expression
λT/z, where we use the heat conductivity of the rock
λ = 2.5 Wm−1K−1, the temperature difference T = 600
K, and the height of circulation z = 1500 m. These values
give the estimate of the Nusselt number to be 10–103.
Estimates of the Rayleigh number from observed quanti-
ties have large uncertainties. In Section 3 (Table 2), we esti-
mated that the Rayleigh number is between 100 and 109, be-
cause permeabilities estimated from observations range from
10−8 m2 to 10−17 m2 (Nehlig and Juteau, 1988; Becker,
1989). The low permeabilities of 10−17–10−14 m2 come
from the off-axis drilled core from the Hole 504B (Becker,
1989). We argue that these values are too small for the on-
axis permeability because off-axis fractures would already
have been ﬁlled with secondary minerals. On the other hand,
the high permeabilities of 10−11–10−8 m2 come from the ob-
servation of the Samail ophiolite (Nehlig and Juteau, 1988;
Nehlig, 1994), which would represent on-axis remains of hy-
drothermal circulation. Thus we believe that the Rayleigh
number of 106–109 is appropriate for on-axis circulation.
Next we consider the mechanism of this heat ﬂow suppres-
sion. A stagnant brine layer found in this study is one of the
candidate, but many other mechanisms can lower the heat
ﬂow. For example, (1) two-layer convection (Bischoff and
Rosenbauer, 1989), (2) double-diffusive convection of corre-
lated temperature-salinity ﬂuids (e.g. Schoofs et al., 2000),
and (3) precipitation of anhydrite and/or silica minerals in
the pore space.
Here we discuss implications of our results in terms of
heat efﬁciency. We have shown that the heat ﬂux is sup-
pressed for two-layer convection. However, the difference in
heat ﬂux between one-layer and two-layer convection in our
calculations is much smaller that that estimated from obser-
vations and from equation (90). The latter is three or four
orders of magnitude, while the former is only a factor of two
for the parameters we used (compare the Nusselt numbers
for  = 0 and  = 10 in Table 1). Calculations with wider
ranges of the parameters Ra, , and 1/Le, would be nec-
essary to clarify how much heat transport is suppressed by
phase separation.
6.3 Spatial variation of the salinity in a vent ﬁeld
From our calculations, ﬂuids with different salinities are
expected in one vent ﬁeld (Fig. 10). Fluids which vent near
the ridge axis will have salinities higher than those of sea-
water, whereas ﬂuids which vent more than about 100 m
away from the axis will have salinities lower than those of
seawater. In a steady state, the mean salinity of vent ﬂu-
ids should be the same as that of seawater, and high salinity
ﬂuids should be balanced by low salinity ﬂuids. However,
observed salinities of a vent ﬁeld are either higher or lower
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than that of seawater in most cases (e.g. Von Damm, 1995).
This would be because most ﬂuid samples are collected at
strong upﬂow regions.
Exceptions were found at ASHES vent ﬁeld (Butterﬁeld
et al., 1990), and at EPR 21◦S, (Von Damm et al., 2003),
where salinities both higher and lower than that of seawa-
ter were observed in one vent ﬁeld. Butterﬁeld et al. (1990)
interpreted this phenomenon as due to phase separation in a
crack along the caldera wall. On the other hand, Von Damm
et al. (2003) interpreted that phase separation occurs within
the sulﬁde structure, since no water-rock interaction after the
phase separation is evidenced by their chemical analysis of
major elements in the ﬂuids. These interpretations are sim-
ilar to our results in that the salinity variation is caused by
phase separation in circulation, and does not require tempo-
ral variation.
It is to be noted again that there should be a counterpart
for ﬂuids whose salinities are different from that of seawater.
The counterpart can emerge as temporal changes or spatial
changes as in our calculations, or may not be observed if the
counterpart is hidden deep in the crust. Without observations
over broad areas including off-axis ﬂuids, it cannot be con-
cluded which is the case. However, the stability of compo-
sitions of many vent ﬂuids (e.g. Von Damm, 1995) implies
that many vent ﬁelds are in a steady state. This, with our
results, suggests that there should be discharge with counter-
part compositions somewhere off-axis.
6.4 Effects of the latent heat of condensation and the
heat capacity difference between the two-phases
First we discuss the effect of the latent heat of conden-
sation on the steady-state temperature structure of the two-
phase region. The non-dimensional latent heat of condensa-
tion, which is the second term of the right hand side of the
energy conservation equation (35), is written as
Ra|L|φ ∇ · (ωlvl)
= Ra|L|φ
{
v · ∇ωl −  ∂
∂z




using the Boussinesq approximation. Here, L =
h/(cpT ) ≤ 0 is the non-dimensionalized latent heat of
condensation. In the temperature and pressure (depth) range
of this study, |L| is at most 0.3, since cp = 5 × 103J kg−1
K−1, |h| ≤ 2 × 106 J kg−1 K−1 (Palliser and McKibbin,
1998b), and T = 600 K. Equation (92) shows that the la-
tent heat affects the energy balance in the region where the
liquid mass fraction ωl varies.
We argue that latent heat would be a secondary effect in
the steady state. In our calculations, the spatial variation of
the liquid mass fraction ωl is large in the thin transition zone
above the stagnant layer (e.g. Fig. 4). Since both condensa-
tion (exothermic) and vaporization (endothermic) processes
occur within this thin zone, the effect of latent heat on the
total heat budget should be small. Moreover, (C, T ) con-
ditions in the transition zone are close to the critical point
of the NaCl–H2O system (Fig. 5), around which the latent
heat h is small (Palliser and McKibbin, 1998b). This also
makes the contribution of latent heat small.
Next we discuss the effect of the heat capacity difference
between the liquid and vapor phases. The difference may
be important because the relative motion of the two phases
transports heat when the two heat capacities are different.
The effect is expressed by the last term of the left-hand
side of the equation (35). The term is rewritten in a non-
dimensionalized form as
φRa(cp,l − cp,v)ωl(1 − ωl)(vl − vv) · ∇T
= −φRa(cp,l − cp,v)ωl(1 − ωl)(ρl − ρv)dT
dz
. (93)
Here (cp,l − cp,v) is the non-dimensionalized heat capac-
ity difference, which is usually negative. We estimate that
(cp,l − cp,v)  −3 by taking the maximum and the mini-
mum heat capacity of pure water (Haar et al., 1984) at typi-
cal pressure and temperature conditions around the transition
zone (35 MPa and 450◦C), if it is non-dimensionalized by the
heat capacity at ambient temperatures (4 kJ K−1 kg−1).
We argue that the effect of the heat capacity difference
between the two phases on the temperature ﬁeld is small.
The one-dimensional energy equation becomes






in a non-dimensional form if we neglect the advection by
the mean ﬂow. Assuming that the coefﬁcient of dT/dz is a
constant, this equation is integrated as
dT
dz
= −φRa(cp,l −cp,v)ωl(1−ωl)(ρl −ρv)T − F, (95)
where F is the temperature gradient without the heat trans-
port due to the relative motion, and is about 1.5 as we
explained in Section 5. The coefﬁcient of T in the ﬁrst
term of the right-hand side is 4 at most, for φ = 0.01,
Ra = 100, and  = 20, which are used in the calculation,
and ρl − ρv = 0.25 and ωl = 0.5, which are typical values
around the transition zone. The temperature T is unity at
most, and thus the effect of the heat transport due to the heat
capacity difference on the temperature gradient can be large,
and may lead to positive temperature gradient. However, this
does not affect the temperature much, because the transition
zone, where relative motion exists, is narrow with the width
of about 0.05 in our calculations.
7. Conclusion
We numerically investigate mid-ocean ridge hydrothermal
circulation, with emphasis on dynamical effects of the phase
separation of seawater. The phase separation of seawater is
found to be crucial in determining the temperature and NaCl
concentration of the vent ﬂuid, and the heat efﬁciency of cir-
culation. The phase separation results in a two-layer struc-
ture with an upper convection layer and a lower saline stag-
nant layer. The key quantity that governs the structure is
the ratio of the magnitude of the relative velocity between
the liquid and vapor phases to that of the mean ﬂow veloc-
ity. When this ratio is less than unity, the development of
the brine layer is incomplete. When it is more than unity,
the separation of the two layers is almost complete. Vent
ﬂuids both more and less saline than seawater are formed.
They are more saline near the ridge axis, and less saline in
the area more than about 100 m away from the axis. The
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Fig. 13. Schematic picture of mid-ocean ridge hydrothermal circulation
inferred from our calculations. The ridge axis is perpendicular to this
ﬁgure. The circulation is prevented from penetrating into the heat source
area due to the formation of the stagnant layer.
salinity contrast decreases as the ratio of the relative velocity
to the mean velocity increases in the parameter range of this
study. When this ratio is much more than unity, the salin-
ity contrast vanishes because the separation of the two layers
becomes so complete that brine cannot be entrained in up-
welling ﬂuids. Figure 13 illustrates our view of mid-ocean
ridge hydrothermal circulation including the phase separa-
tion of seawater. This picture is different from Bischoff and
Rosenbauer (1989)’s in that the lower layer is stagnant.
Our model provides a consistent picture of hydrothermal
circulation with phase separation. The validity of our model
can be tested by measuring salinities of off-axis discharge
ﬂuids, which are expected to be counterparts of saline on-
axis ﬂuids. Although compositions of off-axis ﬂuids are
difﬁcult to measure, they carry valuable information about
the total budget of heat and materials.
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