Goal-driven selective attention (GDSA) is a remarkable function that allows the complex dynamical networks of the brain to support coherent perception and cognition. Part I of this two-part paper proposes a new control-theoretic framework, termed hierarchical selective recruitment (HSR), to rigorously explain the emergence of GDSA from the brain's network structure and dynamics. This part completes the development of HSR by deriving conditions on the joint structure of the hierarchical subnetworks that guarantee top-down recruitment of the task-relevant part of each subnetwork by the subnetwork at the layer immediately above, while inhibiting the activity of taskirrelevant subnetworks at all the hierarchical layers. To further verify the merit and applicability of this framework, we carry out a comprehensive case study of selective listening in rodents and show that a small network with HSR-based structure and minimal size can explain the data with remarkable accuracy while satisfying the theoretical requirements of HSR. Our technical approach relies on the theory of switched systems and provides a novel converse Lyapunov theorem for state-dependent switched affine systems that is of independent interest.
I. INTRODUCTION
Our ability to construct a dynamic yet coherent perception of the world, despite the numerous parallel sources of information that affect our senses, is to a great extent reliant on the brain's capability to prioritize the processing of taskrelevant information over task-irrelevant distractions according to one's goals and desires. This capability, commonly known as goal-driven selective attention (GDSA), has been the subject of extensive research over the past decades. Despite major advances, a fundamental understanding of GDSA and, in particular, how it emerges from the dynamics of the underlying neuronal networks, is still missing. The aim of this work is to reduce this gap by bringing tools and insights from systems and control theory into these questions from neuroscience.
In this two-part paper, we propose the novel theoretical framework of Hierarchical Selective Recruitment (HSR) for GDSA. This framework is inspired by the extensive experimental research [2] - [17] that has discovered some of the fundamental aspects of the neuronal mechanisms underlying GDSA. These include (i) the brain's hierarchical organization, so that (cognitively-)higher areas control the activity of lower level ones, (ii) its sparse coding, so that task-relevant and task-irrelevant information is represented and processed by different and mostly distinct neuronal populations, (iii) the distributed and graded nature of GDSA, so that selective attention happens at multiple layers of the hierarchy, and (iv) the concurrence of the suppression and enhancement of taskirrelevant and task-relevant activity, respectively (formulated A preliminary version of this work will appear as [1] at the 57th IEEE Conference on Decision and Control, Miami, FL.
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as selective inhibition and top-down recruitment in HSR, respectively).
The hierarchical structure of the brain plays a key role in both selective inhibition and top-down recruitment. The position of brain areas along this hierarchy is determined based on the direction in which sensory information and decisions flow, but also by the separation of timescales between the areas. As expected, the timescale of the internal dynamics of the neuronal populations increases (becomes slower) as one moves up the hierarchy. Although this hierarchy of timescales is well known in neuroscience, its role in GDSA has remained, to the best of our knowledge, uncharacterized. Using tools from singular perturbation theory, we here reveal the critical role played by this separation of timescales in the top-down recruitment of the task-relevant subnetworks and provide rigorous conditions on the joint structure of all layers that guarantee such recruitment.
Literature review: The hierarchical organization of the brain has been recognized for decades [18] - [20] and applies to multiple aspects of brain structure and function. These aspects include (i) network topology [20] - [23] (where nodes are assigned to layers based on their position on bottom-up and top-down pathways), (ii) encoding properties [24] , [25] (where nodes that have larger response fields and/or encode more abstract stimulus properties constitute higher layers), (iii) dynamical timescale [21] , [23] , [26] - [37] (where nodes are grouped into layers according to the timescale of their dynamics), (iv) nodal clustering [38] - [41] (where nodes only constitute the leafs of a clustering tree), and (v) oscillatory activity [42] (where layers correspond to nested oscillatory frequency bands). Note that while hierarchical layers are composed of brain regions in (i)-(iii), this is not the case for (iv) and (v). The hierarchies (i)-(iii) are remarkably similar, and here we particularly focus on (iii) (the timescale separation between hierarchical layers) as it plays a pivotal role in HSR.
Studies of timescale separation between cortical regions are more recent. Several experimental works have demonstrated a clear increase in intrinsic timescales as one moves up the hierarchy using indirect measures such as the length of stimulus presentation that elicits a response [26] , [27] , resonance frequency [28] , the length of the largest time window over which the responses to successive stimuli interfere [29] , and how quickly the activation level of any brain region can track changes in sensory stimuli [30] . Direct evidence for this hierarchical separation of timescales was indeed provided in [31] using the decay rate of spike-count autocorrelation functions. This was shown even more comprehensively in [32] using linear-threshold rate models and the concept of continuous hierarchies [21] , [23] (whereby the layer of each node can vary continuously according to its intrinsic timescale, therefore removing the rigidity and arbitrariness of node assignment in classical hierarchical structures). Interestingly, recent studies show that this timescale variability may have roots not only in synaptic dynamics of individual neurons [33] , but also in subneuronal genetic factors [34] as well as supra-neuronal network structures [35] . In terms of applications, computational models of motor control were perhaps the first to exploit this cortical hierarchy of timescales [36] , [37] . Despite the vastness of the literature on its roots and applications, we are not aware of any theoretical analysis of the effects of this separation of timescales on the hierarchical dynamics of neuronal networks.
The accompanying Part I [43] proposes the HSR framework, which is strongly rooted in this separation of timescales. Part I analyzes the internal dynamics of the subnetworks at each layer of the hierarchy. Using the class of linearthreshold network models, it characterizes the networks (in terms of algebraic conditions on their structure) that have a unique equilibrium, are locally/globally asymptotically stable, and have bounded trajectories. In Part I, we also provide a detailed account of feedforward and feedback mechanisms for selective inhibition between any two layers of the hierarchy and show that the internal dynamical properties of the taskrelevant subnetwork at each layer is the sole determiner of the dynamical properties achievable under selective inhibition.
In this paper, we complete the development of the HSR framework for GDSA by analyzing the mechanisms for topdown recruitment of the task-relevant subnetwork, combining it with the feedforward and feedback mechanisms of selective inhibition, and generalizing the combination to arbitrary number of layers. We use tools and concepts from singular perturbation theory to rigorously leverage this separation of timescales. The classical result on singularly perturbed differential equations goes back to Tikhonov [44] , [45, Thm 11.1] and has since inspired an extensive literature, see, e.g. [46] - [49] . Tikhonov's result, however, requires smoothness of the vector fields, which is not satisfied by linear-threshold dynamics. Fortunately, several works have sought extensions to non-smooth differential equations and even differential inclusions [50] - [53] , culminating in the work [54] which we use here. Similar to Tikhonov's original work, [54] only applies to finite intervals. Extensions to infinite intervals exist [55] , [56] but, as expected, they require asymptotic stability of the reduced-order model which we do not in general have.
Statement of contributions: The paper has four main contributions. First, we use the timescale separation in hierarchical brain networks and the theory of singular perturbations to provide an analytic account of top-down recruitment in terms of conditions on the network structure. These conditions guarantee the stability of the task-relevant part of a (fast) linear-threshold subnetwork towards a reference trajectory set by a slower subnetwork. This, in particular, subsumes the standard "modulation" (enhancement) of the activity of taskrelevant nodes (as the most widely observed phenomena in GDSA) but is significantly more general, and can account for recent, complex observations such as shifts in neuronal receptive fields under GDSA. We further combine these results with the results of Part I to allow for simultaneous selective inhibition and top-down recruitment, as observed in GDSA.
Second, we extend this combination to hierarchical structures with an arbitrary number of layers, as observed in nature, to yield a fully developed HSR framework. Here, we derive an extension of the stability results in Part I that guarantees GES of a multi-layer multiple timescale linear-threshold network. This, together with a recursive application of singular perturbation theory, guarantees top-down recruitment of the taskrelevant nodes in each layer towards the desired trajectory set by the layer above. Third, to validate the proposed HSR framework, we provide a detailed case study of GDSA in real brain networks. Using single-unit recordings from two brain regions of rodents performing a selective listening task, we provide an in-depth analysis of appropriate choices of neuronal populations in each brain region as well as the timescales of their dynamics. We propose a novel hierarchical structure for these populations, tune the parameters of the resulting network to match its state trajectories with their measured estimates using a novel objective function, and show that the resulting structure conforms to the theoretical results and requirements of HSR while explaining more than 90% of variability in the data. As part of our technical approach, our fourth and final contribution is a novel converse Lyapunov theorem that extends the state of the art on GES for statedependent switched affine systems. This result only requires continuity of the vector field and guarantees the existence of an infinitely smooth quadratically-growing Lyapunov function if the dynamics is GES. Because of independent interest, we formulate and prove the result for general state-dependent switched affine systems.
Notation: We use R, R ≥0 , R ≤0 , and R >0 to denote the set of reals, nonnegative reals, nonpositive reals, and positive reals, respectively. 1 n , 0 n , 0 m×n , and I n stand for the nvector of all ones, the n-vector of all zeros, the m-by-n zero matrix, and the identity n-by-n matrix, respectively. The subscripts are omitted when clear from the context. When a vector x or matrix A are block-partitioned, x i and A ij refer to the ith block of x and (i, j)th block of A, respectively. Given A ∈ R n×n , its element-wise absolute value and spectral radius are |A| and ρ(A), respectively. · denotes vector 2norm. For a vector σ, diag(σ) denotes the diagonal matrix with the elements of σ on its diagonal. For any x ∈ R,
are defined entry-wise for a vector x and matrix A.
II. PROBLEM STATEMENT
The problem formulation is the same as in Part I [43] . We include here a streamlined description for a self-contained exposition. We consider a hierarchical neuronal network N , cf. Figure 1 , whereby the nodes in each layer N i are further decomposed into a task-irrelevant part N 0 i and a task-relevant part N 1 i . The state evolution of each layer N i is modeled with linear-threshold network dynamics of the form
where x i ∈ R ni , W i,i ∈ R ni×ni , and d i ∈ R ni denote the state, internal synaptic connectivity, and external inputs of N i , respectively.
. . .
. . . The development of HSR is structured in four thrusts: (i) the analysis of the relationship between structure (W i,i ) and dynamical behavior for each subnetwork when operating in isolation from the rest of the network (d i (t) ≡ d i );
(ii) the analysis of the conditions on the joint structure of each two successive layers N i and N i+1 that allows for selective inhibition of N 0 i+1 by its input from N i , being equivalent to the stabilization of N 0 i+1 to the origin (inactivity); (iii) the analysis of the conditions on the joint structure of each two successive layers N i and N i+1 that allows for top-down recruitment of N 1 i+1 by its input from N i , being equivalent to the stabilization of N 1 i+1 toward a desired trajectory set by N i (activity);
(iv) the combination of (ii) and (iii) in a unified framework and its extension to the complete N -layer network of networks. Problems (i) and (ii) are addressed in Part I [43] , while problems (iii) and (iv) are the subject of this work.
We let d i (t) = B i u i (t) +d i (t), where u i ∈ R mi ≥0 is the top-down control used for inhibition of N 0 i . While in Part I we assume for simplicity thatd i (t) is given and constant, we here consider its complete form
where the inter-layer connectivity matrices W i,i−1 and W i,i+1 have appropriate dimensions and c i ∈ R ni captures un-modeled background activity and possibly nonzero activation thresholds. Substituting these into (1), the dynamics of each layer N i is given by
Also following Part I, we partition x i , W i,j , B i , and c i as
where x 0 i ∈ R ri for all i, j ∈ {1, . . . , N }. By convention, W 1,0 = 0, W N,N +1 = 0, and r 1 = 0 (so B 1 = 0 and the first subnetwork has no inhibited part). Throughout, we assume that the hierarchical layers have sufficient timescale separation, i.e.,
Finally, define
In the following, we first develop the main concepts and results for the simpler case of bilayer networks (Section III) and then extend them to the general setup with N layers (Section IV).
III. SELECTIVE RECRUITMENT IN BILAYER NETWORKS
In this section we tackle the analysis of simultaneous selective inhibition and top-down recruitment in a two-layer network. We consider the same dynamics as in (2) for the lower-level subnetwork N 2 , but temporarily allow the dynamics of N 1 to be arbitrary. This setup allows us to study the key ingredients of selective recruitment without the extra complications that arise from the multilayer interconnections of linear-threshold subnetworks and is the basis for our later developments. Further, by keeping the higher-level dynamics arbitrary, the results presented here are also of independent interest beyond HSR, as they allow for a broader range of external inputsd than those generated by linear-threshold dynamics. This can be of interest in, for example, braincomputer interface (BCI) applications, whered 2 is generated and applied by a computer (N 1 , not necessarily possessing linear-threshold dynamics) in order to control the activity of certain areas of the brain (N 2 ).
For any W ∈ R n×n , define h :
which is the set of the equilibria of linear-threshold dynamics of the form (1) under a constant input d. As shown in Part I [43] , h has the piecewise-linear form
The existence and uniqueness of equilibria of (1) precisely corresponds to h being single-valued on R n , in which case we let h : R n → R n ≥0 be an ordinary function. For our subsequent analysis we need h to be Lipschitz, as stated next. The proof of this result is a special case of Lemma IV.2 and thus omitted.
Lemma III.1. (Lipschitzness of h). Let h be as in (4) and single-valued 1 on R n . Then, it is globally Lipschitz on R n .
The main result of this section is as follows.
Theorem III.2. (Selective recruitment in bilayer hierarchical networks). Consider the multilayer dynamics (2) 
is generated by some arbitrary dynamics
Let
as in (4). If (i) γ is measurable in t, locally bounded, and locally Lipschitz in (x 1 , x 2 ) uniformly in t; (ii) (6) has bounded solutions uniformly in x 2 (t);
GES towards a unique equilibrium for any constant x 1 ; then there exists K 2 ∈ R m2×n2 such that by using the feedback control u 2 (t) = K 2 x 2 (t), one has
for any 0 < t <t < ∞. Further, if the dynamics of x 2 is monotonically bounded 2 , there also exists a feedforward control u 2 (t) ≡ū 2 such that (7) holds for any 0 < t <t < ∞.
Proof. First we prove the result for feedback control. By (iii), there exists K 2 ∈ R m2×n2 Lebesgue-almost always (i.e., for Lebesgue-almost all (W 2 )) such that 
and has a unique equilibrium for any fixed x 1 . Assumption (iv) and [43, Lemma A.2] then ensure that (9) is GES relative to (0 r2 , h 1 2 (x 1 )) for any fixed x 1 . Based on assumption (ii), let D ⊂ R n be a compact set that contains the trajectory of the reduced-order model τ 1ẋ1 = γ(x 1 , (0 r2 , h 1 2 (x 1 )), t). By assumption (i), γ is Lipschitz in (x 1 , x 2 ) on compacts uniformly in t. Let L γ be its associated Lipschitz constant on D × {0 r2 } × h 1 2 (D). Using (5) and Lemma III.1,
Using this fact, Lemma IV.2 again, and the change of variables t t/τ 1 , the claim follows from [54, Prop 1]. Next, we prove the result for constant feedforward control u 2 (t) ≡ū 2 . Based on assumption (ii), letx 1 ∈ R n1 >0 be the bound on the trajectories of (6) andū 2 be a solution of
where ν comes from the monotone boundedness of the dynamics of x 2 . This solution Lebesgue-almost always exists by assumption (ii). Then, the dynamics of x 2 simplifies to (9) , and [43, Lemma A.2] guarantees that it is GES relative to (0 r2 , h 1 2 (x 1 )) for any fixed x 1 . The claim then follows, similar to the feedback case, from [ Remark III.3. (Validity of the assumptions of Theorem III.2.). Assumption (i) is merely technical and is not a restriction in practice. In particular, this assumption is satisfied when using a linear-threshold model for (6) . Likewise, assumption (ii) is always satisfied in reality, as the state of all biological neuronal networks are bounded by the inverse of the refractory period of their neurons. Even in theory, this assumption can be relaxed to only the boundedness of the reduced-order model in the case of feedback inhibition (cf. Theorem IV.3). Assumption (iii) requires that there exist sufficiently many inhibitory control channels to suppress the activity of the first r nodes of the lower-level subnetwork. The most critical requirement is assumption (iv), which is not only sufficient but also necessary for inhibitory stabilization (cf. [43] for conditions on W 11 2,2 that ensure this assumption as well as its necessity for inhibitory stabilization).
The main conclusion of Theorem III.2 is the Tikhonovtype singular perturbation statement in (7) . According to this statement, for any θ > 0,
provided that τ 2 /τ 1 is sufficiently small, i.e., the higherlevel dynamics is sufficiently slower than the lower-level one. As discussed in Section I, this timescale separation is characteristic of biological neuronal networks. An important observation regarding (10) is that the equilibrium map h 1 2 does not have a closed-form expression, so the reference trajectory h 1 2 (x 1 (t)) of the lower-level network is only implicitly known for any given x 1 (t). However, if a desired trajectory ξ
is known a priori, one can specify the appropriate γ such that h
To show this, let the dynamics of ξ 1 2 (t) be given by
Then, choosing d 1
which, according to (4), implies ξ 1
Next, we use this result to illustrate the core concepts of the bilayer HSR in a synthetic but biologically-inspired example, where a subnetwork of inhibitory nodes generates oscillations which are then selectively induced on a lower-level excitatory subnetwork.
Example III.4. (HSR of an excitatory subnetwork by inhibitory oscillations). Consider the dynamics (2) with N = 2, a 3-dimensional excitatory subnetwork at the lower level, and a 3-dimensional inhibitory subnetwork at the higher level. Let
Inhibitory τ 1
Excitatory τ 2 = 0.5τ 1 Fig. 2 : The network structure (right) and trajectories (left) of the twotimescale network in (11) . The red pyramids and blue circles depict excitatory and inhibitory nodes, respectively, and the trajectory colors on the left correspond to node colors on the right. The dashed lines show the desired reference trajectories 0, h
It is straightforward to verify that this example satisfies all the assumptions of Theorem III.2. Therefore, we expect the actual x 2 -trajectory to be close to the desired x 2 -trajectory (0, h 1 2 (x 1 (t)) provided that 1 1. Figure 2 shows the trajectories of this system for 1 = 0.5 together with a schematic of the interconnections. We see that even with this mild separation of timescales, x 2 (t) and (0, h
It is easy to see that the complete x 2 -subsystem is unstable by itself. However, when x 2,1 is inhibited, the remaining x 2,2x 2,3 subnetwork becomes GES. Therefore, the higher-lever inhibitory network (which is oscillatory itself) has selectively inhibited x 2,1 while simultaneously recruiting (by inducing an oscillation in) the x 2,2 -x 2,3 part. 3 Note that although x 2,1 is not effectively used here, it can be replaced by x 2,2 or x 2,3 at other times. In other words, while the full x 2 -dynamics is unstable, any two-node part of it is GES. Therefore, different "tasks" can be accomplished at different times through the selective inhibition of one of {x 2,1 , x 2,2 , x 2,3 } and top-down recruitment of the other two. Generalizing this to larger networks results in more flexible selective recruitment of different subsets of nodes at different times, as observed in nature and formulated in Theorem III.2.
Remark III.5. (Biological relevance of Example III.4). In addition to providing a simple illustration of the hierarchical selective recruitment framework developed here, the model (11) captures a number of well-known aspects of selective attention in brain dynamics. First, extensive human and animal studies have demonstrated a robust correlation between oscillatory activity, particularly in the gamma frequency band (∼ 30 − 100 Hz ), and selective attention in a variety of contexts [60] - [63] . Furthermore, gamma oscillations in the cortex are shown to be primarily generated by networks of inhibitory neurons, which then recruit the excitatory populations (see [64] and the references therein), as captured by the network structure of Figure 2 . Interestingly, the oscillations generated by the higher-level inhibitory subnetwork fall within the gamma band by setting τ 1 ∼ 3 ms which lies within the
be the recursive definition of the (set-valued) equilibrium maps of the task-relevant part of the layers. The maps {h
play a central role in the multiple-timescale dynamics of (2). Therefore, our first step is to study their properties carefully. Our first result characterizes their piecewise affinity nature.
Lemma IV.1. (Piecewise affinity of equilibrium maps is preserved along the layers of a hierarchical linear-threshold network). Let h : R n → R n be a piecewise affine function of the form
where Λ is a finite index set and λ∈Λ Ψ λ = R n . Given matrices W , = 1, 2, 3 and a vectorc, assume
is known to have a unique solution x ∈ R n for all c ∈ R n and let h (c ) be this unique solution. Then, there exists a finite index set Λ and
Proof. Pick any c ∈ R n and let x * be the unique solution of (12) .
If W 3 x * +c lies on the boundary of more than one Ψ λ , pick one arbitrarily. Therefore, x * satisfies
Similar to (5), we have
where Σ = diag(σ), σ ∈ {0, 1} n is such that
and λ (λ, σ). Using this new representation of x * in (14), we see that (13) holds if and only if
Therefore, (14) holds if and only if c ∈ Ψ λ with
The proof is therefore complete by letting Λ = Λ × {0, 1} n and noticing that λ ∈Λ Ψ λ = R n since any c ∈ R n must belong to at least one Ψ λ by construction.
Note that a special case of Lemma IV.1 is when W 2 = 0, in which case h becomes, like h 
where Λ is a finite index set and λ∈Λ Ψ λ = R n . Then, h is globally Lipschitz.
Proof. Pick any c,ĉ ∈ R n . Since all the sets Ψ λ are convex, the line segment γ θ,
completing the proof.
We are now ready to generalize Theorem III.2 to an Nlayer architecture while at the same time relaxing several of its simplifying assumptions in favor of generality.
Theorem IV.3. (Selective recruitment in multilayer hierarchical networks). Consider the dynamics (2) . If (i) The reduced-order model (ROM)
of the first subnetwork has bounded solutions (recall x 1 ≡ x 1 1 since r 1 = 0); (ii) For all i = 2, . . . , N ,
is GES towards a unique equilibrium for any c 1 i+1 and any c 1 i ; then there exists K i ∈ R mi×ni andū i : R ≥0 → R mi ≥0 , i ∈ {2, . . . , N } such that using the feedback-feedforward control
we have, for any 0 < t <t < ∞,
and
Proof. For any 2 × 2 block-partitioned matrix W, we introduce the convenient notation W ,all
To begin with, let K N andū N be such that
Note that, if m N ≥ r N , then (17a) can be satisfied with equality. Otherwise, (17a) can still be satisfied since all the rows of B 0 N are nonzero, but may require excessive amounts of inhibition. Also, notice thatū N is set by the subnetwork N −1, which has access to x N −1 (t) and can thus fulfill (17b). As a result, the nodes in x 
Here, x
1:N −1 is the solution of the "first-step ROM" τ 1ẋ
which results from replacing x N with its equilibrium value. Except for technical adjustments, the remainder of the proof essentially follows by repeating this process N − 2 times. In particular, for i = N − 1, . . . , 2, let K i andū i be such that
Similarly to above, invoking [54, Prop 1] then ensures that
Notice that after every invocation of [54, Prop 1], the superindex inside the parenthesis increases by 1, showing one more replacement of a fast dynamics by its equilibrium state. In particular, after the last (i.e., (N − 1)'th) invocation of [54, Prop 1], we reach x (N −1) 1 1 , which is the same asx 1 1 in the statement. Together, these results (and sufficiently many applications of the triangle inequality and Lemma IV.2) ensure (16), completing the proof.
Unlike the result in Theorem III.2, (15) uses a combination of feedback and feedforward inhibition. While using only feedforward or feedback inhibition has the advantage of a simpler implementation, their combination results in more flexibility and less conservativeness: in pure feedforward inhibition, countering local excitations requires monotone boundedness and a sufficiently largeū providing inhibition under the worstcase scenario, a goal that is achieved more efficiently using feedback. On the other hand, pure feedback inhibition needs to dynamically cancel local excitations at all times and is also unable to counter the effects of constant background excitation, limitations that are easily addressed when combined with feedforward inhibition.
Similar to Remark III.3, assumption (ii) of Theorem IV.3 is its only critical requirement, which is both necessary and sufficient for selective inhibition. The next result relates this condition to the joint structure of the subnetworks, serving as a vital step in the practical utilization of Theorem IV.3.
Theorem IV.4. (Sufficient condition for existence and uniqueness of equilibria and GES in multilayer linearthreshold networks). Let h : R n → R n be a piecewise affine function of the form
where Λ is a finite index set and λ∈Λ Ψ λ = R n . Further, let F max λ∈Λ |F λ | be the matrix whose elements are the maximum of the corresponding elements from {|F λ |} λ∈Λ . For arbitrary matrices W , = 1, 2, 3, if ρ |W 1 |+|W 2 |F|W 3 | < 1, then the linear-threshold dynamics
is GES towards a unique equilibrium for allc and c.
Proof. We use the same proof technique as in [68, Prop. 3] . For simplicity, assume that |W 1 | + |W 2 |F|W 3 | is irreducible (i.e., the network topology induced by it is strongly connected) 5 . Then, the left Perron-Frobenius eigenvector α of |W 1 | + |W 2 |F|W 3 | has positive entries [69, Fact 4.11.4], making the map · α : v → v α α T |v| a norm on R n . Further, it can be shown, similar to the proof of Lemma IV.2, that for all c 1 , c 2 ∈ R n ,
where the inequality is entrywise. Thus, for any x,x ∈ R n ,
The same argument can then be employed for this upper bound.
This proves that x → [W 1 x + W 2 h(W 3 x + w) + c] + is a contraction on R n ≥0 and has a unique fixed point, denoted x * , by the Banach Fixed-Point Theorem [70, Thm 9.23].
To show GES, let ξ(t) (x(t) − x * )e t , satisfying
where M(t) is a diagonal matrix with diagonal entries
It is straightforward to show that
where the inequality is entry-wise. Then, by using [71, Lemma] (which is essentially a careful application of Gronwall-Bellman's Inequality [45, Lemma A.1] to (19) ),
establishing GES by the equivalence of norms on R n .
Note that Theorem IV.4 applies to each layer of (2) separately. When put together, assumption (ii) of Theorem IV.3 is satisfied if 
V. CASE STUDY: SELECTIVE LISTENING IN RODENTS
We present an application of our framework to a specific real-world example of goal-driven selective attention using measurements of single-neuron activity in the brain. Beyond the conceptual illustration of our results in Example III.4 above, we argue that the cross-validation of theoretical results with real data performed here is a necessary step to make a credible case for neuroscience research and significantly enhances the relevance of the developed analysis. We have been fortunate to have access to data from a novel and carefully designed experimental paradigm [72] , [73] that involves goal-driven selective listening in rodents and displays the key features of hierarchical selective recruitment noted here.
A. Description of Experiment and Data
A long standing question in neuroscience involves our capability to selectively listen to specific sounds in a crowded environment [2] , [74] - [76] . Similar phenomena also exists in animals such as birds and rodents [74] , [77] . To understand the neuronal basis of this phenomena, the work [72] has rats simultaneously presented with two sounds and trains them to selectively respond to one sound while actively suppressing the distraction from the other. In brief, the experimental procedure is as follows. In each trial, the animal simultaneously hears a white noise burst and a narrow-band warble. The noise burst may come from the left or the right while the warble may have low or high pitch, both chosen at random. Which of the two sounds (noise burst or warble) is relevant and which is a distraction depends on the "rule" of the trial: in "localization" (LC) and "pitch discrimination" (PD) trials, the animal has to make a motor choice based on the location of the noise burst (left/right) or the pitch of the warble (low/high), respectively, to receive a reward. Each rat performs several blocks of LC and PD trials during each session (with each block switching randomly between the 4 possible stimulus pairs), requiring it to quickly switch its response following the rule changes.
While the rats perform the task, spiking activity of single neurons is recorded in two brain areas: the primary auditory cortex (A1) and the medial prefrontal cortex (PFC). A1 is the first region in the cortex that receives auditory information (from subcortical areas and ears), thus forming a (relatively) low level of the hierarchy. PFC, on the other hand, is composed of multiple regions that form the top of the hierarchy, and serve functions such as imagination, planning, decision-making, and attention [78] . Overall, spike times of 211 well-isolated and reliable neurons are recorded in 5 rats, 112 in PFC and 99 in A1, see [73] .
The work [72] then uses statistical analysis to arrive at the following main conclusions: (i) the rule of the trial and the stimulus sounds are more strongly encoded by PFC and A1 neurons, respectively, (ii) electrical disruption of PFC significantly impairs task performance, and (iii) PFC activity temporally precedes A1 activity. These findings are all consistent with a model where PFC controls the activity of A1 based on the trial rule in order to achieve GDSA. We next build on these observations to define an appropriate network structure and rigorously analyze it using HSR.
B. Choice of Neuronal Populations
In order to form meaningful populations among the recorded neurons, we perform three classifications of them:
(i) first, we classify the neurons into excitatory and inhibitory. The standard procedure for this classification is based on the spike waveform of each neuron: excitatory neurons have slower and wider spikes while inhibitory neurons have faster and narrower ones [79] . Since the spike waveforms of neurons are high-dimensional (24 samples per waveform, recorded at 30 kHz ), we first perform a t-SNE dimensionality reduction and then used k-means clustering to identify the 174 excitatory and 37 inhibitory neurons (Figure 3(a) ). These results conform with spike width difference of excitatory and inhibitory neurons (Figure 3(b) ) and the fact that about 80% of cortical neurons are excitatory.
(ii) Second, we classify the PFC neurons based on their rule-encoding (RE) property. This classification was also done in [72] , so we briefly review the method for completeness. A neuron is said to have a RE property if its firing rate is significantly different during the LC and PD trials before the stimulus onset. In the absence of stimulus, any such difference is attributable to the animal's knowledge of the task rule (i.e., which upcoming stimulus it has to pay attention to in order to get the reward). Thus, it is standard to assess neurons' RE property during the hold period, namely, the time interval between the initiation of each trial and the stimulus onset of that trial. Therefore for each PFC neuron, we calculate its mean firing rate during the hold period of each trial and then statistically compare the results for LC and PD trials (p < 0.05, one-sided MWW rank-sum test). Among the 112 neurons in PFC, 40 encoded for LC while 44 encoded for PD (the remaining PFC neurons with no RE property are discarded from further analysis).
(iii) Finally, we classify the A1 neurons based on their evoked response (ER) property. In contrast to RE, a neuron has an ER property if its firing rate is significantly different in response to the white noise (LC stimulus) and warble (PD stimulus) after the stimulus onset. Since the white noise and warble are always presented simultaneously, it is not possible to make such a distinction based on normal trials. However, before each LC or PD block, the animal is only presented with the respective stimulus for a few cue trials (which is how the animal realizes the rule change). Thus, for each A1 neuron, we compare its mean firing rate during the listening period of each cue trial (namely, the interval between the stimulus onset and the time that the animal commits to a decision) and statistically compare the distribution of the results for LC and PD cue trials (p < 0.05, one-sided MWW rank-sum test). Among the 99 A1 neurons, 21 had an ER for LC while another 21 had an ER for PD (the remaining A1 neurons with no ER property are discarded from further analysis).
Remark V.1. (RE vs. ER detection). It is noteworthy that a smaller fraction of PFC and A1 neurons also have ER and RE properties, respectively. However, we know from systems neuroscience that these properties most likely arise from the PFC-A1 reciprocal connection, as auditory and attention/decision making information disseminate from A1 and PFC, respectively. This motivates our classification of A1 and PFC neurons based on ER and RE, respectively, and their reciprocal connection in the proposed network structure below. Further, we note that our ER detection has a difference with respect to [72] . In [72] , the difference between the poststimulus and pre-stimulus firing rates (the latter being RE) is used for ER detection, with the motivation of removing the portion of post-stimulus firing rate that is due to RE (and thus independent of stimulus). However, this relies on the strong assumption that the RE and ER responses superimpose linearly, which we found likely not to be true based on the statistical analysis of the present dataset, perhaps since RE drives many neurons close to their maximum firing rate, leaving little room for additional ER. We thus use the complete post-stimulus firing rate for ER detection, as above.
As a result of the classifications described above, we group the neurons into 8 populations based on the PFC/A1, excitatory/inhibitory, and LC/PD classifications. The firing rate of each population (as a function of time) is then calculated as follows. For each neuron and each trial, the interval [−10, 10] (with time 0 corresponding to stimulus onset) is decomposed into 100 ms -wide bins and the firing rate of each bin (spike count divided by bin width) is assigned to the bin's center time. This time series is then averaged over all trials with the same stimulus pair and all the neurons within each population, and finally smoothed with a Gaussian kernel with 1 s standard deviation. This results in one firing rate time series for each neuron and each stimulus pair.
For the purpose of this work, we limit our choice of stimulus pairs as follows. Recall that each of LC and PD blocks contains 4 stimulus pairs (left-low, left-high, right-low, right-high). In each block, these 4 pairs are divided into two go and two no-go pairs. When the animal hears a go stimulus pair, his correct response is to go to a nearby food port to receive his reward. In no-go trials, on the other hand, the correct response is simply inaction (action is punished by a delay before the animal can do the next trial). Due to strong motor and rewardconsumption artifacts in go trials (cf. [72, Fig. S4 ]), we limit our analysis here to no-go trials. Further, we also discard the no-go stimulus pair that is shared between LC and PD blocks, since the correct decision (no-go) is independent of the block and thus does not require selective attention. Therefore, our analysis hereafter only involves one firing rate time series for each neuronal population in each block. 
C. Network Binary Structure
We next describe our proposed network binary structure 6 . In each of the two regions (PFC and A1), the 4 populations are connected to each other according to the following physiological properties (see [80] - [82] and [82] - [84] for evidence of these properties in PFC and A1, resp.):
(i) each excitatory population projects to (i.e., makes synapses on) the inhibitory population with the same LC/PD preference (RE in PFC or ER in A1); (ii) neurons in each excitatory population project to each other (captured by the excitatory self-loops in Figure 4 ). (iii) each inhibitory population projects to the populations (both excitatory and inhibitory) with opposite LC/PD preference (the so-called lateral inhibition property);
While within-region connections are both excitatory and inhibitory, between-region connections in the cortex (including PFC and A1) are almost entirely excitatory, completing the binary structure shown in Figure 4 . Hierarchical Structure: To apply the HSR framework to the network of Figure 4 , we still need to assign the nodes to hierarchical layers. This assignment is in general arbitrary except for two critical requirements, (i) the existence of timescale separation between layers and (ii) the existence of both excitatory and inhibitory projections from any layer to the layer below (to allow for simultaneous inhibition and recruitment). The trivial choice here is to consider each region as a layer, which also satisfies (i) (since PFC has slower dynamics than A1) but not (ii) (since there would be no inhibitory connection between regions). We thus propose an 6 We here make a distinction between the binary structure of the network, composed of only the connectivity pattern among nodes, and its full structure, that also includes the connection weights. alternative 3-layer choice, as shown in Figure 4 . 7 This choice clearly satisfies (ii), and we next show that it also satisfies (i).
Computation of Timescales: To assess the intrinsic timescales of each population, we employ the common method in neuroscience based on the decay rate of the correlation coefficient [31] , [32] . In brief, for each neuron , we partition the time window before the stimulus onset 8 into small bins (200 ms -wide here) and compute the smoothed mean firing rate of this neuron during each bin and each trial. This yields a set {r i,k } i,k, , where r i,k denotes the mean firing rate of neuron in the k'th time bin of trial i. The Pearson correlation coefficient between two time bins k 1 and k 2 is estimated as
wherer k is the average of r i,k across all the trials for neuron . Let ρ k be the average of ρ k1,k2 over all k 1 , k 2 such that |k 1 − k 2 | = k andρ p k , for any population p, be the average of ρ k for all the neurons in the population p. Figure 5 shows this function for populations of excitatory and inhibitory neurons in PFC and A1 (we do not split the neurons based on their LC/PD preference because it is not relevant for timescale separation). Fittingρ p k by an exponential function of the form Ae −k/τ gives an estimate of the intrinsic timescale τ of this population, which becomes exact for spikes generated by a Poisson point process under certain regularity conditions [31] . Here, we use the range of k values for which the decay ofρ p k is approximately exponential for calculating the fit. As seen in Figure 5 , there is a clear timescale separation between the layer of A1 excitatory neurons, the layer of A1 inhibitory and PFC excitatory neurons, and the layer of PFC inhibitory neurons, satisfying the requirement (i) above. 9 Exogenous Inputs and Latent Nodes: The last step in specifying the binary structure of the network involves the exogenous inputs to the prescribed neuronal populations (nodes). Clearly, nodes at the bottom layer (layer 3) receive auditory inputs from subcortical areas which we represent as two input signals x 4 1 and x 4 2 coming from layer 4 and corresponding to the white noise and warble, respectively. Both these signals are constructed by smoothing a square pulse that equals 1 during stimulus presentation and 0 otherwise with the same Gaussian window used for smoothing the firing rate time-series.
The choice of the inputs to the PFC populations is more intricate. PFC is itself composed of a complex network of several regions, each involved in some aspects of high-level cognitive functions. The RE properties of the recorded PFC populations is only one outcome of such complex PFC dynamics that also host the animal's overall understanding of how the task works, his perception of time, etc. In order to capture the effects of such unrecorded PFC dynamics, we consider 3 additional excitatory PFC populations, as follows. Two input populations x 1 3 and x 1 4 simply encode the rule of each block 10 :
Populations with such a sustained constant activity only as a function of task parameters are indeed observed during GDSA in PFC [85] . The third additional PFC population encodes the time relative to the stimulus onset, which is critical for the functioning of the recorded PFC populations. Among the various forms of encoding time, we consider a population x 1 5 with firing rate
where [t 0 , t f ] = [−7, 7] is the duration of each trial, since populations with such activity patterns have been observed in PFC [86] . 11 Since these three populations have very slow dynamics but are excitatory, following the same logic as before, we position them in the layer 1 together with the recorded inhibitory PFC populations x 1 1 , x 1 2 . Finally, to capture the effects of the large populations of neurons whose activity is not recorded, we consider one latent node for each of the 8 manifest nodes in the network 12 with the same in-and out-neighbors as their respective manifest node (the latent nodes are not displayed in Figure 4 to avoid cluttering the plot of the network structure). We let {x 1,j } j=6,7 , {x 2,j } 8 j=5 , and {x 3,j } j=3,4 denote these nodes in N 1 , N 2 , and N 3 , respectively.
D. Identification of Network Parameters
Having established the binary structure of the network, we next seek to determine its unknown parameters W i,j . While 10 Note that this static response is different from, and much simpler than, the RE of the recorded PFC neurons, which is greatly dynamic. 11 Even though both [85] and [86] involve primates, populations with similar activity patterns are expected to exist in rodents. 12 A node is called manifest if its activity is recorded during the experiment and latent otherwise.
there are physiological methods for measuring the synaptic weight between a pair of neurons in vitro, they are not applicable in vivo and thus not available for our dataset. Also, our nodes consist of several neurons, making their aggregate synaptic weight an abstract quantity. Therefore, we resort to system identification/machine learning techniques to "learn" the structure of the network given its input-output signals. For this purpose, the choice of objective function is crucial, for which we propose
z is the vector of all unknown network parameters consisting of not only the synaptic weights but also the time constants τ i , the background inputs c i , and the initial states x i (0), i = 1, 2, 3;
n m,i is the number of manifest nodes in layer i (so n m,1 = 2, n m,2 = 4, n m,3 = 2) and n m = 8 is the total number of manifest nodes; -x i,j (t; ) is the measured state of j'th node in the i'th layer in response to the 'th stimulus at time t (where = 1 indicates the LC block and = 2 the PD block) andx i,j (t; ) is its model estimate;
-T = 0.1 is the sampling time; and µ i,j, , σ i,j, ,μ i,j, ,σ i,j, are the means and standard deviations of x i,j (·; ) andx i,j (·; ), respectively.
The rationale behind the objective function (21) is as follows. f SSE (z) is the standard sum of squared error (SSE) function. In HSR, an important property of nodal state trajectories is the sign of their derivatives, which transiently indicate recruitment (positive derivative) or inhibition (negative derivative). This is captured by the average correlation coefficient f corr (z), which is added to f SSE (z) to enforce similar recruitment and inhibition patterns between measured states and their estimates. Nevertheless, correlation coefficient between a pair of signals is invariant to the amount of variation in them, requiring us to add the third term f var (z). The use of 4-norm in f var (z) particularly weights the nodes with large standard deviation mismatches. We use γ 1 = 250 and γ 2 = 150 to approximately balance the size of the 3 terms in f .
The objective function f is highly nonconvex and we thus use the GlobalSearch algorithm from the MATLAB Optimization Toolbox to minimize it. Figure 6 shows the manifest nodal states as well as their best model estimates. In order to quantify the similarity between these states and their estimates, we use the standard R 2 measure given by R 2 = 1 − ,i,j,k (x i,j (kT ; ) −x i,j (kT ; )) 2 ,i,j,k (x i,j (kT ; ) − µ i,j, ) 2
92.7%.
This high value is indeed remarkable, especially given the very small size of the network and the limited availability of measurements in the experiment.
E. Concurrence of the Identified Network with Analysis
To conclude, we verify here whether the identified network structure satisfies the requirements of the HSR framework in terms of timescale separation and stability. Regarding the former, the identified time constants are given by τ 1 = 4.70, τ 2 = 2.33, τ 3 = 1.07, yielding an almost twofold separation of timescales conforming to Figure 5 . Regarding stability, we have to consider the LC and PD blocks separately (as the definition of task-relevant ( 1 ) and task-irrelevant ( 0 ) nodes changes according to the block).
In the LC block, the (manifest) LC nodes are task-relevant and the (manifest) PD nodes are task-irrelevant. Therefore, under this condition, It is then straightforward to see that also satisfying the GES conditions of (20) . Given the concurrence between the identified network structure and the hypotheses of our results, Theorems III.2 and IV.3 provide strong analytical support to explain the conclusions drawn in [72] , [73] from experimental data and statistical analysis. We believe HSR constitutes a rigorous framework for the analysis of the multiple-timescale network interactions underlying GDSA, complementing the conventional statistical and computational analyses in neuroscience.
VI. CONCLUSIONS AND FUTURE WORK
Motivated by the organization of the brain, we have proposed hierarchical selective recruitment as a framework to explain several fundamental components of goal-driven selective attention. HSR consists of an arbitrary number of neuronal subnetworks that operate at different timescales and are arranged in a hierarchy according to their intrinsic timescales. In this paper, we have resorted to control-theoretic tools to focus on the top-down recruitment of the task-relevant nodes. We have derived conditions on the structure of multi-layer networks guaranteeing the convergence of the state of the task-relevant nodes in each layer towards their reference trajectory determined by the layer above in the limit of maximal timescale separation between the layers. In doing so, we have characterized the piecewise affinity and global Lipschitzness properties of the equilibrium maps and unveiled their key role in the multiple-timescale dynamics of the network. Combined with the results of Part I, these contributions provide conditions for the simultaneous GES of the state of task-irrelevant nodes of all layers to the origin (inhibition) as well as the GES of the state of task-relevant nodes towards an equilibrium that moves at a slower timescale as a function of the state of the subnetwork at the layer above (recruitment). To demonstrate that applicability of this framework to brain networks, we have presented a detailed case study of GDSA in rodents and showed that a network with a binary structure based on HSR and parameters learned using a carefully designed optimization procedure can achieve remarkable accuracy in explaining the data while conforming to the theoretical requirements of HSR. Our technical treatment has also established a novel converse Lyapunov theorem for continuous GES switched affine systems with state-dependent switching. Future work will include the extension of this framework to selective inhibition using output feedback and cases where the recruited subnetworks are asymptotically stable towards more complex attractors such as limit cycles. Other topics of relevance to the understanding of GDSA that we plan to explore are the analysis of the information transfer along the hierarchy, the controllability and observability of linear-threshold networks, and the optimal sensor and actuator placement in hierarchical interconnections of these networks.
