Abstract. We construct algebraic moduli stacks of log structures and give stack-theoretic interpretations of K. Kato's notions of log flat, log smooth, and logétale morphisms. In the last section we describe the local structure of these moduli stacks in terms of toric stacks.
Introduction
The purpose of this paper is to introduce a stack-theoretic approach to the theory of logarithmic geometry ( [9] , [17] ).
Let S be a fine log scheme with underlying scheme as follows. The objects of Log S are morphisms of fine log schemes X → S, and a morphism h : X /S → X /S in Log S is a morphism of S-log schemes for which h b : h * M X → M X is an isomorphism. The category Log S is fibered over the category of 
S.
A morphism of fine log schemes f : X → S defines tautologically a morphism of algebraic stacks Log(f ) : Log X −→ Log S , and the association S → Log S defines a 2-functor (category of log schemes) −→ (2-category of algebraic stacks) which can be viewed as an "embedding". In this paper we explain how this 2-functor can be used to reinterpret and study basic notions in logarithmic geometry.
The paper is organized as follows.
Section 2 contains some basic results about charts which will be used in what follows.
In section 3 we present a proof of (1.1), assuming the result, proven in the appendix (A. 2) , that Log S is a stack with respect to the fppf topology. There are two main reasons for proving that Log S is a stack with respect to the fppf topology in the appendix rather than in the main body of the paper. First, (A.2) is a corollary of a foundational result in the theory of log geometry (A.1) comparing the notion of a fine log structure in the fppf topology with the notion of a fine log structure in theétale topology. Since the proof of (A.1) is not directly related to the relationship between algebraic stacks and log geometry it seems best to prove it in an appendix. Secondly, if one restrict attention to the substack Tor S ⊂ Log S classifying fs (i.e. fine and saturated) log schemes over S, then the use of (A.2) can be avoided (see (3.1) ). Throughout the paper we point out when results from the appendix are used, and how in the case of Tor S one can proceed without them.
The proof of (1.1) in section 3 is based on the theory of charts developed in section 2. We feel that this proof is the most natural for the purposes of this paper. However, one can also prove (1.1) using deformation theory of log structures and M. Artin's method ( [1] ). In fact, theorem (1.1) implies that a "good" deformation theory of log structures exists, and in other contexts it is useful to have an understanding of this deformation theory ( [20] ). Closely related to this is the fact that (1.1) enables one to define the cotangent complex of a morphism of log schemes. We hope to return to this subject in the future.
Section 4 is devoted to studying properties of morphisms of log schemes f : X → S using the associated morphisms of algebraic stacks Log(f ). We define what it means for a morphism f : X → S of fine log schemes to have a property P, where P is a property of representable morphisms of algebraic stacks. In particular, we get notions ofétale, smooth, and flat morphisms of fine log schemes, and in ((4.6)-(4.7)) we show that these definitions agree with the definitions of K. Kato. In section 5 we explain how work of L. Illusie on "toric stacks" yields a beautifulétale cover of the stack Log S . This enables one to describe properties of morphisms of log schemes in terms of locally defined maps to toric stacks. As in the proof of (1.1), issues about the fppf topology present themselves in this section and certain results from the appendix ((A.3)-(A.5)) are used. If one restricts attention to fs log structures, then the use of these results can be avoided, and we point out how one can do so. From the stack-theoretic point of view, however, we feel that there may be some interest in considering non-saturated log structures (see (5.29) ).
In the appendix we compare the notions of fine log structure in the fppf,étale, and Zariski topology. The main result is (A.1) which asserts that if X is a scheme, then there is a natural equivalence between the category of fine log structures on the fppf site X fl and the category of fine log structures on theétale site X et (the comparison between fine log structures on X et and the Zariski site X Zar is slightly more complicated; see (A.1) for the statement). An immediate corollary of (A.1) is the statement mentioned above that Log S is a stack with respect to the fppf topology (A.2). We also obtain three other corollaries ((A.3)-(A.5)) which are used in section 5 . The results about Zariski log structures are not used in the main body of the paper but are included for completeness.
Finally let us mention three applications of (1.1) which are not discussed in this paper. One can develop the theory of log crystalline cohomology using a theory of crystalline cohomology of schemes over algebraic stacks ([18] ), and also the deformation theory of log schemes can be understood using (1.1). In addition, theorem (1.1) has a natural place in the study of the moduli of fine log schemes ([19] ). We intend to discuss these subjects in future papers.
Conventions and Prerequisites.
We assume that the reader is familiar with logarithmic geometry at the level of the first two sections of ( [9] ). Throughout the paper, a log structure on a scheme X means a log structure on theétale site X et unless another topology is specified.
If X is a log scheme we denote the underlying scheme by
• X, and if f : X → Y is a morphism of log schemes we denote the underlying morphism of schemes by
is a log structure on a scheme X, we denote by λ : O A monoid P is called fine if it is finitely generated and integral, and is called fs if it is fine and saturated (i.e. if a ∈ P gp and there exists r > 0 such that ra ∈ P ⊂ P gp then a ∈ P ). We denote the set of invertible elements in P by P * . If P is fine and P * = {0}, then a nonzero element p ∈ P is called irreducible if for every pair of elements p 1 , p 2 ∈ P for which p = p 1 + p 2 either p 1 or p 2 is zero.
Recall that a chart for a fine log structure M on a scheme X is a map P → M from the constant sheaf associated to a fine monoid P such that P a → M is an isomorphism ( [9] , 2.9 (1)). For a fine monoid P , we denote by Spec(P → Z[P ]) the log scheme with underlying scheme Spec(Z[P ]) and log structure induced by the natural map P → Z[P ]. If no confusion seems likely to arise, we may also abuse notation and write Spec(Z[P ]) for the log scheme Spec(P → Z[P ]). Giving a chart P → M for a log structure M on a scheme X is equivalent to giving a morphism of log schemes A chart for a morphism of fine log schemes f : X → S is a 5-tuple (Q, P, , β Q , β P , θ), where β Q : Q → M S and β P : P → M X are charts and θ : Q → P is a morphism of fine monoids, such that the induced diagram of fine log schemes (1.2.2)
commutes ( [9] , 2.9 (2)). If no confusion seems likely to arise, we sometimes write (Q, P, θ) for a chart (Q, P, β Q , β P , θ).
In general, given a morphism of fine monoids θ : Q → P and a chart β : Q → M for a fine log structure M on a scheme X, we let X Q [P ] denote the scheme Regarding algebraic stacks we follow the conventions of ( [14] ), except we do not assume that our stacks are quasi-separated. More precisely, by an algebraic stack we mean a stack X in the sense of ( [14] , 3.1) satisfying the following:
(1.2.4). The diagonal ∆ : X −→ X × X is representable and of finite presentation;
(1.2.5). There exists a surjective smooth morphism X → X from a scheme.
The reader is assumed to be familiar with algebraic stacks.
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Some remarks about charts
In this section we prove two propositions about charts which will be used in the proof of (1.1), and we discuss two corollaries which will be used in section 5. Proposition 2.1. Let M be a fine log structure on a scheme X and let x ∈ X be a point. Then there exists an fppf neighborhood f : X → X of x and a chart β : P → f * M such that for some geometric pointx → X lying over x, the natural map Proof. The key point is that the extension 
Proof.Étale locally on
• X we can find a chart β P : P → M X , and in the fs case, we can by (2.1) find a chart with P fs and torsion free. Letx → X be a geometric point, and define P to be the fiber product of the diagram
, 2.10), P is a fine monoid, and in the fs case with Q and P saturated and torsion free, the monoid P is again saturated and torsion free since it is a submonoid of Q gp ⊕ P gp and M X,x is saturated. Let θ : Q → P be the map induced by the map Q → Q gp ⊕ P gp which sends q ∈ Q to (q, 0), and let β P : P → M X,x denote the projection to M X,x . After replacing X by anétale neighborhood ofx, we can by ([9], 2.10) assume that β P extends to a global chart, which we also denote by β P , for M X . Moreover, since Q is finitely generated the resulting diagram
−−−→ M X commutes in anétale neighborhood ofx, since it is commutative atx by construction. Thus (Q, P, β Q , β P , θ) defines a chart as desired in someétale neighborhood ofx.
In section 5, we shall often consider the situation of a fine log structure M on a scheme X and a map P → M, where P is a fine monoid. We therefore include the following two corollaries of (2.1): Corollary 2.3. Let M be a fine log structure on a scheme X, and suppose a morphism π : P → M from a fine monoid P is given. Then in a fppf neighborhood of any point x ∈ X there exists a liftingπ :
Proof. Let r : M → M denote the quotient map. By (2.1), we can after replacing X by a fppf neighborhood of x assume that the map rx : Mx → Mx admits a section (in the case when M gp,tor x ⊗ k(x) = 0 it suffices by (2.1) to replace X by anétale neighborhood of x). Hence we can find a mapπx : P → Mx such that rx •πx = πx. Since P is fine, we can extend the mapπx to a mapπ : P → M in someétale neighborhood ofx. Now since P is finitely generated, the two maps π, r •π : P −→ M, which are equal atx, are equal in someétale neighborhood ofx. From this the result follows.
Corollary 2.4. Let M be a fine log structure on a scheme X, and suppose a map π : P → M from a fine monoid P is given. 
) denotes the morphism of fine log structures obtained fromπ i , then the map As for (ii), note first that the "if" direction is clear. To prove the "only if" direction suppose that there exists an fppf cover f :
3), we can after replacing X by anétale cover assume that we have a liftingπ : P → M of π. We claim that the morphism of log structures : M → M obtained fromπ is an isomorphism. To verify this, it suffices to show that the map¯ : M → M is an isomorphism ([8], 3.2), and since f : X → X is surjective it suffices to verify that the map
is an isomorphism, since we are assuming that there exists some lift of π over X which is a chart. Hence the map f −1 (¯ ) is also an isomorphism.
Existence of universal log structures
Fix a fine log scheme S and let Log S be as defined in the introduction. In this section we prove theorem (1.1) assuming the result that Log S is a stack with respect to the fppf topology (A.2).
Remark 3.1. The fact that Log S is a stack with respect to the fppf-topology is used in two places in the proof of (1.1):
(i). In the proof of (3.2), we use the fact that the functor I defined in (3.4 (i) ) is a sheaf with respect to the fppf topology. This is because only a flat cover of I is constructed (3.7), and in order to use ( [14] , 10.4.1) to prove that I is an algebraic space we need that I is a sheaf with respect to the fppf topology.
(ii). The cover of Log S constructed in (3.16) is only a flat cover, and in order to apply ( [14] , 10.1) we need that Log S is a stack with respect to the fppf topology.
One can show, however, that the substack Tor S ⊂ Log S classifying fs log schemes over S is an algebraic stack without using (A.2). In the case when the log structures M 1 and M 2 in (3.4 (i)) are fs, the cover of I constructed in (3.7) is in fact anétale cover (this follows from the proof). Moreover, the theory of toric stacks discussed in section 5 yields a smooth cover of Tor S ((5.25)-(5.27)).
The proof of (1.1) will be in several steps ((3.2)-(3.16)). The reader may wish to consult examples (3.10), (3.11) , and (3.18) before proceeding with the proof.
Theorem 3.2. The diagonal
is representable, locally separated, and of finite presentation.
Remark 3.3. Recall ( [12] , II.3.9) that a morphism between algebraic spaces f : I → X is locally separated if the diagonal I → I × X I is a quasi-compact immersion. The statement that f is locally separated can be verifiedétale locally on X and is preserved under arbitrary base change X → X. Hence by ([14] , 3.10.1) it makes sense to say that a representable morphism of stacks is locally separated.
Before giving the proof of (3.2) let us note the following corollary:
M 2 be a diagram of fine log structures on a scheme X. Then the functor I on X-schemes which to any f : Z → X associates the set of isomorphisms :
is representable by a locally separated algebraic space of finite presentation over X.
(ii). Let M be a fine log structure on a scheme X. Then the functor Aut(M) on X-schemes which to any f : Z → X associates the set of automorphisms of f * M is representable by a locally separated algebraic space of finite presentation over X.
Proof.
To see (i), note that the maps s 1 and s 2 define two morphisms of log schemes
and the functor I is by definition the fiber product of the diagram
Hence (i) follows from (3.2).
Statement (ii) follows from (i) by taking
Proof of (3.2) . To say that the diagonal (3.2.1) is representable means that for any 
the functor I on X-schemes obtained from (3.4 (i)) by taking M 0 = h * M S is representable by a locally separated algebraic space of finite presentation over X. Now to prove that I is representable and locally separated we have to show that the diagonal ∆ : I → I × X I is representable by quasi-compact locally closed immersions, and that I admits a flat cover of finite presentation over X ( [14] , 10.4.1), since we know that I is a sheaf with respect to the fppf topology by (A.2). The key tools will be (2.1) and the following lemma: Lemma 3.5. Let Y be a quasi-compact scheme and let M be a fine log structure on Y . Proof. What has to be shown is that if σ : M → M is an automorphism of a fine log structure M on X, then the condition σ = id is represented by a quasi-compact locally closed immersion Z → X.
Consider first the mapσ : M → M. We claim that the conditionσ = id is represented by a quasi-compact open immersion j : U → X. Indeed the set of points of X whereσ gp = id is constructible by (3.5 (ii)) and stable under generization by (3.5 (iii)). Hence the condition σ = id is representable by an open immersion j : U → X. To verify that j is quasi-compact, we may replace X by anétale cover and hence can assume that X is affine and that M admit a global chart. In this case, the proof of (3.5 (ii)) shows that there exists a finite stratification of X by locally closed affine subschemes such that M is constant on each stratum. Hence in this case U is a finite union of affine schemes and hence is quasi-compact. Therefore, after replacing X by an open set, we may assume thatσ = id.
We claim that ifσ = id, then the condition σ = id is represented by a closed subscheme of X. To see this, we may assume that we have a chart β : P → M. Since the mapσ is equal to the identity, for each p ∈ P there exists a unique unit
From this we conclude that if {p 1 , . . . , p r } ∈ P is a set of generators for P , then the condition σ = id is represented by the closed subscheme defined by the ideal (u 1 − 1, . . . , u r − 1).
I admits a flat cover of finite presentation over X.
Proof. For each point x ∈ X, we can by (2.1) find a fppf neighborhood g : V → X of x, a geometric pointx → V mapping to x, and charts P i → g * M i such that the maps P i → M i,x are bijective (i = 1, 2) (note that in the case when the M i are saturated we can take V to be anétale neighborhood of x by (2.1)). Define fine monoids Q i by the formula
and let β i : Q i → g * M S,x be the projection maps. By the definition of Q i the image of the composite On the other hand, if q j ∈ Q i (j = 1, 2) are two elements withβ i (q 1 ) =β i (q 2 ), then writing q j = (p j , m j ) with p j ∈ P gp and m j ∈ g * M S,x , we see that there exists a unit u such that 
and the association q → u q defines a group homomorphism
Let G denote the image.
We then have a commutative diagram (3.8.1)
where θ 2 := θ 2 • . Since our log structures are fine we can extend the data (Q, P 1 , θ 1 ) and (Q, G ⊕ P 2 , ρ ⊕ θ 2 ) to charts for the morphisms
in someétale neighborhood ofx using ([9], 2.10).
For each isomorphism σ : P 1 → P 2 for which θ 2 = σ • θ 1 , define a scheme
, where J is the ideal sheaf generated by the equations
Here e(p) denotes the image of an element p ∈ P 1 in the group algebra O V [P gp 1 ], and we have abused notation and written α i for the composite
There is a tautological isomorphism g
We claim that j makes C σ an open sub-functor of I| V .
To see this, observe that C σ represents the functor on V -schemes which to any f : Z → V associates the set of isomorphisms :
* (s 2 ), and for which the diagram (3.8.4) 
By (3.5) , the condition that (3.8.4) commutes is an open condition, and hence C σ is an open sub-functor of I| V . In particular, the map C σ → I is flat.
The union of all C σ constructed in the manner above cover I. Indeed given a map : Z → I and a point z ∈ Z mapping to some x ∈ X, we can, by the argument given above, fppf locally find charts (Q,
as in (3.8.1), such that the maps
are bijective.
The isomorphism hence induces an isomorphism σ : P 1 P 2 such that θ 2 = σ • θ 1 and such that the diagram (3.8.4) over Z commutes. Therefore by the functorial description of C σ , the image of the map
Finally to see that I → X is quasi-compact, we may assume that X is affine. In addition, we may replace X by anétale cover so we may assume that all log structures involved admit global charts. In this case, there exists by the proof of (3.5) a finite stratification {X i } by locally closed affine subschemes of X over which the sheaves M S ,M 1 , and M 2 are all constant. By base changing to the X i we can therefore assume that these sheaves are constant over X. Replacing X by another cover we can also assume that we have a diagram of charts as in (3.8.1) such that the maps P i → M i are isomorphisms. In this case I is representable by the disjoint union over the set of isomorphisms σ :
As shown in the following lemma (3.9), the set of such isomorphisms is finite, and hence I is quasi-compact. Lemma 3.9. Let P be a fine monoid with P * = {0}.
(i). The set Irr(P ) of irreducible elements in P is finite and generates P .
(ii). The automorphism group Aut(P ) of P is finite.
Proof. To see (i), let {p 1 , . . . , p n } be a set of generators for P with n minimal. If p ∈ Irr(P ), then p must be one of the p i , for if we write p = i a i p i then the irreducibility of p implies that i a i = 1. Hence Irr(P ) is finite and there is an inclusion Irr(P ) ⊂ {p 1 , . . . , p n } which we claim is a bijection. Indeed, suppose one of the p i , say p n , is not irreducible. Then p n = p + q for some non-zero p, q ∈ P . The elements p and q must be in the submonoid of P generated by {p 1 , . . . , p n−1 }, for otherwise we can write p = p + p n for some p ∈ P (after possibly interchanging p and q) which implies that q is a unit; a contradiction. But if p and q are in the submonoid generated by {p 1 , . . . , p n−1 }, then P is also generated by this set contradicting the minimality of our set of generators. Hence P is generated by Irr(P ).
Statement (ii) follows from (i), because any automorphism of P must map Irr(P ) to itself, and since this finite set generates P we obtain an inclusion Aut(P ) ⊂ Aut(Irr(P )).
This concludes the proof of (3.2).
) be the affine line with log structure M X associated to the map N → Z[T ], 1 → T . Then the algebraic space Aut(M X ) can be described as follows. Since a free monoid of rank 0 or 1 has no automorphisms, any automorphism :
, where u is a unit satisfying uT = T . Conversely, any such unit u gives rise to an automorphism of f * M X by the same formula (3.10.1), and so there is an isomorphism
Example 3.11. More generally, let us construct directly the fiber product I of the diagram
) ,
where r ≥ 1 is an integer and M X (resp. M Y ) denotes the log structure associated to
Let S r denote the symmetric group on r letters, and for every σ ∈ S r let I σ be the X × Yscheme whose underlying scheme is X × G r m and whose structure morphism is induced by the projection to X and the map ρ σ to Y given by Over I σ there is a natural isomorphism ι σ : pr
Thus there is a natural map π : I → I. Note also that over I σ there is a natural commutative diagram
In fact, I represents the functor which to any g 1 × g 2 : Z → X × Y associates the set of pairs (ι, σ), where ι :
Y is an isomorphism and σ ∈ S r is a permutation such that the diagram
) (such a unit exists by the commutativity of (3.11.3)). Then ι = h * (ι σ ) and h is the unique map with this property.
Next observe that for any morphism
To verify this we may assume that Z is the spectrum of a strictly henselian local ring. Let z ∈ Z be the closed point. Then the maps
Extending the isomorphismῑ z in some way to all of N r we obtain a permutation σ ∈ S r such that diagram (3.11.3) commutes at z ∈ Z. But then by (3.5 (iii)) the diagram (3.11.3) commutes everywhere since Z is the spectrum of a strictly henselian local ring, and σ is the desired permutation.
It follows that I is the quotient of I by the equivalence relation defined by the subfunctor Γ ⊂ I × X×Y I consisting of pairs {(ι, σ), (ι, σ )}. To show that I is representable by an algebraic space it suffices to show that Γ is representable and that the two projections Γ ⇒ I areétale. Let Γ σ,σ ⊂ Γ be the fiber product of functors Γ × (
Y for which the diagram (3.11.3) commutes for both σ and σ . Thus the first (resp. second) projection identifies Γ σ,σ with a subfunctor of I σ (resp. I σ ). Moreover, the condition that diagram (3.11.3) commutes with both σ and σ is an open condition by lemma (3.5 (ii)) and (3.5 (iii)). Therefore, Γ σ,σ maps isomorphically onto open subschemes of I σ and I σ . In particular, Γ is representable and the two projections to I aré etale.
Remark 3.12. The functor I of (3.4 (i)) is not separated in general. For an explicit example where the valuative criterion for separation fails, let A be a discrete valuation ring with uniformizer π, and let M be the log structure associated to the chart
Then the identity map and the map induced by
are two automorphisms of M both of which induce the identity map on the generic fiber.
Theorem 3.13. Let Q be a fine monoid and let 
and let h :
S be the natural map. Denote by I the algebraic space over
Then the two projections
Proof. For any fine monoid P let P * ⊂ P be the set of invertible elements and let P = P/P * . Denote by r(P ) the minimal number of generators of P . If P * = {0}, then by (3.9 (i)) the number r(P ) is equal to the number of irreducible elements in P . Lemma 3.14. Let X be a scheme, and let P → M be a chart for a fine log structure M on X.
(i). Letx → X be a geometric point and let Fx ⊂ P gp be the submonoid defined in (3.5 (i)). Then Fx is finitely generated and if Fx
Proof. To prove (i), let p 1 , . . . , p r(P ) ∈ P be a set of elements whose images generate P . Then Fx is the submonoid generated by P * and those p i for which α(p i ) ∈ O * X,x . Indeed, any p ∈ Fx can be written as
Hence Fx is finitely generated. Moreover, if Fx = P * then at least one p i maps to a unit in O X,x which implies that r(P Fx /P * Fx ) < r(P ). Statement (ii) follows from (3.5 (i)) and (i).
To prove theorem (3.13), it suffices to prove that the map I → • X is flat. We proceed by induction on n := r(P 1 ).
is injective, and hence I/Z[P * 1 ] is also flat.
Next we prove the theorem for n assuming the result for n − 1.
and r(M X,x ) < n for any other point x ∈ Spec(Z[P 1,Fx ]) by (3.5 (i)) and (3.14 (i)). Moreover, by induction the theorem holds over Spec(Z[P 1,Fx ]). It follows that the set of points x ∈ • X with r(M X,x ) < n is an open set U <n , and that the theorem holds over U <n .
Combining this with lemma (3.14 (ii)), we see that it suffices to show that I →
We can assume that P 1 P * 1 ⊕ P 1 by replacing P 1 by G ⊕ P * 1 P 1 for a suitable finitely generated abelian group G. Indeed we can choose an inclusion P * 1 → G such that the pushout of the sequence
By the universal property of pushout and the group associated to a monoid, the natural map
is an isomorphism, and so the composite (3.14.1)
is injective. Moreover, the image of (3.14.1) is equal to G ⊕ P 1 , and so there exists a splitting
The resulting map
is faithfully flat, and since verification of the flatness of I →
• X can be done after replacing
• X by a flat cover, we may replace
We can also assume that P 2 is generated by n elements and that we have a splitting P 2 P * 2 ⊕ P 2 . To see this, observe that the image of I is contained in the union of the open subsets
Y is a geometric point with r(M 2,ȳ ) ≤ n. Hence we may replace P 2 by P 2,Fȳ . In addition, we may assume that
for a suitable group G as discussed above for P 1 . Then, if I denotes the algebraic space obtained from X and Y , we have a flat surjection I −→ I, and since the property of being flat is fppf-local on domain it suffices to consider I .
Fix splittings P 1 P * 1 ⊕ P 1 and P 2 P * 2 ⊕ P 2 , and let
, 2 be the maps induced by the composites
where J is the ideal sheaf generated by the equations
Then just as in the proof of (3.2), there is a natural open immersion C σ → I, and the union of the C σ cover the set of points of I lying over points x ∈
• X for which P 1 → M X,x is bijective. Therefore it suffices to show that O Cσ is flat over
This follows from the definitions. Writing out the definition of C σ one finds that
, and hence it suffices to show that factors fppf-locally on T through one of the
appearing in the definition of U . This local factorization also implies that to verify the flatness of (3.15.1) it suffices to show that if θ : Q → P and θ : Q → P are two injective map of fine monoids, then the fiber product
is flat over both
. This follows from (3.13).
Completion of proof of (1.1).
is representable and of finite presentation. Thus by ([14] 10.1) it suffices to exhibit a flat cover, locally of finite presentation over
• S, of Log S , since Log S is a stack with respect to the fppf topology by (A.2). To find such a cover, we may replace S by anétale cover and hence can assume that we have a chart Q → M S . In this case, a cover of Log S with the desired properties is provided by (3.15).
Remark 3.17. The stacks Log S are not quasi-separated. Indeed this is equivalent to saying that the functors I of (3.4 (i)) are separated over X which they are not (see (3.12) ).
Example 3.18. We continue with the example discussed in (3.11) . Fix an integer r ≥ 1, and let S be the fibered category over the category of schemes whose fiber over some scheme T is the groupoid of fine log structure M on T such that for every geometric pointt → T the stalk Mt is isomorphic to N r for some r ≤ r. If M is any fine log structure on T , then the set of points t ∈ T for which Mt is isomorphic to N r for some r ≤ r is an open set by (3.5 (ii)) and (3.5 (iii)). Hence S is an open substack of Log (Spec(Z),O *
Spec(Z)
) . However, we can see directly that S is an algebraic stack.
If M is a fine log structure on a scheme T , then M defines an object of S(T ) if and only ifétale locally on T there exists a chart N r → M. The "if" direction follows from (3.5 (i)). As for the "only if" direction, note that if M ∈ S(T ), then we can by (2.1)étale locally find a chart β : N r → M for some r ≤ r. Defining β 2 : N r N r ⊕ N r−r → M to be the map whose restriction to N r is β and whose restriction to N r−r sends all elements to λ(1), we obtain a chart as desired for M.
, and let M X be the log structure on X defined in (3.11.1). By the preceding paragraph, any 1-morphism t : T → S factorsétale locally on T through X. Therefore, given two 1-morphisms t : T → S and t : T → S the fiber product T × S T is representable by an algebraic space. Indeed this can be verifiedétale locally on T and T , and so we may assume that t and t factor through mapst : T → X andt : T → X. In this case, T × X (X × S X) X T is representable since X × S X is representable by (3.11) .
From this discussion it also follows that M X : X → S is smooth and surjective. Indeed, using the notation of (3.11), the two projections from I to X are smooth and surjective by (3.11.2), and since I → I isétale, the two projection from I to X are also smooth and surjective. Now if t : T → S is any 1-morphism, to verify that T × S X → T is smooth and surjective, we may replace T by anétale cover and hence can assume that t factors through a mapt : T → X. In this case, T × S X is isomorphic to T × X I and the result follows. This proves that S is an algebraic stack.
We conclude this section by noting two basic properties of the stacks Log S .
Proposition 3.19. Let s :
• S → Log S be the map induced by the morphism of log schemes id : S → S.
(i). For any morphism of log schemes f : T → S, the fiber product
is an isomorphism and the empty set otherwise.
(
ii). The map s is an open immersion.
Proof. Statement (i) follows from the definition of
To see (ii), note that a morphism of fine log structures M 1 → M 2 on a scheme X is an isomorphism if and only if the induced map M 1 → M 2 is an isomorphism ([8] and it follows from the definitions that this functor is fully faithful. To see that it is essentially surjective, suppose T is a scheme and that we are given an object O ∈ (Log S × Log S Log X )(T ).
By definition, O is a collection of data consisting of morphisms
where is an isomorphism. Let O ∈ Log X be the morphism (T, M 1 ) → X obtained from the morphisms 
Properties of morphisms of fine log schemes
Let f : X → S be a morphism of fine log schemes. If g : Z → X is an object of Log X , then f • g : Z → S is an object of Log S , and hence there is a natural functor
This functor is faithful, and hence by ([14], 8.1.2) the morphism of stacks Log(f ) is a representable. Definition 4.1. Let P be a property of representable morphisms of algebraic stacks. We say that f : X → S has property Log(P) if the morphism of stacks Log(f ) has property P. We say that f has property weak Log(P) if the map • X → Log S has property P.
For example, the property P could be the property of beingétale, smooth, flat, or locally of finite presentation ([14], 3.10). We will often refer to f as being (weakly) Logétale, (weakly) Log smooth, (weakly) Log flat, or (weakly) Log locally of finite presentation. In this section we study the relationship between these notions and K. Kato's notions of loǵ etale, log smooth, and log flat morphisms of log schemes (( [9] (ii)) implies that f has property weak Log(P) if f has property Log(P). As the following example shows, however, there exist properties P for which the condition weak Log(P) does not imply Log(P). induced by M has geometrically connected fibers. Indeed if T = Spec(k) is the spectrum of a separably closed field over R and M k a fine log structure on T defining a map T →
T is the empty scheme unless M k is isomorphic to N in which case M k and M| Spec(k) are isomorphic ([9], 2.5.2). If M k and M| Spec(k) are isomorphic, then (3.10) shows that the set of isomorphism between them is a (trivial) G m -torsor (and in particular is connected).
On the other hand, the morphism
does not have geometrically connected fibers. For example, if f : T → Spec(R) is an Rscheme, then lifting f to a T -valued point of the product
is equivalent to extending f to a morphism of log schemes where i is a strict closed immersion defined by a square zero ideal I, there existsétale locally on T 0 a dotted arrow a (resp. a unique dotted arrow a) filling in the diagram. The morphism f is log smooth (resp. logétale) if it is formally log smooth (resp. formally logétale) and
• f is locally of finite presentation.
In order to relate the notion of a log smooth (resp. logétale) morphism to the notion of a Log smooth (resp. Logétale) morphism we need the notion of a formally smooth (resp. formallyétale) morphism of algebraic stacks: 
(ii). f is Log smooth (resp. Logétale) if and only if
• f is locally of finite presentation and Log(f ) is formally smooth (resp. formallyétale), and this is also equivalent to f being log smooth (resp. logétale).
(iii). f is Log smooth (resp. Logétale) if and only if f is weakly Log smooth (resp. weakly Logétale).
(iv). f is Log flat if and only if fppf locally there exists a chart
gp is injective, and the map
is flat in the usual sense.
(v). f is Log flat if and only if f is weakly Log flat.
Remark 4.7. Statements (4.6 (iv)) and (4.6 (v)) imply that the notion of (weakly) Log flat morphism is equivalent to the notion of log flat morphism in the sense of K. Kato ([10], 1.10).
Proof of (4.6) . The "only if" direction of (i) is clear. To prove the "if" direction, suppose that for every diagram as in (4.4.1) with a 0 strict, there existsétale locally on T 0 a morphism a (resp. a unique morphism a) filling in the diagram. We have to show that given any diagram as in (4.4.1) there existsétale locally on T 0 a morphism (resp. a unique morphism) a filling in the diagram. To see this, let
Then N with its natural map to O T is a log structure on T lifting a * 0 M X to T , and N is easily seen to be fine. In fact the fine log scheme (T, N ) is the co-product in the category of log schemes of the diagram
From this it follows that the existence (resp. existence and uniqueness) of the arrow a is equivalent to the existence of an arrow a (resp. existence of a unique arrow a ) filling in the diagram 19 (i) ), to giving a diagram as in (4.7.1) for which the morphism a 0 factors through the canonical open immersion X → Log X discussed in (3.19). Thus f is formally log smooth (resp. formally logétale) if and only if Log(f ) is formally smooth (resp. formallyétale), and this in turn is by (4.6 (i)) equivalent to the morphism X → Log S being formally smooth (resp. formallyétale). Statements (4.6 (ii)) and (4.6 (iii)) therefore follow from the following two lemmas. 
(i). f is Log locally of finite presentation.
(ii). f is weakly Log locally of finite presentation.
(iii).
• f :
Proof. Let T → Log X (resp. S → Log S ) be a smooth cover locally of finite presentation over 
(i). If Y → Y is a smooth cover and F Y : Y X → Y the base change of F , then F is formallý etale if and only if F Y is formallyétale. (ii). F is smooth (resp.étale) if and only if F is formally smooth (resp. formallyétale).
Proof. For (i), the "only if" direction is immediate so let us verify the "if" direction. Suppose given a commutative diagram as in (4. Since Log flat implies weakly Log flat by (4.2), statements (4.6 (iv)) and (4.6 (v)) follow from the following two lemmas.
Lemma 4.10. If f is weakly Log flat, then locally in the fppf topology there exists a chart as in (4.6 (iv)).

Proof. We can replace
• S by anétale cover, and so may assume that we have a chart Q → M S . Let
be the flat cover constructed in (3.15). We then obtain a diagram
where g is an fppf cover and h is flat. By definition of U this means that locally in the fppf-topology on • X we have a chart as in (4.6 (iv)).
Lemma 4.11. If fppf locally there exists a chart as in (4.6 (iv)), then f is Log flat.
Proof. The verify that Log X → Log S is flat we may replace
•
S and
• X by fppf covers, and hence we can assume that we have a global chart as in (4.6 (iv)). Let
be the flat cover of Log X constructed in (3.15). To verify that Log X → Log S is flat, it suffices to show that an fppf cover of Log X is flat over Log S , and hence it is enough to show that each of the • X P [P ] are flat over Log S . To see this, consider the commutative diagram
where
is the scheme obtained from the composite Q → P → P . The map
→ Log S is flat by theorem (3.13), and so is the map
since there is a natural cartesian diagram
and the map
is flat by assumption. Consequently the composite X P [P ] → Log S is also flat, and hence Log X → Log S is flat.
This concludes the proof of theorem (4.6).
From (4.6) we obtain some basic facts about log flat morphisms in the sense of K. Kato ([10], 1.10). Note that by (4.7) a morphism of fine log schemes f : X → S is log flat if and only if it is Log flat.
Corollary 4.12. (i). If
X pr 1 − −−→ X pr 2     f S g
− −−→ S is a cartesian diagram in the category of fine log schemes with f log flat, then pr 2 is log flat.
(ii). Suppose given morphisms of fine log schemes Proof. To say that the map pr 2 in (i) is log flat is equivalent to saying that Log(pr 2 ) : Log X → Log S is flat which follows from (3.20).
Since g • f is log flat if and only if the composite
is flat, statement (ii) holds since Log(f ) and Log(g) are flat.
Finally we mention a definition and two theorems of K. Kato which give a stronger result than (4.6 (iv)) about the relationship between log flatness and charts. The proofs of these results are outside the scope of this paper. Definition 4.13 ([11] , Definition 1). Let f : X → S be a morphism of fine log schemes, and suppose given a chart (Q, P, β Q , β P , θ) for f . Then this chart is called neat at a geometric pointx → X if the following two conditions hold:
(ii). The natural map
The basic existence result about neat charts is the following theorem (4.14), and the relationship between neat charts and log flatness is given in (4.15).
Theorem 4.14 ([11], Proposition 1). Let f : X → S be a morphism of fine log schemes, and suppose β Q : Q → M S is a chart. Then in a fppf neighborhood of any point x ∈
• X, there exists a chart (Q, P, β Q , β P , θ) (with the same (Q, β Q )) which is neat at a geometric point over x.
Theorem 4.15 ([11], Proposition 2). Let f : X → S be a morphism of fine log schemes with
• f locally of finite presentation and let x ∈ • X be a point. Suppose given a chart (Q, P, β Q , β P , θ) for f which is neat at a geometric point over x. Then f is log flat at x if and only if the map of schemes
induced by the chart is flat at x.
The local structure of Log S
In this section we explain how work of L. Illusie on "toric stacks" can be used to construct anétale cover of the stack Log S (where S is a fine log scheme). The main results of this section were discovered by L. Illusie in somewhat different language, and we are grateful to him for allowing us to include them here.
Before discussing toric stacks, however, we need some foundational definitions and results about log structures on algebraic stacks. is bijective. A log structure M on S is fine if for every object (U, u) ∈ Lis-et(S), the restriction M| Uet is a fine log structure on U and for every morphism f : (U, u) → (U , u ) in Lis-Et(S) the natural map f * (M| U et ) → M| Uet is an isomorphism. A log algebraic stack is a pair (S, M S ), where S is an algebraic stack and M S is a log structure on S. 9], 1.3), if M is a pre-log structure on an algebraic stack S, then there is a universal map M → M a from M to a log structure.
Remark 5.2. Just as in ([
By the same argument as in ( [14] , 12.2.1), the category of fine log structures on an algebraic stack S is equivalent to the category of systems (M (U,u) , ψ (ϕ,ι) ) consisting of a fine log structure M (U,u) on U for each (U, u) ∈ Lis-Et(S) and an isomorphism ψ (ϕ,ι) :
are equal.
In particular, if S is an algebraic space and M is a fine log structure on S et , then we obtain a fine log structure M lis-et on Lis-Et(S), by defining M (U,u) := u * M for each (U, u) ∈ Lis-Et(S) (together with the natural transition maps ψ (ϕ,ι) ). The following proposition follows from the same reasoning used in the proof of ( [14] Hence if M is a pre-log structure on S 2 , we can define the pullback pre-log structure f −1 M to be
If M is a log structure on S 2 , then we define its pullback f * M to be the log structure associated to the pre-log structure f −1 (M).
If M is a fine log structure on S 2 , then the pullback f * M has a more concrete description. If (U 1 , u 1 ) ∈ Lis-Et(S 1 ), then we can, after replacing U 1 by anétale cover find a 2-commutative
is an object of Lis-Et(S 2 ). In this case, it follows from the construction of the functor f −1 ([14] , 12.5) that the restriction (f u 2 ) ). In particular, f * M is again fine.
Remark 5.4. If f : T → S is a 1-morphism from a scheme T to an algebraic stack S, then if M is a fine log structure on S the pullback f * M is a fine log structure on T lis-et . By (5.3), f * M is isomorphic to N lis-et for a unique fine log structure N on T et . We often abuse notation and write f * M for the fine log structure N and refer to N as the pullback of M.
If f : S 1 → S 2 is a second 1-morphism and ι : f → f is a 2-isomorphism, then ι induces an isomorphism σ :
and hence an isomorphism of log structures ι(
between log algebraic stacks is a pair (f, f b ), where f : S 1 → S 2 is a 1-morphism of stacks and
The following proposition gives a useful description of fine log structures in terms of a covering: Proposition 5.6. Let S be an algebraic stack, and let z : Z → S be a morphism from a scheme which is flat, surjective, and locally of finite presentation. Then there is a natural equivalence of categories between the category of fine log structures on S lis-et and the category of pairs (M, σ), where M is a fine log structure on Z and σ : pr *
Proof. Given a fine log structure N on S, we obtain a pair (M, σ) as in the proposition by setting M equal to z * N and letting σ be the isomorphism induced by the tautological isomorphism of functors z • pr 1 z • pr 2 on Z × S Z. In this way we obtain a functor which we claim is an equivalence.
To show that F is fully faithful, let N and N be fine log structures on S and consider the map Conversely, suppose given a morphism : (M, σ) → (M , σ ). Then for every (V, v) ∈ Lis-Et(S) we can find a diagram as in (5.6.3) and q * ( ) defines a morphism ρ :
. Moreover, the fact that is compatible with σ and σ implies that if h :
are equal. Then by (A.5) we obtain a morphism ψ (V,v) :
, and the collection of maps {ψ (V,v) } defines a map N → N inducing . As before, in the case when (Z, z) is a smooth cover we can find a diagram as in (5.6.3) with V /V anétale cover so (A.5) is not needed. Thus (5.6.2) is bijective.
To complete the proof of the proposition, it remains only to see that any pair (M, σ) is induced by a fine log structure N on S. For this, let (V, v) ∈ Lis-Et(S) and choose a diagram as in (5.6.3). The pair (M, σ) define a log structure q * M on V together with an isomorphism ι : pr * 1 q * M pr * 2 q * M on V × V V which satisfies the cocycle condition on V × V V × V V because σ satisfies the cocycle condition. Hence by (A.5) we obtain a unique log structure N (V,v) on V inducing the pair (q * M, ι) on V (as above when Z/S is smooth (A.5) is not needed since we can choose V /Vétale). The family {N (V,v) } comes with natural transition maps ψ (V,v) , and hence we obtain a fine log structure N on S which induces the pair (M, σ). Remark 5.7. As pointed out above, the proof of (5.6) does not require the use of result from the appendix in the case when z : Z → S is smooth. (M, f) , where M is a fine log structure on S and f : (S, M) → S is a morphism of log stacks.
Corollary 5.8. Suppose S is a fine log scheme, and let S be an algebraic stack. Then the groupoid of morphisms of stacks S → Log S ([14], 2.2) is naturally equivalent to the groupoid of pairs
Proof. Let U → S be a smooth cover. By ([14], 3. 2), the category of morphisms S → Log S is equivalent to the category of triples (M U , f U , σ), where M U is a fine log structure on U , f U : (U, M U ) → S is a morphism of fine log schemes, and σ : pr * 1 M U → pr * 2 M U is an isomorphism of log structures on U × S U satisfying the cocycle condition on U × S U × S U for which the two maps If (S, M) is a fine log algebraic stack, we can define a fibered category Log (S,M S ) just as we did in the case when S is a scheme. The objects of Log (S,M S ) are pairs (T, t), where T is a fine log scheme and t : T → (S, M S ) is a 1-morphism between log algebraic stacks. A morphism (T , t ) → (T, t) is a pair (σ, ι), where σ : T → T is a strict morphism of log schemes, and ι : t t • σ is a 2-isomorphism between morphism of log algebraic stacks. The Proof. It follows from the fact that S is a stack that Log (S,M S ) is also a stack with respect to theétale topology.
From this and (1.1) follows the case when S is an algebraic space. Indeed, both (1.2.4) and (1.2.5) can be verified after replacing S by anétale cover. Moreover, the statement that Log (S,M S ) /S is locally of finite presentation can also be verified after replacing S by anétale cover.
To prove the proposition in the general case, we first verify (1.2.4) and (1.2.5).
To show (1.2.4), suppose given a scheme X, two objects x 1 , x 2 ∈ S over X, and two fine log structures M 1 and M 2 on X together with maps , 2) , and define I to be the functor on the category of X schemes whose value on f : Z → X is the set of pairs (ι, σ), where ι :
where ι denotes the universal isomorphism ι :
Hence by the case when S is an algebraic space, the functor I is representable by an algebraic space of finite presentation over X . Since X /X is of finite presentation, I/X is also of finite presentation.
To construct a smooth cover U → Log (S,M S ) as in (1.2.5), we may replace S by a smooth cover, and hence the existence of such a U follows from (1.1).
Finally, to prove that Log (S,M S ) is locally of finite presentation over S, we may again replace S by a smooth cover by ( [14] , 4.14), and hence this also follows from (1.1).
Note that as in the case of schemes (3.19), if (S, M S ) is a log algebraic stack, then there is a natural map (5.9.1)
obtained from the functor
It follows from (3.19 (ii)) that s is an open immersion since this can be verified after replacing S by a smooth cover.
Observe also that if
is a 1-morphism between log algebraic stacks, then there is a morphism
is the morphism induced by the composite
Though we will only use the notions of Log representable and Logétale morphisms in what follows, we include the following two general definitions ((5.10)-(5.11)). Definition 5.10. Let P be a property of morphism between algebraic stacks. We say that a morphism f as in (5.9.2) has property Log(P) if the morphism of algebraic stacks (5.9.3) has property P, and that f has property weak Log(P ) if (5.9.4) has property P.
For example, the property P could be the property of being representable, smooth, or flat, in which case we sometimes say that f is (weakly) Log representable, (weakly) Log smooth, and (weakly) Log flat.
For Log representable morphisms, one can define more properties (note that since (5.9.1) is an open immersion, Log representable implies weakly Log representable): Definition 5.11. Let P be a property of representable morphisms of algebraic stacks, and let f be a morphism of log algebraic stacks as in (5.9.2) which is Log representable. We say that f has property Log(P) if the induced map (5.9.3) has property P, and that f has property weak Log(P) if the map (5.9.4) has property P.
For example, P could be the property of beingétale, unramified, or quasi-finite. Below we shall see interesting examples ((5.23)-(5.29)) of Log representable morphisms whose underlying morphism of algebraic stacks is not representable.
The above definitions and results is the basic foundational work on log structures on stacks that we need, and we now turn our attention to "toric stacks".
Let S be a scheme, and recall that for any fine monoid P , we have a S-scheme S[P ] = Spec(O S [P ]) (1.2.1). For any affine scheme Spec(R) over S, there is a natural bijection . This just means that for a ring R and maps a : P → R and b : P gp → R * , there is a natural isomorphism between the log structure associated to the map a and that associated to a · b. Such an isomorphism is provided by the map
It follows from this and (5.6) that the log structure on S[P ] descends to a log structure M S P on S P . Note that in the case when P gp is torsion free, S[P ] is smooth over S P so remark (5.7) applies in this case. Note also that there is a natural map π P : P → M S P .
If t : T → S P is any 1-morphism from a scheme, we obtain a pair (t * M S P , t * π P ), where t * M S P is a fine log structure on T and t * π P : P → t * M S P is a morphism of sheaves of monoids. Moreover, since S[P ] → S P is flat and surjective, the map t * π P lifts fppf locally to a chart for t * M S P . In the case when P is saturated, the map S[P ] → S P is smooth, and then the existence of a quasi-section for smooth morphisms ( [4] , IV.17.16.3) implies that the map t * π P liftsétale locally on T to a chart for t * M S P .
Proposition 5.14. Let P be a fine monoid. Then the pair (M S P , π P ) on S P induces an equivalence of stacks between S P and the fibered category S P over the category of S-schemes whose fiber over a scheme T is the groupoid of pairs (N , γ) , where N is a fine log structure on T and γ : P → N is a morphism which locally in the fppf topology on T lifts to a chart for N .
Remark 5.15. When P is fs, (2.4 (ii)) shows that S P is equivalent to the fibered category classifying pairs (N , γ) , where N is a fs log structure and γ : P → N is a morphism which locally in theétale topology lifts to a chart.
Remark 5.16. The proof of (5.14) given below uses the result, proven in the appendix (A.3), that S P is a stack with respect to the fppf topology. However, as pointed out in the proof, when P is fs and torsion free one needs only that S P is a stack with respect to theétale topology, and (A.3) is not needed.
Proof of (5.14) . Let 2) defined by (M S P , π P ). Note that S P is a stack with respect to theétale topology sinceétale sheaves and morphisms betweenétale sheaves may be constructedétale locally, and in fact S P is a stack with respect to the fppf topology by (A.3).
Since S P is also a stack with the respect to the fppf topology ( [14] , 10.7 (a)), it suffices to show that F is fully faithful and that every object of S P is fppf locally isomorphic to an object in the image of F . In the case when P is fs, the proof given below shows that F is fully faithful and that every object of S P isétale locally in the image of F , so in this case one only needs to know that S P is a stack with respect to theétale topology and so (A.3) is not needed.
To prove the full faithfulness, it suffices to show that for any affine S-scheme Spec(R), and points a, b ∈ S[P ](R) inducing objects (N a , γ a ) and (N b , γ 
(R) such that pr 1 (u) = a and pr 2 (u) = b (where pr 1 is the projection and pr 2 is given by the action of
For such an isomorphism, there exists for each p ∈ P , a unique unit u p ∈ R * such that λ(u p ) + p = σ(p) in N a . In other words, there exists a unique point u ∈ S[P gp ](R) such that σ is induced from the map
and the fact that σ is an isomorphism of log structures implies that pr 1 (u) = a and pr 2 (u) = b. Thus F is fully faithful. Now by definition any object (N , γ) of S P over some S-scheme T , is fppf locally (étale locally when P is fs by (2.4 (ii))) obtained from a map P → Γ(T, O T ) since γ is assumed to lift to a chart fppf locally. This implies that every object of S P is fppf locally (étale locally when P is fs) obtained from a point of S[P ] and hence is in the image of F .
It is also interesting to consider the fibered category S log P over the category of fine log schemes defined by S P with its log structure.
In general, if (S, M S ) is an algebraic stack with a fine log structure, we obtain a stack denoted (S, M S ) log (or simply S log if no confusion seems likely to arise) over the category of fine log schemes. The objects of this stack are pairs (T, t), where T is a fine log scheme and t : T → (S, M S ) is a 1-morphism t : T → (S, M S ) between log algebraic stacks (5.5). A morphism (T, t) → (T , t ) is a pair (ϕ, ι), where ϕ : T → T is a morphism of log schemes and ι : t → t • ϕ is a 2-isomorphism. If we give the category of fine log schemes the topology in which covers are given by strictétale morphisms (the strictétale topology), then S log is in fact a stack.
In the case of S P , the associated stack S log P "is" (i.e. is equivalent to) a functor. Indeed to give a 1-morphism t :
• T → S P is by (5.14) equivalent to giving a log structure M on T together with a map P → M which fppf locally (étale locally in the fs case) lifts to a chart. Now if we are given a morphism ι : M → M T of log structures, the fact that ι is a bijection on units implies that there are no non-trivial automorphisms σ of M which induce the identity on M for which ι = ι • σ. Hence the objects of S log P admit no non-trivial automorphisms, and so S log P is equivalent to a functor. This functor has the following interpretation: Remark 5.18. When P is fs, the condition that π : P → M T lifts fppf locally to a chart is by (2.4 (ii)) equivalent to the condition that π liftsétale locally to a chart.
Remark 5.19. In the proof of (5.17) given below, we use a result from the appendix (A.4) when asserting that the map (5.19.1) is a map between sheaves for the strict fppf topology on the category of fine log schemes. If P is saturated and torsion free and if one restricts S log P and Hom(P, M) to the category of fs log schemes, then one needs only that the map (5.19.1) is a map of sheaves with respect to the strictétale topology and the use of (A.4) can be avoided.
Proof of (5.17) . Let (N , π, ι) ∈ S log P (T ) be an object over some log scheme T , where N is a fine log structure on T , π : P → N is a morphism which fppf locally lifts to a chart, and ι : N → M T is a morphism of log structures. Thenῑ • π : P → M T determines an element of Hom(P, M)(T ) and this defines a map 3) we may assume we have liftingsπ andπ of π and π (note that when N and N are fs we have such liftingsétale locally). In this case, for every p ∈ P there exists a unique unit
The desired isomorphism N N is then obtained from the isomorphism induced by the map
From this it follows that (5.19.1) is an isomorphism.
Finally we show that a morphism f : T → (S P , M S P ) is strict if and only if P → M T lifts fppf locally to a chart. The "only if" direction is clear. As for the "if" direction, suppose f : T → (S P , M S P ) is such that P → M T fppf locally lifts to a chart. Locally in the fppf topology on
T is an isomorphism (since this can be verified after pulling back by any surjective morphism X → X) and so by ([8] , and hence l induces a map S(l) : S P → S Q . Moreover, there is a natural morphism of log structures η l : S(l) * M S Q → M S P for which the diagram
We can describe this map S(l) : S P → S Q in terms of the modular interpretation of S P given in proposition (5.14). By (5.14), to give an object of S P over some scheme T is equivalent to giving a pair (N , γ) , where N is a fine log structure on T and γ : P → N is a morphism of sheaves of monoids which fppf locally lifts to a chart. We construct an object (N , γ ) of S Q as follows. Locally in the fppf topology we can choose a chart β : P → N lifting γ (if P is fs then by (2.4 (ii)) we can find such a liftingétale locally), and we define (N , γ ) to be the log structure associated to the composite 
Remark 5.21. When P is fs, (2.4 (ii)) shows that S P/Q is equivalent to the fibered category classifying triples (N , η, γ) as in the proposition where γ liftsétale locally to a chart for N .
Proof of (5.20) . Let (5.21.1)
be the functor induced by (M S P , η l , π P ).
That F is fully faithful follows from the definition of the product of stacks S P × S Q
•
S.
To see that F is essentially surjective, note that F is a morphism of stacks with respect to the fppf topology by (A.3) and (A.4), and so it suffices to show that every object of S P/Q is fppf locally in the image of F (in the case when P is fs the proof below actually shows that every object of S P/Q isétale locally in the image of F so one needs only that S P/Q is a stack with respect to theétale topology which is immediate).
Given a triple (N , η, γ) over some
• S-scheme T defining an object of S P/Q , we can by assumption fppf locally lift γ to a chartγ : P → O T for N (when P is fs we can by (2.4 (ii)) findγétale locally on T ). The induced diagram
may not commute, but the commutativity of (5.20.1) insures that for each q ∈ Q there exists a unique unit
defines an isomorphism between M and f * M S compatible with the maps to N and the maps Q → M and Q → f 
Proof. This follows from the same argument used in the proof of (5.17).
Corollary 5.23. For any morphism of fine monoids
is Log representable and Logétale.
Proof. We have to show that the map
is representable andétale.
To show that Log(S(l)) is representable it suffices by ([14], 8.1.2) to show that for any scheme T and object t ∈ Log(S P , M S P )(T ) in the fiber over T , there are no non-trivial automorphisms of t whose image under Log(S(l)) is the identity. But if T is a scheme, then the fiber Log (S P ,M S P ) (T ) is by (5.17) equivalent to the groupoid of pairs (M, ρ), where M is a fine log structure on T and ρ : P → M is a morphism of sheaves of monoids. The functor Log(S(l)) is simply given by (M, ρ) → (M, ρ • l), and evidently there are no non-trivial automorphisms (M, ρ) which induce the identity on (M, ρ • l).
To see that Log(S(l)) isétale, note first that Log(S(l)) is locally of finite presentation since it is a morphism between algebraic stacks locally of finite presentation over S; hence is locally of finite presentation by ([4], IV.1.4.3 (v) ) and the definition of a morphism between algebraic stacks locally of finite presentation ([14], 4.14) . Therefore, to show that Log(S(l)) isétale it suffices to show that Log(S(l)) is formallyétale by (4.9 (ii)). By (5.17), the infinitessimal lifting criterion of (4.5) amounts to the following: if i : T 0 → T is a closed immersion defined by a nilpotent ideal I, M is a fine log structure on T , and : Q → M is a morphism of sheaves of monoids, then any map map ρ : Remark 5.26. Suppose S is an fs log scheme, and let Tor S ⊂ Log S be the substack classifying fs log schemes over S. In general if M is a fine log structure on a scheme X, then the set of points x ∈ X for which Mx is saturated is an open set since (3.5) shows that it is constructible and stable under generization. Therefore, Tor S is an open substack of Log S ; in particular Tor S is an algebraic stack. If U ⊂S denotes the open substack obtained by considering only those triples (U, β, l) for which P is saturated and torsion free, then the map U → Tor S is surjective by (2.2). Thus Tor S admits anétale cover by toric stacks in the sense of ( [13] ).
Remark 5.27. In fact, remark (5.26) enables one to prove that Tor S is algebraic without appealing to (A.2) used in the proof of (1.1). Indeed as mentioned in (3.1) the proof that the diagonal ∆ Tor S :
is representable does not require the use of (A.2). Moreover, when P is fs and torsion free the proof of (5.20) does not require any results from the appendix (as noted in the proof), and so one can construct theétale cover U → Tor S without appealing to results about log structures in the fppf topology. Since U is an algebraic stack it admits a smooth cover U → U by a scheme, and the composite U → Tor S is then a smooth cover of Tor S .
Example 5.28. Let k be a field of characteristic p > 0 and let
be the morphism of stacks over k associated to the maps
The map ρ is not smooth since there is a commutative diagram
where π is smooth but ρ A 1 is not. However, if we view [A 1 /G m ] as the log stack S N and ρ as the underlying morphism of stacks associated to the morphism of log stacks
induced by multiplication by p on N, then by (5.23) the map S(×p) is logétale.
Example 5.29. Continuing with the preceding example, define
Then S is isomorphic to the stack S P , where P is the quotient of the free monoid generated by two elements x and y modulo the relation px = py. By (5.23) this stack with its natural log structure is logétale over k (with the trivial log structure). Note however, that Spec(k[P ]) with its natural log structure is not log smooth. Indeed even the open set Spec(k[P gp ]) µ p × G m where the log structure on Spec(k[P ]) is trivial is not smooth.
In addition, the underlying stack S P is not smooth over k either. To see this, let P be the quotient of N 2 ⊕ Z by the relation (p, 0, 0) = (0, p, 1) and let β : P → P be the map obtained by sending (1, 0, 0) to x, (0, 1, 0) to y, and (0, 0, 1) to 0. If M is a fine log structure on a scheme X and γ : P → M is a map which fppf locally lifts to a chart, then γ factors through β since (0, 0, 1) ∈ P is a unit. Thus by (5.14) the map β induces an isomorphism S(β) : S P S P . Since P gp Z 2 , the map Spec(k[P ]) → S P is smooth, and since Spec(k[P ]) is not smooth, S P is not smooth either.
Finally let P be a property of morphisms f : X → Y of algebraic spaces which is stable under base change andétale local on source and target. That is, for any family of commutative squares
areétale and surjective, the map f has property P if and only if all the maps f i have property P. For example, P could be the property of beingétale, smooth, or flat. If F : S 1 → S 2 is a representable morphism of algebraic stacks, then it makes sense, by ([14] , 3.10.1), to say that F has property P.
Remark 5.30. If g : U → V is a representable, surjective, andétale morphism of algebraic stacks, and if f : X → U is a map from a scheme, then it follows from our assumptions on P that f has property P if and only if g • f has property P.
We can describe in terms of the stacks S P what it means for a morphism of log schemes to have property weak Log(P): Corollary 5.31. A morphism of log schemes f : X → S has property weak Log(P) if and only ifétale locally on S and X there exists a chart (Q, P, β Q , β P , θ) for f such that the induced map
has property P. Moreover, if f has property weak Log(P), then for any chart (Q, P, β Q , β P , θ) the map (5.31.1) has property P.
Proof. To see the "if" direction, note that by the assumptions on P, we may replace S and X byétale covers, and hence may assume that we have a chart such that (5.31.1) has property P. In this case (5.24) and (5.30) applied to (5.31.2)
shows that f has property weak Log(P).
To prove the "only if" direction and the second statement, we may assume that we have a chart (Q, P, β Q , β P , θ) for f so that we have a factorization as in (5.31.2). If f has property weak Log(P), then the map g • h has property P, and so (5.24) and (5.30) imply that h also has property P.
Appendix: Comparison of topologies
Let X be a scheme, and let X Zar (resp. X et , X fl ) denote the small Zariski site (resp. smalĺ etale site, big fppf site) ( [15] , chapter II, §1). Thus the objects of X fl are all schemes locally of finite presentation over X, and coverings in X fl are given by surjective flat morphisms locally of finite presentation.
We can speak of fine log structures on X with any of these topologies: a log structures is fine if it is locally isomorphic to the log structure associated to a morphism P → O X from a fine monoid P .
Let
X fl By taking the associated log structure, we get for any log structure M on X Zar a log structure where M X is a fine log structure on X fl . Since log structures and morphisms of log structures in the fppf topology may be constructed fppf-locally it follows that Log S is a stack with respect to the fppf topology. Corollary A.3. Let S be a scheme and P be a fine monoid. Denote by S P the fibered category over the category of S-schemes whose fiber over a scheme T is the groupoid of pairs (N , γ) , where N is a fine log structure on T et and γ : P → N is a map which fppf locally on T lifts to a chart. Then S P is a stack with respect to the fppf topology on the category of S-schemes.
Proof. If M is a fine log structure on theétale site of a scheme X, then for any fine monoid P , to give a map γ et : P → M ofétale sheaves is equivalent to giving a map of fppf sheaves γ fl : P → π It follows from this discussion and (A.1) that S P,fl is equivalent to the fibered category over the category of S-schemes whose fiber over a scheme T is the groupoid of pairs (N , γ) , where N is a fine log structure on T fl and γ : P → N is a morphism which fppf locally lifts to a chart. Since fppf sheaves and morphisms between them may be constructed fppf locally it follows that S P,fl is a stack with respect to the fppf topology. Proof. By (A.1), the category of fine log structures on X et is equivalent to the category of fine log structures on X fl , and the category of pairs (M , σ) as in the corollary is equivalent to the category of pairs (M fl , σ fl ), where M fl is a fine log structure on X fl and σ fl : pr * 1 M fl pr * 2 M fl is an isomorphism of log structures on (X × X X ) fl satisfying the cocycle condition. From this the result follows. neighborhood ofx we can find a map P → M. Let N be the log structure associated to P and let N → M be the induced map. By ( [9] , 2.10) there exists anétale (resp. Zariski) neighborhood ofȳ such that f * N → f * M is an isomorphism. From this and (A.8) it follows that N → M is an isomorphism in some neighborhood ofx.
Proposition A.11. Let X be a scheme and M a fine log structure on X fl (resp. X et such that π −1 2 π 2 * M → M is an isomorphism). Then there exists a pair (N , s) , where N is a fine log structure on X et (resp. X Zar ) and s is an isomorphism between M and π * 1 N (resp. π * 2 N ).
Proof. Let π denote π 1 (resp. π 2 ). Define N := π log * M, and let s : π * N → M be the map obtained by adjunction. To prove the proposition it suffices to show that s is an isomorphism. Once this is shown, the fact that N is fine follows from (A.10).
To show that s is an isomorphism, it suffices to show that
is an isomorphism, since s is a morphism of integral log structures ([8], 3.2). By (A.9) (resp. by assumption) the map π −1 π * M → M is an isomorphism, so to verify thats is an isomorphism it suffices to verify that π * (s) : N → π * M is an isomorphism. and the snake lemma applied to the following commutative diagram of sheaves on X et (resp. X Zar ):
To see that the map π * (s) is surjective, suppose we have a sectionm ∈ π * (M)(U ) for somé etale (resp. Zariski ) U → X. Then the surjectivity of π * (s) is equivalent to the statement that locally in theétale (resp. Zariski ) topology on U there exists a lifting ofm to M. In other words, we have to show that the sheaf S on U fl (resp U et ) defined by V → {liftings ofm to M(V )} admits a section locally in theétale (resp. Zariski) topology. But S is naturally a G m -torsor, so this follows from the fact that any G m -torsor in the flat topology can be trivialized locally in the Zariski topology ( [5] , XI.5.1).
Example A.12. Suppose R is a complete discrete valuation ring and E/R a proper regular scheme whose closed fiber j : E 0 ⊂ E is a divisor with normal crossings and whose generic fiber is smooth. Suppose that E 0 is an irreducible nodal genus 1 curve, and let M E be the log structure on E et defined by the divisor E 0 ([9], 1.5.1). Then we claim that M E is not induced by a log structure on E Zar . In fact even M E 0 := j * M E is not induced by a Zariski log structure on E 0 . To see this let p :Ẽ 0 → E 0 be the normalization of E 0 , and note that there
