I propose a novel method, called the Wasserstein Index Generation model (WIG), to generate public sentiment index automatically. It can be performed off-theshelf and is especially good at detecting sudden sentiment spikes. To test the model's effectiveness, an application to generate Economic Policy Uncertainty (EPU) index is showcased.
Introduction 1
Inspired by a recent development in machine learning, I propose a novel method cluster documents into topics, called the Wasserstein Dictionary Learning (WDL), 23 wherein both documents and topics are considered as discrete distributions of vo-24 cabulary.
25
Consider a corpus with M documents and a vocabulary of N words. These 26 documents form a matrix of Y = y m ∈ R N×M , where m ∈ {1, . . . , M}, and each 27 y m ∈ Σ N . We wish to find topics T ∈ R N×K , with associated weights Λ ∈ R K×M .
28
In other words, each document is a discrete distribution, which lies in an N-29 dimensional simplex. Our aim is to represent and reconstruct these documents 30 by some topics T ∈ R N×K , with associated weights Λ ∈ R K×M , where K is the 31 total number of topics to be clustered. Note that each topic is a distribution of 32 vocabulary, and each weight represents its associated document as a weighted 33 barycenter of underlying topics. We could also obtain a distance matrix of the 34 total vocabulary C N×N , by first generating word embedding and measuring word 35 distance pair-wise by using a metric function, i.e. Saltzman & Yung (2018) proposes differentiating the use of "uncertainty" in both positive contexts and negative ones. In fact, word embedding methods, e.g. Word2Vec (Mikolov et al., 2013) , can do more. They consider not only the positive and negative context for a given word, but all possible contexts for all words.
of an entropic regularization term to ensure faster computation. Definition 1 (Sinkhorn Distance). Given µ, ν ∈ P(Ω), P(Ω) as a Borel proba-41 bility measure on Ω, Ω ⊂ R N , and C as cost matrix,
42
S ε (µ, ν; C) := min
where H(π) := π, log(π) and ε is Sinkhorn weight.
43
Given the distance function for a single document, we could set up the loss 44 function for the training process:
given t nk (R) := e 5 The majority of headlines were from NYT, accompanied by some from the proprietary retrieval system -Nexis Uni. Plots given in Figure 3 , however, are from Jan. 1, 1985 to Aug. 31, 2016 for maintaining the same range to be compared with that from Azqueta-Gavaldón (2017).
6 Lemmatization refers to the process of converting each word to its dictionary form by its context. As shown in Figure 1 , the EPU index generated by the WIG model clearly resembles the original EPU. Moreover, the WIG detects the emotional spikes bet-76 ter than LDA, especially during major geopolitical events, such as "Gulf War I," 77 "Bush Election," "9/11," "Gulf War II," etc. To further examine this point, I apply 78 the HodrickPrescot filter on three EPU indices, remove its trend components, and 79 calculate the cumulated differences between the cycles of EPU (LDA) and of EPU 80 (WIG) with that of the original (Figure 1b) . Their cumulated differences show that 81 WIG captures the EPU's cycle behavior better than LDA over this three-decade 82 period.
Results

83
Moreover, this method only requires a small dataset, compared with LDA. The 84 dataset used in this article contains only news headlines, and The dimensionality 85 of the dictionary is only a small fraction compared with that of the LDA method.
86
The WIG model takes only half an hour for computation, and still produces similar 87 results. automatically as a black-box method. Yet, it by no means loses its interpretability.
93
The key terms are still retrievable, given the result of WDL, if one wishes to view 94 them.
95
Last, given its advantages, the WIG model is not restricted to generating EPU, 96 but could potentially be used on any dataset regarding a certain topic, whose time-97 series sentiment index is of economic interest. The only requirement is that the 98 input corpus be related to that topic, but this is easily satisfied. 
