In this paper, we present an exact algorithm for the construction of obstacle-avoiding rectilinear Steiner minimum trees (OARSMTs) among complex rectilinear obstacles. This is the first work to propose a geometric approach to optimally solve the OARSMT problem among complex obstacles. The optimal solution is constructed by the concatenation of full Steiner trees (FSTs) among complex obstacles, which are proven to be of simple structures in this paper. The algorithm is able to handle complex obstacles including both convex and concave ones. Benchmarks with hundreds of terminals among a large number of obstacles are solved optimally in a reasonable amount of time.
INTRODUCTION
Rectilinear Steiner minimum tree (RSMT) problem asks for a shortest tree spanning a set of given terminals using only horizontal and vertical lines. It is a fundamental problem in physical design of very large scale integrated circuits (VLSI). Modern VLSI designs often contain rectilinear obstacles such as macro cells, IP blocks, and pre-routed nets. Therefore, the obstacle-avoiding rectilinear Steiner minimum tree (OARSMT) problem has received a lot of research attentions in recent years. The RSMT problem is wellknown to be NP-complete [1] , and the presence of obstacles further increases the problem complexity.
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approaches [2, 3, 4] try to dissect a rectilinear obstacle into several rectangular obstacles. However, the cutting lines on the rectilinear obstacles can allow wires to go through which may result in an infeasible solution. The maze-routing approach proposed by Li et al. [5] constructs OARSMTs based on the extended Hanan grid. This maze-routing based approach, by its nature, can handle complex obstacles, but is computationally expensive for large scale designs. Liu et al. [6] proposed a new framework to generate OARSMT based on the critical paths, which guarantees the existence of desirable solutions. Recently, Ajwani et al. [7] proposed a fast lookup table based algorithm to route a multi-terminal net in the presence of rectilinear obstacles. Their algorithm uses the obstacle-avoiding spanning graph to guide the partitioning of the initial solution and constructs the final OARSMT based on an obstacle-aware version of fast lookup table.
In terms of exact algorithms, Ganley et al. [8] proposed a strong connection graph called escape graph for the OARSMT problem and prove that there is an optimal solution composed only of escape segments in the graph. Based on the escape graph, they proposed an algorithm to construct optimal three-terminal and fourterminal OARSMTs. The works presented in [9] and [10] extended GeoSteiner [11] to an obstacle aware version. Their algorithms are able to generate optimal OARSMTs for multi-terminal nets in the presence of rectangular obstacles. However, these approaches cannot be applied when there are complex rectilinear obstacles in the routing region, as is often the case in the routing problem. To the best of our knowledge, no previous algorithm can generate optimal solutions to the OARSMT problem with a large number of terminals among complex rectilinear obstacles. Although the escape graph model can transform the OARSMT problem to a graph problem which can be solved optimally by using some graph based algorithms [12, 13] , these approaches are believed to be less efficient than the geometric approaches for solving the geometric Steiner tree problem. An example is GeoSteiner [11] , which remains to be the most efficient approach to solve the RSMT problem when no obstacle exists. Therefore, it is necessary to develop an efficient exact algorithm that allows the presence of complex obstacles. The aim of this paper is to propose an algorithm to construct OARSMTs among rectilinear obstacles including both convex and concave polygon obstacles. To generate OARSMTs, we first study the full Steiner trees (FSTs) among complex obstacles and verify how their structures can be simplified by adding virtual terminals. We then propose an iterative three phase approach to construct optimal OARSMTs based on GeoSteiner. Our work has the following contributions:
1. This is the first work to propose an geometric approach to exactly solve the OARSMT problem when there are complex rectilinear obstacles. By using the proposed algorithm, we report optimal solutions to several benchmarks which are commonly used in the literature. Some of them are the first known optimal solutions. This work provides key insights into this difficult problem.
2. We observe that reduction techniques can be very powerful for the OARSMT problem, and hence design an efficient pruning procedure which can greatly increase the largest solvable problem size.
The rest of this paper is organized as follows. In Section 2, we give preliminaries on the problem. In Section 3, we study the structures of FSTs among complex obstacles. Section 4 describes the exact algorithm in detail. Experiment results are presented in Section 5, followed by a conclusion in Section 6.
PRELIMINARIES

Problem formulation
In a two-dimensional routing region, we are given a set V of terminals and a set O of obstacles. Definition 1. An obstacle is a rectilinear polygon. All edges of an obstacle are either horizontal or vertical. Rectilinear polygons can be classified into two types: convex polygons and concave polygons. A rectilinear polygon is a convex rectilinear polygon if any two points in the polygon have a shortest Manhattan path lying inside the polygon. Otherwise, it is called a concave rectilinear polygon.
As shown in Figure 1 , a corner of an obstacle is the meeting point of two neighboring edges. If the two neighboring edges of a corner form a 90 degree angle inside the polygon, the corner is called a convex corner. Otherwise, if the two neighboring edges of a corner form a 270 degree angle inside the polygon, the corner is called a concave corner. If both end points of an edge are convex corners, this edge is called an essential edge (Figure 1) .
A terminal cannot be located inside an obstacle, but it can be at the corner or on the edge of an obstacle.
The OARSMT problem asks for a rectilinear Steiner tree with minimum total length that connects all terminals. No edge in the tree can intersect with any obstacle, but it can be point-touched at a corner or line-touched on an edge of an obstacle. This tree is known as an OARSMT. 
Equivalent trees
As define in [14] , there are two basic operations on a tree that will not change the total length: Shiftings and Flippings, as shown in Figure 2 . A rectilinear Steiner tree t is equivalent to another tree t if and only if t can be obtained from t by flipping and shifting some lines that have no node on them.
Full Steiner tree
A full Steiner tree (FST) is a rectilinear Steiner minimum tree in which every terminal is a leaf node (of degree one). Any Steiner minimum tree can be decomposed into a set of edge-disjoint FSTs by splitting at terminals with degree more than one. In the absence of obstacles, a FST has one of the two generic forms as described in [14] . Since FSTs are much easier to construct than Steiner minimum trees, most of the exact algorithms for the construction of a Steiner minimum tree will first generate its FST components.
GeoSteiner
GeoSteiner is a software package for computing Steiner minimum trees. The algorithm makes use of a two-phase approach, consisting of a FST generation phase and a FST concatenation phase, to construct a Steiner minimum tree. In the first phase, a set of FSTs are generated such that there is at least one Steiner minimum tree composed of the FSTs in the set only. In the second phase, a subset of FSTs are selected and combined to form a Steiner minimum tree. On the rectilinear plane, GeoSteiner remains the fastest exact algorithm for the RSMT problem, but it cannot be applied when obstacles exist in the routing plane.
FULL STEINER TREES AMONG COM-PLEX OBSTACLES
To construct OARSMTs among complex obstacles, we first study the FSTs among complex obstacles. The structures of these FSTs can be complicated due to the existence of rectilinear obstacles. Therefore, virtual terminals are added to simplify their structures in this paper. It should be noted that although virtual terminals are also used in [9, 10] , there are critical differences when dealing with rectilinear obstacles. In this paper, the virtual terminals are added in such a way that there is at least one virtual terminal on every essential edge of all the obstacles. For simplicities, we assume the virtual terminal on an essential edge is located at one of its end points. An example is shown in Figure 3 . Note that for two essential edges sharing a common endpoint at a corner, we only need to add one virtual terminal at this corner. We use V to denote the set of virtual terminals we added. A FST among complex obstacles is defined as follows.
Definition 2.
A FST f over a set V f ⊆ V + V of terminals is an OARSMT of V f such that every terminal v ∈ V f is a leaf node (has degree one) in f and all its equivalent trees. Moreover, all the equivalent trees of f cannot contain forbidden edges that pass through a virtual terminal. Otherwise, we can split this FST into smaller FSTs at this virtual terminal. Note that the definition of FST in this paper is similar to the definitions in [9, 10] . However, the obstacles considered in this paper are rectilinear polygons, which are more general and complicated than the rectangles considered in [9, 10] . If all obstacles are rectangles, the FSTs defined in this paper degenerate to the ones as defined in [10] .
To derive the structures of a FST, we mainly follow the steps as described in [14] . The main difference is that there can be rectilinear obstacles in the routing region. For the two operations (shiftings and flippings) used in the proofs, it is possible that some of the operations cannot be done due to obstacles. We will show in the following how this problem can be solved by adding virtual terminals.
In the following lemmas, we use Vxu (V xd ) to denote the vertical line at point x which extends above (below) x excluding x itself. We use Hxr (H xl ) denotes the horizontal line at point x which extends to the right (left) of x excluding x itself. In the following figures, we use a solid circle to denote a terminal (real or virtual) and an empty circle to denote a Steiner point. 
LEMMA 1. All Steiner points in a FST
PROOF. See Figure 4(a). Suppose A is to the left of B.
(i) VAu contains no terminal on it, for otherwise we can shift AB to that terminal and obtain an equivalent tree in which a terminal has degree more than one. If the line AB cannot be shifted due to some obstacles as shown in Figure 4 (b), we can shift AB up until it overlaps with an edge e of the obstacle. According to the definition, the two endpoints of e are convex corners. Therefore, e is an essential edge. Let u be the virtual terminal added on e. As a result, AB will pass through u and thus is a forbidden edge, which is a contradiction to the definition of FSTs.
(ii) No Steiner points on VAu can have a line going right, for otherwise we can replace AB by extending that line to meet VBu and reduce the total length. If the line cannot be extended due to obstacles, we can repeat the operation described in the previous step and result in a contradiction.
(iii) Therefore, the upper endpoint of VAu cannot be a Steiner point since it has no lines going right or upward, hence it must be a corner turning left.
(iv) VAu can contain no Steiner point, for let C be such a Steiner point which is nearest to the corner point. Since HCr does not exist, H Cl must exist. We can then shift the line between point C and the corner point to the left to reduce the total length, a absurdity. If the line cannot be shifted due to some obstacles (this line overlap with an edge of the obstacle and this edge must be a essential edge), the line will pass through a virtual terminal, an absurdity. The rest of the lemmas are analogous to the lemmas in [14] . In the proofs, we can use similar method as illustrated in the proof of Lemma 2 to deal with possible obstacles. The only exception is Lemma 10 in [14] , in which flippings are required for the proof. In this paper, a slightly different lemma is used, which we refer to as Lemma 3. PROOF. From Lemma 8 and Lemma 9 in [14] , when Ai and Ai+1 are connected by a corner, the graph must be the one given in Figure 5 . We use ai to denote the node connected by Ai.
Necessarily |ai+2Ai+2| > |αAi+1|, for otherwise we can shift Ai+1Ai+2 to ai+2 and obtain an equivalent tree in which ai+2 has degree two. Now shift Ai+1Ai+2 to α and suppose this line meets ai+2Ai+2 at γ. Flip the corner Ai+2 between γ and β. The corner connecting Ai and Ai+1 is then transferred to one connecting Ai+2 and Ai+3.
If the corner Ai+2 cannot be flipped due to obstacles and Ai+4 exist, the graph must be the one given in Figure 6 , in which there are some obstacles inside the bounded rectangular defined by Ai+2 and Ai+3. We use β to denote the corner connecting Ai+2 and Ai+3. Shift βAi+4 to the left until it meets an edge e on one of the obstacle inside the rectangular region. The same as the proof for Lemma 1, e is an essential edge and has a virtual terminal on it. Therefore, the FST has an equivalent tree that pass through a virtual terminal, a contradiction. If shifting βAi+4 meet ai+4 first, the FST has an equivalent tree in which ai+4 has degree two, again a contradiction. As a result, if the corner cannot be transferred due to obstacles, Ai+3 is the last Steiner point on the chain if it exists. Similarly, we can transfer the corner to one connecting Ai−2 and Ai−1. If the corner cannot be transferred, Ai is the first Steiner point on the chain if it exists. Note that if Ai+3 does not exist, the above operation eliminates the corner between Ai and Ai+1.
By pushing the corners along the direction according to Lemma 3, there will be at most one corner connecting the last two Steiner points. Summing up all the lemmas, the structures of a FST must be in one of the four forms as shown in Figure 7 . The first two structures are exactly the same as the structures of the FSTs in the absence of obstacles. The last two structures differ from the first two in that the last corner may be blocked by some obstacles.
An OARSMT can be partitioned into a set of FSTs by splitting at real terminals or virtual terminals of degree more than one. As we can observe, FSTs are much easier to generate than OARSMTs. Therefore, one possible way to construct an OARSMT is to first construct its FSTs components and then combine a subset of them.
OARSMT CONSTRUCTION
Similar to [10] , the proposed algorithm uses the following three phases to construct an OARSMT.
1. FST generation: Generate a set of FSTs.
2. FST pruning: Use some necessary conditions to eliminate a fraction of the FSTs generated in the previous phase.
3. FST concatenation: Combine a subset of FSTs survived in the previous phase to construct an OARSMT.
Since the number of obstacles can be very large, we do not include all obstacles and finish the algorithm in one round. Instead, an iterative approach is adopted. The algorithm starts by solving the OARSMT problem with an empty set of obstacles. In the subsequent iterations, an obstacle will be taken into consideration if it intersects with the OARSMTs generated in previous iterations. This process repeats until no overlapping obstacle can be found. The resulting OARSMT in the final iteration is then an optimal solution to the problem.
Generation of FSTs
We modify the FST generation approach in [10] to generate the FSTs defined in this paper. To generated the FSTs spanning three or more terminals, a modified version of the recursive algorithm in [15] is used. The FSTs spanning exactly two terminals are generated by using a different but more efficient approach. During the construction, some necessary conditions such as empty diamonds, empty corner rectangles and empty inner rectangles are used to eliminate those FSTs that cannot be a part of any OARSMTs. Implementation details are omitted due to the limitation of space. The result of the FST generation phase is a set of FSTs denoted by F . l = LEAST_DEGREE(T ) 10:
if 
Pruning of FSTs
We propose an efficient pruning procedure to reduce the number of FSTs needed to construct an OARSMT. The pruning algorithm works by growing a FST f to larger trees and test if these larger trees can exist in the optimal solution. We know that virtual terminals in the OARSMT must have degree two, three or four. Therefore, it is possible to grow a tree at a leaf node which is a virtual terminal. The rationale behind is that a FST f can be eliminated if no tree grew from f can exist in an OARSMT. The pseudocode of the pruning algorithm is shown in Figure 8 .
The input of the function PRUNE(f ) is a FST f . The function returns a value true or false to indicate whether f can be eliminated or not. A queue Q is used to store all the trees we can grow from f during the test. Initially, Q contains f only. The algorithm repeatedly removes a tree T from Q and tests if T can be a part of any OARSMT. The function PASS_TEST(T ) returns true if T passes all the tests used to eliminate useless trees. In this case, the function LEAST_DEGREE(T ) is used to compute a virtual terminal l that is also a leaf node of T . If there are more than one such virtual terminals, the function returns the one that is connected by the least number of FSTs. The algorithm then tries to grow T by connecting T with combinations of FSTs at l. All such expansions are added to the queue. If PASS_TEST(T ) returns false, T can be eliminated and no more expansion is needed. The algorithm stops when Q is empty which means that no tree grew from f can be in an OARSMT. We can then safely eliminate f . If at some point Q is full or all leaf nodes of T are real terminals, the algorithm terminates and returns false.
Four tests are used in the function PASS_TEST(T ) to eliminate useless trees. In the following, we let VT ⊆ V + V be the set of terminals connected by T .
The first test tries to construct a shorter tree that spans the same set of terminals.
LEMMA 4. T cannot be a part of any OARSMT over V , if the length of T is larger than the length of an OARSMT over VT .
PROOF. If T is in a Steiner minimum tree, we can replace T with the OARSMT over VT , yielding a tree with shorter length, an absurdity.
Since the computation of OARSMT over VT can be expensive, this test is performed only when the number of terminals in T is less than a predefined number (this number is set to 30 in our implementation).
The second test make use of the bottleneck Steiner distance. Let (V + V , E, c) be the distance graph of V + V , with E being the set of edges between every pair of terminals in V +V and c : E → + being a positive length function on E. A path P in the distance graph is an elementary path if both of its two endpoints are in V . The Steiner distance of P is the length of the longest elementary path in P . The bottleneck Steiner distance su,v between u and v is the minimum Steiner distance over all the paths from u to v in (V + V , E, c) . Such a path is known as a bottleneck Steiner path.
LEMMA 5. T cannot be a part of any OARSMT over V , if the length of the tree c(T ) is larger than the length of the minimum spanning tree over VT on (V + V , E, s) (the graph that uses distances su,v as a measure of the edge weight for every pair of terminals).
PROOF. The proof for this lemma is omitted due to space limitation. A proof for a similar but simpler lemma can be found in [13] .
The third test compares the tree distance and the bottleneck Steiner distance between two terminals in T . PROOF. Assume the contrary that T is in a Steiner minimum tree. Remove the longest edge on the path between u and v in T and the Steiner minimum tree is divided into two components. Along the bottleneck Steiner path between u and v, let P be an elementary path such that its two endpoints are in different components. Note that the length of P should be no larger than su,v. Therefore, we can reconnect the two components by P yielding a shorter tree, a contradiction.
The fourth test exploits the lower and upper bounds on the length of a Steiner minimum tree. To obtain the lower bound on the length of an OARSMT, one way is to solve the linear programming relaxation of the FST concatenation problem formulation as described in [10] . However, this approach is not practical due to the fact of its high computational cost. An alternative choice is the dual ascent heuristic proposed in [16] , which is a fast heuristic that provides a lower bound for the Steiner arborescence problem in a directed graph. To apply this method, we first construct a directed graph (V + V + S, EF , d). S is the set of all Steiner points in all FST. EF is the set of directed edges which is generated by transferring each edge in a FST to its two directed versions. d : EF → + is the edge length function. It can be verified that the FST concatenation problem is equivalent to finding a shortest arborescence tree in (V + V + S, EF , d ) that rooted at a terminal z and spans all other terminals in V . As a result, we can use the dual ascent heuristic to compute the lower bound and the associated reduced cost for each edge. To compute an upper bound, the maze routing based heuristic proposed in [5] is used. In the following, let lower be the lower bound, upper be the upper bound, r : EF → + be the reduce cost function on EF , and r(u, v) be the reduced cost distance between u and v in the graph. Let l1, l2, . . . , l k be the leaves of T PROOF. The proof for this lemma is omitted due to space limitation. A proof for a similar lemma can be found in [12] .
If T fails any of these four tests, PASS_TEST(T ) returns false, and T can be eliminated.
Concatenation of FSTs
We use the same algorithm as described in [10] for the concatenation of FSTs. An integer linear programming (ILP) formulation is developed for the problem. The ILP is solved via a modified version of the branch-and-cut search in [17] with lower bounds provided by the LP relaxation. The input of the algorithm is a set F of FSTs after the pruning procedure. The output is an OARSMT spanning all real terminals in V .
EXPERIMENTS
We implemented our algorithm in C based on GeoSteiner-3.1 [11] . The experiments are conducted on a Sun Blade 2500 workstation with two 1.6GHz processors and 2GB memory. Our program runs sequentially on a single processor. There are 21 benchmark circuits which are commonly used as test cases for the OARSMT problem. IND1-IND5 are industrial test cases from Synopsys. RC01-RC11 are benchmarks used in [18] . RT1-RT5 are randomly generated circuits used in [3] . Note that there are overlapping obstacles in these benchmarks. We regard overlapping obstacles as one rectilinear obstacle. Table 2 shows the results of the proposed exact algorithm. Column "m" provides the number of terminals in each benchmark. Column "n" provides the number of obstacles in each benchmark.
We can see that all benchmarks are solved to optimal in a reasonable amount of time. For small benchmarks (RC01-RC05, IND1-IND5), it takes only seconds to obtain the optimal solution. For the benchmarks with less than or equal to 500 obstacles, the required time is in minutes. We can also observe that the total running time is closely related to the number of obstacles, and more obstacles usually lead to more iterations of the algorithm. In the table, we also list the average FST reduction achieved by the FST pruning procedure and the running time over all iterations. For all benchmarks, around 60% of the FSTs can be eliminated and the running time of the pruning procedure in most cases is less than half of the total time. This can greatly reduce the search space of the branchand-cut algorithm, and therefore leads to a significant improvement in performance. The computational overhead cause by the pruning procedure is small compared to the savings in the concatenation phase. Table 1 compares the performance of some recently published heuristics [5, 6, 7] based on the optimal solutions provided by the proposed exact algorithm. The results are quoted from the corresponding papers. We can see that all three heuristics works better on small problems, obtaining optimal solutions in several cases. The performance gradually decreases with the increasing number of obstacles.
CONCLUSIONS
An exact algorithm for the construction of OARSMTs among complex rectilinear obstacles is presented in this paper. The OARSMT is generated by the concatenation of FSTs among complex obstacles. We prove that by adding virtual terminals to the essential edges of obstacles, the FSTs structures can be greatly simplified. Therefore, they can be generated efficiently. We also develop a pruning procedure as a problem reduction method to cut down the number of required FSTs. Experiment results on several benchmarks demonstrate the effectiveness of the proposed algorithm. This is the first work to propose a geometric approach to construct OARSMTs among complex rectilinear obstacles and it gives key insights into this difficult problem.
