We consider a periodic Lotka-Volterra competition system without instantaneous negative feedbacks (i.e., pure-delay systems)
Introduction
One of the most celebrated models for population dynamics is the Lotka-Volterra system. Due to its theoretical and practical significance, the Lotka-Volterra system has been extensively and intensively studied (see, e.g., ). In order to reflect the seasonal fluctuations, it is reasonable to study the Lotka-Volterra system with periodic coefficients. A very basic and important ecological problem associated with the study of multi-species population interaction in a periodic environment is the existence and global attractivity of a positive periodic solution. Such a problem also arises in many other contexts.
In this paper, we investigate the following periodic n-species Lotka-Volterra competition system with delaysẋ The existence and attractivity of the positive periodic solutions of some special cases of Eq. (1.1) have been studied extensively. Many important results can be found in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] and references cited therein. In those works the method of Liapunov functions [5, 21] , the theory of monotone semiflows generated by functional differential equations [39, 40] , the fixed point theory [9] , and so on are extensively applied. Recently, the un-delayed version of (1.1), i.e., system (1.1) with τ ij (t) ≡ 0, i, j = 1, 2, . . . , n, was studied by Redheffer [34, 35] and Tineo [51] . Under remarkably weak conditions (see [34, conditions (a) -(e)] and [51, condition (0. 2)]), the boundedness, permanence, global attractivity, and existence of positive periodic solutions are obtained (see [34, Theorem 1] , [51, Sections 3 and 4] ). Recently, Teng [47] extended the main results in Redheffer [34] to the following delayed systeṁ
i (t) = x i (t) r i (t) −

x i (t) = x i (t) r i (t) − a ii (t)x i (t) −
n j =i a ij (t)x j t − τ ij (t) , i = 1, 2, . . . , n, (1.3) which is a special form of system (1.1) with τ ii (t) ≡ 0, i = 1, 2, . . . , n. In [47] , the author fully took advantage of the fact that there is no delay in the negative feedback terms a ii (t)x i (t), i = 1, 2, . . . , n (i.e., the system has instantaneous negative feedbacks). Therefore, the methods used in [47] would fail when applying to the pure-delay system (1.1), due to the lack of the instantaneous negative feedbacks. On the existence of positive periodic solutions of system (1.1), Tang and Zou [46] recently obtained the following rather general results. Then system (1.1) has at least one positive ω-periodic solution. 
. , n).
Nevertheless, to the best of our knowledge, there is no results on the global attractivity of the positive periodic solutions of system (1.1) when τ ii (t) ≡ 0, i = 1, 2, . . . , n (i.e., pure-delay system). Based on this fact, both Kuang [27] and Teng [47] proposed the following important open problem.
Open problem. To study the global attractivity of the positive periodic solution of system (1.1) when τ ii (t) ≡ 0, i = 1, 2, . . . , n.
When n = 1, (1.1) reduces to the following delayed periodic logistic equatioṅ
x(t) = x(t) r(t) − a(t)x t − τ (t) .
(1.6)
It was shown in Li [31] that Eq. (1.6) always has positive ω-periodic solution if r, a, τ ∈ C(R, R + ) are ω-periodic functions with ω 0 r(s) ds > 0 and ω 0 a(s) ds > 0 (this can also be obtained from Theorem 1.1 as a special case n = 1). In particular, if Eq. (1.6) has a trivial positive periodic solution x * (i.e., positive equilibrium x * which exists if r(t) and a(t) are positively proportional), then in view of the result in So and Yu [41] , the positive equilibrium x * is a global attractor for Eq. (1.6) provided that t g (t) r(s) ds 3 2 , for all large t, (
where g(t) = min{s − τ (s): t s < ∞}.
The above so-called 3/2-type condition (1.7) for the global attractivity of a positive equilibrium of Eq. (1.6) is the extension of the well-known Wright's 3/2 criteria [54] for the corresponding autonomous delay logistic equation. Recently, Tang and Zou [44, 45] have extended such 3/2-type conditions to, respectively, autonomous and non-autonomous pure delay LotkaVolterra systems.
The main purpose of this paper is to further extend the above so-called 3/2-type conditions to the periodic pure-delay system (1.1) for the global attractivity of a positive periodic solution, and thereby, address the above open problem to some extent.
For convenience, we give some conditions related with (C1) which will be used in the rest of the paper: (C2) the linear system (1.4) has a unique positive solution
The remainder of the paper is organized as follows. In Section 2, we give the main results. In Section 3, we establish some preliminary lemmas, which address the persistence and dissipativity of system (1.1), and therefore, which themselves are of some interest and importance. In Section 4, by combining these lemmas with the "sandwiching" technique and some subtle integration and inequality skills, we give the proofs of the main theorems.
Throughout this paper, we say a vector
(1.9)
Clearly, g i (t) is nondecreasing and t − τ u ii g i (t) t − τ ii (t) for i = 1, 2, . . . , n, where τ u ii = max t∈ [0,ω] τ ii (t), i = 1, 2, . . . , n.
Main results
If system (1.1) has a positive ω-periodic solution, we always denote it by
Combining the above two inequalities, we have
It follows that
On the other hand, integrating (1.1) from 0 to ω, we get
which, together with (2.1) and (2.2), yields
and
Then it follows from (2.2), (2.5) and (2.6) that 8) and (1.1) is transformed intȯ 
Further, if (C2) also holds, thenx
. . , n, and
When condition (C3) holds, i.e., system (1.1) has a trivial positive periodic solution x * = (x * 1 , x * 2 , . . . , x * n ), which is also the positive equilibrium of system (1.1). In this case,
For general case, it follows from (2.4) that
For the sake of convenience, we give some "diagonal dominant" conditions: 15) where ξ 
where
. . , n, and (2.22)
Then system (1.1) has a unique positive ω-periodic solution x * (t), which attracts all positive solutions of system (1.1). 24) and for i = 1, 2, . . . , n,
Theorem 2.4. Assume that (C2) and (DD1) hold, and that
Then system (1.1) has a unique positive ω-periodic solution x * (t), which attracts all positive solutions of system (1.1).
When (C3) holds, we have a i = x * i and b i (t) ≡ 0 for i = 1, 2, . . . , n. Therefore, from Theorems 2.3 and 2.4, we have the following two corollaries.
Corollary 2.1. Assume that (C3) and (DD2) hold, and that
. . , n, and (2.28)
Then the positive equilibrium x * of system (1.1) is a global attractor, i.e., for every positive solutions
Corollary 2.2. Assume that (C3) and (DD2) hold, and that
t g i (t) a ii (s) ds d * i , i = 1, 2, . . . , n,(2.
31)
and for i = 1, 2, . . . , n,
where a * , μ * i , i = 1, 2, . . . , n, are the same as in Corollary 2.1. Then the positive equilibrium x * of system (1.1) is a global attractor.
. , n, and
Therefore from (2.10), Theorems 2.3 and 2.4, we have the following two corollaries.
Corollary 2.3. Assume that there exist integers k ij
Further suppose that (C2) and (DD2) hold, and that
where μ * , μ * i , i = 1, 2, . . . , n, are the same as in Corollary 2.1 and
Corollary 2.4. Assume that (2.33), (C2) and (DD2) hold, and that
er i ω t g i (t) a ii (s) ds d i , i = 1, 2, . . . , n,(2.
36)
. . , n, are the same as in Corollary 2.3. Then system (1.1) has a unique positive ω-periodic solution x * (t), which attracts all positive solutions of system (1.1).
For general case, we have the following corollaries.
Corollary 2.5. Assume that (C2) and (DD3) hold, and that
er i ω t g i (t) ν i a ii (s) ds 3(1 −μ) 2â(1 +μ i ) + (1 −μ)(μ +μ i ) 2â(1 +μ i ) 2 , i = 1, 2, . . . , n,(2.
38)
whereâ defined as in (2.35), 
Preliminary lemmas
In this section, we give some preliminary lemmas, which are useful in the proofs of the main theorems. They themselves are of some interests and importance. The first lemma is directly from [45] Lemma 3.1. [45] Let a > 0, 0 < μ < 1. Then system of inequalities 
where Δ i is defined by (2.19).
Proof. Set
From (1.1), we havė
If x i (t) δ i eventually, then (3.2) holds naturally for large t. If x i (t) > δ i eventually, then (3.3) implies that x i (t) is decreasing eventually. Let lim t→∞ x i (t) = c i . Then x i (t) > c i δ i for large t
and from (3.3), we havė
for large t. Integrating the above from t to ∞, we obtain
which, together with the fact that
. . , n. Hence, (3.2) holds also. In the sequel, we only consider the case when x i (t) − δ i is oscillatory. For this case, let t * i be an arbitrary local left maximum point of
to t * i and using (2.4), we have
It follows that (3.2) holds eventually. The proof is complete. 
It follows that 
which implies that
It follows that for large t
The proof is complete. 
Substituting (3.10) into (2.9), we havė 
It follows from (3.11) that y i (t k − τ i (t k )) −θaν i . Set
Then from (3.11), we havė
. . , n, t T .
Integrating the above from t k − τ i (t k ) to t k , we obtain
which yields
This shows that (3.8) holds. The proof is complete. 2
The proofs of main results
Proof of Theorem 2.1. Set ξ ij (s) = t. Then
and so
Thus, a ij (ξ
Then it follows from (2.15) that 0 θ i < 1, i = 1, 2, . . . , n, and
. . , x n (t)) be any positive solution of Eq. (1.1). Set
V (t) = n i=1 ν i ln x i (t) x * i (t) + n j =i t t−τ ij (t) a ij (ξ −1 ij (s)) 1 −τ ij (ξ −1 ij (s)) x j (s) − x * j (s) ds , t 0. (4.2)
A direct calculation of the upper right-hand derivative D + V (t) of V (t) leads to
The above shows that V (t) is decreasing in [0, ∞) and so the limit v = lim t→∞ V (t) exists. Furthermore, from the above, we have
It follows from (4.3) that lim inf
Again from (4.1) and (4.3), we obtain 
By (4.4), (4.6) and (4.7), 
The proof is complete. 2
Proof of Theorem 2.2. Set
Then, in view of the proof of Theorem 2.1, the functions R i (t), i = 1, 2, . . . , n, are ω-periodic functions. Furthermore, it follows from (2.17) that there exists a constant η > 0 such that
. . , x n (t)) be any positive solution of Eq. (1.1). Define 
(t) of V (t) leads to
It follows that lim inf
14) = 0, i = 1, 2, . . . , n. (4.17)
Combining (4.12), (4.15)-(4.17), we have
By (4.14), (4.18) and (4.19),
Proof of Theorem 2.3. Let x(t) = (x 1 (t), x 2 (t), . . . , x n (t)) be any positive solution of Eq. (1.1). Set
Then we can rewrite (2.9) aṡ
Clearly, we only need to prove that
In what follows, we divide into two cases to prove (4.23). i = 1, 2, . . . , n, are all nonoscillatory. In this case, z i (t), i = 1, 2, . . . , n, are monotone eventually. By Lemma 3.3, we have z i (t) → c i as t → ∞ and ν
Case 1.ż i (t),
For the sake of simplicity, it is harmless to assume that
For the given , we can choose T 1 > T such that
Hence, from (2.22), (4.22) and (4.24), we have 
This contradicts the fact that
It follows from (4.25) that c 1 = 0, and so c 1 = c 2 = · · · = c n = 0. Hence, (4.23) is true.
Case 2.ż l (t) is oscillatory for some l ∈ {1, 2, . . . , n}. Then there exists an infinity sequence {t k } with t k ↑ ∞ such that In what follows, we show that V and U satisfy the inequalities
For the sake of simplicity, we set
Without loss of generality, we may assume that U = U i and V = −V j . Let > 0 be sufficiently small such that v 1 ≡ V + < a. Choose T > 0 such that 
and Let {p k } be an increasing sequence such that 
Combining this with (4.33), we havė 1 and z j (t) < −μ j u 1 for η k < t q k . Similar to the above proof, from (4.23), we have
Substituting this into the second inequality in (4.23), we obtain
Combining this with (4.23), we have
The rest is the same as in the proof of Theorem 2.1 in [45] . In view of Lemma 3.1, it follows from (4.30) and (4.31) that U = V = 0. Thus, (4.23) holds. The proof is complete. 
It follows from (4.42) and the fact that 
Hence, from (2.22) and (4.43), we have
This contradicts the fact that −ẏ i (t) > 0 for t T 1 . 
