Abstract. We prove that the local lower and upper pointwise dimensions of a probability measure µ are bounded from below by the lower generalized dimension D µ (q) for q > 1 and from above by the upper generalized dimension Dµ(q) for q < 1.
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Abstract. We prove that the local lower and upper pointwise dimensions of a probability measure µ are bounded from below by the lower generalized dimension D µ (q) for q > 1 and from above by the upper generalized dimension Dµ(q) for q < 1.
Let µ be a probability Borel measure on a metric space (M, ) and let X be the support of µ. For any q = 1 we define the lower generalized dimensions D µ (q) by
where B(x, ε) is the open ball with centre x ∈ X and radius ε > 0. Replacing in the above definition the lower limit by the upper one we define the upper generalized dimensions D µ (q). The generalized dimensions D µ (q) and D µ (q) introduced by Hentschel and Procaccia [2] are decreasing functions of q (see [1] ). The generalized dimensions are frequently called Rényi dimensions. They are intensively studied in mathematical and physical literature concerning dynamical systems (see [4] and ref. therein). The lower and upper pointwise dimensions d µ (x) andd µ (x) are given by
The following theorem was formulated in another but equivalent way in [3] in the case when µ is a Borel measure on R d with bounded support. The proof given in [3] is based on the Vitali Covering Lemma and cannot be adapted to the general case.
Proof. To prove the first part of the Theorem we assume, contrary to our claim, that there exist q > 1 and
Then from the definition of the set A it follows immediately that inf E(x) = 0 for x ∈ A. Letε ∈ E(x). Then
Indeed, fix an x ∈ A. Then for every m ∈ N there exist anε ∈ E(x) and n ≥ m such that ε n+1 ≤ε ≤ ε n . From (1) it follows that x ∈ A(ε n ) and condition (2) holds. Since µ(A) > 0, from (2) we obtain
From (1) and (4) we obtain µ(A(ε))ε
In the same manner we can prove the second part of the Theorem. In this case we assume, contrary to our claim, that there are some constants λ 1 , λ, λ 0 and q < 1 such that D µ (q) < λ 1 ∞ n=1 a n δ xn , where a n = cn −1 log −2 (n + 1) and ∞ n=1 a n = 1, x 1 = 1, x n = 1 − n−1 k=1 a k for n ≥ 2 and δ xn is the Dirac measure at x n , then D µ (q) ≥ D µ (q) ≥ 1 for all q < 1 but d µ (x) =d µ (x) = 0 for all x ∈ supp µ.
