Accurate segmentation of the hippocampus from infant MR brain images is a critical step for investigating early brain development. Unfortunately, the previous tools developed for adult hippocampus segmentation are not suitable for infant brain images acquired from the first year of life, which often have poor tissue contrast and variable structural patterns of early hippocampal development. From our point of view, the main problem is lack of discriminative and robust feature representations for distinguishing the hippocampus from the surrounding brain structures. Thus, instead of directly using the predefined features as popularly used in the conventional methods, we propose to learn the latent feature representations of infant MR brain images by unsupervised deep learning. Since deep learning paradigms can learn low-level features and then successfully build up more comprehensive high-level features in a layer-bylayer manner, such hierarchical feature representations can be more competitive for distinguishing the hippocampus from entire brain images. To this end, we apply Stacked Auto Encoder (SAE) to learn the deep feature representations from both T1-and T2-weighed MR images combining their complementary information, which is important for characterizing different development stages of infant brains after birth. Then, we present a sparse patch matching method for transferring hippocampus labels from multiple atlases to the new infant brain image, by using deep-learned feature representations to measure the interpatch similarity. Experimental results on 2-week-old to 9-month-old infant brain images show the effectiveness of the proposed method, especially compared to the state-of-the-art counterpart methods.
Introduction
During the first year of life, human brains undergo rapid tissue growth and postnatal development. The ability to accurately characterize structural changes from MR images during this period is indispensable for shedding new light upon the exploration of brain development and also the early detection of neurodevelopmental disorders. In many imaging-based early brain development studies, hippocampus is of particular interest since hippocampus Therefore, accurate and eff images is highly demanded Although many hippoc adult brains and the pediatr from infant brain images ac ficulties include: (1) poor the hippocampus on MR im small hippocampus. Theref and HoG features, fail to Although many learning-ba discrimination power for h learning approaches, which tated data (i.e., manually lab
In this paper, we address [3] to directly infer the int ages. In this way, we avoi Another advantage of deep sentation in a layer-by-layer building up comprehensive tures. Thus, such hierarchal petitive in characterizing ea unsupervised learning meth learn only a single-layer fea Since the characteristics spinal fluid (CSF) change d use a deep learning techniq tions for three distinct pha months old), and adult-like velopment stage, we first c infant images at the respec the collected 3D image pat sentations. Since T1-and T subject and can also provid ppocampus from Infant Brains by Sparse Patch Matching plays an essential role in learning and memory functio ficient hippocampus segmentation methods for infant br in many imaging-based neuroscience studies [1] . ampus segmentation methods have achieved success ric brains after 2-year-old [2] , segmenting the hippocam cquired in the first year of life is still challenging. The tissue contrast, (2) complex shape/appearance patterns mages, and (3) variable adjacent large structures around fore, the conventional handcrafted features, such as H o segment the hippocampus from infant brain imag ased approaches can be borrowed to improve the feat hippocampus segmentation, most of them are supervi h often have limited performance when a large set of an beled hippocampi) are not available. s the above challenges by using unsupervised deep learn trinsic feature representations from the training infant id the dilemma of relying on the manual annotated d p learning is that it can infer the hierarchical feature rep r manner, i.e., first inferring the low-level features and t e high-level features based on the learned low-level f l (local to global) feature representation can be more co ach point of the infant brain image than other widely-u hods (e.g., PCA and sparse dictionary learning) which ature representation.
acquired from 2-week-old to 9-month-old infant. T1-and ided in the top and bottom rows, respectively. s of white matter (WM), gray matter (GM), and cereb dynamically in the first year of life (as shown in Fig. 1 ), que to independently learn the intrinsic feature represen ases, i.e., infantile (birth~5 months old), isointense (6 e (after 10 months old) [4] . Specifically, for each brain collect a large number of image patches from the train ctive age. [5] to each new infant brain image, by using deep-learned feature representations for measuring inter-patch similarity. In experiments, we have comprehensively evaluated the performance of our method on 10 infant brain subjects acquired from 2-week-old to 9-month-old, obtaining much better results than the state-of-the-art counterpart methods.
Method

Learning Hierarchical Feature Representation by SAE
Our goal here is to use a deep learning technique to infer the intrinsic feature representation for any 3D image patch in the infant MR images. We assume T1-and T2weighed MR images of same subject are already aligned. 1 Thus, from all training images of different subjects, we can collect a set of paired patches, such as pairs of image patches 2 , with each pair including a patch from T1-weighted MRI and another patch from T2-weighted MRI. Then, we arrange each pair into a column vector, i.e., , 1, … , , where 2. In the following, we will describe how to use SAE to learn the intrinsic hierarchical feature representation for each , by first introducing a single-layer auto encoder (AE).
Single-layer AE: AE consists of two components: the encoder and the decoder. The encoder step seeks for a nonlinear mapping to project the high-dimensional observed data (input units) into a low-dimensional code (feature representation). The decoder step aims to recover the observed data (input units) from the low-dimensional code with minimal reconstruction error. Specifically, in the encoder step, given the observed data , the AE maps it to an -dimensional activation vector, , , , through a deterministic mapping, i.e., , where the weight/mapping matrix and the bias vector are the encoder parameters. Here, is the logistic sigmoid function, i.e., 1 exp
. It is worth noting that the activation vector in the hidden layer (with nodes) is considered as the low-dimension feature representation for the input high-dimension observed data . In the decoder step, the activation vector is then decoded to a vector , which approximately reconstructs the input observed data by another deterministic mapping, i.e., , where is the transpose of matrix and is the bias vector.
Sparse constraint upon the hidden nodes in AE can often lead to a small set of more interpretable features. By regarding the -th hidden node as being "active" if is close to 1, is close to 0, we can use the spar of the hidden nodes to remain "inactive" for each train y, the Kullback-Leibler (KL) divergence can be used aint to each hidden node (i.e., the -th hidden node) tivation over the whole training data, defined as o a small value (which we set 0.15 in the exp Fig. 3(c) ), Haar learned feature representati T2-weighted MRI using 11 by comparing the respectiv w.r.t. all other points in the sentations offer the best dis 
Sparse Patch Match
Recently, multi-atlas based tural variations in the popu , 1, … , as well as target image . Note that, T1-and T2-weighted MR only affine registration betw difficult to non-rigidly regi anatomical and appearance a patch-based label fusion hippocampus) for each tar between target image patch label of a particular point centered at . Then, we sea ing neighbor across a ypical weight/mapping matrix learned in the first-la show one slice from each 3D mapping. Furthermore enhanced discriminative power of the deep-learned feat er the other handcrafted features (Haar and HoG). Spec how the T1-and T2-weighted intensity images, respecti oint (at the boundary of hippocampus) is denoted by e the discrimination performances by using simple im features ( Fig. 3(d) ), HoG features ( Fig. 3(e) ), and de ions by SAE ( Fig. 3(f) Next, we extract the intensity values from both T1-and T2-weighted MRI within each image patch, and further obtain the deep-learned feature representation (i.e., the low-dimension activation vector in the middle layer of SAE) through the encoder component of SAE. Here, we use to denote the deep-learned feature representation for the target image patch, and further arrange all deep-learned feature representations of all atlas image patches into a matrix (column by column). To achieve robust hippocampus segmentation, we further enforce the sparsity constraint upon the weighting vector , ,…,| |;
,…, , where each element in denotes the contribution of label carried by a particular atlas image patch in label fusion. Thus, our goal finally turns to finding the optimal weighting vector that can minimize the difference between the target feature representation and the linearly combined feature representation from all atlas image patches. The overall energy function can be defined as below:
where controls the strength of sparsity constraint on the weighing vector . We use an optimization method in [6] to solve the above sparse representation problem. After obtaining the optimal weighing vector , the final likelihood on the target image point of can be determined by:
Given the likelihood map for hippocampus, we further apply the level sets method to outline the hippocampus boundary and derive the final segmentation.
Experimental Results
In the experiments, MR images of 10 infant subjects acquired from a Siemens headonly 3T scanner are used. In each subject, both T1-and T2-weighted MR images were acquired in four data sets at 2 weeks, 3 months, 6 months and 9 months of age. T1-weighted MR images were acquired with 144 sagittal slices at a resolution of 1 1 1 , while T2-weighted MR images were acquired with 64 axis slices at resolution of 1.25 1.25 1.95 . For each subject, the T2-weighted MR image is aligned to the T1-weighted MR image at the same age and then further resampled to 1 1 1 . In the pre-processing step, skull stripping and bias-field correction is applied to each image. The manual segmentations of the hippocampal regions for all 10 subjects are used as ground-truth for evaluation.
We set parameters for the unsupervised deep feature learning as below. The patch size is set to 11 11 11 considering the balance between computation time and discriminative power, and 4 layers are employed in the SAE. The number of units in each layer of SAE is 800, 400, 200 and 100, respectively. Thus, the final dimensionality of deep-learned feature representation is 100. The target activation for the Fig. 4 . Scatter plots of sample Red cross and green circle den as mentioned before, and the sparsity penalty is se ning Toolbox [7] is used for training our SAE framewo e patch matching for label propagation, a linear registrat to align all atlas images to the target image. The exp ave-one-subject-out manner. d with two other methods using either simple intensity f es, but using the same sparse patch-based labeling step pecifically, for the case of using the handcrafted featu features, i.e., Haar, HoG, and gradients. Fig. 4 shows tors from image patches in the same subject, by each of for the purpose of visualization, the dimensionality of e educed to three by using PCA. This can be seen in Fig  ature representation can well-separate hippocampus vox e other two methods are unable to do so. ating the hippocampus segmentation results, both mean ratios for all three methods are listed in Table 1 from ata sets, along with the overall performance. After apply achieves significant improvement (p<0.013) over all ot ll Dice ratio. Fig. 5 further shows some typical probabi tations by the three methods. esented a novel method for segmenting the hippocam es acquired from the first year of life. Specifically, we blem by using the unsupervised deep learning techni rarchical feature representations for infant hippocam rned feature representations with the state-of-the-art spa aradigm, we developed a novel hippocampus segmentat 
