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A simple sufficient condition for the Central Limit Theorem for functionals of Harris ergodic Markov 
chains is derived. The result is illustrated with an example taken from non-linear time series analysis. 
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1. Introduction 
Many time series models used in statistical analysis have Markovian representations 
so that the observations are time-invariant functionals of some possibly unobservable 
Markov chains. When a time series model has a Markovian representation, its 
probabilistic properties can be analyzed via the underlying Markov chain. Recently, 
the theory of Harris ergodic chains has.arisen as a new tool to analyze the stationarity 
of certain time series models. See Tong (1990). Here, we focus on the problem of 
the CLT for these Harris ergodic models. 
In Theorem 7.6 of Nummelin (1984), a sufficient condition for the CLT for a 
Harris ergodic Markov chain is stated in terms of so-called !-regularity. However, 
this condition is difficult to verify in practice. Our purpose is to present a criterion 
in terms of a drift condition (Lyapunov-Foster-Tweedie condition) for the !-
regularity and to state a version of the CL T using this criterion. Section 2 contains 
the main result. In Section 3, we illustrate the criterion via a class of non-linear 
time series models, the SETAR(2; 1, 1) models. 
2. ~ain result 
We first introduce some notations and definitions. Let (Xn) be a Markov chain 
taking values on a measurable space (E, ~) which is assumed to be countably 
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generated. In practice, E is often taken as some Euclidean space and 'if: consists of 
all the Borel sets. (Xn) is (Harris) ergodic if there exists a unique invariant probability 
measure, say 7T, such that llr(x, ·)- 7TII ~ 0 as n ~ oo where Pm(x, ·) is the mth 
step transition probability for (Xn) and 11-11 denotes the total variation norm. 
Henceforth, it is assumed that ( Xn) is ergodic and 7T denotes its invariant probability 
measure. Let 'if:+= {A E 'if:: 7r(A) > 0}. A function K: Ex 'if:~~+ is said to be a kernel 
if VA E 'if:, K (·,A) is a measurable function, and Vx E E, K (x, ·)is a (non-negative) 
measure. The transition probability P(x, A) is a kernel. For any BE 'if:, 18 denotes 
the kernel such that I 8 (x, A)= 1 iff x E An B. For any two kernels K 1 and K 2 , the 
product K 1K 2 is the kernel defined by 
K 1K 2(x, A)= f K 2(y, A)K1(x, dy). 
Define 
where Ex( · ) denotes taking expectation with the initial distribution concentrated 
at x and S8 ( T8 ) is the first i > 0 (i ~ 0) that X; enters B. Let f be a non-negative 
7T-integrable function. A E 'if:+ is said to be /-regular if VB E 'if:+, U 8f and f are 
bounded over A. A non-negative measure A on E is /-regular if VB E 'if:+, 
Aj ~r Jf( x) A ( dx) and AU 8f are finite. A set C E 'if:+ is said to be small if 3m a 
positive integer, {3 a constant and v a probability measure such that, Vx E C, 
pm (x, ·) ""'{3v( · ). A set BE 'if: is said to be special if E is 1 8 -regular where 18 is the 
characteristic function of B. It is shown in Nummelin (1984) that every small set is 
special. Further characterizations of /-regularity are given by Nummelin (1984). We 
now state the main result. 
Theorem 1. Let (X,) be a Harris ergodic Markov chain whose invariant probability 
measure is denoted by 7T. Let Y, = h(X,) and h is a measurable function. It is also 
assumed that E ( Y,) = 0. Suppose 3 'Y > 0, A a small set, and a 7T-square-integrable 
and non-negative function g(x) such that 
g(x) and E (g(Xn+l) I Xn = x) are bounded over A, 
g(x) ~ yih(x)l, x E A, 
g(x) ~ E(g(Xn+I)IXn = x) + 'Yih(x)l, X~ A. 
(2.1) 
(2.2) 
(2.3) 
Then, under any initial distribution A for X 0 , the normalized partial sum I~~ 1 h (X;) I v'n 
is asymptotically N(O, a-2 ) with a-2 being finite. Ifthe initial distribution A ofX0 is such 
that EA (g2(Xo)) < oo, then a-2 = limn_oo EA ci;~ I h(X;) )2 In where EA (.) denotes taking 
expectation with A being the distribution of X 0 • 
Proof. For simplicity, we write f for lhl and, with no loss of generality, we also 
assume that 'Y in the above conditions is equal to 1. 
K.S. Chan I Markov chain CLT 115 
To prove the asymptotic normality result, Theorem 7.6 in Nummelin (1984) shows 
that it suffices to check that the measure v( dx) = f(x) 1r( dx) is !-regular. This is 
done as follows. It follows from conditions (2.2) and (2.3) and the Balayage Theorem 
(Theorem 3.1 in Nummelin, 1984) that 
(2.4) 
Let B be any Borel set with positive 1r-measure. By formula (3.18) in Nummelin 
(1984), 
(2.5) 
It follows from (2.1) and (2.4) that IA\B UAf~ k 11A for some positive constant k 1 • 
Because A is small and hence a special set, U8 1A is a bounded function. Hence, 
there exists a constant k2 such that 
f (Uaf)(x)f(x)1T(dx)~ f g(x)j(x)1r(dx)+k2 f j(x)1r(dx). (2.6) 
It follows from (2.2), (2.3) and the 1r-square-integrability of g that the right-hand 
side of (2.6) is finite. Hence, v( dx) is !-regular. 
A formula for r:r2 is given in Nummelin (1984, p. 134). We now prove the last 
part of the theorem on the alternative expression for r:r 2• We first assume that (X") 
has an atom, i.e., VxE a, P(X" EAIXn_ 1 =x) is the same and 1r(a)>O. Let T"(i) 
be the epoch that a is visited by (X,) for the ith time. Define l(n) to be the last 
epoch ~ n that X; visits a. Then, 
n TaAn /{n)-1 n 
l: h(X;) = l: h(X;) + l: ((i) + L: h(X;), (2.7) 
i=O i=O i=l 
where I" s =min(/, s) and ((i) = L:r:~~:;+ 1 h(~). 
It is shown in the proof of Theorem 7.6 in Nummelin (1984) that {((j), j = 
1, 2, 3, ... } is i.i.d. with zero mean and finite variance r:r~. Furthermore, r:r 2 of the 
limiting Normal distribution is equal to 1r (a) - 1 r:r~ and I ( n) In ~ 1r (a) a.s. as n ~ oo. 
Hence, to prove the stated form for r:r 2, it suffices to show that the variances of the 
first and the third terms on the right-hand side of (2.7) are o(n). Now, 
( TAn )2 EA i~O h(X;) ~ EA ( Gaf?. (2.8) 
By (2.1)-(2.5), GJ~ a+ bg for some constants a and b. Hence, the above expecta-
tion is finite. Next, it can be shown that 
(2.9) 
n 
~ L E"((U"f)2 I(S"?;m))/n. (2.10) 
m=l 
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Again, by (2.1)-(2.5), 3 constants a, b such that U,J~ a+ bg. Since E,.(g2) is finite, 
E,.(( U,.f? I(S,. ~ m)) tends to zero as m -HXJ. Hence, the right-hand side of (2.10) 
tends to zero as n ~ oo. In the general case, the chain can be 'split' to create an atom 
and then the result can be proved similarly. This completes the proof of Theorem 
1. D 
Remarks. (l) (X,) is 1ft-irreducible if Vx and B with rp(B)>O, Prob(XnEB for some 
n~OIX0=x) > 0. Suppose E is some Euclidean space with C consisting of the Borel sets. 
It is known that if (X,) is 1ft-irreducible and Feller-continuous, i.e., V bounded and con-
tinuous function w(x), E(w(Xn+d IXn=X) is continuous in x, then any compact set 
with non-zero ¢>-measure is small. See Feigin and Tweedie (1985 ). 
(2) Suppose (X,) is only known to be aperiodic and ¢-irreducible and conditions 
(2.1)-(2.3) hold for some non-negative measurable g(x) and h(x) = 1, then it is 
known that (X,) is ergodic. The modified condition is known as the 'drift' criterion. 
If the 'drift' criterion is strengthened by replacing h(x) in (2.2) by 1 and h(x) in 
(2.3) by g(x), then (X,) is geometrically ergodic. See Tweedie (1983a). Under the 
latter condition, Tweedie (1983b) further showed that E(g(X,)) < oo. 
( 3) Let Y; be the covariance of h (Xi) and h (Xi +i) under the stationary distribution. 
Suppose that I~o IY;I <oo. Then the formula of a 2 implies that a 2 =y0 +2 I~i y;. 
(4) From the proof of the theorem, it can be seen that conditions (2.1)-(2.3) 
imply that A is !hi-regular. It can be similarly shown that a u-finite measure, A, is 
!hi-regular if, in addition to (2.1)-(2.3), J g(x)A(dx) <oo. See Chan (1991) for a 
detailed proof. 
3. Example 
Consider the following simple SETAR(2; 1, 1) model: 
X,={X,_i+c/> 10 +a,, ~f X,_ 1 ~0, 
X,_1 - c/>20 + a,, 1f X,_1 > 0, 
(3.1) 
where (a,) is i.i.d. N(O, 1) and a, is independent of X,_~> X,_2 , ••• , X0 • Here, c/> 10 
and c/>20 are two positive constants. The above model is a special case of the SETAR 
model which is an interesting class of non-linear time series models. The SETAR 
model is capable of exhibiting many non-linear phenomena such as limit cycle, 
strange attractor, ... , etc. See Tong (1990). It is shown in Chan et al. (1985) that 
(X,) satisfying (1.1) is ergodic and compact sets with positive Lebesgue measure 
are small. 
We now show that the CLT holds for (X,). Here, h(x) = x- JL where JL = E (X,). 
We try g(x) = x 2 + 1 and K = [- r, r] for some r > 0 which is to be determined later. 
Now, for x~O. 
(3.2) 
Together with a similar result for the case when x > 0, conditions (2.1)-(2.3) can 
be verified to hold for some 'Y sufficiently small and some r sufficiently large. It 
K.S. Chan/ Markov chain CLT 117 
remains to show that g(x) is square integrable w.r.t. the invariant distribution. This 
can be done by invoking point (2) of the Remarks in Section 2 and consider, e.g., 
x 6 + 1. We note that the Normality assumption for the noise can be substantially 
weakened. For example, the CLT would continue to hold if the noise has density 
positive everywhere and has finite sixth moment. The above example demonstrates 
that Theorem 1 can be effectively used to establish the validity of the CLT for 
functionals of an ergodic Markov chain. For further applications to non-linear time 
series models, see Chan (1991). 
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