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A NEW REGULARIZATION METHOD FOR SOLVING INVERSE
PROBLEMS.
ABINASH NAYAK
Abstract. Inverse problems arise in a wide spectrum of applications in fields
ranging from engineering to scientific computation. Connected with the rise
of interest in inverse problems is the development and analysis of regulariza-
tion methods, such as regularization methods depending on the singular value
decomposition (like TSVD), variational methods (like Tikhonov-type regular-
ization) or iterative regularization methods (like Landerweb or Newton-type
iterations), which are a necessity in most inverse problems due to their ill-
posedness. Typically, for large-scale problems (or non-linear problems) one
prefers the iterative regularization methods as they recover the solution in a
more robust fashion. However, when using the iterative methods one often
encounters the semi-convergent nature of the recovery process, i.e., initially,
the recovery converges towards the true solution but then diverges away, due
to the ill-posedness of the problem. This is handled by stopping the recovery
process appropriately at an early stage, to avoid the creeping in of the ill-
posedness of the inverse problem. Usually, the ill-posedness arises due to the
unboundedness of the (pseudo-) inverse operator and the noise present in the
data. Hence, in this paper we propose a new iterative regularization technique
that significantly mitigates the semi-convergent nature of the recovery process
by transforming the given inverse problem to another inverse problem. The
advantage of this transformation is that it notably reduces the noise present in
the original data, resulting in a much more stable recovery and even saturat-
ing the convergence of the recovery process. We also show that this method is
very robust to extreme noise level in the data. To boost the convergence rate
of the iterative method different descent directions are provided, depending
on the source conditions, which are based on specific apriori knowledge about
the solution. In addition, we also provide a very efficient stopping strategy for
the descent process in the absence of noise information. This is very crucial
since most of the regularization methods usually depends critically on the noise
information (error-norm) to determine the stopping rule (discrepancy princi-
ple), but for real-life data it is usually unknown. To illustrate the effectiveness
and the computational efficiency of this method we apply this technique to
numerically solve some classical integral inverse problems, like Fredholm or
Volterra type integral equations, and compare the results with certain other
regularization methods, like Tikhonov, TSVD, CGLS, LSQR and GMRES.
1. Introduction
An inverse problem in general is a problem where the effect (output) is known
but the source (input) is not, in contrast to a direct problem where we deduce the
effect from the source. Mathematically, an inverse problem is often expressed as
the problem of finding a ϕ (source) which satisfies the following operator equation:
(1.1) Tϕ = g,
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2 ABINASH NAYAK
where g is the given data (effect) and T is some operator describing the underlying
process1. Inverse problems are usually ill-posed, in the sense of not satisfying at
least one of the following Hadamard conditions for well-posedness:
(1) Existence of a solution.
(2) Uniqueness of the solution.
(3) Continuous dependence on the input data.
Typically when solving an inverse problem, where the underlying mathematical
model depicts a real life phenomenon, the condition (3) is violated due to the
unboundedness of the (pseudo-) inverse operator T † and the presence of noise in
the measured data g. Thus for a slightly perturbed data gδ, such that ||g − gδ|| ≤ δ
(small), the inverse recovery becomes unstable, ||ϕ− ϕδ|| >> δ (very large). To
counter such instability or the ill-posed nature of inverse problems, regularization
methods are employed. In the last few decades, several regularization methods
have been established for linear as well as nonlinear inverse problems. Broadly,
there exist three kinds of regularization methods (i) based on Tikhonovs approach
(i.e., adding regularizing constraints), (ii) iterative methods and (iii) discretization
approaches, see [1, 2] for details. For each of these methods abundant refinements
(or generalizations) and different regularization parameter rules were established,
for example, the discrepancy principle [3, 4, 5], the L-curve [6, 7], the monotone
error rule [8], or, more recently, the Lepskii principle [9, 10], just to name a few.
Tikhonov regularization, see [1, 11], is probably the most well known regularization
method for linear as well as nonlinear inverse problems. However, when it comes
to an implementation of Tikhonov regularization for nonlinear or even large scale
linear problems, iterative methods are often (or even have to be) used for finding a
minimizer of the Tikhonov functional. More recently iterative methods have been
investigated in the frame work of regularization of nonlinear problems, see [12, 13,
14, 15, 16]. Besides simple gradient-type iterations, like Landweber iteration [17],
many (Gauss) Newton-type methods, such as the Levenberg-Marquardt method
[13], a Newton-CG algorithm [18], or a Newton-Landweber method [15, 19], seem
to be especially attractive due to their well known fast convergence properties for
well-posed problems, see [12, 15, 20, 16].
1.1. An overview of existing regularization methods.
The general form of the minimizing functional in the Tikhonov regularization
method is given by
(1.2) F (ψ;α, δ, L, ψ0) = ||Tψ − gδ||2 + α||L(ψ − ψ0)||,
where α > 0 is the called the regularization parameter, ||g − gδ|| ≤ δ is the error
norm, ψ0 is an initial guess and L is a regularization operator
2, with the null spaces
of T and L intersecting trivially. Under the choice of L = I and ψ0 ≡ 0, known as
the standard form of Tikhonov regularization, the (minimal norm) solution is given
by
(1.3) ϕ†α,δ = arg min
ψ
||Tψ − gδ||2L2 + α||ψ||.
1the domain and range of the operator T varies depending on the problem.
2the space for ψ and the norms involved are defined appropriately.
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The first term in equation (1.2) is known as the data fitting term, the second term is
called the penalty (or regularization) term and the parameter α balances the trade-
off between them. The fitting term ensures that the recovered solution fits well with
the given data, when applied by the forward operator, and the regularization term
provides some level of smoothness to the inverse recovery. Many strategies have
been proposed for the choice of both L and α, see [1, 21, 22]. In most cases L is
considered as a sum of differentiation operator of some order, with different norms
in the penalty term, depending on the smoothness of the solution. For example,
with the usual L2 or Sobolev norm, which impose strong smoothness, it is hard to
recover solutions with sharp features. In such a situation the L1 norm on a suitable
space, like the space of functions of bounded variation, with L(ψ) = |∇(ψ)| provides
better recoveries, in addition to the sparsity of the solution. This is also known as
total variation regularization.
For a linear operator T , when it is approximated by its discretized matrix
[T ] ∈ Rn×m, it is often convenient to find the minimizer of the functional in (1.2)
through the SVD analysis of the matrix [T ] and L, for small n and m. However, for
large scale linear systems or nonlinear systems the above method is often computa-
tionally very expensive (or even in-feasible) and iterative regularization approaches
are attractive alternatives to the ordinary Tikhonov regularization, and some of
the other iterative methods, for instance Landweber iteration [14] or the steepest
descent method [23], have been suggested for solving nonlinear ill-posed problems.
The minimizer of the functional in (1.3) can be approximate in an iterative way,
known as iterated Tikhonov regularization, see [1, 24], where at each iteration (when
T is linear) the minimizer is improved as follows
(1.4) ϕ†k+1 = ϕ
†
k − (T ∗T + αkI)−1T ∗(Tϕ†k − gδ), k = 0, 1, 2, · · · ,
where if αk = α, for all k, then it is called stationary iterative method, else it is
known as non-stationary iteration, and the iterations can be terminated with the
aid of the discrepancy principle, [25]. Similarly, for a general linear penalty term
L, in equation (1.2), the minimzer is approximated iteratively as
(1.5) ϕ†L,k+1 = ϕ
†
L,k − (T ∗T + αkL∗L)−1T ∗(Tϕ†L,k − gδ).
For nonlinear T , expressions (1.4) and (1.5) are extended to get the well-known
Levenberg-Marquardt iterations, see [26, 15]. Later, Bakushinskii [12] proposed
an iterative approach for nonlinear operator T , namely, the iteratively regularized
Gauss-Newton method
ϕ†k+1 = ϕ
†
k − (αkI + T ′(ϕ†k)∗T ′(ϕ†k))−1
(
T ′(ϕ†k)
∗(T (ϕ†k)− gδ)(1.6)
+αk(ϕ
†
k − ψ0)
)
,
to obtain the stable approximate solutions to nonlinear ill-posed problems; see
[12, 27, 15, 26]. For a non-trivial regularization term L 6= I, we have
ϕ†k+1 = ϕ
†
k − (αkL∗L+ T ′(ϕ†k)∗T ′(ϕ†k))−1
(
T ′(ϕ†k)
∗(T (ϕ†k)− gδ)(1.7)
+αkL
∗L(ϕ†k − ψ0)
)
.
On the other hand Landweber iteration is a simpler version of the descent method
(1.7), where the solution of the inverse problem is approximated iteratively using
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the gradient direction only
ϕ†k+1 = ϕ
†
k − T ′(ϕ†k)∗(T (ϕ†k)− gδ) + βk(ϕ†k − ψ0), k = 0, 1, 2 · · · ,(1.8)
where if βk = 0, for all k, then it’s called the classical Landweber iteration, otherwise
it is known as the modified Landweber iteration, see [14, 28]. In such an iterative
regularization method the stopping iteration serves as a regularization parameter,
and is often determined by the discrepancy principle, [25], when the error norm δ
is known. An overview on the convergence results for different iterative methods is
presented in [28]. The simplicity of the Landweber iteration comes at the cost of a
slower convergence rate, due to the absence of a damping regularization term.
1.2. A new regularization method.
As mentioned above, in a parameter based regularization method one needs to
first determine a proper choice of α (the external parameter), to balance between
smoothing and fitting, and then start the recovery process. That is, an ill-posed
problem is first converted to a family of well-posed problems (depending on α)
and then, after choosing an appropriate α0, the solution is approximated by min-
imizing the corresponding functional. Where as, in a classical iterative approach
(where there is no involvement of any external parameters) one starts the recovery
process (minimization of an appropriate functional) and then determines the reg-
ularization parameter value (iteration index), i.e., stopping the descent process at
an appropriate iteration serves as regularization. However, the classical iterative
approach (such as, the simple Landweber iterations) sometimes yields very slow
descent rate and is boosted by adding additional terms (again, containing external
parameters, like β 6= 0 in (1.8)) to the descent direction. In this paper we propose
an iterative regularization method where we construct a regularization operator
L in (1.2) depending on the operator T . Therefore, in addition to providing an
extra regularizing term for the descent direction (thus boosting the descent process
and smoothing the recovery), there is no involvement of any external parameters
and hence, avoids all the difficulties associated with its involvement. That is, for
a given operator T we construct the regularizing operator L and the initial guess
ψ0 such that not only does L ensure the smoothness of the recovery but also has
the solution (ϕ) of (1.1) as its minimizer. With this transformation we also show
that one can achieve convergence in the recovery process (see Figures 10, 11 and
12), instead of the typical semi-convergence observed in an ill-posed problem. In
addition, we also provide two stopping rule for the descent process: (i) a modified
discrepancy principle, when error norm δ is known, and (ii) a heuristic approach,
when δ is unknown. We compare the recoveries obtained using these principles to
each other and with other standard regularization methods.
Let us briefly outline our method. Here we consider the operator T : DT → H2
as a linear bounded injective3 operator, where DT ⊂ H1 and g ∈ R(T )4 is a known
function defined on [a, b] ⊂ R, a bounded set. Here H1 and H2 are Hilbert spaces,
that we consider to be subsets of L2[a, b]. First we reformulate problem (1.1) in a
different way: for a given T and g, find a ϕ that satisfies
(1.9) T˜ (ϕ) = u,
3for simplicity, we work in an unique solution scenario. For a non-injective T one can look for
the minimal norm solution or the generalized solution (pseudo-inverse solution).
4first we develop the theory with the exact g and later we prove the stability of the process
given a perturbed gδ = g + δ, such that ||g − gδ||L2 ≤ δ.
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where, for any ψ ∈ L2[a, b], the operator T˜ is defined by the following boundary
value problem
(T˜ (ψ))′′ = −Tψ,(1.10)
T˜ (ψ)(a) = u(a) and T˜ (ψ)(b) = u(b),(1.11)
where u is defined as
(1.12) u(x) =
∫ b
x
∫ η
a
g(ξ)dξdη,
or equivalently, −u′′ = g. We will denote uψ := T˜ (ψ) throughout this paper, unless
otherwise specified. Now, the solution of (1.1) is approximated by the minimizer
of the following functional
G(ψ) = ||Tψ − g||2L2 + ||u′ψ − u′||2L2 .(1.13)
The first term in equation (1.13) is minimized by the solution (ϕ) of the inverse
problem and in [29] we proved that the second term also has the same minimizer,
i.e., the solution (ϕ) of (1.13). Hence, for the given operator T and data g, we are
able to create a regularizing functional L and an initial guess ψ0 such that
ϕ = arg min
ψ
G(ψ)
= arg min
ψ
{||Tψ − g||2L2 + ||L(ψ − ψ0)||2L2},(1.14)
where Lψ = u′ψ and Lψ0 = u
′.
Remark 1.1. Typically real-life data have additive noise of zero-mean in it, i.e.,
(1.15) gδ(x) = g(x) + (x),
for x ∈ [a, b], such that Eµ() = 0 and Eµ(2) ≤ δ (or equivalently, ||gδ−g||2L2 ≤ δ),
where µ is the probability density function of the random variable . Therefore,
integrating the data smooths out the noise present in the original data (gδ) and
hence, the new data (uδ, as defined by (1.12) for gδ) for the transformed equation
(1.9) has a significantly reduced noise level in it, see Figure 2a vs. Figure 5.
The significance of ϕ being the minimizer of both the terms in (1.13) is that one
can even minimize the second term (only) to recover ϕ, which is very helpful in
presence of extreme noise level, see Example 7.3 and remarks 8.4 and 8.2, or when
the operator T is not smooth enough, see [29]. Where as, using both the terms
leads to a stronger convergence, see Theorem 5.2. Here we follow an improved
gradient descent algorithm for the inverse recovery of ϕ, where we start with the
normal L2-gradient of G and then upgrade it to various other gradients, including
the H1-gradient, to enhance the descent rate and efficiency of the recovery. Using
an appropriate gradient is very crucial in the optimization process as it helps in
retrieving the features of ϕ more accurately, for example the H1-gradient not only
smooths the noisy L2-gradient but also helps in pre-conditioning certain desired
boundary effects, depending on some prior information of the boundary data (Ex-
ample 7.7), or going for characteristic gradients helps in preserving the sharp edges
and discontinuities of ϕ (Example 7.1); this is discussed in details in §4.
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Now let us define functionals G1 and G2 corresponding to the first and the second
terms of the functional G as follows
G1(ψ) = ||Tψ − g||2L2 ,(1.16)
G2(ψ) = ||u′ − u′ψ||2L2 .(1.17)
While in [29] a specific example of T was considered, the theory developed was for
a general T , and consequently we can state some of the properties of G2 as follows:
• An equivalent form of G2, for any ψ ∈ L2[a, b], is
G2(ψ) =
∫ b
a
(u′2 − u′ψ2)− 2(Tψ)(u− uψ) dx(1.18)
• For any two ψ1, ψ2 ∈ L2[a, b], we have
(1.19) G2(ψ1)−G2(ψ2) =
∫ b
a
−2(T (ψ1 − ψ2))(u− uψ1 + uψ2
2
) dx
• The first Gaˆteaux differential, at ψ ∈ L2[a, b], for G2 is given by
(1.20) G′2(ψ)[h] =
∫ b
a
(Th)(−2(u− uψ)) dx
where h ∈ L2[a, b]. The L2-gradient of G2, at ψ, is given by
(1.21) ∇ψL2G2 = T ∗(−2(u− uψ)),
where the T ∗ is the adjoint of the operator T .
• The second Gaˆteaux differential, at any ψ ∈ L2[a, b], of G2 is given by
(1.22) G′′2(ψ)[h, k] = 2(−∆−1(Th), (Tk))L2
where h, k ∈ L2[a, b] and ∆ = ∂2∂x2 . Hence for any ψ ∈ L2[a, b], G′′2(ψ) is a
positive definite quadratic form.
Thus G2 is a strictly convex
5 functional and has a unique global minimum which
is attained at ϕ.
In §3 we extend these properties to the functional G. In §4 we provide a de-
scent process to minimize the functional G by using different gradients (or descent
directions) depending on the scenarios, which is crucial for the minimization pro-
cess. The convergence of the sequence of functions constructed during the descent
process, the stability and the conditional well-posedness of the method are dis-
cussed in §5. In §6 and §8 we provide two stopping criteria for the descent process,
when the error norm δ is known and when it is unknown, respectively. To val-
idate the computational viability of the developed theory we perform numerical
experiments, provided in §7, on some classical inverse problems, like Fredholm type
integral equations, and compare our results with results obtained using some stan-
dard regularization methods, see Table 2.
5the strict convexity follows if the operator T is injective, otherwise, G2 is a convex functional.
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2. Notations and Preliminaries
We adopt the following notations that are used throughout the paper. All
functions are real-valued defined on a bounded closed domain [a, b] ⊂ R. For
1 ≤ p <∞, Lp[a, b] := (Lp, ||.||Lp , [a, b]) denotes the usual Banach space of |f |p in-
tegrable functions on [a, b] and the space L∞[a, b] := (L∞, ||.||L∞ , [a, b]) contains the
essentially bounded measurable functions. Likewise the Sobolev space Hq[a, b] :=
(Hq, ||.||Hq , [a, b]) contains all the functions for which f, , f ′, , · · · , f (q) ∈ L2[a, b]
and the space Hq0[a, b] := {f ∈ Hq : “f vanishes at the boundary”}. The spaces
L2[a, b] and Hq are Hilbert spaces with inner-products denoted as (., .)L2 and
(., .)Hq , respectively.
Remark 2.1. Note that integrating the data (g ∈ L2[a, b]) twice gives u in H2[a, b] ⊂
L2[a, b]. This is particularly very significant in the sense that we are able to upgrade
the smoothness of the working data or information space from L2[a, b] to H2[a, b]
and hence improve the stability and efficiency of the numerical computations.
As described in [29] instead of using u ∈ H2[a, b] defined in (1.12), we modify it
via the following transformation, so that it belongs to H20[a, b],
u(x) =
∫ b
x
∫ η
a
g(ξ) dξdη − b− x
b− a
∫ b
a
∫ η
a
g(ξ) dξdη.(2.1)
The advantage of this transformation is that it enables the negative Laplacian
operator −∆ = − ∂2∂x2 to be a positive operator in L2[a, b] on D∆ = H20[a, b]. By
using the bounds for G2(ψ) from [29] we also have a bound for G(ψ), for any
ψ ∈ L2[a, b], given by(
1 +
1
λ1
)−1
||u− uψ||2H2 ≤ G(ψ) ≤ ||u− uψ||2H2 ,(2.2)
where λ1 > 0 is the first (smallest) eigenvalue of the positive operator −∆.
3. Convexity of the functional G
First we state an ancillary result related to uψ, from [29].
Lemma 3.1. For fixed ψ, h ∈ L2[a, b], we have
(3.1) lim
→0
uψ+h = uψ ,
in H1[a, b].
Now we state some of the important properties of the functional G.
Theorem 3.2.
(1) For any two ψ1, ψ2 ∈ L2[a, b], we have
(3.2) G(ψ1)−G(ψ2) =
∫ b
a
−2T (ψ1 − ψ2)
[
u− uψ1 + uψ2
2
+ g − Tψ1 + Tψ2
2
]
dx
(2) The first Gaˆteaux differential, at ψ ∈ L2[a, b], for G is given by
(3.3) G′(ψ)[h] =
∫ b
a
(Th)(−2(u− uψ + g − Tψ)) dx
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where h ∈ L2[a, b]. The L2-gradient of G, at ψ, is given by
(3.4) ∇ψL2G = −2T ∗(u− uψ + g − Tψ),
where T ∗ is the adjoint of the operator T .
(3) The second Gaˆteaux differential, at any ψ ∈ L2[a, b], of G is given by
(3.5) G′′(ψ)[h, k] = 2(−∆−1(Th) + Th, Tk)L2
where h, k ∈ L2[a, b]. Hence for any ψ ∈ L2[a, b], G′′(ψ) is a positive
definite quadratic form.
Proof. All the proofs follow directly from [29] and some additional algebra. 
4. The Descent Algorithm for G
In this section we discuss the problem of minimizing the functional G, via a
descent method. One can guess a descent direction by looking at the truncated
Taylor expansion of the functional G, which is
G(ψ − αh)−G(ψ) ≈ −αG′(ψ)[h],(4.1)
for any ψ, h ∈ L2[a, b], and sufficiently small α > 0. Thus G is minimized at ψ if
the direction h is chosen such that G′(ψ)[h] > 0 for an appropriate α.
The followings are some descent directions that can make G′(ψ)[h] > 0.
4.1. The L2-Gradient.
First, notice from Theorem 3.2 that at a given point ψ ∈ L2[a, b]
(4.2) G′(ψ)[h] = (h,∇ψL2G)L2 ,
so if we choose the direction h = ∇ψL2G at ψ, then G′(ψ)[h] > 0. Though this
gradient works well in most situations, there are certain theoretical and numerical
issues associated with using the L2-gradeint:
∇ψL2G = −2T ∗(u− uψ + g − Tψ),
in the descent process. From a theoretical point of view, if T ∗(.)(x0) = 0 for some
x0 ∈ [a, b] at every step of the descent process then ψinitial(x0) will be invariant
during the descent process and if ψinitial(x0) 6= ϕ(x0) then it will lead to severe
decay or fluctuation near the point x0 as ψm → ϕ, see §5. For example, if T =∫ x
a
(.)dt is a Volterra operator then the L2-gradient at any ψ is always zero at
the end point b, since T ∗(.) =
∫ b
x
(.)dt, which implies that at the end point b the
recovery will be invariant during the descent process. Hence for the initial choice
of the descent function ψ0, if ψ0(b) 6= ϕ(b) then this leads to large fluctuations at
that end point (see Example 7.7, and [29] for details). From a numerical viewpoint,
if the operator T ∗ is sensitive to noise (such as, when T ∗ is not smooth enough)
then the inverse recovery is unstable, as ∇L2G involves the noisy gδ directly. For
example, if the operator T is a differential operator then the adjoint operator T ∗
is also a differential operator acting on the noisy gδ and this greatly amplifies the
noise.
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4.2. The H1-Gradient.
One can circumvent this problem by opting for the Sobolev or Neuberger gradient,
∇ψH1G, instead (see [29]). It is the solution of the boundary value problem
−g′′ + g = ∇ψL2G,
[g′g]ba = 0.(4.3)
This provides us a gradient, ∇ψH1G = g, at any ψ, with considerably more flexibility
at the boundary points {a, b}. In particular one has
(1) Dirichlet Neuberger gradient : g(a) = 0 and g(b) = 0.
(2) Neumann Neuberger gradient : g′(a) = 0 and g′(b) = 0.
(3) Robin or Mixed Neuberger gradient : g(a) = 0 and g′(b) = 0 or g′(a) = 0
and g(b) = 0.
In addition to the flexibility at the end points, it also enables the new gradient to be
a preconditioned (smoothed) version of ∇ψL2G, as g = (I −∆)−1 ∇ψL2G, and hence
gives a superior convergence in the steepest descent algorithms when recovering a
smooth function. One can exploit the flexibility of the gradient at the end points
according to some prior information (if known) of ϕ at the end points. For example,
if prior knowledge of ϕ(a) and ϕ(b) are known, then one can define ϕinitial as the
straight line joining them and use the Dirichlet Neubeger gradient for the descent.
Thus the boundary data is preserved in each of the evolving ψm’s during the descent
process which leads to a more efficient and faster descent compared to the normal
L2-gradient descent, see Example 7.8. Even when ϕ|{a,b} is unknown, one can
use the Neumann Neuberger gradient that allows free movements at the boundary
points rather than gluing to some fixed values, see Example 7.7.
4.3. The L2 −H1 Conjugate Gradient.
Now, one can make use of both the gradients by forming an average of them, or
using them to compute the standard Polak-Ribie´re conjugate gradient scheme (see
[30]) to further boost the descent rate, approximately by a factor of 2. Specifically,
the initial search direction at ψ0 is h0 = g0 = ∇ψ0H1G. At ψm one can use an exact
or inexact line search routine to minimize G(ψ) in the direction of hm resulting in
ψm+1. Then gm+1 = ∇ψm+1H1 G and hm+1 = gm+1 + γmhm where
(4.4) γm =
(gm+1 − gm, gm+1)H1
(gm, gm)H1
=
(gm+1 − gm,∇ψm+1L2 G)L2
(gm,∇ψmL2 G)L2
.
Note that one can also use either ∇ψL2G or ∇ψH1G to form the conjugate gradient.
4.4. Some other gradients.
As mentioned above the Neuberger gradients, being smoothed versions of the L2-
gradient, has an advantage when recovering a smooth parameter, but is sometimes
not quite effective when the parameters have discontinuities or sharp features in
them. In these situations one can opt for the L2-gradient (especially when T ∗ is a
smooth operator), since it is a cruder gradient (and also saves computational time),
while noting that some other descent directions can provide even sharper recoveries
than the L2-gradient, see Example 7.1. The motivation follows from (4.1) and (4.2),
i.e., we need to find a direction h0 such that G
′(ψ)[h0] > 0.
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4.4.1. The L∞-gradient.
Here we seek a function h0 ∈ L∞(Ω) with norm one that maximizes G′(ψ)[h0], see
[31]. For a given ∇ψL2G, a quick inspection provides us the following L∞-gradient
(4.5) ∇ψL∞G(x) =

1, ∇ψL2G(x) > 0,
0, ∇ψL2G(x) = 0,
−1, ∇ψL2G(x) < 0.
4.4.2. The χ−gradient.
We define a characteristic gradient as
(4.6) ∇ψχG =
n∑
k=1
αkχAk ,
where αk ∈ R and Ak ⊂ [a, b] are chosen such that G′(ψ)[∇ψχG] > 0, and χ is the
usual characteristic function
χAk(x) =
{
1, x ∈ Ak,
0, x /∈ Ak.
Thus we can see that the previously defined ∇ψL∞G is a special case of the char-
acteristic gradient. Even though the L∞-gradient provides a discrete gradient for
the descent process, upon choosing αk and Ak appropriately we can obtain an even
faster descent rate and better recoveries. One way to choose αk and Ak is by split-
ting [a,b] into simple disjoint intervals, such that Ak = (xk, xk+1) and ∇ψL2G is
either positive, negative or zero on Ak, and αk =
1
|Ak|
∫
Ak
∇ψL2G dx, the average
of ∇ψL2G on the interval Ak. This is helpful because during the descent process we
are descending discretely depending on the ∇ψL2G values, unlike in the L∞-gradient
where we descend with constant values ±1 depending on the sign of ∇ψL2G.
4.5. The line search method for the functional G.
At any given ψm ∈ L2[a, b] the functional G is minimzed in the gradient direction
via the single variable function fm(α) = G(ψm+1(α)) and using a line search min-
imization, where ψm+1(α) = ψm − α∇ψmH1G. To bracket the minimum the initial
step size α0 is chosen by solving the quadratic approximation of the function fm,
(see [29]), which is given by
(4.7) α0 =
G′(ψm)[gm]
G′′(ψm)[gm, gm]
,
and since the expressions for G′′ and G′ are known, one can easily compute α0.
Hence during the descent process, starting from an initial guess ψ0 ∈ L2[a, b], we
obtain a sequence of L2-functions ψm for which the sequence {G(ψm)} is strictly
decreasing. In the next section, we discuss the convergence of ψm to ϕ and the
stability of the recovery.
5. Convergence, Stability and Error Analysis
Exact data: We first prove that the sequence of functions constructed during
the descent process converges to the exact source function in the absence of any
error term and then proves the stability of the process in the presence of noise in
the data.
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5.1. Convergence. First we see that for the sequence {ψm} produced by the
steepest descent algorithm, described in Section 4, we have G(ψm) → 0, since
0 ≤ G(ψm+1) < G(ψm). The following theorems describe the convergence of the
sequence {ψm} to ϕ in L2[a, b].
If the functional G in (1.13) has only the first term then from [29] we have the
convergence result for the functional G2, which is:
Theorem 5.1. Suppose that {ψm} is any sequence of L2-functions such that the
sequence {G2(ψm)} tends to zero. Then {ψm}, and the corresponding sequence
{gm := Tψm}, converge weakly in L2[a, b] to ϕ and g, respectively, and the sequence
{uψm} converges strongly to u in H1[a, b].
Note that, from [29] the proof of Theorem 5.1 requires the range of T ∗ to be
dense in L2[a, b], which is true since we have assumed T to be an injective bounded
linear operator. Now, if the functional G has both the terms, the functional G1 as
well as G2, then we have a stronger convergence result.
Theorem 5.2. Suppose that {ψm} is any sequence of L2-functions such that the
sequence {G(ψm)} tends to zero. Then {ψm}, and the corresponding sequence
{gm := Tψm}, converge strongly in L2[a, b] to ϕ and g, respectively, and {uψm}
converges strongly to u in H2[a, b].
Proof. The strong convergence of uψm → u in H2[a, b] and gm → g in L2[a, b] follow
from the bounds on G(ψ) in equation (2.2), which gives
(5.1) ||u− uψm ||2H2 ≤
(
1 +
1
λ1
)
G(ψm) .
Notice that the presence of the functional G1 makes this method an improved
version of the Landweber type iterations, and hence, from the theories developed
for Landweber iterations the sequence of functions ψm converges to ϕ strongly in
L2[a, b], for details see [1, 14]. 
Remark 5.3. From Theorem 5.2 though one may be tempted to use the functional
G for recovering the solution in every cases, due to the strong convergence, but that
comes with the price of involving the noisy data gδ directly. This effect is more
prominent when the δ is large and T (equivalently, T ∗) is a moderately smooth
operator, see [29]. Hence, in such scenarios one can have a weighted G to reduce
the effect of the noisy gδ present in G1 and increase the smoothing or stability by
giving more weights to G2, see Example 7.3 and remarks 8.2 and 8.4.
Noisy data: In this subsection we consider the data has noise in it and shows
that the sequence of functions constructed during the descent process using the
noisy data still approximates the exact solution, under some conditions.
5.2. Stability. Here we prove that the problem of solving equation (1.1) via con-
sidering it as a minimization problem (minimizing functional G) is a conditionally
well posed problem. We see from subsection 5.1 that for a given (exact) g we are
able to construct a sequence of functions {ψm} in L2[a, b] such that G(ψm) → 0
implying ψm → ϕ in L2[a, b], where Tϕ = g. Now, if we are given gδ instead, where
||g − gδ||L2 ≤ δ, then we show that the sequence ψm (constructed based on gδ)
will still approach ϕ, modulo some conditions. First we examine the value of the
functional Gδ, formed based on gδ, at the point ϕ ∈ L2[a, b].
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Theorem 5.4. Suppose given g and gδ are such that ||g−gδ||L2 ≤ δ and lets denote
their corresponding functional as G and Gδ, respectively,
G(ψ) = ||Tψ − g||2L2 + ||u′ψ − u′ϕ||2L2 ,
Gδ(ψ) = ||Tψ − gδ||2L2 + ||u′ψ − u′ϕδ ||2L2 ,(5.2)
where −u′′ϕ = g with uϕ(a) = 0 = uϕ(b), and −u′′ϕδ = gδ with uϕδ(a) = 0 = uϕδ(b).
Then the minimizer ϕ of functional G, such that G(ϕ) = 0, satisfies the following
upper bound
(5.3) Gδ(ϕ) ≤ Cδ2,
for some constant C.
Proof. Since Tϕ = g and Tϕδ = gδ we have
Gδ(ϕ) = ||g − gδ||2L2 + ||u′ϕ − u′ϕδ ||2L2
≤ Cδ2.

In the next theorem we prove that for a sequence of functions {ψm} converging
to ϕδ in L2[a, b], that is, Gδ(ψm) → 0 or Gδ(ψm) is small for some large m, then
G(ψm) is also small for large m.
Theorem 5.5. If for a sequence of functions {ψm} ⊂ L2[a, b], the sequence {Gδ(ψm)}
tends to zero, then there exists a positive number M(δ) such that for all m ≥M(δ),
G(ψm) ≤ Cδ for some constant C.
Proof. For the functional G1 we have
G1(ψm) ≤ ||g − gδ||2L2 + ||Tψm − gδ||2L2
and since Tψm → gδ in L2[a, b], we get G1(ψm) ≤ c1δ for some constant c1 and
large m. As for G2, it is proved in [29] that there exists an M2(δ) ∈ N such that
G2(ψm) ≤ c2δ for all m ≥M2(δ), and hence, the result follows. 
5.3. Conditional well-posedness. For an exact g (or equivalently, an exact u)
we have G(ϕ) = 0, but for a given noisy gδ (or uδ) with δ > 0, and the functional
based on it, we have Gδ(ϕ) > 0, see Theorem 5.6. So if we construct the sequence
of functions ψδm ∈ L2[a, b], using the descent algorithm, such that Gδ(ψδm)→ 0 then
(from Theorems 5.1 or 5.2) we will have ψδm
w−→ ϕδ which implies ||ψδm − ϕ||L2 will
follow a semi-convergent behavior (decreases first and then increases), as Gδ(ϕ) > 0
and Gδ(ψ
δ
m) → 0. This is a typical behavior for any ill-posed problem and is
managed by stopping the descent process at an appropriate iteration such that
Gδ(ψ
δ
M(δ)) > 0 but is close to zero (due to the stability Theorems 5.4 and 5.5).
Following similar arguments to those leading to (2.2) we can have a lower bound
for Gδ(ϕ) as follows
Theorem 5.6. Given u, uδ ∈ H20[a, b] with their respective functionals G,Gδ (as
defined in 5.2) and their inverse recoveries ϕ,ϕδ (such that G(ϕ) = 0 and Gδ(ϕδ) =
0), we have the following lower bound for Gδ(ϕ)
Gδ(ϕ) ≥
(
1 +
1
λ1
)−1
||u− uδ||2H2 .(5.4)
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Therefore, combining Theorems 5.4, 5.5 and 5.6 we have the following two-sided
bound for Gδ(ϕ), for some constants C1 and C2,
(5.5) C1||u− uδ||H1 ≤ Gδ(ϕ) ≤ C2||u− uδ||H1 .
Thus, when δ → 0 we have Gδ(ϕ) → 0 which implies ϕδ → ϕ in L2[a, b]. From
(5.4) we would like to stop the descent process when
(5.6) Gδ(ψm) <
(
1 +
1
λ1
)−1
||u− uδ||2H2 ,
but as we do not know the exact g (equivalently, the exact u) we can not use (5.6)
as the stopping criteria for the descent process. Instead we use the discrepancy
principle.
6. Stopping criterion I
When the error norm δ = ||g − gδ||L2 is known then Morozov’s discrepancy
principle, [25], can serve as a stopping criterion for the iteration process, that is,
terminate the iteration when
(6.1) ||Tψm − gδ||L2 ≤ τδ
for an appropriate τ > 16. For the convergence and stability of the process see [14].
We can further improve the termination rule by coupling the above condition with
Stopping criterion II (see §8), which is applicable even in the absence of δ.
7. Numerical Results
We follow an algorithm similar to that employed in [29] and perform inverse
recoveries on the classical integral type equations. A MATLAB code was writ-
ten to test the numerical viability of the method and the results obtained are then
compared with the standard regularization methods, like truncated SVD, Tikhonov
regularization, CGLS, LSQR and GMRES. The grid spacings and the descent di-
rections depend on the problem and is specified in the respective problem settings.
First we use the functional G to obtain the recoveries, where the iterations are
terminated using stopping criterion I (§6), and then we repeat the process for only
the functional G2 and compare the results.
7.1. Numerical Differentiation. In [29] we used the functional G2 to solve the
inverse problem of numerical differentiation. The gradient used in that paper
was either ∇L2G, ∇H1G, or the conjugate gradient based on them, and we ob-
served that the recoveries obtained using this method outperformed its counterparts
(like Tikhonov regularization, total variation, smoothing splines, the mollification
method and least square polynomial approximation) under the same assumptions,
that is, g ∈ H1[a, b]; see [29]. As aforementioned the L2 or H1 gradients struggle
when recovering a discontinuous function, see Example 7.4 in [29], since they are
relatively smoother gradients. In the example below, we perform the same recovery
but using a discontinuous gradient and the results are near perfect.
6In our experiments, we considered τ = 1 and the termination condition as ||Tψm−gδ||L2 < δ.
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Example 7.1. Here we compare the recoveries obtained using the ∇ψχG gradient
versus (i) L2 −H1 conjugate gradient from [29], (ii) total variation regularization
[32] and (iii) adaptive step-size regularization [33], when the derivative has a dis-
continuous jump. For this purpose we perturb the following test function, Example
7.4 in [29],
y2(t) =
{
1− t, t ∈ [0, 0.5],
t, t ∈ (0.5, 1],
and use it to numerically compute the first derivative of y2,δ = y2 + δ. Figure 1
shows the recoveries using different gradients. The relative error of the recovery
using L2 −H1 conjugate gradient is 0.1684 and the number of iterations needed to
achieve it is more than 1000; whereas the relative error of the recovery using ∇ψχG
gradient is 0.0038 and the number of iterations needed is 5.
(a) ∇ψχG conjugate gradient (b) Total variation regularization
[32]
(c) L2 −H1 conjugate gradient (d) Step-size regularization [33]
Figure 1. Numerical differentiation using different regularization.
Remark 7.2. One gets result very a similar to Figure 1a when using L∞-gradient,
to be precise the relative error of the recovery is 0.0079.
As mentioned before, the involvement of the functional G1 in the minimizing
functional G provides us with stronger convergence results, see Theorem 5.2, in
comparison to having only G2, see Theorem 5.1. However, this comes at the ex-
pense of the smoothness of the inverse recovery, since it contains the noisy data gδ
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in the descent algorithm when using the normal L2-gradient. Since most of the ad-
joint operators (T ∗) are smooth7, the ∇L2Gδ would mitigate the noisy effect of gδ,
provided the noise level is comparable with the smoothing effect of T ∗. If this is not
the case then, one can always update the smoothness of the gradient by extending
∇L2Gδ to ∇H1Gδ, but it requires solving differential equations and sometimes it
can be computationally expensive. Another way to improve the smoothness, in the
gradient, is through improving the minimizing functional as
(7.1) Gδ(ψ, α) = ||Tψ − gδ||2L2 + α||u′ψ − u′||2L2 .
Though it may seem similar to an external-parameter regularization (1.2), the dif-
ference is α is not the regularization parameter in this method8. The choice of α
affects the smoothness of the inverse recovery, where the smoothness increases with
the increase in α values, which is demonstrated in the Example 7.3. Note that
considering α = 0 yields Landweber iterations and α → ∞ (or 1α → 0, i.e., only
G2) leads to the regularization method described in [29].
Example 7.3. We contaminate the data points obtained from the function g(x) =
cos(x) on [−pi2 ,
pi
2 ], evenly spread with step-size h = 0.01, with normal noise to get
gδ such that the relative error in (g − gδ) is around 136.34%9. Figure 2 shows
the recoveries using different values of α, and the relative error in the recoveries
||∆x||L2
||x||L2 =
||ϕδ−(− sin)||L2
||− sin||L2 ∗100, where ϕδ is the computed derivative, is presented in
Table 1. Note that, recovering using only G1, i.e., α = 0, is equivalent to Landweber
iterations and the relative error is highest in this scenario.
Relative errors in the recoveries, Example 7.3
α 1 2 5 10 G2 G1
||∆x||2
||x||2 14.81% 5.93% 5.54% 5.41% 5.27% 19.52%
Table 1. Smoothness in the recovery increasing with α values.
Remark 7.4. From Example 7.3 one may be tempted to use the functional G2 only
for the inverse recovery, as it has great smoothing effect. However, using only the
functional G2 does not always yield better results than using G, such as when the
source function is not smooth, like in Examples 7.1. Also, using the combination
of G1 and G2 provides a stronger convergence than using only G2, see Theorems
5.1 and 5.2, especially when the noise level is small to moderate, see in Examples
7.5, 7.6, 7.7, 7.8 and remark 8.3.
7.2. Fredholm Integral Equation of the First Kind. A Fredholm integral
equation of the first kind is an integral operator equation, depending on a kernel
function K, and is very similar to a Volterra type equation but with constant limits
of integration:
(7.2) Tϕ :=
∫ b
a
K(s, t)ϕ(t)dt = g(s) , for s ∈ [c, d].
7as the ill-posedness of the inverse problem arises due to the smoothness of the operator T
8the regularization parameter is the iteration index.
9to keep it consistent with assumptions in [29], we have gδ(
−pi
2
) = g(−pi
2
) and gδ(
pi
2
) = g(pi
2
).
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(a) Nosiy data (gδ), 136.34% noise. (b) Solution with α = 0 in (7.1)
(c) Solution with α = 1 in (7.1) (d) Solution with α = 10 in (7.1)
Figure 2. Smoothness of solution depending on α in Example 7.3.
Such integral operator equations are classical inverse problems and can be quite
ill-posed. Examples 7.5, 7.6, 7.7, 7.8 and 7.9 are obtained by discretizing the
corresponding Fredholm integral (7.2), where the discretizations are carried out by
either Galerkin or Nystro¨m methods. This yields a linear discrete ill-posed problem
(7.3) Ax = b,
where the matrix A ∈ Rm×n is the discretized representation of the operator T
and the vectors x ∈ Rn, the b ∈ Rm are the discretized source and effect functions.
MATLAB functions in [34] determine the discretizations A ∈ Rn×n, and the scaled
discrete approximations of x ∈ Rn and b := Ax ∈ Rm, where n = m = 200, unless
otherwise stated. To test the stability of the method, we add a normally distributed
(with mean zero) error vector δ ∈ Rm to the original b to get a perturbed vector
bδ ∈ Rm, such that ||δ||2||b||2 (the relative error norm) ≈ 10%, unless otherwise stated.
In particular, when using stopping criterion I to terminate the descent process we
assume δ = ||δ||2 to be known and then compare, in Table 2, our results with the
results obtained using
• Non-iterative or direct regularization methods (i.e., using the singular val-
ues) like truncated SVD, truncated GSVD (generalized SVD), truncated
TLS (total least squares), standard (L(ψ) = ψ) and general (L(ψ) =
||ψ′||L2) form Tikhonov regularization.
• Iterative regularization methods like CGLS (conjugate-gradient least square)
method, LSQR method (Lanczos bidiagonalization), and range-restricted
GMRES (generalized minimal residual) method,
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where the routines for the above regularization methods were implemented from
[34]. We also compare the results obtained using our heuristic stopping rule Stop-
ping Criterion II (see §8), in the absence of δ knowledge, with the results obtained
using L-curve criterion in Tikhonov regularization, see Example 7.9.
Example 7.5. The Shaw Test [Image Restoration].
One dimensional image restoration can be modeled by a Fredholm equation with
the following kernel function
K(s, t) = (cos(s) + cos(t))2
(
sin(u)
u
)2
,(7.4)
u(s, t) = pi(sin(s) + sin(t)).(7.5)
The effect function g can be obtained from the following source function
(7.6) ϕ(t) = a1e
−c1(t−t1)2 + a2e−c2(t−t2)
2
.
From [34], we take the parameter values for a1 = 2, a2 = 1, c1 = 6, c2 = 2,
t1 = 0.8 and t2 = −0.5, which gives the source term ϕ two distinct peaks, and the
integration limits as [−pi2 , pi2 ] for both [a, b] and [c, d]. Figure 3a shows the recovery
of the solution using the functional G, and considering the L2-conjugate gradient
direction during the descent. The relative error in the recoveries are 16.20% and
16.24% using the functional G and G2, respectively.
Example 7.6. The Phillips problem.
In this example we consider the Phillips problem from [34], where the source, the
kernel and the effect functions are given by
(7.7) ϕ(t) =
{
1 + cos(pit3 ), for |t| ≤ 3,
0, otherwise,
K(s, t) = ϕ(|s− t|),(7.8)
g(s) = (6− |s|)
(
1 +
1
2
cos
(pis
3
))
+
9
2pi
sin
(
pi|s|
3
)
,(7.9)
with the limits of integration [a, b] = [c, d] = [−6, 6]. Figure 3b shows the recovery
of the solution using the functional G, and considering the L2-conjugate gradient
direction during the descent. The relative error in the recoveries are 8.80% and
9.38% using the functional G and G2, respectively.
Example 7.7. The Deriv2 problem:
In this example we numerically compute the second derivative of a given function.
Just as the solution of a Volterra equation gives us the first derivative of a function,
see [29], the solution of a Fredholm equation with the corresponding Green’s func-
tion as the kernel gives us the second derivative of the function. Here, the following
kernel function
(7.10) K(s, t) =
{
s(t− b), for s < t
t(s− d), for s ≥ t,
helps us to compute the second derivative of the function g(s) = s
3−s
6 on [a, b] =
[c, d] = [0, 1]. We use the perturbed function gδ instead and compare the computed
g′′δ with the original g
′′. Figure 3c shows the recovery of the solution using the
functional G and considering the L2-gradient direction during the descent. The
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relative error in the recoveries using the functionalG andG2 are 34.62% and 34.40%,
respectively. From the Figure 3c one can suspect that at the boundary point ‘b’
the recovery using ∇L2G-conjugate gradient maybe invariant during the descent
process, which in fact is true from the the kernel function (7.10), as uψ(b) = 0
and (T ∗ψ)(b) = 0, for all ψ ∈ L2[a, b], which implies ∇ψL2G(b) = 0. Hence in this
situation one can implement the Neumann Neuberger gradient, to have flexible
boundary values during the descent process. Figure 3d shows the recovery of the
solution using the functional G and considering the Neumann ∇H1G during the
descent. The relative errors in the recoveries are 8.81% and 10.66% using the
functional G and G2, respectively, and considering the conjugate-gradient direction.
Example 7.8. The Baart problem.
In this example we consider the Baart problem from [34], that is, with the following
source, kernel and effect functions:
ϕ(t) = sin(t),(7.11)
K(s, t) = es cos(t),(7.12)
g(s) = 2
sin(s)
s
,(7.13)
where the integral intervals are [0, pi2 ] for s and [0, pi] for t. Figure 3e shows the
recovery of the solution using the functional G and considering the L2-conjugate
gradient direction during the descent. The relative error in the recoveries are 21.67%
and 33.19% using the functional G and G2, respectively. Now, if we have any prior
knowledge on the boundary for ϕ then we can use the Dirichlet Neuberger gradient
as the descent direction, preserving the boundary information, and thus have a
much more efficient recovery, see Figure 3f. The relative error in the recoveries
(with ∇H1-gradient) are 5% and 5.11% using the functional G and G2, respectively.
Example 7.9. The Heat Problem.
Here consider the one dimensional heat problem from [34], with the kernel function
K(s− t) is defined as
K(ξ) =
ξ−3/2
2κ
√
pi
∗ exp
(
− 1
4κ2ξ
)
,(7.14)
where the value of κ is assumed to be 1 (yields ill-posedness). The exact solution ϕ
and the exact output g is computed using the routine from [34], which is then per-
turbed to produce a noisy data gδ (with 10% relative error). Note that in this case
we consider the dimension n = 100 for the discretized matrix A ∈ Rn×n as defined
in §7.2. This example is particularly important to show the effectiveness of the
stopping criterion II (see §8) in the absence of noise information. We consider two
cases (i) assuming δ known and using the discrepancy principle (as the regularizing
strategy) to recover the solution, and (ii) assuming δ unknown and using heuristic
stopping criteria, such as L-curve for the standard Tikhonov regularization and
stopping criterion II for our method. Figure 4a shows the recoveries using discrep-
ancy principle (assuming δ known) for both Tikhonov and our method as well as
using the stopping criterion II (assuming δ unknown, see §8) for our method, where
as Figure 4b shows the recovery using L-curve method for Tikhonov regularization.
The relative errors in the recoveries using stopping criterion I and II are 26.73%
and 27.72%, respectively, where as the relative errors for the standard Tikhonov
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method are 28.29% and 9.44 ∗ 105 % using the discrepancy principle and L-curve,
respectively, i.e., L-curve fails to provide an optimal parameter value in this case.
(a) Shaw test, Example 7.5. (b) Phillips test, Example 7.6.
(c) Deriv2 test (-∇L2G), Exp. 7.7. (d) Deriv2 test (-∇H1G), Exp. 7.7.
(e) Baart test (-∇L2G), Exp. 7.8. (f) Baart test (-∇H1G), Exp. 7.8.
Figure 3. Fredholm integral tests; Examples 7.5, 7.6, 7.7 and 7.8.
8. Stopping Criterion II
In this section we provide a heuristic approach to terminate the descent process
in the absence of noise information, i.e., when δ is unknown. We will also show that
by combining this strategy with stopping criterion I (see §6) one can further improve
the recovery, when δ is known. Notice that integrating the noisy data gδ, to get
uδ, significantly reduces the effects of high oscillations originating from the random
variable and of any outliers (as its support is close to zero measure). For example,
Figure 2a in Example 7.3 shows the difference between g and gδ, with a relative
error of 136.34%, where as Figures 5a and 5b show the difference between u and uδ,
and between u′ and u′δ, with relative errors of 5.62% and 8.92%, respectively. The
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(a) (b)
Figure 4. (a) Solutions: exact (dotted-brown), Tikhonov-
discrepancy (blue), our method: stopping criterion I (red), stop-
ping criterion II (green). (b) Tikhonov L-curve criterion solution.
Relative errors in different regularization methods for 10% error
Methods Shaw Phillips Deriv2 Baart Heat
Tikhonov (L = I) 0.1361 0.0728 0.3273 0.2066 0.2830
Tikhonov (L = ∇) 0.5574 0.0914 0.0916 0.2076 0.2816
TSVD 0.1733 0.1119 0.4184 0.2602 0.2994
TTLS 0.5837 0.1081 5.2 ∗ 103 0.3582 0.4445
TGSVD 0.5813 0.0452 0.0503 0.2288 0.3358
CGLS 0.1616 0.0988 0.3462 0.2535 0.2536
LSQRB 0.1616 0.0988 0.3462 0.2535 0.2536
RRGMRES 0.1652 0.0935 0.3622 0.2508 8.7 ∗ 1010
Our method 0.1620 0.0880 0.0881 0.2167 0.2673
Table 2. Stopping strategy: Morozov’s discrepancy principle (see §6).
advantage of this is that during the descent process when the constructed sequence
{gm := Tψm} tries to fit the noisy data gδ, it leads to overfitting and hence,
the sequence values {G2(ψm)} and/or {G3(ψm) := ||u − uψm ||2L2} increases, since
the overfitting occurs in a smooth fashion (as T ∗ is smooth) and that leads to an
increase in the integral values. For example, Figure 6 shows the descent10 of the
functional G, G1, G2 and G3, for Example 7.5. One can observe that though the G1
values (and thus G values, as G1 is dominating) is decreasing, the G2 and G3 values
have started increasing (or fluctuating), when gm attempts to fit the noisy gδ (i.e.,
overfitting). Hence, one can formulate a stopping strategy based on this behavior.
Typically, one records the recoveries obtained at these fluctuating instances for
certain early fluctuations. After the process is terminated, where the termination
condition can be based on certain number of fluctuations or certain number of
total iterations, one examines the recorded recoveries at these fluctuating instances
and choose the recovery of the highest index which is similar to the recovery at a
pivotal point, where a pivotal point is defined as follows. When error norm δ is
known then the discrepancy principle can provide a pivotal point, i.e., the iteration
10after 6 iterations, as all the functional values decreases for the first 5 iterations.
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(a) u vs. uδ, Example 7.3 (b) u’ vs. u
′
δ, Example 7.3
Figure 5. Integration smooths out the noise, (compare it to Figure 2a).
at which the discrepancy principle is satisfied. Now when δ is unknown then one
has to pick a pivotal point amongst the fluctuating indices, which is usually the
smallest index for which the image of the recovery (Tψm) approximates the noisy
data gδ (Tψm fits through gδ). For example, applying this algorithm to Example
7.5, assuming δ unknown, we obtain G3 has the first increment at the 6th iteration,
G2 has its at the 8th iteration, and there is no increment for G1, see Figure 6. To
consider either the 6th iteration or the 8th as the pivotal point, we compare the
respective images (Tψ6 and Tψ8) to gδ, see Figure 7a, which yields iteration 6th as
the pivotal point (i.e., the earliest fluctuating iteration for which Tψm fits gδ). Now
we compare the recovery at the 8th iteration to the recovery at the 6th (pivotal
point), see Figure 7b, and since they are similar we choose the recovery at the 8th
iteration as our recovered solution (i.e., the recovery corresponding to the highest
iteration which is similar to the pivotal point recovery). The relative errors of the
recovery for the 6th and 8th iterations are 0.1620 and 0.1613, respectively. Note
that, from Figure 9a the relative errors of the recovery follows a semi-covergence
nature, where the minimum is attained at the 14th iteration with a relative error of
0.0902. Let’s consider another example, say Example 7.9 where L-curve criterion
fails, the increments for G2 are the 5th and the 18th, and for G3 they are the
3rd and the 18th. Now to determine the pivotal point we compare the Tψ3, Tψ5
and Tψ18 with gδ, see Figure 8a, which provides index 18 as the pivotal point,
since Tψ3 and Tψ5 do not fit gδ appropriately (i.e., underfits gδ), and hence, we
choose the recovery at the 18th iteration as the recovered solution. Figure 8b shows
the recoveries at the 3rd, 5th and 18th iterations, with the relative errors in the
recoveries as 65.82%, 58.69% and 27.72%. Figure 9b shows the semi-convergence
nature of the relative errors for the recoveries for Example 7.9.
Relative errors in different problems for 10% error
Stopping Criteria Shaw Phillips Deriv2 Baart Heat
SCI (§6), δ known 0.1620 0.0881 0.0882 0.2167 0.2673
SCII (§8), δ known 0.1613 0.0834 0.0804 0.2548 0.2772
SCII (§8), δ unknown 0.1613 0.0834 0.0804 0.2548 0.2772
Table 3. Stopping criterion I (§6) vs. Stopping criterion II (§8).
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(a) G descent, Example 7.5. (b) G1 descent, Example 7.5
(c) G2 descent, Example 7.5 (d) G3 descent, Example 7.5
Figure 6. Descent of the functional values, Example 7.5
(a) (b)
Figure 7. (a) Tψ6 and Tψ8 vs. gδ (b) Recoveries at the 6th and
8th iterations vs. exact solution, for Example 7.5
Remark 8.1. Notice that from Table 3 the relative errors in the recoveries obtained
with or without knowing the δ is nearly identical. Hence, with the stopping strategy
II one can obtain recoveries in the absence of error norm as good as in the presence
of it, and sometimes even better, which is remarkable.
Remark 8.2. As explained earlier, the semi-convergent nature of the recovery is a
result of the ill-posedness of the problem, i.e., the noise in the original data creeps
in to distort the recovery. However, since integration smooths out the noisy data,
if we put more weight on the functional G2 in the recovery process (i.e., large α
in Gδ(., α) as defined in (7.1)) then one can expect to significantly mitigate the
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(a) (b)
Figure 8. (a) Tψ3 (brown), Tψ5 (green) and Tψ18 (red) vs. gδ
(b) Recoveries at the 3rd (red), 5th (yellow) and 18th (purple)
iterations vs. exact solution, for Example 7.9.
(a) (b)
Figure 9. (a) Relative errors of the recoveries for Example 7.5
(b) Relative errors of the recoveries for Example 7.9
ill-posedness of the problem and hence, notably delay (if not completely remove)
the semi-convergent nature. Typically, instead of putting heavy weights on G2 we
put light weights on G1, i.e., use the following transformed functional instead
(8.1) G(ψ, α, β) = βG1(ψ) + αG2(ψ).
For example, considering G(., α = 1, β = 0.01) and G(., α = 1, β = 0.05), instead
of G(., α = 1, β = 1), for Examples 7.5 and 7.9, respectively, we are able saturate
the convergence of the recovery; see Figures 10a, 10b, 11 and 12 .
Remark 8.3. From remark 8.2 one may be tempted to use only the functional
G2 for the recovery process. However, dropping G1 means we are avoiding the
original operator T completely, and (sometimes) it may not lead to a more efficient
recovery. For example, Figure 11a and Figure 11b show the convergence of the
recovery for Example 7.8 using only G2 and G(., α = 1, β = 0.1), respectively. Here
we can observe that using simply G2 not only takes more iterations to achieve the
saturation but also the relative error in the recovery is slightly greater than the
relative error obtained when using a weighted G2 with G1.
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(a) Using (0.01) ∗G1 +G2 (b) Using (0.05) ∗G1 +G2
Figure 10. Relative errors of the recoveries for (a) Example 7.5
(b) Example 7.9; using G(., α, β) as defined in (8.1).
(a) Using only G2 (b) Using (0.1) ∗G1 +G2
Figure 11. Relative errors of the recoveries for Example 7.8.
Remark 8.4. From remark 8.2 one can observe that the relative errors of the recov-
ery saturates (or have a convergent nature) for the appropriate choices of α and β
values, i.e., one breaks (or at-least delays) the semi-convergent nature of the iter-
ative process. This provides a motivation when dealing with data having extreme
noise level (noise relative error ≥ 50%). Figures 12a and 12b show the relative
errors in the recovery, for Examples 7.5 and 7.9, respectively, and having a relative
noise level of 50%. From Figure 12 one can clearly see that the semi-convergent
nature of the recovery process is significantly delayed (if not completely removed)
by choosing appropriate values for α and β, even for extreme noise level.
9. Conclusion and future research
In this paper we provide a new regularization approach to solve inverse prob-
lems, where an external regularizing parameter is not critically needed, thereby
avoiding its associated problems. We present various descent directions, depending
on some a-priori knowledge about the smoothness of the solution, for the mini-
mization processes. An appropriate direction not only speeds up the descent rate
but also improves the efficiency of the recovery. For any iterative regularization
method the stopping criterion plays a very important role in providing regulariza-
tion (or smoothness) to the inverse recovery, i.e., to avoid the semi-convergence
of the recovery errors. Hence, we provide an effective heuristic stopping strategy
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(a) Example 7.5 (Shaw) (b) Example 7.9 (Heat)
Figure 12. Convergence and semi-convergence of the relative er-
rors of the recovery depending on the various α and β values in
(8.1). For (α, β) = (1, 0) : Red; (1, 10−4) : Green; (1, 10−3) : Blue;
(1, 10−2) : Cyan; (1, 10−1) : Magenta; (1, 1) : Brown; (0, 1) : Black.
which works even in the absence of noise information. This is significant since in
many real-world problems the error norm is not known, and even when it is known
(sometimes) following the simple discrepancy principle does not yield the optimal
result. We show that combining the discrepancy principle with the heuristic ap-
proach further improves the recovery. We also show that one can even circumvent
(or at least prolong) the semi-convergent nature of the recovery process by appro-
priately choosing α and β values for the functional G as defined in (8.1). In other
words, we are able to saturate the convergence of the relative errors of the recovery,
without any additional information.
In a follow up paper we are going to extend this regularization method to solve
inverse problems in higher dimensions and non-linear inverse problems.
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