A Fortran 77 program is provided for an ordinal dominance analysis of independent two-group comparisons. The program calculates the ordinal statistic, d, and statistical inferences about δ. The source codes and an executable file are available at http://www.depts.ttu.edu/hdfs/feng.php.
Introduction
The frequently encountered location comparison problem in behavioral and psychological research is usually answered by the two-sample t-test, comparing means of the two groups, or the parallel one-way ANOVA. However, it has been argued that ordinal alternatives to mean comparisons, such as the dominance analysis δ (Agresti, 1984; Cliff, 1991 Cliff, , 1993 Hettmansperger, 1984; Randles & Wolfe, 1979) , have advantages over the classical ones, because data in the social sciences are often ordinal in nature. In addition, ordinal methods are invariant under monotonic transformation, and can be more robust than the traditional normal-based statistics methods when the parametric assumptions are violated (Caruso & Cliff, 1997; Cliff, 1993; Long, Feng, & Cliff, 2003) . This dominance analysis, δ, is summarized by the ordinal statistic d which compares the proportion of times a score from one group or under one condition is higher than a score from the other, to the proportion of times when the reverse is true. The d method not only tests the H 0 : δ = 0, but also allows for determination of confidence interval (CI) bounds.
Fligner and Policello (1981) introduced a robust version of the Wilcoxon-Mann-Whitney test (Mann & Whitney, 1947) for comparing the Du Feng is a Professor in the department of Human Development and Family Studies. Email: du.feng@ttu.edu. Norman Cliff is Professor Emeritus. Email: nrcliff5@q.com. medians of two independent continuous distributions, and tested behavior of d, using the sample estimate of its variance. Cliff (1993) suggested a modification of Fligner and Policello's (1981) procedure by deriving an unbiased sample estimate of the variance of d and setting a minimum allowable value for it in order to increase the efficiency of the estimate and to eliminate impossible values. Delaney and Vargha (2002) used modifications of the CI for δ with Welch-like dfs, but these modifications did not take into account specific situations in which d with traditional CI performed poorly. Long, et al. (2003) proposed a further adjustment on the CI to account for boundary effects on the variance of d due to the negative correlation between σ d 2 and δ. Simulation studies have shown that independent d, when compared to the t-test with Welch's adjusted df (Welch, 1937) , behaves quite well in small and moderate samples under various normal and non-normal distributions in terms of Type I error rate, power, and coverage of the CI (Feng & Cliff, 2004) .
Popular statistical software packages do not include ordinal dominance analyses. Thus, the purpose of this article is to provide a Fortan program that calculates the ordinal statistic, d, and statistical inferences about δ , for independent groups. The program also performs Welch's t-test on the same data for comparison.
Methodology Independent d Analysis
The calculation of independent d involves comparison of each of the scores in one group to each of the scores in the other group . A dominance variable d ij is defined as:
, where x i represents any observation in the first group, x j in the second. The d ij simply represent the direction of differences between the x i scores and the x j scores: a score of +1 is assigned if x i > x j ; a score of -1 is assigned if x i < x j ; and a score of 0 is assigned if x i = x j . The d is an unbiased estimate of δ: An asymmetric CI for δ was shown to improve the performance of d (Cliff, 1993; Feng & Cliff, 2004) :
where Z α/2 is the 1-α/2 normal deviate. When d is 1.0, s d reduces to zero, the upper bound for the CI for δ is 1.0, and the lower bound is calculated by
where n min is the smaller of the two sample sizes. When d equals -1.0, the solution is the negative of (5).
The Fortran Program
The Fortran program for the independent groups d analysis applies the algorithm of the above Equations (1), (2), (3), (4), and (5). The program is interactive, supplying prompts at several points. Data can be either read from a file or input from the keyboard; if input from the keyboard, data will be stored in a file. In both cases, any number of experimental variables is possible, but an analysis is conducted on only one variable at a time. After input, data are sorted within each group.
The program calculates the statistical inferences about δ, generating d and its variance, as well as the components of variance of d. The outputs include a CI for δ and the significance of d (a z-score), testing the null hypothesis. The program also calculates the dominance variable d ij , and a dominance matrix for the variables analyzed is generated as a part of the outputs when the data are no more than 75 cases. Otherwise, only the statistics and their components are included in the outputs. In order to compare the d method with the classical test methods, the program also performs the classical t statistic for independent groups with Welch's adjustment of degrees of freedom. Table 1 shows an example of the output file the program generated when the sample size is 25 for both groups.
Conclusion
The ordinal method d does not involve excessive elaboration and complicated statistical analyses. Its concepts can be easily understood by nonstatisticians. However, popular statistical software packages such as SAS and SPSS do not allow for ordinal dominance analyses. This Fortran program (see the appendix for source codes) for independent groups d analysis is easy to implement. Its outputs provide descriptive information, not only the null hypothesis is tested, but also a CI is provided. In addition, a dominance matrix is produced as a useful visual aid to the test. A comparison of d with Welch's t. also is provided. Furthermore, if the users have access to the IMSL library, the current source codes can be easily adapted and used in Monte Carlo studies to evaluate the performance of d in terms of Type I error rate, power, and CI coverage. 
Appendix: Fortran Program
C************************************************************************************C C This program computes independent groups d-statistics (Cliff, 1996; Long et al., C C 2003; Feng & Cliff, 2004 ) and provides their standard errors, confidence intervals,C C and tests of hypotheses. The program is interactive, supplying prompts at several C C points. It should be noted that before doing the analyses, you should have C C arranged your data in the specified format. C C Data can be either read from a file or input from the keyboard. If input from the C C keyboard, data will be stored in a file. Data must be entered casewise, that is, C C all the data for one case or person, then all for the next, etc., and we need to C C know the number of cases and variables. Group membership must be entered as C C variable. C C If data are in an external file, they must be cases by variables. That is, all the C C scores for the first case or subject, all for the second, etc. In both cases, C C there could be any number of experimental variables, but you can do an analysis on C C only one variable at a time. We need to know the number of cases, and the number C C of variables for each case, including the grouping variable before running the C C program. C C If the data are no more than 75 cases, a dominance matrix for the variables C C analyzed will be printed as part of the output. Otherwise, just the statistics and C C their components will be included in the output. C C The program is supplied as a professional courtesy. It can be used or copied for C C any academic or research purpose. However, it should not be copied for any C C commercial purpose. We do not know of any errors, but do not guarantee it to be C C errors-free. Please understand that it was written by amateur programmers, and is C C not intended to be of commercial quality. C C************************************************************************************C INTEGER I,J,NV,NP,JQ,JC,JPLU,JG(2),NPER (2) (1),PLUS(2),PLUS(3)/'-','0','+'/ C****************************************************************************C C Read data from a file, or input from the keyboard. C C*************************************************************************** FORMAT(1X,' Second group: ') READ(*,'(I2)') JG (2) NPER(1) = 1 NPER(2) = 1 WRITE(*,226) 226 FORMAT(1X,' Name of the output file is: ') READ(*,'(A9)') OUTFILE OPEN(8,FILE=OUTFILE) C******************************************************************************C C Sort data. C C******************************************************************************C DO 4 I=1,NP IF(Z(I,JC).EQ.JG (1) CONTINUE 5 CONTINUE C******************************************************************************C C Calculate dominance matrix (and print the matrix for small data set). C C******************************************************************************C SQIJ = 0. (2) IF ( CONTINUE ENDIF C***************************************************************************C C Calculate d and variance of d. C C***************************************************************************C DB = DEL/(NPER(1)*NPER (2) C*************************************************************************C C This part is for calculations of variance of d. C C************************************************************************ FORMAT(1X,A45,' = ',F7.4) SD = SQRT(VARD) C*************************************************************************C C Calculate the asymmetric 95% confidence interval for delta, C C with further agjustment on C.I. when d = 1.0 or d = -1.0. C C*************************************************************************C IF (NPER(1).LE.NPER (2) ELSE UPPER = (DB-DB**3 + 1.96*SD*SQRT(DB**4 -2*DB**2 + 1 &+ 1.96*1.96*VARD)) / (1-DB**2 + 1.96*1.96*VARD) IF (UPPER.GT.1) UPPER = 1 LOWER = (DB-DB**3 -1.96*SD*SQRT(DB**4 -2*DB**2 + 1 &+ 1.96*1.96*VARD)) / (1-DB**2 + 1. FORMAT(1X,A45,' z = ',F7.4) WRITE(8,*) C******************************************************************************C C This short section computes the ordinary unpooled t-test C C with Welch's adjusted df. C C***************************************************************************** 
