Visual adaptation is a critical and ubiquitous mechanism that occurs for any stimulus feature and involves a continuous adjustment of the neuronal contrast gain. These adjustments prevent our visual system from dropping in sensitivity for the prevailing ranges of stimulus features that are processed at a given time. In addition to the classical adaptation, which arises over several seconds to minutes, a number of psychophysical, electrophysiological and interference studies have documented a much faster form of adaptation occurring with motion stimuli. This faster adaptation operates on a sub-second scale. In the present study, we investigated whether a fast form of adaptation also exists for spatial contrast and whether its characteristics (e.g., dependence on the duration of adaptation, time course of recovery) are similar to the classical, slower contrast adaptation. We found that a fast form of adaptation does exist and is maximal at intervals of 16-50 ms after the offset of the adapting stimulus. Similar to what previous studies have found regarding the classical contrast adaptation, the initial threshold elevation of this study did not depend on the duration of the adapting stimulus, but only on its contrast. Our results showed that the function which best describes the decay of brief adaptations to high-contrast stimuli was a double exponential decay function, whereas the best function for describing adaptation to low-contrast stimuli was a single exponential decay function with a very fast recovery rate. Thus, adapting contrast influences both the threshold elevation, which rises with increasing adapting contrast, and the time course of recovery from adaptation. Overall, our data suggest the presence of a mechanism that is similar to the classical contrast adaptation involved in longer adaptations, but it operates over much shorter timescales.
Introduction
Visual adaptation is one of the most important functions of the visual system, because it produces relevant perceptual outcomes (Kohn, 2007; Krekelberg, Boynton, & van Wezel, 2006) . For example, studies of cats and monkeys' striate cortices (Ohzawa, Sclar, & Freeman, 1985; Sclar, Lennie, & DePriest, 1989) showed that cortical cells can adjust their gain to the prevailing contrast level. Adaptation shifts the contrast response function to another operating range, thereby increasing the slope of the function and thus the sensitivity of the system in the other contrast range (Heeger, 1992) . Traditionally, studies have investigated the effects of adaptation by using long stimulus durations (ranging from seconds to minutes; for a review, see Mather et al., 2008) . However, other studies have observed neurophysiological and psychophysical evidence that adaptation occurs not only over long time periods, but also at a variety of timescales, indicating that even a few milliseconds of stimulus presentation can produce adaptation (Campana et al., 2011; Chance, Nelson, & Abbott, 1998; Glasser, Tsui, Pack, & Tadin, 2011; Kanai & Verstraten, 2005; Pavan et al., 2009 Pavan et al., , 2010 Priebe, Churchland, & Lisberger, 2002; Varela et al., 1997 Varela et al., , 1999 .
In the present study, we investigated the time course of recovery from brief adaptations to spatial contrast in order to assess whether brief adaptations exhibit the same dynamics as do longer adaptations but over different timescales. A striking number of studies (for a review, see Foley & Boynton, 1993) have investigated the timescales of contrast adaptation. Again, most of these studies assessed the recovery functions after long adaptation durations. Greenlee et al. (1991) , by using a contrast detection task (i.e., yes/no task), adapted subjects to flickering gratings presented for either 1, 10, 100 or 1000 s. Overall, their results showed that: (i) the recovery function from contrast adaptation was approximated by a power function that is a linear function on log-log coordinates (i.e., log contrast threshold vs. log recovery time; for similar results see Blakemore & Campbell, 1969; Blakemore & Nachmias, 1971; Georgeson & Harris, 1984; Stecher, Sigel, & Lange, 1973; Swift & Smith, 1982; Tolhurst, 1972) ; and (ii) across all the adapting contrast levels, the recovery function was invariant/independent of all adapting durations employed, as the slope of the (log-log) linear recovery function was represented by a single decay constant for all the adaptation durations. The recovery functions were parallel, but those relative to the higher adapting durations were shifted upwards with respect to the functions relative to the lower adapting durations. Thus, the time required to complete recovery depended on the adapting time but not on the initial threshold elevation, whereas the slope of the recovery function depended on the adapting contrast, but not on the adapting time. Other studies have similarly pointed out that desensitization (i.e., threshold elevation) and recovery from contrast adaptation varied linearly in log-log coordinates (Magnussen & Greenlee, 1985; Rose & Evans, 1983) . From this perspective both desensitization and recovery from contrast adaptation can be described as a power function of time.
Other studies, however, have shown that different functions could describe the time course of desensitization and recovery. For example, Bodinger (1978) found that the recovery function was described by a sum of two exponential decay functions. One of these exponential functions has a time constant of a few seconds and describes the earliest part of the recovery, whereas the other exponential function has a much longer time constant and describes the later stage of the recovery. Hammett, Snowden, and Smith (1994) showed similar exponential decays from initial contrast threshold elevation, but they demonstrated it only for temporal frequencies of the adapting and test patterns above 4 Hz. Foley and Boynton (1993) using a two-position spatial forced-choice task (2PSFC) and adapting for 200 ms, 2 s and 2 min, found that threshold elevation was very rapid: indeed, the contrast thresholds did not increase much as the adaptation duration increased ($1 dB from 200 ms to 2 min adaptation). Moreover, different adapter durations did not produce different desensitization in the first few milliseconds (from 10 to 50 ms) after the offset of the adapting stimulus. It is possible that Foley and Boynton achieved this result because they measured the contrast thresholds immediately or very shortly after the offset of the adapting stimulus (Foley & Boynton, 1993; Georgeson & Georgeson, 1987) , whereas other studies (e.g., Greenlee et al., 1991; Magnussen & Greenlee, 1985; Rose & Evans, 1983 ) measured the contrast thresholds several milliseconds after the adapting offset (e.g., 300 ms after the adapting offset in the case of Greenlee et al., 1991) , thus showing a different effect of adapting duration on initial threshold elevation as well as showing different recovery functions. As suggested by Foley and Boynton (1993) , power functions can hardly describe the recovery function for very short inter-stimulus intervals (ISIs), since these functions should imply that thresholds would tend towards infinity immediately after the adaptation period. Moreover, they found that the relation between contrast threshold elevation and recovery function could be described accurately by a weighted sum of two decay exponential functions, with the shorter decay constant (50-100 ms) that was independent of adaptation duration and the longer decay constant (above 1 s) that increased with the adapting duration. Contrarily to what Hammett, Snowden, and Smith (1994) had observed, Foley and Boynton also pointed out a relatively small effect of the temporal frequency of the adapting pattern on the initial threshold elevation over a range of 0-15 Hz.
In the present study, by using a yes/no contrast detection task similar to that used by Greenlee et al. (1991) , we assessed: (i) the timescales of desensitization and recovery from brief adaptations to spatial contrast, focusing on sub-second adapting durations; (ii) whether the recovery functions can be described by a power function or an exponential decay function (or a sum of two decay functions; Bodinger, 1978; Foley & Boynton, 1993) for two levels of adapting contrast (i.e., 19 and 39 dB); and (iii) whether the initial threshold elevation depends on the adapting durations in the case of brief adaptations. Since Foley and Boynton (1993) showed that the adapter duration beyond 200 ms had no effect on the initial contrast threshold elevation in the first few milliseconds (10-50 ms) after the offset of the adapting pattern, we used initial ISIs of either 16.7 or 50 ms, depending on the contrast of the adapting patterns.
Method

Subjects
Two authors and five naïve subjects participated in the experiment. Subjects sat in a dark room at a distance of 57 cm from the screen. Viewing was binocular. They were instructed to fixate on the center of the screen. All subjects had normal or corrected-tonormal visual acuity. All subjects participated voluntarily, and all received compensation (except for the two authors and one naïve subject). In addition, all participants gave their informed consent prior to their inclusion in the experiment.
Apparatus
Stimuli were displayed on a 19-in. CTX CRT Trinitron monitor with a refresh rate of 60 Hz. We generated the stimuli with Matlab Psychtoolbox (Brainard, 1997; Pelli, 1997) . The screen resolution was 1280 Â 1024 pixels. Each pixel subtended $1.9 arc min. The minimum and maximum luminances of the screen were 0.2 and 101.05 cd/m 2 , respectively, and the mean luminance was 46.7 cd/ m 2 . Luminance was measured with a Minolta LS-100 photometer.
A gamma-corrected lookup table (LUT) was used so that luminance was a linear function of the digital representation of the image.
Stimuli
The adapting stimuli consisted of vertically oriented sinusoidal gratings (size: 11 Â 11 deg) that were presented for a duration of 200, 400 or 800 ms. The sinusoidal gratings had a spatial frequency of 3 cycles/deg (Greenlee et al., 1991) . The initial spatial phase was randomized across trials and reversed as a sinusoidal function of time at a rate of 5 Hz; that is, the spatial phase of the adapting gratings was changed by 180 deg during the stimulus presentation. The contrast of the gratings was expressed in decibels (dB) relative to 1% (i.e., dB re. 1 = 20 log 10 C, where C is contrast; Greenlee et al., 1991) . The contrast of the adapting stimuli could be either 19 dB (8.913%) or 39 dB (89.13%). Moreover, we used a baseline condition in which the contrast of the adapting grating was set at 0% (see Section 2.4). The test grating was presented for 100 ms and had the same size and spatial frequency of the adapting grating. The initial spatial phase of the test grating was randomized across trials. We varied the contrast of the test gratings on a trial basis with two modified up-down staircases (Levitt, 1971) .
Procedure
The adapting gratings were displayed at the center of the screen and were counterphase flickered at 5 Hz. High-contrast adapting gratings (39 dB), low-contrast adapting gratings (19 dB) (Greenlee et al., 1991) . The adaptation durations and ISIs of the present study were similar to those used by Kanai and Verstraten (2005) and Pavan et al. (2009 Pavan et al. ( , 2010 , who obtained reliable rapid motion-aftereffect (rMAE) adapting for 320 and 640 ms and with ISIs of 40 and 120 ms. We varied the contrast modulation of the test grating from trial to trial according to two modified up-down staircases (Levitt, 1971) . The first staircase always began with a contrast modulation of the test stimulus at 29.5 dB, whereas the second staircase always began with a contrast test modulation of 13.9 dB. The initial step size of the first staircase was set at 22 dB. After each reversal, the step size was decreased by 0.2 log units. The initial step size of the second staircase was set at À22 dB, and at each reversal, the step size was increased by 0.2 log units. Each staircase stopped after 100 trials or 16 reversals. We calculated the contrast thresholds separately for each staircase while avoiding the first four reversals. The final contrast threshold was the average between the two contrast thresholds which were estimated separately for each staircase.
The two staircases were randomly interleaved within each block; for example, the first trial could belong to the second staircase and the second trial to the first staircase, or vice versa. Each block consisted of one adaptation duration (i.e., either 200, 400 or 800 ms) and one specific ISI of 50, 150, 450, 1350 or 4050 ms in the case of 39 dB adaptation, or 16.7, 50, 150, 450 or 1350 ms in the case of 19 dB adaptation. Each trial consisted of an adapting stimulus, a specific ISI and the test stimulus. The adaptation duration and ISI were presented in a pseudo-randomized order across subjects. That is, a subject started with random adaptation duration and adapting contrast, but he or she completed the entire set of ISIs (presented in randomized order) before seeing the next adaptation duration and/or contrast modulation. Thus, the adaptation duration and the contrast modulation of the adapting pattern were varied across blocks. The inter-trial interval was set at 3 s, during which the display was blank except the fixation point. Subjects performed a contrast detection task and responded by pressing one of the two designated buttons to indicate whether they saw the test grating or not (yes/no task). All subjects were thoroughly trained in contrast detection before they began the adapting sessions; moreover, before the 39 dB and 19 dB adapting sessions, the subjects performed baseline sessions in which they adapted for 200, 400 or 800 ms (in separate blocks) to a uniform field of the same mean luminance as the background's luminance (i.e., 46.7 cd/m 2 ). Baseline sessions were equal to the adapting sessions with the exception that the contrast modulation of the adapting stimulus was set at 0%. In the baseline sessions, the ISIs were 50, 150, 450, 1350 and 4050 ms.
We chose to test participants with the yes/no task in order to (i) establish a direct comparison with the results of Greenlee et al. (1991) ; (ii) assess whether using a different method than the one employed by Foley and Boynton (1993) (i.e., 2PSFC) the recovery from brief adaptations approximated an exponential decay function (or a double exponential function). Moreover, we avoided a 2PSFC procedure also in order to adapt and test the same retinal location and to maintain adapter and test patterns at the same size, this because Hutchinson and Ledgeway (2007) showed asymmetric masking tuning functions when using stimuli with different size, and thus with a different number of cycles per image. The test stimuli in Foley and Boynton's (1993) experiment were, indeed, much smaller than the adapters/maskers, and they were placed slightly above or below the fixation point; (iii) prevent possible top-up adaptation effects across intervals in the case of a twointerval forced-choice method (e.g., Georgeson & Georgeson, 1987) , since with this procedure, the adapter is presented in both temporal intervals.
Results
Prior to analyze threshold elevation following sub-second adaptations to spatial contrast and the recovery from desensitization, we assessed whether the detection task was being performed and it was continuous across the range of contrast levels displayed. To this purpose, we extracted data from the staircases and interpolated them with a logistic function. In Fig. 1 data are shown for seven subjects after adaptation to a uniform field (solid circles) and after full recovery from adaptation to high (open circles) and low-(solid triangles) contrast grating (i.e., after 4050 ms of ISI for 39 dB adapting gratings and after 1350 ms of ISI in the case of 19 dB adapting gratings), for the three adaptation durations employed (i.e., 200, 400 and 800 ms). Data were fitted with a logistic function of the form:
where p is the detection probability, x is the stimulus level, a is the false alarm probability, b is the maximum response probability, m is the midpoint of the function and s is the slope (see Gleich et al., 2006; Lam, Mills, & Dubno, 1996) . The logistic fit for the 200 ms adaptation duration reported an Adjusted R-Square of 0.893 (parameters: a = 0.033, SE = 0.03; b = 0.985, SE = 0.029; m = À1.635, SE = 0.079; s = 0.538, SE = 0.105), the logistic fit for the 400 ms adaptation duration reported an Adjusted R-Square of 0.901 (parameters: a = 0.003, SE = 0.021; b = 0.938, SE = 0.024; m = À1.642, SE = 0.036; s = 0.204, SE = 0.028), whereas the logistic fit for the 800 ms adaptation duration reported an Adjusted R-Square of 0.933 (parameters: a = 0.019, SE = 0.023; b = 0.998, SE = 0.019; m = À1.633, SE = 0.033; s = 0.318, SE = 0.031). Overall, the results show that (i) data are well described by the logistic function Eq. (1) and (ii) for low contrast levels (i.e., low modulations) the detection task was being performed and continuous. However, it should be noted that contrast values below $À3 dB (corresponding to a modulation of $0.007) cannot be detected; this could indicate that for contrast values <À3 dB, the contrast displayed approximate 0%, indicating a limited luminance resolution. However, contrast detection thresholds are, on average, higher than this limit/constraint, suggesting that subjects produced reversals for yes/no responses in correspondence of much higher contrast values (see Table 1 ). It should be noted that contrast thresholds were not calculated from the logistic function Eq. (1), but were calculated separately for each staircase, avoiding the first four reversals, and then averaged (see Section 2.4). sions showed no significant variations across the adaptation durations and ISIs, we assume that the subjects' criterion for ''yes/no'' judgments did not vary significantly across the adapting sessions (Greenlee et al., 1991) . Fig. 2 . Mean contrast detection thresholds relative to baseline sessions. The contrast of the adapting stimulus was set at 0%. Results showed no differences among contrast detection thresholds. Error bars ± 1 SE. Fig. 3 . Mean contrast detection thresholds relative to brief (sub-seconds) adaptations to high-contrast gratings (39 dB). Three sub-second adaptation durations were tested: 200, 400 and 800 ms. Adapting gratings were flickered at 5 Hz and had a spatial frequency of 3 cycles/deg. Test duration was 100 ms. Results showed only a significant effect of the ISI. Error bars ± 1 SE.
Baseline sessions
39 dB adaptation
that the 3-s inter-trial interval was sufficient to permit full recovery from sub-second adaptations, and it also prevented top-up effects across trials. The contrast thresholds that we estimated after 1350 ms (and 4050 ms) of ISI were, indeed, very close to their relative baseline values (see Fig. 2 ). To achieve the best fitting function for brief adaptations to spatial contrast, we fitted and compared exponential and power models. Since we did not find a significant effect of the adaptation duration, we fitted the models to the collapsed data of the three adaptation durations. Non-linear fits were conducted using the OriginPro 8.6 software. The models used were as follows:
Single exponential decay model : y ¼ y 0 þ Ae Àx=t where y 0 is the y offset (i.e., the asymptote) and was always fixed at À0.687 dB, A is the amplitude of the function and t is the decay constant.
Double exponential decay model
where y 0 is the asymptote and as well as for the single exponential decay function it was fixed at À0.687 dB, A 1 and A 2 represent the amplitude of the first and the second exponential decay function, t 1 and t 2 represent the decay constants of the first and second exponential decay function, respectively. In addition to the two exponential decay models, data were also fitted with three types of power function:
One-parameter power function : y ¼ x b :
Two-parameters power function : y ¼ ax b :
Two-parameters power function :
where a and b are the coefficient and the power, respectively. Initially, we fitted the two exponential models to the data and compare the two models with an F test. We used an F test since the two models are nested; that is, the two models contain the same terms but the double exponential decay model has one additional term. The results of the fits (parameters and standard errors [SE] ) are shown in Table 2 .
We found the best fitting function to be a double exponential decay function (F 2,1 > 200, p = 0.0014), despite the Adjusted R-Square was very high for both models. The same analyses were performed with the power functions (Table 3) .
A pairwise F test between the two-parameters power model ) reported again a better fit for the latter (F 1,3 = 7.14, p = 0.075). Thus a simple one-parameter power model seems to describe accurately the recovery from desensitization, at least for the recovery range tested. In order to assess whether a double exponential decay model or a one-parameter power model describe the recover form brief adaptations to spatial contrast, we conducted an Akaike's information criterion test (AIC), since the two models (i.e., double exponential and one-parameter power) are not nested. The test reported a much lower value for the double exponential function (AIC: À121.6) than the oneparameter power model (AIC: 7.57). Despite all the models tested described accurately the data, it seems that the double exponential model represented the best fitting function (Fig. 4) . In order to further highlight the small but still significant difference between the single and the double exponential decay function, in Fig. 4 we plotted both these models (dashed and continuous lines for single and double exponential decay models, respectively).
For the double exponential decay model the fast (87 ms) and slow (509 ms) decay constants corresponded to a contrast value of 8.94 dB and 1.17 dB, respectively. Thus, with respect to the contrast detection thresholds estimated in Greenlee et al. (1991) , we found two differences: (i) no effect of the adaptation duration; and (ii) the recovery function from sub-second adaptations to high-contrast gratings was better described by a double exponential decay function rather than a (one-parameter) power function. Table 3 Parameters and relative standard errors for a one-parameter and two two-parameters power functions fitted on 39 dB contrast thresholds collapsed across the three adaptation durations (i.e., 200, 400 and 800 ms). See text for details about power functions. 
19 dB adaptation
Fig . 5 shows the recovery time from brief adaptations to a 5 Hz flickering grating with a contrast modulation of 19 dB. Contrast thresholds (dB) are plotted as a function of the ISI (s). Overall, the results showed that brief adaptations to low-contrast gratings produced an initial lower threshold elevation than the 39 dB adapting gratings, even though the first recovery time was much shorter (16.7 ms) than the recovery time used with 39 dB gratings. A repeated measures ANOVA reported only a significant effect of the ISI (F 4,24 = 23.46, p = 0.0001, g 2 = 0.79). Bonferroni corrected pairwise comparisons showed a significant difference between the first level of ISI (16.7 ms) with respect to all the other ISI durations, except the second level (50 ms) of ISI. There were no significant differences between the other levels of ISI. Adaptation Duration and the interaction between Adaptation Duration and ISI were not significant (F 2,12 = 0.60, p = 0.56, g 2 = 0.091; F 8,48 = 1.01, p = 0.44, g 2 = 0.14, respectively).
As for 39 dB adaptation, we compared exponential and power models to achieve the best fitting function for brief adaptations to 19 dB contrast gratings. Since we did not find a significant effect of the adaptation duration, we fitted the models to the collapsed data of the three adaptation durations. In the case of 19 dB adapting gratings and for exponential decay functions y 0 (i.e., the asymptote/baseline) was always fixed at À0.71 dB. The results of the exponential fits are shown in Table 4 .
Despite the Adjusted R-Squares were equal for the single and double exponential models, the F test reported the best fitting function to be a single exponential decay function (F 2,1 = 105.6, p = 0.068). The same analyses were performed with the power models. Table 5 reports the results of the fits for the power functions.
The curve fitting procedure did converge only for the oneparameter power function (y = x b ) and the two-parameter power function of the form y = a (1 + x) b . An F test reported a better fit for the two-parameters power model (F 1,3 = 35.42, p = 0.009). We conducted an Akaike's information criterion test (AIC) to compare the single exponential and the two parameters power models. The test reported a lower value for the single exponential function (AIC: 2.12) than the two-parameter power model (AIC: 22.76). In the case of low-contrast adapting gratings, the recovery function from brief adaptation was better described by a single exponential decay function (Fig. 6) . In order to highlight the very small difference between the single and double exponential decay functions, for which we obtained the same Adjusted R-Square, in Fig. 6 we plotted both these models (dashed and continuous lines for single and double exponential decay models, respectively).
For the single exponential decay function the half-decay constant was at 35 ms and corresponded to a contrast of 2.81 dB. Thus, here we found: (i) no effect arising from the adaptation duration; and (ii) the recovery function from sub-second adaptations to low-contrast gratings was better described by a single exponential decay function (see Fig. 6 ).
Adapting contrast and recovery from adaptation
To assess how adapting contrast affects initial threshold elevation and the recovery from brief adaptation, we plotted the contrast detection thresholds as a function of the logarithm of the Table 5 Parameters and relative standard errors for a one-parameter and two two-parameters power functions fitted on 19 dB contrast thresholds collapsed across the three adaptation durations (i.e., 200, 400 and 800 ms).
One-parameter power function x ratio between the recovery times (i.e., ISIs [s] separately for the high and low-contrast adapting gratings; see Greenlee et al., 1991) and the averaged adaptation duration (i.e., 467 ms; Fig. 7 ):
t 1 ¼ log 10 ðrecovery times ½39 dB=averaged adaptation durationÞ t 2 ¼ log 10 ðrecovery times ½19 dB=averaged adaptation durationÞ
The t values expressed in Eq. (2) represent a normalization that allowed us to assess the role of adapting contrast on threshold elevation as well as the recovery from brief adaptation, even though we used different recovery times (ISIs) for the low and high-contrast adapting gratings. Since the previous analysis did not show any significant effect of the adaptation duration, we used the averaged adaptation duration for the normalization described by Eq. (2). Moreover, such normalization allowed us to compare the two adapting contrasts across all levels of ISI employed. A repeated measures ANOVA reported a significant effect of the Adapting Contrast 
Discussion
For the present study, we used a contrast detection task similar to the task used by Greenlee et al. (1991) to investigate the timescale of recovery from brief (sub-second) adaptation to spatial contrast. The adapting durations could be 200, 400 or 800 ms, and the contrast of the adapting grating could be either 19 dB or 39 dB. The present findings confirmed that even brief (sub-second) exposures to a stimulus can induce adaptation (Glasser et al., 2011; Kanai & Verstraten, 2005; Pavan et al., 2009 Pavan et al., , 2010 . Results showed that for both contrast levels, the different adaptation durations had no effect on the initial contrast threshold elevation that maximally occurred for ISIs of 16.7 ms and 50 ms. The invariance of the initial contrast threshold elevation that we found could have been influenced by our decision to test very soon after the adaptation offset. This decision could have had a significant impact on the form of the recovery function. To this purpose, a number of studies (Greenlee et al., 1991; Magnussen & Greenlee, 1985; Rose & Evans, 1983 ) that tested after several milliseconds of the offset of the adapting stimulus found that the recovery function was better described by a power function. As stated earlier, it is unlikely that a power function can describe the recovery rate when testing immediately after the adapter offset, because this would imply that the contrast threshold is infinite at the adapter offset. Moreover, Georgeson and Georgeson (1987) and Foley and Boynton (1993) have pointed out that when the contrast sensitivity is measured at hundreds of milliseconds after the offset of the adapter, the different contrast thresholds estimated after different adaptation durations could be a consequence of different recovery rates rather than of different levels of initial threshold elevation (i.e., desensitization). The results of the present study suggest the notion that differences in initial desensitization are almost invariant across different (subsecond) adaptation durations.
Similar to the findings of Bodinger (1978) and Foley and Boynton (1993) , we found that we could better describe the recovery function for sub-second adaptations with a sum of two exponential decay functions, but this good fit applied only to high-contrast adapting stimuli (39 dB). The recovery function for low-contrast adapting stimuli (19 dB) was best described by a single exponential decay function with a very brief time constant (half-decay at 35 ms). Thus, increasing the adapting contrast caused the recovery function to switch over to a double exponential decay function with two decay constants. In particular, we found that the fast decay component was at 87 ms, whereas the slow component was at 509 ms. Similarly, Foley and Boynton (1993) in one of their experiments adapted for 200 ms (see Foley & Boynton, 1993 ; Experiment 3 - Table 3 ) and found a fast decay constant at 87 ms (equal to our fast decay component in the case of high-contrast stimuli) and a slow decay constant at 624 ms that is close to our slow component (i.e., 509 ms). Moreover, the authors found that the faster decay constant was independent of adapter duration, whereas the slower decay constant was much longer and increased with adapter duration. In particular, they showed that when adapting for 2 s and 2 min the slow decay constant ranged from 1 to 25.000 s. However, the authors reported that these estimations were very imprecise since they did not measure thresholds for very long ISIs.
Overall, our results showed that: (i) the adapting contrast and the interval between the adapting and the test stimulus are critical variables that determine the initial desensitization and the time course of threshold change; (ii) the adapting duration is not a critical variable during sub-second adaptation durations, which is in agreement with previous studies (e.g., Foley & Boynton, 1993; Georgeson & Georgeson, 1987) ; and (iii) the recovery functions for low and high-contrast adapting stimuli can be approximated by a single and a double exponential decay function, respectively. However, it should be noted that for both adapting contrasts (i.e., 39 and 19 dB) the recovery functions were described accurately by both exponential and power models (see Adjusted R-Squares in Tables 2-5) ; nonetheless, the F and AIC tests reported a significantly better fit with exponential functions.
We showed that the time constants for recovering from brief adaptations are strictly dependent on the contrast of the adapting stimulus. So, threshold increases with increasing adapting contrast, which affects also the time course of recovery from adaptation. In our opinion, the presence of two decay constants in the recovery processes from brief adaptations to spatial contrast would suggest the presence of a fast process ($30-90 ms for both low and highcontrast adapting stimuli) and a slower process that takes place during a few hundred milliseconds ($500 ms for high-contrast adapting stimuli). From a neurophysiological perspective, a number of studies (Chance, Nelson, & Abbott, 1998; Glasser et al., 2011; Priebe, Churchland, & Lisberger, 2002; Varela et al., 1997 Varela et al., , 1999 revealed the presence of hort-term synaptic inhibitory mechanisms that play a role in genera -ting short-term adaptation and provide evidence for the fast component of the recovery process. Priebe, Churchland, and Lisberger (2002) , for example, investigated the time course of recovery from short-term adaptation by recording the activity of monkeys' MT neurons. The stimuli were moving dots (100% of coherence). The authors measured the effect of an initial 64 ms directional motion (conditioning motion) on the neuron's response to a subsequent test motion presented in the same direction, duration and spatial position. Moreover, they used different adapting-test intervals, ranging from 0 to 256 ms. The authors showed that 64 ms of stimulus presentation provided sufficient time for the monkey's neuron to adapt. The results pointed out that when the test motion occurred immediately after the end of the conditioning motion, the neuron's response to test motion was strongly attenuated. As the conditioning-test interval increased from 32 to 256 ms, the response to the test motion progressively recovered. They found that the recovery was complete within 256 ms and that an exponential with a time constant of 73 ms provided the best fit (see Lisberger & Movshon, 1999 for similar results). Although Priebe et al. used different stimulus features that engaged different neural structures, their findings seem to have revealed a correspondence between the physiological data that they reported and the behavioral data that we obtained. For example, during brief adaptation to highcontrast flickering gratings, we found a fast decay component of 87 ms. Indeed, the time course of recovery from adaptation could be similar across different neural substrates that code for different stimulus attributes (Hempel et al., 2000) .
Recent electrophysiological data and computer simulations have pointed out that gain control might play an important role in creating transient responses that, in turn, give rise to short-term depression and an initial fast recovery. Lisberger and Movshon (1999) developed a model of MT cell responses that can reproduce transient responses through a non-linearity that they configured to perform divisive gain control (or divisive normalization; Carandini, Heeger, & Movshon, 1997; Heeger, 1992; Heeger, Simoncelli, & Movshon, 1996) . Divisive normalization is a process in which the output of a cell is mutually inhibited (i.e., divided) by the output of other cells that are selective to different orientations and spatial frequencies; this process provides a normalization, for example, with respect to the stimulus contrast (Heeger, 1992) . Lisberger and Movshon (1999) implemented the gain control mechanism to explore the time course of the adaptation mechanisms. The model's output showed a large transient response to a step of target speed. Moreover, for adapting and test pulses (see Priebe, Churchland, & Lisberger, 2002) , the output of the model showed large attenuation of the response to the test when the interval between pulses was 32 ms. Attenuation decreased as the interval between pulses was lengthened, recovering almost completely when the interval was 128 ms. The authors found a good correlation between attenuated responses to the test pulse at short intervals and the large transient responses to steps of target speed. These findings confirm the existence of short-term adaptation and fast recovery, which can be modeled by gain control in order to engender transient-sustained responses. The gain control mechanism might play several relevant roles in the cerebral cortex, including normalization, which renders steady-state neuronal responses invariant with the contrast of a stimulus (Carandini et al., 1997) , and defining the temporal response profiles of neurons that produce transient responses, thus conveying information about the dynamics of the stimulus (Varela et al., 1997) . Therefore, divisive normalization could explain the fast component of the decay from contrast adaptation, since divisive normalization is quite a fast mechanism and responds quickly to the fast changes in contrast (Heeger, 1992) .
We also found slow recovering processes (i.e., the slow decay time constant in the case of high-contrast adapting stimuli), which suggest the presence of another mechanism that could operate at relatively short times ($500 ms) in the case of brief adaptations. A slower ''self-calibration'' process, whereby the gain of individual channels are decreased to minimize errors (Heeger, 1992) , could provide an explanation for the slow decay components. If a visual feature is coded by a certain number of channels, the activity of these channels might vary due to the presence of errors in the channels that encode a specific visual feature. When we adapt to a specific dimension of a visual stimulus, such as a spatial contrast, the fast initial rise in the activity of a certain channel and the persistence of the enhanced activity of a certain channel lead to a reduction in the channel's gain. This idea implies that each visual channel carries a trace of its past activity averaged across time; it also carries this trace for brief stimulus exposure. Therefore, brief adaptations to spatial contrast could play two functional roles: (i) a fast change in gain (via divisive normalization) that rapidly shifts the operating range of the channel into the prevailing range of contrasts, thus allowing the system to respond quickly to the fast changes in contrast; or (ii) a slower mechanism (self-recalibration) that could start a few hundred milliseconds after the offset of the adaptation, which compensates for the effects of early errors in the performance of visual channels.
Despite our statistical analysis revealed a better fit for exponential models, it is worth to note that our findings support also the presence of multiple models describing the recovery from sub-second adaptations to spatial contrast. There is indeed psychophysical evidence that the recovery from contrast adaptation is better described by power functions (Greenlee et al., 1991; Magnussen & Greenlee, 1985; Rose & Evans, 1983; Rose & Lowe, 1982) , whereas the recovery of other forms of adaptation (e.g., motion) is better described by exponential decay models with the recovery time proportional to the square root of adaptation time (Hershenson, 1989; Lehmkuhle & Fox, 1975; Rose, 1992) . However, there is evidence of multiple models (i.e., power and exponential) also for recovery from long adaptation durations to spatial contrast (see Bodinger, 1978; Lorenceau, 1987) . Though this issue is much debated and still open, an interesting perspective has been provided by Rose (1992) . The author argued that if aftereffects are assumed to be explained with changes within a single channel or within independent and parallel channels, we can assume that each channel can change with a specific time course, exhibiting, for instance, exponential dynamics since their occurrence in natural processes. On the other hand, if we suppose the presence of interactions between parallel channels, we must model not only the intrinsic temporal dynamics of each channel but also the possible interactions between channels (Rose, 1992) . Therefore, it is possible that the evidence for multiple models we found and those reported in much older studies (e.g., Bodinger, 1978 ) relies on interactions between channels and the models employed are not sufficient to describe the resulting temporal dynamics. Given this, it could be that brief adaptations to spatial contrast still share the same mechanisms that are involved in longer adaptations, but the temporal dynamics involved and derived from the interactions of multiple mechanisms (and channels) are too complex to be described by relatively simple non-linear models such as exponential or power.
