Abstract-This paper addresses multi-sensor data fusion with incremental learning ability. A new cost function is proposed for the receptive field weighted regression (RFWR) algorithm based on the idea of back propagation (BP), so that the computation efficiency and the learning strategy of the modified RFWR are much more applicable for multi-sensor data fusion problem. Thus a new fusion structure and algorithm with incremental learning ability is constructed by adopting the modified RFWR algorithm together with the weighted average algorithm. Experiments of a two-camera unified positioning system are implemented successfully to test the proposed computation structure and algorithms.
I. INTRODUCTION
Frequently in practice, a multi-sensor fusion system needs to be upgraded by integrating additional sensors into the system to adapt to more complex environments and tasks. Normally the structure and fusion algorithm of the system should totally be redesigned for the upgrade, even if most of the sensors in the system are retained without any changes [2] . This inefficiency can be overcome if the fusion system has incremental learning ability [11] . With this ability, the structure of the fusion system is easy to be upgraded and only the added sensors need to be trained before being included in the whole system.
Learning with spatially localized basis function [4] , [16] , [17] has been studied for many years in contrast to the learning with the global basis function [15] . A lot of applications have been accumulated such as robot control [6] , chemical process modeling [7] , nonlinear system estimation and control [8] , image coding [18] and pattern recognition [9] , [12] , etc. Incremental learning ability from local receptive-field is proved to be extremely useful for approximating unknown functional relationships between input and output data streams [11] . Among these, Schaal and Atkeson proposed a Receptive Field Weighted Regression (RFWR) algorithm in [1] . This algorithm is related to constructive learning [10] and local function approximation based on the well-known radial basis function networks. But with some particular nonparametric regression techniques involved, RFWR is more efficient for incremental function approximation in the sense that it is not necessary to store the training data and discard receptive fields after using them. In addition, it can overcome some difficulties occurring normally in the incremental learning tasks, especially the bias-variance dilemma [13] and the negative interference problems.
However, direct application of RFWR in the multi-sensor data fusion system is not practical. Although some techniques from nonparametric statistics, such as leave-one-out local cross validation and the stochastic approximation, improve the effectiveness of learning in RFWR, they contribute much to the computational complexity of whole learning process. Moreover, RFWR is a receptive field based learning system. Learning in RFWR emphasizes only on adjustment in individual receptive field. Thus a multi-sensor data fusion system with this learning scheme may unexpectedly have inconsistent In this paper, a new cost function based on the idea of back propagation (BP) [5] for learning in RFWR is proposed so that balanced updates on all receptive fields are reached. With the new cost function, the BP algorithm is consequently involved for learning. These two modifications sharply reduce the computational complexity of the modified RFWR compared with that of the original RFWR. At the same time, all remarkable features of the RFWR, such as incremental learning ability and efficiency to approximating complex functions, are retained and improved. In addition, some tricks are also proposed to further improve the learning efficiency of the modified RFWR [20] . The modified RFWR algorithm is then served as an efficient learning algorithm in multi-sensor data fusion problem, where learning ability has become extremely important, especially in dynamic uncertain environment [3] , [21] . We also show that the modified RFWR is inherently fit for sensor fusion problems not only in its learning ability but also in its computation structure. Combined with the weighted average strategy, a new computation paradigm is formed for multi-sensor data fusion system.
The rest of the paper is organized as follows. Section II gives the preliminaries of the RFWR. Section III describes the ideas of the new cost function and the BP learning algorithm. We will show that the incremental learning ability is retained and improved with the new cost function, while the computational complexity is decreased to a great extent. In Section IV, the computation structure of RFWR is extended to a new computing paradigm for sensor fusion by combining it with the weighted average scheme. The modified RFWR algorithm is used for learning and local fusion and the weighted average algorithm is used for final fusion. The success of the extended paradigm is shown by a unified two-camera positioning task described in Section V. Conclusions are provided in Section VI.
II. RECEPTIVE FIELD WEIGHTED REGRESSION

A. Preliminaries
Receptive field weighted regression (RFWR) algorithm is composed of two steps: 1) learning on the receptive field; 2) building prediction from weighted average approach. Two models are involved in each receptive field. A linear model describes the input-output relations of the receptive field while a Gaussian function-based model describes the weight of the estimated output in this receptive field to the final estimation. For a training sample (x; y), assuming there are K receptive fields to be used to approximate func-matrix. The weight w k corresponds to the activation strength of the k-th receptive field for a predictionŷ k . So a predictionŷ for a query point x is obtained from the normalized weighted sum of individual predictionsŷ k of all receptive fieldŝ Fig. 1 shows the structure and the relations among models described by (1), (2) , and (3). The computation procedure of RFWR is also clearly illustrated.
B. Learning With RFWR
Learning task in RFWR includes three parts: 1) evolving receptive fields for approximation descriptions;
2) updating the linear model parameters k , which is to learn the linear model for input-output relations in each receptive field;
3) updating the distance matrix D k , or similarly, its decomposed matrix M k , which is to adjust the size and shape for each receptive field.
1) Evolving Receptive Field:
A new receptive field is created if a training sample (x; y) does not activate any of the existing receptive fields by more than a threshold wgen. When a new receptive field is created, the parameters related to the new receptive field are initialized. On the contrary, a receptive field is pruned if it overlaps another receptive field too much. The overlap can be detected when a training sample activates two receptive fields simultaneously more than a predefined threshold wprun. We take the rule that the receptive field with the larger determinant of the distance matrix D is pruned. It is useful to note that w gen and w prun determine the overlap of the receptive fields.
They are considered constants of the algorithm and thus chosen independent of a particular learning problem. Empirical values are 10% for w gen and 80% 90% for w prun .
2) Learning the Linear Model:
Due to linearity of k in (1), it can be updated from the weighted regression in a batch form. Since each receptive field is updated in the same way, we drop the subscript k in the following discussion:
where X = (x1; x2;...;xp) T , Y = (y1;y2; ...;yp) T , W = diag(w 1 ; w 2 ; ...;w p ) T , P = (X T WX) 01 and p is the number of training data points. According to [19] , (4) can be transformed into a recursive form given a training point (x; y) n+1 = n + wP n+1 xe T cv
where P n+1 = 1 P n 0 P n xx T P n w + x T P n x ; ecv = y 0 n x :
A forgetting factor is included here to gradually cancel contributions from previous data points.
3) Learning the Shape and Size of the Receptive Field:
It is clear that the update of M k cannot be implemented by using (2) in a direct way. Therefore, a cost function is introduced assuming that there exists a batch of training data points
However, training in terms of this cost function will result in overfitting problem. Thus several techniques, such as leave-one-out local cross validation, etc., are involved, which results in
where Di;j is the element in distance matrix D. With the cost function described in (7), M can be adjusted by using gradient descent method with learning rate
Computation of @J=@M in (8) can further be transformed to conduct in an incremental way by adopting the stochastic approximations, which are normally very computationally expensive [19] .
III. NEW COST FUNCTION FOR RFWR
A. New Cost Function
In RFWR, the cost function described by (6) or (7) is technically set up from the viewpoint of local learning and learning process focuses on independent adjustment of each receptive field. This is unfortunately not appropriate for multi-sensor data fusion applications since a trade-off among all the receptive fields should be achieved to implement the same and balanced reliability for measurements of all sensors.
The output of Gaussian kernel function in (2) is the weight w k that describes the contribution of estimationŷ k from associated linear model to the final estimationŷ (See Fig. 1 ). Updating the shape and size of receptive fields is basically to adjust the weight w k . From 
This cost function is to adjust weights w k in order to minimize the bias between the actual output y and the prediction of RFWRŷ. Moreover, according to the feature of RFWR, there exists the relationship between the weights w k and local prediction bias (y 0ŷ k ) in the update process, which leads to the second cost function
This cost function emphasizes that weights w k should be adjusted in terms of the local prediction bias so that the coordination among the adjustments of all the receptive fields can be achieved. By combining (9) and (10), a new cost function is obtained and adopted in this paper
Equation (11) means that update of all the receptive fields is dedicated to global prediction error and local prediction bias. The new cost function in (11) focuses on the balance among all the receptive fields in addition to adjustments in individual fields, while the cost function in (6) or (7) only emphasizes on adjustments in individual fields. We believe that balance among all receptive fields is important because this means estimations from all receptive fields have identical contributions to the final result. This consideration is essential for the applications of the modified RFWR algorithm in multi-sensor fusion systems. 
where we define J1 = K k=1 w kŷk , J2 = K k=1 w k ,
For the third equation in (12), we use the relation: J 1 =ŷJ 2 , which is an equivalent form of (3).
Equation (12) is efficient for iterating M in RFWR training. But normally the convergence speed for M is slow. Thus a gain factor G is introduced to improve the training speed and its convergence precision, which leads to 
Computational complexity from (13) or (12) is far less than that of (8).
We will show this later by simulation comparisons.
B. Additional Skills for the Modified RFWR
The performance and computation efficiency of the modified RFWR can be further enhanced by the following two tricks.
1) The effect of updating a receptive field can almost be neglected for a training data point if its corresponding weight is less than wa; 0 < wa < wgen. Normally we set wa = (1% 5%)wgen according to applications and requirements for training accuracy. So we can judge which receptive field will be adjusted by comparing w k with wa in order to improve the training efficiency. 2) If the approximation error jy 0ŷj is sufficiently small, then the cost function in (9) is approximately minimized. Thus we can take (10) instead of (11) as the cost function to iterate M since updates of M mainly come from minimizing the cost function in (10) and minimizing (9) only increases the computation complexity in each iteration. Ignorance of little approximation error jy0ŷj is surely related to the final training accuracy. A threshold ea is usually adopted and selected according to tasks. A cost function switch is achieved from (11) to (10) if jy 0ŷj < e a .
C. Evaluations of the Modified RFWR 1) Comparisons of the Computation Efficiency:
We run all simulations with Matlab5.3 in a PC of CPU-Intel Celeron 366. In this simulation, we construct a RFWR model with 100 receptive fields. Fig. 2 shows the training time of the original and the modified RFWR algorithms for one training data point to finish one epoch of training. From Fig. 2 , we can see that the more the receptive fields, the more time the modified RFWR saves over the original RFWR. This is especially important for complex training tasks since the more complex the learning task is, the more receptive fields it requires.
2) Comparisons of the Learning Ability:
The function used in [1] is adopted here to investigate the learning ability of the modified RFWR. The simulation results are shown in Fig. 3 . Fig. 3(a) is the function to be approximated; Fig. 3(b) is the approximate result after 34 epochs. Fig. 3(c) shows the distribution of the receptive fields in input space after the first epoch of iteration and Fig. 3(d) shows the final receptive fields after 34 epochs. (In Fig. 3(c) and 3(d) , receptive fields are represented by the ellipses, " 3 " stands for the center of each receptive field and the training data is displayed by ".".)
We compare the simulation results with the results reported in [1] . With the modified RFWR, 25 receptive fields are created after the first epoch as shown in Fig. 3(c) , while with the original RFWR, only 16 receptive fields are created. This means that the modified RFWR has higher learning efficiency than the original one. After 34 epochs of iterations, the approximation error meets the training termination condition, nM SE < 0:02 and 51 receptive fields are obtained. If it is trained with original RFWR, 50 epochs are needed before converged to the same nM SE and 48 receptive fields are finally created. This means the convergence speed of the modified RFWR is faster than that of the original RFWR. Moreover, since the learning in the modified RFWR is conducted evenly in all receptive fields, more receptive fields are obtained for final results that have balanced convergence preciseness over all receptive fields. From the comparisons, we can conclude that the performance and learning ability of the modified RFWR with the new cost function and the BP learning algorithm is obviously better than that of the original RFWR.
3) Incremental Learning Ability: In this simulation, the input space is divided into three subspaces: T 1 = f01:0 < x < 00:2g, T 2 = f00:4 < x < 0:4g and T3 = f0:2 < x < 1g. They have overlaps in some parts. First the algorithm is used to train the function on T 1 only and tested on T 1 with convergence condition. The resulting approximated function is depicted in Fig. 4(a) . Then the trained results on T 1 (including linear models, Gaussian kernel functions and receptive fields created) are trained further on T 2 only and tested on T 1 [T 2 .
The result is plotted in Fig. 4(b) . It is seen that the functional relations in the input subspace T 1 is still well retained after it is trained in T 2 .
Finally the trained results on T 1 [ T 2 are trained on T 3 only and tested on the whole space, i.e., T1 [ T2 [ T3 . Fig. 4(c) illustrates the final approximated function. Through Fig. (a)-4(c) , we can see that when the modified RFWR is used to train a function, the results from former training spaces hold well in consequent training spaces and are not required to be trained again. This exactly verifies the incremental learning ability of the modified RFWR. The incremental learning ability is especially important for applications in dynamic multi-sensor data fusion where structure of a multisensor system, thus the algorithm for data fusion, might be variable online. This provides possibility for a multi-sensor fusion system to work efficiently in dynamic environments by involving different sorts and numbers of the sensors in different phases.
IV. FUSION SYSTEM BASED ON THE MODIFIED RFWR
A RFWR model can be interpreted as a system composed of a set of experts [14] . Thus the final prediction can be regarded as the consensus result from all the experts. Moreover, RFWR is valid to model an uncertain system and a RFWR model can be used to predict the actual output of a system according to its input. Therefore, RFWR can be a good solution to implement data fusion. Fig. 5 shows the structure for a fusion system by combining the RFWR model and weighted average scheme.
In 
If a RFWR model is considered as a team of experts, the fusion system based on RFWR model can be a set of several expert teams. In addition, training in the modified RFWR emphasizes on balanced updates among all receptive fields. If a sensor in a multi-sensor system is represented by a RFWR model with many receptive fields, then balanced updates of the receptive fields mean the sensor has a consistent performance across its measurement range. A fusion system of several sensors is modeled by several RFWR models. The final result of the fusion system is obtained by the weighted average algorithm, so that the contribution of each sensor is addressed via its corresponding weight.
Since the modified RFWR retains the computation structure of the original RFWR and improves its learning efficiency, it is a better algorithm to be integrated into a fusion system. Thus the modified RFWR algorithm is used to realize the fusion system depicted in Fig. 5 . V. EXPERIMENTS A two-camera vision system has been set up in our lab to form a stereovision system. Fig. 6 shows the configuration of our system. Normally model of the two-camera system should be calibrated before it is used in applications. Here we develop a fusion model for the two-camera system, which is not an explicit parametric description as the camera calibration model usually is [21] .
The fusion scheme presented in Section IV is adopted here and the modified RFWR algorithm is used to train the model of each camera in the two-camera system. Here we should point out that only modified RFWR could accomplish the fusion task because it emphasizes on balance of all receptive fields, which inherently meet requirements of multi-sensor data fusion. For simplicity, we restrict ourselves to a 2-D to 2-D mapping calibration problem, which means the depth information of the object in the world coordinate system is omitted. The 2-D to 2-D calibration problem is still a nonlinear mapping that is complex enough to evaluate the performance of the fusion scheme and algorithm developed.
To simplify the learning tasks, each camera employs two RFWR models for mapping respectively its x or y direction from the world coordinate system to the image plane c ) (i = 1, 2) is the location of the object in the i-th camera's image plane and (x w ; y w ) is the location of the object in the world coordinate system. The final fusion results are obtained from (15) .
The same procedure as in [22] is followed here so that 504 training samples and 252 test samples are obtained with the help of reference grids. The statistical errors of the samples are illustrated in Table I. The training results are shown in Table II , where RF# is the number of receptive fields obtained after seven epochs.
To illustrate the advantage of the modified RFWR in modeling, we compare it with a well-known two-stage method proposed by Tsai in [22] . Results of Tsai's method for the same two-camera unified calibration problem are shown in Table III. Comparing the results of Tables II  and III, we can see that in the training stage, all maximum errors (ME) and mean square errors (MSE) of the modified RFWR are smaller than those of Tsai's method. In the test stage, most of the MEs from the modified RFWR are smaller except in the x direction of the 2nd camera's image plane and the two methods are of the similar measurements for MSEs. This means that the modified RFWR is a good solution for the camera calibration problem.
The fusion model can be obtained after training and testing stages described above and used to get more accurate and robust measurement results. 50 samples are acquired randomly in the whole sample space and used to evaluate the performance of the fusion method. The final results are shown in Table IV . Results from Tsai's method are also provided as further comparisons.
In Table IV , it is shown that the performance of individual RFWR model is worse than that of Tsai's model. But with the fusion algorithm proposed, the fused results are much better than either individual one's as well as results from Tsai's method. This verifies that the fusion structure shown in Fig. 5 and the fusion algorithm based on the modified RFWR algorithm are successful in multi-sensor fusion applications. And the fusion strategy from (15) and the fusion model from (16) are also effective for this application.
VI. CONCLUSION
A receptive-field based algorithm with incremental learning ability is studied and introduced into the multi-sensor data fusion system. A new cost function is investigated for the RFWR algorithm to emphasize on balanced updates among all receptive fields in addition to individual adjustments. Thus identical reliability across the measuring range of a sensor in a multi-sensor data fusion system can be achieved. A unified calibration problem of a two-camera system is explored with the fusion model. The fusion model, instead of a calibration model of explicit parametric descriptions, provides measurements of the vision system, which also gives a new strategy for camera calibration research. Experiment results are provided to show the performance of the proposed fusion system and its successful applications in camera calibration. Future work will lie in new applications of the proposed algorithm and fusion structure in dynamic environments.
