We consider the problem of minimizing a general continuously differentiable function over symmetric sets under sparsity constraints. These type of problems are generally hard to solve as the sparsity constraint induces a combinatorial constraint into the problem, rendering the feasible set to be nonconvex. We begin with a study of the properties of the orthogonal projection operator onto sparse symmetric sets. Based on this study, we derive efficient methods for computing sparse projections under various symmetry assumptions. We then introduce and study three types of optimality conditions: basic feasibility, Lstationarity and coordinate-wise optimality. A hierarchy between the optimality conditions is established by using the results derived on the orthogonal projection operator. Methods for generating points satisfying the various optimality conditions are presented, analyzed, and finally tested on specific applications.
Introduction

Problem Formulation
Sparse optimization problems have been a major research topic across different disciplines in recent years, such as compressed sensing. Since the sparsity constraint induces a combinatorial constraint into the problem, it is generally hard to reach an optimal solution efficiently, even if the objective function is convex or if no other constraints are imposed. Residing on the border between continuous and discrete optimization, methods addressing the problem appear in the literature of both fields. Yet, the theory of optimality conditions in the sparse optimization literature is lacking. One of the objectives of this paper will be to rectify this situation. We discuss the following sparsity constrained minimization problem:
s.t. x ∈ C s ∩ B, (1.1) where the set C s comprises all vectors with at most s nonzero elements:
where s ∈ {1, 2, . . . , n} and ∥·∥ 0 is the so-called l 0 norm which counts the number of nonzero elements in the vector: ∥x∥ 0 ≡ #{i :
The following standing assumptions are made from now on in the paper.
[A] f : R n → R is a lower bounded continuously differentiable function.
[B] B is a closed and convex set.
In some cases, which will be explicitly noted, we will extend Assumption A to:
L(f ) , meaning that f has a Lipschitz continuous gradient with constant L(f ) (see Section 2.2).
The set B will always be assumed to be closed and convex, and when additional assumptions will be imposed, they will be explicitly stated.
Literature Review
The sparse optimization literature is dominated by compressed sensing oriented papers, which mostly focus on the problem of recovering a sparse signal x with a sampling matrix A and a measurements vector b, see for example the comprehensive reviews [9, 14, 16, 30] . Exact recovery properties are known when the sampling matrix is assumed to have some properties such as the restricted isometry property (RIP) [11] or conditions based on the mutual coherence [15] , see also [12] for a different type of condition warranting exact recovery.
We roughly distinguish between two types of methods: those who relax the sparsity constraint, and those who do not. Relaxation methods usually involve the l 1 norm, such as the famous basis pursuit (BP) [13] , the Dantzing selector [10] or regularization techniques such as l 1 regularization [30, 4] . Our main interest is in methods which address the sparsity constrained problem directly. These usually attempt solve the minimization of the function ∥Ax − b∥ 2 subject to the sparsity constraint. Two such methods are the IHT [5, 6, 7] and CoSaMP [24] ; see also [19, 20] for further extensions and analysis of IHT-type methods, as well as [1] for an analysis of the convergence under semi-algebraic assumptions on the feasible set and the objective function. For a general objective function, the Gradient Support Pursuit (GraSP) method was introduced and studied in [2] .
As was already noted, in this paper we are interested in deriving necessary optimality conditions for the problem of minimizing a continuously differentiable function over B ∩ C s . Such a study was carried out in [3] on the problem with B = R n , where several necessary optimality conditions related to the classical notions of stationarity and coordinate-wise optimality were presented and analyzed. It was shown in [3] that coordinate-wise optimality conditions are more restrictive (that is, stronger) than those which are based on the notion of stationarity.
This hierarchy of the optimality conditions also implied a hierarchy between algorithms. In particular, the IHT method was shown to be inferior to coordinate descent type methods.
The results of [3] are limited to the case where only a sparsity constraint is present, and the natural question, which is the main motivation for this paper, is whether we can generalize the results when additional constraints are imposed. We will answer this question affirmatively when certain symmetry assumptions (in addition to convexity and closedness) will be imposed on the set B. An important aspect of the theory on optimality conditions that will be developed is that it is naturally accompanied with appropriate algorithms that converge to the devised optimality conditions. Our insights on the optimality conditions will assist in qualifying the derived algorithms. In addition, the derivation of the conditions is made possible due to a development of a unified theory encompassing properties and algorithms related to the computation of the orthogonal projection operator onto sets with various symmetry properties.
Paper Layout
Mathematical preliminaries that are required for the analysis of constrained sparse problems are defined and studied in Section 2. Section 3 is devoted to the study of properties of the orthogonal projection operator over symmetric sets. The two main results in this context are the monotonicity lemma and the order preservation property. Based on the results on the orthogonal projection operator onto sparse symmetric sets, we develop, in Section 4, a unified theory for efficiently computing sparse projections onto sparse sets. The theory on sparse orthogonal projections is the basis for the development of the stationarity-based optimality conditions presented and analyzed in Section 5. We continue with defining coordinate-wise optimality conditions in Section 6, and explore their relation to the stationary-based ones, concluding with a hierarchy between all of the devised conditions and several results on the representation of the conditions. Section 7 presents several methods that are guaranteed to converge to the conceived optimality conditions, and finally, Section 8 illustrates the validity of the theoretical hierarchy by two sets of numerical experiments on problems over the sparse unit-simplex -one on randomly generated data and the other on the sparse index tracking problem with real sampled data.
Notation
The complement of a set A is denoted by A c . Matrices and vectors are denoted by bolface letters. The n-length vector of all zeros is denoted by 0 n and the n-length vector of all ones is denoted by 1 n . When the dimensions are clear from the context, we will frequenly omit the subscripts and just write 0 and 1. The vector e i has 1 in the i-th component and zeros elsewhere. For a vector x ∈ R n , we define [x] + and |x| to be the vectors whose i-th component is [x i ] + = max{x i , 0} and |x i | respectively. For any p ≥ 1, the l p ball in the space R n is denoted by
The n dimensional unit-simplex is given by
and the unit-sum set is the set
The sign vector of a given x ∈ R n is denoted by sign(x), and its i-th component is
For two vectors x, y ∈ R n , the Hadmard product is defined by
. Given a set S ⊆ R n and a vector x ∈ R n , the orthogonal projection of x onto S is defined as the set
where here and elsewhere in the paper ∥ · ∥ denotes the l 2 norm on R n . If S is closed, the set P S (x) is nonempty, and if in addition S is also convex, then P S (x) is a singleton and we associate P S (x) with the vector that it comprises. The gradient of a given function h : R n → R at a point x ∈ R n , given that it exists, is denoted by ∇h(x). The ith partial derivative is denoted by ∇ i h(x) and given two different indices i, j ∈ {1, 2, . . . , n}, i ̸ = j, the vector
T .
Mathematical Preliminaries
Stationarity in Smooth Problems over Convex Sets
We begin by recalling the notion of stationarity in smooth problems over closed and convex sets. Consider the problem min{h(x) :
where h : R n → R is a continuously differentiable function and C ⊆ R n is a closed and convex set. A vector x * is called a stationary point of (2.1) if
This necessary optimality condition means that there are no feasible descent directions at x * . It is well known that the condition can be rewritten as
feasible set explicit stationarity condition for some L > 0. Interestingly, although condition (2.3) is expressed in terms of the parameter L, it is actually independent of L by its equivalence to condition (2.2). For many special cases of the set C, there are more explicit expressions of the stationarity condition that are easier to handle. We recall in Table 1 some of the examples that will be used later on in the paper. When the objective function h is convex, then stationarity is a necessary and sufficient condition for optimality.
The Class of
L if it is continuously differentiable and its gradient is Lipschitz continuous with parameter L > 0, meaning that
An important property of C 1,1 L functions is described in the well-known descent lemma.
Lemma 2.1 (descent lemma). Suppose that
, the following inequality is satisfied:
We will also be interested in a more refined version of the descent lemma, called the block descent lemma in which the perturbation vector d has at most two nonzero components. For that, we will define the block Lipschiz constant. Let
for any x ∈ R n and any d ∈ R n , which has at most two nonzero components. Here ∇ i,j h(x) denotes a vector of length-2 whose elements are the i-th and j-th elements of ∇h(x). The block Lipschitz constant is defined as
, and in general the block Lipschitz constant L 2 (h) can be much smaller than the global Lipschitz constant L(h). The block Lipschitz constant is used in a "block" version of the descent lemma.
Lemma 2.2 (block descent lemma). Suppose that
for any vector d ∈ R n with at most two nonzero components.
Supports, Super Supports and Restriction on Index Sets
The support set of a vector x ∈ R n is denoted by
The off-support set of a vector x ∈ R n is denoted by T . Then the three super supports of y are {1, 2, 3}, {1, 2, 4}, {1, 2, 5}.
Given a vector x ∈ R n , the vector composed of the components of x whose indices are in a given subset T ⊆ {1, . . . , n} is denoted by x T ∈ R |T | , the matrix U T denotes the submatrix of the n × n identity matrix I n constructed from the columns corresponding to the index set T . In this notation x T = U T T x (note that the superscript stands for the transpose operation). In addition, if T is a super support of a vector x ∈ R n , then x = U T x T . We use the notation
and the set B T will be called "the restriction of B to T ". For example, if
In a similar manner, given a continuously differentiable function f , we denote "the restriction of the vector ∇f (
Projection Onto Symmetric Sets
In this section we present two types of set symmetries that will be discussed in the paper, and study some key properties related to the orthogonal projection operator onto these types of sets. We will show later on, that the derived properties of the orthogonal projection operator will be important in the derivation and study of various optimality conditions and algorithms for sparsity constrained problems.
Type-1 and Type-2 Symmetries
The permutation group of the set of indices {1, . . . , n} will be denoted by Σ n , and for a given vector x ∈ R n and a permutation σ ∈ Σ n , the vector x σ is the vector defined by
that is, the vector which is a reordering of x according to σ. For example, if x = ( 4 5 6
and σ is the permutation given by
In this example, σ reordered the elements of x in a non-ascending order. As such permutations will be important in our analysis, we will define them formally.
Definition 3.1 (sorting permutations)
. Let x ∈ R n . Then a permutation which sorts the elements of x in a non-ascending order will be called a sorting permutation. The set of all the sorting permutations of x is a subset of Σ n and will be denoted byΣ(x). Explicitly, σ ∈Σ(x) if and only if
Definition 3.2 (swap permutations). The swap permutation
1 τ i,j ∈ Σ n which swaps between two indices i, j ∈ {1, 2, . . . , n} is defined for any i ̸ = j by:
We will consider the following classes of sets, and most of the analysis in this paper will be based on assuming that the underlying set belongs to at least one of these classes. 
is in D.
Type-1 and type-2 symmetric sets appear quite often as feasibility sets in optimization problems. Some frequently appearing examples, as well as their affiliation to the different symmetry types are summarized in Table 2 . 
Basic Properties of Projections on Symmetric Sets
Our objective is to show that for symmetric type-1 sets, the orthogonal projection operator satisfies an order preservation property. This property will be the basis for the detection of a super support in the problem of projecting onto C s ∩ B.
We introduce the following lemma, describing an important monotonicity property associated with projections onto type-1 symmetric sets that will play an important role in the derivation of the order preservation property. Lemma 3.1 (symmetric projection monotonicity lemma). Let D be a symmetric type-1 set. Let x ∈ R n and y ∈ P D (x) . Then for any permutation σ ∈ Σ n , it holds that
In particular,
for any i, j ∈ {1, 2, . . . , n}.
Proof. Since y ∈ P D (x) and D is type-1 symmetric, for any permutation σ ∈ Σ n we have
where σ −1 denotes the inverse permutation of σ. The inequality (3.3) is equivalent to (omitting the term ∥x∥ 2 ):
Hence, using the fact that ∥y∥
Finally, by the obvious identity (a
Plugging the swap permuation, σ = τ i,j into the latter inequality yields
Definition 3.6. Let x ∈ R n . Then a permutation σ ∈ Σ n will be called a value preserving permutation of x if x = x σ . The set of all of value preserving permutations of x is denoted by 
Proof. Suppose that y ∈ P D (x). Then by the symmetry of D, y σ ∈ D. Since minimizing the function f (y) = ∥x − y∥ 2 is equivalent to minimizing the function g(y) = ∥y∥ 2 − 2y T x, all we need to show is that g(y) = g(y σ ), and indeed
where we used the facts that ∥y
We now turn to prove a key property of the projection set P D (x) in the case of type-1 symmetric sets -there always exists a vector in the projection set whose components are in the same order as x. Proof. Let y ∈ P D (x), and suppose that there exist indices i 1 < i 2 such that y σ(i 1 ) < y σ(i 2 ) (otherwise the proof is complete). By Lemma 3.1,
, and hence x σ(i 1 ) = x σ(i 2 ) . Therefore, the swap permutationσ = τ σ(i 1 ),σ(i 2 ) in which σ(i 1 ) is swapped with σ(i 2 ), is a value preserving permutation of x. By Lemma 3.2, yσ ∈ P D (x), and we set y ← yσ. This procedure can be repeated as long as there are indices i < j which violate the order (y σ(i) < y σ(j) ). Since at each iteration of the procedure, the number of pairs of indices which violate the order is strictly reduced, the process is finite and ends with a vector y for which σ ∈Σ(y). This is of course not the only sorting permutation. A simple computation shows that the projection set of x is
Since ∆ ′ 4 ∩ C 2 is a type-1 symmetric set, then by Theorem 3.1, it follows that σ is a sorting permutation of at least one of the projection vectors, and indeed, σ ∈Σ(v 2 ).
From Type-2 to Nonnegative Type-1 Symmetric Sets
The analysis of type-2 symmetric sets will be frequently done by using the following lemma that connects the projection operator on the two types of sets. In many cases, the analysis of type-1 symmetric sets along with Lemma 3.3 will immediately imply the corresponding results for nonnegative type-1 symmetric sets.
Lemma 3.3. Let D ⊆ R
n be a type-2 symmetric set. Then the relatioñ
holds if and only if
Proof. Denote E = diag(sign(x)). We have for any y ∈ R n :
Hence, the projection problem min
is the same as min
By the type-2 symmetry property of D, we conclude that (3.5) is equivalent to
and by making the change of variables z = Ey, we arrive at the following equivalent formulation:
Now, all the optimal solutions of (3.7) must be nonnegative. Otherwise, if z is an optimal solution for which z i < 0 for some i, then the vectorz ∈ C s ∩ B defined bỹ
has a smaller objective function value, which is a contradiction to the assumed optimality of z w.r.t. (3.7). Therefore, we can add (redundant) nonnegativity constraints, and conclude thatỹ is an optimal solution of (3.5) if and only if Eỹ is an optimal solution of
that is, if and only if sign(
A direct consequence of the latter lemma is the following.
Proof. By Lemma 3.3 it follows that sign(
+ is obviously a nonnegative set, it follows that sign(x) • y = |sign(x) • y| = |y|, from which the desired relation |y| ∈ P D∩R n + (|x|) follows.
Sparse Projection Over Symmetric Sets
The Problem
So far we have studied several properties of projection onto symmetric sets. Building on the results of the previous section, this section studies the properties of the orthogonal projection operator onto the intersection of a symmetric closed and convex set B and the set of s-sparse vectors. As a by product of this theoretical study, we show how the operator can be efficiently computed under various symmetry properties. Later on, the derived properties will play a key role in characterizing various optimality conditions of problem (P) (see Section 5) .
The exact problem we consider is the following: The sparse projection problem Given a closed and convex set B, and a vector x ∈ R n , find an element in the orthogonal projection set of x onto B ∩ C s :
We will refer to P Cs∩B as "the s-sparse projection set onto B", and an element of the latter set is called "an s-sparse projection vector onto B", or just "a sparse projection vector". By the closedness of B ∩ C s , it follows that P Cs∩B (x) is a nonempty set. However, C s ∩ B is nonconvex, and hence the set P Cs∩B (x) is is not always a singleton. For example, when B = R n , P Cs∩B (x) = P Cs (x) is comprised of all vectors consisting of the s components of x with the largest absolute values, and with zeros elsewhere. In general, there can be more than one choice to the s largest components in absolute value, and each of these choices gives rise to another vector in the set P Cs (x). For example:
Finding the set P Cs∩B (x), or even just a vector in the set, is in general a difficult task since the corresponding optimization problem is nonconvex. However, we will show that under several symmetry properties, finding such a vector is a tractable mission. We would like to stress that, as will be seen in the sequel, the orthogonal projection plays a key role in the sparse optimization problem. There are very few examples in the literature of computations of sparse projections. One such paper is [18] , which presents an algorithm for finding sparse projections onto the unitsimplex and unit-sum sets, and also covers the case where the sum of variables is not necessarily one. Another paper in which the sparse projection operator was mentioned is [21] , where as part of a study of an algorithm for sparse PCA, the authors computed the sparse projection operator onto the l 2 -norm ball. In [8, Proposition 4] a formula for the sparse projection operator onto the nonnegative orthant was derived. We will present a unified theory that will enable us to compute sparse projections onto closed, convex and symmetric sets. The mentioned examples will be special cases of the general theory.
We begin with a simple lemma, which shows that the s-sparse projection onto B can be done in two phases: finding a super support at a first stage, and then finding the projection onto the restriction of B to the super support.
Lemma 4.1. Let x ∈ R
n . Suppose that y ∈ P Cs∩B (x). Then for any super support set T of y, it holds that
Proof. Suppose on the contrary that y ∈ P Cs∩B (x), but y T ̸ = P B T (x T ). The relation y ∈ P Cs∩B (x) explicitly means that y is a solution of the minimization problem
The objective function in the latter minimization problem can be decomposed into two terms: one comprised of the elements in T c , which are all non-support elements, and the other comprised of elements corresponding to the set T :
Denote by u ̸ = y the vector for which it holds that u T = P B T (x T ) and u T c = 0. Then u T ̸ = y T , and by the uniqueness of the orthogonal projection operator onto closed convex sets, it follows
, and hence
thus contradicting the optimality of y w.r.
t. (4.2).
The latter lemma implies that if a super support T of a sparse projection vector is known, then the vector v = P B T (x) induces a sparse projection vector in the sense that U T v ∈ P Cs∩B (x). Therefore, an inefficient method to find a vector in P Cs∩B (x) is to go over all the potential 
Sparse Projections Onto Type-1 Symmetric Sets
It is important to note when B is nonnegative/type-1 symmetric/type-2 symmetric, then so is the set D = C s ∩ B, so all the results of Section 3 can be employed. Using these results, we will show that under general symmetry properties, a super support set of a sparse projection vector can be evaluated efficiently in advance, without the need of the exhaustive search procedure described above. We will show how the order preservation property (Theorem 3.1) leads to the insight that there are at most s + 1 possible support sets. For that, we first define the set S
as the set of indices from σ(j 1 ) to σ(j 2 ).
Now, the s-sparse projection onto a symmetric type-1 set can be evaluated efficiently in s + 1 steps, by searching for a super support among s + 1 possibilities, as stated in the following theorem. Theorem 4.1 (symmetric type-1 projection theorem). Let B be a closed and convex type-1 symmetric set, x ∈ R n and σ ∈Σ(x). Then there exists y ∈ P Cs∩B (x) for which
for some k ∈ {0, . . . , s}.
Proof. Note that by the closedness of C s ∩ B, it follows that P Cs∩B (x) is nonempty and hence, by the order preservation property (Theorem 3.1) there exists y ∈ P Cs∩B (x) such that σ ∈Σ(y). Define
Evidently,
. Since the number of nonzero elements in y is at most s, we have that
and we conclude (recalling that k = i max ) that
establishing the desired result.
The type-1 symmetric projection theorem readily implies that a super support of a sparse projection vector can be found by going over s + 1 possible super support sets, computing the orthogonal projections over the restriction of B to the corresponding index set, and choosing the vector associated with the minimal distance. This method is described in details below.
Algorithm 1: Projection onto a type-1 symmetric set
Input: x ∈ R n . Output: u ∈ P Cs∩B (x).
Find σ ∈Σ(x).
2. for any k = s, s − 1, . . . , 0 do:
Remark 4.1. Note that it is not really necessary to compute a sorting permutation σ ∈Σ(x) as described in step 1, and it is actually enough to be able to compute the sets T k , which can be done in linear time.
Sparse Projection Onto Nonnegative Type-1 Symmetric Sets
For nonnegative type-1 symmetric sets, a super support of a vector in P Cs∩B (x) can be found instantly: a set containing the indices corresponding to the s largest values of x. Proof. Since P Cs∩B (x) is nonempty, it follows by the order preservation property (Theorem 3.1) that there exists y ∈ P Cs∩B (x) such that σ ∈Σ(y). Therefore, since y ≥ 0, and since
Using Theorem 4.2, we can write explicitly the algorithm for finding a sparse projection vector onto a closed and convex nonnegative type-1 symmetric set.
Algorithm 2: Projection onto a nonnegative type-1 symmetric set Input: x ∈ R n . Output: u ∈ P B∩Cs (x).
Sparse Projection Onto Type-2 Symmetric Sets
When the underlying set B is a type-2 symmetric set, a super support of a sparse projection vector onto B can also be instantly detected -the set of indices corresponding to s indices with the largest absolute value.
Theorem 4.3 (type-2 symmetric projection theorem). Let B be a closed and convex type-2 symmetric set and for
Proof. Since B ∩ R n + is obviously a nonnegative type-1 symmetric set, it follows by Theorem 4.2, that there exists z ∈ P Cs∩B∩R n + (|x|) such that I 1 (z) ⊆ S σ [1,s] . By Lemma 3.3, it follows that sign(x) • z ∈ P Cs∩B (x), and hence taking y = sign(x) • z, we obtain that y ∈ P Cs∩B (x) and that
The corresponding algorithm for computing a sparse projection vector onto a type-2 symmetric set is stated explicitly below.
Algorithm 3: Projection onto a type-2 symmetric set
Unifying the Analysis
Since we will investigate both nonnegative type-1 and type-2 symmetric sets, we would like to unify the analysis of the two settings as much as possible. This is done by defining the following symmetry function p : R n → R n :
|x| B is type-2 symmetric. 
Examples
Using the results obtained so far, we can now go back to the symmetric sets considered in Section 3.1 and write in details how to compute a sparse projection vector onto each of them. This is done in Table 3 Some comments related to Table 3 are in order:
• When there are s + 1 candidates for the sparse projection vector
. , s, the sparse projection vector is chosen to be the one for which ∥z k − x∥ 2 is minimal.
• Performing the orthogonal projection onto the unit-simplex ∆ s amounts to finding a root of a one-dimensional strictly decreasing function (see e.g., [17] ).
• The projection of a vector y ∈ R s onto the unit-sum set ∆ ′ s is given by
where
• The projection onto the unit l p -ball can be done via a one-dimensional root finding procedure.
B
candidates for sparse projection vectors super support set(s) restriction of B on the support Table 3 : Super supports for sparse projection onto simple sets.
• For general ℓ, u, the set [ℓ, u] n is a type-1 symmetric set, and hence s + 1 possible super sets should be explored. However, if ℓ ≥ 0, then the set is, in addition, nonnegative and hence a super support set is T = S We also note that in some cases the search of the correct super support among the s + 1 possibilities can be done more efficiently than just performing s + 1 projections on the restrictions of the underlying set B. As an illustration, let us consider the sparse projection onto the unit-sum set. A naive implementation of the procedure will consist of the computation of the s + 1 vectors
and
The sparse projection vector is v k with k chosen to minimize the expression
Since the evaluation of f k requires O(n) operations, the described process needs O(ns) operations. We can decrease the number of operations by noting that both λ k and f k can be computed recursively. Indeed, for any k = 1, 2, . . . , s:
Thus,
Therefore, the recurrence relation for the sequence {λ k } is
) .
A similar argument shows how to computed f k−1 out of f k :
The recurrence-based algorithm for computing a sparse projection vector on the unit-sum set is described below:
Algorithm 4: Projection onto the sparse unit-sum set Input: x ∈ R n . Output: u ∈ P Cs∩∆ ′ n (x). 
5. for any k = s, s − 1, . . . , 1 compute the following:
Return:
Overall, the number of operations required in the above implementation is o(n + s log(s)) for the initial computation and sorting of S 
Optimality Conditions I: Stationarity-Based Conditions
So far, we have studied properties and computational methods of orthogonal projections onto symmetric sets and onto sparse symmetric sets (Sections 3 and 4 respectively). The importance of this study is twofold: first, some algorithms that attempt to find an optimal solution of problem (1.1) actually require the computation of the orthogonal projection (e.g., the IHT method -see Section 8). Second, the orthogonal projection plays a key role in the development of necessary optimality conditions for sparsity-constrained problems. In particular, in this section, two of the optimality conditions that we will consider -basic feasibility and L-stationarity -heavily rely on orthogonal projections.
Basic Feasibility (BF)
The most elementary stationarity-based optimality condition is basic feasibility. For problem (1.1), loosely speaking, it states that a basic feasible point is a point that satisfies the first order optimality conditions over any possible super support set.
Definition 5.1 (Basic feasibility).
A vector x ∈ C s ∩ B is called a basic feasible (BF) point of (P) if for any super support set S of x, it holds that for some L > 0:
Remark 5.1. We note the following:
(a) If |I 1 (x)| = s, then the only super support set is the support itself, and hence basic feasibility is the same as the condition
The above condition is always satisfied for BF points (but is not sufficient when the support is incomplete).
(b) The basic feasibility condition is equivalent to the condition that for any super support set S of x, x S is a stationary point of the convex-constrained problem
The stationarity condition (5.1) is actually independent of L, although it is expressed in terms of L, and it can also written alternatively as (see Section 2.1)
The fact that basic feasibility is a necessary optimality condition is shown next.
Theorem 5.1. Let x * be an optimal solution of problem (1.1). Then x * is a basic feasible point of (P).
Proof. Let S be a super support set of x * . Since x * is an optimal solution of (P), we have in particular that x * S is an optimal solution of
and thus, x * S is a stationary point of (5.3). We conclude that for any L > 0:
By noting the equality U
, we conclude that x * is a basic feasible point.
Note that when the support of x is not full, verifying whether it is a basic feasible point requires in principle checking the condition (5.1) for each of the ( n−∥x∥ 0 s−∥x∥ 0 ) choices of the super support set. We will see in Section 5.2.3 that when the underlying set B is either a nonnegative type-1 symmetric set or a type-2 symmetric set, there are simple ways to verify that a point without a full support is a basic feasible point by checking that condition (5.1) holds for a specific super support set. In the meantime, using the explicit stationarity conditions for the examples that appear in Table 1 , we can write the BF conditions for the full support case. For all of these examples, when the support is not full, the condition for basic feasibility is exactly the stationarity condition for the problem of minimizing f over B (without the sparsity constraint).
B
BF conditions (full support)
We end this section with a general property of basic feasible points that will be useful later on. This property holds when B is a type-2 symmetric set.
Lemma 5.1. Suppose that B is a type-2 symmetric set, and let x
* be a basic feasible solution of (P). Then
Proof. Since x * satisfies (5.2) with x = x * , it is a stationary point of the problem
where S = I 1 (x * ). Thus,
Since B is type-2 symmetric, it follows that the vectorx defined bỹ
is in B and obviously I 1 (x) = I 1 (x * ). Plugging y =x into (5.4) yields the inequality
L-Stationarity
Definition and basic properties
As was already noted, basic feasibility is a notion related to stationarity over a restriction of B to super support sets of the vector. It does not say anything about the "optimality" of the support, and in that respect it is a rather weak condition. A stronger condition is the L-stationarity condition that we introduce now.
Definition 5.2 (L-Stationarity
The fact that L-stationarity is a more restrictive condition than basic feasibility is now stated and proved.
Lemma 5.2. Let x * ∈ C s ∩ B be an L-stationary point of (P). Then x * is a basic feasible point of (P).
Proof. Let S be a super support of x. Plugging T = S,
∇f (x * ) and y = x * in Lemma 4.1, implies that
showing the required result.
We have thus shown that any L-stationary point is a basic feasible point. We continue to show that L-stationarity is a more restrictive condition as L becomes smaller. For that, we use the following trivial fact.
Lemma 5.3. Let L > 0. Then x ∈ C s ∩ B is an L-stationary point of (P) if and only if
Proof. Note that
Therefore, x is an L-stationary point, meaning that x satisfies
if and only if (5.5) holds.
it is also an L 1 -stationary point.
Proof. Since x is an L 2 -stationary point, then by Lemma 5.3, it satisfies
for any y ∈ C s ∩ B, and hence for any such y:
showing that x ∈ argmin y∈Cs∩B h L 1 (y, x), which by Lemma 5.3 implies that x is an L 1 -stationary point.
Another result that can be proved without any symmetry assumptions on B is that if ∇f has a Lipschitz constant L(f ), then L-stationarity is a necessary optimality condition for any L > L(f ). Later on, in Section 3, we will show how the result can be improved, that is, can be shown for smaller values of L, when symmetry conditions are assumed.
Theorem 5.3. Suppose that Assumption [A+] is satisfied. Then if x * is an optimal solution of (P), then it is an L-stationary point for any L > L(f ).
Proof. Let x * be an optimal solution of (P), and let L satisfy L > L(f ). By the descent lemma (Lemma 2.1), it follows that for any y ∈ C s ∩ B, the following inequality holds:
which by the fact that f (y) ≥ f (x * ), implies that for any y ∈ C s ∩ B:
Therefore, g(y) ≥ g(x * ) for any y ∈ C s ∩ B, and hence
Finally, by Lemma 5.3, we conclude that x * is an L-stationary point of (P).
L-stationarity under symmetry assumptions
We now continue to write more explicit conditions for L-stationarity under the assumption that the underlying set is either nonnegative type-1 or type-2 symmetric. 
Theorem 5.4 (L-stationarity characterization
where p(·) is given by
) . By Lemma 5.2 it is also a basic feasible point. In addition,
Relation (5.6) is valid since when p(x * ) ≡ x * , it is actually a tautology, and when p(x * ) = |x * |, it holds by Corollary 3.1. Now, let i ∈ I 1 (x * ) and j ∈ I 0 (x * ). By (5.6) and Lemma 3.1 we have:
which by the fact that p(
). To prove the reverse direction, assume that x * is a basic feasible point, and that for any i ∈ I 1 (x * ) and j ∈ I 0 (x * ) the inequality
for any i ∈ I 1 (x * ) and j ∈ I 0 (x * ). Therefore, there exists a sorting permutation
for which
, by Lemma 4.1,
Since x * is a basic feasible point of (P), and S σ [1,s] is a super support of x * , then
Therefore, by the uniqueness of the projection operator onto closed and convex sets (in particular here, on B S σ [1,s] ), and since
, it follows that z = x * , which is the desired result.
Remark 5.2. When B = R n , it can be shown that the conditions of Theorem 5.4 reduce to
where M s (x * ) is the s-th largest absolute value component in x * . This result was established in [3] for general objective functions, and in [6] for the case of a least squares objective function.
Characterization of BF points with incomplete support
In Lemma 5.2 we showed that an L-stationary point is necessarily a basic feasible point. We will now show that the reverse implication also holds if the point does not have a full support and B is either a non-negative type-1 or a type-2 symmetric set. Therefore, checking basic feasibility of a point in C s ∩ B is equivalent to checking L-stationarity, and in any case there is no need to go over all the possible super support sets. Before proving the result, we will establish a technical lemma.
Lemma 5.4. Let B be either a nonnegative type-1 or a type-2 symmetric set and let x ∈ C s ∩ B satisfy |I 1 (x)| < s. Let S be a super support set of x, and assume that for some L > 0,
Proof. Since x satisfies (5.8), it is a stationary point of the problem
which is the same as
Let i ∈ I 1 (x) and j ∈ I 0 (x) ∩ S. Since B is type-1 symmetric, we have that x τ i,j ∈ B, where τ i,j is the swap permutation of the indices i, j. In addition, since i, j ∈ S, it follows that I 1 (x τ i,j ) ⊆ S, and hence we can plug y = x τ i,j into the inequality in (5.9) and obtain
At this point we split the analysis between the nonnegative type-1 and type-2 settings.
• B is nonnegative type-1 symmetric. Since i ∈ I 1 (x), we have x i > 0, and hence by (5.10)
which combined with the fact x i > 0 (i ∈ I 1 (x)) and x j = 0 (j ∈ I 0 (x)), implies the following relation:
• B is type-2 symmetric By Lemma 5.1 it follows that
Multiplying inequalities (5.10) and (5.13), implies that the following holds:
which combined with (5.12) yields
Hence, using (5.14) and the fact that x j = 0, we obtain that
Combining the two cases, we conclude that
which is the desired result.
We are now ready to prove that basic feasibility and L-stationarity are equivalent when the vector has an incomplete support. (a) x is a basic feasible point of (P).
Proof. The implication (b) ⇒ (a) follows by Lemma 5.2. To prove the reverse implication, assume that x is a basic feasible point. Let i ∈ I 1 (x), j ∈ I 0 (x), and let S be a super support set of x for which j ∈ S (such a set exists since |I 1 (x)| < s). Then employing Lemma 5.4, it follows that
Since the above inequality is valid for all i ∈ I 1 (x), j ∈ I 0 (x), we conclude that there exists a sorting permutation
. By Theorem 4.4, there exists
. Consequently,
Since x is a basic feasible point of (P), and
Finally, we have from the uniqueness of the projection operator onto closed and convex sets, that
, which combined with (5.16), implies that x = z, and hence (see (5.15) ) that
Theorem 5.5 states that when the support is incomplete, basic feasibility is equivalent to Lstationarity (for any L > 0). We will now prove a different characterization of basic feasible points with an incomplete support that will be extremely useful in the algorithmic part. Particularly, we show that in order to check basic feasibility of a vector with an incomplete support, only one super support set should be checked to satisfy (5.1).
Theorem 5.6. Suppose that B is either a non-negative type-1 or a type-2 symmetric set. Let
x ∈ C s ∩ B and σ ∈Σ(−p(−∇f (x))). Let i ∈ {1, . . . , n + 1} be such that S σ [i,n] ∪ I 1 (x) = s, and let T = I 1 (x) ∪ S σ [i,n] . If x T = P B T ( x T − 1 L ∇ T f (x) ) ,(5.
17)
then x is a basic feasible point of (P).
) , which is exactly the condition for basic feasibility for points with a full support, see Remark 5.1, (a). If |I 1 (x)| < s then i ≤ n. That is, the set S σ [i,n] is nonempty and
. Since (5.17) holds, we have by Lemma 5.4 that
In addition, by the definition of T , for any j ∈ T ∩ I 0 (x) and k ∈ I 0 (x)\T we have (recalling that
) , which combined with (5.18) implies that
Therefore, by Theorem 5.4, it follows that x is an L-stationary point, which readily implies that it is a basic feasible point.
Remark 5.3.
We note that the approach for deriving optimality conditions in this paper is a departure from the classical derivation of optimality conditions for nonconvex programming that usually use characterizations based on normal cones and subdifferentials [26, 27, 8] . Recently, in the work [25] explicit expressions for sparsity constrained problems were derived by using normal cones that correspond to either Clarke or Bouligand tangent cones. It was shown in [25] that L-stationarity is a more restrictive condition than the derived optimality conditions. In fact, when the only constraint is the sparsity constraint, the conditions obtained in [25] are equivalent to basic feasibility (see Tables 1 and 2 in [25] ).
Simple Coordinate-Wise (Simple-CW) optimality
We begin by defining an unrestrictive optimality condition and proving its optimality.
Definition 6.1 (simple-CW optimality in nonnegative type-1 or a type-2 symmetric sets). Suppose that B is either a nonnegative type-1 or type-2 symmetric set. Let x ∈ C s ∩ B be a basic feasible point of (P). Let
where p(·) is defined in (4.5) . Then x is a simple-CW point of (P) if
Note that there might be several choices for the indices i and j in the above definition. We will make the convention that in such a case, we will always pick the smallest index among the possible choices. In addition, note that the condition is independent of any Lipschitz constant.
When B is a type-2 (nonnegative type-1) symmetric set, then the variable entering the support corresponds to the maximal absolute value partial derivative (minimal partial derivative), while the choice of the variable leaving the support is made in two stages: first, we consider all the indices corresponding to the variables with minimal absolute value (value) among the support indices, and from this set of indices we pick an index corresponding to the minimal absolute value (maximal value) of the partial derivative.
Obviously, simple-CW optimality is a necessary optimality condition. Lemma 6.1. Let B be either non-negative type-1 set or a type-2 symmetric set, and let x * be an optimal solution of problem (1.1) . Then x * is a simple-CW point of (P).
Simple-CW optimality seems like a rather unrestrictive condition, and yet, it turns out that when Assumption [A+] holds, it is better (i.e., more restrictive) than L 2 (f )-stationarity. For that, we first need to show the following result. Lemma 6.2. Let B be either a nonnegative type-1 or a type-2 symmetric set, and let x ∈ C s ∩ B be a basic feasible solution of (P). Assume that i is an index chosen according to (6.1) . Then for any L > 0, i ∈ argmin
Proof. Let L > 0. Since x is a BF point of (P), it follows that
) , and hence, by Corollary 3.1 with D = B I 1 (x) (for nonnegative type-1 sets, the implication is trivial):
is a nonnegative type-1 symmetric set, it follows by Theorem 3.1, and the uniquness of the projection onto closed and convex sets, that there is a permutation that sorts both {p(x k )} k∈I 1 (x) and {p(Lx k − ∇ k f (x))} k∈I 1 (x) . Consequently, there exists an index minimizing p(Lx k − ∇ k f (x)) among the indices minimizing of p(x k ). Hence,
Obviously, p(x k ) has the same value for all k ∈ D(x), which we will denote by p * . In addition, since p(x) ≡ x when B is type-1 symmetric and
which combined with (6.3) implies that the index i, which is the index corresponding to the minimal value of p(−∇ k f (x)) over D(x), also corresponds to the minimal value of p(
We can now show that under Assumption [A+], any simple-CW point is also an L 2 (f )-stationary point. In a sense, this is a rather surprising result since the simple-CW condition only checks that the point has a better value than one or two points which are slightly different than the current point. Proof. Let x ∈ C s ∩ B be a simple-CW point, and let L ≥ L 2 (f ). By definition, x is a BF-point and therefore, if |I 1 (x)| < s, then by Theorem 5.5, x is an L-stationarity point of (P) (actually, for any L), and the result is proven.
Suppose then that |I 1 (x)| = s, then by the definition of simple-CW optimality and Lemma 6.2, for
By the block descent lemma (Lemma 2.2), for any y ∈ R n satisfying ∥y − x∥ 0 ≤ 2:
In particular, for y = x τ i,j = x − x i e i + x i e j , (6.6) reduces to:
Using (6.5) and the fact that x j = 0 we obtain
We now split the analysis between the two types of symmetries.
• If B is nonnegative type-1 symmetric, then using the fact that i ∈ I 1 (x) we have
• If B is type-2 symmetric, then using the same argument as above on the condition
yields the inequality
Multiplying the latter inequality with (6.7), and using the fact that i ∈ I 1 (x), implies
and consequently
We have thus shown that in both cases
By the definitions of the indices i and j given in (6.5) it follows that
for any ℓ ∈ I 1 (x) and m ∈ I 0 (x), which by Theorem 5.4, implies that x is an L-stationarity point.
A direct consequence of Theorem 6.1 is that when B is either a nonnegative-type 1 or a type-2 symmetric set, L 2 (f )-stationarity is a necessary optimality condition. This is a stronger result than the one shown in Theorem 5.3 where L-stationarity was shown for L > L(f ) (without any symmetry assumption).
Theorem 6.2. Suppose that Assumption [A+] is satisfied. Then if x
* is an optimal solution of (P), then it is an L-stationary point for any L ≥ L 2 (f ).
Zero-CW and Full-CW Optimal Points
We will now present two additional CW-type optimality conditions whose validation requires the ability to minimize the objective function over a given super support. This assumption holds for example when the objective function is convex, but there are other scenarios when it is possible, such as the case when B is the l 2 unit ball and the objective function is a (possibly nonconvex) quadratic function. The minimization in this case reduces to the solution of a trust region subproblem ( [23] ). The zero-CW optimality condition is similar to simple-CW optimality, but requires the point to be of a smaller or equal value than the points with a super support set constructed by swapping the indices i and j defined in (6.1) and (6.2) and adding (if the support is not full) indices corresponding to the largest values of p(−∇ j f (x)).
Definition 6.2 (zero-CW optimal point). Let x be a basic feasible point of (P), and assume that
where i and j are defined in (6.1) and (6.2) respectively. Let
Similarly, a full-CW optimal point is a point in which any possible swap between support and non-support indices does not result with a better (i.e., smaller) function value. Definition 6.3 (full-CW optimal point). Let x be a basic feasible point of (P), and assume that
Then x is called a full-CW optimal point if for any i ∈ I 1 (x), j ∈ I 0 (x), it holds that
We will now state formally some obvious facts on zero and full-CW optimal points. First, by their definition, zero and full-CW optimal points are also simple optimal points, and consequently, by Theorem 6.1, also L 2 (f )-stationary points. Theorem 6.3. Let B be either a nonnegative type-1 or a type-2 symmetric set. If x is a zero or full-CW optimal point, then it is also a simple-CW optimal point, and consequently they are also L 2 (f )-stationary points.
Another quite obvious fact is that zero and full-CW optimality are necessary optimality conditions for problem (P). This fact does not require any symmetry assumption.
Theorem 6.4. Let x be an optimal solution of problem (P). Then it is a zero-CW as well as full-CW optimal point.
Examples
The following examples demonstrate the hierarchy between the various optimality conditions. Example 6.1. Consider the problem
It is not difficult to show that there are actually 12 BF points: (±1, ±1, 0), (0, ±1, ±1), (±1, 0, ±1) . In this example L(f ) = L 2 (f ) = 2d 1 . By Theorem 5.4, a BF point whose off support consists of the index i 1 ∈ {1, 2, 3} is an L(f )-stationary point if and only if (recalling that we are actually minimizing −f ):
This condition is satisfied for all BF points since in this example ∇ i 1 f (x) = 2d i 1 x i 1 = 0. Therefore, all 12 BF points are actually L(f )-stationary points. On the other hand, it is to see that only the four optimal points (1, 1, 0), (−1, 1, 0), (1, −1, 0), (−1, −1, 0) are simple-CW points, and hence also zero and full-CW points. T . By definition, in order that the former point be a BF point, it must be stationary over any super support. Although it is stationary for {2, 4}, it is not for {1, 4}, implying that there is no BF point with the super support {2, 4}. In this example, the 2 BF points v = (0.002, 0, 0, 0.998) T , w = (0, 0.910, 0.09, 0) T are the only L(f )-stationary points as well as simple-CW points. This means that the non-optimal point w satisfies both optimality conditions. However, the only point which is either a zero of full-CW point is the optimal point v.
Algorithms
The hierarchy between the optimality conditions established in the previous section suggests that there is also a hierarchy of algorithms with respect to the quality of the points to which they are guaranteed to converge. Thus, for example, methods that are guaranteed to converge to L(f )-stationary points are worse than algorithms that are guaranteed to converge to a simple-CW Table 4 : hierarchy between optimality condition in problem (6.8) points in the sense that they produce points that satisfy relatively weak optimality conditions. Later on, in Section 8, we will show by empirical experiments that methods, which are guaranteed to converge to points satisfying strong optimality conditions, tend to outperform methods that are only guaranteed to converge points satisfying weaker optimality conditions. The algorithms that we will present here require the ability to minimize the function over a given super support set. Thus, given a set T ⊆ {1, 2, . . . , n} such that |T | = s, we will assume that the following problem is solvable:
The above problem can be solved for example when the objective function is convex, or when f is a (possibly nonconvex) quadratic function and B is an l 2 ball ( [23] 
BFS search
The first algorithm that we need to define is an algorithm that, given a specific feasible point, seeks a basic feasible point with a lower or equal function value. The method receives a feasible point (x ∈ C s ∩ B) as an input. If the support of x is full, the method finds the minimizer of the objective function over its support. If the support of x is incomplete, the method adds the indices corresponding to the largest elements in p(−∇f (x)) to the support set, and optimizes the function over the constructed index set. If the support of the obtained vector is full, the process is terminated; otherwise, it continues until either a full support is reached, or no decrease in the function value is achieved.
Algorithm 5: basic feasible search (BFS)
Initialization: x 0 ∈ C s ∩ B, k = 0. Output: u ∈ C s ∩ B which is a basic feasible point.
The process is obviously finite since the sequence of objective function values is strictly decreasing:
. ., and there is a finite number of possible values v T . We only need to show that the output u = x k−1 is indeed a basic feasible point (k being the last index in the process). Proof. By the definition of the method, the point z defined as
which is the same as x
Hence,
is a stationary point of the above problem, and therefore for any L > 0,
) , which by Theorem 5.6 implies that x k−1 is a basic feasible point.
We also note that all the methods that will be discussed in the sequel move from one basic feasible point which is also support optimal to the other, using the BFS procedure, while maintaining a strictly decreasing sequence of function values. Therefore, since there is a finite number of possible function values for the generated sequence (as it is contained in the set {v T : T ⊆ {1, 2, . . . , n}, |T | = s}), the algorithms are always finite.
The Zero-CW search method
The zero-CW search method, as its name suggests, finds a zero-CW point by swapping at each iteration the support and non-support indices i and j defined in (6.1) and (6.2) . If this swap induces a better basic feasible point in terms of the objective function, then the procedure proceeds with the new point; otherwise, the process terminates with a zero-CW point.
Algorithm 6: Zero-CW search method (ZCWS)
Initialization: x 0 ∈ C s ∩ B a basic feasible point, k = 0. Output: u ∈ C s ∩ B which is a zero-CW point.
General
Step (k = 0, 1, 2, . . .)
4. let σ ∈Σ(−p(−∇f (x k ))) and let ℓ be such that
6. Set x ∈ argmin {f (y) : y ∈ B, I 1 (y) ⊆ T k } .
7. x k+1 = BFS(x)
, then STOP and the output is u = x k . Otherwise, k ← k + 1 and go back to step 1.
Since the termination of the zero-CW search method is exactly the validity of the zero-CW optimality conditions, it follows that the procedure produces a zero-CW point.
The Full-CW search method
The full-CW search method is a scheme aimed at finding full-CW points. The process first executes the zero-CW search method and then proceeds to check if the point is a full-CW point by examining the objective function's value for any possible swaps between indices in the support with indices in the off-support. If there is a swap which induces a reduction in the function value, then the procedure continues with that point. Otherwise, a full-CW point is returned.
Acronym
Method
ZCWS
the zero-CW search method (Algorithm 6) FCWS the full-CW search method (Algorithm 7)
IHT the IHT method (Algorithm 8)
TGA the greedy support pursuit method (Algorithm 9) Table 5 : the acronyms of the four compared methods.
Algorithm 8: Iterative Hard Thresholding (IHT)
Initialization: x 0 ∈ R n , k = 0. Output: u ∈ C s ∩ B 1. repeat 
Return x
The TGA algorithm starts from the zeros vector, and greedily adds indices until the super support contains exactly s indices. Several remarks should be taken into account:
• Once an index enters the suggested super support set, it does not leave the set.
• The method is terminated once the super support is full, even if the support of the actual solution is not.
• The method always starts from the same point (zeros vector).
• The output might not satisfy any of the optimality conditions.
• If B = R n , then this method is exactly the orthogonal matching pursuit (OMP) method [22] , and when B = ∆ ′ n the method is the same as the greedy method introduced in [29] .
Sparse index tracking
The index tracking problem is the problem of tracking an index using a set of assets. Mathematically, it is defined as a minimization problem of a least squares term ∥Ax − b∥ 2 where A is the sample matrix, b is the so-called index vector, and the optimization is made over a set C, of all of admissible vectors. The problem was addressed in [29] , with C being the sparse unit-sum set. The authors in [29] offered to use sparsity as a tool for controlling the trade-off between the performance of the tracker and the robustness of the model (over-fitting).
We also note that the similar problem of portfolio optimization was presented in [18] as an application. We will test the sparse index tracking problem with no "short" allowed. The problem formulation is min ∥Ax − b∥ 2 s.t. x ∈ C s ∩ ∆ n , where the matrix A contains the daily returns of stocks traded in the New York stock exchange (NYSE), and the vector b consists of the daily returns of the SP500 index.
We created 180 random sets of 54 stocks and 72 days of trade, and tested three levels of sparsity: 9, 18, 27. For each random problem we executed each method from the output of the TGA method with s = 1. Then we ran each method (except for the TGA) from the output of each of the other methods and counted the number of times the results were improved, which is the number of times these methods did not reach better optimality than their worst case theoretical guarantees. For example, if the output of the IHT method was improved by the ZCWS method in all its runs, then we can conclude that the outputs of the IHT methods were always L-stationary points that are not zero-CW point.
The results are summarized in Table 6 . Each cell in the table indicates the number of times the output of the algorithm in the first column improved the algorithm in the second column with the corresponding sparsity level.
Several conclusions can be deduced from the results:
1. The hierarchy between the optimality conditions is (unsurprisingly) validated.
2. The IHT method never reached a zero-CW or full-CW point.
3. The ZCWS reached a full-CW point in two thirds of the instances (66%).
4. The TGA was improved in most of the instances by all of the methods when the sparsity level was greater than 9.
We note that in practice, it is quite rare to obtain a BF point with an incomplete support. In the index tracking problem, however, there were a few cases where the algorithms did example BF points with an incomplete support.
