A ring is rigid if there is no nonzero locally nilpotent derivation on it. In terms of algebraic geometry, a rigid coordinate ring corresponds to an algebraic affine variety which does not allow any nontrivial algebraic G a -action. Even though it is thought that "generic" rings are rigid, it is far from trivial to show that a ring is rigid. In this paper we provide several examples of rigid rings and we outline two general strategies to help determine if a ring is rigid, which we call "parametrization techniques" and "filtration techniques". We provide many little tools and lemmas which may be useful in other situations. Also, we point out some pitfalls to beware when using these techniques. Finally, we give some reasonably simple hypersurfaces for which the question of rigidity remains unsettled. * Funded by Veni-grant of council for the physical sciences, Netherlands Organisation for scientific research (NWO).
Introduction
In our article, all rings are commutative and contain 1. We will use N to denote the set of natural numbers, Q to denote the field of rational numbers, and Q + to denote the set of positive rational numbers. If A is a ring, a derivation D : A −→ A is a linear map satisfying the Leibniz rule D(ab) = aD(b) + D(a)b for all a, b ∈ A. This derivation is called locally nilpotent if for each a ∈ A there exists n ∈ N such that D n (a) = 0. We write DER(A) for the set of derivations on A, and LND(A) for the set of locally nilpotent derivations on A. We use LND to abbreviate locally nilpotent derivation. Let A D := ker(D) = {a ∈ A | D(a) = 0}. We define a ring to be a rigid ring if it admits no LND except the zero derivation. Similarly, an affine variety X is called rigid if O(X) is rigid.
We will focus on the field C, though many things will apply to any field of characteristic zero. We denote C
[n] := C[X 1 , . . . , X n ] for the polynomial ring in n variables. If X is a variable of C [n] , then ∂ X := ∂ ∂X is an LND. In this paper we focus on C-algebras, and by a "derivation" on a C-algebra, we implicitly mean a derivation which is C-linear.
Our approach will be primarily algebraic. However, there is an important geometric interpretation of the subject matter. Any LND D of the C-algebra A gives rise to an algebraic action of the additive group G a of C on A via exp(tD)(a) =
for t ∈ C and all a ∈ A. Conversely, an algebraic action σ of G a on A yields an LND on A via σ(t, a) − a t t=0 .
The kernel A D coincides with the ring of invariants of the corresponding G a -action.
The Makar-Limanov invariant of A, denoted ML(A), is defined as the intersection of the kernels of all LNDs on A. Thus to show that A is rigid means to show that ML(A) = A. The Makar-Limanov invariant has been used with success because there are techniques to compute it (also due to Makar-Limanov). In some sense, these techniques are more valuable than the invariant itself. (Note however, that these techniques are not omnipotentthere's no algorithm to compute the ML invariant, for one.) In this paper we will focus these techniques onto the task of showing that certain rings are rigid.
Derivations on non-domains
There are advantages to working with a domain (or an irreducible algebraic variety) when studying LNDs and rigidity. Often, however, we are lead to consider LNDs on non-domains.
Proposition 2.1. Suppose G a acts algebraically on a reducible affine variety X. Then the G a -action restricts to each irreducible component of X, and to each of their intersections.
Proof. Let X = X 1 ∪X 2 ∪· · ·∪X r be the decomposition of X into irreducible components. The group G a acts algebraically on X. Let ϕ ∈ G a , which is an automorphism of X. It thus sends irreducible factors to irreducible factors, and thus permutes the set {X 1 , . . . , X r }. So for each ϕ ∈ G a we get a permutation σ(ϕ) ∈ Sym(r). Thus we have an induced algebraic map G a σ −→ Sym(r). Now ker(σ) is a subvariety of G a ∼ = C, hence it is either a finite subset of C (which is impossible) or equal to C. So ker(σ) = G a , which means that G a (X i ) = X i for each 1 ≤ i ≤ r.
Corollary 2.2. Let f ∈ C
[n] be a radical polynomial, i.e. f = f 1 f 2 · · · f r where each f i is irreducible and different from the others. Write A := C
[n] /(f ) and letf i be the image of
This follows immediately from Proposition 2.1, as apparently the G aaction induced by D restricts to the domain
Corollary 2.3. Let X be an affine variety with irreducible components X 1 , . . . , X n . If each X i is rigid, then X is rigid. Furthermore, there is a 1-1 correspondence between the algebraic G a -actions on X and sets of algebraic actions
An application of the above: 
Parametrization techniques
Let A be a domain containing Q. Let D ∈ LND(A) with D = 0. Let us summarize some well known and commonly used facts (cf. Chapter 1 of [4] ). There exists p ∈ A such that D 2 (p) = 0 while D(p) = 0. Set q := D(p) and s = p/q. There is a unique extension of D to a locally nilpotent derivation (which we still denote by D) ofÃ : The Parametrization Lemma allows us to reduce questions on LNDs to questions on polynomials, and to use obvious facts about polynomials to discover less obvious facts about LNDs. The following lemma contains well known facts (see for instance Proposition 1.3.32 of [4] or Section 1.4 of [6] ). We include the proof to illustrate how parametrization can be applied. 
. Since E(a) = 0, a commutes with E, i.e. E(ac) = aE(c) for all c ∈ A. Thus 0 = a n E n (b), and since a = 0 we get E n (b) = 0. Thus E is locally nilpotent. Part f) follows from the earlier observation that A[q
Proof. It is clear that f and g can only be a constant simultaneously. So
we find that h is a constant. Then comparing the highest degree terms of f ′ g and f g ′ we get that n = hm, hence the result follows.
Proof. Follows immediately from Lemmas 3.1 and 3.3.
Proof. An application of the Lefschetz Principal.
, where We now summarize the lemmas that are typically useful for parametrization situations. The nicknames are chosen in reference to Mason's Theorem 3.8, discussed below. Mini-Mason can also be found in a certain form as Lemma 9.2 in [6] , and Lemma 2 in [10] . These quoted lemmas are excellent examples of what is essentially the parametrization technique.
is nonzero, and where a, b, ∈ N such that deg
Proof. Part a) follows from b). For b), note that gcd(f, g) = 1. Differentiate with respect to S to obtain af
Combining these we obtain (a − 1)(b − 1) < deg T (Q) + 1 which contradicts the assumption exactly.
The proof of c) is similar to that of b). We have gcd(f, h) = gcd(g, h) = 1, and we take the derivative and get
H for the degree of f, g, h, respectively. We have
and from this we obtain Mason's Theorem, below, provides a very useful technique for constructing rigid rings. We will use the following generalization due to M. de Bondt. The original theorem handles the case n = 3. While R. Mason did publish a proof [11] , the original proof is due to W. Stothers [13] . In the statement of the theorem, N (h) denotes the number of distinct zeroes of a polynomial h ∈ K[S], where K is algebraically closed. 
where K is an algebraically closed field of characteristic 0. Assume not all f i are constant, and
Then both of the following inequalities hold.
Examples using parametrization techniques
In this section we consider examples of the form A := C[X 1 , . . . , X n ]/(f ). Also, we denote
Rigidity of X
Trivial cases for which A is not rigid occur when at least one of a, b, c equals zero as well as when at least one of a, b, c equals 1. We will show that all other cases are rigid. 
The restriction of δ to the intersection of these irreducible components, which corresponds to the ring C[X, Y, Z]/(XY, Z), is zero by Lemma 2.4. We will show that the only LND on A ′ which is zero modulo (xy, z) is the zero derivation. We distinguish several cases, where we state 
This implies either p = 0 (meaning that δ = 0) or λ = 0. In the latter case δ = ∆, and ∆(z) = p(y)y ∈ (xy, z) only if p = 0.
Rigidity of
By Extended Mini-Mason 3.7, the degree restriction on Q implies that there are no nonconstant parametrizations of the form
. The conclusion then follows from Proposition 4.4 below.
The below proposition does include more cases than the above theorem, though (for example, if Q = T e where e ≥ 2).
where we have d ≥ 2, P (0) = 0. Write P (T ) = T Q(T ) + P (0). Assume there exist no nonconstant parametrizations of the form . Write x = f (S), y = g(S), and z = h(S). Let α = gcd(f, h) in K[S] and write f = αf , h = αh. From the relation which defines A we obtainf
Since P (0) = 0 and K is algebraically closed, ( †) is equivalent to a parametrization of the form
By applying Lemma 3.5 to the hypothesis on nonconstant parametrizations of this form, we must havef ,h ∈ K * . So g ∈ K * as well which means D(y) = 0. We now have f =fh 
is a solution to f 3 g+gh 3 +h 4 = 0 (perhaps assuming gcd(f ,h) = 1 if one likes the parametrization to be unique). It is not clear from these parametrizations whether A admits a nontrivial LND. However, the existence of these parametrizations blocks us from using the techniques of this section to decide rigidity.
Theorem
Proof. Write F, G, H, I for the degrees of f, g, h, i, respectively. Using Mason's Theorem 3.8 for n = 3 we have max(aF + bG, cH, dI) < F + G + H + I.
We are left to assume max(aF +bG, cH, dI) = cH (without loss of generality). Now
H. This too is not possible.
This is a direct application of Mason's Theorem 3.8 and can be found in [5, Example 2.6].
Filtrations
Throughout this section A will be a finitely generated C-algebra. If equality always holds in condition 2 then deg is a degree function. If deg(c) = 0 for all c ∈ C * , we say that deg is a C-(semi-)degree function. Since in this paper we are interested in C-algebras, we will only consider C-(semi-)degree functions. Note that every homogeneous element of degree n in GR(A) is of the form gr(a) for some a ∈ F n (A)\F n−1 (A). The set GR(A) is indeed a graded C-algebra. The linear structure is clear. Multiplication of homogeneous elements is defined as follows. If gr(a) = a + F n−1 (A) ∈ GR F ,n (A) and gr(b) = b + F m−1 (A) ∈ GR F ,m (A) are both nonzero, then define gr(a)gr(b) = ab + F n+m−1 (A). This multiplication can be extended to all elements of GR(A). The following properties can be easily checked:
• gr(a) = 0 if and only if a = 0.
• gr(a + h) = gr(a) if deg(a) > deg(h).
• gr(a + b) = gr(a) + gr(b) if deg(a) = deg(b) = deg(a + b).
• gr(a n ) = gr(a) n if deg(a n ) = n deg(a).
•
gr(ab) = gr(a)gr(b) if deg(ab) = deg(a) + deg(b).
• GR(A) is reduced if and only if deg(a n ) = n deg(a) for all n ∈ N.
GR(A) is a domain if and only if deg(ab) = deg(a) + deg(b) for all a, b ∈ A, i.e. if deg is a C-degree function on A.
When investigating the rigidity of a domain A, it is desirable for GR(A) to be a domain. But if deg(a) + deg(b) > deg(ab) for some a, b ∈ A, it will not be the case.
. Defining deg(x) = 1 and deg(Y ) = 0 indeed determines a C-degree function on A. Now F n (A) = {0} for n < 0, and F n (A) = A for n > 0, while Now we get to a pitfall. It is tempting to believe that if A is generated by x 1 , . . . , x n then GR(A) will be generated by gr(x 1 ), . . . , gr(x n ). (In several papers this is not explicitly proven, but true in that case.) In general this is not the case.
Example 5.7. Let A = C[X, Y ] and define Z = Y + X n for some n > 1. Define a grading on A by deg(a) = deg X (a) for all a ∈ A. Now A is a graded ring, and it is not hard to see that GR(A) is isomorphic to A and is generated by gr(X), gr(Y ). Now obviously A is generated by X, Z. But gr(Z) = Y + X n + F n−1 (A) = X n + F n−1 (A) = gr(X n ) = gr(X) n , and thus GR(A) is not generated by gr(X), gr(Z).
While things can get quite messy, in many practical cases we can fortunately use the following fact.
Lemma 5.8. Let A be a graded ring generated by homogeneous elements x 1 , . . . , x n . Let F be the filtration defined by the grading of A. Then A ∼ = GR F (A) by the isomorphism x i → gr(x i ), and thus GR F (A) is generated by gr(x 1 ), . . . , gr(x n ).
Proof. We make use of the polynomial ring C[X 1 , . . . , X n ], where the X i are independent variables. Since A is graded, we have for any monomial M(X 1 , . . . , X n ) ∈ C[X 1 , . . . , X n ] that M(gr(x 1 ), . . . , gr(x n )) = gr(M(x 1 , . . . , x n )). Define a grading on C[X 1 , . . . , X n ] by making X i homogeneous of degree deg(x i ). Let a ∈ A be of degree d. Now a = f (x 1 , . . . , x n ) for some f ∈ C[X 1 , . . . , X n ]. Write f = f i where f i is homogeneous of degree i ∈ Z. It is very well possible that there is some f i = 0 for which i > deg(a). But in that case, f i (x 1 , . . . , x n ) = 0 because the x i are homogeneous. So, we could have taken f − f i instead of f . Thus we can assume that f has degree d. Now gr(a) = a
To emphasize the importance of starting with a graded ring: If A is not graded, then in the above argument it is not possible to assume that the degree of f is equal to deg(a), and the equality f (x 1 , . . . , x n ) + F d−1 (A) = f (gr(x 1 ), . . . , gr(x n )) does not hold. For instance, in Example 5.7 we have
Lemma 5.8 is often applicable by the following trick. When studying a ring B, view B as a subring of a graded ring A (for which a particularly useful grading has been chosen). Using the following lemma, one can then attempt to find generators of GR(B).
Lemma 5.9. Let A and B be rings and let F be a filtration of A. If B ⊆ A then GR(B) ⊆ GR(A).
This defines an injective mapping GR d (B) −→ GR d (A) which extends to an injective ring homomorphism GR(B) −→ GR(A).
6 Filtration techniques Definition 6.1. Let A be a C-algebra with filtration F . A linear map L : A −→ A respects the filtration if
is an integer. In this case we define a linear map gr(L) : Proof. It is straight forward to check the product rule and local nilpotency of gr(D) for homogeneous elements on GR(A). These properties then extend to all elements of GR(A), so that gr(D) ∈ LND(GR(A)). It remains to show that D respects the filtration when A is finitely generated. This follows from the observation that if A is generated by a 1 , . . . , a n then
Corollary 6.3. Let A be a C-algebra with filtration F . If GR(A) is rigid then A is rigid.
In case A := C
[n] /(f ) and one has a grading on C [n] , then one can define a degree function on A as follows: for g ∈ C
[n] , define deg(ḡ) = min{grad(g + h) | h ∈ f A}. In this case, it is possible to describe GR(A) by the following result, which is a special case of Proposition 4.1 of [7] .
where f is the homogeneous highest degree part of f with respect to the grading on C
[n] .
Examples using filtration techniques
In this section we again consider examples of the form A := C[X 1 , . . . , X n ]/(f ). 2.14 of [12] .) Now D 1 (a) = 0, hence D 1 mod aA is a well-defined nonzero LND on A/aA. This gives a contradiction since A/aA is rigid.
As a remark, if A is not noetherian one cannot conclude such things, the main reason being that a descending chain of principal ideals in a noetherian ring has an intersection which is principal. This is not true for non-noetherian rings as Remark 2.2.16 of [12] shows. Here is a very rough proof sketch. If 
When is X
a + Y b + Z c rigid? Remark that X a + Y b + Z c
When is
. First let us remove a few non-rigid cases. When a = 1 then cZ
which is not rigid. The case b = c = 2 with a even is also not rigid, as it admits an LND given by dT
(Remark that X and X a/2 Y − iZ are in the kernel of this derivation. This example was shown to us by Gene Freudenburg.) Hence we assume a, b, c, d ≥ 2 and not c = d = 2, and we assume not b = c = 2 if a is even. We suspect that these assumptions ensure A to be rigid, but a couple of cases elude us. In the next few lemmas we refer to the following technical assumption: Define two gradings on A, according to the weight distributions deg 1 (x, y, z, t) = (cd, 0, ad, ac) and deg 2 (x, y, z, t) = (0, cd, bd, bc). Assuming A is not rigid, using Lemma 6.2 we have a nonzero D ∈ LND(A) which is homogeneous with respect to both gradings. We will use this homogeneous LND in the next few lemmas. By Lemma 6.2 we can find a homogeneous element in A D .
Lemma 7.5. If 7.3 holds and if gcd(a, b) = 1 then A is rigid.
, for some monomials. Then cd(p − P ) + ad(r − R) + ac(s − S) = 0 and cd(q − Q) + bd(r − R) + bc(s − S) = 0. From this we find b(p − P ) = a(q − Q). Since gcd(a, b) = 1, we conclude p − P = al and q − Q = bl for some l ∈ Z. So
Therefore, homogeneous elements can be written as x i y jf (z, t). 
where h i ,h,h i ∈ C, p, q, r ∈ N, and α = a/e, β = b/e, γ = c/e where e = gcd(a, b, c). Since f, g are algebraically independent and homogeneous, this means that there are at least two algebraically independent elements of the form x, y, z, or x α y β + λz γ in A D . Using Lemma 7.4 we may assume that x, y, z ∈ A D . Hence we have two kernel elements of the form x α y β + λz γ and x α y β + µz γ where λ = µ. But then their difference is also in A D , from which follows that z ∈ A D . So D = 0.
Lemma 7.7. If 7.3 holds and if gcd(a, cd) = gcd(b, cd) = 1 then A is rigid.
Proof. Suppose f ∈ A D is homogeneous with respect to both degrees. A computation yields that f = x i y jf (z, t). We may hence assume that we have two algebraically independent f, g ∈ C[z, t] ∩ A D . Since z is algebraically dependent of f and g, D(z) = 0 and hence we are done.
Proof. As shown in Lemma 7.5, homogeneous elements of A can be written as 
Proof. We assume a ≥ b and d ≥ c. We can apply Theorem 4.6 to remove many cases. We are left with only a few possibilities for {b, c, d}, with gcd(a, b) > 1. Case {2, 3, 5} is completely covered by Lemma 7.6. Case {2, 3, 4}. Lemma 7.6 works if c = 3 or d = 3 (interchanging roles of a and b in that Lemma as necessary). If b = 3 then we can apply Lemma 7.7 unless gcd(a, 4, 2) > 1 (i.e. a is even), and we can apply Lemma 7.5 unless gcd(a, 3) > 1. Thus left is Remark 7.10 (i). Case {2, 3, 3}. Lemma 7.6 works if c = 2. If b = 2 then we can use Lemma 7.5 unless a is even, and use Lemma 7.7 unless a = 3λ, hence left is Remark 7.10 (ii). Case {2, 2, m}, where m ≥ 3. We exclude b = m (for not being rigid) and so we assume b = c = 2 and d ≥ 3. We assume a ≥ 3 is odd, since otherwise A is not rigid. The remaining case is covered by Lemma 7.8. Unfortunately, the above explicit description was not enough to prove rigidity. We mention it to aid future work. With a couple more assumptions we can salvage the following result. As a remark, we want to state that one should be careful when using techniques discussed in this paper. If A is a domain over C in which there are pairwise algebraically independent elements x, y, z such that x 2 + y 3 + z 5 = 0, it does not necessarily mean that x, y, z ∈ A D for any D ∈ LND(A). Consider the following example. Define The point is that, though x, y, z are pairwise algebraically independent, they are not generators of the ring A. (Note that the example can be modified to get A to be a finitely generated C-algebra.)
Let us mention a few explicit rings for which rigidity is unsettled. The first is a surface in C 3 . The rest are hypersurfaces in C 4 . Are any of them rigid?
