In this paper, we mainly introduce a general method to study the existence and uniqueness of solution of free boundary problems with partially degenerate diffusion.
Introduction and main result
In recent years, the following free boundary problem with a partially degenerate diffusion
g ′ (t) = −µv x (t, g(t)), h ′ (t) = −βv x (t, h(t)), t ≥ 0, u(0, x) = u 0 (x), v(0, x) = v 0 (x), −h 0 ≤ x ≤ h 0 , h(0) = −g(0) = h 0 , (1.1) has been studied by some authors to describe the nature of spreading and vanishing of multiple species, where d, µ, β and h 0 are positive constants. In the problem (1.1), the diffusion of species u is relatively faster than that of species v, or species v has no diffusion, so the diffusion of v is omitted. Wang and Cao ([4] ) studied the case f i (t, x, u, v) = f i (u, v) and β = µ, where (f 1 (u, v), f 2 (u, v)) has a cooperative structure and is controlled by a linear system. Ahn In the study of the local existence and uniqueness of solution, they used the different methods. In [1] , the function G satisfies
In (1.1), the curves x = g(t) and x = h(t) are the free boundaries to be determined together with u(t, x) and v(t, x).
The main aim of this paper is to give another rigorous proof of existence and uniqueness of solution. Denote C 1− (Ω) be the Lipschitz continuous functions space. We assume that the initial functions u 0 and v 0 satisfy
and denote by L 0 the Lipschitz constant of u 0 in x. It is assumed that (f 1 , f 2 ) satisfies
) and there exists a constant L(τ, l, k 1 , k 2 ) > 0 such that
(II) f i is locally Lipschitz continuous in x ∈ R, i.e., for any given any given τ , l, k 1 , k 2 > 0, there exists a constant L * (τ, l, k 1 , k 2 ) > 0 such that
It is easy to notice that the condition
The result concerns with the local existence and uniqueness. 
When
we have the following global existence results.
has a global solution (φ, ψ), then the unique solution (u, v, g, h) of (1.1) also exists globally. Theorem 1.3. Assume that there exists k 0 > 0 such that f 1 (u, v) < 0 for all u > k 0 , v ≥ 0, and for the given η > 0, there exists Θ(η) > 0 such that
g,h , then the unique solution (u, v, g, h) of (1.1) exists globally. Remark 1.1. (i) Conditions u(t, g(t)) = u(t, h(t)) = 0 in (1.1) look like boundary conditions of u, but they do actually play the roles of initial conditions of u at points x = g(t) and x = h(t), respectively.
(ii) Our conclusions are applicable to the models investigated in [1, 3, 4] , and assert that the solution exists globally (using Theorems 1.1 and 1.2 for the models in [1, 4] , and Theorems 1.1 and 1.3 for the models in [3] ).
2 Proofs of Theorems 1.1-1.3
Proof of Theorem 1.1. The proof is divided into several steps.
Step 1: For 0 < T < ∞, set
Define
Due to the properties of f 2 and u, using the similar arguments in the proof of [6, Theorem 1.1] we can show that there exists 0 < T 0 ≪ 1 such that (2.1) has a unique solution (v, g, h) and satisfies
where T 0 and K depend only on A, α and the Lipschitz constant L(u, 1) of u.
. For the functions g(t), h(t) obtained above, it is easy to see that g −1 (x) and h −1 (x) exist for x ∈ [g(T 0 ), h(T 0 )], and set
which is Lipschitz continuous in x. For the function v(t, x) obtained above, and every g(
By the standard theory for ODE we can see that there exists 0 < T < T 0 , which depends on L 1 , A, B and K, such that for all
, of which the Lipschitz constant will be calculated in the next step, andũ(t,
Step 2: The estimate of the Lipschitz constant ofũ in
, v(s, x)). It follows from the first equation of (2.3) that, for t x < τ ≤ T ,
For the given (t, x 1 ), (t, x 2 ) ∈ Π T . We divide the arguments into several cases
By use of the conditions (I) and (II), it is easy to derive that
Noticing v W 1,2
Substituting these estimates into (2.4), we have
Take the maximum of |ũ(τ,
Similar to the above, (2.5) holds.
Then
We may assume that x 1 > h(t). Thus x 2 ≤ h(t), u(t, x 1 ) =ũ(t, h(t)) = 0, and
In conclusion, the estimate (2.6) always holds provided that 0 < T ≤ min{1, 1
Obviously, Y T u 0 is complete with the metric d(φ 1 , φ 2 ) = sup Π T |φ 1 − φ 2 |. For any given u ∈ Y T u 0 , we extend u to [T, 1] × [−2h 0 , 2h 0 ] by setting u(t, x) = u(T, x). Then u ∈ X 1 u 0 ∩ C 1− x (Π 1 ). Define a mapping Γ by Γ(u) =ũ.
The above discussions show that Γ maps Y T u 0 into itself.
Step 3: We shall show that Γ is a contraction mapping in Y T u 0 for 0 < T ≪ 1. In fact, for i = 1, 2, let v i , g i , h i be the unique solution of (2.1) with u = u i , and define
It is easy to calculate that for all (t, x) ∈ Ω T ,
We will show that there exists a positive constant C such that
and then by (2.7)
This demonstrate that Γ is a contraction mapping in Y T u 0 . Thus, Γ has a unique fixed point u in Y T u 0 . Let (v, g, h) be the unique solution of (2.1) with such u. Then (u, v, g, h) is a solution of (1.1) and it is the unique one provided u ∈ Y T u 0 . Moreover, we can see that u ∈ C 1,1− (D T g,h ) and v ∈ W 1,2 p (D T g,h ). Thus v ∈ C 1+α, 1+α 2 (D T g,h ) by the embedding theorem as p > 3.
Step 4: Proof of (2.8). Its proof is similar to that of [2, Theorem 2.1:
Step 4] and [5, Theorem 2.1:
Step 3]. Before our statement, some preparations are needed. Let y) ), and f i 2 (t, y) = f 2 (t, x i (t, y), u(t, x i (t, y)), v(t, x i (t, y)))
for i = 1, 2. Then,
Recall (2.2), it follows that
And by the L p theory z i W 1,2 p (∆ T ) ≤ C ′ 1 . Using the arguments in the proof of [6, Theorem 1.1] we can obtain
(2.11)
Thanks to (2.2) and v i,
On the other hand,
Due to (2.9), (2.11), applying the parabolic L p theory to (2.13) we can obtain
where C 3 depends on h 0 , µ, β, A, B and K. The same as (2.10), we have
where C 4 > 0 is independent of T −1 . When (t, y) ∈ ∆ T , we have |w 1 (t, y) − w 2 (t, y)| = |u 1 (t, x 1 (t, y)) − u 2 (t, x 2 (t, y))| ≤ |u 1 (t, x 1 (t, y)) − u 2 (t, x 1 (t, y))| + |u 2 (t, x 1 (t, y)) − u 2 (t, x 2 (t, y))|
where C 5 depends only on h 0 and the Lipschitz constant L(u, 1) of u. Therefore,
This combined with (2.14) asserts
Notice z y (0, 1) = 0. The above estimate implies
As h(0) = g(0) = 0, it is easy to see that
Making use of (2.11) and (2.16) we have
Therefore, by use of (2.17),
Moreover, as z(0, y) = 0, we have
This combined with (2.15) allows us to derive
. Using (2.11), (2.18) and (2.19) respectively, we have
(2.20)
. In this case v 2 (t, x) = 0. Without loss of generality, we may think of x ∈ [g 1 (t), g 2 (t)) and g 2 (t) ≤ h 1 (t). Take advantage of (2.12) and (2.20), it yields
. Similar to Case 2, we still have
Step 5: The uniqueness. Let (ũ,ṽ,g,h) be any solution of (1.1). It is easy to see from Step 2 thatũ ∈ Y T u 0 if 0 < T ≪ 1. Thus (ũ,ṽ,g,h) = (u, v, g, h) and the proof is complete.
Proof of Theorem 1.2. Clearly, φ(t) > 0, ψ(t) > 0 for all t ≥ 0. Let T * be the maximal existence time of (u, v, g, h). For any fixed 0 < T < T * , applying the comparison principle in the region D T g,h
(2.21)
It is not hard to see that v x (t, h(t)) < 0 by the Hopf boundary lemma for 0 < t < T , which yields h ′ (t) > 0. Set A = sup First of all, one can easily compute that, for any (t, x) ∈ Ω T ,
It follows that, if
It is clear that The remaining proof is the same as that of Theorem 1.2.
