Abstract| Acoustic signals recorded simultaneously in a reverberant environment can be described as sums of di erently convolved sources. The task of source separation is to identify the multiple channels and possibly to invert those in order to obtain estimates of the underlying sources. We tackle the problem by explicitly exploiting the non-stationarity of the acoustic sources. Changing cross-correlations at multiple times give a su cient set of constraints for the unknown channels. A least squares optimization allows us to estimate a forward model, identifying thus the multi-path channel. In the same manner we can nd an FIR backward model, which generates well separated model sources. Furthermore, for more than three channels we have su cient conditions to estimate underlying additive sensor noise powers. We show good performance in real room environments and demonstrate the algorithm's utility for automatic speech recognition.
I. Introduction
In recent years a growing number of researchers have published on the problem of blind source separation. The problem seems to be relevant in various application areas, e.g., speech enhancement with multiple microphones, crosstalk removal in multichannel communications, multipath channel identi cation and equalization, direction of arrival DOA estimation in sensor arrays, improvement over beamforming microphones for audio and passive sonar, and discovery of independent sources in various biological signals, such as EEG, MEG and others. Additionally, theoretical progress in our understanding of the importance of higher-order statistics in signal modeling has generated new techniques for addressing the problem of identifying statistically independent signals | a problem that lies at the heart of source separation. This development has been driven not only by the signal processing community but also by machine learning research that has treated the issue mainly as a density estimation task.
The basic problem is simply described. Assume d s statistically independent sources st = s 1 t; :::; s ds t T . These sources are convolved and mixed in a linear medium leading to d x sensor signals xt = x 1 t; :::; x dx t T that may Manuscript submitted May 19, 1998 ; revised Dec. 23, 1998 ; accepted March 11, 1999 . Patent pending. Sarno Corporation, CN-5300, Princeton, NJ 08543, E-mail: lparra@sarno .com, cspence@sarno .com. c 1999 IEEE. Personal use of this material is permitted. However, permission to reprint republish this material for advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any copyrighted component of this work in other works must be obtained from the IEEE. Early work in the signal processing community had suggested decorrelating the measured signals, i.e., diagonalizing measured correlations for multiple time delays 1 , 2 .
For an instantaneous mix P = 1 , o r Q = 1, also referred to as the constant gain case, it has been shown that for non-white signals, decorrelation of multiple taps are sufcient to recover the sources 3 , 4 . Early on however it became clear that for convolutive mixtures P 1 of wide-band signals this solution is not unique 5 , and in fact may generate source estimates that are decorrelated but not statistically independent. As clearly pointed out by W einstein et al. in 6 additional conditions are required. In order to nd separated sources it seems one would have to capture more than second-order statistics, since, indeed, statistical independence requires that not only second but all higher cross moments vanish. Comon 7 , 8 formulated the problem of an instantaneous linear mix, clearly de ning the term independent component analysis, and presented an algorithm that measures independence by capturing higher-order statistics of the signals. Previous work on DOA estimation had already suggested higher-order statistics 9 , 10 . Cardoso 11 suggested that the eigenstructure of 4th order cumulants could be used for blind separation. Herault and Jutten 12 were the rst to capture higher statistics by decorrelating nonlinear transformations of the signals. Pham 20 . Although these algorithms extend to higher dimensions, these researchers have concentrated on the twodimensional case since in two dimensions a multichannel FIR forward model can be inverted with a properly chosen architecture using the estimated forward lters. For higher dimensions, however, the problem of nding a stable approximation of the forward model remains unsolved.
In contrast, the density estimation approaches mentioned before generalize to the convolutive case by estimating an FIR backward model W that directly tries to generate independent model sources 21 , 22 . They resemble equations obtained from multidimensional extensions of the Busgang blind equalization method 21 . Maximum likelihood density estimation derivations of this type of algorithm are given in 23 , 24 . All these techniques are shown to work satisfactorily in computer simulations but perform poorly for recordings in real environments. One could speculate that the densities may not have the hypothesized structures, the higher-order statistics may lead to estimation instabilities, or the violation of the stationarity condition may cause problems.
An alternative approach to the statistical independence condition is to exploit the additional second-order information provided by non-stationary signals. While it is true that diagonalization of single-time cross-correlation or cross-power spectrum is not su cient, additional information is obtained if one considers second-order statistics at multiple times. This has been used in the instantaneous case 25 The least squares LS, maximum likelihood ML or maximum a posteriori probability MAP estimates are given in Section II-C. In a backward model W the LS optimization gives the inverse of the mixture and we obtain model sources u directly. In Section III we carry over the concept of multiple decorrelation to the convolutive case by solving independent models for every frequency. We p a y particular attention to the approximation of linear convolutions by circulant convolutions in Section III-A as well as the permutation issue in Section III-C. Since inverting a multichannel forward FIR model is in itself a challenging task we restrict ourself in the implementations to estimating the inverse model W. Finally we report some encouraging results on real room recordings in and demonstrate the utility of the algorithm for automatic speech recognition in Section IV.
II. Instantaneous Mixture
As discussed in the previous section, for the instantaneous case a multitude of approaches have been proposed. We present it here in order to lay out some basic ideas, which will be used again in the convolutive case. Part of our treatment of additive sensor noise estimates goes beyond previous work.
A. Forward m o del estimation
For an instantaneous mixture, i.e. P = 1 , the forward model 1 simpli es to xt = Ast + nt: there are not su cient constraints to determine the additional noise parameters unless d x 4, no matter how many more times one considers. 2 If we assume zero additive noise, in principle K = 2 is su cient to specify the solution up to arbitrary permutations. In the square case, the solutions can be found by solving a non-symmetric eigenvalue problem, as outlined in 28 . The di culty with such algebraic solutions, however, is that one does not have perfect estimates of R x t. At best one can assume non-stationary signals and measure the sample estimatesR x t within some time interval. If we interpret the inaccuracy of that estimation as measurement error Ek R x k , n k , A s kA T ; 6 it is reasonable to estimate the unknown parameters by minimizing the total measurement error for a su ciently large K,Â ; s ; n = arg min A;s;n;Aii=1 We can nd the minimum with respect to A, and s k with a gradient descent algorithm using the gradients 8, 1 We will abbreviate the notation in the reminder of the paper by writing sk for st k and dropping the argument, i.e. s, when we refer to all st 1 ; :::; st K . We use this notation also for nt and Rxt. 2 One can see this by re-writing the inequality a s Kd 2 x , 3dx + 2dx , d 2 x 0: The second term is never positive, and the rst is only positive i f dx 4. 3 The diagonalization operator here zeros the o -diagonal elements, i.e. diagM ij = M ij ; i = j 0; i 6 = j and 9. The optimal n k for given A and s k at every gradient step can be computed explicitly by setting the gradient in 10 to zero, which yields n k = diag In analogy to the discussion in section II-A we can nd the solutions with an iterative gradient algorithm.
III. Convolutive Mixture
In the previous section we described how one can treat the case of instantaneous mixtures by decorrelating the covariance matrices at several times. This approach requires non-stationary sources. The problem can also be treated by decorrelating the cross-correlation at di erent lags. This requires that the signals be non-white rather than nonstationary. This is the approach traditionally taken in the literature 2 , 28 , 4 , 6 .
Recall now equation 1 of the convolutive case:
As suggested for other source separation algorithms, our approach to the convolutive case is to transform the problem into the frequency domain and to solve simultaneously a separation problem for every frequency 33 , 34 , 22 , 27 , 31 . The solution for each frequency would seem to have an arbitrary permutation. The main issues to be addressed here are how to obtain equations equivalent t o 4 or 18 in the frequency domain, and how to choose the arbitrary permutations for all individual problems consistently. We will take up these issues in the following sections.
A. 6 Again, we abbreviate the notation by writing s!;k for s!;t k and dropping the argument, i.e. s, when we refer to all s!;t k for all ! and k. W e use this notation also for n!;t and Rx!;t.
Again, we can nd the minimum with respect to W!, and n !;k with a constrained gradient descent algorithm using the gradients 28, and 30. The optimal s !;k for given W! and n !;k at every gradient step can be computed explicitly by setting the gradient in 29 to zero, which yields s k = diag h W!R x !;kW T ! , n !;k i . For the simulations in Section IV we have found that convergence of the gradient algorithm can be improved substantially if a di erent adaptation constant is used for every frequency. Note that the gradient terms scale with the square of the signal powers R x . The signal powers vary considerably across frequency. As a result, the gradient terms for di erent frequencies have very di erent magnitudes. Normalizing by the powers will therefore scale the gradient to give comparable update steps for di erent frequencies. This can be achieve easily by de ning a weighted 
C. Permutations and constraints
Note that arbitrary permutations of the coordinates for each frequency ! will lead to the same error E!;k.
Therefore the total cost will not change if we c hoose a different permutation of the solutions for each frequency !.
This seems to be a serious problem since only consistent permutations for all frequencies will correctly reconstruct the sources. Arbitrary permutations, however, will not satisfy the condition on the length of the lter, W = 0 for Q T. E ectively, requiring zero coe cients for elements with Q will restrict the solutions to be continuous or smooth" in the frequency domain, e.g., if Q=T = 8 the resulting DFT corresponds to a convolved version of the coe cients with a sinc function 8 times wider than the sampling rate.
The constraint on the lter size Q versus the frequency resolution 1=T links the otherwise independent frequencies, and solves the frequency permutation problem | a crucial point that may have not been realized in previous literature. In addition, it is a necessary condition for equations 25 to hold to a good approximation. Note also that it does not limit the actual lter size, as in principle one can choose an appropriately large frame size T for any given Q.
We can enforce the lter size constraint by properly projecting the unconstrained gradients 28-30 to the subspace of permissible solutions. The projection operator that zeros the appropriate delays for every channel W ij = W ij 0; :::; W ij !; :::; W ij T T is P 2 = F Z F ,1
31
where the DFT is given by F ij = 1 = p T e ,i2ij , and Z is diagonal with Z ii = 1 for i Q and Z ii = 0 for i Q.
The projection operator that enforces unit gains on diagonal lters W ii ! = 1 is simply applied by setting the diagonal terms of the gradients to zero. These projections are orthogonal and can be applied independently of each other. This stands in contrast to the normalization constraint P 1 outlined in Section II-B. That projection operator is not orthogonal to P 2 and care has to be taken to apply a proper projection that maps the gradient to the joint subspace of P 1 and P 2 . A simple, though admittedly ine cient, solution is to apply P 1 and P 2 successively and repeatedly to the gradients until convergence. In our simulations, 3-5 iterations were su cient. The resulting constrained gradient can be used in a gradient update of the lter parameters. The computational cost of the algorithm is dominated by the costs of estimating 
IV. Experimental results
We h a ve done experiments with algorithm 28-31 7 in various realistic environments and obtained very di erent results depending on the number of sources and microphones, stationarity of the signal, reverberation of the room size and wall re ectance, type of microphones, etc. Obviously it is hard to evaluate the entire space of possible setups. In this section we report results on experiments with recordings in realistic environments such as o ces and conference rooms. We show improvement in the signal to interference ratio and demonstrate improvement o ver a distant talking microphone for a large vocabulary speech recognizer. For a more systematic study of the various parameters we also performed experiments with simulated room responses.
The following results report the improvements in terms of the signal to interference ratio SIR, which w e de ne for a signal st i n a m ulti-path channel H! to be the total signal powers of the direct channel versus the signal power stemming from cross channels, S IR H;s = P ! P i jH ii !j 2 js i !j 2 P ! P i6 =j P j jH ij !j 2 hjs j !j 2 i : 32 In the case of known channels and source signals we can compute the expressions directly by using a sample average over the available signal and multiplying the powers with the given direct and cross channel responses. In the case of unknown channel response and underlying signals we can estimate the direct powers numerator and cross-powers denominator by using alternating signals. We estimate the contributions of source j while source j is 'on' and all other sources are 'o '. During periods of silence, i.e. all sources are 'o ' we can estimate background noise powers in all channels to subtract from the signal powers. This 7 We used the weighted gradients as described at the end of section III-B. information is only used for reporting SIR improvements and is obviously not used in the adaptation phase. The results obtained for real recordings vary widely. Figure 1 shows the results for varying lter sizes on the separation of two competing speakers whom we recorded with two microphones. In all experiments in this section we used T = Q = 8. The improvement i n SIR can be as high as 15 dB for recordings obtained in an o ce room using uni-directional cardioid microphones upper curve. Separating two speakers from the recordings in a second room with omni-directional microphones seems more challenging lower curve 8 . As expected, the performance initially increases with increasing lter size, as the inverse of the room can be modeled more accurately. However, larger lters may require more training data, and so the performance eventually decreases given the constant amount o f data. We observed in further experiments that separation works better in large conference rooms than in small ofce rooms with stronger re ecting walls, most likely due to the increased reverberation. To v erify these result more systematically we used simulated room responses, according to 38 9 , with 1000-2000 lter taps at 8 KHz. Figure 2 shows the results obtained for varying room sizes. As one can see, with increasing room size the separation perfor- mance improves. The SIRs in Figs. 1 and 2 do not change smoothly, which may be explained by the fact that the algorithm is not optimizing the SIR directly but instead multiple decorrelations. Also, the gradient algorithm may be reaching di erent local minima of the diagonalization criterion.
Another interesting question is how the performance improves if we use additional microphones, given a constant number of sources. Again, for a systematic evaluation we used the same simulated room and microphone setup as in the previous experiment. The results in gure 3 show a clear improvement in separating two sources as the number of microphones increases.
From previous experiments we know, however, that for an increasing number of sources and microphones the performance degrades 29 . This is expected as the amount of data increases linearly with the number of microphones, while the number of parameters in our current parameterization increases with the square of the numb e r o f c hannels.
We want to show now the utility of the algorithm for automatic speech recognition, at least in a situation in which we obtain reasonably good SIR improvement. We used a commercial large vocabulary recognizer IBM's ViaVoice that was adapted to the speaker and the same distant-talking microphone used in the separation experiments. The recognition performance was estimated on a short text 760 words Wall Street Journal article, and resulted in a word error rate WER of 11.9 in a quiet of- ce environment. This number represents a lower bound, as the separation algorithm can at best remove the undesired interference, and is not designed to undo the room acoustics of the direct channel. The results shown in Fig. 4 correspond to SIR improvements between 0 to 10 dB. In almost all instances, the recognition performance was improved. Actual deterioration is also possible as there is no guarantee that the resulting separated signals will not be distorted. Distortion is minimized however by constraining the direct channels to be unit lters.
Unfortunately the most realistic case in a practical application may be that we h a ve only two microphones available but a multitude of sources. We h a ve observed that in the presence of a strong main speech signal, the algorithm will give a good estimate of the background of multiple sources in one channel. It will do little, however, to remove the background from the one main source. This is not surprising as we know from the beam-forming literature that with two microphones, one can at best zero one orientation. However, this background estimate may be useful for further single-channel enhancement.
Another problem to be addressed in practice is that the channel is typically non-stationary as well. A slight c hange in the location or orientation of a source may cause drastic changes in the response characteristic of a room. A crucial question therefore is the amount of signal required for any algorithm to produce a reasonable separation. Earlier results 29 and current w ork on an on-line version of this algorithm suggest that 1-2s of signal may be su cient, provided the channel is easy to invert in a stationary situation.
V. Conclusion
A large body of work has accumulated in the last two decades on the problem of blind source separation. We have concentrated on the rather general case of recovering convolutive mixtures of wideband signals with at least as many sensors as sources. The main contributions of this work are the explicit use of non-stationarity of the source signals and an e cient solution to the permutation problem of the frequency domain algorithm. Careful considerations of how to measure second-order statistics in the frequency domain allow us to obtain a constrained LS cost that is optimal at the desired solutions. The constraint on the lter size solves the permutation problem of wideband signals.
The current experimental results suggest that under proper conditions for two c hannels we can achieve a crosstalk reduction of up to 14 dB in an o ce environment. We h a ve demonstrated the algorithm's utility for automatic speech recognition in presence of a single source of interference by using two microphones.
