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Abstract
The study of soft matter’s phase behaviour is based on thermodynamics, originally
developed to describe systems i) composed of identical particles, and ii) in their final
equilibrium state. However, a practical understanding requires knowledge of how real
systems do (or do not) actually approach equilibrium. This is especially difficult to
achieve when, as often in soft matter, the constituents are polydisperse, i.e. comprise
continuously non-identical particle species.
I present a wide-ranging simulation study of phase transition kinetics in the presence
of polydispersity, in the context of model colloidal systems. After briefly exploring the
structural and dynamical physics of polydisperse systems, I show that fractionation
(the partitioning of a polydisperse property between phases) may be enacted in the
very early stages of phase separation, and highlight the qualitative sensitivity of this
effect to the details of inter-particle potentials.
I study the effects of metastable gas-liquid separation on crystal growth, finding a
complex dependence on polydispersity which I explain with novel fractionation and
local size correlation measurements.
I test a theory of fractionation against experimental data in a colloid-polymer mixture
with small polymers, a regime in which the widely-used Mean-Field Asakura-Oosawa
(MFAO) model becomes unphysical, and find that qualitative agreement can be
obtained via a simple modification of the MFAO theory.
I precisely measure the composition of a diffusively-grown hard sphere crystal with
small polydispersity. The results are agnostic about a prediction that diffusion in-
duces nonequilibrium fractionation, but do show that equilibrium composition is not
achieved: to within extremely small error bars, the crystal does not fractionate at all
during growth.
I examine crystal growth on an epitaxial substrate composed of dual crystal tem-
plates.
Finally, I study the interdependent diffusion of particle size and concentration in
a polydisperse hard sphere fluid, isolating the eigenmodes implied by the BMCSL
polydisperse free energy.
v
Abbreviations and units
φ Volume fraction
ρ Number density
σ Polydispersity
d Particle diameter
∆ Mean Brownian step size
kB Boltzmann’s constant
kBT Thermal energy
L Simulation box size
N Number of particles
q Wavenumber
T Temperature
t Time
BMCSL Boubl´ık-Mansoori-Carnahan-Starling-Leland free energy
C-P Colloid-polymer (mixture)
C-S Carnahan-Starling
FCC Face-centred cubic
G-L, C-G etc. Gas-liquid, crystal-gas etc.
HI Hydrodynamic interactions
MC Monte Carlo
MFAO Mean-field Asakura-Oosawa
MSD Mean-squared displacement
RCP Random close packing
RDF Radial distribution function
Note: these are the most commonly used abbreviations in this thesis. Others appear
in particular chapters, but are always introduced and described at the point of use.
Note: scaled units, described in the text, are noted here for reference. The unit of
distance is the mean hard-core particle diameter. The unit of time is the mean time
for such a mean-sized particle to diffuse a distance equal to its diameter, in the dilute
limit. The thermal energy kBT is set to unity.
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Chapter 1
Introduction
1.1 Colloidal dispersions
Colloids consist of particles of mesoscopic size (between 10nm and 1µm) dispersed in some kind
of fluid solvent. This broad definition covers a wide variety of natural and synthetic substances
including milk, blood platelets, viruses, cosmetics and pharmaceuticals, paints and radioactive
waste. Colloidal dispersions are a paradigmatic example of soft condensed matter – substances
in which, relative to atomic or molecular systems, the constituents are large, slow and weakly
held. Other examples include proteins and polymers: essentially, soft matter is anything which
is in some sense ‘squishy’.
Due to the relatively large length scales involved, colloids can be treated without recourse to
quantum mechanics. (The term ‘colloid’ is properly used to refer to the system as a whole, but
is often used to describe the individual particles, which are properly called ‘latices’.) However,
they are still small enough to be subject to thermal agitation from the solvent in which they are
suspended. For this reason, thermodynamics and statistical mechanics are the natural theoretical
tools to deal with colloids. These tools enable us to input the system parameters (particle
interactions, density, temperature etc.) and to get out information about the equilibrium state
of the system – the (macro)state it would eventually achieve if allowed to fully explore all possible
microscopic configurations, or microstates.
The pertinent theoretical apparatus is familiar from simpler atomic and molecular substances,
for which thermodynamics and statistical mechanics were originally developed. Thus, as well as
having their own importance in e.g. industrial, technological and medical applications, colloidal
systems are seen as a useful testing ground for general theories of fluid matter [Suresh, 2006;
Wette et al., 2009]. Given the fact that colloidal interaction potentials can be easily and precisely
customised [Russel, 2003; Yethiraj, 2007; Yethiraj and Van Blaaderen, 2003], and the relatively
forgiving length and time scales involved, it is easy to see why. However, it is important not
to ignore the differences between colloids and simpler systems, because those differences may
limit the generality of results obtained through the study of colloidal systems, and certainly do
limit the theorist’s license to apply well-understood theories of classical fluids to colloids, at least
without careful consideration or modification of those theories. Colloidal dispersions – like soft
matter in general – present their own challenges, as well as inheriting those of simpler systems.
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Two of these challenges in particular are the focus of the present work: polydispersity (variation
of properties between particles) and phase transition kinetics (the often complex kinetic pathways
by which systems achieve or fail to achieve their equilibrium state).
1.2 Challenges
1.2.1 Polydispersity
In, for instance, a sample of pure water, it is true to say that each molecule of H2O is, in a
strict sense, identical. This is usually not the case in soft matter. A collection of mesoscopic
particles will almost always exhibit continuous variation in properties such as size, charge, shape
or chemical makeup. This variation, referred to as polydispersity, hugely complicates the study of
such systems, introducing peculiar phenomena and necessitating a more sophisticated theoretical
treatment than monodisperse (i.e. not polydisperse) systems.
1.2.2 Dynamics and phase transition kinetics
A calculation of the equilibrium state of a system is a vital prerequisite for predicting its phase
behaviour, but is not sufficient alone. One must also consider the kinetics of how that equi-
librium state might be achieved – from a dynamical point of view, how will the system go
about arranging its constituents in such a way as to reach equilibrium? Systems may become
trapped in a metastable (quasi-equilibrium) state and need to wait for a nucleation event before
the equilibrium phase can grow; they may form kinetically frustrated glasses or gels, in which
particles essentially cannot move and are therefore unable to explore their configuration space,
never discovering the equilibrium state; they may be in a statistically steady state subject to
driving by an external force. Nonequilibrium statistical mechanics, the adaptation of statistical
mechanics to deal with these situations, is, comparatively speaking, in its infancy, with relatively
few generally-applicable results [Evans, 2005; Jarzynski, 1997].
It is necessary to consider the kinetic pathway towards equilibrium, as well as the final state,
in order to adequately describe and predict the behaviour of real systems. This task is even
further complicated when polydispersity is present. The equilibrium phase diagram becomes
more complex, as do the dynamics of many different species of particle undergoing their own
subtly different stochastic motion – an accurate theoretical description of the behaviour observed
can therefore become elusive.
1.3 Applications of colloid physics
To speak simply of the ‘applications of colloids’ would somewhat miss the point, implying that
colloids are some newly-developed class of materials which reside in academic laboratories waiting
to be put to use. In fact, a huge variety of everyday and not-so-everyday substances are colloidal
in nature, so that an understanding of colloid physics is of direct relevance to the handling,
manipulation and exploitation of those substances. In this section I discuss a few examples by
way of motivation. This selection is not even close to being exhaustive, but serves to illustrate
the range of disparate fields in which colloid physics is useful.
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1.3.1 Medicine
The most obvious connection between colloids and medicine is that many biological substances
are colloidal or are closely related to colloids, by virtue of their size, the environment they
occupy, and the forces acting on them (being mesoscopic, suspended in solvents and subject to
thermal fluctuations therein, with relatively weak interaction energies). Examples include viruses
[Schmidt et al., 2010] (in fact, the Tobacco Mosaic virus is often used in experiment as a model
colloid) and globular proteins [Poon, 1997]. The crystallisation of proteins for the purposes of
studying their structure is an important topic and one to which insights from colloid science are
directly applicable, since the phase diagram of an appropriate colloid-polymer mixture can be
made to closely resemble that of proteins [Anderson and Lekkerkerker, 2002]. The ‘patchy’ (i.e.
directional) interactions often present in proteins are a key motivation behind a recent surge in
interest in patchy colloids [Doye et al., 2007].
As well as being applicable to substances already present in biology, colloids have applica-
tions in drug delivery [Shilpi et al., 2007]. For example, colloidosome microcapsules, formed by
the self-assembly of colloid particles encasing an emulsion droplet, have emerged as a way of
encapsulating poorly-soluble drugs for intelligent delivery into the body [Dinsmore et al., 2002].
1.3.2 Photonic crystals
Photonic crystals are those with lattice parameters such that they develop an ‘optical bandgap’
analogous to the electronic bandgap in semiconducting materials. Colloids, which are typically
of the correct size to form crystals that scatter visible light – the reason opals display rainbow
colours – are an ideal candidate for the production of such crystals, serving either as the photonic
crystal itself or as a mould around which an inverted photonic crystal is created [Allard and
Sargent, 2004; Colvin, 2001; Stein et al., 2013]. It is hoped that these optical semiconductors
will enable the creation of optical computers, whereby the electrons in traditional silicon chips are
replaced with photons being manipulated by photonic crystals. In this application in particular,
polydispersity is a vital consideration because its presence makes growing high quality crystals
difficult. Even very mild polydispersity has been shown to significantly affect the properties of
photonic crystals [Allard and Sargent, 2004].
1.3.3 Cosmetics, pharmaceuticals, sewage
Colloidal gels, creams and dispersions are common in the cosmetic [Tadros, 2008] and phar-
maceutical industries [Tadros, 2007]. Developing, storing and processing these products on an
industrial scale requires an understanding of their phase behaviour in order to ensure stability
(i.e. shelf life) and efficacy. Less inviting but arguably even more important is the field of sewage
treatment [Hiemenz and Rajagopalan, 1997], in which a number of biological and technological
colloidal species must be removed during the purification process, for instance by electrophoresis
of charged species.
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1.4 Aims and layout
The main aim of the present work is to explore the kinetics of phase transitions in polydisperse
systems, particularly as relevant to soft matter, by the study of model colloids. Dynamical sim-
ulations – those in which an effort is made to accurately represent the dynamics of the system –
provide a ‘virtual experiment’ in which the bulk behaviour of real systems is reproduced but in
which the precise properties of every particle at every time are accessible to the experimenter.
Building on existing work on the equilibrium effects of polydispersity, I aim to investigate how
polydisperse systems progress towards equilibrium, highlighting the importance of phase transi-
tion kinetics and dynamics in the phase behaviour of real systems.
The thesis is laid out as follows: in Chapter 2 I outline the basic thermodynamic and dy-
namical considerations relevant to colloidal systems. In Chapter 3 I introduce the concept of
simulation in the study of condensed matter, with particular reference to the traditional Monte
Carlo method from which my simulation method and many others are descended. This lays the
ground for Chapter 4 in which calibration results to measure the basic structural and dynam-
ical aspects of the simulation are presented. Chapter 5 is a study of fractionation during the
gas-liquid phase separation of a polydisperse fluid. Chapter 6 concerns the effects of gas-liquid
separation and polydispersity on the growth of a crystalline phase. Chapter 7 takes a detour
into colloid-polymer mixtures, demonstrating the poor behaviour of a well-known model in the
regime of small polymer size, improving the model, and comparing the consequent predictions
for fractionation strength with some new experimental data. Chapter 8 concerns a precise char-
acterisation of slightly polydisperse hard sphere crystals, performed in order to try and detect a
signal from diffusion-induced fractionation. In Chapter 9 I study the effects on crystal growth
of a templating strategy whereby two different and precisely controlled templates are placed
side by side. Finally, in Chapter 10, I investigate theoretically the interdependent diffusion of
fields describing local particle size and local concentration, within the BMCSL polydisperse hard
sphere free energy. I conclude in Chapter 11.
1.5 Publications
The work presented in this thesis has resulted in two papers, co-authored with my supervisor
R. M. L. Evans. Chapters 5 and 6 are based on these papers, Refs. [Williamson and Evans,
2012] and [Williamson and Evans, 2013] respectively. Details of the contribution of each of us
to these papers is given in the Declaration at the start of this thesis.
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Chapter 2
Thermodynamics and dynamics
of colloids
I now briefly review the necessary thermodynamic concepts for discussing colloidal and soft mat-
ter phase behaviour, and how those concepts have been extended to account for polydispersity,
with particular reference to the size-polydisperse hard sphere model. I then discuss some relevant
dynamical considerations, including phase transition kinetics, frustration and arrest.
A large number of sources are available discussing the essentials of colloid physics. See e.g.
Refs. [Russel, 1987; Russel et al., 1992], which were particularly useful in writing this chapter.
2.1 Thermodynamics
2.1.1 Macroscopic state variables
The key principle of the thermodynamic approach is that a system comprising a thermodynami-
cally large (∼ 1023) number of identical particles, subject to stochastic thermal fluctuations, can
be adequately described by state variables pertaining to bulk properties such as number den-
sity ρ, temperature T and pressure P , without knowledge of the individual trajectories of the
particles involved. This ‘black-boxing’ of the system, whereby useful macroscopic properties are
related to one another independently of the precise nature of the system’s components, allows
a highly general theoretical framework to be formulated. Indeed, the pioneers of this approach
were able to usefully describe and predict the behaviour of systems such as steam engines long
before anything was known about what the constituent molecules of steam actually were.
These state variables can be related to one another via equations of state such as the ideal gas
law, PV = nRT (in which V is the volume, n the number of particles and R a constant). This
apparently simple equation embodies the power and utility of thermodynamics: even without
knowing what particles a system is made of, if the system can be approximated as an ideal
gas, the ideal gas law predicts how the pressure of the system will change if we increase its
temperature by some amount, for example.
Thermodynamic variables may be classified into intensive and extensive variables. Intensive
variables are those that do not change when two materials with the same values of that vari-
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able are brought together (e.g. temperature, density), while extensive variables do (e.g. energy,
number of particles).
2.1.2 Thermodynamic potentials
State variables may be combined into thermodynamic potentials which can then be used to find
the equilibrium state of the system. The Second Law of thermodynamics states that, in the
absence of constraints on extensive variables (such as V , T or the internal energy U), a system
at equilibrium will maximise its entropy S. When some extensive variables are held constant,
other potentials may be derived and extremised to find the equilibrium state. Each potential
is appropriate to a certain ensemble, a statistical set of microstates in which some variables are
held constant while others can vary. For our purposes, the most useful of these is the Helmholtz
free energy, the appropriate potential for the canonical ensemble (in which V , T and the number
of particles N are held constant), since the volume of the solvent in which colloidal particles are
suspended fixes the volume of the system. The Helmholtz free energy F (hereafter referred to
simply as ‘free energy’) is given by:
F = U − TS (2.1)
and is minimised when a system in the canonical ensemble is at equilibrium. The value of any
particular thermodynamic variable g at equilibrium may be found by minimisation of F with
respect to that variable, ∂F/∂g = 0.
2.1.3 Phases and coexistence
Substances can exist in different phases, distinct from one another by sudden qualitative changes
in some order parameter when a control parameter (e.g. T ) is varied. For instance, density ρ is an
order parameter distinguishing gas from liquid. Crystalline and fluid phases can be distinguished
also by the bond order parameter Q6 (described in further detail in Chapter 3) which measures
similarities in the local neighbour structure between particles. Phase transitions are classified as
‘first-order’ if they are accompanied by a discontinuity in the first derivative of F with respect
to the control variable, or ‘continuous’ if the discontinuity is in higher derivatives. The phase
transitions encountered in this thesis are first-order.
Systems often reach equilibrium not by switching wholesale from one phase to another, but
by attaining a coexistence of two or more phases, if such a coexistence results in a lower free
energy than can be achieved by any one phase alone. The phases (which need not necessarily be
continuous) are then separated by interfaces, i.e. regions of space in which the order parameters
associated with the phases change abruptly.
The way in which (for instance) gas-liquid phase coexistence may be thermodynamically
desirable is easily visualised by plotting the free energy of an appropriate fluid as a function of ρ.
We move to the free energy density f = F/V , an intensive variable, to simplify the discussion.
FIG. 2.1 shows f as a function of ρ for a fluid which can separate into gas and liquid phases. This
illustrative example is for a fluid of the type discussed in Chapter 5, in which particles consist
of a hard core surrounded by an attractive square well. At equilibrium, temperature, being a
field variable, must be the same throughout the system. In fact, in this example, the attraction
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Figure 2.1: An example fluid free energy curve exhibiting double minimum structure. A common
tangent (dashed) exists between ρgas and ρliquid, indicating a possible phase coexistence.
strength u sets an ‘effective temperature’ Teff = 1/u which is, by construction, the same for all
particles in the system. The attraction, if strong enough, results in a ‘double minimum’ structure
in the free energy curve, with cotangential points (i.e. points that can support a common tangent)
at densities ρgas and ρliquid. A system whose ‘parent’, or overall, density ρp sits between these
points can form some amount of gas and liquid phases while preserving its overall ρp according
to the lever rule, which follows from conservation of material:
ρgasVgas + ρliquidVliquid = ρpV (2.2)
where Vgas and Vliquid are the volumes of the gas and liquid phases formed. The shared tangent
means that the slopes and f -axis intercepts of the curve at these points are equal. The slope,
∂f/∂ρ = µ is the chemical potential of the phase, while the intercept gives the negative pressure
−P . That is, the existence of the common tangent implies equality of µ and P across an interface
between the two phases, so that they can coexist.
Labelling the corresponding free energy densities of the phases fgas and fliquid, the total free
energy density ftotal = (fgasVgas + fliquidVliquid)/V sits somewhere along the common tangent
between the gas and liquid points. By definition, this tangent specifies a lower value of f
than does the homogeneous free energy curve at any point between ρgas and ρliquid, so that the
coexistence results in a lowering of the system’s free energy and, if no further lowering is possible,
is referred to as the equilibrium state of the system.
I noted that the presence of a double minimum structure in the fluid free energy requires an
attractive component to the inter-particle potential. In FIG. 2.2, the effect on the free energy
curve with decreasing u is shown. It is clear that as u is decreased (i.e. Teff increases), the
coexistence densities move closer together, eventually resulting in a critical point at which the
distinction between gas and liquid disappears.
Phase diagrams may be plotted to show the behaviour of the coexistence densities as u varies.
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Figure 2.2: Behaviour of the fluid free energy as attraction strength u decreases. The cotangential
densities move closer together, reaching a critical point where gas and liquid are no longer distinct
phases.
The phase diagram corresponding to FIG. 2.2 is shown in FIG. 2.3. The gas and liquid phases are
separated from the coexistence region by binodals. Any system prepared within the coexistence
region can reduce its free energy by separating along the tie lines into gas and liquid regions
whose densities are given by these binodals. Because u must be equal in the two phases, the tie
lines are horizontal in this case.
It is worth noting in passing that adding a constant term, or one linear in ρ, to the free energy
curve does not alter the resultant phase behaviour – the common tangent construction will give
the same results. In calculations, such terms are often neglected, so the ‘double minima’ need
not actually be minima. The only requirement for coexistence is the existence of cotangential
points.
2.1.4 Metastability and instability
The fate of a system whose density sits between ρgas and ρliquid depends to a large extent on the
shape of the free energy curve within that region. It is clear that in order for the cotangential
points to exist, there must be a region where ∂2f/∂ρ2 < 0. If ρp falls within this region,
the system is unstable to local fluctuations in ρ. This is because, when a region increases its
density to ρ + a, causing a neighbouring region’s density to fall to ρ − b, the combined free
energy falls below the homogeneous curve. This is the case even if the fluctuation terms a
and b are arbitrarily small. Such fluctuations are therefore thermodynamically favourable and
are magnified, further lowering the free energy. Since these fluctuations naturally occur in the
system anyway, phase separation begins immediately and takes place throughout the system,
typically with some preferred initial length scale. This is called spinodal decomposition.
If a system is in a phase or phase coexistence from which the free energy can still be lowered,
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Figure 2.3: Phase diagram corresponding to the free energies in FIG. 2.2. The changing coex-
istence densities ρgas and ρliquid trace out binodals. C. P. indicates the critical point. Tie lines
(dashed) indicate the densities of the phases into which a system prepared within the coexistence
region will separate.
but is not unstable against arbitrarily small fluctuations in local density (∂2f/∂ρ2 > 0), it is
referred to as metastable. In this case, a nucleus of critical size must be formed to initiate phase
separation. To see this, we can consider that the free energy contribution of a region of a new,
equilibrium phase has two components – a volume free energy term (which would be the only
one present if the new phase existed on its own and in bulk) and an interfacial term arising
from the interface that must be created between this region and the metastable phase around
it. Approximating the nucleus as spherical, so that volume scales as R3 and surface (interfacial)
area as R2, we can write:
∆Fnucleus = −CR3 +DR2 (2.3)
where C and D are positive constants, for the change in free energy brought about by a nucleus
of radius R. The negative sign in the volume term means that the new phase, in bulk, has lower
free energy than the metastable phase – that is why it is an equilibrium phase. However, it is
counteracted by a positive term reflecting the fact that interfaces between different phases cost
free energy. When R is small, the interfacial term wins: growing the nucleus costs free energy, so
it will dissolve. At a critical value Rcrit = 2D/3C, ∆Fnucleus has a maximum (
∂∆Fnucleus
∂R = 0) so
that further growth reduces the free energy of the nucleus and thus continues until the required
amount of the new phase is formed. This competition between volume and interfacial terms also
tells us that, when phase separation is initiated instead by spinodal decomposition, the initially
small length scale of the phases will grow or ‘ripen’ until bulk phase coexistence is achieved. The
points on the free energy curve separating these two regimes (i.e. where ∂2f/∂ρ2 = 0), when
plotted on the phase diagram, trace out spinodals, which sit inside the binodals and enclose a
region where spinodal decomposition is possible, as shown in FIG. 2.4.
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Figure 2.4: Phase diagram including spinodals (dashed), which trace out the densities where
∂2f/∂ρ2 = 0. Within the spinodals, phase separation may proceed by spinodal decomposition.
Metastable states play an important role in phase transition kinetics, and are discussed in
depth in Chapter 6, while spinodal decomposition features in Chapter 5. It should be pointed out
that the distinction between spinodal decomposition and nucleation is not sharp. In nucleation,
the energy cost of producing a critical nucleus may be less than the thermal energy kBT –
where kB is Boltzmann’s constant – so that nucleation events take place very easily. Therefore
the boundary between spinodal-like and nucleation-like growth is gradual. Additionally, the
discussion above is based on Classical Nucleation Theory which makes a number of rather drastic
assumptions, including the assumption that ‘bulk free energy’ can be sensibly spoken of in a
nucleus which may be only a few particles in size. Nevertheless, it serves to illustrate the kinds
of phase transition kinetics we can expect to see, and how they relate to the free energy landscape
of the system.
2.1.5 Application to colloids
The thermodynamical framework outlined so far was developed originally in the study of simple
(i.e. molecular) fluids such as water, steam, air, and so on. By comparison, the application of
thermodynamics to complex fluids such as colloids is, relatively speaking, new [Onsager, 1949].
The analogy permitting this borrowing of theory is that colloids, like molecules in a simple fluid,
are subject to thermal fluctuations. Although far larger than simple molecules, the dispersed
particles are small enough that they remain suspended in their solvent for appreciable times
against the force of gravity, and in terms of their micro-dynamics are subject to random thermal
‘kicks’ from the surrounding solvent – they perform Brownian motion.
The solvent, since it is composed of particles far smaller than the colloids suspended in it (see
Section 2.3), is usually treated as simply a background continuum through which the colloids
move. As discussed in Section 2.3.2, this is not strictly valid – hydrodynamic forces exist between
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colloid particles, transmitted by the solvent. Since these interactions are velocity dependent, they
do not influence the equilibrium phase diagram, but do influence particle dynamics. However,
notwithstanding such complexities, colloidal fluids behave in a way more or less analogous to
ordinary fluids, permitting the application of similar statistical mechanical and thermodynamic
theories.
The structures exhibited in colloidal systems depend on the interplay of a wide variety of
interaction potentials which can be present, including van der Waals, excluded volume and
depletion potentials. The depletion attraction is of particular note. It is an effective attraction
mediated by some small species (such as polymer coils) dispersed in the solvent along with the
colloid [Lekkerkerker et al., 1992], and as such can be very precisely tuned by controlling the
properties of the depletant species [Russel, 2003; Yethiraj, 2007; Yethiraj and Van Blaaderen,
2003]. Strong enough attractions may lead to the formation of nonequilibrium gel-like networks,
for example, while weaker attractions lead to equilibrium or metastable gas-liquid coexistence.
Interaction energies are often weak enough that the internal energy and entropy terms in F
can combine to yield complex phase behaviour sensitive to both factors. In fact, as we see in
Section 2.2.1, even entropy alone can be enough to cause a phase transition.
The relative weakness of inter-particle bonding (along with relatively low number densities
and therefore low energy densities) makes soft matter soft – in contrast to an atomic crystal
such as diamond, colloidal crystals can often be ‘shear melted’ simply by shaking the container.
Tunability of interactions, ease of rehomogenisation, large sizes and slow speeds all make colloids
very attractive as an experimental system in which a wide variety of behaviour can be studied
with comparative ease [Suresh, 2006; Wette et al., 2009].
However, for a variety of reasons (e.g. their large size, the fact that the solvent is not a
truly inert background) the physics of colloids is not directly comparable to that of molecules.
Colloidal systems present unique challenges, the elucidation of which is, broadly speaking, the
aim of this work. In the next section I discuss one in particular, polydispersity.
2.2 Polydispersity
A key feature distinguishing colloids from simple molecules is polydispersity. In order to intro-
duce this I will, having discussed the concepts of phase transitions and coexistence with reference
to the gas-liquid example, simplify matters (initially, at least) by moving to the famous ‘hard
sphere’ model of fluids. In colloids and much of soft matter, some amount of polydispersity is un-
avoidable. So, even a system of colloidal particles which are nominally ‘the same’ will take their
properties (e.g. particle size) from a probability distribution of finite width. The polydispersity
σ of a distribution in some property is defined as the standard deviation of the distribution in
units of its mean.
2.2.1 The hard sphere model
The hard sphere model captures the effect of the steric (excluded volume) interaction, which is
extremely important in determining the structural behaviour of fluids. In the model, particles
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Figure 2.5: Free energy landscape for monodisperse hard spheres. In contrast to FIG. 2.1, there
is no gas-liquid coexistence. Instead the crystal, which inhabits its own free energy branch,
coexists with the fluid. Recall that adding to f constant terms or those linear in φ does not
affect phase behaviour – only the positions in φ, not f , of the cotangential points are informative.
interact via a step-like repulsive potential which is infinite at contact and zero everywhere else:
VHS(r) =
∞ if r ≤ d0 if r > d (2.4)
where d is the hard sphere diameter. Despite – and because of – its simplicity, the hard sphere
model has found wide application in the study of e.g. the topological structure of amorphous
fluids [O’Malley and Snook, 2005], crystal formation, and the glass transition [Zaccarelli et al.,
2009]. Furthermore, it is possible to synthesise colloids which behave as near-perfect hard spheres
[Scho¨pe et al., 2007], to which the hard sphere model is obviously a particularly close approxi-
mation.
Due to the nature of the potential, all allowed configurations of a hard sphere system have
zero potential energy. The (purely kinetic) internal energy U is therefore proportional to T , and
F = U−TS is minimised simply by maximising the entropy S. This means that the equilibrium
state is determined purely by entropic effects and, for monodisperse (identically sized) spheres,
the phase diagram has only one axis, namely the volume fraction φ = pid3ρ/6. Monodisperse
hard spheres exist as a disordered fluid up to φ ≈ 0.494, then as coexisting fluid and FCC crystal
phases up to φ ≈ 0.545, beyond which the equilibrium configuration is fully crystalline [Russel
et al., 1992]. This is because, as the fluid’s volume fraction is increased, particles have less
and less free volume entropy due to caging by their neighbours. Beyond φ ≈ 0.494, it becomes
preferable for some of the particles to form a crystal: they lose configurational entropy (because
the crystal lattice imposes an ordered arrangement of particles) but gain free volume entropy,
because the crystal packs particles more efficiently, giving each particle more free volume than
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if it were in a highly concentrated fluid. The question of whether this purely entropy-driven
fluid-crystal transition could exist was one of the first to be settled by molecular simulation
[Alder and Wainwright, 1957].
Because there is no attractive part to the potential, there is no gas-liquid coexistence – the
fluid branch of the free energy has no cotangential points. Rather the crystal phase, having
a different structure to the fluid, inhabits its own free energy branch, as shown in FIG. 2.5.
Accurate and widely used phenomenological free energies for the hard sphere system are given
by Carnahan and Starling in the fluid [Carnahan and Starling, 1969] and Hall in the crystal [Hall,
1972]. However, we will see in Chapter 7 that the Carnahan-Starling expression in particular
leaves something to be desired with respect to its behaviour at high fluid densities.
2.2.2 Size-polydisperse hard spheres
Polydispersity can be introduced into the hard sphere model by allowing the particle diameters
di to vary. The ubiquity of this ‘size-polydispersity’ and the ease with which it can be incor-
porated into the hard sphere model mean that it is probably the most widely studied form of
polydispersity – the present work follows in this tradition. However, much of the theoretical
and conceptual apparatus is common also to polydispersity in charge, chemical makeup and so
on [Evans, 2001]. The polydispersity can be made as low as σ ≈ 0.02 with careful, specialised
synthesis [Van Blaaderen and Vrij, 1992; Velikov and van Blaaderen, 2001], but is usually higher
[Butter et al., 2005; Hiramatsu and Osterloh, 2004]. Also, the details of production methods
might limit to what degree the polydispersity can be reduced, assuming of course that such
reduction is desired, which is not always the case.
Even the equilibrium physics of the hard sphere model is greatly complicated and enriched by
polydispersity. For a finite mixture of M different species, the free energy landscape gains a new
dimension for each corresponding species density variable ρm, where 1 ≤ m < M . For instance,
in a binary mixture (M = 2) there are two density axes. The composition of coexisting phases
must now be described in terms of both ρ1 and ρ2, which involves minimising f with respect
to both variables. In a truly polydisperse system, each particle belongs, properly speaking, to
its own species so that M = ∞. The free energy landscape therefore has an infinite number of
axes, one for each size species’ individual density. The free energy becomes a functional of the
density distribution ρ(d) – calculating this functional in the first place, so that the minimisation
procedure can be performed, is in itself a difficult challenge.
2.2.3 Dealing with polydispersity
Various methods of overcoming the obstacles outlined above have led to qualitatively distinct
predictions [Bartlett and Warren, 1999; Fasolo and Sollich, 2004; Sollich and Wilding, 2010].
Peter Sollich has written a detailed review of the various approaches to predicting polydisperse
phase equilibria [Sollich, 2002]. Most methods involve reducing the dimensionality of the problem
in order to get around the problem of the infinite number of particle species. For instance, an
intuitively appealing approach is to discretise the distribution of particle sizes into a finite number
of bins. However, there is no a priori way of knowing how the bins should be spaced or how
wide they should be, and if a large number of bins is required the problem quickly becomes
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Figure 2.6: Hard sphere equilibrium phase diagram in volume fraction φ and polydispersity
δ (≡ σ) [Fasolo and Sollich, 2003], with fluid and solid (crystal) phases denoted by F and S.
Destabilisation of the crystal narrows the ‘F + S’ coexistence region, and at high polydispersity,
particles are distributed into multiple coexisting solid phases.
very complicated anyway. Any such approximation along these lines brings with it arbitrary
uncontrolled errors [Sollich, 2002].
Perhaps the most successful and versatile approach has been to express the free energy of a
polydisperse system as a function of a finite number of moments of the particle size distribu-
tion – the ‘moment free energy’ approach [Sollich and Cates, 1998; Warren, 1998]. Proceeding
from this starting point, recent theoretical work by Sollich and Fasolo [Fasolo and Sollich, 2003]
has produced a detailed equilibrium phase diagram for polydisperse hard spheres, reproduced in
FIG. 2.6. Even at low to moderate polydispersity, there is a marked departure from the monodis-
perse case – note that ‘near-monodisperse’ colloidal suspensions typically have a polydispersity
of at least σ = 0.04, usually more.
Polydispersity destabilises the crystal phase relative to the fluid, because particles of varying
size cannot easily fit into a regular crystal lattice – the entropic benefit of increased free volume
per particle in the crystal is therefore reduced as the particles are packed in a rather inefficient
way given their distribution of sizes. This consideration, along with experimental observations,
had led to much interest in the notion of a ‘terminal polydispersity’ of order σ ≈ 0.06 − 0.12
beyond which a system cannot crystallise [Bartlett, 1997; Phan et al., 1998] and the fluid phase
is always stable. However, polydispersity is also associated with fractionation (demixing) of
particle sizes between phases [Bartlett, 1998; Evans et al., 1998; Wilding and Sollich, 2004], so
that individual phases may reduce their polydispersity. The work of Sollich and Wilding has
shown that polydispersity is only ‘terminal’ if one requires that all particles be incorporated
into a single crystalline phase – the true equilibrium state at such high polydispersities is a
coexistence of multiple crystal phases [Sollich and Wilding, 2011], as shown in FIG. 2.6, each
with smaller polydispersity than the parent distribution.
Note that the dynamic pathway by which such a complex arrangement of phases might be
achieved is another matter altogether. Indeed it appears that, in real systems, the required
fractionation for the formation of multiple crystal phases may tend to be kinetically frustrated
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[Liddle et al., 2011]. Nonetheless, the work of Sollich and collaborators, which is generally
accepted as the best current approach to dealing with polydispersity at equilibrium, highlights
the complexity of polydisperse thermodynamics and the pitfalls that can be encountered in
approximating or ignoring its effects.
R. M. L. Evans has developed a perturbative approach for small polydispersities [Evans,
2001], in which the thermodynamic properties of polydisperse systems are expanded about the
monodisperse limit. The theory provides, among other things, a general way of describing the
fractionation of polydisperse properties between coexisting phases, becoming exact in the limit of
small polydispersity, and has strong experimental support [Erne´ et al., 2005; Evans and Fairhurst,
2004; Evans et al., 1998]. It is the method used in the present work when such predictions are
required. For fluid-crystal coexistence in polydisperse hard spheres, the theory predicts that
the higher density crystal phase should contain on average larger particles than the fluid, the
difference in mean particle size between the two phases being proportional to the variance of the
parent distribution. This prediction can be understood heuristically as being due to the greater
positional entropy that is made available to the fluid particles by removing larger particles into
the crystal.
It should be clear from this discussion and from the results in subsequent chapters that poly-
dispersity plays a key role in the physics of most soft matter. This is particularly frustrating from
the experimental point of view. Difficulties in accurately quantifying a system’s polydispersity,
and the already very complex variety of equilibrium and nonequilibrium behaviour on display,
mean that polydispersity often arrives as a mysterious catch-all explanation for any remaining
weirdness once the other results have been explained. Some experiments, e.g. [Erne´ et al., 2005;
Evans and Fairhurst, 2004; Evans et al., 1998; Liddle et al., 2011] have sought to rectify this, but
as our theoretical understanding of polydispersity is almost entirely restricted to equilibrium,
there is difficulty in its application to these real – and hence dynamical – systems. I hope to
show that dynamical simulation of polydisperse phase behaviour can help to fill in this gap,
elucidating how polydisperse phase equilibria may be approached in real systems and helping to
make the understanding of polydispersity and its effects more practically applicable.
2.3 Dynamics
Many of the practical differences between colloids and simple fluids arise from their differing
dynamics. In this section I outline a few dynamical features of colloidal suspensions by way of
preparation for the calibration results in Chapter 4.
2.3.1 Brownian particles
In the absence of other particles (or in a suspension dilute enough that particles are well-
separated) and of external fields (e.g. gravity), a hard sphere-like colloidal particle is subject
to two forces from its solvent: viscous drag (proportional to the particle’s velocity) and a fluc-
tuating noise force, resulting from random collisions from the solvent molecules. On extremely
short time scales, the motion of a colloidal particle, like that of a molecule, is ballistic. For
times longer than a characteristic inertial timescale, however, the particle’s velocity is viscously
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damped. This timescale is given by:
ti =
m
6piηa
(2.5)
where a = d/2, m is the particle’s mass, and η is the viscosity of the solvent. Beyond this
timescale, the particle’s motion is diffusive. For an isolated particle the appropriate diffusion
coefficient is the ideal Stokes-Einstein diffusion coefficient D0:
D0 =
kBT
6piηa
. (2.6)
The timescale associated with diffusive motion on the scale of the particle itself (i.e. for a
particle to diffuse approximately its own diameter) is td = a
2/D0 and, in a colloidal suspension,
is orders of magnitude longer than ti (∼ 1 ns versus ∼ 1 ms). So, on the timescale on which most
interesting colloidal phenomena occur, the colloidal particles’ inertia is unimportant and they
move diffusively via short Brownian hops. The t > td regime is called the long-time Brownian
regime [Segre` et al., 1995], while that between ti and td is the short-time Brownian regime.
2.3.2 Hydrodynamic interactions
As well as interacting directly, colloidal particles may interact with one another via hydrodynamic
interactions (HI), i.e. those mediated through the solvent. This is one respect in which colloidal
suspensions are very different to molecular fluids. These forces are intrinsically many-body
in nature and are notoriously complex, exact theoretical results being exceedingly rare, and
restricted to the dilute limit (e.g. [Batchelor and Green, 1972]). On the simulation side, John
Brady and collaborators have made significant progress using the method of Stokesian dynamics
[Brady and Bossis, 1988], but the computational expense of this and other methods of simulating
HI [Cates et al., 2004] severely limits the size of simulation which can be performed. For this
reason, the simulations presented in this thesis do not incorporate HI, in common with many
comparable Molecular and Brownian Dynamics simulations in the literature.
Discussion of the potential impact of neglecting HI in the context of particular results is
given as and when necessary, but the overarching theme is that the measurement of ‘solvent-
independent’ phenomena (i.e. those without HI) constitutes at least an important baseline. This
is particularly true given that the relative importance of HI depends on the details of the system
in question; for example, HI can be screened to some extent by the electrostatic interaction in
charged colloidal suspensions [Riese et al., 2000].
2.3.3 Other forces, external fields
Beyond Brownian fluctuations and HI, many other forces can affect both the thermodynam-
ics and dynamics of particular colloidal systems. Inter-particle forces include dispersion forces,
such as the ubiquitous van der Waals interaction, electrostatic forces, and depletion interactions
(whereby exclusion of some smaller dispersed species from the space between two colloid par-
ticles approaching one another leads to an overall osmotic pressure bringing the colloids closer
together). External fields often play a role as well. Gravity, although by definition weak in
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comparison to Brownian fluctuations in colloidal systems, will typically lead to sedimentation
on some timescale unless the colloids are density-matched to the solvent. Electric fields can be
applied in order to induce electrophoresis of charged species, thereby separating a mixture of
particles.
Clearly, the variety of possible interaction potentials and external fields is huge. For this
reason, simulation and experimental work on comparatively simple model systems such as hard
spheres or square well particles (as used in this thesis) is extremely valuable in determining gen-
eral principles as a baseline from which the behaviour of more complex systems can be predicted
and explained. For instance, experiments seeking to discover the behaviour of these simple model
systems will typically aim for low polydispersity, density-matching between particles and solvent
or even microgravity conditions [Bailey et al., 2007], refractive index-matching to reduce van der
Waals attractions, etc.
2.3.4 Self diffusion and collective diffusion
Self diffusion describes the translational motion of individual colloidal particles. Since diffusive
motion is random, the average displacement 〈r(t)〉 of a particle at time t is always zero in an
isotropic system. Instead, we are interested in the mean squared displacement (MSD), 〈r(t)2〉,
which varies linearly with time for diffusive motion. In three dimensions, the dependence is given
by:
〈r(t)2〉 = 6D0t (2.7)
for a dilute suspension. When colloid-colloid interactions become important the self diffusion
coefficient becomes a function of φ, Dself(φ). On further increasing φ, two regimes are resolved:
the MSD increases diffusively at short times, subdiffusively on intermediate times due to ‘caging’
of particles by their neighbours, and diffusively again on long timescales, the unit of motion then
being a stochastic ‘hop’ of a particle from one cage to the next. Therefore, distinct short-
and long-time self diffusion coefficients Dshortself and D
long
self are defined and measured in order to
describe this range of timescales [Segre` et al., 1995]. Since the presence of other particles inhibits
the motion of any given particle, both these self diffusion coefficients decrease with increasing φ.
The latter decreases due to difficulty in moving through cages, whereas the decrease in Dshortself
due to concentration is a hydrodynamic effect caused by the effect of nearby particles on the
hydrodynamic environment of the particle [Medina-Noyola, 1988].
Collective diffusion is a somewhat different concept. It concerns the collective redistribution
of particle matter as opposed to the displacement of individual particles. The collective or
‘gradient’ diffusion coefficient appears in Fick’s law, which describes the diffusion of matter
down a concentration gradient:
J = −Dcoll∇φ (2.8)
where J is the concentration flux. Dcoll, in contrast to the self diffusion coefficient, increases
with φ. It can also be defined at short and long times.
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Both self and collective diffusion coefficients may also depend on the wavenumber q, where
2pi/q is the characteristic length scale on which the corresponding diffusive rearrangements take
place [Segre` et al., 1995]. Except when explicitly noted, I will be talking about the low-q
macroscopic limit.
Further consideration of these dynamical quantities is included in Chapter 4, where I present
calibration simulations used to confirm the presence of realistic structural and dynamical physics.
In Chapter 8, diffusion plays a key role in a theory of dynamically-induced fractionation which
I attempt to test. In Chapter 10, an approach to polydisperse diffusion that takes advantage of
a moment-based approach (as is used by Sollich and others to simplify equilibrium calculations)
is introduced.
2.3.5 Phase transition kinetics
One of the most important things to understand about a colloidal system, or indeed any sample
of condensed matter, is when and how it will change phases. We have seen how phase transi-
tions and coexistences may be predicted from thermodynamics. A full picture requires also a
consideration of the dynamics of the system, since it is only by the collective re-organisation
of the constituent particles that phase transitions actually take place. The most fundamental
connection to make is that it is the Brownian motion of particles that allows the system to
explore its microstates and renders thermodynamics relevant at all.
The equilibrium states predicted by thermodynamics may be achieved in practice. However,
for a variety of reasons, they may not be, giving rise to the important possibility of nonequi-
librium states. Dynamical arrest describes a situation in which particles become locked into
amorphous states with diffusion slowing dramatically. For instance, colloids with sufficiently
short-ranged and strong interactions form gels, cluster- or string-like networks of particles which
may subsequently collapse under the force of gravity [Zaccarelli, 2007]. At very high densities,
repulsive particles form glasses if they are for some reason unable to crystallise (perhaps due to
high polydispersity or fast compression). Glassy systems are the subject of great interest due to
their wide variety of applications and inherently nonequilibrium statistical mechanics. The glass
transition is extremely general and seems not be accompanied by the growth of any structural
correlation length, but by the growth of a dynamical one [Berthier, 2011].
Even if equilibrium is approached, the kinetics of phase ordering may be nontrivial. Metastable
states, described in Section 2.1.4, can play an important role. For instance, metastable gas-liquid
separation can enhance crystal nucleation [Anderson and Lekkerkerker, 2002; Fortini et al., 2008]
as the likelihood of nucleation is increased inside the high density liquid phase. The role of
metastable states in crystal growth is the subject of Chapter 6.
Finally, there is the possibility of frustration (as opposed to arrest), i.e. even when a system
is not arrested in the way that a gel or glass is, the required equilibrium arrangement may
be so complex that is not achieved on a reasonable timescale. This is thought to be the case
for some of the complex phase diagrams in polydisperse systems [Liddle et al., 2011], in which
the path to equilibrium may rely on relatively tortuous fractionation processes. In contrast to
their equilibrium aspects, the dynamics and phase transitions kinetics of polydisperse systems
remain largely unexplored from a theoretical point of view [Evans and Holmes, 2001; Warren,
1999]. This gap in knowledge is one of the key obstacles in the path towards a more practical
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understanding of the effects of polydispersity in real systems.
2.4 Chapter summary
In this chapter I have briefly introduced the thermodynamics of phase behaviour, before ex-
plaining how it is that this familiar apparatus is applicable to colloidal systems. I explained the
complicating effects of polydispersity on the thermodynamics and equilibrium phase diagrams,
with reference to the hard sphere model. I then outlined the key dynamical features of col-
loidal systems and introduced the idea of phase transition kinetics, an important consideration
in applying equilibrium theory to real systems. I hope this overview has served to illustrate the
generality of the physics displayed by colloidal systems, the complexity of their specific nuances,
and the considerable progress remaining to be made with respect to usefully predicting and
explaining the behaviour of polydisperse systems, particularly from a dynamical point of view.
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Chapter 3
Simulation
In this chapter I introduce and motivate the use of simulation in the study of condensed matter.
I then outline the simulation approach used in my work and the details of particular techniques
I have employed.
3.1 Simulation in soft matter
Condensed matter physics is typically concerned with the collective behaviour of large numbers
of particles. Statistical mechanics attempts to determine this collective behaviour by starting
from a knowledge of the microscopic dynamics of the particles in question – equations of mo-
tion, interaction potentials and so on – and proceeding analytically, introducing assumptions or
approximations where necessary to make the calculations tractable. The bulk properties thus
derived can be related to one another using thermodynamics, so statistical mechanics and ther-
modynamics complement each other in studying the microscopic and macroscopic properties
of condensed matter. Solving by hand the equations of motion of a thermodynamically large
number of particles is not a practical possibility, so the strength of analytical results depends on
the reliability of the approximations and expansions used.
Computer simulation attacks the problem from another angle. It provides a way of numeri-
cally solving the equations of motion in a large system, for a model specified by the simulator.
Therefore, insofar as the simulation is bug-free and does what the simulator claims it does, it
accurately reproduces the collective behaviour of the model being simulated. The usefulness of
the simulation then depends on e.g. how well the specified particle properties mimic those of the
physical system the simulation is intended to represent or, if the model is intentionally rather
abstract and generic, the value of the physical insights gained from studying its behaviour.
3.1.1 Equilibrium
In large class of simulations – those intended to study equilibrium behaviour – one is in fact
rather free to choose the details of the microscopic dynamics of the simulation, within some
constraints. For a classical system described by the canonical ensemble at equilibrium the
probability distribution of microstates is described by the Boltzmann distribution. A microstate
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is a particular configuration of particle positions and velocities which we can label X. If a
microstate is associated with an energy E(X), then the probability of the system being in
that microstate is proportional to the Boltzmann factor e−E(X)/kBT , where kB is Boltzmann’s
constant. Each macrostate (a state described by macroscopic observables, such as a crystal or
fluid phase) is associated with a certain subset of all the possible microstates. A system at
equilibrium explores its microstates with the probabilities given by the Boltzmann distribution,
thereby attaining the macrostate whose microstates dominate the distribution.
To achieve equilibrium in a simulation, therefore, we need to correctly sample the Boltzmann
distribution. This places a constraint on the rates of transitions between microstates X and Y
which is called detailed balance:
ωXY
ωY X
=
e−E(Y )/kBT
e−E(X)/kBT
(3.1)
where ωXY is the rate of transitions from X to Y and ωY X is that of the reverse transition. The
rate ωXY may be defined probabilistically as the probability per unit time to move into state X
given that we start in state Y .
3.1.2 Monte Carlo simulation
Monte Carlo (MC) describes a simulation strategy in which computer-generated pseudo-random
numbers are used to sample the configuration space of the system. That is, transitions between
states are proposed stochastically and accepted in such a way as to satisfy detailed balance. A
popular way of doing this is to use the Metropolis algorithm. In this algorithm trial transitions,
having been proposed, are accepted according to:
Paccept = min(1, e
−∆E/kBT ) (3.2)
where Paccept is the acceptance probability and ∆E = Enew−Eold is the energy change involved
in the transition – detailed balance is therefore respected. Implementing this algorithm in a
simulation of hard spheres is particularly simple: any moves which cause particles to overlap are
rejected (as ∆E =∞) and any others are accepted with Paccept = 1.
The efficiency of an equilibrium Monte Carlo simulation, i.e. how quickly it reaches equi-
librium, depends primarily on how clever the simulator is in choosing what trial moves to use.
Consider a simulation of polydisperse hard spheres in which one is trying to equilibrate crystal-
fluid coexistence. As discussed in Section 2.2, such a coexistence involves some degree of frac-
tionation of particle sizes between the phases and even, if the polydispersity is high enough,
multiple crystalline phases coexisting with one another with individually small polydispersities.
As I mentioned there, such complex fractionation and coexistence may be rather difficult to
achieve in a real system, so that experiments do not actually reach equilibrium [Liddle et al.,
2011; Sollich and Wilding, 2011]. This is particularly the case when crystal phases are involved,
because particles in a crystal are essentially locked in to their positions – the long distance diffu-
sion required for particle exchange between phases is mediated mainly by the presence of defects
and is extremely slow in comparison to that in a fluid. Therefore, if the trial moves chosen in
the Monte Carlo simulation are only those which are dynamically realistic, i.e. mimic the tiny
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Brownian hops of colloidal particles, equilibration with respect to phase composition will be
unfeasibly slow. It is worth emphasising that simulations of even moderately sized systems like
this are far slower than real time – if an experimental system does not reach equilibrium on a
reasonable timescale, a simulation which mimics the dynamics of that system certainly will not!
Equilibrating such a system requires more cunning. In the case of polydisperse hard spheres,
the simulations performed by Nigel Wilding to verify Sollich’s equilibrium calculations are an
excellent example [Sollich and Wilding, 2010]. Recognising that, in an equilibrium simulation,
we are not interested in the microscopic dynamics of the particles (as long as they satisfy de-
tailed balance), Wilding’s simulations use a sophisticated set up in which particles are allowed to
spontaneously appear and disappear, change size and so on. At the cost of being, dynamically
speaking, emphatically unphysical, the simulation explores its configuration space much more
efficiently than a real system. Because detailed balance is respected overall (notwithstanding
the further technique of biased sampling, in which some bias is introduced to the sampling to
increase efficiency and then ‘rolled out’ of the results to recover detailed balance afterwards), it
gives access to the equilibrium phase diagram of the system and can be used to verify equilib-
rium calculations. The value of this combined approach of equilibrium theory and equilibrium
simulation should be clear: for any system that can be defined and simulated efficiently, the equi-
librium physics can be determined, compared with predictions, and used to determine whether
the observed behaviour of corresponding experimental systems is equilibrium or nonequilibrium
in origin.
3.1.3 Kinetic Monte Carlo
Equilibrium simulation, like equilibrium theory, does not tell the whole story – it cannot, and is
not designed to, tell us about kinetics: how real systems actually go about reaching their final
steady states, which may not be equilibrium anyway. Nonequilibrium or dynamical simulations
are concerned with addressing this question. An example is Molecular Dynamics (MD), in which
the force fields describing the system are specified and the equations of motions integrated to
obtain dynamical trajectories. This method is often used in simulating biological processes,
which are typically nonequilibrium in nature [Scholz et al., 1987], and is very computationally
expensive for large systems (e.g. a single protein molecule in water) so that it is often only
feasible to simulate timescales corresponding to nanoseconds or microseconds of real time.
Kinetic Monte Carlo is a somewhat cheaper method which is popular in soft matter simula-
tion. Kinetic (or ‘dynamic’) MC is distinct from equilibrium MC methods in that it is restricted
to dynamically realistic trial moves, i.e. small stochastic ‘hops’ representing the movement of
particles performing Brownian motion. Unlike equilibrium MC, it seeks to replicate a real sys-
tem’s dynamical progress through configuration space. For small step sizes, dynamical results
from Kinetic MC simulation compare well with those of Brownian Dynamics (a form of MD for
systems where inertia is negligible, such as colloids) [Sanz and Marenduzzo, 2010]. The simplic-
ity of Kinetic MC and its natural suitability for representing inertia-free stochastic motion have
resulted in a number of applications in simulating hard spheres and related particles [Auer and
Frenkel, 2001, 2005; Sanz et al., 2007]. The first such application I am aware of is Ref. [Cichocki
and Hinsen, 1990].
23
3. Simulation
3.2 Simulation method
The simulation method used in my work is based on a Kinetic MC algorithm. In this section,
I describe the details of my implementation and how I have applied it to simulate the phase
behaviour of colloids.
3.2.1 Particle dynamics
As I have mentioned, the defining feature of Monte Carlo simulation is the use of pseudo-random
numbers to propose trial moves which are then accepted probabilistically. The aim of my work is
to simulate the Brownian motion of particles, where inertia is negligible due to viscous damping
by the solvent (see Section 2.3), so the trial moves used must be physically realistic from this
point of view. The Brownian steps are therefore random in direction, with magnitudes taken
from a Bates (pseudo-Gaussian) distribution centred on zero1.
In each iteration of the dynamical loop, a particle is chosen at random, and a trial move
proposed. As we saw in Equation 2.6, the Stokes-Einstein diffusion coefficient for a particle of
radius a depends inversely on a. This is incorporated into the simulation by scaling the Bates
distribution so that the mean step size for particle i is ∆
√〈d〉/di, with particle diameter d = 2a
and 〈d〉 ≡ 1 the mean diameter, so as to give the correct dependence of the short-time diffusion
coefficient upon particle size. In general, I set the step parameter to ∆ = 0.02, then check the
results presented to ensure that they are not affected by reducing ∆. Comparison with other
systems is facilitated by choosing the natural time unit td, the time taken for a free particle of
diameter the mean 〈d〉 to diffuse a distance equal to its own diameter. With this choice of ∆,
each td corresponds to 2500 Monte Carlo Steps. A Monte Carlo Step is a single ‘sweep’ of the
system in which each particle is, on average, visited once (remember that the selection of which
particle undergoes a trial move is stochastic).
The Metropolis acceptance criterion, Equation 3.2, is popular for equilibrium MC simulations.
It assigns an equal probability (unity) to all moves which do not increase the system’s energy, even
those which decrease it. For a dynamical simulation in which particles may have an attractive
component to the potential, it is more natural to represent their dynamics with the alternative
acceptance probability [Martin, 1977; Novotny, 2001]:
Paccept =
exp(−Enew)
exp(−Enew) + exp(−Eold) (3.3)
Moves that conserve energy are now accepted with probability 0.5, so that moves that bring a
particle into the reach of attractive potentials can be assigned a higher probability, representing
more rapid movement down a potential gradient.
The magnitude of the Brownian hops essentially defines the short-time self diffusion coefficient
Dshortself which, at finite concentration, is different to the long-time coefficient D
long
self . In simulations
which do not include hydrodynamics, Dshortself does not in itself depend on φ, as this dependence
1The Bates distribution is a sum of n random numbers uniformly distributed on the unit interval –
in my implementation n = 4. The Bates distribution is computationally inexpensive to sample from,
hence its use in the central dynamics loop of the simulation.
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is a purely hydrodynamic effect [Medina-Noyola, 1988]. Dlongself depends on φ via the increased
structural frustration (caging) by neighbouring particles, as is shown in Section 4.4.
3.2.2 Initialisation
An important question in a simulation of hard spheres or related particles is how to place the
particles in the simulation box in the first place. In all the work presented in this thesis, the
appropriate initialisation is a random packing of particles at the required volume fraction φ.
For volume fractions approaching the maximum that can be achieved in a random packing
(φ ≈ 0.64), rather sophisticated algorithms such as that in Ref. [Jodrey and Tory, 1985] are
required in order to generate the packing while avoiding crystallisation. Most are descended from
original Lubachevsky-Stillinger algorithm, in which particles perform Brownian or Newtonian
motion while growing from point particles to particles of the size required to give the required φ.
I use a generalisation of this for the polydisperse case in which each particle has a ‘seed’ radius
drawn from a polydisperse distribution, with the actual radius given by a scaling factor which
increases from 0 initially to 1, when the particles reach the required φ.
3.2.3 Finite-size effects, periodic boundaries
Simulations must contain a finite number of particles, but one is typically interested in the
behaviour of a thermodynamically large number of particles, as would exist in a macroscopic
sample of whatever substance it is that is being simulated. In this case, ‘taking the thermo-
dynamic limit’ is important, i.e. checking whatever results are found for dependence on the
simulation size and, if necessary, extrapolating to infinite system size if system size dependence
cannot be eliminated. Finite-size effects must also be considered at the other end of the size
spectrum: the step size parameter ∆, in order to accurately represent Brownian motion, must
be small enough that particles perform a large number of random steps in between encountering
one another (colliding, or otherwise interacting). These considerations must be offset against
the fact that an infinitely large simulation in which particles take infinitesimally short steps is
not feasible. Chapter 4 includes some calibration results illustrating possible finite-size effects,
forming the basis for decisions about what system and step sizes to use in general for efficient but
physical simulations. Additionally, the particular results presented in later chapters are checked
for finite-size effects on each result, in order to verify that any discoveries or findings are not
simply artefacts.
Another important consideration is the edge effects encountered when particles interact with
the walls of the simulation box. Although physical and interesting in their own right, such
effects are typically not desirable if one is trying to study phenomena that would occur in the
bulk of a real system. The standard way to get around this problem is to use periodic boundary
conditions, under which particles which disappear from one side of the simulation box simply
reappear on the other, without encountering a wall (as in the Snake mobile phone game). There
are therefore no edges in the simulation. Even with this solution, finite-size effects may also
come into play if any correlation length in the system is longer than half the side length of the
periodic simulation box – see Section 4.5 for discussion of this in terms of a dynamical correlation
length in glassy systems. Unless mentioned, all simulations presented in this thesis use standard
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periodic boundary conditions.
3.2.4 Crystal templating
The work on crystallisation in this thesis makes use of a crystal templating method suggested
by R. M. L. Evans, which allows the growth process of a single crystal to be simulated on
a physically relevant timescale. Crystal nucleation is a rare event and therefore difficult to
simulate in that one may waste a large amount of simulation time just waiting for nucleation to
happen – specialised techniques such as forward flux sampling are required to simulate such rare
events [Filion et al., 2010]. In order to be able to focus on crystal growth without waiting for
nucleation, I induce crystal growth with the use of a template, positioned before the simulation
starts.
The template is positioned so as to cover one end of the simulation cell (in the y−z plane), so
that a crystal is induced to grow along the x axis. It consists of a layer of immobilised particles
arranged in a face of the FCC lattice, which is the equilibrium crystal structure for hard spheres
and the closely related systems studied in this thesis. I have used the (100) and sometimes
(110) faces, in order to avoid the complicating effects of stacking faults – these may occur in the
(111) direction, where planes can switch randomly between ABC... and ABAB... registrations,
resulting in a mixture of HCP and FCC structures [Amini and Laird, 2006].
The y and z dimensions are periodic, with lengths Ly and Lz such that the template fits
into the periodic boundary conditions. The x axis length Lx is much larger than the other two
so that the crystal can grow many layers over a long period of time, reproducing the physical
situation in which nuclei are well separated from one another.
To create the template, each lattice point in the template is filled in turn by the leftmost
(lowest-x) particle from the bulk. Then, in order to preserve the local volume fraction, the tem-
plate is moved forwards by an amount corresponding to the mean x coordinate of the particles
which were used to create it. The template is then moved in the y and z directions so as to
minimise overlaps between template particles and any others nearby. For high bulk concentra-
tions, some small overlaps usually remain, of order 5% of a particle volume per template particle
at the highest bulk concentrations studied. The simulation then begins. While any overlaps
with the template exist, the particles overlapping with the template are only allowed to perform
moves which reduce their overlap. Using this algorithm, any overlaps disappear after only a
few td. Notwithstanding complicating factors such as polydispersity, the template induces the
particles close to it to match its crystalline order, causing a crystal to grow through the system.
An illustrative snapshot shortly afterwards is shown in FIG. 3.1.
If the simulation remained periodic in the x direction also, a crystal would grow from both
sides of the template, which is not desirable as I am aiming to study the growth of a single crystal
in one direction. In order to avoid this, the bulk (amorphous) particles whose x coordinate is
greater than Lx − 1.5dmax (where dmax is the diameter of the largest particle) are immobilised,
along with any particles that subsequently stray into this region. This amorphous wall prevents
any particles reaching the back side of the template and does not induce nucleation in the way
that a flat wall would.
The flat crystal template can be considered as representing the limit of a large nucleus – on a
local scale, such a nucleus appears flat. Alternatively, one can choose to interpret the template
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Figure 3.1: A simulation snapshot showing the template positioned at x = 0. At this stage, 1
or 2 layers have subsequently grown.
(more literally) as representing an actual template as might be realised in an experimental
system. From that point of view, the simulation becomes one of colloidal epitaxy [van Blaaderen
et al., 1997], a process in which the properties of a template are chosen in such a way as to
control the properties of the resulting crystal. Simulations in this direction are presented in
Chapter 9.
In all chapters apart from Chapter 9, the particles used to create the template retain their size
upon being repositioned so reflect the polydispersity (if any) of the bulk particle size distribution.
This is to ensure that any effects of a particular size distribution in the template are averaged out
over the multiple independent simulations used. In Chapter 9, the focus is on precise control of
the template (now considered as an epitaxial substrate), so the particles are made monodisperse
on being moved into the template, in an attempt to actively induce selectivity.
When crystallisation is not being studied, the simulation box is cubic instead of cuboidal,
with periodic boundaries in all dimensions.
3.2.5 Flagging crystalline particles
In my simulations, as in most comparable ones in the literature, crystalline particles are identified
by constructing bond order vectors q6 from the spherical harmonics Y6m [Williams et al., 2008;
ten Wolde et al., 1996]. A local order parameter is defined:
q6m(i) ≡
1
Nb(i)
Nb(i)∑
j=1
Y6m(r̂ij) , (3.4)
where the sum is over the Nb ‘near neighbours’ of particle i and r̂ij is a unit vector pointing
from the centre of particle i towards the centre of particle j. Following [Ackland and Jones,
2006], I define a near neighbour as a particle that is within
√
1.45r20 of particle i, where r0 is the
average separation between particle i and its closest 6 neighbours. For each particle can then
be constructed a normalised 13-component complex vector q6(i), the components of which are
determined by the 13 spherical harmonics Y6m summed over the angles of the imagined ‘bonds’
connecting it to its near neighbours.
Clearly, if two particles share a similar environment (as in a periodic solid), their vectors q6
will have similar components (importantly, this similarity holds irrespective of the coordinate
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system chosen), and the scalar product q6(i) ·q6(j) will be nonzero and positive. Since {q6} are
normalised, the maximum possible value of such a scalar product is 1. I follow [Williams et al.,
2008] in classifying a particle as crystalline if
∑Nb(i)
j=1 q6(i) · q6(j) > 8.5.
3.2.6 Visualisation
I have written my own visualisation code for the purposes of bug checking while developing the
simulation. As the number and size of simulations have increased, so that they are usually run
on remote computer clusters, I have moved to a third-party visualiser which is used to view the
simulation trajectories after they have been run. In this respect I have been very fortunate to
discover OVITO, which was used to produce the snapshots presented in this thesis [Stukowski,
2010].
3.3 Chapter summary
In this chapter I have introduced the idea of computer simulation as a method for studying
condensed matter, with particular reference to the Monte Carlo (MC) method in which random
numbers are used to sample configurations. I explained the need for sophisticated trial moves in
equilibrium MC simulations in order to ensure configuration space is explored efficiently. I then
moved from equilibrium to Kinetic MC, in which trial moves are limited to dynamically realistic
ones, so that dynamical processes can be studied. Finally, I introduced the essential components
of the simulation apparatus used in the present work.
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Chapter 4
Results I – Calibration, structure
and dynamics
4.1 Introduction
This chapter concerns simulations of the hard sphere system performed to confirm realistic struc-
tural and dynamical behaviour and to check for finite-size effects thereon. The simplicity and
popularity of the hard sphere system means there is a large literature of theoretical, simulation
and experimental results available. A viable simulation protocol must therefore successfully re-
produce known structural features and, since we are concerned here additionally with the kinetics
of phase transitions, exhibit sensible dynamical behaviour.
I will go through in turn various measurable quantities, with reference to the literature,
introducing and discussing the corresponding simulation results produced by my code. All
results in this section are taken from isotropic simulations which are cubic, i.e. Lx = Ly = Lz ≡
L. When polydispersity is introduced, the Bates (pseudo-Gaussian) distribution described in
Chapter 3 is used.
Except where explicitly noted (e.g. Sections 4.3.2 and 4.5), I have been able to run the
simulations for long enough that the averaging window for whatever quantity is being measured,
and the time elapsed before measurement begins, are much longer than any structural correlation
time. It should be pointed out that this does not necessarily ensure equilibration, if the system
is in a metastable state such that a rare event (like a crystal nucleation) must take place for it to
reach equilibrium. It does ensure that any spurious effects due to initial conditions are removed,
and that statistical noise is averaged out. In the case of e.g. a stable fluid (which does not require
rare events to reach equilibrium), this protocol should mean that measured quantities approach
their equilibrium values.
I will discuss, as they occur, cases where long or divergent correlation times make the data
susceptible to dependence on initial conditions, and the resultant deterioration in data quality.
In such cases, I have used multiple starting configurations in order to ensure at least that one
does not rely entirely on time averaging to remove dependence on initial conditions. In general,
however, equilibration of phase coexistence, or proper mitigation of divergent relaxation times,
requires specialised simulation techniques, outside the scope of the present work.
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4.2 Static structure factor
The static structure factor (often just ‘structure factor’) is a quantity describing the presence of
spatial correlations in a system. It is defined:
S(q) ≡ 1
N
〈
∑
i,j
e−iq·(ri−rj)〉 , (4.1)
in which rn are particle positions, and the average is over the ensemble of microstates – if a system
is ergodic, i.e. is fully exploring its configuration space, this is approached by a time average over
long enough times. The structure factor depends on the wavevector q, but in an isotropic system
we are usually interested instead in S(q), found by averaging over all wavevectors of magnitude q.
S(q) contains information about the magnitude of spatial correlations on a length scale ∼ 2pi/q.
Experimentally, the structure factor is measured by performing scattering experiments [Segre`
and Pusey, 1996], in which photons, neutrons or X-rays are directed at a macroscopic sample of
the substance under investigation.
4.2.1 Monodisperse hard spheres
It is possible to extract S(q) from simulation by explicitly performing the sum in Equation 4.1
and averaging through time. The finite side length of the simulation box means that the q-axis
is discrete: qx = 2pi/L, 4pi/L, ... . In order to avoid any artefacts involved in binning on the
q-axis, I plot a data point for every unique q magnitude, averaging only over vectors of identical
magnitude, e.g. q = (4pi/L, 4pi/L, 0) and q = (0, 4pi/L, 4pi/L) . Additionally, I neglect at least
the lowest q value in each dimension as it represents correlations on the length scale of the
simulation box, so would be subject to artefacts from the periodic boundary conditions.
The structure factor of a hard sphere fluid is fitted reasonably well by the Percus-Yevick
approximation [Hansen and McDonald, 2006]. In order to check that the simulations reproduce
the structural behaviour of the hard sphere fluid, FIG. 4.1 shows measured structure factors at
volume fractions φ = 0.3 and φ = 0.5 (just above the crystallisation volume fraction φ = 0.494),
along with a Percus-Yevick calculation for φ = 0.5, for a monodisperse system of N = 256 hard
spheres.
Thanks to the lack of binning in the q-axis, the data are very detailed. The low noise
indicates good sampling, i.e. the simulations are behaving ergodically and have run for long
enough that the time average approaches an ensemble average. The first peak in S(q) in a
homogeneous fluid corresponds to structuring due to the fact that particles cannot overlap –
an inter-particle (centre to centre) spacing of approximately d is therefore extremely common,
leading to a peak corresponding to this wavelength. As φ is increased, this peak shifts to higher
q, i.e. shorter wavelength, and becomes stronger, indicating that particles are moving closer
together on average and becoming more structured as they are more tightly packed. A peak
at lower q than this would indicate spatial inhomogeneity on some larger length scale, as seen
during spinodal decomposition in Chapter 5.
Although φ = 0.5 lies just within the crystal-fluid coexistence region, no crystallisation was
observed on the simulated timescale – the structure factor at this volume fraction is therefore that
of a metastable fluid. It is known that the Percus-Yevick calculation slightly overestimates the
30
4.2. Static structure factor
0 10 20 30 40 50
q<d>
0
1
2
3
4
S(q
)
Figure 4.1: Measured structure factors from simulations of monodisperse hard spheres at φ = 0.3
(red), φ = 0.5 (black). The blue line is a Percus-Yevick calculation for φ = 0.5. The q-axis is
nondimensionalised by multiplication by 〈d〉 ≡ d ≡ 1.
peak height for concentrated monodisperse systems [Scheffold and Mason, 2009], as is indeed
observed in FIG. 4.1. Overall, though, the simulation data correspond well to the Percus-
Yevick approximation and display the expected dependence on φ, indicating that equilibrium
and metastable hard sphere fluid structural behaviour is being correctly reproduced.
4.2.2 Polydisperse total structure factor
Introducing polydispersity into the hard sphere model of course creates the possibility of much
more complex structuring and, correspondingly, more measurable quantities. To begin with,
I show the effects of polydispersity on the total structure factor, i.e. the one defined by Equa-
tion 4.1. FIG. 4.2 shows the monodisperse data from FIG. 4.1 along with that from corresponding
simulations of polydispersity σ = 0.15, with all other parameters kept constant.
Zooming in on the first few oscillations, it is possible to resolve differences. Compared to
the monodisperse case, the polydisperse structure factors show a first peak at slightly lower q,
indicating the dominance of larger particles over the structuring signal (discussed in Section 4.2.3)
which, due to their size, are less close together on average. Further, the height of the peak is
lower. This indicates not so much weaker structuring as the fact that structuring is distributed
over many slightly different length scales due to the particles’ size-polydispersity, resulting in
a greater ‘smearing-out’ of the signal over a range of q values. Both these features are known
effects of size-polydispersity [Ginoza and Yasutomi, 1999].
4.2.3 Polydisperse partial structure factors
In order to gain more insight into the structural behaviour of a polydisperse fluid, it is necessary
to go beyond its effects on the total structure factor and look also at partial structure factors.
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Figure 4.2: Measured structure factors from simulations of σ = 0.15 polydisperse hard spheres
at φ = 0.3 (green), φ = 0.5 (purple). The monodisperse data from FIG. 4.1 are also shown for
comparison.
The partial structure factor SAB(q) is defined:
SAB(q) ≡ 1
N
〈
∑
i,j
e−iq·(ri−rj)〉, i ∈ A, j ∈ B (4.2)
where the directional average to give dependence on scalar q is implied as before. A and B
denote size species – in a polydisperse system, particles are binned according to size in order
that we end up with a finite number of partial structure factors. These structure factors measure
spatial correlations between particles of particular sizes. Although the particle labels i and j can
no longer be exchanged in the bracket (ri − rj), the difference between the vectors is as likely
to occur as its negative since the system is isotropic. This guarantees that the partial structure
factors still take real values.
Having shown the overall effect on the structure factor of a relatively strong polydispersity
in Section 4.2.2, I now move to a lower polydispersity of σ = 0.06 and a larger N = 768 in order
to ensure good sampling of the particle size bins. FIG. 4.3 shows data from simulations with
φ = 0.3, 0.4. The partial structure factors result from binning moderately-sized particles into
two bins either side of 〈d〉. As expected according to the definition [Weysser et al., 2010], the
off-diagonal element oscillates around zero while the diagonal ones oscillate around some finite
value. The curves are broadly similar in shape to one another, as the particles considered are of
roughly similar size. It is clear however that the larger particles in S11(q) have greater typical
separation, as evidenced by the lower q position of the first peak compared to S00(q). The total
structure factor is obtained simply by summing the four partial elements. The deconstruction
reveals that the reduced peak height due to polydispersity, observed in FIG. 4.2, is indeed the
result of out-of-phase contributions from different particle sizes, in agreement with Ref. [Weysser
et al., 2010] (there, such partial structure factors serve a key function as the input parameters
32
4.3. Intermediate scattering function
0 5 10 15 20
q<d>
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
S A
B(q
)
0 5 10 15 20
q<d>
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
Figure 4.3: Measured structure factors from a simulation of σ = 0.06 polydisperse hard spheres
at φ = 0.3 (left) and φ = 0.4 (right), with N = 768. The particles are binned into 0.9 < d < 1
(‘Bin 0’) and 1 < d < 1.1 (‘Bin 1’). The total structure factor is shown in red. S00(q) is shown
in black, S11(q) in blue and the off-diagonal element S01(q) = S10(q) in pink.
for the Mode Coupling Theory of the glass transition.)
4.3 Intermediate scattering function
In addition to the static structure factor, a dynamical structure factor can be defined to give
information about dynamical structural correlations in the system, i.e. the timescale on and
manner in which structural correlations relax due to thermal motion. Experimentally, this is
accessed by resolving the energy as well as the direction of the photons, neutrons etc. scattered
by a substance during a scattering experiment: just as wavenumber and distance are related
by a Fourier transform, so are time and energy. The most useful quantity is the intermediate
scattering function F (q, t), defined as:
F (q, t) ≡ 1
N
〈
∑
i,j
e−iq·(ri(t)−rj(0))〉 , (4.3)
where again the dependence on scalar q is achieved by averaging over wavevectors. In taking
and analysing these data I referred extensively to the work of Peter Pusey and collaborators –
see for instance Refs. [Segre` et al., 1995; Segre` and Pusey, 1996]. Ref. [Segre` et al., 1995] in
particular contains a clear explanation of the underlying theory and collects together extensive
experimental and simulation data.
In Table 4.1, the various diffusion coefficients extracted from the intermediate scattering
functions in the following discussion are collated, along with appropriate reference values. I now
go through each regime in turn, making detailed comparison with reference values and explaining
any discrepancies.
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Figure 4.4: Initial decay of f(q, t) in a non-interacting system on a log-linear plot – the negative
of the slope therefore defines a diffusion coefficient D. Data points are combined from q =
6.82, 7.05, 7.28. The red line is a fit of negative gradient 0.165 ± 0.005, in agreement with the
Stokes-Einstein diffusion coefficient D0 ≡ 1/6.
4.3.1 Decay of the first peak
It is convenient to focus on the decay through time of F (q, t) for a particular value or range of q.
A feature often chosen is the first peak of the structure factor – the decay of this peak gives us
information about the rearrangement of particle density on the length scale of the inter-particle
spacing, and has the added advantage of being the region in which the signal is strongest. The
data in this subsection concern systems of N = 768 with polydispersity σ = 0.06 (chosen to
approximate the polydispersity of an experimental ‘near-monodisperse’ system).
One usually works in terms of the normalised intermediate scattering function f(q, t) ≡
F (q, t)/F (q, 0). In the ideal case of non-interacting particles, it should decay diffusively as:
f(q, t) = e−Dq
2t (4.4)
where D is the collective diffusion coefficient which, if the particles are non-interacting, is just
the Stokes-Einstein diffusion coefficient D0.
Non-interacting system
In order to confirm the correctness of my implementation, FIG. 4.4 shows the decay of f(q, t)
in a non-interacting system of particles. Three q values in the vicinity of where the first peak
would be in an interacting system are combined – note however that to within finite-size effects
the decay should be independent of q anyway as the particles are non-interacting. It can be seen
that f(q, t) is decaying exponentially, defining a diffusion coefficient Dnon-interact according to
Equation 4.4. In the absence of interactions, Dnon-interact is equal within error to D0 ≡ 1/6, as
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Figure 4.5: Decay of f(q, t) at finite concentration. The faster decaying trio of series are for
φ = 0.3, the slower decaying ones for φ = 0.5. Black crosses, red plusses and blue squares
indicate respectively increasing q values around the first peak in S(q): q = 5.90, 6.24, 6.57 for
φ = 0.3 and q = 7.00, 7.40, 7.79 for φ = 0.5. The black dashed line is a fit to the φ = 0.3 data
giving D = 0.0610 ± 0.0007. The red dashed line is a fit to the φ = 0.5, q = 7.00 data over the
range spanned by the line, giving D = 0.00670± 0.00008.
expected. As well as illustrating the behaviour of f(q, t) in the ideal case, this serves to give
confidence in the substantial analysis code written to determine f(q, t).
Finite concentration
I now move on to the effects of finite concentration at finite-q. It is known that in this regime,
the collective diffusion coefficient controlling the decay of f(q, t) becomes a function of q and φ,
splitting into distinct short- and long-time coefficients at high concentrations.
Data for systems at φ = 0.3, 0.5 are shown in FIG. 4.5 (with all other parameters as for the
non-interacting system). At φ = 0.3 the data from different q values around the first peak still
overlay reasonably well, and define a diffusion coefficient substantially less than D0, illustrating
that particle rearrangement on the scale of the inter-particle separation is slowed by the hard
sphere interaction. The ratio D0/Dfirstpeak(φ = 0.3) ≈ 2.73 compares well with the value of
∼ 2.7 from corresponding experimental data for the short-time collective diffusion coefficient in
Ref. [Segre` et al., 1995].
Increasing the concentration to φ = 0.5, some q dependence is clear even in the values
immediately around the first peak, and decay is much slower again, in agreement with Ref. [Segre`
et al., 1995]. Short- and long-time decay regimes seem to be apparent – by comparison with
Ref. [Segre` and Pusey, 1996] the crossover appears to occur at around q2t = 100, although the
time-resolution of the data is not sufficient to properly observe the short-time regime at this
volume fraction. The extracted long-time diffusion coefficient at the peak of S(q), q = 7.00,
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Figure 4.6: As FIG. 4.5, on a linear-linear plot with the time axis no longer scaled by q2.
gives D0/DL, firstpeak(φ = 0.5) ≈ 24.87, rather far from the experimental value of ≈ 30 in
Ref. [Segre` and Pusey, 1996] at φ = 0.465. Since D at the first peak decreases with φ, D0/D
increases – therefore the discrepancy is even larger taking account the slightly higher volume
fraction in my simulation. To explain this, it is worth discussing the hydrodynamic factor H(q).
This is related to the short-time diffusion coefficient DS(q) via DS(q) = D0H(q)/S(q), and the
long-time coefficient DL(q) is found empirically to scale approximately with DS(q) [Segre` and
Pusey, 1996]. H(q) is known, in hard sphere-like systems, to be substantially less than 1 and a
decreasing function of φ, whereas it is equal to 1 in the absence of hydrodynamics. Therefore,
one would expect at high concentration that D would be artificially high in the absence of
hydrodynamics, as is found to be the case comparing my simulation with the experiments in
Ref. [Segre` and Pusey, 1996].
The data also become somewhat more noisy, particularly after q2t ≈ 300 where the signal
from correlations remaining after this time is very weak relative to statistical noise, as shown in
FIG. 4.6. A significant exacerbation is the fact that the slower dynamics means fewer microstates
are sampled in a given simulation time, so that the time average upon which the measurement
relies departs from the true ensemble average. This makes getting good statistics in glassy
systems particularly difficult, as seen in Section 4.5.
It should be noted that although the approximate agreement with experiment is reassuring,
the lack of hydrodynamics in the simulations precludes more precise comparisons. Neverthe-
less, the data presented so far pertaining to dynamical correlations are physically convincing,
internally consistent and in good agreement with experimental data. A full exploration of the
wavenumber dependence of D(q) is outside the scope of the present calibration measurements –
for such information, Ref. [Segre` et al., 1995] is an extremely lucid and comprehensive starting
point.
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4.3.2 The low-q limit
In the limit of low-q, the decay of the intermediate scattering function describes relaxation on
macroscopic length scales. It is known that, in practice, this requires q〈d〉 < 0.4 at most [Russel
et al., 1992]. By measuring D(q → 0), one is in fact measuring the macroscopic collective or
‘gradient’ diffusion coefficient Dcoll that appears in Fick’s law, Equation 2.8. Reaching this limit
in simulation is not trivial: from Equation 4.4, the characteristic correlation time tcorr scales as
q−2. Therefore, measurements separated by times less than this are not independent – statistical
noise remains correlated on this timescale so that simulations many times longer than tcorr are
needed to bring out the signal. Additionally, simulations must be larger (and therefore slower!)
in order that low enough q can be reached.
For these reasons, the data are sufficient only for a qualitative illustration of the effect of
moving towards the low-q limit. I consider the volume fractions φ = 0.1, 0.3 and investigate the
decay of f(q, t) around the first peak in S(q) and at the lowest q values attainable in simulations
of N = 5000 particles, down to a minimum of q = 0.37.
FIG. 4.7 compares the results in these two regimes. As we saw in Section 4.3.1, decay around
the first peak is slower at higher concentration. For the low-q regime, it is unclear whether
the data have yet reached the limiting behaviour of q → 0: D defined by the φ = 0.1 data is
Dcoll(φ = 0.1) ≈ 0.3, somewhat higher than the expected first-order result for hard spheres,
D0(1 + 1.45φ) = 0.19 [Russel et al., 1992]. To further complicate matters, as q decreases,
hydrodynamic effects play an increasingly important role [Cichocki and Felderhof, 1991], and
are neglected in the simulations. Therefore, as discussed in 4.3.1, we would expect again an
increased value of Dcoll due to the neglect of hydrodynamics.
However, an important qualitative feature of the limit is apparent in FIG. 4.7: namely,
the diffusion coefficient for low-q increases when φ is increased. This captures the fact that
the macroscopic collective diffusion coefficient increases with concentration, as discussed in Sec-
tion 2.3.4. This opposite dependence of the collective and self diffusion coefficients on φ is an
important concept in Chapters 5 and 6 because bulk phase separation is achieved by collective
rearrangement of particle matter, whereas fractionation processes rely on self diffusion. Although
the neglect of hydrodynamics and difficulty in reaching the low-q limit mean that direct com-
parison with experiment in this regime is difficult, it is heartening that the qualitative features
of structural relaxation in this limit are present.
4.3.3 Finite-size effects
The intermediate scattering function provides a way of measuring finite-size effects on the col-
lective dynamics. For now, I will focus on the effect of reducing the step parameter ∆ – corre-
sponding to the mean size of a Brownian hop – from 0.02 (as is used unless otherwise mentioned)
to 0.01. The possibility of system size effects on structural relaxation is explored in relation to
glassy behaviour in Section 4.5.
For the N = 768 simulations, I have run simulations at volume fractions φ = 0.3, 0.5 with
the same parameters as before but with ∆ = 0.01. FIG. 4.8 shows the effects on the decay of
the first peak. At φ = 0.3, the data are in good agreement. At φ = 0.5, decay with the smaller
∆ appears to be slightly faster, for each value of q around the peak (note that, as discussed in
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Figure 4.7: The decay of f(q, t) for volume fractions φ = 0.1 (black crosses) and φ = 0.3 (red
circles). The left pane shows data for q = 5.45 to 6.57 (around the first peak in S(q)), and the
right pane shows q = 0.37 to 0.91.
Diffusion coefficient Extracted value Comparison Comments
Dnon-interact D = 0.165± 0.005 D = D0 = 0.166˙ D0 defined
by choice of
time units.
Dfirstpeak(φ = 0.3) D0/D ≈ 2.73 D0/D(φ = 0.3) ≈ 2.7
[Segre` et al., 1995]
DL, firstpeak(φ = 0.5) D0/D ≈ 24.9 D0/D(φ = 0.465) ≈ 30 No hydro-
[Segre` and Pusey, 1996] dynamics
in simulations.
Dcoll(φ = 0.1) D ≈ 0.30 D ≈ 0.19 Comparison
[Russel et al., 1992] from first-order
in φ theory.
Table 4.1: Diffusion coefficients extracted from measured intermediate scattering functions,
compared with appropriate values from the literature, as discussed in the text.
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Figure 4.8: As FIG. 4.5, with data from simulations with smaller ∆ included. At φ = 0.3, all q
overlay so are shown as black crosses, with red circles indicating the ∆ = 0.01 data. At φ = 0.5,
the symbols are as in FIG. 4.5 with the corresponding coloured lines indicating the ∆ = 0.01
data.
Section 4.3.1, the data beyond q2t ≈ 300 are dominated by noise, so discrepancy beyond this
point should not be attributed to finite-size effects). Although only a quantitative effect (i.e.
the order of decay speeds with q is the same, as is the qualitative difference between φ = 0.3
and φ = 0.5), this illustrates the intuitively reasonable idea that finite-size effects in ∆ would
become more important at higher volume fraction: in the dilute limit, there is no length scale
with which to compare ∆ as particles are infinitely well separated, so its value is unimportant.
The results show that, at high concentrations, small quantitative finite-size effects may come
into play in the collective particle dynamics. Simulation findings in that regime in particular
must therefore be treated cautiously and checked for dependence on ∆.
4.4 Self diffusion
I now move from collective dynamics to studying individual particle dynamics in terms of self
diffusion.
4.4.1 Mean squared displacement and finite step size
According to Equation 2.7, the self diffusion coefficient can be measured by observing the varia-
tion of the mean squared displacement (MSD) of particles through time. In the long-time limit
this is governed by the long-time self diffusion coefficient Dlongself . As discussed in Section 3.2.1,
the short-time coefficient Dshortself is a simply a defined property of each particle, depending on
the individual particle’s size. It can only depend on φ via hydrodynamic interactions with its
neighbours, which are not included in the simulation.
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Figure 4.9: Mean squared displacement at φ = 0.3 (left) and φ = 0.5 (right). My data
with ∆ = 0.02 is shown in blue, ∆ = 0.01 in red. The solid black lines are from the Brownian
Dynamics simulations of Ref. [Sanz and Marenduzzo, 2010]. The dashed black line is Kinetic MC
data with ∆ = 0.01 from Ref. [Sanz and Marenduzzo, 2010], and the dotted line is for ∆ = 0.1
from the same source. At φ = 0.3 the dashed black line overlays the Brownian Dynamics data
so is not shown for clarity. The extracted long-time diffusion coefficients (fitted after t = 100)
of the curves with distinct gradients, in decreasing order, are shown on the plots.
I first measure the overall MSD in systems again with N = 768, σ = 0.06 and φ = 0.3, 0.5.
I also take this opportunity to run simulations at each volume fraction with the mean step size
∆ = 0.01 instead of 0.02, in order to check the effect of step size on self diffusion, prompted
by Ref. [Sanz and Marenduzzo, 2010] in which comparison was made between Kinetic Monte
Carlo (MC) and Brownian Dynamics simulations for different values of the MC step size. For
my measurements, the MSD up to t ≈ 200 is measured, averaging together results from 40000
starting points (i.e. definitions of t = 0 throughout the simulation) spanning 10000 time units.
The degree of agreement between Kinetic MC and Brownian Dynamics methods depends on
the use of small enough MC step sizes that most moves are accepted (empirically, around 70%
or more) [Romano et al., 2011]. It has also been found that rescaling time by the acceptance
probability improves agreement further [Romano et al., 2011; Sanz and Marenduzzo, 2010]. In
this work I do not attempt such a rescaling procedure – it is more suitable where acceptance
probabilities (therefore concentrations) are uniform throughout the system, whereas I will be
concerned with e.g. gas-liquid separation in which large differences in local concentration exist,
which could not be accounted for with an overall time rescaling. (Besides, I am investigating
the features of phase transition kinetics in a self-consistent model system, as opposed to trying
to precisely match experimental diffusion coefficients or other dynamical quantities, which in
any case would require the inclusion of hydrodynamics.) For this reason it is important that ∆
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is sufficiently small to achieve reasonably close agreement with Brownian Dynamics in terms of
diffusion rates at different φ, without rescaling by acceptance probability – i.e. it is not possible
to locally rescale diffusion rates in order to improve data from a too-large step size.
To this end, in FIG. 4.9 I compare MSD data from my simulations at φ = 0.3, 0.5 with
Brownian Dynamics and Kinetic MC data from Ref. [Sanz and Marenduzzo, 2010] (not rescaled
by the acceptance probability). Good agreement at φ = 0.3 is observed, with diffusion slightly
slower in the ∆ = 0.02 case. At φ = 0.5, as for the intermediate scattering function, step
size dependence is increased, with the Brownian Dynamics and Kinetic MC data splitting even
for the smallest MC step size. For equivalent step size, my data coincides with that from the
Kinetic MC implementation of Ref. [Sanz and Marenduzzo, 2010]. It is interesting to note that
the polydispersity in my simulations, σ = 0.06, along with the extremely steep but not quite
hard sphere potential used by Sanz, does not seem to strongly affect agreement between our
simulations.
The data concerning overall MSD confirm the expected picture of much slower self diffusion as
concentration increases, and agree with the finding in Section 4.3.3 that finite step size effects are
more influential at higher concentration. Due to the good agreement at φ = 0.3 and relatively
good agreement at φ = 0.5, and the fact that the simulation speed is proportional to 1/∆2,
I choose ∆ = 0.02 as a compromise between speed and precision in general. This compromise
seems reasonable, given that in many cases I will not be dealing with fluid concentrations greater
than φ ≈ 0.4, and that any findings of interest are subsequently checked for dependence on step
size anyway.
4.4.2 Mean squared displacement with square well interaction
In addition to the hard sphere interaction, this thesis also includes work on the square well system
in which particles are surrounded by an attractive well of range λ and constant depth u. Further
details appear in Chapters 5 and 6. In order to gauge step size effects when this interaction is
present, FIG. 4.10 shows mean squared displacement in a square well system of λ = 1.15 and
u = 1.54 (in units of kBT ) at volume fraction φ = 0.3, with step sizes ∆ = 0.01, 0.02. Also
shown are the corresponding hard sphere cases. As discussed in Chapter 6, these parameters
place the system in the metastable fluid region of the phase diagram, above the critical effective
temperature for gas-liquid separation – that is, barring crystallisation (which is not observed on
the simulated timescale), the system is in a steady state so that MSD data can be time-averaged.
As can be seen in the figure, the square well attraction slightly slows diffusion relative to the
hard sphere case. Further, it can be seen that the relative discrepancy in MSD between the
smaller and larger step sizes is magnified compared to the hard sphere case.
It is known that the Kinetic MC algorithm, when attractive interactions are present, can
result in kinetic ‘trapping’ whereby the collective movement of a mutually attracting cluster of
particles is suppressed because trial moves are applied to each particle individually. If attractions
are strong (in comparison to kBT ) and short ranged, each particle on its own has a very small
chance of moving an appreciable distance from the cluster, and as particles are moved one-by-
one in the Kinetic MC algorithm, the cluster as a whole becomes unphysically trapped. Further
details and a method for mitigating the problem are given in Ref. [Whitelam and Geissler, 2007].
However, such effects are less important as attraction strength is decreased, and in Ref. [Romano
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Figure 4.10: Mean squared displacement at φ = 0.3 with a square well interaction of range
λ = 1.15 and depth u = 1.54, as used in Chapter 6. Pink shows data for ∆ = 0.01, green
∆ = 0.02. The corresponding hard sphere data (i.e. u = 0) from the left panel of FIG. 4.9
are also shown. The extracted long-time diffusion coefficients (fitted after t = 100), in order of
decreasing gradient, are shown on the plot.
et al., 2011] it is shown that Kinetic MC agrees reasonably well with Brownian Dynamics up
to u ≈ 6.6, far higher than is used in the present work. I therefore expect any artefact of this
nature to be negligible, especially in comparison to e.g. the neglect of hydrodynamic interactions
in simulations.
4.4.3 Self diffusion variation with particle size
As can be seen from Equation 2.6, the diffusion coefficient for a particle depends inversely
on its size. This dependence may be thought of as the most basic hydrodynamic effect of a
particle’s size – although my simulations ignore the solvent degrees of freedom (i.e. hydrodynamic
interactions between particles are neglected), this basic interaction between the solvent and each
individual particle is incorporated by adjusting the mean step size for each particle based on its
diameter. This was discussed in Section 3.2.1. This gives the correct dependence, in the absence
of hydrodynamic interactions between particles, of Dshortself upon particle size.
As was already seen, the overall long-time diffusion coefficient Dlongself is reduced on increasing
φ. It is reasonable to expect that this effect would also depend on particle size, since the slowing
effect of increasing φ is due to collisions with neighbours, which may be better avoided by smaller
particles. This is in addition to the fundamental dependence of particle step size upon diameter.
To measure this effect I use the simulations from Section 4.4.1, with an additional simulation
at φ = 0.1 (the step parameter is ∆ = 0.02, which should be taken for granted henceforth
unless specified). I split particles of diameters 0.95 < d < 1.05 into five equal bins. FIG. 4.11
shows the results. The dependence of diffusivity on inverse size remains approximately linear,
but it is clear that the strength of the dependence increases with concentration, illustrating that
size-dependent geometric effects enhance the size-dependence of diffusion, over and above the
programmed-in effect on a particle’s step size.
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The effects of polydispersity upon the overall diffusion rates of the system [Yiannourakou
et al., 2010] seem to be more studied in the literature than that on the individual diffusivities
of size species. One exception, for a Molecular Dynamics simulation of a Lennard-Jones fluid,
is Ref. [Murarka and Bagchi, 2003]. There, for low temperature near-glass parameters, non-
linear dependence of diffusivity on inverse size is found, and it is argued that this is due to the
dominance of the cage-hopping diffusion mode – smaller particles would be able to hop more
frequently in addition to being intrinsically ‘faster’ due to their size, leading to the non-linearity
observed. This is perhaps the limiting case of the trend I have observed, in which geometric
effects become gradually more important with increasing concentration but the dependence on
inverse diameter remains approximately linear. For further information, I refer the interested
reader to Ref. [Murarka and Bagchi, 2003] and references therein.
Note that, as for phase equilibria, theoretical treatment of diffusion is made complicated by
polydispersity, if one wishes to retain information about its size dependence. This is clear in
Chapter 8, where the dependence of diffusion on particle size is the central component of a dy-
namical theory of fractionation but requires a drastic approximation to be made. In Chapter 10,
an approach which simplifies a well-grounded treatment of polydisperse diffusion is presented.
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Figure 4.11: Long-time self diffusion coefficient in particle size bins plotted as a function of the
mean inverse diameter of particles in the bin, normalised by the coefficient in the central bin.
The size bins cover d from 0.95 to 1.05 in five equal intervals. Black crosses, red circles and
blue squares correspond to φ = 0.5, 0.3, 0.1 respectively and lines are linear fits, with gradients
of 2.03 ± 0.03, 1.56 ± 0.04 and 1.16 ± 0.07. The dashed black line shows the dilute limit, i.e.
the dependence resulting from the variation in step size with diameter, in the absence of hard
sphere interactions, and has a gradient of unity by definition.
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4.5 Dynamical heterogeneity and finite system size
The behaviour of model colloids at very high concentrations is relevant to the study of glassy
behaviour, i.e. the structural and dynamical properties of amorphous, dynamically arrested
systems [Scheffold and Mason, 2009]. Although glassy systems behave mechanically as solids,
the transition from metastable fluid to glass (occurring around φ ≈ 0.58) does not seem to be
accompanied by a growing structural correlation length like the long-range order in a crystalline
solid. Instead, it seems that the glass transition is accompanied by the growth of a dynamical
correlation length – regions of the system become correlated in terms of their local relaxation
rates, and these regions grow in size with increasing density [Berthier, 2011]. Polydispersity is
intimately related to this area, since it inhibits the formation of crystals [Scho¨pe et al., 2007], thus
facilitating the formation of high density amorphous states [Auer and Frenkel, 2001; Weysser
et al., 2010]. Glasses of low enough polydispersity do however seem to be able to crystallise via
cooperative local rearrangements in which individual particles only move on average less than
their own diameter [Zaccarelli et al., 2009].
In my work, I have not focused on glassy behaviour. Rather, I have been more interested in
how polydispersity affects the kinetics of transitions between non-frustrated phases, particularly
in terms of fractionation which, like all dynamical processes, would tend to be frustrated in
glasses. Furthermore, at extremely high densities, the Kinetic MC method becomes less suitable
than more usual Molecular Dynamics methods [Middleton and Wales, 2004], not least because
the decreased inter-particle spacing in a near-jammed system would necessitate a very small
MC step size [Sanz and Marenduzzo, 2010] – the trend in this direction was indeed apparent as
concentration was increased in Section 4.4.1.
Nevertheless, and bearing these caveats in mind, I now present results illustrating an apparent
link between glassy behaviour and finite system size effects. I acknowledge helpful discussions
with J. Mattsson regarding the physics described in this section [Mattsson, 2012].
A simulation with periodic boundaries can be used to find the structure factor S(q) for 2pi/q >
L/2 where L is the side length of the simulation cell. That is, when the length scale corresponding
to the value of q becomes larger than half the size of the cell, measuring correlations over
that length scale no longer makes sense because correlations of wavelength ∼ L are spuriously
introduced by the periodic boundary conditions.
This is illustrated in FIG. 4.12 for hard sphere fluids of σ = 0.06, φ = 0.51, 0.59, for two
system sizes N = 768 and N = 3000. I have discarded the first two q values in each direction.
At each volume fraction, the first peaks of the structure factor and a significant region before
them are well out of range of system size artefacts, as the peaks correspond to correlations on
the scale of the particle diameter d – the two system sizes therefore produce the same results,
and would only deviate if we were measuring correlations on length scales approaching L in the
smaller simulation. This is the case even in the glassy φ = 0.59 system, although the statistics
here are worse due to the slowing dynamics, as discussed in Section 4.3.1.
FIG 4.13 shows the decay of f(q, t) at the first peak in S(q). In the ‘normal’, non-glassy fluid
at φ = 0.51, the decay of the first peak in S(q) is also unaffected by changing between the two
simulation sizes, just as was the structure factor as a whole. However, at φ = 0.59, the decay of
the first peak is affected by system size, even though the structure factor is not. More precisely,
the decay at N = 3000 is far slower than at N = 768. To check that this is not an artefact of
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Figure 4.12: Structure factors at σ = 0.06 for (φ = 0.51, N = 768, 3000) (black crosses and
red circles respectively) and (φ = 0.59, N = 768, 3000) (black plusses and blue squares). At
each value of φ, the two system sizes produce the same results, because the first peak in S(q)
corresponds to wavelengths much smaller than either system size.
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Figure 4.13: Decay of the first peak in S(q) at σ = 0.06. Colours indicate system size N , as in
FIG. 4.12. The faster decaying, overlaying curves are for φ = 0.51 while the slower four series
are for φ = 0.59. For each system, two closely spaced q values around the first peak are shown
as circles and crosses – circles are higher in q than crosses by ∼ 0.3. At φ = 0.59, there is a
marked dependence on system size which is absent at φ = 0.51, even though the first peak in
S(q) corresponds to wavelengths far smaller than the system size in both cases.
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particular trajectories, the data at φ = 0.59 are averaged over at least two independent runs of
times ∼ 30 times the decay length presented, and the qualitative dependence on system size is
checked for repeatability between individual runs.
This suggests that, at φ = 0.59, the decay of correlations on a length scale ∼ d is slaved to
some dynamical correlation length which, in the case of the smaller system, becomes comparable
with the simulation box size. The difference between the two volume fractions therefore seems
to be a manifestation of dynamical heterogeneity, the finite-size effects arriving at higher volume
fraction because heterogeneities approach the simulation size. Since correlated regions involving
up to ∼ 100 particles are possible in glassy systems [Berthier, 2011] and L ≈ 9 in the N = 768
simulation, this seems a plausible explanation.
These results show that, in fluids up to around φ = 0.51, the system size does not affect the
structural or dynamical behaviour on length scales shorter than the system size, as expected.
However, if the volume fraction is raised so that glassy behaviour and dynamical heterogeneities
come into play then, even while static structural behaviour is unaffected by system size, the decay
of the first peak in S(q) appears to become coupled to longer-scale dynamical correlations, which
set a lower limit on how small the system can be before the periodic boundaries spuriously affect
the decay of the first peak. This is a means of estimating the extent of dynamical heterogeneities
via the exploitation of finite-size effects, in addition to the four-point correlation functions more
commonly used [Berthier, 2011].
4.6 Conclusions
In this chapter I have presented a wide variety of structural and dynamical measurements in
order to calibrate my simulations with other work and briefly overview important features. I first
measured the static structure factor S(q), showing the increased structuring and closer packing
associated with higher volume fractions and observing good agreement with the well-known
Percus-Yevick approximation. I then showed the effect of a moderate degree of polydispersity on
S(q), and generalised to partial structure factors to show that the apparently reduced structuring
of polydisperse systems is due to destructive interference between peaks on different length
scales, caused by the spread of particle sizes. These measurements, agreeing with existing work
in the literature, confirm that the simulations are correctly exploring configuration space so as
to reproduce the structural features of polydisperse metastable and equilibrium fluids.
I then moved to the intermediate scattering function, which measures the decay of struc-
tural correlations through time. I focused first on the decay of the first peak in S(q), checking
the accuracy of the measurement code in the ideal non-interacting system. Moving to finite
concentration, I observed qualitative agreement with experimental and simulation data from
the literature, noting that, unlike static structural features, these dynamical aspects depend
on hydrodynamic interactions, which are not included in my simulation. I moved to the low-
q (macroscopic) limit, qualitatively resolving the fact that the macroscopic collective diffusion
coefficient Dcoll increases with φ, whereas relaxation speed at smaller length scales decreases
with increasing φ. I finally checked the dependence of the decay of the first peak on the MC
step size, finding that finite step size effects increase with φ, as expected due to the decreasing
inter-particle spacing.
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I next investigated self diffusion, measured by observing the evolution of mean squared dis-
placement through time, particularly in relation to finite step size effects. I found exact agree-
ment between my Kinetic MC algorithm and a similar one from the literature for equivalent
step size. As for the collective dynamics, finite step size effects in self diffusion increase with φ.
I settled on a step parameter ∆ = 0.02, in view of the relatively small magnitude of finite size
effects at φ = 0.5, the upper end of the fluid concentrations I have typically studied. Also bear-
ing on this compromise is the fact that the simulation speed scales as 1/∆2, and that individual
findings of interest will be checked as necessary for dependence on step size anyway.
I then measured size-dependent self diffusion by binning particles according to size, observing
that the fundamental Stokesian dependence on diameter is enhanced by geometric (cage-like)
effects on increasing φ.
I finally presented a very brief study of a near-glass state point (φ = 0.59), finding that
the decay of the first peak in S(q) in this regime may become coupled to dynamical relaxation
on a longer length scale, causing finite system size effects when this longer length exceeds the
system size. This coupling was not present at φ = 0.51, and at both volume fractions the
static structure factor around the first peak was independent of system size. I argued that this
is a manifestation of dynamical heterogeneity in near-glass states, referring to studies in the
literature, and speculated that exploitation of this finite-size effect could be used to estimate
the extent of dynamical heterogeneities, in addition to the usual methods involving four-point
correlation functions.
The structural and dynamical physics of my simulations seem to be in broad agreement with
the literature, this agreement being quantitative where it can reasonably be expected to be so.
I have delved into more detailed measurements relevant to polydisperse systems, observing the
expected results.
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Chapter 5
Results II – Spinodal
fractionation
This chapter concerns simulations of gas-liquid separation in polydisperse systems. For the first
time, fractionation is observed during the very early stages of phase separation of a polydisperse
fluid; some selectivity with respect to phase composition is possible even as the system is rapidly
evolving. Additionally, I find that the direction of fractionation can depend qualitatively on the
choice between two very similar inter-particle potentials which, in the monodisperse case, would
be identical.
5.1 Introduction
Gas-liquid (G-L) phase separation is possible in systems for which there is a sufficient attractive
component to the inter-particle potential. From one point of view, it is the simplest form of
phase separation in colloids, in that the gas and liquid phases are described by the same ‘fluid’
branch of the free energy, whereas a crystal phase (with its significantly different qualitative
structure) occupies its own branch.
As discussed in Chapter 2, the majority of existing work on polydispersity concerns its effects
on the equilibrium properties of coexisting phases, whereas the dynamical processes by which
polydisperse systems progress to equilibrium are less well understood. Moreover, in such studies
as do exist, polydispersity is often introduced only to inhibit crystallisation so that high density
amorphous states can be studied [Auer and Frenkel, 2001; Weysser et al., 2010].
Fractionation is thought to be involved in the nucleation of crystals from polydisperse fluids
[Martin et al., 2003, 2005; Scho¨pe et al., 2007], with frustration of this mechanism held responsible
for the experimental inaccessibility of some complex equilibrium phase diagrams [Liddle et al.,
2011]. In practical applications, fractionation of particle species between separating phases may
be intended, for example to purify a mixture, or unintended. In either case, it is important to
consider consequent effects on related properties (composition, crystal lattice parameter etc.) in
the resultant phases.
In this chapter I address the issue by dynamically simulating G-L spinodal decomposition in
a size-polydisperse colloidal fluid. I observe fractionation phenomena on simulation timescales,
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Figure 5.1: Phase diagrams reproduced with permission from Ref. [Liu et al., 2005] for (a)
λ = 1.5, (b) λ = 1.25 and (c) λ = 1.15 in the density-temperature plane. With my choice of
units, T = Teff ≡ 1/u and ρ = 6φ/pi. As λ decreases, the G-L binodal becomes metastable with
respect to crystal-solid separation. The relevant diagram for my system is (c).
and uncover a surprising example of the sensitivity of such phenomena to the details of particle
interactions, which I explain by appealing to a perturbative equilibrium theory. In Section 5.5
I extend the study further by using a Schulz particle size distribution and going to higher
polydispersities, finding that the skew of the Schulz distribution causes fractionation in diameter
variance, in addition to its mean, between the phases.
5.2 Simulation setup
The fundamentals of the simulation method are outlined in Chapter 3. The specifics are as
follows. The system studied in this work consists of N spherical particles whose diameters di
are drawn from some size distribution of polydispersity σ. The simulation cell is cubic with
periodic boundaries. I set the length unit as the mean hard core diameter 〈d〉. In order to mimic
the qualitative features of any attractive interaction in the colloid, the hard particle cores are
surrounded by a pairwise additive square well potential of (mean) range λ = 1.15 and depth
u, where the energy unit is kBT . In the monodisperse limit, these parameters and the overall
parent volume fraction φp = 0.229 place the system in the middle of the G-L coexistence region
as shown in FIG. 5.1 (c), where phase separation would be expected to proceed by spinodal
decomposition (see Section 2.1). For the value of λ used here, the resulting G-L coexistence is
metastable with respect to fluid-solid phase separation which, on the timescale simulated here,
I do not observe. The time unit is td. The step parameter ∆ is set to 0.02 as normal – at the
gas and liquid concentrations under investigation finite size effects should be small, as discussed
in Section 4.4.1 – but I have also checked the fractionation measurements while reducing ∆ and
found no effect within error.
Note that there is a choice to be made in precisely how the specific attraction range between
any two particles i and j should depend upon their size. I have simulated two possibilities.
The ‘scalable’ dependence is motivated by its simplifying effect on the relevant theory viz. the
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equilibrium effects of fractionation [Evans, 2001]:
Vscal(r) =

∞ if r ≤ dij
−u if dij < r ≤ λdij
0 if r > λdij
(5.1)
where dij = (di + dj)/2. The ‘non-scalable’ dependence is chosen for its similarity to depletion
attractions [Lekkerkerker et al., 1992], in which the attraction range depends on the hard core
diameter via an additive constant, e.g. the radius of gyration of a dissolved polymer:
Vnon-scal(r) =

∞ if r ≤ dij
−u if dij < r ≤ dij + (λ− 1)
0 if r > dij + (λ− 1)
. (5.2)
In the monodisperse case, dij = 1 for all particle pairs so that the two definitions are strictly
identical. Even in the polydisperse case the mean attraction range is unaffected by the choice
of dependence, but it will nevertheless turn out that this easily-overlooked detail can make a
radical difference to the fractionation of the system.
The Kinetic Monte Carlo algorithm used allows large systems to be simulated on a physi-
cally relevant timescale, necessary for measurement of the required statistics for fractionation.
However, as in comparable Molecular or Brownian Dynamics algorithms, hydrodynamic inter-
actions (HI) are neglected. Given the importance of HI in spinodal decomposition, this requires
some comment. In an approximate theoretical scheme, for example, HI have been shown [van de
Bovenkamp and Dhont, 1994] to enhance longer-wavelength decomposition while suppressing
shorter wavelengths. Measuring the effect of such corrections on fractionation in a polydisperse
system would require for instance explicit treatment of the solvent via Molecular or Stokesian Dy-
namics, or a combined Brownian Dynamics/lattice Boltzmann method, considerably increasing
computational expense.
Nevertheless, I will show that the phase separation observed here is at least qualitatively
representative of spinodal decomposition in a real system and expect that, particularly given
that HI can be screened (e.g. by direct interactions in dense systems [Riese et al., 2000]), it
constitutes a relevant and important baseline in the low-HI limit. Given this, and since the
objective is to collect good statistics for the observation of fractionation, I leave the incorporation
of HI to future work.
5.3 Spinodal decomposition
The system is initialised as an amorphous fluid, whereafter the square well attraction is turned
on (defining an instantaneous quench at t = 0) and the system allowed to evolve according to
the Kinetic Monte Carlo algorithm. In addition to direct observation through time (FIG. 5.2),
the development of a low-q peak in the structure factor S(q) is used to track the G-L phase
separation (FIG. 5.3). As shown in FIG. 5.3, this peak has already started to shift to lower q
after 2 or 3 td, indicating coarsening of the G-L texture. To confirm that the phase separation is
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Figure 5.2: Illustrative simulation snapshots at (clockwise from top-left): t = 0, t = 4, t = 64
and t = 760 for a slice 3 units wide through the system, showing the coarsening spinodal texture.
spinodal in nature, FIG. 5.4 shows the integrated area under the peak increasing on a timescale of
hundredths of td. No ‘lag’ period associated with nucleation-driven phase separation is detected,
so I conclude that the phase separation is indeed spinodal in nature, as expected for these
parameters [Liu et al., 2005].
Other dynamical observations, presented later (Chapter 6), are in agreement with Ref. [Fasolo
and Sollich, 2005] in suggesting that, as in the monodisperse case, the G-L coexistence resulting
from the spinodal decomposition is in turn metastable with respect to the growth of a crystalline
phase that would coexist with a tenuous gas. On the timescales observed here and in the absence
of a template to seed nucleation, no crystals are observed.
5.4 Fractionation
5.4.1 Measuring fractionation
To check for fractionation, a per-particle distinction between the gas and liquid phases is required.
For now, I count a particle as liquid if it has more than 12 neighbours within two length units,
this threshold corresponding to a local number density in the middle of the G-L coexistence
region. Later, in Section 5.4.4 I outline a more complex method of calculating fractionation,
used to check for measurement artefacts in the simpler technique. Throughout the simulation
the mean diameters in each phase, 〈d〉gas and 〈d〉liquid, are recorded.
5.4.2 Results
In this section I present fractionation data from four simulations with N = 30000, where two
independent initial configurations have been simulated according to both the scalable and non-
scalable definitions of the inter-particle potential, with a Bates (pseudo-Gaussian) particle size
distribution of σ = 0.06. In addition, I ran 20 smaller simulations (N = 4000), 10 for each
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Figure 5.3: Structure factor S(q) for one simulation trajectory, averaged over a) t = 1−2 and b)
t = 3− 4. The usual fluid peak is present at q ≈ 7, while a peak corresponding to the gas-liquid
texture appears at q ≈ 2 and shifts to a lower wavenumber as it grows, indicating coarsening of
the two phases.
potential, to confirm the qualitative nature of the fractionation effects, check for sensitivity to
initial configuration or system size, and investigate longer timescales. Finally, having confirmed
fractionation in the near-monodisperse regime, I ran two simulations at a higher polydispersity
σ = 0.2 and N = 4000 in which the strength of fractionation, scaling with σ2 [Evans, 2001],
should increase by an order of magnitude relative to the other simulations.
FIG. 5.5 shows the evolution of 〈d〉gas and 〈d〉liquid in the large system for the scalable and
non-scalable potentials Vscal(r) and Vnon-scal(r). Fractionation of particle sizes is apparent after
the first few hundred time units, although for the non-scalable potential the signal is apparently
present at very early times (around 50td). It should be noted, however, that at these times the
system has yet to properly separate into distinct gas and liquid regions, as shown in FIG. 5.2,
so that the signal may be significantly influenced by the presence of many particles whose
neighbour counts lie on the threshold between ‘gas’ and ‘liquid’ according to this definition. For
such ‘threshold’ particles, a marginally greater size may exclude neighbours from the local region,
leading to the particle being counted as gas, whereas at later times, the system has successfully
formed distinct phases with neighbour counts very much less and very much higher than the
threshold. This potential measurement artefact and an alternative method used to corroborate
the data are discussed in Section 5.4.4 but any effect, if present, seems to be minor for the
polydispersities studied here, in that opposite fractionation effects between the two potentials
are resolved once the system has formed distinct phases. For this reason, though, I refrain from
drawing firm conclusions from the fractionation signal at early simulation times.
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Figure 5.4: The area under the low-q peak, found by integrating from q = 0.26 to q =
2.56, averaged over 3 independent quenches, for times immediately after the quench. Although
background noise, indicated by the value at t = 0, is strong, the area under the peak is clearly
increasing from these very early times, consistent with spinodal decomposition. The dashed line
is a guide to the eye.
As shown in FIG. 5.6, the fractionation in the smaller, longer-time simulations agrees within
error with the data from the larger simulations. Thereafter, the fractionation in these simulations
shows no detectable change beyond t ≈ 2500 up to the maximum time simulated. FIG. 5.7
confirms the same qualitative fractionation at higher polydispersity, with the difference in mean
size between the phases increased by approximately an order of magnitude as compared to the
σ = 0.06 case.
Since fractionation relies on self-diffusion of individual particles between the phases, whereas
bulk phase separation takes place via faster, collective rearrangement of particle density [Warren,
1999], it might be expected that the speed of spinodal decomposition would negate any possibility
of fractionation in the early stages of phase separation, if the particles could not rearrange
themselves to the required degree faster than the spinodal texture coarsens. Therefore, while
the results leave open the question of further ‘ripening’ of the phase composition on much longer
timescales, it is significant that fractionation is apparent almost immediately after spinodal
decomposition begins.
More strikingly, there is a qualitative dependence on the choice of inter-particle potential
– the non-scalable potential causes the liquid to accept smaller particles, whereas the scalable
potential causes the smaller particles to be incorporated into the gas. Recall that Vscal(r) and
Vnon-scal(r) have the same well depth and mean range – they differ only in the precise dependence
of their range upon the mean diameter dij of the particles between which the potential is acting.
The two potentials coincide by definition in the monodisperse case (for which they produce
exactly identical simulation trajectories), but are ‘split’ by a mild degree of polydispersity so as
to produce opposite fractionation effects.
5.4.3 Equilibrium theory
In order to explain this surprising dependence on inter-particle potential, I now make use of a
perturbative theory of polydisperse phase equilibria [Evans, 2001]. Although the system is of
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Figure 5.5: 〈d〉gas (black, large error bars) and 〈d〉liquid (red, small error bars) through time
for the two definitions of the inter-particle potential, for four simulations with N = 30000. The
parent mean particle diameter is 〈d〉 ≡ 1. a) For the scalable potential Vscal(r) the liquid prefers
on average larger particles than the gas. b) The non-scalable potential Vnon-scal(r) causes the
liquid to prefer smaller particles. Error bars represent the standard error on the mean.
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Figure 5.6: As FIG. 5.5, for 20 simulations with N = 4000, run for longer times. The frac-
tionation shows no significant change beyond t ≈ 2500, and is consistent in its magnitude and
direction with the data in FIG. 5.5.
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Figure 5.7: As FIG. 5.5, for higher polydispersity (σ = 0.2) simulations. The direction of
fractionation is the same as in the lower-σ simulations, and the difference in mean size between
the phases is increased by approximately an order of magnitude.
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Figure 5.8: A/ρ shown as a function of volume fraction φ for a monodisperse reference system
with u = 1.82 (solid lines), used to predict the fractionation of mean particle size at G-L
coexistence [Evans, 2001]. Dashed lines show u = 1.74 for comparison. The lower two curves
are for the scalable interaction potential Vscal(r), while the upper two curves correspond to the
non-scalable potential Vnon-scal(r).
course not at equilibrium, it is reasonable to invoke such a theory in order to find out what
metastable state the system is relaxing towards. As discussed in Section 2.2.3, the theory of
Evans becomes exact in the limit of weak polydispersity, i.e. if 〈2〉 is small where  is a particle’s
deviation from the mean size 〈d〉, in units of 〈d〉. The applicability of that theory is the reason for
having primarily focused on the low-σ regime in the simulations. The considerable advantage of
Evans’ theory is that properties of polydisperse systems may be predicted by inputting properties
of a monodisperse reference system to which the polydispersity is treated as a perturbation.
For fractionation, the key thermodynamic potential is A(ρ) = ρdµex()/d a function de-
scribing how the (excess) chemical potential µ for a particle in a monodisperse system varies
with . Once A(ρ) and the polydispersity σ of the parent distribution are known, the fractional
difference in mean particle size between the phases is given by:
[〈〉]lg = −[A/ρ]lgσ2p . (5.3)
The subscripts l, g and p indicate quantities evaluated at the liquid, gas, and parent densities
respectively.
To find A, an approximate free energy density f is required for the monodisperse square well
fluid. I use the attractive part of the interaction potential U(r) = −u as a perturbation to a
hard sphere reference system with the Percus-Yevick radial distribution function gHS(r), giving:
f ≈ fHS + ρ
2
2
∫
4pir2gHS(r)U(r) dr (5.4)
where fHS is the Carnahan-Starling hard sphere free energy density [Carnahan and Starling,
1969] and the integral is over the square well range.
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For Vscal(r), finding [A/ρ]
l
g is made simpler because the definition is such that all lengths,
including the well range, scale with the hard core radius. In this case, it has been shown
[Evans, 2001] that A = 3(P − ρ) where P is the osmotic pressure calculated from the free
energy density. FIG. 5.8 shows that, for the scalable potential, A/ρ decreases across the G-L
coexistence region (φg ≈ 0.05 to φl ≈ 0.40) so that [A/ρ]lg < 0, correctly predicting the observed
fractionation of larger particles into the liquid phase in FIG. 5.5 a). Conversely, for Vnon-scal(r),
A/ρ increases monotonically so that [A/ρ]lg > 0 and the liquid contains on average smaller
particles, in qualitative agreement with FIG. 5.5 b).
This is intuitively reasonable: from Equations 5.1 and 5.2, it is clear that the range of Vscal(r)
increases more strongly with dij than that of Vnon-scal(r). In the non-scalable case, increasing
the diameter of particles in the liquid results in a greater increase in chemical potential than in
the gas – the incorporation of larger particles into the liquid is unfavourable. In the scalable
case, the marginally stronger dependence of the well range on dij is such that an increase in
particle diameter reduces chemical potential, as more particles can fit into the square wells – this
effect is enhanced in the liquid, compared with the gas, due to its smaller inter-particle spacing,
so that the liquid now favours larger particles.
For a quantitative comparison, we can use Equation 5.3 to estimate the extent of fractionation
when the metastable gas and liquid phases have ‘equilibrated’, i.e. found their thermodynamically
preferred fractionation. This is done by evaluating [A/ρ]lg from the curves in FIG. 5.8. Taking the
coexistence volume fractions from [Liu et al., 2005], φg ≈ 0.05 and φl ≈ 0.40, gives [Ascal/ρ]lg =
−5.31 and [Anon-scal/ρ]lg = 2.20. So, for the σ = 0.06 system:
[〈d〉scal]lg = 0.019, [〈d〉non-scal]lg = −0.0079 . (5.5)
Although the accuracy of these magnitudes is uncertain (given the perturbative free energy used),
it appears that, while the fractionation observed on the simulated timescale is in the direction
of equilibrium, it is substantially weaker than that required to minimise the free energy of the
metastably coexisting phases. This is consistent with the hypothesis that the compositions of
the phases would typically relax far more slowly than their overall densities [Warren, 1999].
Given this, it is all the more remarkable that the qualitative sensitivity of fractionation to the
distinction between Vscal(r) and Vnon-scal(r) is present even at the very early stages of phase
separation.
5.4.4 Neighbour count size distributions
The question of how to define gas and liquid particles was given relatively short shrift so far. I
mentioned above a possible measurement artefact whereby particles whose neighbour counts lie
on the threshold between gas and liquid (as defined there) might, by virtue of their own size,
exclude more or less particles from their immediate surroundings so that e.g. large particles are
more likely to be identified as gaseous. This could be particularly important in the early stages
where many particles occupy the interfaces between the two phases, so would be likely to have
these intermediate neighbour counts.
In order to measure fractionation in more detail, I now measure the particle size distribution
as a function of the number of neighbours each particle has, over the whole system (i.e. without
discriminating yet between ‘gas’ and ‘liquid’), in the N = 30000 simulations at t ≈ 1600, and
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Figure 5.9: For the N = 30000 simulations, particle size distributions as a function of neighbour
count in the scalable (black crosses) and non-scalable (green plusses) cases.
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Figure 5.10: Frequency distributions of neighbour counts in the N = 30000 simulations (black
squares). The red line is a sum of two Poisson distributions of mean values 8 and 23, intended
to approximate the shape of the distribution once the phases have ripened and thus reduced the
number of interfacial particles.
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utilise a more complex method of estimating the fractionation which does not rely on a sharp
threshold between the phases. FIG. 5.9 shows the size distributions for the scalable and non-
scalable potentials. As expected, the particles with fewer neighbours (predominantly those in the
gas) are of smaller size in the scalable case, and larger size in the non-scalable case. These data
immediately give some confidence in the results, as the variation of 〈d〉 with neighbour count
is quite smooth – there are no sudden changes at intermediate neighbour counts which might
exacerbate the threshold effect described above, and the relative heights (above or below) of the
two distributions are relatively constant over a large range of neighbour counts, as opposed to
crossing each other in many places.
Plotting the frequency distribution of neighbour counts in FIG. 5.10 allows one to see that,
indeed, the particles have not yet split into two bulk phases well-separated in terms of their
mean neighbour count. The effect of the large number of interfacial particles is to smear out
the peaks corresponding to the mean neighbour counts in the bulk phases. I have attempted a
method of reducing the impact of these interfacial particles by ‘fitting’ two Poisson distributions
to the data, to represent the peaks corresponding to particles which are well-defined gas or liquid.
(‘Fitting’ is not quite the right word, as no attempt is made to match the actual, near-unimodal
shape of the distribution – instead, I am attempting to ‘back out’ the distribution that might
be expected once the phases have ripened further). This results in mean neighbour counts of 8
in the gas and 23 in the liquid. I then integrate each Poisson distribution in turn over the size
distributions in FIG. 5.9 to estimate the values 〈d〉gas and 〈d〉liquid would take once the phases
had ripened and reduced the number of interfacial particles. In the scalable case, this gives:
〈d〉gas = 0.9975 , 〈d〉liquid = 1.00035 (5.6)
and in the non-scalable case:
〈d〉gas = 1.0040 , 〈d〉liquid = 0.9984 . (5.7)
These values show the correct qualitative relationship to one another and are not far from
quantitative agreement with FIG. 5.5. Although necessarily inexact, this method provides at
least an estimate of the extent to which the fractionation measurements might be affected by
interfacial particles. Given that the results corroborate those of the simpler technique, the
fractionation observations appear to be quite robust to measurement artefacts.
5.5 Schulz distribution, skew and high polydispersity
Having studied fractionation in the near-monodisperse regime, I now move onto a more exotic
particle size distribution with higher polydipersity. In this section, I make use of the Schulz
distribution, for two reasons: i) it naturally truncates at zero particle size, so that no zero or
negatively sized particles are created even at high σ; ii) It has a skew, i.e. a nonzero third central
moment which, according to the perturbative theory [Evans, 2001] should result in fractionation
of variance (σ2), as well as 〈d〉, between the phases. The Schulz distribution occurs widely in
real soft matter systems, e.g. in the polydispersity of colloids or polymers.
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Figure 5.11: Snapshots at t = 960 for the σ = 0.44 Schulz distribution, in the scalable (left)
and non-scalable (right) cases, for a slice 3 units thick.
Equation 5.3 can be written more generally in the form:
[〈n〉]lg = −[A/ρ]lg〈n+1〉p (5.8)
expressing one of the key results of Evans’ perturbative theory: the difference in the value of the
n’th central moment between two coexisting phases scales with the n+1’th central moment of the
parent distribution, so that the fractionation of variance may be predicted from the skewness 〈3〉
of the parent. Importantly, this suggests that a parent distribution which is not skewed cannot
be purified, at least not in the sense of reducing its polydispersity, via fractionation induced
by phase separation. For the simulations in Section 5.4.2, where a skew-free distribution was
used, this indeed seems to be the case – no fractionation in variance was detected. We will see
in Chapter 6 that when one of the phases is a crystal, variance can be fractionated without a
skewed parent, in disagreement with the perturbative theory. For now, I extend my study of
dynamical G-L separation, using the Schulz distribution to examine the effects of skewness and
increased polydispersity on the results.
I now present further simulation results, using the Schulz distribution, at polydispersities
σ = 0.10, σ = 0.20, σ = 0.29, σ = 0.37 and σ = 0.44 (with N = 10000, and all other parameters
as in Section 5.4.2). The Schulz distributions are truncated at a maximum diameter d = 2 in
order to avoid extremely large particles (which slow down the simulation), and have a natural
lower cutoff which prevents any zero-sized particles being created. At each state point three
independent simulations are used. In addition to checking 〈d〉gas and 〈d〉liquid through time, I
now measure the variance σ2 of each phase to check for fractionation in this property induced
by the skewed parent distribution.
5.5.1 Fractionation of mean diameter
First, I measure 〈d〉 in the phases through time, as before, to investigate its fractionation at
higher polydispersities. The results are shown in FIG. 5.13. The fractionation is qualitatively
similar to that observed with the Bates size distribution, with the scalable potential partitioning
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Figure 5.12: A Schulz particle size distribution of positive skew and polydispersity σ = 0.44,
with an upper cutoff at d = 2, as used in the simulations.
smaller particles into the gas, while the non-scalable one does the opposite.
The first point to be noted is that this fractionation trend continues even up to σ = 0.44.
Moreover, it can be resolved despite the simple gas-liquid identification method which, as I noted
in Section 5.4.4, may introduce some measurement artefact due to the fact that smaller particles
are more likely to have enough neighbours within 2 length units to be counted as liquid. As
shown in FIG. 5.12, the difference between the minimum and maximum diameters in the σ = 0.44
system is actually of the same order as the neighbour check range, so it is noteworthy that the
difference in fractionation between the potentials is resolvable against what is presumably rather
a strong background systematic bias at these high polydispersities. On the other hand, these
extremely large and small particles are relatively rare, and one must recall that the strength of
the underlying fractionation signal grows with σ2p.
Nevertheless, it seems that some bias may be present: for the non-scalable potential, where
the fractionation is in the same direction as the suggested measurement artefact (i.e. smaller
particles into the gas), the fractionation measured is consistently stronger than the corresponding
scalable case, whereas the equilibrium theory (Equation 5.5 and surrounding text) suggests
fractionation should be stronger in the scalable case. For this reason, we should refrain from
placing much stall in the different magnitudes of fractionation between the two potentials, besides
noting that both appear to be weaker than equilibrium.
5.5.2 Fractionation of variance
I have noted already that in the simulations using the (skew-free) Bates distribution (Sec-
tion 5.4.2), no fractionation in the variance σ2 of the phases was evident, as expected from
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Figure 5.13: As FIG. 5.5, for simulations of σ = 0.10, 0.20, 0.29, 0.37, 0.44 (increasing down
the columns), with scalable potential in the left column, non-scalable the right. Results at each
state point are averaged over three independent realisations with N = 10000. Note the different
y axis on each row.
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Figure 5.14: As FIG. 5.13, but showing the mean variance σ2 in each phase over three in-
dependent simulations. Again, the left column is for the scalable potential, the right for the
non-scalable. In each row, the parental variance is shown as a black dashed line.
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Figure 5.15: Summary of the results in FIGs. 5.13 and 5.14, where fractionation in diameter (left
pane) and variance (right) have been averaged at each state point over times beyond t = 750.
Black shows results for the scalable potential, blue the non-scalable one. Heavy dashed lines are
fits to the first three data points, with gradients 0.48,−0.73 (left) and 0.78,−1.00 (right).
Equation 5.8. The Schulz distribution exhibits positive skew, i.e. a long tail towards high diame-
ter, which should result in fractionation of σ2 between the phases. This is observed in FIG. 5.14,
and becomes stronger as the polydispersity and skew of the parent increases. The direction is
as predicted by the theory, and is intuitively correct: because the high diameter end of the dis-
tribution has the longer tail, the phase which contains larger particles will also contain a wider
spread of particle sizes.
5.5.3 Collected Schulz results
In FIG. 5.15, the fractionation of diameter mean and variance are plotted as functions of parental
variance and skew respectively, so that the gradient corresponds to −[A/ρ]lg in Equation 5.8. The
dependence is approximately linear, as predicted by the theory, although it seems to ‘saturate’
at very high polydispersity, suggesting deviation from the perturbative theory and/or increased
measurement effects. For this reason, I have used only the first 3 points to extract a gradient. As
we saw already, the fractionation of both properties is weaker than equilibrium, so the gradients
are shallower than predicted at equilibrium.
Also, for both inter-particle potentials, the measured degree of fractionation in variance is
stronger, i.e. shows a steeper gradient, than the fractionation of mean diameter on the simulated
timescale (note that the constant −[A/ρ]lg is a constant, so both gradients should be equal at
equilibrium). Although the possibility of measurement artefacts must be borne in mind here
as well, this could suggest that the separating phases fractionate σ2 more quickly than they
do 〈d〉. It is unclear why this should be the case, but equally there is no particular reason,
in a nonequilibrium system that is part-way through phase separating, why different moments
should not relax at different rates. As our understanding of polydisperse phase transition kinetics
becomes more detailed, this kind of comparison between moment relaxation rates may help to
elucidate the intricacies of phase separation kinetics with a manageable number of variables, in
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the same way that consideration of a finite number of moment densities clarifies the equilibrium
picture. An approach to polydisperse phase separation dynamics based on the relative relaxation
rates of different moments has been proposed in Ref. [Warren, 1999]. Dynamical simulations
in which the different moments can be tracked through time, as here, may therefore form the
basis for tests of theoretical predictions along those lines, although I would suggest that better
statistics and perhaps a more sophisticated method of distinguishing one phase from the other
would be required in that case.
5.5.4 Summary
In this section, I have extended my study of gas-liquid fractionation to higher polydispersity and
to nonzero skew, using the Schulz particle size distribution. I observed fractionation in both
mean diameter and, due to the skew, variance between the phases, as predicted by equilibrium
theory. Given the perturbative nature of the theory it is impressive that its prediction of linear
dependence of fractionation strength on the parent variance or skew holds quite well, even up
to what are rather wide distributions by colloidal standards. Again, the fractionation on the
simulated timescale appears to be substantially weaker than at equilibrium.
5.6 Conclusions
In this chapter I have performed dynamical simulations of gas-liquid separation in a model
polydisperse fluid, in order to study how fractionation is enacted during the early stages of
phase separation, as opposed to at equilibrium. I first used the evolution of the static structure
factor S(q) to confirm that the phase separation was spinodal in nature, i.e. characterised by
a sudden, all-over decomposition into small gas and liquid regions which then coarsen through
time. Hydrodynamic interactions (HI) are important for spinodal decomposition in real systems,
but were neglected in the simulations in order to reduce computational expense. I argued that,
especially since HI may be screened to a greater or lesser extent, the question of how fractionation
takes place in their absence is a pertinent one. Further work will be required to incorporate HI
into simulations still large enough to gather the required statistics for fractionation.
I then measured the mean diameter in the separating phases and confirmed the presence
of fractionation. Whilst dynamical simulations of crystallisation in bidisperse mixtures have
previously found evidence of fractionation [Williams et al., 2008] these are, to my knowledge,
the first such measurements in the early-stage phase separation of a truly polydisperse model
colloidal fluid. The equilibrium theory used here has been tested in experimental scenarios [Erne´
et al., 2005; Evans and Fairhurst, 2004; Evans et al., 1998] in which fractionation measurements
are typically taken after a long period of equilibration. For a typical colloidal particle of radius
≈ 100nm in water, the diffusion time is td ∼ 10−3s in which case the simulation time used here
represents the first few seconds of phase separation. Experimentally, measurements in these
early stages are difficult or impossible in the absence of large single-phase regions or when the
system is evolving quickly.
The data presented show that the beginnings of fractionation can take effect from the out-
set of spinodal decomposition, but with a smaller magnitude than predicted by equilibrium
calculations. It must be noted that those calculations used a rather approximate perturbative
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expression for the free energy, in order to simplify the subsequent differentiation, and that their
precise results may be subject to quantitative change if a more sophisticated expression were
used. Nevertheless, the theory used was appropriate for our purposes, correctly predicting the
dependence of fractionation direction on inter-particle potential that is observed in the simula-
tions. That dependence was switched qualitatively by the choice between two potentials which
differ only in the precise form of their dependence on particle size, and are identical in the
monodisperse case, exemplifying the subtle interplay between polydispersity and other parame-
ters. This finding in particular starkly illustrates the care that must be taken as the treatment of
polydisperse systems becomes more sophisticated: under a ‘near-monodisperse’ approximation,
the choice between the two inter-particle potentials studied might have been expected to have
a negligible effect on the results and therefore be made simply to maximise theoretical expedi-
ency. On the contrary, I have shown that this choice can dramatically affect (and in this case,
reverse) the fractionation observed, a fact that must be taken into account if precise knowledge
and control of the composition and dependent properties of the two phases is desired.
Having measured and explained the fractionation observed in the near-monodisperse regime
(and with a symmetrical, i.e. non-skewed particle size distribution), I moved to the more complex
Schulz distribution, which has positive skew, and to higher polydispersities up to σ = 0.44.
Surprisingly, the fractionation trend observed at lower polydispersities remains, even though
one would expect measurement artefacts related to the intricacies of actually defining ‘gas’ and
‘liquid’ particles to increase also.
Because of the skewed distribution, and in agreement with the perturbative theory used, I
also measured fractionation in diameter variance as well as its mean, which was not observed
for the symmetrical size distribution – the ability to compare a truly symmetrical distribution
with an (arguably more physical) skewed one is a significant advantage of a simulation approach
to the problem. As predicted by theory, the dependence of mean diameter fractionation on
parental variance, and of variance fractionation on parental skew, is approximately linear, even
well away from the monodisperse limit in which the theory becomes exact. I mentioned that the
different moments of the size distribution seem to relax at different rates. Such measurements
may provide a manageable way to describe the complexities of polydisperse phase transition
kinetics, for comparison with theories along the lines suggested by Warren [Warren, 1999], and
in Chapter 10.
These results provide insight into how fractionation might take place during the early stages
of phase separation, in a system which is approaching equilibrium but is very far from it, and
also reveal a striking illustration of the complex way in which fractionation can depend on
the details of the inter-particle potential. The fractionation of different moments of the size
distribution confirms the qualitative predictions of Evans’ theory up to high polydispersity.
The fact that dynamical simulation can resolve such phenomena in the early stages of phase
separation highlights the role it could play in bridging the gap between equilibrium theories of
colloidal polydispersity and the behaviour of real, thus necessarily dynamical, systems.
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Chapter 6
Results III – The effects of
polydispersity and metastability
on crystal growth
In this chapter I move from two phases to three, combining the metastable gas-liquid (G-L)
separation introduced in Chapter 5 with crystal growth. I thereby explore how crystal growth
kinetics can be influenced by metastability and polydispersity and find a complex interplay
between the two, showing that these two factors, ubiquitous in soft matter, must be considered
in tandem if their dynamical effects are to be understood. For a certain kind of free energy
landscape, a gas layer coats the growing crystal. I find that, in the monodisperse case, this slows
growth, but in the polydisperse case enhances it, relative to corresponding state points outside
the G-L binodal. I relate the phase transition kinetics to theory, and make novel measurements
of fractionation and local size ordering in crystal formation, proposing that these are dynamically
facilitated by the gas layer.
6.1 Introduction
As I have already discussed, the physics of soft condensed matter has its own subtleties, and also
inherits more general features common to simpler analogous systems. For example, a collection
of mesoscopic particles will almost certainly be polydisperse, i.e. will exhibit a distribution in
properties such as size, charge, shape or chemical makeup. While a great deal of work has
focused on the equilibrium effects of polydispersity, its effects on phase ordering kinetics as
actually enacted in real systems are unclear [Liddle et al., 2011; Martin et al., 2003, 2005;
Scho¨pe et al., 2007; Williams et al., 2008; Zaccarelli et al., 2009], and quantitative theoretical
work thereon is almost non-existent, exceptions being [Evans and Holmes, 2001; Warren, 1999]
and, in this thesis, Chapter 10.
Secondly, and in common with simpler systems, soft matter’s path towards equilibrium may
be influenced by the presence of metastable states. These are the result of local minima in the
free energy landscape which, although they do not fully minimise the free energy of the system
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(and therefore do not appear in the equilibrium phase diagram), may be encountered as an
intermediate stage. They may be long-lived, especially if the system must overcome some free
energy barrier in order to reach its global minimum. A prime example is the gas-liquid (G-L)
separation of square well particles which, as studied in Chapter 5, is metastable for sufficiently
short attraction ranges, so may subsequently progress to equilibrium crystal-fluid coexistence.
The influence of metastability on phase ordering is a problem of general importance, and within
soft matter has particular significance in e.g. colloid-polymer mixtures and protein crystallisation
[Anderson and Lekkerkerker, 2002; Dixit and Zukoski, 2000; Haas and Drenth, 1999, 2000].
In this chapter, I dynamically simulate crystal growth in a model colloidal system exhibit-
ing metastable G-L coexistence. By varying the interaction strength and size polydispersity,
I study the effects of metastability and polydispersity on the crystal growth process. For the
parameters used, I find that the metastable G-L separation results in a gaseous layer coating
the growing crystal, an observation which I relate to theoretical free energy curves and exist-
ing experimental work. When polydispersity is present, this layer can act to speed up crystal
growth, in contrast to the monodisperse case in which crystal growth is slowed by the presence
of the gas – polydispersity qualitatively switches the way in which G-L separation affects the
crystal’s growth. Interpreted as a dynamical phenomenon, this suggests the existence of a local
fractionation process at the crystal interface which is facilitated by the gas layer.
I then test this hypothesis and find that crystal formation is associated with a reduction
in polydispersity compared to the parent distribution. Then, I define and measure a local size
correlation function, gaining new insight into the structuring of polydisperse phases, and finding
a qualitative difference between the crystal and fluid which is indicative of a local rearrangement
process in addition to overall fractionation. The results shed light on the influence of polydisper-
sity and metastability on the crystal growth process, demonstrating the complex way in which
these factors can interact, and elucidate the details of crystal formation in polydisperse systems
generally.
6.2 Simulation
6.2.1 Kinetic Monte Carlo algorithm
The simulation is built on the Kinetic Monte Carlo algorithm and crystal templating procedure
introduced in Section 3.2. The polydisperse particle size distributions are taken from a Bates
(pseudo-Gaussian) distribution, as described in Chapter 3.
6.2.2 Parameters, crystal template
The system studied consists of N = 5000 spherical particles with diameters dn drawn from a
Bates distribution of polydispersity σ = 0 (‘monodisperse’), σ = 0.03 or σ = 0.06. The mean
hard core diameter 〈d〉 sets the length unit, and the time unit is the mean time td taken for a
free particle of diameter 〈d〉 to diffuse a distance equal to its own diameter. The hard particle
cores are surrounded by pairwise additive square wells of mean range λ = 1.15 and depth u.
The interaction range between particles i and j depends on the individual particle diameters in
a scalable fashion (see Chapter 5) [Evans and Holmes, 2001; Williamson and Evans, 2012]. The
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step parameter ∆ = 0.02 – I have checked for finite size effects by reducing its value and seeing
that the crystallinity measurements through time in Section 6.4.4 are unchanged within error.
The parent volume fraction (hereafter also referred to as ‘concentration’) is φp = 0.34. In the
monodisperse limit, the values of φp and λ are such that the equilibrium state is a coexistence of
crystal and gas [Liu et al., 2005]. However, by choosing u (and therefore the effective temperature
Teff = 1/u) appropriately, the system’s state point can be made to lie either inside or outside
the metastable G-L binodal, as shown in FIG. 6.1. Given that the critical effective temperature
corresponds to u = 1.72, I use a well depth of u = 1.82 inside the G-L binodal (corresponding to
point 1 in FIG. 6.1) and u = 1.54 outside (corresponding to point 2), where the energy unit is
kBT . In soft matter, one is often free to vary the interaction strength in this way, for instance
by adding more or less polymer into a colloid-polymer mixture.
Since the aim is to study the process of crystal growth, not nucleation, I introduce crystallisa-
tion artificially by placing a 10×10 template of immobilised particles, arranged in the (100) face
of the FCC lattice, at one end of the simulation cell – the procedure is described in Section 3.2.
The simulation cell is long in the x axis (Lx ≈ 66), and relatively short in the (periodic) y and z
dimensions (Ly = Lz ≈ 11), so that the growth of the templated crystal along the x axis can be
studied for a long period of time. The template’s lattice parameter is set to match the volume
fraction of the equilibrium crystal [Liu et al., 2005]. Increasing the y and z dimensions of the
lattice had no measurable effect on the results presented. Crystalline particles are identified by
constructing bond order vectors q6 from the spherical harmonics Y6m [Williams et al., 2008; ten
Wolde et al., 1996] – see Section 3.2 for details. After the system is initialised as an amorphous
hard sphere fluid, the square well attraction is turned on and the template positioned, defining
t = 0.
6.3 Theory
6.3.1 Free energy landscape
Although this work is concerned with the dynamics of phase transitions, it is possible to gain
a surprising level of insight into the expected behaviour from thermodynamic considerations
alone [Poon et al., 2000, 1999; Renth et al., 2001], by examining the free energy landscape of
the system. To that end, I now calculate the approximate crystal branch of the free energy
for the system, in the monodisperse case, by perturbation to a hard sphere reference system.
Combined with the fluid branch, which was used in Chapter 5, this specifies the complete free
energy landscape.
Again, the free energy density f is given by:
f ≈ fHS + ρ
2
2
∫
4pir2gHS(r)U(r) dr (6.1)
where U(r) = −u and ρ is the number density. The integral is over the square well range. For
the hard sphere contribution fHS, I use the Carnahan-Starling free energy density [Carnahan
and Starling, 1969] for the fluid, and Hall’s expression for the crystal [Hall, 1972]. For the hard
sphere radial distribution function gHS(r), I use the Percus-Yevick expression in the fluid [Stell,
1963] and that of Choi et. al. for the crystal [Choi et al., 1991].
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Figure 6.1: Phase diagrams reproduced with permission from Ref. [Liu et al., 2005] for (a)
λ = 1.5, (b) λ = 1.25 and (c) λ = 1.15 in the density-temperature plane. With my choice
of units, T = Teff ≡ 1/u and ρ = 6φ/pi. As λ decreases, the gas-liquid coexistence becomes
metastable with respect to crystal-gas separation. The relevant diagram for the present work
is (c). The points corresponding to the φ, u coordinates used in my study are indicated with
hashed circles: point 1 is ‘inside the G-L binodal’ or ‘gas-mediated’ and point 2 is ‘outside the
binodal’ or ‘gas-free’.
Figure 6.2: Free energy density f as a function of volume fraction φ for a monodisperse system
with u = 1.82 and λ = 1.15. The solid curve shows the fluid branch of the free energy while the
circles show the crystal branch. The dotted line indicates the common tangent for metastable
G-L coexistence, and the dashed line shows the tangent for the equilibrium crystal-gas (C-G)
coexistence. There is no common tangent between the liquid and crystal phases.
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FIG. 6.2 shows the resulting free energy densities plotted as functions of volume fraction
for the monodisperse u = 1.82 case (inside the G-L binodal for the value of φp used). Allowed
coexistences are given by the common tangent construction introduced in Section 2.1.3. Although
quantitative agreement with the equilibrium simulation data of Ref. [Liu et al., 2005] (in terms of
the coexistence volume fractions of the gas and liquid phases) is relatively poor, some important
qualitative features are present. The common tangent linking the minimum of the crystal branch
with the gas is lower than that linking the liquid and gas – the crystal-gas (C-G) coexistence
therefore has a lower overall free energy and is hence the equilibrium state, while the G-L
coexistence is metastable. Furthermore, there is no common tangent between the crystal and
liquid, which means that on the basis of free energy considerations, the crystal cannot locally
coexist with the metastable liquid.
The lack of a crystal-liquid common tangent implies a growth scenario like that proposed
for the experimental colloid-polymer mixture observations in Refs. [Evans et al., 2001; Renth
et al., 2001], in which growing crystallites are coated by a layer of colloidal gas because of their
inability to coexist with the metastable liquid. (There, a crystalline region was observed to
shrink in volume after formation, as the crystallites’ gaseous coatings separated off due to their
greater buoyancy.) This ‘boiled-egg crystal’ should deplete the surrounding bulk fluid until the
required (equilibrium) C-G coexistence is achieved overall. The simulation setup used here allows
detailed observation of the effects of a gas layer on the growth of a single crystal, in a system for
which a quantitative calculation of the corresponding free energy landscape is available, allowing
new insight into some of the physics described in Refs. [Evans et al., 2001; Renth et al., 2001].
6.3.2 Split interfaces
The expected growth scenario of the ‘boiled-egg crystal’ described in Section 6.3.1 is that of a
‘split interface’. That is, the crystal should form an interface with a gaseous region, which in
turn forms an interface with the metastable liquid, since the crystal and metastable liquid cannot
coexist on the free energy grounds discussed above. Such interfaces and a method for predicting
their growth rates are described in Refs. [Evans and Poon, 1997; Evans et al., 1997], wherein the
example used was of a crystal-liquid-gas interface as opposed to the crystal-gas-liquid interface
we expect here. I now make use of that theory to predict the evolution of the split interface that
should be formed when the system is inside the G-L binodal.
As shown in FIG. 6.3, I assume the growth scenario to be such that the phases on each
side of the interfaces are at their ‘correct’ densities according to the equilibrium phase diagram
(FIG. 5.1), the densities ρA, ρB , ρC , ρD corresponding respectively to: the metastable liquid, the
metastable gas, the stable gas, and the stable crystal. The assumption is therefore one of local
equilibrium at the interfaces.
Let x1(t) be the position of the gas-liquid interface, and x2(t) that of the crystal-gas interface.
The respective fluxes on to and away from the interfaces are j1, j2, j3 and j4, as shown in FIG. 6.3.
I assume j1 = 0, i.e. that the liquid exists uniformly at its metastable density, and j4 = 0 within
the crystal region. The remaining fluxes can then be related to the interface speeds and the
densities ρi:
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Figure 6.3: Schematic density profile of the expected crystal-gas-liquid split interface inside the
G-L binodal, where the crystal cannot coexist with the metastable liquid. The phases from left
to right are the crystal, gas, and metastable liquid. The gradient in the gas region is drawn
uniform, as is assumed in the calculations.
Figure 6.4: The predicted evolution of the crystal-gas (solid line) and gas-liquid (dashed line)
interfaces for a split crystal-gas-liquid interface when the system is inside the G-L binodal (u =
1.82, λ = 1.15).
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j2 = x˙1(t)(ρA − ρB) (6.2)
j3 = x˙2(t)(ρD − ρC) (6.3)
I now make the simplifying approximation that the gas region supports a uniform gradient
between the densities ρB and ρC , as is shown in FIG. 6.3, and further that the diffusion constant
therein is equal to the ideal Stokes-Einstein diffusion constant D0 due to the low density of the
gas. Therefore:
j2 ≈ j3 ≈ D0 ρB − ρC
∆x
(6.4)
where ∆x = x1(t) − x2(t). Substituting into Equations 6.2 and 6.3 and separating variables,
with the necessary constants of integration given by the initial conditions x1(t) = x2(t) = 0, I
find expressions for the interface positions:
x1(t) =
√
2D0
β2
γ
t+
√
2D0γt (6.5)
x2(t) =
√
2D0
β2
γ
t (6.6)
where I have defined β ≡ (ρB−ρC)/(ρD−ρC) and γ ≡ (ρB−ρC)/(ρA−ρB)−(ρB−ρC)/(ρD−ρC).
To make contact with the simulations, I simply read off the values of ρi from FIG. 5.1 at the
appropriate effective temperature Teff = 1/1.82 ≈ 0.55 for the systems inside the G-L binodal,
and use the Stokes-Einstein diffusion constant defined by my choice of time unit, D0 = 1/6. The
resulting interface positions through time are shown in FIG. 6.4, and in the next section are
compared with simulation data. The characteristic t1/2 diffusive growth is apparent, with the
G-L interface leading the C-G interface as expected.
I note at this stage that the crystal-gas-liquid split interface scenario is very closely analogous
to the crystal-liquid-gas interfaces described in Refs. [Evans and Poon, 1997; Evans et al., 1997].
The only difference is that in the present work, the ‘pivot’ phase which coexists locally with
both others (and therefore coats the crystal) is the gas, i.e. is the equilibrium phase, whereas in
the aforementioned work it is the metastable, i.e. nonequilibrium liquid phase.
6.4 Results and discussion
In this section, I qualitatively and quantitatively examine the simulation results in terms of their
time-dependent concentration profiles and in terms of their crystal growth rates, elucidating and
discussing the separate and combined effects of metastability and polydispersity on the growth
process. Then, in Section 6.5, I outline and test a possible explanation for my findings in terms
of fractionation and rearrangement at the crystal interface.
I present results for polydispersities of σ = 0 (monodisperse), σ = 0.03 and σ = 0.06. The
φ and u coordinates used are marked as points ‘1’ and ‘2’ on the monodisperse phase diagram,
FIG. 6.1. I use square well depths of u = 1.82 (point 1, inside the G-L binodal, referred to as
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Figure 6.5: Snapshot of the crystal interface for one particular monodisperse gas-mediated tra-
jectory in which the crystal happened to exhibit dendritic growth around an impinging gas
bubble. Such dendritic growth was not generally observed.
‘gas-mediated’) or u = 1.54 (point 2, outside the G-L binodal, referred to as ‘gas-free’). The
combinations of u and σ give 6 state points in total. At each state point, 6 independent initial
configurations are used.
6.4.1 Concentration profiles – monodisperse
The clearest way to visualise crystal growth over the whole simulation time is by plotting the
time-dependent concentration profile. To achieve this, I plot the ‘area fraction’ φarea of parti-
cles intersecting planes at a given x coordinate, corresponding to a local volume fraction in an
infinitely narrow interval δx. Since the simulation geometry is such that the crystal interface
advances along the x axis, these plots are a powerful way of observing the time evolution of con-
centration differences along the direction of growth while averaging over the axes perpendicular
to it. Further details of the algorithm and a code sample are given in Section A.1.4.
In this section, I compare representative concentration profiles in the monodisperse and σ =
0.06 cases. Except where noted, the phenomena described occurred similarly in all trajectories
of the state point in question.
Let us consider the monodisperse case first. FIGs. 6.6 and 6.7 show example trajectories for
simulations at the gas-free and gas-mediated state points respectively. In the gas-free case, the
growth scenario is, as expected, relatively simple. The bulk fluid remains homogeneous, since we
are above the critical Teff for G-L separation. The crystal template causes the growth of a single
crystalline region with an average volume fraction of φ ≈ 0.6, which is the expected equilibrium
volume fraction for the crystal [Liu et al., 2005]. The crystal, being at a higher volume fraction
than the bulk fluid, depletes its surroundings of particles, resulting in a concentration gradient
between the local fluid and the bulk; it is this gradient which transports particles toward the
crystal so that it can continue to grow.
Inside the G-L binodal (FIG. 6.7), the scenario is quite different. Firstly, there is clearly some
G-L separation taking place in the bulk. Focusing next on the crystal template at x = 0, we can
see that a region of low density gas forms in front of the crystal almost immediately, shielding it
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Figure 6.6: Time-dependent concentration profile along the x axis for one of the monodisperse
gas-free simulations. The greyscale indicates the local volume fraction, ranging from φ < 0.06
(white) to φ > 0.676 (black). As the simulation progresses, the crystal advances along the x
axis, depleting the fluid in front of the interface.
Figure 6.7: As FIG. 6.6, for a monodisperse gas-mediated simulation. Gas-liquid separation takes
place in the bulk, and the advancing crystal is coated by a distinct gas layer which advances
ahead of it. The theoretical crystal-gas and gas-liquid interface curves from FIG. 6.4 are rotated
and superimposed, showing approximate quantitative agreement with the data.
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Figure 6.8: As FIG. 6.6, for a gas-free system of polydispersity σ = 0.06. As in the monodisperse
case, the bulk fluid remains homogeneous. However, the crystal template does not induce any
growth on the timescale simulated.
Figure 6.9: As FIG. 6.6, for a gas-mediated system of polydispersity σ = 0.06. The bulk fluid
shows G-L separation, and the gas layer is present in front of the crystal. In contrast to FIG. 6.8,
the crystal is able to grow, although more slowly than in the corresponding monodisperse case
(FIG. 6.7).
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from the liquid with which it cannot locally coexist according to the free energy considerations
in Section 6.3.1. This is in contrast to FIG. 6.6, in which the fluid immediately next to the
crystal template retains its density for quite some time until the growing crystal depletes it of
particles. Note also that whereas the depleted region in FIG. 6.6 fades smoothly into the higher
density bulk fluid, the gas next to the crystal in FIG. 6.7 forms a substantially sharper interface
with the fluid next to it, indicating a distinct phase boundary between it and the metastable
liquid. The formation of this well-defined gas layer shielding the crystal is consistent with the
free energy considerations above, and with the experimental observations of [Renth et al., 2001].
The speed of advance of the C-G and G-L interfaces is in approximate quantitative agree-
ment with the theoretical prediction in Section 6.3.2 (FIG. 6.4), which has been rotated and
superimposed on FIG. 6.7 for comparison. This agreement is particularly satisfying given that
the input densities ρi required for the theoretical calculation in Section 6.3.2 were taken from
the equilibrium phase diagram, so that there are no free fitting parameters. The accuracy of the
prediction thus gives credence to the assumptions of local equilibration of the interfaces and of
essentially ideal gas-like Stokes-Einstein diffusion in the gas region.
Dendritic growth
Finally, it is interesting to note that for some trajectories, the crystal can grow incomplete layers,
as shown in FIG. 6.5. This is the result of dendritic growth of the crystal around an impinging
gas bubble, and is a result of the inherently diffusion-limited growth of the crystal when the
gas layer is present. It is possible for a portion of the crystal interface which by chance extends
further than its surroundings to become closer to the G-L boundary and thereby increase the
concentration gradient supplying it (since the same concentration difference is distributed over
a shorter distance). That portion will then continue to grow faster than its surroundings and
increase the gradient more, i.e. dendritic growth is an instability (known as the Mullins-Sekerka
instability [Mullins and Sekerka, 1963]). This phenomenon is relevant particularly to colloids as
their growth is often diffusion-limited [Tegze et al., 2009].
Probably due to the relatively small y − z cross-section, such growth was not found to be
generally present in the other trajectories at this state point – the crystal typically formed
complete layers covered by a layer of gas spanning the whole width of the simulation cell.
6.4.2 Concentration profiles – polydisperse
I now discuss the polydisperse σ = 0.06 case. FIG. 6.8 shows the gas-free scenario. On the
simulated timescale, essentially no crystal growth is seen to take place, except perhaps for a
slight ‘wetting’ of the template by ordered particles. As in the monodisperse case, the bulk
fluid remains homogeneous, indicating that the polydispersity has not altered the location of the
critical Teff in such a way as might bring this state point inside the G-L binodal.
Moving to the gas-mediated case inside the binodal (FIG. 6.9), we can see that the crystal
is able to grow substantially despite the polydispersity. As in the corresponding monodisperse
case (FIG. 6.7), the bulk fluid separates into gas and liquid regions, and a gas layer covers the
crystal as it grows.
To summarise the qualitative observations in this section: the crystal template successfully
induces a physically realistic growth process, in which the crystal depletes its surroundings and
79
6. Results III – The effects of polydispersity and metastability on crystal growth
0 500 1000 1500 2000 2500 3000
t
0
0.1
0.2
0.3
0.4
cr
ys
ta
lli
ni
ty
Figure 6.10: Crystallinity through time for the 6 state points studied, in each case averaged over
6 independent realisations. Filled symbols: gas-mediated; open symbols: gas-free. Triangles:
monodisperse; circles: σ = 0.03; squares: σ = 0.06. The standard errors are approximately
the size of the symbols. The filled triangles (monodisperse gas-mediated) are shown in red to
distinguish them from the filled circles (σ = 0.03 gas-mediated).
forms ordered, high density layers. When the system is inside the G-L binodal, a gas layer
forms in front of the crystal, shielding the crystal from the metastable liquid. This is exactly
the scenario predicted for the system in Section 6.3.1 and proposed in Refs. [Evans et al., 2001;
Renth et al., 2001]. The presence of polydispersity σ = 0.06 substantially slows the crystal growth
overall. In the gas-free case the crystal showed barely any growth on the simulated timescale,
whereas the gas-mediated case showed substantial crystal growth despite the polydispersity.
6.4.3 Monodisperse crystal growth rates – the effect of metastability
Having summarised the qualitative features of the monodisperse and σ = 0.06 simulations, I
next quantitatively examine the effect of those features on the crystal growth rate. This is done
by plotting the crystallinity (the number of particles flagged as crystalline as a proportion of the
total N) through time. FIG. 6.10 shows the crystal growth at each of the 6 state points studied,
each averaged over the 6 independent realisations of the state point.
In the monodisperse case, the effect of metastability alone is apparent. The gas layer in
front of the crystal significantly slows crystal growth compared to the gas-free case. The likely
explanation for this is that the gas layer inhibits transport of particles into the crystal, as I now
discuss.
Since the crystal exists at a higher density than the rest of the system, as soon as the im-
mediate surroundings are depleted of particles, particles must be transported toward the crystal
from the bulk in order for it to grow. This transport takes place via collective diffusion down a
concentration gradient between the low concentration near the crystal and the relatively higher
concentration away from the crystal. The diffusion is described by Fick’s law, Equation 2.8.
Recall that the relevant collective diffusion coefficient, in contrast to the self diffusion coefficient,
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increases with φ [Tirado-Miranda et al., 2003].
Now, consider the phase diagram for our system, as shown in FIG. 6.1 (c). In the absence
of the gas layer, and assuming that the interface is locally equilibrated, a long-range, relatively
steep concentration gradient can exist between φ ≈ 0.05 at the interface and φp = 0.34 in the
bulk. However, inside the G-L binodal, when the crystal is covered by a distinct gas layer,
the relevant concentration gradient is that which exists across the gas layer itself – the G-L
interface beyond truncates the concentration gradient. The gradient in the gas layer is between
the equilibrium gas (φ ≈ 0.01) and the slightly higher concentration metastable gas at φ ≈ 0.05.
The monodisperse results indicate that this small concentration difference, spread across the
macroscopic (and constantly growing) gas layer, results in slower particle transport to the crystal
than in the gas-free case.
Therefore, the low-concentration gas layer reduces the efficiency of particle transport to-
ward the crystal because: i) the collective diffusion coefficient D increases with concentration;
ii) the gas’s low concentration (and macroscopic size) mean it can only support a relatively weak
concentration gradient in comparison to the gas-free case, in which a strong and long-range
concentration gradient can exist between the interface and the homogeneous bulk. Although, on
thermodynamic grounds, the driving force for crystallisation is higher inside the G-L binodal, the
growth is slowed due to the gas layer’s detrimental effect on particle transport to the interface.
The effect of the gas layer in the monodisperse case is comparable to that of the liquid
layer in Refs. [Evans and Poon, 1997; Evans et al., 1997], which was also found to inhibit
crystal growth. There, as here, the crystal is coated by a phase which advances ahead of the
crystal and slows down the growth of the crystal. It is interesting that this comparison holds,
given that in the present case the crystal is being coated by the gas (which, once it loses its
flux, becomes an equilibrium phase), whereas Refs. [Evans and Poon, 1997; Evans et al., 1997]
concern a crystal coated by the nonequilibrium liquid. Both cases share the same salient feature,
though: a ‘coating’ phase which results in a relatively small concentration drop being spread
over a macroscopic distance (the increasing size of the coating phase), through which particles
are therefore transported slowly.
6.4.4 Polydisperse crystal growth rates
I consider first the highest polydispersity studied here, σ = 0.06. As shown in FIG. 6.10,
in agreement with FIG. 6.8, the gas-free state point now shows only very slight growth on
the timescale simulated, whereas the gas-mediated state point shows significant crystal growth
(although less than in either of the monodisperse systems). This is a qualitative difference
compared to the monodisperse case, in which the gas layer instead strongly slows the crystal
growth. That is, the presence of polydispersity qualitatively alters the effect of the gas layer on
crystal growth.
In the σ = 0.03 case, the gas-mediated system is initially slightly faster, before being over-
taken by the gas-free system by around t = 1000. This is suggestive of a crossover phenomenon
between whatever factors are dominant in the fully monodisperse and σ = 0.06 cases.
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6.4.5 (110) versus (100) face
I will note briefly here the results of some simulations performed to check the effect on these
findings of using a different FCC face than the (100) one used so far in the crystal template.
With the (110) face, the qualitative relationship between each of the monodisperse and σ = 0.06
state points was the same and, after correcting for differences in the interfacial area LyLz, the
extent of the crystal through time differed by less than ∼ 10% between different faces at the
same state point.
6.4.6 A note on gravity
The simulations presented here implicitly assume perfect density matching between the colloid
and solvent, so that there is no gravitational settling of the colloidal particles. In practice,
this may not be the case. If the particles are denser than their solvent, the gas phase of G-L
coexistence occupies the upper part of a test tube, the liquid the lower. This is the case in the
experimental work of Liddle and Poon [Liddle et al., 2011], concerning a colloid-polymer mixture
of attraction range ≈ 1.06, i.e. in which G-L coexistence is metastable, as here.
Preliminary calculations suggest that that system may also exhibit a free energy landscape
lacking in a crystal-liquid common tangent. One might therefore expect an interplay between
the ‘boiled-egg’ gas-coated crystal growth mechanism, and a buoyancy force acting to pull the
gas layers away from their crystallites, upwards into the gas region (the crystallites presumably
having nucleated in the liquid region).
What effect this might have on the overall equilibration kinetics of the system is unclear at
this stage. For now, I simply note that the additional effects of gravity may result in even more
complex phase transition kinetics when the free energy landscape is such that crystallites must
coat themselves with gas.
6.5 Crystallisation mechanism
6.5.1 Fractionation
The results presented so far show that metastable G-L separation can affect the rate of crystal
growth, with a gaseous layer coating the crystal as it grows. However, the qualitative nature of
that effect depends strongly upon polydispersity. In the monodisperse case, the resultant gas
layer impedes crystal growth by reducing the efficiency of particle transport to the crystal. With
polydispersity σ = 0.06, the metastable separation instead strongly enhances crystal growth. It
is this effect of polydispersity on the crystal growth mechanism that I now discuss.
I propose a possible explanation in terms of a local fractionation process at the interface of
the polydisperse crystal. In size-polydisperse systems, it is well known that phase separation
is typically associated with some degree of thermodynamically-driven fractionation in which
one phase e.g. contains on average larger or smaller particles than another, changes its overall
polydispersity, etc. Such fractionation has been predicted theoretically [Evans, 2001; Fasolo
and Sollich, 2004], and observed experimentally [Evans and Fairhurst, 2004] and in simulation
[Williamson and Evans, 2012]. Of course, this kind of fractionation pertains to the equilibrium
phase composition and may not be fully achieved in real systems on accessible timescales due
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to kinetic factors. This is a particularly important consideration for the crystal phase, where
particles are essentially stationary once incorporated [Yiannourakou et al., 2010] and, thereafter,
the long-range particle transport required for fractionation is facilitated only by the presence of
defects. In general, phase composition is expected to relax slowly in comparison with overall
density so that fractionation may lag behind phase separation somewhat [Warren, 1999], leading
in the crystal phase to the ‘freezing-in’ of a nonequilibrium composition [Evans and Holmes,
2001]. (Note, however, that the work in Chapter 5 has shown that some fractionation is possible
in the very early stages of gas-liquid separation [Williamson and Evans, 2012].)
Nevertheless, one would expect that fractionation at the interface of the growing crystal,
where particles are still mobile and may be easily exchanged with the fluid, is quite feasible.
Indeed, the slowing effect of polydispersity on crystallisation is generally taken as evidence that
fractionation is involved to some extent [Martin et al., 2003; Scho¨pe et al., 2007]. I therefore
propose that such interfacial fractionation takes place not just in nucleation but during the
subsequent growth of the crystal, so that it is facilitated by the low-density gas layer that
forms in front of the crystal when inside the G-L binodal. In contrast to the collective diffusion
discussed in Section 6.4.3, self diffusion is hindered by particle density, so that fractionation would
be frustrated outside the G-L binodal, where the fluid side of the interface is at a relatively
high density compared to that in the gas-mediated case. This effect is essentially similar to
that proposed in Ref. [Burke et al., 1988] to explain why crystallisation can be rather fast in a
(monodisperse) Lennard-Jones system for which the diffusion coefficient in the liquid is extremely
low – the depleted region formed by the crystal’s growth reduces the density around the interface
and allows faster diffusion than in the bulk, facilitating further crystal growth. The additional
claim I am making is that this increased diffusion can also facilitate the fractionation that is
necessary for crystal growth in a polydisperse system, even more so if the crystal is surrounded
by a distinct gas layer rather than just a depleted liquid.
In addition to an overall preference for a narrower size distribution, it seems reasonable to
suppose that the crystal may be selective in some way as to which particles are incorporated
where, on a local basis. For instance, it may be frustrated by the presence of regions occupied
solely by very large or small particles. Whatever the nature of any local size ordering, one
expects that crystal should have some kind of preference as to how particle size is distributed
within it, given the fact that the largest and smallest particles in the σ = 0.06 system differ in
size by around 40% of the mean. This local ordering is conceived of as being in addition to any
fractionation in terms of the overall balance of particle sizes between the phases.
From the outset, it must be stressed that a full explanation of the results in the previous
section requires further work to elucidate and test other possible contributing factors, such as the
influence of polydispersity on the equilibrium phase diagram. The proposals here are motivated
by the dynamical nature of my simulation approach and by the intuition that the increased
diffusivity of particles in the gaseous layer would help any dynamical sorting process at the
crystal interface, a consideration which I expect to be a significant aspect of any full explanation
of the results. In the following, I perform further analysis on the simulation data in an attempt
to detect the presence of fractionation processes.
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6.5.2 Polydispersity of the crystal
The results now presented concern the gas-mediated and gas-free σ = 0.06 simulations. To be
sure of sufficient sampling in the crystal, I allowed these to run up to t ≈ 9000. By this time, the
crystal interface in the gas-mediated simulations reached x ∼ 8, while the gas-free simulations
had only grown to x ∼ 3. I check for fractionation by measuring the mean diameter 〈d〉cryst and
polydispersity σcryst in the crystal. To within statistical error, 〈d〉cryst was equal to the parental
mean, 〈d〉.
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Figure 6.11: Crystal polydispersity as a function of t (upper pane) and ncryst (lower pane) for
the gas-mediated (black) and gas-free (blue, larger error bars) crystals. The error on the ncryst
axis is approximately 30.
However, changes in σcryst were detected. In FIG. 6.11, the evolution of σcryst in the gas-
mediated and gas-free crystals is shown, as a function of time and of ncryst, the mean number of
particles in the crystal. In the gas-mediated case, there is a clear reduction in the polydispersity
of the crystal as compared to the parental σ = 0.06, demonstrating that the crystal is selecting
a narrower subset of the parent size distribution, eventually attaining a value of σcryst ≈ 0.054
at the end of the simulated time. This is qualitatively consistent with Fasolo and Sollich’s
equilibrium calculations on hard spheres, in which even a small parental polydispersity was
found to lead to reduced polydispersity in a crystal coexisting with a fluid [Fasolo and Sollich,
2004]. This measurement in itself is significant: to my knowledge, such fractionation has not
previously been measured in the dynamical crystal growth of polydisperse spherical colloids1,
1Fractionated crystal growth in colloidal platelets was observed in Ref. [Byelov et al., 2010]. During
preparation of this thesis, experimental results on fractionated crystal growth in spherical colloids ap-
peared which show, in a system whose size distribution has a ‘fat tail’ at low particle size, rejection of
the smallest particles from the growing crystal [Leocmach and Tanaka, 2013].
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although it is proposed as an explanation of slow crystallisation in such systems [Martin et al.,
2003; Scho¨pe et al., 2007].
The data for the gas-free crystal are subject to significantly larger error, because very little
crystal has actually formed, but appear to be consistent with a small reduction in polydispersity
corresponding to the frustrated crystal growth. In any case, it is clear that the successful growth
of a crystal involves a measurable reduction in polydispersity from the bulk fluid, indicating a
fractionation process which would be enhanced by the gas layer.
6.5.3 Local size correlations
To check for local size ordering, in addition to the overall preference for a narrower particle
distribution, I define a local diameter-diameter correlation function ξ(r):
ξ(r) = 〈didj〉r − 〈di〉2 (6.7)
where the averaging in the first term is over neighbours separated by a distance r. The function
ξ(r) is therefore analogous to a ‘radial distribution function,’ but for size correlations, as opposed
to density correlations, and tends to zero in the limit of an ideal system (i.e. one in which
particles do not interact and ‘size’ just becomes a label which does not affect the behaviour of
the particles).
Measurements are taken from the simulations by binning in r, and can be made within either
the crystalline or amorphous regions, to observe any differences induced by crystallisation. Then,
the averaging over the second term in Equation 6.7 is over all particles in that phase. I compare
ξ(r) in the gas-mediated σ = 0.06 crystal with that outside the crystal in the same system
(remember that in the gas-mediated case, ‘outside the crystal’ refers to a metastable coexistence
of gas and liquid in the bulk). I also measure ξ(r) outside the crystal in the gas-free case, i.e. a
homogeneous fluid of σ = 0.06.
The results of this analysis are shown in FIG. 6.12, in which are also shown the measured
radial distribution functions g(r) corresponding to the ξ(r) data. The data have been averaged
within each simulation over t = 8, 000− 9, 000, during which time both ξ(r) and g(r) appeared
essentially static due to the very slow growth of the crystal (whose size scales as t1/2), and then
averaged over the independent simulations.
The comparison reveals a fascinating ‘g(r)-like’ appearance to the local size correlations both
inside and outside the crystal. However, closer inspection reveals that whereas the oscillations
in ξ(r) for the crystal appear in phase with those in its g(r), those in the fluid – both the
homogeneous and G-L separating fluid cases – seem to be approximately in phase quadrature
with g(r).
The proposed explanation for these findings is as follows. We will consider first the gas-
mediated crystal, then the two fluid datasets. Before starting, I note the known fact that, in
a polydisperse system, larger particles will tend to contribute a stronger signal to structural
correlation functions. See, for instance, the measurements of partial static structure factors
in Ref. [Weysser et al., 2010] and Section 4.2.3. One should therefore be guided by this in
interpreting ξ(r): e.g. a positive value indicates a correlation between either ‘big-big’ or ‘small-
small’ particle pairs, but will contain a stronger contribution from ‘big-big’ pairs due to the
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stronger overall structuring of large particles. The terms ‘big’ and ‘small’ are here shorthand for
particles greater or lesser in size than the mean 〈d〉 ≡ 1.
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Figure 6.12: Upper pane: the local size correlation function ξ(r) as defined in the text, measured
at late times for systems of polydispersity σ = 0.06. Black crosses indicate the gas-mediated
crystal, red circles the gas-mediated outside-crystal region (comprising gas and liquid coexisting),
and blue squares the gas-free outside-crystal region (a homogeneous fluid). Lower pane: the
corresponding radial distribution functions measured in the same systems. Colours and symbols
as for the upper pane. Both the outside-crystal g(r) datasets have been multiplied by a factor
of 2 for ease of visualisation. Lines between the data points are guides to the eye. Vertical lines
linking the panes are provided to show the relationship between the functions – dashed lines
for the crystal, and dotted lines for the two fluid datasets, whose dependence on r is essentially
identical. The data points are placed in the centre of each bin in the r axis.
Crystal
In the crystal, the features in ξ(r) seem to more or less mimic, and are in phase with, those
of g(r). Where there is a peak in g(r), i.e. a pair of neighbours is likely to be found separated
by this distance, it is likely that those particles will show a slight positive correlation in terms
of their size, indicating that the crystal structure has a weak preference for particles in the
same region to be of similar size, presumably to minimise distortion of the lattice. Conversely,
particle pairs separated by the unusual distances corresponding to minima in g(r) have a rather
strong negative correlation (see the first minimum in ξ(r) at r ≈ 1.3). This is consistent with
a scenario in which these neighbour separations are associated with the presence of ‘wrong’,
i.e. unusually-sized, particles, for a given region of the crystal. They may, for instance, result
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from an interstitial defect, with a particularly small particle squeezing itself in amongst a region
of average or slightly large on-lattice particles. The relationship between ξ(r) and g(r) in the
crystal is therefore due to the need to minimise lattice distortions over small regions of the
crystal, and the fact that unusual neighbour separations will tend to be associated with particles
of unusual size for a given region distorting the crystal structure. Since the crystals grown in
my dynamical simulations are not necessarily at equilibrium, it would be interesting to know
whether the effects described here are present to a similar or greater extent in an equilibrated
polydisperse crystal. I intend to pursue this question in future work.
Fluid
Both the homogeneous (gas-free, point 2 in FIG. 5.1) and G-L separating (gas-mediated, point 1
in FIG. 5.1) fluid regions show near-identical behaviour with respect to the r-dependence of ξ(r)
and g(r), so I will not distinguish between them for the purposes of this analysis. In the fluid,
ξ(r) appears to be approximately in phase quadrature with g(r), so that minima or maxima in
ξ(r) appear, respectively, halfway up or halfway down the slope around a peak in g(r).
This can be interpreted in terms of shells around a nominal test particle i, in analogy to the
explanation of similar oscillations in terms of shells near a hard wall in Refs. [Buzzacchi et al.,
2004; Pagonabarraga et al., 2000; Yu et al., 2004]. Consider that a single shell of surrounding
particles corresponding to a peak in g(r) may be roughly divided into those which are nearer
than average and those which are further away than average. In order to most efficiently fill
space, particles which are closer should be small, and those which are further away should be
large. Put another way, particles which are further away should be further away because they
are big ; placing small particles further away than is required by their size would waste space,
as it were, reducing the packing efficiency and increasing the free energy of the fluid. Given the
stronger structural signal from larger particles [Weysser et al., 2010], the data are dominated
by the case where particle i is big. Therefore, the smaller, closer, particles in the shell will on
average contribute negatively to ξ(r), resulting in a minimum therein at a value of r slightly less
than the peak in g(r). Conversely, the larger, further away particles contribute positively, giving
a peak in ξ(r) just outside the peak in g(r).
In the Density Functional Theory study of Ref. [Pagonabarraga et al., 2000], an observed
phase quadrature between the size distribution near a wall and the mean density profile (roughly
corresponding to our ξ(r) and g(r) functions) was explained in these terms. These findings are
therefore significant in showing that similar ‘local size segregation’ appears to be present in the
bulk fluid, rather than being solely the result of spatial inhomogeneity. I note for completeness
that measuring ξ(r) in a cubic system with no crystal template (so that the system is truly
homogeneous and isotropic) had no significant effect on the behaviour of ξ(r); the measurements
do seem to capture the behaviour of a bulk fluid.
Thus, the observed relationship between ξ(r) and g(r) in the fluid is a manifestation of the
need for efficient packing in the fluid, coupled with the tendency for larger particles to contribute
more strongly to the structuring signal. The fact that local size segregation previously observed
near a hard wall appears to be manifest also in a bulk fluid is very interesting, and merits
further investigation. In particular, I aim to investigate in future work whether this same effect
is present in an equilibrium polydisperse fluid.
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Comparison with G-L fractionation
It is interesting to compare this fractionation with that discussed in Chapter 5 for G-L separation.
There, no fractionation in terms of σ between the phases was detected in the absence of a skewed
parent distribution, even with parental σp = 0.2 – this was consistent with the findings of Evans’
perturbative theory [Evans, 2001] in which the fractionation of the n’th moment (e.g. variance,
σ2) is found to depend linearly on the parent value of the n + 1’th moment (e.g. skew). In
contrast, when a crystal phase is involved, it seems that some amount of fractionation in σ
is desirable even for a parent of zero skew (i.e. the pseudo-Gaussian used here). This finding
corroborates the calculations of Fasolo and Sollich [Fasolo and Sollich, 2004] for hard spheres.
In itself, it is not surprising that, at finite polydispersity, the more exact theory would capture
this effect that the perturbative theory does not – in any case, the theories embody different
approaches to the problem and each have their own advantages. However, it is interesting to
note that, while Evans’ theory held up to the non-skewed σp = 0.2 in the G-L case, here the
crystal phase introduces some fractionation of σ even at much lower σp, which is not captured
by the theory. This to be expected: heuristically, the scale for what constitutes ‘significant’
polydispersity is set now by the very low polydispersity tolerable by a single crystal, so that the
perturbative approximation breaks down at correspondingly smaller values of σ.
6.5.4 Summary
The results above show that the crystal phase is able to reduce its polydispersity relative to the
fluid even as it is growing. In addition, I have measured a local radial size correlation function
ξ(r) to quantify the nature of local size ordering in each phase. Both the overall form of ξ(r)
and its relationship to g(r) must change qualitatively between the fluid and crystal phases. This
indicates a further, local ordering process in addition to the overall preference of the crystal to
reduce its polydispersity. To my knowledge, this phenomenon has not previously been observed,
and gives new insight into the detailed structural features of polydisperse phases. I have also
found that local size segregation, previously found in a polydisperse fluid near a wall, seems to
have a close analogue in the structuring of a bulk polydisperse fluid.
I have proposed that the necessary fractionation must take place at the interface and there-
fore, relying on self diffusion near the interface, is enhanced by the presence of the gas layer. If
true, this mechanism would explain the very slow crystallisation in the σ = 0.06 gas-free case,
where no such layer exists.
The σ = 0.03 simulations provide an interesting intermediate case, in which the crystal
growth in the gas-mediated case is initially faster before being overtaken by the gas-free case. In
light of the hypothesis presented here, this may be because the gas-free growth is relatively slower
until the interfacial fluid is sufficiently depleted to allow adequate diffusion near the interface.
In the gas-mediated growth, a gas layer is formed immediately, so that growth is initially faster.
However, once the gas-free system has sufficiently depleted the interfacial fluid, the interfacial
diffusion is enhanced and it now grows the fastest, the gas-mediated system lagging behind for
the reasons discussed in Section 6.4.3. In contrast, for σ = 0.06 the gas-free growth is so slow
(presumably due to the greater fractionation required) that the interfacial fluid is not depleted
enough for such a crossover to happen on the simulated timescale.
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I stress that the ideas outlined in this section constitute only one potential explanation of
the results observed in Section 6.4. Further work will be required to determine other factors
(e.g. the influence of polydispersity-induced changes to the equilibrium phase diagram), and to
more rigorously test the dynamical explanation outlined here, which I expect will remain an
important part of any more comprehensive explanation. Nonetheless it is clear that, whatever
the mechanisms, the influence of metastability on crystal growth kinetics is far from trivial, and
that its role can be qualitatively switched by the presence of a very mild degree of polydispersity.
6.6 Conclusions
In this chapter I have studied the kinetics of crystal growth using a model system in which a
single crystal grows from an amorphous fluid. By varying the interaction strength and the poly-
dispersity, I was able to investigate the separate and combined effects of i) metastable gas-liquid
separation and ii) polydispersity on the crystal growth process. Taking advantage of the pre-
determined growth direction of the crystal, I used 1-dimensional concentration profiles to clearly
display the phase ordering scenarios when the system is inside or outside the metastable G-L
binodal. Inside the binodal, I observed the formation of a gaseous layer coating the crystal, in
agreement with approximate free energy curves and with previous experimental observations of
three-phase ordering. The diffusive growth of the crystal-gas-liquid ‘split interface’ was modelled
theoretically, and I found approximate quantitative agreement between theoretical and simula-
tion interface growth profiles. This agreement validated the use of two approximations in the
theory, namely that the interfaces are locally equilibrated to the densities given by the phase
diagram (FIG. 5.1) and that particle transport through the gas layer is approximately ideal
gas-like due to the gas’s low density.
The dynamic influence of this gaseous layer, in the monodisperse case, was to impede growth
by slowing particle transport to the crystal interface, suggesting that, while metastable G-L
separation can enhance crystal nucleation [Anderson and Lekkerkerker, 2002; Fortini et al., 2008],
it may (in the ideally monodisperse case at least) have the opposite effect on the subsequent
growth of the crystal if the free energy landscape is such that the metastable liquid cannot coexist
with the crystal, as was the case here. However, introducing a small amount of polydispersity,
corresponding roughly to that found in a ‘near-monodisperse’ colloidal system, I found that the
gaseous layer instead strongly enhanced growth.
The crystals grown show an overall reduction in polydispersity versus the parent, consistent
with existing equilibrium theory and equilibrium simulations. I have compared this fractionation
with that discussed in Chapter 5, noting that, in contrast to the G-L fractionation there, the
crystal phase reduces its polydispersity even in the absence of skew in the parent distribution;
an effect in qualitative agreement with the hard sphere results of Fasolo and Sollich, showing
that the perturbative approximation in Evans’ theory breaks down more easily (i.e. at lower
polydispersity) when a crystal is involved.
I have postulated that the fractionation process, requiring self diffusion, is facilitated by the
gas layer, perhaps explaining why this layer enhances crystal growth in the polydisperse case,
rather than impeding it as in the monodisperse case.
Additionally, I observed a process of local size ordering in crystal formation. A radial size
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correlation function ξ(r) resembled the radial distribution function g(r) in each phase. The
findings for the fluid phase seem to indicate that local size segregation previously observed
near a hard wall also appears in the structuring of a bulk fluid, a finding which merits further
investigation. I described and explained the relationship between these two functions in both
the crystal and fluid, showing that both the form of ξ(r) and its relationship to g(r) must be
qualitatively altered as the crystal is grown. Like the overall fractionation driving reduced crystal
polydispersity, this local process would also be enhanced by the presence of the gas layer.
It must be stressed that the proposed explanation requires further investigation and proba-
bly does not constitute the full story. Other factors, such as the effect of polydispersity on the
equilibrium phase diagram of the system, must be considered – further work will be required to
establish what effect those factors have. Also, as with other comparable simulations, hydrody-
namic interactions (HI) have been neglected; more complex and expensive simulations would be
required to quantify possible effects of HI on the kinetics observed here.
I have presented a detailed dynamical study of crystal growth scenarios in the presence of
metastability and polydispersity, and shown how the findings relate to the free energy landscape
of the system. Whatever emerges from future work, the results demonstrate the importance of
both metastability and polydispersity for soft matter phase transition kinetics and, moreover,
that these two factors interact in a complex and previously unknown manner, the causes of which
remain to be investigated further.
90
Chapter 7
Results IV – Short attraction
range regime in colloid-polymer
mixtures
In this chapter I describe work aimed at understanding the phase behaviour of polydisperse
colloid-polymer mixtures in which the attraction range is short compared to the colloid size. This
direction was prompted by experimental work on such a system by S. Liddle and W. C. K. Poon in
Edinburgh, but serves as a general test of the effects of smaller attraction range on the commonly
used Mean-Field Asakura-Oosawa (MFAO) model of colloid-polymer (CP) mixtures. Both the
perturbative and moment free energy theories of polydispersity described in Section 2.2.3 can be
applied to the MFAO model of C-P mixtures, which motivates an evaluation of its behaviour at
low size ratio and a comparison of the resultant fractionation predictions, in this regime, with
the new experimental data of Liddle and Poon. Before beginning, I acknowledge their invaluable
contribution to this chapter, in the form of extensive discussions and the provision of hard-won
experimental data.
7.1 Introduction
Colloid-polymer (C-P) mixtures are a paradigmatic example of a highly tuneable soft matter
system. They consist of a colloidal species suspended in a solvent in which are also suspended
coils of a nonadsorbing polymer. The polymer induces an effective attraction – dependent on
the properties of polymer – between the colloid particles, the physical origin of which was first
described theoretically in the Asakura-Oosawa-Vrij (A-O) model [Asakura and Oosawa, 1958;
Vrij, 1976]. In this model, the polymers do not interact with one another, but interact sterically
with (i.e. cannot overlap with) the colloid particles. Therefore, polymers of radius of gyration δ
are excluded from a spherical shell of thickness δ around the colloid particles, whose radius a we
will consider for now to be constant across all particles, as is the case in a monodisperse system.
Since these shells are depleted of polymer no matter what the arrangement of the colloids, there
is a free volume benefit to the polymer in having the shells overlapping with one another: there
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is no free volume cost to the overlap since polymers could not enter these regions anyway, and
the overlap means that the available volume for polymers in the rest of the system is increased.
Therefore, configurations in which colloid particles are close enough for their depletion regions
to overlap increase the free volume and thus decrease the free energy of the polymer. This is
manifested as an effective attraction between the colloid particles, which is referred to as the
depletion attraction. Its tuneability arises from the fact that the range and strength of the
attraction depend respectively on the size and concentration of the dispersed polymer.
The physics described above is broadly applicable to any system in which a ‘depletant’
species, viz. the polymer in this case, is dispersed along with another. Colloid-polymer mixtures
are important in industry and also, by virtue of their customisable interactions, as a system in
which the interactions and therefore phase behaviour of many other systems (such as molecular
fluids) can be reproduced for the purposes of testing and formulating theories.
The work in this chapter is aimed towards modelling fractionation in C-P mixtures, particu-
larly in the case where the attraction range, given by the size ratio δ/a, is small, as is the case in
an experimental system under investigation by S. Liddle and W. C. K. Poon in Edinburgh [Liddle
et al., 2011]. I will begin by outlining a well-known theory used to derive phase behaviour from
the A-O model. I then introduce concepts by reproducing results for the gas-liquid (G-L) phase
behaviour predicted at moderate size ratio, and the fractionation results of Evans’ perturbative
theory in this regime.
Moving to smaller size ratio, I show that the MFAO theory, in its original form, becomes
unphysical in terms of its predictions of the (now metastable) G-L binodals. This poor behaviour
also affects the derived fractionation predictions, and is particularly important given that both
main theories of fractionation can be applied to the MFAO free energy when used in C-P mix-
tures. I find that it can be improved by using an alternative hard sphere compressibility, and
use the improved MFAO free energy to make fractionation comparisons with new experimental
data from Liddle and Poon.
7.1.1 The Mean-Field Asakura-Oosawa model of C-P phase behaviour
Proceeding from the A-O model, earlier descriptions of the phase behaviour of C-P mixtures
treated the effective attraction as a perturbation to the hard sphere system (in much the same
way as I have derived free energies for square well systems in this thesis), without considering the
degrees of freedom of the polymer, i.e. assuming that polymer concentration is equal between all
phases [Gast et al., 1983]. However, there is no a priori reason why the polymer should behave
in this way – after all, the colloid does not. By definition, it is partitioned between phases, so
there is reason to suppose that the polymer may be too.
The first theory to deal properly with the polymer’s translational degrees of freedom, and one
which consequently has become extremely widely used, is the Mean-Field A-O (MFAO) model
derived by Lekkerkerker et al. [Lekkerkerker et al., 1992]. The mean-field element of the theory
consists in the approximation that the volume Vfree available to the polymers does not depend on
the colloid particle positions except through the colloidal volume fraction φ, and can therefore
be written as Vfree = αV , where α denotes the free volume fraction and is a function only of
φ and the size ratio δ/a. The subsequent derivation is concisely outlined in Ref. [Lekkerkerker
et al., 1992]. As usual, phase coexistences are found by equating the colloidal chemical potential
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Figure 7.1: The shape of the A-O depletion potential as a function of r/σc (σc = 2a in this
figure only) for different values of q = δ/a as indicated (q represents wavenumber elsewhere in
this thesis). The potential depth is normalised by multiplication by β ≡ 1/kBT and division
by the polymer reservoir packing fraction ηrp ≡ (4/3)piδ3nR. Reproduced (permission obtained)
from Ref. [Lo Verso et al., 2006].
and total osmotic pressure in each phase. Both these quantities are found to depend on nR,
which is the number density of polymer in the volume available to the polymer. This, being a
function of the polymeric chemical potential, is also equal between phases, meaning that the
polymer number density n = αnR differs between phases of different φ. That is, the polymer is
partitioned between phases, just as is the colloid. Experimentally, nR corresponds also to the
polymer density in a (polymer-only) reservoir with which the system is at equilibrium, via some
membrane through which only the polymer and solvent, not the colloid, can pass.
Working in terms of (Helmholtz) free energy density f and setting kBT ≡ 1 as usual, the
free energy is a sum of colloidal and polymeric terms respectively:
f =
3
4pia3
φ
∫
Z
φ
dφ+ nlognR (7.1)
where Z(φ) is the hard sphere compressibility. Recall from Chapter 2 that the addition of
constant terms, or those linear in φ or n, to f does not affect the phase behaviour. These
terms have therefore been dropped in the expression above. The constant of integration for the
colloidal term is only required when finding crystal-fluid coexistences because these phases, lying
on different free energy ‘branches’, have different Z terms. In that case, the relative values of the
integration constants can be set by requiring that, in the absence of polymer, the hard sphere
coexistences φfluid = 0.494 and φcrystal = 0.545 are reproduced.
7.1.2 The hard sphere compressibility Z
To use Equation 7.1, an expression for the hard sphere compressibility Z is needed. (Z specifies
uniquely the hard sphere free energy, up to constants – I therefore use ‘compressibility’ and ‘free
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energy’ interchangeably.)
Since the hard sphere system forms the starting point for so many theoretical approaches
to related systems, finding an accurate but useable expression for Z has been the focus of
much effort – this has resulted in the availability of many expressions of varying accuracy and
complexity [Mulero et al., 2001], and an exact result is not available. So far, I have used the
Carnahan-Starling form for the fluid [Carnahan and Starling, 1969], and Hall’s expression for
the crystal [Hall, 1972]. These expressions are those used in Ref. [Lekkerkerker et al., 1992] and
are the default choices in the literature.
However, the Carnahan-Starling form, ZCS = (1+φ+φ
2−φ3)/(1−φ)3, while convenient and
accurate for moderate fluid densities, has the curious property that it diverges at φ = 1. That is
to say, the divergence which should correspond to the limiting volume fraction achievable in an
amorphous fluid occurs at a value for which all the available volume is occupied by spherical,
hard particles. This is clearly unphysical: the maximum packing achievable even in a fully
ordered hard sphere system is pi
√
2/6 ≈ 0.74. Empirically, the random close packing limit is
actually φRCP ≈ 0.64. This feature of ZCS will turn out to be important in the application of
MFAO theory to systems with small size ratio δ/a, later in this chapter.
7.2 MFAO phase behaviour – moderate size ratio
In this section I reproduce existing theoretical results on the position of the G-L binodals and
the degree of fractionation for moderate size ratio, in order to confirm correct implementation
of the theoretical apparatus and introduce the relevant concepts.
7.2.1 The semi-grand potential
In Chapter 2 I described how phase coexistence may be visualised using the common tangent
construction, looking for cotangential points on a plot of the free energy density f . In the case
of a C-P mixture, however, f is a function of both φ and n, so a common tangent plane, rather
than a line, would be required, since we are allowing that n may vary between phases as the
polymer is partitioned. In order to retain the convenience of a common tangent line, we can
move to the semi-grand potential density h(φ, nR) [Lekkerkerker et al., 1992]. This is given in
terms of the (Helmholtz) free energy density f by:
h = f − µpn (7.2)
with µp = 1+lognR the polymer chemical potential. Since nR, unlike n, is equal in both phases,
h can be plotted as a function of, and minimised with respect to, colloidal volume fraction φ
alone. The polymer reservoir density nR acts, like the square well depth u in Chapter 5, as an
inverse temperature which determines the shape of h as a function of φ. It can be converted
into a dimensionless polymer reservoir volume fraction by multiplying by (4/3)piδ3.
An example plot of the fluid branch of h with size ratio δ/a = 0.4 and (4/3)piδ3nR = 0.52
is shown in FIG. 7.2. The double minimum structure familiar from the Helmholtz free energy
density f in a pure system is seen, and enables coexistences to be found in a C-P mixture
whilst allowing for polymer partitioning between phases as required by the MFAO theory. The
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Figure 7.2: Behaviour of semi-grand potential h in a C-P mixture as a function of colloidal
volume fraction, for size ratio δ/a = 0.4 and polymer reservoir volume fraction (4/3)piδ3nR =
0.52. The Carnhan-Starling expression for the hard sphere compressibility Z has been used. The
potential exhibits double minimum structure, enabling the G-L coexistence to be found in the
same way as is done using the Helmholtz free energy density f in a colloid-only system.
Carnahan-Starling expression for Z has been used, and as a result there is no divergence in h
at the maximum packing fraction for the fluid φRCP ≈ 0.64. Instead, the divergence occurs at
φ = 1, which is unphysical but does not severely affect the accuracy of ZCS where only low to
moderate fluid densities are involved [Mulero et al., 2001].
7.2.2 Binodals
I now use equality of chemical potential and osmotic pressure, embodied in the common tangent
construction outlined above, to map out the G-L binodals (positions of the cotangential points
in the φ axis) at δ/a = 0.4 as a function of (4/3)piδ3nR. This is precisely the calculation used to
find binodals at this same size ratio in Ref. [Lekkerkerker et al., 1992], so serves only to lay the
ground for the subsequent calculations and ensure correct implementation of the theory. Until
explicitly stated, I will be using the Carnahan-Starling compressibility ZCS.
FIG. 7.3 shows the calculated G-L binodals, which are in agreement with the same plot
in Ref. [Lekkerkerker et al., 1992], confirming that the MFAO theory has been implemented
correctly.
7.2.3 Fractionation
To calculate fractionation, I again apply Evans’ perturbative theory of polydispersity, described
in Chapter 5:
[〈〉]lg = −[A/ρ]lgσ2p (7.3)
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Figure 7.3: G-L binodals at δ/a = 0.4 as a function of polymer reservoir volume fraction
(vertical axis), determined using the Carnahan-Starling expression for Z. Since the vertical axis
indicates the volume fraction of polymer in the volume available to the polymer, the tie lines are
horizontal. The results are in agreement with the same calculation in the original MFAO paper
[Lekkerkerker et al., 1992].
where, as before, subscripts l and g indicate quantities in the liquid and gas phases, and
A(ρ) = ρdµex()/d describes the variation in the excess chemical potential µex as a function of
dimensionless size deviation , where  is the deviation (positive or negative) from the overall
mean diameter in units of the mean. The variance of the parent distribution is σ2p. We can di-
vide through by σ2p in Equation 7.3 to give that the difference in mean diameter between phases,
normalised by the overall mean and by the parental variance, is equal to −[A/ρ]lg. Plotting
the latter as a function of polymer reservoir volume fraction allows one to see how the amount
of polymer in the system affects the degree of fractionation for any given parent distribution
width. FIG. 7.4 shows the results, which reproduce those of Evans’ original implementation
[Evans, 2001]. It can be seen that increasing the amount of polymer in the system results in
stronger fractionation, which results from an interplay between two factors. Firstly, the shape of
the A(ρ) curve is changed by the stronger attraction, as was seen for the square well system in
FIG. 5.8. Secondly, the points along the curve between which −[A/ρ]lg is evaluated are shifted
according to the movement of the binodals in FIG. 7.3.
7.3 Decreasing size ratio
Having reproduced known results for the binodals and degree of size fractionation at moderate
size ratio by way of introducing the method, I now examine the effects of decreasing the polymer-
colloid size ratio δ/a. I will continue to focus on G-L phase separation, i.e. the fluid branch of
the free energy. Below δ/a ∼ 0.24 − 0.3, the G-L coexistence becomes metastable with respect
to crystal-fluid separation [Poon, 2002], as was the case for the G-L separation in Chapter 5.
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Figure 7.4: Fractional difference in mean diameter between phases per unit parental variance, for
the same range of polymer reservoir volume fractions as in FIG. 7.3. The results are in agreement
with the same calculation in Evans’ paper on the perturbative theory of polydispersity [Evans,
2001].
Replacing ZCS
As noted already, the Carnahan-Starling hard sphere fluid compressibility ZCS results in a
divergence in the free energy at φ = 1, whereas it is known that a disordered fluid of monodisperse
hard spheres should not be able to pack more densely than φRCP ≈ 0.64. I therefore test the
effect of using the alternative ‘WKV3’ expression [Wang et al., 1996], which diverges at φ ≈ 0.74
(still not φRCP), and has been recommended in Ref. [Mulero et al., 2001] as the most accurate
hard sphere fluid expression for high densities.
7.3.1 Binodals
I first track the movement of the G-L binodals with decreasing size ratio down to δ/a = 0.1.
The results are shown in FIG. 7.5. The overall trend with decreasing size ratio, for equivalent
polymer reservoir volume fraction (4/3)piδ3nR, is for the coexistence gap between the gas and
liquid binodals to become wider. This is because reducing the size ratio in the A-O model results
in increased attraction strength and shorter range, as seen in FIG. 7.1, encouraging the liquid
to densify to reduce its energy.
For ZCS, even a cursory comparison of the theoretical results at δ/a = 0.15 with the simu-
lation data of e.g. Ref. [Fortini et al., 2008] at the same size ratio shows that the theory vastly
overestimates the concentration of the liquid, but such a comparison is not necessary to show
that the theoretical results are unphysical – the known packing limit φRCP is already exceeded.
Indeed, for the lowest size ratio, even the maximum crystalline packing fraction φ = 0.74 is
exceeded!
In discussion with W. C. K. Poon, one of the authors of the original MFAO paper [Lekkerk-
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erker et al., 1992], it was suggested [Poon, 2012] that the cause of this is the use of the Carnahan-
Starling ZCS, the shortcomings of which were described in Section 7.1.2. The divergence of ZCS
at φ = 1 rather than φ = φRCP means that there is a spuriously low free energy cost to the
MFAO theory compressing the liquid beyond φRCP – indeed, the actual free energy cost should
be infinite, corresponding to a divergence at φRCP. Using the alternative compressibility ZWKV3,
a much more realistic scenario is recovered. At moderate size ratio, the two expressions give sim-
ilar results, but the more realistic behaviour of ZWKV3 at high concentration (i.e. its divergence
lower in φ) means that the the liquid does not become more concentrated than is physically
possible when the size ratio decreases.
The binodals calculated here show that, although the MFAO theory in its original form has
been found to predict reasonably well the overall positions of experimentally observed phase
boundaries over size ratios δ/a ≈ 0.08 − 0.57 [Ilett et al., 1995; Poon, 2002], it becomes dra-
matically unphysical with respect to G-L separation (i.e. considering the fluid branch of the
free energy only) below δ/a ∼ 0.25. It seems that, as suggested by Poon, this is mainly due
to there being no ‘wall’ in the Carnahan-Starling fluid compressibility at φRCP, which allows
the predicted liquid volume fraction to become higher than is physically possible. Replacing
the Carnahan-Starling expression with one that has a divergence at lower volume fraction gives
more realistic behaviour at low size ratio, while giving more or less identical results at moderate
size ratio.
Coincidentally, the size ratio δ/a ∼ 0.25 at which the liquid-side binodal begins to go beyond
φRCP in the original MFAO theory is also around the point where the G-L transition becomes
metastable and thus no longer appears in the equilibrium phase diagram; it becomes ‘hidden’
within the equilibrium fluid-crystal transition. The behaviour of the high concentration side of
the equilibrium coexistence is then given, in the MFAO theory, by Hall’s expression for Z in the
crystal, which does have a divergence at φ = 0.74, as expected for the crystal.
The fact that the MFAO theory’s poor behaviour at lower size ratio seems largely to be
due to the C-S free energy is very important, given that such a marked change results from
replacing it with an alternative expression. This must be taken into account when assessing the
performance of the MFAO theory (or indeed any other which uses a hard sphere free energy
as an input). For instance, Ref. [Brader, 2001] (see also Ref. [Dijkstra et al., 1999]) contains
a detailed study of both perturbative and free volume (i.e MFAO) theories based on the A-O
model, and it is observed that in both cases the gas-liquid coexistence predicted is unrealistic
at low δ/a. However, no mention is made of the C-S free energy’s unrealistic behaviour at high
volume fraction which, as I have shown here, causes theories based on it to predict unphysical
coexistences, and can be easily remedied. In Ref. [Rotenberg et al., 2004], perturbation theory
(rather than the MFAO model) is used. Here again, the C-S free energy is applied, at low
polymer size ratio, with no mention of the unphysicality of its divergence or of the manifestly
impossible predictions for the metastable liquid binodal which result. Anecdotally, my experience
in discussions with colleagues suggests that the C-S free energy is prone to being used without
question, or is taken as being an intrinsic part of the MFAO theory, when in fact it is a part
which is known to be incorrect when higher fluid densities are concerned, and which is easily
replaceable within MFAO or other theories.
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Figure 7.5: Gas-liquid binodals calculated from MFAO, with two choices of the HS compressibil-
ity. The full symbols show ZCS, the open ones ZWKV3. Circles, diamonds and squares indicate
size ratios δ/a = 0.4, 0.15, 0.1 respectively. The dashed line shows the location of φRCP ≈ 0.64.
Figure 7.6: Predicted fractionation strength as a function of polymer reservoir volume fraction,
within Evans’s perturbative theory applied to the MFAO model, with two choices of the HS
compressibility. The full symbols show ZCS, the open ones ZWKV3. Circles, diamonds and
squares indicate size ratios δ/a = 0.4, 0.15, 0.1 respectively. A log scale has been used on the
vertical axis.
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7.3.2 Fractionation
I now calculate the corresponding fractionation strengths for smaller size ratios, using the theory
mentioned in Section 7.2.3. In light of the unphysical behaviour of the predicted binodals with
decreasing size ratio, it seems reasonable to suppose that the predicted fractionation, which takes
as input the positions of the binodals, would also become inaccurate. However, the difficulty in
characterising polydisperse systems, particularly phase separating ones, means that there is very
little experimental data of this type available. In preparation for comparison with some new
experimental data in Section 7.5, the fractionation predictions corresponding to the binodals in
FIG. 7.5 are shown in FIG. 7.6. It is clear that, as size ratio decreases, the two expressions for
the hard sphere compressibility result in dramatically different fractionation predictions.
7.4 Existing experimental tests
In the moderate size ratio regime discussed in Section 7.2.3, experiments in Ref. [Evans and
Fairhurst, 2004] have tested and confirmed the scaling of fractionation strength with parental
variance, where the constant −[A/ρ]lg is fixed but does not need to actually be known. This kind
of test does not say anything about the accuracy of any theoretical calculation for −[A/ρ]lg, i.e.
the absolute degree of fractionation at given parental variance. Later, predictions made using the
moment free energy method [Fasolo and Sollich, 2005] showed reasonable quantitative agreement
with the aforementioned experiments in terms of both the absolute degree of fractionation as
well as its scaling with the parent distribution width. The smaller size ratio regime was not
investigated there either, however. Refs. [Fasolo and Sollich, 2005] and [Evans, 2001] constitute
the two most widely cited and tested theoretical approaches to fluid-fluid size fractionation in a
polydisperse C-P mixture, and both can take the MFAO free energy as their starting point (in
Ref. [Fasolo and Sollich, 2005] the polydisperse ‘BMCSL’ generalisation of Carnahan-Starling is
used, but it inherits the unphysical divergence at φ = 1). Neither has been tested or compared
with experiment in the region of smaller size ratios for which G-L coexistence is metastable and
in which, as we have seen in Section 7.3.1, the MFAO predictions for the metastable binodals
become unphysical.
Therefore, there is a need to determine the accuracy of equilibrium fractionation predictions
in this regime, particularly given that the MFAO free energy with ZCS behaves so poorly as size
ratio decreases. This question is particularly pressing because i) both the moment free energy
and perturbative methods, which have been tested in the moderate size ratio regime may use
the MFAO free energy as their input and ii) there is little systematic experimental data on the
extent of fractionation, particularly in the small size ratio regime where the G-L transition is
metastable and therefore perhaps more difficult to access without the intrusion of the crystal
phase. Therefore, assessing how well the perturbative approach to fractionation (applied to
the MFAO theory) performs in this regime is of relevance not just to the perturbative theory,
but also to the moment free energy method – indeed, any approach to predicting the extent of
fractionation must presumably involve some expression for the system’s free energy.
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7.5 New experimental data for small size ratio
With the above discussion in mind, I now compare the fractionation predictions embodied in
FIG. 7.6 with some new fractionation data from Liddle and Poon. The experimental system is
that described already – in terms of its overall phase behaviour – in Ref. [Liddle et al., 2011].
Work is ongoing on detailed compositional characterisation. This is a rather difficult task, when
one is concerned with precisely measuring particle size distributions not just in the system overall
but in the separate resultant phases, there is a limited stock of the particular batch under study,
and there is no option to simply ‘run more simulations’ to determine or reduce uncertainties.
Therefore, the present comparison should be taken as somewhat preliminary – collaborative
work is underway towards a comprehensive and detailed comparison of fractionation and other
aspects of the system’s behaviour with theoretical and simulation insights.
7.5.1 State points
We will deal presently with four state points within the metastable gas-liquid binodal of the
system, characterised by polymer reservoir volume fractions: (4/3)piδ3nR = 0.388, 0.396, 0.405,
0.435; colloid volume fractions φ = 0.37, 0.22, 0.22, 0.35 respectively; average size ratio δ/a =
0.062; mean colloid radius a = 152nm; parent colloid polydispersity σ ≈ 0.1. The shape and
polydispersity of the parent size distribution is currently rather unclear. Small-angle X-ray scat-
tering (SAXS) data assuming a Schulz form gives a parent polydispersity σ = 0.0612 but the
resultant phase all show higher polydispersities than the parent, which seems unlikely. Trans-
mission electron microscopy (TEM) data gives σ = 0.0744. However, the initial assumption of
a Schulz form may well be incorrect, with a better fit being given by a Weibull distribution
(with a tail at low size, rather than high size as in a Schulz), of parent polydispersity σ ≈ 0.099.
Given the still-evolving situation with respect to the particle size distribution, I simply note the
existence of these multiple possible values of the polydispersity at this stage.
I use the SAXS phase characterisation data for fractionation comparisons (TEM data is not
presently available for all four state points), and assume a parent polydispersity σ = 0.1, with
the caveat that the predicted degree of fractionation of mean diameter depends on σ2, i.e. is
very sensitive to uncertainty in the parent polydispersity.
7.5.2 Fractionation
The experimental fractionation data available so far from the system in Ref. [Liddle et al., 2011]
are shown in FIG. 7.7, along with theoretical predictions using the WKV3 expression in replace-
ment of the C-S one. Fractionation is predicted using Equation 5.3, with the appropriate value
of the parameter −[A/ρ]lg, whose behaviour is shown in FIG. 7.6. Note that the experimental
fractionation data are taken after hours of equilibration so that, unlike for the early-stage frac-
tionation in Chapter 5, we can reasonably expect the phases to have reached the equilibrium
fractionation magnitude in terms of their compositions.
101
7. Results IV – Short attraction range regime in colloid-polymer mixtures
0.38 0.39 0.4 0.41 0.42 0.43 0.44
polymer reservoir volume fraction
0
5
10
15
20
<
a>
liq
ui
d 
-
 
<
a>
ga
s
0.38 0.39 0.4 0.41 0.42 0.43 0.44
polymer reservoir volume fraction
-0.02
-0.015
-0.01
-0.005
0
σ
2 l
iq
ui
d 
 
-
 
σ
2 g
as
Figure 7.7: Experimental fractionation measurements from Liddle and Poon. The red series
show the fractionation in mean radius (left) and variance (right) as a function of estimated
polymer reservoir volume fraction. Lines guide the eye. The black line shows the predicted
fractionation made using Evans’ perturbative theory applied to the MFAO free energy, with the
C-S free energy replaced by the WKV3 expression.
Mean radius
The direction of fractionation observed experimentally is qualitatively consistent with theory,
in that the liquid contains larger particles on average. There is an apparent overall trend in
the experimental data for increasing magnitude of fractionation with polymer reservoir volume
fraction (this is the same trend as in theory at higher size ratio, see FIG. 7.4), but this trend
appears not to be monotonic. This could be physical but, perhaps more likely, could suggest
inaccuracy in the calculated values of the reservoir volume fraction: a scaled particle approxima-
tion is used in calculating this value from the experimental polymer concentration [Lekkerkerker
et al., 1992]. Quantitatively speaking, the theoretical prediction of mean radius fractionation is
in order of magnitude agreement. However, I note also that the theory predicts very slightly
decreasing fractionation magnitude with reservoir volume fraction, in opposition to the exper-
imental data and to theory at higher size ratios. There are a number of possible contributors
to this, including the fact that the WKV3 free energy, while vastly better than the C-S one in
terms of the position of its divergence, is still only an approximate empirical expression. Fur-
ther, irrespective of the WKV3 expression, the MFAO theory is known to be subject to other
sources of inaccuracy at low size ratio [Brader, 2001; Dijkstra et al., 1999]. In summary, Evans’
perturbative theory, combined with the MFAO theory, provides the correct sign and order of
magnitude of gas-liquid fractionation at low size ratio, as long as the MFAO free energy is mod-
ified by replacement of the C-S expression. A brief look at FIG. 7.6 suffices to show that the
predicted fractionation magnitude using the C-S expression would be much too high, since it
scales linearly with −[A/ρ]lg.
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Variance
Lack of information regarding the overall skew of the experimental particle size distribution
prevents a quantitative theoretical comparison in terms of variance fractionation. However, the
relationship between variance and mean radius fractionation is important, so is included here.
It can be seen that the liquid is always less polydisperse than the gas, and that the qualitative
relationship between magnitude of fractionation at the different state points is the same as when
considering mean radius. If, as seems likely, the parent size distribution is of Weibull-like form
(i.e. has negative skew, unlike a Schulz), both these features are predicted by Evans’ perturbative
theory. Equation 7.3 says that the fractionation of the n’th central moment scales with the
n + 1’th central moment of the parent distribution, with the same constant (−[A/ρ]lg) in both
cases. Since the variance (the second moment) and the skew (the third moment) have opposite
signs in the present case, the fractionations of the first and second moments have opposite sign.
Even where quantitative experimental characterisation of polydispersity is difficult or is not
required, insight into these ‘gross’ features of fractionation – it’s direction, rough magnitude,
and the relationship between moments – is valuable.
7.6 Conclusions
In this chapter I have studied the details of deriving fractionation predictions for a colloid-
polymer mixture. Prompted by experimental data, I focused on the regime of low polymer-
colloid size ratio. This is an important regime, since it is one in which the widely-used MFAO
free energy becomes unphysical in terms of its predictions for gas-liquid coexistence. Also, no
theory/experiment comparison of fractionation at low size ratio is yet available in the literature.
I successfully reproduced existing findings at moderate size ratio, before reducing the size
ratio and showing that the MFAO theory predicts, unphysically, a liquid binodal above the
RCP limit of φRCP ≈ 0.64. However, replacing the C-S free energy (which has a divergence at
φ = 1) with the WKV3 expression (whose divergence is closer to the right place) provided a
drastic improvement at low size ratio, while not strongly affecting the behaviour at moderate
size ratio. Irrespective of polydispersity, this is an important, if simple, finding. It should
prompt a reevaluation of instances where the MFAO theory (or any theory built on the C-
S expression which deals with high fluid densities) has been found to behave poorly, because
the MFAO theory is commonly used in a way that suggests the C-S expression is somehow an
indispensable part of it. This is not the case and, what’s more, the C-S expression is essentially
wrong. Coincidentally, however, the regime in which C-S causes the most problems is also the
one in which G-L coexistence is metastable. This could explain why such a modification to the
MFAO theory has not, to my knowledge, been used before: as the G-L coexistence becomes
metastable, the Hall crystal free energy ‘takes over’ from the C-S one on the high density side
of the equilibrium coexistence. It should be pointed out that, although the ‘MFAO+WKV3’
free energy is clearly better for short size ratio than the original form, a direct comparison of
its predicted binodals with experiment was not possible here, so it may still be quantitatively
inaccurate. Further work, particularly simulations, would help to clarify this. Importantly, it can
also be reasonably expected that theories of other related systems (e.g. square well or Yukawa
potentials) would be similarly affected at short attraction range by the C-S free energy – C-S
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may well constitute a common ‘point of failure’ in such theories.
Having improved the MFAO theory by use of the WKV3 expression, I calculated fractionation
predictions with Evans’ perturbative theory for comparison with some early experimental data
from Liddle and Poon. The direction and order of magnitude of mean radius fractionation
were predicted correctly, although the theory did not capture an apparent trend for increasing
fractionation with polymer concentration (which is observed in theory at larger size ratio). The
WKV3 expression is not a panacea: it too is inexact, and also there are other sources of inaccuracy
at low size ratio in the MFAO theory [Brader, 2001; Dijkstra et al., 1999], so further work (e.g.
the application of Evans’ theory to a completely different colloid-polymer free energy) would be
required to determine whether this discrepancy arises from Evans’ theory, or from remaining
inaccuracies in the MFAO+WKV3 theory. Moving to fractionation of polydispersity between
the phases, I found a relationship consistent with the best current experimental suggestion that
the system’s parent particle size distribution is of Weibull-like form, i.e. has negative skew, in
contrast to the Schulz studied in Chapter 5.
Note that the predicted and observed fractionation direction, for all parameter choices in
this chapter, was for the liquid to contain larger particles. However, the non-scalable square well
potential in Chapter 5, whose range has a ‘depletion-like’ additive dependence on hard core size,
caused the gas to contain the larger particles. The discrepancy between the two arises because,
for the A-O potential, the depth (as well as the range) of the attraction depends upon particle
size (via the different effective size ratio δ/a for a given particle), whereas in the square well case
only the range depended on size. This is another example of the sensitivity of fractionation to
interaction details, highlighted in Chapter 5.
In summary, I have shown how an existing and very widely-used theory of colloid-polymer
phase behaviour may be easily modified to cope better with small polymer-colloid size ratio. The
modification to the original MFAO theory performed here is of relevance to any other theory of
polydispersity, or phase behaviour generally, which requires a colloid-polymer free energy (e.g.
the moment free energy approach to polydispersity). Fractionation predictions derived using the
MFAO+WKV3 free energy along with Evans’ perturbative theory were in qualitative agreement
with emerging experimental data. I have shown that, with an approximate free energy and
a perturbative treatment of polydispersity, some of the most important qualitative features of
experimental fractionation may be reliably predicted in the low size ratio regime. The ground is
paved for further work involving detailed experimental characterisation and the testing of other
free energies, towards the goal of precisely predicting and measuring phase compositions in real
systems.
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Chapter 8
Results V – Testing for
diffusion-induced fractionation in
a hard sphere crystal
We have seen already how fractionation of particles in a size-polydisperse colloidal system can
take place during phase separation (Chapter 5), and how dynamical frustration or enhancement
of fractionation processes can affect the rate of crystal growth (Chapter 6). In this chapter, I
try instead to test a prediction that the central dynamical process in diffusion-limited crystal
growth – namely, the diffusive transport of particles towards the crystal – may itself induce
fractionation.
8.1 Introduction
The fractionation observed so far in this thesis has been thermodynamic in origin. That is,
the driving force for fractionation is the reduction of free energy. Even though the degree of
fractionation may be weaker than that required to actually minimise the free energy with respect
to phase composition, it is in the direction of that minimisation for whichever (equilibrium or
metastable) phase coexistence the system is approaching. This is why, in Chapter 5, it was
appropriate to use free energy considerations to predict the direction of fractionation between
separating gas and liquid phases, although the system was a long time away from reaching
equilibrium either in terms of the spatial distribution of the phases or, as it turned out, in terms
of the degree of fractionation achieved.
This chapter is concerned with testing a prediction that the dynamics of a phase transition
can also cause fractionation, which is not thermodynamic in origin and may therefore drive
the formation of phase compositions which are not necessarily at equilibrium. Specifically, the
prediction of Evans and Holmes [Evans and Holmes, 2001] concerns the diffusion-limited growth
of a crystal in a size-polydisperse hard sphere system. In this regime, the limiting timescale for
crystal growth is the diffusive transport of particles towards the crystal interface. The prediction
is that, because small particles are able to diffuse faster (as discussed in Chapter 4, this is due
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to their intrinsically higher short-time self diffusion coefficient as well as their ability to more
easily avoid geometric frustration in dense systems), they will arrive at the crystal interface in
greater abundance than larger ones, and therefore be preferentially incorporated into the crystal.
This dynamical fractionation would be in direct opposition to the thermodynamic preference
for the crystal to incorporate larger particles (in order to maximise positional entropy for those
remaining in the fluid) and, because particles become almost stationary once incorporated, could
lead to the ‘freezing-in’ of a nonequilibrium phase composition.
This is a stronger claim than simply to note that equilibrium phase composition may fail
to be achieved on experimental timescales. It is a claim that the diffusive transport necessary
for the incorporation of particles into the crystal may actively oppose the fractionation expected
on thermodynamic grounds. It should not be taken to mean that the crystal will necessarily
contain, on average, smaller particles than the overall (parental) mean – a meaning mistakenly
used in Ref. [Martin et al., 2003] – rather, there should be an effect in this direction and the
possibility remains that the thermodynamic preference for large particles may still ‘win’ overall.
The work in this chapter is an attempt to detect nonequilibrium diffusion-induced fraction-
ation in simulation. I am able to access a growth regime in which diffusion becomes important,
but not a true diffusion-limited regime, due to long-lived transients. I find that the predicted
effect of diffusion-induced fractionation is extremely weak, but argue that there are good rea-
sons to expect the theory to underestimate this effect. I achieve very small error bars in the
crystal composition measurements, and find that the crystal at no stage actually achieves its
equilibrium fractionation, even when diffusion is not a significant factor in growth. The pre-
dicted diffusion-induced fractionation proves difficult to test for in this case, in part because
the prediction assumes local composition equilibration between crystal and fluid, which is not
apparent. The results show that, for the low polydispersity studied here, crystallisation can take
place without any appreciable equilibrium fractionation, leading to a nonequilibrium composi-
tion being frozen into the crystal. I also take the opportunity to measure local size correlations
(previously studied in Chapter 6 for crystals of higher polydispersity than here and with square
well rather than purely hard sphere interactions).
The structure of the chapter is as follows. I first introduce the theoretical apparatus for
the equilibrium and nonequilibrium fractionation predictions. In Section 8.3 I outline some
methodological considerations and the simulation parameters used. In Section 8.4 I then state
the quantitative fractionation predictions, before examining the growth profile of the crystal and
checking for fractionation and local size correlations.
8.2 Theory
I now briefly go over the relevant equilibrium theory, and introduce the extension given in
Ref. [Evans and Holmes, 2001] to incorporate the effect of diffusion-induced fractionation.
8.2.1 Equilibrium
In contrast to much of the other work in this thesis, I here study the hard sphere model –
arguably the simplest possible model of interacting particles – with size-polydispersity the only
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complicating feature. An outline of the relevant thermodynamics has been given already in
Section 2.2.1.
The thermodynamic preference at crystal-fluid coexistence in polydisperse hard spheres is
for the crystal to incorporate larger particles. For a given volume of crystal, populating it with
larger particles results in smaller particles remaining in the fluid, and the resultant increase in
the positional entropy of the fluid particles is enough to make this thermodynamically preferable.
This heuristic explanation can be stated quantitatively using theory familiar from Chapter 5.
Once again, A(ρ) = ρdµex()/d, describes how the (excess) chemical potential of a monodis-
perse system changes as the size of the particles in the system is varied. The parameter  is a
dimensionless quantity describing a particle’s deviation from mean size in units of that mean,
and is by definition zero for a mean sized particle, negative for smaller-than-average particles,
etc. Once A(ρ) and the parent size distribution pp() are known, the equilibrium crystal size
distribution is given:
pequilc () = pp()
(
1 +
{
(χ0 − 1)ρf
ρp
[A/ρ]cf
}

)
(8.1)
where the subscripts c, f and p indicate quantities evaluated at the equilibrium, monodisperse,
coexistence densities of the crystal and fluid phases and the overall system density, respectively.
χ0 = (ρp − ρf )/(ρc − ρf ) is the supersaturation of the system. The important value is the
difference in A/ρ between the two phases, contained in the term [A/ρ]cf . For hard spheres,
[A/ρ]cf = −3.55 in units such that kBT = 1 [Evans, 2001]. Because this term is negative, the
equilibrium mean size in the crystal phase will be greater than that of the parent distribution.
8.2.2 Nonequilibrium
I now outline how diffusion-induced fractionation is incorporated to yield the nonequilibrium or
‘kinetic’ crystal particle size distribution. Evans and Holmes’ prediction of nonequilibrium size
fractionation [Evans and Holmes, 2001] is achieved by requiring that the crystal is only in local
equilibrium with the fluid immediately surrounding it which, due to the diffusive transport of
particles into that region, is expected to contain an extra abundance of smaller particles. The
modified expression for the particle size distribution in the crystal is then:
pdiffc () = pp()
(
1 +
{
(χ0 − 1)ρf
ρp
[A/ρ]cf − χ1
(ρc − ρf )
ρp
}

)
. (8.2)
Here, χ1 accounts for the variation of diffusion coefficient with particle size and its effect on
the relative densities of particles of different sizes in the fluid at the interface. For details of
its derivation, the reader is referred to [Evans and Holmes, 2001]. Finally, I note that, in the
diffusion-limited regime, all length scales (including the size of the crystal) should scale as t0.5 –
this criterion will be used to try and check whether the required regime is reached.
8.3 Method
I now discuss some practical considerations that crop up in attempting to detect the diffusion-
induced fractionation predicted by Evans and Holmes, before describing the particular setup
used to generate results for analysis.
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8.3.1 Considerations
Small polydispersity
Firstly, there is, even more so than in the other work in this thesis, an imperative to get very
good statistics for fractionation measurements. In Chapter 5, I dealt initially with a rather
small polydispersity of σ = 0.06 (polydispersity is, as usual, the standard deviation of a size
distribution in units of its mean), but was able to go to higher polydispersities, which caused the
fractionation signal to grow much stronger and to be detectable with simulations of relatively
few particles. In Chapter 6, the maximum polydispersity was σ = 0.06 but, as noted there, this
is actually quite large relative to the maximum polydispersity tolerable by a single crystal phase,
and reduction in the crystal polydispersity, though not a change in its mean particle size, was
detectable with relatively few particles.
In this chapter, I am attempting to reach a growth regime where diffusion is the most
important factor, i.e. is the slowest timescale, but in which the bulk fluid is homogeneous (in
contrast to the diffusion-limited gas-mediated simulations in Chapter 6). This requires the
crystal to grow many layers, in order to deplete a long enough region of the fluid that diffusion
through that region becomes the limiting timescale in crystal growth. There is the intuitive
consideration that large polydispersity, which slows down crystal growth, could result in growth
being reaction- (including fractionation-) limited for much longer than in the monodisperse case.
Therefore, the polydispersity used must be small enough that the ‘reaction’ is not too slow, and
diffusion has a chance to become the slowest process. In turn, this necessitates the measurement
of many crystalline particles – we have seen in Chapter 5 that fractionation signals are weaker
if the system’s polydispersity is lower.
Bulk depletion
The prediction of Evans and Holmes pertains to a regime where growth is diffusion-limited,
but the ‘bulk’, i.e. the region far from the crystal, from which particles are being transported,
still contains the same size distribution as the parental fluid. Otherwise, the depletion of some
species of particle from the bulk would add another complicating factor into the determination of
the crystal composition. Experimentally, this represents, for instance, the case where individual
crystal nuclei are initially separated from one another by many times the particle diameter. In
simulation, it is harder to achieve, as will become apparent later in this chapter. The simulation
cell must be extremely long in the growth direction, so as to allow the crystal to grow many
layers without depleting the ‘bulk’ fluid at the other end of the cell.
In FIG. 8.1, I show an example plot of crystallinity through time, alongside the local volume
fraction in a region at the far end of the simulation cell. There is an apparent ‘turnover’ in
the crystallinity growth curve to a gradient of approximately 0.5 on a log-log plot, which might
have been taken to indicate the change to diffusion-limited growth, but it is clear that this is
associated with a sharp drop in the bulk volume fraction. That is, the crystal has begun to
deplete the concentration of the far end of the simulation cell, representing the bulk fluid from
which the crystal is growing. Therefore, the system has not reached the required regime of
diffusion-limited growth without bulk depletion.
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Figure 8.1: An illustrative plot of an apparent turnover in the gradient of the crystallinity
curve, which might be taken to indicate a transition to diffusion-limited growth (upper panel).
However, as shown in the lower panel, this is in fact the result of the depletion region in front
of the crystal reaching far end of the simulation cell. The ‘bulk volume fraction’, averaged over
the last 5 units of length of the system, drops sharply from the parent value, 0.45 in this case,
indicated by the dashed line. Unlike the others in this chapter, the simulation here used square
well interactions – however, the important physics, viz. bulk depletion, is the same as in the
hard sphere simulations. Logarithms are taken to base 10.
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8.3.2 Parameters used
Having explained and illustrated the considerations impacting upon the choice of parameters, I
now detail the parameters used for the simulations presented in the rest of this chapter. The
algorithm, crystal templating procedure and basic simulation geometry are the same as used
in Chapter 6, and explained in Chapter 3. The particles interact via a purely hard sphere
potential, which is infinite at particle contact and zero everywhere else. In the monodisperse
limit, therefore, the phase diagram has a single axis, the volume fraction φ, and exhibits crystal-
fluid coexistence between volume fractions φf = 0.494 and φc = 0.545. I choose a parent volume
fraction φp = 0.52 for the present work. The crystal is templated with the (110) face of the
FCC lattice, 10 particles wide in the periodic y and z dimensions. The lattice parameter is
chosen to match the equilibrium crystal volume fraction, φc = 0.545. The number of particles
(N = 100000) and therefore the length of the simulation cell (Lx ≈ 580) are chosen very
large, so that the crystal can grow many layers without depleting the bulk fluid, as discussed in
Section 8.3.1. There is in principle nothing to stop other crystals nucleating in the bulk fluid,
which would spoil the attempt to reach and precisely characterise the diffusion-limited regime
of the single templated crystal. However, probably thanks to the polydispersity, no independent
nucleations occured in the simulations presented here.
Particle diameters dn are taken from a Bates (pseudo-Gaussian) distribution of polydispersity
σ = 0.03 – this is intentionally rather small, in order to allow the crystal to grow quickly and
reach a regime where diffusion is the slowest timescale (again, as discussed in Section 8.3.1).
The mean diameter 〈d〉 sets the length unit.
Since the central piece of physics in this chapter is the difference in diffusivity between small
and large particles, it is worth reiterating that the mean step size for particle i is ∆
√〈d〉/di
(where ∆ = 0.02 as usual), so as to give the correct dependence of the short time Stokes-
Einstein diffusion coefficient upon particle diameter. It is important to remember, though, that
this ‘programmed-in’ dependence on particle size is vastly enhanced, in dense systems like the
one under investigation here, by the geometric effects of smaller particles being better able to
fit through gaps in their environment – see FIG. 4.11.
9 independent simulations with the same parameters are used to improve statistics, and they
are allowed to run long enough for approximately 50 crystal layers to grow. This means that
up to 80000 crystalline particles are available for measurement. For curiosity’s sake, I note that
these simulations take approximately a month to run per 1500 time units, where the time unit
is td, the mean time taken for a free particle of mean size to diffuse its own diameter.
8.4 Results and discussion
I now quickly present the theoretical predictions for fractionation of mean particle diameter, for
the parameters specified above, before analysing the results of the simulations.
8.4.1 Theoretical predictions
The quantity to be found for comparison is the mean size deviation in the crystal, 〈〉cryst – due
to the definition of , the mean diameter in the crystal is given by 〈d〉cryst = 1 + 〈〉cryst. For
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the equilibrium prediction, using Equation 8.1 to find the expectation value of , the parameter
[A/ρ]cf = −3.55 and the parent volume fraction φp = 0.52 give:
〈d〉equilc = 1.001488 . (8.3)
Using the expression incorporating diffusion-induced fractionation, Equation 8.2, the param-
eter χ1 = 0.081156 results in:
〈d〉diffc = 1.001481 . (8.4)
Clearly, in theory at least, the correction due to diffusion is quite small. One reason is
that the correction is reduced in magnitude relative to that in Ref. [Evans and Holmes, 2001]
because I am dealing with diffusion down a 1-dimensional concentration gradient, rather than a
3-dimensional one as would be the case for a spherical, not flat, nucleus. More importantly, the
theory in Ref. [Evans and Holmes, 2001] is made tractable by the use of a severe approximation,
namely that each particle size species diffuses only according to concentration gradients in its own
species, controlled by its ideal Stokes-Einstein coefficient D0(d). (The key parameter χ1 depends
linearly on dD0/d, which in the present case is equal to D0(〈d〉) = −1/6). An exact treatment
would require i) exact knowledge of how each species’ flux depends on other species’ concentration
gradients (i.e. a non-diagonal, not to mention infinite, diffusion matrix) and ii) incorporation
of the scaling of diffusion coefficient with concentration. I do not attempt such a task here.
(The work in Chapter 10 suggests a route to a more complete, but still tractable, treatment of
polydisperse diffusion which could be applied in future work to the theory in Ref. [Evans and
Holmes, 2001].)
However, a possible phenomenologically-motivated improvement might be to replace the ideal
gas value of dD0/d with one that takes into account the enhancement of diffusion’s species-
dependence brought about by finite concentration, described by FIG. 4.11. From that figure, a
good approximation seems to be that the dependence of the self diffusion coefficient on particle
size increases by a factor of 2 for a volume fraction φ ≈ 0.5, relative to the dilute limit. It seems
reasonable to assume that this provides an order of magnitude estimate as to the scaling of the
collective diffusion coefficient with particle size, so I make a further prediction by doubling χ1
in Equation 8.2, which gives:
〈d〉diff-modifiedc = 1.001474 . (8.5)
Of course, it must be admitted that this modification is likely to be quite unimportant compared
to the effect of approximating the diffusion matrix as diagonal.
8.4.2 Concentration profiles
I first use concentration profiles along the x axis, as detailed in Section A.1.4, to visualise crystal
growth at particular points during the simulation. In FIG. 8.2, I show such profiles at two times
during crystal growth. It can be seen that the crystal does indeed achieve a volume fraction
approximately equal to the equilibrium value φc = 0.545. The fluid immediately next to the
interface approaches its equilibrium value of φf = 0.494 as the crystal grows. The behaviour of
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Figure 8.2: Concentration profiles along the x axis from one trajectory at t ≈ 200 (red) and
t ≈ 1400 (black). The left panel shows the whole x axis, while the right panel is slightly zoomed
in. Averaging is over 5 units in x.
these profiles at high-x suggests that the crystal has not yet begun depleting the bulk fluid from
its initial φp = 0.52, but this will now be explicitly checked for.
8.4.3 Crystal growth rate
I now examine the growth of crystallinity through time, averaged over all 9 simulations, along
with the bulk (far-x) volume fraction, to check for depletion of the bulk. The results are shown
in FIG. 8.3. As in FIG. 8.1, there is a clear change in the gradient of the crystallinity curve, but
it is not now associated with a drop in bulk concentration. However, strangely, the gradient of
the curve switches to 0.7, not 0.5 as would be expected for the t0.5 growth characteristic of the
diffusion-limited regime.
A possible contributing factor towards this is that the crystal is, while growing, also annealing
so that the number of particles flagged as crystalline increases slightly more quickly than the rate
at which particles are being added to the crystal. However, this explanation seems to fail given
that a similar examination of the interface position (which should not be subject to changes due
to annealing) as a function of time yields the same 0.7 exponent. Instead, the crystal growth
may simply not yet have reached fully diffusion-limited growth, and rather be in some temporary
intervening regime.
Ref. [Ackerson and Scha¨tzel, 1995] provides a detailed numerical study of hard sphere growth
crystal kinetics. There it is found that while the growth exponent must approach the diffusion-
limited value 0.5 eventually, very long-lived transients can be observed where the exponent sits
between 0.5 and 1 before finally relaxing. The time taken for this relaxation to happen becomes
longer as the dimensionless growth velocity δ – a parameter describing how quickly matter can
be added to the crystal – is decreased. In the words of Ref. [Ackerson and Scha¨tzel, 1995], this is
because diffusion is then better able to “keep up” with the reaction process for longer. This is in
line with the discussion in Section 8.3.1. The idea that the system remains under the influence
of such a transient effect seems sensible, given that polydispersity would act to reduce δ and
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that, as seen in FIG. 8.2, the fluid side of the interface may not yet actually have reached the
condition of local equilibration in terms of its volume fraction.
Nevertheless, it is clear that some change in the timescales controlling growth happens at
the time identified (approximately t = 800) so, for the purposes of performing a fractionation
analysis, I identify this as the point in time where crystal composition may become subject to the
effect predicted in Ref. [Evans and Holmes, 2001]. Although I cannot claim to be accessing the
fully diffusion-limited regime in which the prediction was derived, the simulations have reached
a regime in which diffusion is becoming more important, as evidenced by the reduction in the
growth exponent, and the bulk fluid has not depleted. With this in mind, I proceed to take
measurements of the crystal composition.
8.4.4 Fractionation measurements
I now make measurements of the crystal composition, in order to determine whether diffusion-
induced fractionation is taking place. This is performed by designating particles behind the
crystal interface as crystalline, and monitoring the average properties of those particles through
time. The results are averaged over all 9 independent simulations.
Polydispersity
I first measure the polydispersity of the crystal, σcryst, as it grows. According to the perturbative
theory of fractionation, there should be no fractionation in this property between phases, since
the skew of the (symmetrical) parent size distribution is zero. This was confirmed for gas-liquid
fractionation in Chapter 5, but for crystal growth at σ = 0.06 in Chapter 6, a reduction in
crystal polydispersity was observed even though the parent size distribution was symmetrical.
I attributed this to the breakdown of the perturbative approximation of a narrow distribution,
given that σ = 0.06 is actually quite significant if considered relative to the polydispersity that
a single crystal phase can tolerate, and noted that the more exact calculations in Ref. [Fasolo
and Sollich, 2004] do predict a reduction in crystal polydispersity for a symmetrical parent.
However, as shown in FIG. 8.4, no reduction in crystal polydispersity is observed for the
present simulations. This indicates that the parent polydispersity σ = 0.03 does not sufficiently
distort the crystal to drive fractionation of polydispersity as the crystal grows: the crystal is
happy to simply ‘swallow up’ the local particle size distribution presented to it as it grows,
without needing to reduce the polydispersity before incorporating it. The very fast crystal
growth observed here, compared to the σ = 0.06 simulations in Chapter 6, is consistent with
this picture.
Mean diameter
I now move on to measurement of the crystal mean particle diameter 〈d〉cryst, the property which
the equilibrium and nonequilibrium fractionation predictions pertain to. Based on the discussion
in Section 8.4.3, I nominate t ≈ 800 as the point where diffusion of particles towards the crystal
becomes, if not the limiting process, at least more important. FIG. 8.5 shows the results, where
I have taken measurements of 〈d〉cryst both in the whole of the deposited crystal, and in only
the region deposited after t = 800. Although growth is becoming slower as the simulation
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Figure 8.3: Crystallinity through time accompanied by the local volume fraction averaged over
x = 565 − 570, i.e. the far end of the simulation cell. There is a clear turnover in the gradient
of the crystallinity curve (although to a value of 0.7, not 0.5 – discussed in the text), but this
turnover, unlike in FIG. 8.1, is not associated with a drop in the bulk concentration from the
parental φp = 0.52. Blue indicates the region from which the gradient is extracted.
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Figure 8.4: Polydispersity of the crystalline region through time. The dashed line indicates the
parental polydispersity σ = 0.03, and error bars show the standard error over 9 independent
simulations.
progresses, there are still around 10 layers of crystal deposited in the interval t = 800− 1400 in
each simulation, giving up to 24000 particles for analysis. The error bars are extremely small,
allowing one to easily see that the equilibrium crystal composition is never achieved, even in the
early stages when any diffusion-induced effect should not be important.
Given that we have also seen that the crystal is not selective in terms of its polydispersity,
this could perhaps be expected. Notwithstanding the perturbative prediction of Ref. [Evans,
2001] that a non-skewed parent should result in no fractionation of polydispersity (which has
been shown to break down by σ = 0.06 if the crystal phase is considered), one can put together
an argument that, for the crystal phase specifically, fractionation in mean diameter is much less
important than fractionation in polydispersity. A nonequilibrium value of 〈d〉cryst raises the free
energy of the system as a whole, since the fluid suffers a reduction in positional entropy due to
comprising larger particles than it would prefer to at equilibrium. However, a too-high value of
the crystal polydispersity σcryst internally destabilises and distorts the crystal itself, irrespective
of the properties of the fluid phase – this is seen dramatically in Chapter 9. Put another way,
the crystal, at all stages of growth, will ‘notice’ a nonequilibrium value of σcryst more than it
will one of 〈d〉cryst.
The lack of an equilibrium signal makes it difficult to check for diffusion-induced fraction-
ation: the nonequilibrium prediction of Evans and Holmes assumes local equilibrium, in terms
of composition, not just volume fraction, at the crystal interface. Based on FIG. 8.5, the crys-
tal does not fractionate even at early times. Two broad possibilities arise: i) diffusion-induced
fractionation has occurred immediately, i.e. local compositional equilibrium is achieved, but the
diffusive effect cancels out the global equilibrium preference for larger crystalline particles; ii)
local equilibrium is not being achieved, so that, even in the early stages where growth is not
strongly dependent on diffusion towards the crystal (so the crystal interface is confronted with a
‘bulk-like’ fluid composition), equilibrium fractionation does not occur. In my view, ii) is likely
to be a stronger factor; given that, even at t = 800, the growth is not fully diffusion-limited, it
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Figure 8.5: Mean particle diameter in the crystalline region through time. The dashed line
indicates the parental value. The black crosses are for the whole crystal, whereas the red circles
are for only particles deposited after t = 800. The dotted line indicates the equilibrium prediction
from Equation 8.3. On the scale of this plot, the nonequilibrium predictions are indistinguishable
from the equilibrium one. The error bars are the standard error on the average over 9 simulations.
seems unlikely that diffusion-induced fractionation should begin cancelling out thermodynamic
fractionation at the very early stages, when growth is reaction-limited. Thus, one could interpret
the lack of fractionation at early times as an indication that local compositional equilibrium is
not being established, rather than as a signal that the diffusion-induced fractionation predicted
(derived in the diffusion-limited regime) has somehow asserted itself when growth is reaction-
limited. However, it is not possible on these data to be sure on this point. Conceivably, through
time, the interface becomes more and more equilibrated locally (as the dynamics of growth
slows down), but the diffusive effect continuously becomes more important, leading to an overall
cancelling out of two signals.
However, measuring the composition of the crystal deposited after t = 800 is a way of
checking if, when diffusion becomes more important, the mean crystal particle size drops from
its earlier value, which would indicate some impact from diffusion-induced fractionation. Within
the error bars, no such drop is observed here. Probably the most important reasons are i) the
true diffusion-limited regime has not been reached, due to long-lived transients (see Section 8.4.3)
and ii) the magnitude of any diffusion effect that has asserted itself on the simulated timescale
may be too small to detect.
Given that the y and z dimensions are periodic, there is a possibility that the exact value of
Ly = Lz could impose a preferred size of particle on the crystal. To check for this effect, I have
also run simulations in which Ly = Lz is increased or decreased by an amount proportional to
the predicted equilibrium deviation from mean particle size. The results are unaffected, again
showing no fractionation within error, so it appears that the lack of fractionation is not an
artefact of the simulation geometry.
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Fractionation summary
The results above constitute a very precise characterisation of the composition of a single hard
sphere crystal, grown over a long time. I was unable to reach a truly diffusion-limited regime, but
did reach one where diffusion becomes more important, evidenced by a drop in the growth ex-
ponent. No signal was detected from diffusion-induced fractionation on the simulated timescale,
although this could be partly due to progressively better equilibration of the interface masking
an increasingly stronger diffusive effect. However, the error bars were sufficiently small to show
conclusively that the equilibrium composition is not achieved. For this low a polydispersity,
the crystal seems to grow ‘blindly’, failing to reduce its polydispersity or to increase its mean
particle size, with error bars on the latter less than 10% the magnitude of the expected equilib-
rium signal. This is in stark contrast to the results for σ = 0.06 in Chapter 6, where significant
thermodynamically-driven reduction in polydispersity was observed.
8.4.5 Local size correlations
In light of the measurements of local size ordering in Chapter 6, I take the opportunity to
measure local size correlations here, now in a hard sphere as opposed to square well crystal, of
lower polydispersity (σ = 0.03 versus σ = 0.06). Again, I measure a local size-size correlation
function ξ(r) (for neighbours separated by a distance r), defined by Equation 6.7. As before, I
also measure the radial distribution function (RDF) g(r) for comparison.
The results are shown in FIG. 8.6. As for the other data (FIG. 6.12), ξ(r) follows the form
of g(r), so that nearby lattice sites are occupied predominantly with similar-sized particles, and
unusual separations are associated with particles of the ‘wrong’ size for a given region of the
crystal. The magnitude of the oscillations in ξ(r) is reduced here, compared to FIG. 6.12, likely
due to the reduced polydispersity and/or reduced volume fraction, but the large crystals allow
excellent statistics despite this. The two functions are completely in phase, and track each other
closely in terms of the relative heights of each peak as r is increased.
The observation of similar crystal ξ(r) behaviour between the hard spheres of FIG. 8.6 and the
square well particles of FIG. 6.12 confirms the intuitively sensible idea that such size correlations
are mostly or completely a result of the polydisperse hard particle cores, rather than being caused
by the square well attraction. This is as expected, since the structuring of e.g. dense fluids is
known to be influenced strongly by the repulsive part of its inter-particle potential. However,
it may be interesting to compare with crystals formed by particles with strong, short range
attractions, as in Ref. [Foffi et al., 2002]. In these systems, strong enough attractions give a very
dense crystal which sacrifices vibrational entropy in order to bring particles as close together as
possible, reducing interaction energy. In this way, the crystal ‘chooses’ energy (the attractions)
over entropy (the hard particle cores) so that, in the polydisperse case, the form of polydispersity
taken by the attraction could become important.
It is fascinating to observe that, even when the crystal overall shows, as here, no signs of
fractionation, significant local size ordering can be resolved. The measurements show directly
that even very weak polydispersity distorts the crystal structure measurably – oppositely-sized
particles in a crystal region are associated with unusual centre to centre particle distances. This
would not be the case if the crystal lattice ‘ignored’ polydispersity, as might have been expected
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Figure 8.6: Neighbour size-size correlation ξ(r) (upper), as FIG. 6.12, for the present simulations
of hard sphere crystals. Results are averaged over t = 800 − 1200 then over the 9 simulations,
and the error bars are invisible on the scale of the plot. The lower panel shows the RDF, g(r),
for comparison. Dashed lines illustrate the relative position of some peaks in the two functions.
Lines joining the data points are guides to the eye.
when, as here, the crystal is much less dense than the close-packed limit φ ≈ 0.74. This could
allow new insight into how polydispersity destabilises/suppresses crystals, or reduces their quality
(an important consideration in photonics [Allard and Sargent, 2004]). A quantitative, detailed
study of local size ordering, including its dependence on the shape of the particle size distribution,
the crystal density, etc. would be a very interesting piece of future work, and may also be a good
test for detailed theories of crystalline structuring (e.g. density functional theory, perhaps).
8.5 Conclusions
In this chapter I have presented very large simulations of crystal growth in a system of slightly
polydisperse hard spheres. This was aimed at providing a test of the prediction of Evans and
Holmes of nonequilibrium diffusion-induced fractionation in such crystals [Evans and Holmes,
2001], where thermodynamics favours the incorporation of large particles into the crystal, but
small particles should reach the crystal more quickly. After discussing the theoretical outline of
this prediction, I introduced the particular considerations relevant to constructing a simulation,
motivating my choice of a very large number of particles (N = 100000) in order to achieve a
long enough x axis that the bulk fluid concentration is not depleted on a long timescale.
I used Evans and Holmes’ theory to make quantitative predictions of the nonequilibrium
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correction to the crystal mean particle diameter due to diffusion. The predicted correction is
extremely small but I argued that, due to some severe approximations in the theory, it may
underpredict the correction’s magnitude. I then analysed the growth profile of the crystal, while
monitoring bulk depletion, and found a regime where the growth exponent suddenly drops,
although to a value 0.7, rather than 0.5 as would be expected for diffusion-limited growth. I
cited literature which suggests this is due to long-lived transients, which would be enhanced by
the polydispersity present in my system, as it slows down the ‘reaction’ of particle incorporation
thus allowing diffusion to keep pace for longer before becoming the limiting process. Nevertheless,
I argued that this at least indicates a regime where diffusion becomes ‘more important’. Future
work to access the true diffusion-limited regime in which Evans and Holmes’ theory was derived
would require much longer times, and therefore larger N (and therefore slower simulations . . . )
to avoid bulk depletion.
On analysing the crystal composition in terms of its mean particle diameter I found that,
even before the point when the growth exponent changes, the equilibrium crystal preference
for larger particles is not achieved. These measurements were made with error bars less than
10% of the equilibrium fractionation magnitude. This, and the apparent lack of fractionation in
polydispersity also, suggest a growth scenario in which the crystal almost blindly incorporates
whatever particle distribution is presented to its interface, due to the low polydispersity here
(σ = 0.03). This is in contrast to the σ = 0.06 crystals in Chapter 6, where significant reduction
in crystal polydispersity was found to be required for growth.
For this reason, a quantitative test of Evans and Holmes’ theory, which assumes local com-
positional equilibration of the crystal-fluid interface, was hampered: the background equilibrium
fractionation against which any diffusion effect should take place was not manifest at early times
when growth should be reaction-, not diffusion-limited. Nevertheless, a qualitative confirmation
could still show itself in a reduction of the crystalline particle size through time. However, ei-
ther because the fully diffusion-limited regime has not yet been reached, or because the effect is
smaller than the error bars, this was not detected.
The mean diameter measurement suggests that Evans and Holmes’ theory could be improved
in part by modifying the assumption of local compositional equilibrium. It seems in some sense
that if the crystal ‘can’ form without fractionation, in practice, it will, leading to the freezing-in
of a nonequilibrium composition. In this case, ‘can’ means: low enough parent polydispersity
that the crystal itself is not significantly distorted if it chooses not to reduce its polydispersity. I
have argued that the fractionation of mean diameter, being driven by an entropic benefit to the
fluid, would be (kinetically speaking) less important than fractionation in polydispersity, which
has benefit to the crystal itself, irrespective of the coexisting fluid’s properties. At the low parent
polydispersity studied here, though, neither of these kinds of fractionation seems to occur.
I briefly measured local size-size correlations, for comparison with those in the square well,
higher polydispersity crystals in Chapter 6. I found similar behaviour in the present case,
confirming the intuition that such correlations are predominantly due to the excluded volume
interactions of the hard particle cores, as opposed to the square well attraction. Further study
of these correlations and their dependence on system parameters would be very interesting, and
could allow detailed insight into polydispersity’s role in crystal structuring.
In summary, the enterprise of quantitatively or qualitatively testing Evans and Holmes’
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prediction has been frustrated somewhat by difficulty in reaching a true diffusion-limited regime,
and the apparent absence of any equilibrium fractionation even in the very early reaction-limited
regime (suggesting that even local compositional equilibration might not be taking place). The
main result of this chapter is therefore that, with low polydispersity (σ = 0.03), a crystal can
apparently grow without any thermodynamically-driven fractionation taking place to within
the small error bars achieved here. The question of diffusion-induced fractionation remains
unresolved, and would require significantly larger simulations even than those used here in order
to reach the correct regime for testing for it. Finally, the local size-size correlations observed in
Chapter 6 would seem to be general to any size-polydisperse crystal composed of particles with
hard cores.
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Chapter 9
Results VI – Epitaxial growth
from dual templates in a
polydisperse system
In this chapter, I study the effects on crystal growth of a particular epitaxial setup comprising
two crystal templates with different and finely tuned properties.
9.1 Introduction
When studying the growth of crystals in this thesis, I have induced growth by placing a single-
layer template of crystalline particles at one end of the simulation cell. Further details are given
in Chapters 3 and 6. This situation can be interpreted as representing the limit of a large
nucleus which, on the scale of a few particle diameters, appears flat. However, another possible
interpretation is that the simulation represents epitaxy [van Blaaderen et al., 1997; Hoogenboom,
2002; Hoogenboom et al., 2004; Lin et al., 2000], i.e. the template-controlled growth of a crystal,
in which the aim is to exert control over the properties (orientation, lattice parameter etc.)
of the resultant crystal. The need, in applications such as photonics, for fine control over the
properties of colloidal crystals makes epitaxy a subject of clear technological importance.
As briefly mentioned in Chapter 1, one of the key advantages of soft matter, and colloids
specifically, is that their large size may enable direct visualisation using confocal microscopy. As
well as facilitating their visualisation, this size also makes colloids more easy to manipulate, on
a per-particle basis, than atoms or molecules. An excellent example is the experimental work in
Ref. [van Blaaderen et al., 1997]. There, epitaxy was performed by patterning a polymer sub-
strate with holes of characteristic size equal to that of colloids suspended in a solution (radius
a ≈ 500nm). This is almost an exact analogue of the crystal templating procedure in my simu-
lations (described in Section 3.2.4): the holes are used to arrange the first layer of particles that
drops onto the substrate into an essentially stationary template, which induces crystal growth
by deposition of particles from the bulk. Note however that, in contrast to my simulations, slow
sedimentation by gravity, as opposed to supersaturation of the bulk fluid, is used to encourage
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deposition. Ref. [van Blaaderen et al., 1997] contains a number of important demonstrations. For
instance, it is found that arranging the holes to match the (100) face of the FCC lattice causes
a pure FCC crystal to form – this is because, in that growth direction, there is no possibility of
stacking faults between sequential layers. Also, adjusting the distribution of templating holes on
the substrate allows side-by-side regions of differing crystal orientation to grow. Such complex
arrangements of crystal structures may be used in the construction of optical waveguides.
However, no mention is made in that work of polydispersity, which was presumably min-
imised as far as possible to σ ∼ 0.04. A benefit of a simulation approach, particularly evident in
Chapter 6, is that a ‘truly’ monodisperse system can be compared with one that would, experi-
mentally, often be approximated as monodisperse. As I have shown that even low polydispersity
is associated with measurable fractionation and local size ordering in the crystal, and given e.g.
the strong dependence of a photonic crystal’s quality on polydispersities of only a few percent
[Allard and Sargent, 2004], it seems sensible to perform epitaxial simulations explicitly focusing
on the effects of colloidal polydispersity in the presence of epitaxial templating strategies.
Indeed, the findings in Chapter 6, although they were discussed in the context of crystal
growth generically, could be taken as providing some design principles for epitaxial growth
in polydisperse systems: a template, combined with a free energy landscape such that a gas
layer coats the crystal and facilitates fractionation can provide significant growth, even if the
polydispersity is high enough that crystallisation in the bulk, or in the absence of gas, is extremely
unlikely.
In this chapter, I move to a templating method involving side-by-side templates of differing
lattice parameter and particle size, in a system in which the bulk particle size distribution is
composed of two overlapping pseudo-Gaussian distributions, to which the template properties
are matched. The aim is to see to what extent manipulation of the epitaxial substrate, as
opposed to the bulk dispersion, can be used as a route to controlling crystal properties, in the
presence of polydispersity, for two templates which are in the same local environment (viz. their
x coordinate, local particle size distribution, etc.).
9.2 Method – dual templates
The templating procedure used so far has been explained in Section 3.2.4, so here I will take that
as given and discuss only the modifications made to introduce dual templates. The central idea
is that the y − z plane at x = 0, where the single template has been positioned up to now, be
instead occupied by two templates side-by-side in the y direction, each with different particle size
and lattice parameter. Since the aim now is to test the effect of precisely-controlled templates on
growth in a less precisely controlled (i.e. polydisperse) dispersion, I assume a scenario in which
the templates are created perfectly monodisperse (and, as before, perfectly immobile). This is
contrast to the other chapters involving templates, in which the particles in the template were
taken from the bulk without being resized, and therefore took on the same size distribution.
9.2.1 System properties
Given the results in Chapter 6, it is to be expected that any selectivity induced by the dual
templates will be greater, and easier to detect, if the crystal is shielded by a gas layer which
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allows greater particle mobility on the fluid side of the interface. For that reason, I use the same
inter-particle potential as in the inside-binodal (or ‘gas-mediated’) systems in that chapter: a
mean square well range λ = 1.15, and well depth u = 1.82. The overall volume fraction is again
set to φp = 0.34, and the system comprises N = 5000 particles in total.
9.2.2 Bulk particle size distribution
The starting point is to create a bulk particle size distribution composed of two narrower, but
still polydisperse, distributions. As in Chapter 6, I use the pseudo-Gaussian Bates distribution.
The distributions, labelled A and B, have mean diameters 〈d〉A and 〈d〉B , smaller and larger
respectively than the overall mean, 〈d〉 ≡ 1. For simplicity, I set the standard deviation of both
distributions to be the same, σA = σB .
9.2.3 Lattice geometry
The two component distributions A and B of the bulk size distribution, described in the previous
section, are next used to define the corresponding A and B templates, which are to be placed
side-by-side. The monodisperse particle diameter in each template is set to the mean, 〈d〉A or
〈d〉B , on which its corresponding distribution is centred. The templates are arranged in the (100)
face of the FCC lattice, and the lattice parameter for each is set to give the correct crystalline
volume fraction according to the equilibrium phase diagram in Ref. [Liu et al., 2005], if the
crystal on each template is populated only with particles from its own corresponding component
distribution.
An important consideration is that the lattice parameters must be such that an integer
number of lattice points from each fit into the z dimension of the simulation box, because the
simulation is periodic in the y and z directions. This is enforced by choosing an exact integer
ratio of lattice parameters and ‘working backwards’ from that ratio to set the other properties
of the component distributions A and B. The lattice spacing along the boundary lines between
the two templates is set to be the average of the spacing of each template individually which,
along with the individual spacings, specifies the y dimension of the simulation box.
The A template, composed of smaller particles, is moved forwards slightly so that the right-
most (highest-x) surfaces of the particles in each template have the same x coordinate. Finally,
the relative proportion of the A and B component distributions in the bulk is set so that, if all
the bulk particles crystallised, the crystals would have equal volumes.
Crystal lattice mismatch along the template boundary
At the value of y where the dual templates meet, the geometry of the templates imposes a
mismatch on the resultant crystals. It is clear that, since each template fits a different number
of lattice points into the z dimension, any resultant crystals which mirror the geometry of the
templates must have a lattice mismatch along the template boundary. This would presumably
result in a free energy penalty, and would tend to distort crystals near the boundary between
them, negatively impacting growth. However, wider templates may cause particles to have to
diffuse further in order to be selected for the ‘right’ template, negatively impacting selectivity.
Because of the possible complexity of effects along these lines, a range of values of the number
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of y lattice points will be used for the quantitative observations in Section 9.4, to check for any
measurable dependence. Until explicitly mentioned, though, the results pertain to templates
which are each 5 lattice points wide in their y dimension, as shown in FIG. 9.1.
9.2.4 Summary, parameters used
The aim of the setup procedure outlined above is to create a bulk particle size distribution
which can be decomposed into two closely spaced but individually slightly narrower distributions,
and to introduce templates which are precisely matched to the properties of those component
distributions. The proportion of each component distribution is set so that there is no strong
overall preference in terms of simple probabilities as to which dominates the crystals formed –
each template should be free to choose, to whatever extent is preferable, particles from ‘its own’
component distribution, without either of them running out, as it were. Note that this simplified
description should not be taken to imply that the two distributions are actually separate in any
sense – as seen below, they may overlap significantly, so that the system cannot know a priori
which distribution a particle is from.
For the results in this chapter, I have used two combinations of the A and B distributions (and
therefore the associated template properties). In all cases, the individual standard deviations are
set to σA = σB = 0.04. That is, the component distributions have equal width. Note that they
may not be said to have the same polydispersity, since polydispersity refers to their standard
deviation in units of their own mean values.
Setup 1
In the first setup, the overall particle size distribution has polydispersity σ ≈ 0.062 (and, as
always, mean diameter 〈d〉 ≡ 1). The component mean diameters are set to 〈d〉A ≈ 0.959,
〈d〉B ≈ 1.055. The particles that form the templates are therefore made monodisperse at exactly
these diameters. These values are the result of a choice of a ratio of lattice parameters 10 : 11 –
i.e. the A template has 11 lattice points in the z dimension, and the B template has 10.
The resulting template pattern is shown in FIG. 9.1. As can be seen in FIG. 9.2, the overall
particle size distribution is weakly bimodal.
Setup 2
The second setup uses a wider spacing of the component distributions, corresponding to a lattice
parameter ratio 10 : 12, giving an overall polydispersity σ ≈ 0.098. The component mean
diameters are now 〈d〉A ≈ 0.932, 〈d〉B ≈ 1.118.
Again, the resultant template pattern is shown in FIG. 9.1. In contrast to Setup 1, the
particle size distribution in this case is strongly bimodal, with almost no overlap between the
component A and B distributions (FIG. 9.2). One could choose to think of this distribution
(and, in fact, that of Setup 1 also) as representing a binary mixture of particles where the
polydispersity of each of the binary components has been taken into account.
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Figure 9.1: Simulation snapshots from Setup 1 (left) and Setup 2 (right) showing the dual
templates, in the y − z plane. The horizontal axis is y, the vertical z. Hotter colours indicate
larger particles, as described in the text. The ratio of lattice parameters is 10 : 11 in Setup 1
and 10 : 12 in Setup 2, as can be seen by counting the number of particles in the z axis of the
snapshots.
Figure 9.2: Idealised Gaussian forms of the overall particle size distributions (solid lines), com-
posed of the A (dashed) and B (dotted) component distributions. Note that, in simulation, to
avoid zero-sized particles and for efficiency, the size distributions are realised as pseudo-Gaussian
Bates distributions. The left pane shows Setup 1, the right pane Setup 2.
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9.3 Qualitative crystal observations
I now qualitatively study crystal growth in the Setup 1 system, using two representative trajec-
tories. For clarity, I will refer to these two independent trajectories as Setup 1a and Setup 1b.
Figure 9.3: Concentration profiles through time, as e.g. FIG. 6.9, for Setup 1a (left) and Setup 1b
(right). As with the single template simulations of Chapter 6, a gas layer is present in front
of the crystal, and gas-liquid separation happens in the bulk. Note however that, especially in
Setup 1a, the crystal interface seems extremely spread-out and unclear. This is associated with
poor ordering and incomplete layers in this particular crystal.
9.3.1 Concentration profiles
As in Chapter 6, the best way to illustrate the phase behaviour of the system over the whole
simulation time is by plotting concentration profiles, such as FIG. 6.7. FIG. 9.3 shows such plots
for trajectories Setup 1a and Setup 1b. It can be seen that only a few layers have grown and, as
we will see in the next section, those that have are quite likely to be disordered and incomplete.
The gas layer observed in Chapter 6 (see FIG. 6.9) appears to be present on a cursory viewing
of FIG. 9.3. However, closer inspection reveals that the crystal-gas interface region is now much
more spread-out and ill-defined, if it can really be said to be present at all. This is illustrated in
FIG. 9.4, in which instantaneous concentration profiles for the Setup 1b trajectory are shown at
two times during the simulation. At the earlier time, there is quite a sharp concentration drop in
front of the crystal, indicating the presence of a gas layer. However, at the later time, there seems
to be a liquid region in front of the crystal, although the free energy considerations in Chapter 6
should prohibit this local coexistence (the coating of the crystal with a liquid region can be seen
for this trajectory also in the snapshot FIG. 9.12). Given the similar polydispersity between
Setup 1 and the simulations in Chapter 6 (σ = 0.062 versus σ = 0.060), and the identical square
well parameters, it seems that this must be related to either i) the slightly different particle size
distribution shape or ii) the dual crystal templates.
Perhaps the most likely cause is the use of dual templates in the present case, with the
126
9.3. Qualitative crystal observations
0 10 20 30 40 50 60
x
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
lo
ca
l v
ol
um
e 
fra
ct
io
n
Figure 9.4: Instantaneous concentration profiles from trajectory Setup 1b, at t = 8000 (red) and
t = 18000 (black). At the earlier time, the crystal is coated by a gas region, but at the later time,
there appears to be a liquid region coating it. This did not take place for the single-template
simulations in Chapter 6, and the present simulations have the same parameters as there, except
for the presence of side-by-side mismatching crystal templates. A possible explanation therefore
is that the dual templates distort the crystal so much that its free energy minimum is effectively
‘raised’, allowing a common tangent to be drawn with the metastable liquid minimum. Further
discussion is in the text.
resultant mismatch along the lattice boundary which I have already discussed. Although the dual
templates may induce size-selectivity of particles, it seems unlikely that side-by-side coexistence
of two crystals with mismatched lattices is favourable on free energy grounds. The resultant
‘dual crystal’, with the mismatch along the lattice boundaries, would not be able to reach the
true bulk minimum of the crystal branch of the free energy. This could effectively raise the free
energy of the crystal minimum so that, comparing FIG. 6.2, a common tangent could then be
drawn and local crystal-liquid coexistence became possible. Put another way, the two side-by-
side crystals may be so distorted by one another’s presence such that the pressure and chemical
potential are altered from their values in a bulk crystal, and can equal that of the metastable
liquid. Either the gas or the liquid could then coat the crystal. In agreement with the idea
that the lattice boundary mismatch is related to the possibility of liquid coating the crystal,
simulations with templates 15 particles wide in y (rather than 5), so that more of the crystal
interfacial area is further away from the boundary, did not show any such liquid-coating.
9.3.2 Direct visualisation of crystal layers
To see some possible growth and defect patterns in detail, I use the visualisation software OVITO
[Stukowski, 2010] to observe the structure of the first two layers of crystal growth, in Setups 1a
and 1b discussed above. The following observations are made at t = 4368, at which time around
3 layers of growth have been deposited onto the templates. When interpreting these images,
we should be careful to remember that they are instantaneous snapshots: in reality, the whole
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crystal is fluctuating to some degree, particularly when a large number of defects are present, as
here.
First deposited layers
First, I compare images of the first layers deposited onto the templates. FIG. 9.5 shows snapshots
from Setup 1a and Setup 1b, looking onto the first deposited layer from the high-x side – the
template particles are therefore in the background. Two main features are apparent. Firstly, it
is clear by inspection of the deposited particles’ colours that those deposited onto the smaller
particle template (left hand side in FIG. 9.5) are on average smaller than those on the large
particle template. This indicates that the templates are being selective to some extent as to
which particles they incorporate: one would of course expect an effect of this kind to be especially
strong for the first deposited layer, in which the particles incorporated sit alongside completely
immobilised template particles.
Secondly, there is an interesting difference between the two trajectories in terms of how many
particles occupy each column of the first deposited layer. The columns lying on the boundaries
between the templates (whose numbers are shaded green in the figure) in both cases contain 10
particles, rather than 11. This can be taken to indicate that it is easier for the crystal to impose
an effective vacancy on the small particle template (which would ‘prefer’ 11 particles) than to
impose an interstitial defect onto the large particle template by incorporating 11 particles into
the column. Next, in Setup 1b, the columns either side of this boundary column have the
correct number of particles for their respective templates. However, in Setup 1a, the column
fourth from the left contains 10 particles, whereas the template it sits on contains 11. Note that
this is a purely random feature of the trajectory. Perhaps, at the time when this layer was being
deposited, no particle small enough to fit into this gap was available nearby – observe that the
gap is surrounded in this plane by relatively large particles. We will see below that this missing
particle is associated with (but may not necessarily be the cause of) poor subsequent growth of
the crystal in Setup 1a.
Second deposited layers
We now move on to the second deposited layers in these two sample trajectories. In order to
aid visualisation, I show the second layer against the background of the template particles, with
the first deposited layer excluded: this is illustrated from a side-on view in FIG. 9.6. Snapshots
of the second layers are shown in FIG. 9.7. The overall impression is that the layer in Setup 1b
exhibits significantly better crystalline order than that of Setup 1a. The registration between
the second deposited layer and the template is much clearer in the former case, whereas in the
latter there are significant distortions and a rather large number of defects.
It is tempting to speculate that the vacancy in the fourth column of Setup 1a’s first layer
(discussed in the previous section) is somehow responsible for the disorder in its second layer.
The region around the vacancy is, in the second layer, occupied by a cluster of rather large
particles, which are circled in FIG. 9.7. These large particles are more able to occupy this area
than they would be if the vacancy did not exist and, being large, distort the crystal in front
of the small-particle template. However, in truth, there is not enough information to make so
bold a claim about the growth history of the crystal – perhaps both the vacancy and the poor
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Figure 9.5: Snapshots from two independent trajectories using Setup 1, looking onto the first
deposited crystal layer from the high-x side, so that the templates appear in the background.
Colours indicate particle size, from d ≤ 0.9 (blue) to d ≥ 1.1 (red). Above each column, the
number of particles in the z dimension of the first deposited layer is indicated. Green shaded
numbers indicate that the column is on a boundary between the templates, and red shaded
numbers indicate the columns either side of a boundary.
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Figure 9.6: Side-on view of which particles are included when visualising the second deposited
layer with the template in the background. In this image, y is the vertical axis and x the hori-
zontal one. The particles in the first deposited layer are excluded, while those in the templates
are shown in order to make the positions of those in the second deposited layer more clear.
ordering of the second layer are both just symptoms of e.g. a particularly unfavourable local size
distribution at the time the crystal layers were forming.
Finally, I note that the apparently poor ordering in the crystal of Setup 1a relative to 1b
is corroborated by the instantaneous crystallinity measures of the system at the time when
these snapshots were taken. Setup 1a shows 3.5% crystallinity (as measured by the bond order
algorithm, described in Section 3.2.5), while Setup 1b, with its better ordering, shows 5.6%
crystallinity (the systems are of the same size, N = 5000).
9.3.3 Setup 2
As may have been expected, the much wider, bimodal distribution used in Setup 2 results in very
little crystal growth on the simulated timescale, with only one complete layer typically growing.
The presence of roughly equal amounts of both component distributions seems sufficient to
‘poison’ the system against crystal growth – in contrast to Setup 1, the two distributions are
far enough apart that the presence of a particle from one in the crystal forming on the template
corresponding to the other results in considerable distortion. As seen in FIG. 9.8, which shows
the first and only layer of crystal deposition from a sample trajectory, this is particularly apparent
in the small-particle template (on the left of the figure). Any particle in the first deposited layer
on the small-particle template which is large enough to be coloured slightly yellow is associated
with vacancies of the smaller, ‘correctly’ sized particles on nearby lattice points. As would
also be expected, this results in a far clearer selectivity of the templates in terms of particle
size, in contrast to Setup 1, where particles of the wrong size for the template could still be
accommodated without inducing a defect in the first deposited layer.
This result shows that, although template control can induce strong selectivity in a polydis-
perse bimodal mixture like that in Setup 2, the resultant crystal growth is likely to be extremely
slow for parameters of the type used here.
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Figure 9.7: Snapshots from two independent trajectories using Setup 1, looking onto the second
deposited crystal layer from the high-x side. The templates appear in the background, but the
first deposited layer is excluded, as shown in FIG. 9.6. Colours indicate particle size, as in
FIG. 9.5. The numbers shaded in red indicate the number of particles in the columns either side
of a template boundary. The black ellipse in the top panel marks the area around the vacancy
in the first deposited layer, as discussed in the text.
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Figure 9.8: Snapshot of the first and only deposited layer in a sample trajectory from Setup 2,
looking onto the layer from the high-x side, so that the templates appear in the background.
Colours indicate particle size from d ≤ 0.82 (blue) to d ≥ 1.18 (red).
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Figure 9.9: Crystal growth curves for the dual template Setup 1 parameters, with different y
extents of the templates. In the black series, each template is 5 particles wide in y, red 10,
green 15. The crystallinity is normalised by multiplication by N and division by LyLz, in order
to enable comparison when the templates have different areas. The multiplication by N is not
strictly necessary as all simulations on this plot contain N = 5000 particles.
9.4 Quantitative observations
From direct observation, discussed in the previous section, essentially no crystal growth was seen
to take place in the simulations using Setup 2. For this reason, the quantitative analysis of the
crystal is restricted to the lower-σ Setup 1 simulations.
9.4.1 Crystal growth rate
I now examine the crystal growth rate in Setup 1, under 3 different choices of the number of
y lattice points: 5, 10 and 15. As discussed in Section 9.2.3, this is done in order to check for
any finite-size dependence in these terms due to the mismatch along the boundary between the
dual templates – if the width of each template is increased, then the ‘amount of crystal’ directly
affected by the mismatch is proportionally smaller. When comparing crystallinity through time
between simulations of different Ly, it is necessary to correct for differences between simulations
in the interfacial area LyLz – a crystal with greater interfacial area can add more particles to
its surface per unit time just by virtue of the increased area, which is not the effect that is of
interest here.
In FIG. 9.9, I therefore plot the crystallinity multiplied by a factor N/(LyLz) as a function
of time. It can be seen that, within error, there is no difference in crystallinity between the
different template sizes, on the simulated timescale. There could perhaps be a cancelling-out
between two effects behind this. On the one hand, when the templates are wider in y, more
of the crystal is further away from the mismatched boundary (enhancing growth), but particles
that are being fractionated onto one or the other template must diffuse further to reach their
‘correct’ template, slowing growth.
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Figure 9.10: Crystal polydispersity through time for the A template (smaller particles, shown
in black) and B template (larger particles, red) regions, where particles deposited onto each
template have been identified based on their y coordinate. There is a measurable reduction from
the parent σ = 0.062 through time, but the error bars are too large to distinguish between the
individual templates. The data shown are for templates each 5 particles wide in y – the data for
choices of 10 and 15 for this value are indistinguishable within error so are omitted for clarity.
9.4.2 Fractionation
I now investigate the composition of the crystals formed on each of the dual templates. The
measurement of crystalline statistics is essentially the same as in Chapters 6 and 8. However
now, as well as dividing the particles into those on either side of the crystal interface, they are
divided into two groups based on their y coordinate, to distinguish those deposited onto one of
the dual templates from those deposited onto the other. As earlier in this chapter, the templates
will be referred to as A (composed of smaller particles with smaller lattice spacing) and B (larger
particles).
Polydispersity
The behaviour of the crystal polydispersity σcryst is unremarkable, in light of the results in
Chapter 6. As shown in FIG. 9.10, the crystals show as before a slight reduction in polydispersity
as they grow. Within statistical error, the particles deposited on to both the A and B templates,
for all choices of the y lattice width, show the same behaviour.
Layer-by-layer mean diameter
I now perform a spatial analysis of the distribution of particle size within the crystals. The
results are shown in FIG. 9.11. Since the crystal ‘interfaces’ are now extremely spread-out due
to the poor ordering and the apparent possibility of liquid coating (discussed in Section 9.3.1), I
have indicated the maximum extent of crystal-flagged particles (as identified by the bond order
parameter). It is clear that there is marked fractionation between the dual templates in the first
few layers of crystal growth, which are more or less complete, but that, as the edge of the crystal
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Figure 9.11: Layer-by-layer mean diameter in the low-x end of the simulation cell, with templates
5 particles wide in y (crosses) and 15 particles wide (circles). Red shows the region deposited
onto the large particle B template, and black the small particle A template. The data points
indicate the start of the bin for each layer. The dashed line indicates the minimum furthest
extent (across each independent simulation) of crystalline ordering (as identified by the bond
order parameter) for the cross data series, the dotted line for the circles. The data are taken
from a late time in the simulation (t ≈ 14000 for the crosses, t ≈ 11000 for the circles). Data
are averaged over 6 independent simulations for the crosses, and 3 for the circles.
Figure 9.12: Snapshot of trajectory Setup 1b at the time t ≈ 14000 when the corresponding
layer-by-layer fractionation measurements in FIG. 9.11 were taken. The crystal now appears to
be coated with a liquid region (discussed in the text).
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is reached, the size preference becomes less strong so that the mean diameters in each region
become equal within error.
Since those outer layers are typically rather incomplete and disordered, it may be that the
crystal will be able to retain the strong fractionation of the first few layers in the outer layers
also, once they are complete. However, the simulations would need to run for much longer
to allow this to be confirmed. As it is, the data seem to indicate a gradual weakening of the
templates’ size preferences with increasing x, suggesting that the particle selectivity imposed by
the template properties may have some finite ‘persistence length’.
9.5 Conclusions
In this chapter I have investigated the effect of a somewhat unusual templating method on crystal
growth in a polydisperse system. Choosing a parent size distribution made of two closely spaced
component distributions, I customised a pair of dual templates to each of these component
distributions respectively. The aim was to examine the resultant growth, particularly in terms
of selectivity induced by the differing template properties.
As may have been expected, it appears that two narrow ‘stripe’-like templates, each a few
particle diameters wide, with mismatched lattice parameters, do not constitute a substrate onto
which high-quality crystals can be grown. Any crystals which do form must have a lattice
mismatch along the boundary between the templates, which leads to significant distortion and
poor ordering of the crystal region. If each template were made many times wider than the
particle diameter, the effect of this mismatch would be proportionally smaller, but this could
also result in reduced ability to fractionate the particles since, having arrived at one template, a
particle must then diffuse further away to reach the other template. In the regime of template
widths studied here, there was no measurable benefit to growth rate in making the templates
wider. However, the dual templates provided the opportunity for a direct look at some of the
defect structure possible when (in a polydisperse system) two crystals of significantly different
lattice parameter are brought side-by-side. For instance, it appears far more likely for the
boundary between the templates to accommodate an effective vacancy defect for the lower-
lattice parameter template, than to have an effective interstitial for the larger one.
The inter-particle potential was chosen so that, based on the results of Chapter 6, the crystal
should be unable to locally coexist with the liquid and therefore be coated by a gas layer. Perhaps
the most surprising result in this chapter, therefore, is that for some trajectories here the crystal
seemed to become coated by a liquid layer instead. I argued that the most likely cause of this is
the significant distortion of the crystal by the mismatched side-by-side templates, which could
render the bulk crystal free energy considerations in Chapter 6 inapplicable. The exact reason is
unclear, but I suggested that the crystal region (being extremely distorted by the presence of two
mismatching crystals) may be unable to reach its ‘true’ bulk free energy minimum, effectively
raising the crystal free energy minimum and allowing a common tangent to be drawn with the
liquid minimum. Some amount of support comes from the fact that simulations with templates
15 particles (rather than 5) wide in the y direction, so that more interfacial area lies further
from the distorting mismatched boundary, did not show liquid-coating of the crystal – in those
cases, the bulk crystal free energy (from which the lack of a crystal-liquid common tangent was
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derived in Chapter 6) may be more applicable since the free energy cost of the mismatch is
proportionally smaller. This would require much further work to verify, however.
Turning to the compositions of the crystals grown, I found that, as in Chapter 6 for similar
parent polydispersity as here, the crystals slightly reduce their polydispersity as they grow.
In terms of mean diameter, there was clear selectivity between the dual templates in the first
few layers of crystal growth: each template seemed to some extent to be able to ‘pick out’
smaller or larger particles, according to its own properties. However, the crystals remained
significantly polydisperse and, for Setup 1 (in which the component distributions of the parent
overlap significantly), many larger particles still ended up being incorporated into the small-
particle template, and vice versa. For the higher-polydispersity Setup 2, there was much clearer
selectivity: a particle from one part of the (now truly bimodal) distribution was extremely
unlikely to end up on the ‘wrong’ template. However, crystal growth was so slow here that only
1 or 2 layers formed on the simulated timescale. In both cases, the data were not sufficient to
say for sure how far into the grown crystal the size preference of the template asserted itself –
particularly as the outer crystal layers were typically incomplete – but seemed to be consistent
with a decreasing strength of preference further away from the templates.
Overall, the results show that fine-tuning of an epitaxial substrate’s properties can induce
some selectivity of particles from a size-polydisperse bulk. However, the still-significant poly-
dispersity of the crystals grown, along with visual inspection, show that they still remain quite
impure in terms of their composition. When the parent size distribution was fully bimodal, so
that the corresponding templates had very different lattice parameters, much stronger selectivity
was observed, but crystal growth was too slow for any quantitative measurements. Longer sim-
ulations or, preferably, precisely controlled experiments on epitaxial selectivity in polydisperse
systems, may help to fill the gaps in this respect. I have also illustrated in detail some effects on
crystal structure of bringing two crystals of differing lattice parameter together, and have found
that free energy considerations implying gas-coating of the crystals in Chapter 6 may fail to
apply when, as here, extreme distortion in the form of mismatching dual templates is imposed
on the crystal region.
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Chapter 10
Results VII – Diffusion of
concentration and particle size
fields in a polydisperse hard
sphere fluid
In this chapter, I study diffusive relaxation in a polydisperse hard sphere fluid within a framework
devised by R. M. L. Evans, using the moment-based BMCSL free energy to find the relaxation
eigenmodes of coupled fields describing local concentration and local particle size. The motiva-
tion is broadly similar to that of Ref. [Warren, 1999] – using a moment-based method to reduce
the description of diffusion to a manageable number of variables (as opposed to having one for
each of the infinite number of particle species), analogous to the moment free energy method of
rendering polydisperse phase equilibrium calculations tractable [Sollich and Cates, 1998; Warren,
1998].
10.1 Introduction
Diffusion in colloidal fluids has been discussed in Section 2.3, and some simulation measurements
specific to polydispersity were shown in Chapter 4. From a theoretical point of view, polydisperse
diffusion is, like polydisperse phase equilibria, extremely complicated. In both cases, a naive
extrapolation from the case of a finite mixture to the polydisperse case results in disaster (if
the reader will permit some melodrama), since we are confronted with an infinite number of
variables even to describe the system, let alone perform calculations. In the context of phase
equilibria, I have discussed various means of overcoming this problem already – see Section 2.2.3.
The most successful non-perturbative approach is the moment free energy method of Sollich and
others [Sollich and Cates, 1998; Warren, 1998]. It takes advantage of the BMCSL free energy
(a polydisperse generalisation of the Carnhan-Starling free energy), the excess part of which
depends on only the first four moments of a polydisperse size distribution. By this means, the
central stumbling block – an infinite number of conserved species variables – is overcome.
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In this chapter, I introduce (from a starting point due to R. M. L. Evans) a theory of diffusive
relaxation in a polydisperse fluid via an analogous approach: a description of diffusion in terms
of moment densities rather than individual species densities. Using the BMCSL free energy
and a perturbative framework, with hydrodynamics neglected, I find expressions for the coupled
relaxation of fields describing local concentration and local (average) particle size. Determining
the eigenmodes of relaxation, I find a mode of pure concentration diffusion, and a mixed mode
which becomes purely ‘size diffusion’ at a particular value of the volume fraction φ. The work
constitutes a relatively brief but concise illustration of the overall shape and possible benefits
of such an approach to diffusion in polydisperse systems. Even irrespective of its role in phase
transition kinetics (which have been the focus of most of this thesis), diffusive transport in the
presence of polydispersity is an important problem, and one on which little theoretical work
has so far been performed. A special exception is the work of Warren [Warren, 1999], which is
similar in motivation to the present work but focuses on phase transitions, and is couched in
terms of the Flory-Huggins model of polydisperse polymers.
10.2 Derivation
I now give the detailed derivation to find expressions for the relaxation of the coupled fields.
10.2.1 Species flux
The derivation begins with an expression for the flux of a particle size species labelled i – note
that i does not now refer to a particular particle, but to a species. The species flux Ji is given
by:
Ji = −
∑
j
Mij∇µj (10.1)
in which Mij is a mobility matrix describing the flux of species i induced by gradients in local
chemical potential µj of species j. The chemical potentials may be split into ideal and excess
parts, like so:
µj = lnρj + µ
ex
j (10.2)
where ρj is a local species density and µ
ex
j depends implicitly on the local densities of all size
species. Densities are assumed to be made dimensionless, by multiplication by the volume of a
sphere of unit diameter.
Mobility matrix
For the mobility matrix Mij , a full treatment would require knowledge of how each species
responds to chemical potential gradients in all other species. The non-diagonal elements of such
a matrix would be due to hydrodynamic interactions (HI) between the particles. For simplicity,
I now make the approximation of ignoring HI. Such a step is often taken in simulations of soft
matter (including those in this thesis). HI cannot ever be eliminated in a real system, but may
be screened to a greater or lesser extent, as has already been discussed in Section 5.2. In the
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present context, such an approximation can be motivated from the point of view of exploring
the consequences for diffusion of the BMCSL free energy on its own, so that its contribution
can be isolated from that of HI. I therefore write that Mij = δijρiDi, i.e. is diagonal, where Di
is a diffusion constant, which could be chosen to depend on concentration. For now, though, I
choose instead to keep Di as the ideal Stokes-Einstein diffusion coefficient D0 for the particle
size species i.
Excess chemical potentials
The BMCSL free energy gives an expression for a polydisperse fluid which depends only on the
first four moment densities of the size distribution φ0, φ1, φ2, φ3. A moment density φn is defined
as φn =
∑
i
dni ρi. The excess part of the BMCSL free energy density is:
f ex =
(
φ32
φ23
− φ0
)
ln(1− φ3) + 3φ1φ2
1− φ3 +
φ32
φ3(1− φ3)2 . (10.3)
The gradients of excess chemical potentials may then be written, using the chain rule, as:
∇µexi =
∑
α
(
∂µexi
∂φα
)
∇φα (10.4)
Substituting the above into Equation 10.1, the flux of species i is given by:
−Ji = Di∇ρi + ρi
∑
α
(
Di
∂µexi
∂φα
)
∇φα . (10.5)
10.2.2 Moment density dynamics
Now, using that −∇ · Ji = ∂ρi∂t and the definition of the moment densities, the local rate of
change of a moment density is:
∂φn
∂t
=
∑
i
dni Di∇2ρi +
∑
i
dni∇ ·
(
ρi
∑
α
Di
∂µexi
∂φα
)
∇φα . (10.6)
I now isolate the particle size dependence of the diffusion coefficient, writing Di = sd
−1
i . The
chemical potential derivatives can be rewritten as:
∂µexi
∂φα
=
∑
β
dβi
∂2f ex
∂φβ∂φα
(10.7)
since µexi =
∑
β
∂fex
∂φβ
∂φβ
∂ρi
by the chain rule, and
∂φβ
∂ρi
= dβi by definition. The derivates of the free
energy may be more compactly written as a Hessian matrix Aαβ =
∂2fex
∂φβ∂φα
. We then arrive at:
∂φn
∂t
= s∇2φn−1 + s∇ ·
∑
αβ
φn−1+βAαβ
∇φα (10.8)
which relates the rate of change of one moment density to the spatial derivates of the others.
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10.2.3 First order expansion
I now introduce again the variable , which is a particle’s deviation from mean size in units of
the mean, and is familiar from e.g. Chapter 5. I define a spatially-varying field of ‘average local
size deviation’ (‘local’ in the same sense as the moment densities are local), 〈〉. Assuming 〈〉
to be small, to first order in this field, the moment densities can be related to one another via
φn = φ3 (1 + [n− 3]〈〉). Therefore, one can work in terms of the concentration field (described
by the third moment density φ3 which is equivalent to the volume fraction). For simplicity, I
write φ3 = φ. Further, I expand to first order in concentration, writing φ = φ̂+ δφ, where δφ is
the time- and space-varying portion and φ̂ is a constant background. For consistency and clarity,
I also rewrite the analogous perturbative size deviation fluctuations as 〈〉 = δ. The task is now
to use Equation 10.8 to produce coupled equations for the dynamics of the concentration (δφ)
and size (δ) fields.
10.2.4 Dynamics of concentration field
Setting n = 3 in Equation 10.8, and with the above first order expansion to express all other
moments in terms of δ and φ ≡ φ3, the dynamics of the concentration field are given by:
∂δφ
∂t
= s∇2(δφ− φ̂δ) + sφ̂
∑
αβ
Aαβ∇2(δφ+ φ̂[α− 3]δ) (10.9)
where terms of order (δ)2, (δφ)2, δφδ, δφ∇δφ, etc. have been dropped.
10.2.5 Dynamics of size field
To find the dynamics of the δ from Equation 10.8, I use that, to first order, δ ≡ 〈〉 = φ1φ0 − 1.
(This can be shown by writing both φ0 and φ1 in terms of φ3). Then:
∂δ
∂t
= −φ1
φ20
∂φ0
∂t
+
1
φ0
∂φ1
∂t
. (10.10)
Finding the ∂φn∂t from Equation 10.8, and throwing away terms higher than first order, the
dynamics of the size field is then given by:
∂δ
∂t
= s∇2δ . (10.11)
As expected, a region of positive local δ will relax towards δ = 0, however, to first order,
there is no dependence on concentration in this relaxation. Note that a dependence would be
introduced if s were chosen to depend on concentration.
The Hessian matrix Aαβ
At all stages in the present derivation, the Hessian matrix Aαβ appears in between two ∇
operators (see e.g. Equation 10.9). When the first order approximation is made, the rightmost
∇ picks out only terms of order δ, since these are the only terms allowed to vary spatially.
Therefore the δφ and δ dependence of Aαβ disappears, and we are left with only the constant
part.
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10.3 Eigenmode analysis
10.3.1 Fourier transforming
To find the eigenmodes of the system, I first transform into Fourier space. The perturbations
become functions of wavenumber q. Noting that all terms in Equations 10.9 and 10.11 are linear
in s and contain only ∇2 spatial derivatives, I now express the dynamics in terms of τ ≡ sq2t.
In Fourier space, the coupled equations become:
∂δφq
∂τ
= φ̂δq − δφq −
∑
αβ
Aαβφ̂(δφq + φ̂[α− 3]δq) (10.12)
∂δq
∂τ
= −δq (10.13)
The coupled equations can be written vectorially as:
∂
∂τ
(
δφq
δq
)
=
−1−∑αβ Aαβφ̂ φ̂−∑αβ Aαβφ̂2(α− 3)
0 −1
(δφq
δq
)
. (10.14)
The matrix in the above equation (denoted B) has normalised eigenvectors e1 and e2, given by:
e1 =
1√
1 + y21
(
1
y1
)
, e2 =
1√
1 + y22
(
1
y2
)
(10.15)
with:
y1 =
∑
αβ
Aαβφ̂
φ̂− φ̂2∑
αβ
Aαβ(α− 3)
, y2 = 0 (10.16)
and associated eigenvalues such that B · en = λnen, given by:
λ1 = −1 , λ2 = −1−
∑
αβ
Aαβφ̂ . (10.17)
The values of −λn give effective diffusion coefficients for the relaxation of each of the eigenmodes.
In the eigenvectors en, the top element describes how much of the associated eigenmode is δφ-like,
and the bottom how much is δ-like. Note that the eigenvectors and eigenvalues are functions of
just one variable, the background (i.e. constant) concentration φ̂ against which the fluctuations
δφ and δ are taking place.
It can be seen from the above that e1 corresponds to a ‘mixed mode’ of local concentration and
size which relaxes with a constant diffusion coefficient, while e2 represents a purely concentration-
like mode. This is expected, since Equation 10.13 tells us that a perturbation in δφ only does
not excite fluctuations in δ.
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Figure 10.1: The normalised elements of the mixed eigenvector e1 as functions of background
concentration φ̂. The solid line shows the top element (representing concentration) given by
1/
√
1 + y21 , while the dashed line shows the bottom element (representing local size) y1/
√
1 + y21 .
10.3.2 Dependence on background concentration
In FIG. 10.1, I plot the elements of the mixed eigenvector e1 as functions of φ̂. It can be seen
that the mode is mostly dominated by its size-like component and, at a critical concentration
φ̂ ≈ 0.33, the mode represents purely size diffusion. Beyond that, the elements have opposite
sign to each other, i.e. the mode now represents perturbations towards higher local concentration
accompanied by smaller local size (or vice versa). Note that I have shown the behaviour up to
φ̂ = 1 – as discussed for the Carnahan-Starling free energy in Chapter 7, the BMCSL free energy
has a divergence (i.e. what should correspond to random close packing) at φ3 = 1. Therefore,
φ̂ = 1 marks the point above which, within the BMCSL free energy, the fluid cannot be packed
any more densely.
It is worth noting in passing that, for the colloid-polymer mixtures in Chapter 7, a significant
improvement in the regime of short attraction range was obtained by replacing the Carnahan-
Starling hard sphere free energy with one that had a divergence at the correct value φRCP ≈ 0.64.
Therefore, in cases where the BMCSL form is used as a polydisperse hard sphere reference system
for e.g. the perturbative inclusion of an additional attractive potential, its divergence at φ3 = 1
may also cause problems in the same way that the Carnahan-Starling form did in Chapter 7.
FIG. 10.2 shows the behaviour of the non-constant diffusion coefficient −λ2. It increases with
background concentration, showing that e2 represents a mode of collective diffusion in which the
relaxation rate of local concentration perturbations increases with the background concentration.
10.3.3 Real space
Transforming back to real space, with the normalised eigenvectors in hand, it is now possible
to write any vectorial perturbation to the concentration and size fields as a linear sum of the
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Figure 10.2: Behaviour of the eigenvalue λ2, which is the negative diffusion coefficient of the
eigenmode corresponding to the pure concentration eigenvector e2, as a function of background
concentration φ̂.
eigenvectors, like so: (
δφ
δ
)
= ae1 + be2 (10.18)
where the coefficients a and b obey:
∂a
∂t
= −sλ1∇2a , ∂b
∂t
= −sλ2∇2b . (10.19)
With the above, the interdependent relaxation of local concentration and local particle size may
be solved by decomposition into two independent diffusion equations.
10.4 Conclusions
In this chapter, I have briefly introduced a method, within a first order framework and without
hydrodynamics, of modelling the interdependent diffusive relaxation of fields describing fluctu-
ations in local concentration and local particle size in a polydisperse hard sphere fluid. This
involved treating the diffusion of moment densities (through the truncatable BMCSL free en-
ergy, which depends on only four moments), rather than individual particle size species, in order
to get around the problem of the infinite number of density variables required to describe a
polydisperse system.
For simplicity, I made a number of assumptions. Probably most importantly, hydrodynamic
interactions (HI) were neglected, by assuming the mobility matrix Mij to be diagonal. Despite
this, the results are valuable in that they show the consequences for diffusion of the underlying
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chemical potential landscape of the system (assumed here to be given by the BMCSL free energy).
Further, HI may be screened to some extent, depending on the details of the real system under
study, so that results found in their absence constitute at least an interesting baseline case.
The calculations were restricted to first order in local concentration and size. This approxi-
mation was introduced in Section 10.2.3, in which all moment densities were related to the third
via the perturbative variable 〈〉, describing local average particle size. Note that, previous to
that, Equation 10.8 is ‘exact’ inasmuch as all the independent moment densities are treated fully
– a higher-order treatment could thus begin from this point.
I used the BMCSL free energy, which is the best accepted model for a polydisperse hard
sphere fluid but, like the Carnahan-Starling form on which it is based, has a divergence at an
unphysically high volume fraction φ3 = 1. The implications of this aspect of the Carnahan-
Starling form for phase coexistences were discussed in Chapter 7. However, in the present case
in which we are concerned with a homogeneous system and all the physics is somehow ‘contained
within’ the BMCSL free energy (i.e. there is no polymer free energy term or other free energy
branch involved), it can be expected that the results are qualitatively reasonable. Nevertheless,
an alternative free energy (as one becomes available – note that the WKV3 form in Chapter 7
was for a monodisperse system) could be substituted into the theory easily by incorporation into
the Hessian matrix Aαβ .
The first order expansion enabled the system to be instructively described in terms of only
two fields, describing local concentration and particle size. I calculated the dynamics of these
fields, and isolated their eigenmodes and associated eigenvalues. One eigenmode describes a col-
lective mode of pure concentration diffusion, with a diffusion coefficient increasing strongly with
background concentration φ̂. The other eigenmode is mixed, but is dominated by its particle size
component. Its diffusion coefficient was constant, at a value less than that of the pure concentra-
tion mode for all φ̂ > 0. This mode corresponds mostly to the self diffusion-like rearrangement
by which changes in mean local particle size must take place. It is as intuitively expected that,
for finite φ̂, the relaxation of concentration fluctuations is much quicker than that of those in
local particle size. At a certain value of φ̂ ≈ 0.33 (which would be subject to quantitative change
if the BMCSL free energy were replaced), the latter mode becomes completely size-like, so that
local particle size and local concentration relax independently. Beyond this, towards the ‘random
close packing’ point of the BMCSL free energy at φ̂ = 1, the concentration element becomes
larger in magnitude than the size one, and now has the opposite sign.
The findings are interesting in their own right, but more value lies in their demonstrating
(like the previous work in Ref. [Warren, 1999]) how a moment-based approach to polydisperse
diffusion can – as well as providing clearer insight into the behaviour of the system – provide
a manageable and systematic way of incorporating polydispersity into some wider dynamical
theory. For instance, the theory tested in Chapter 8 [Evans and Holmes, 2001] relied on forcing
the (infinite) diffusion matrix to be diagonal, so that each particle species responded only to
concentration gradients in its own species. Contrastingly, the present theory (although the
mobility matrix is assumed diagonal) incorporates the response of species i to concentration
gradients in species j through j’s effect on i’s chemical potential, as specified by the BMCSL free
energy. Couching the insights of [Evans and Holmes, 2001] in terms of moment diffusion would
enable progress to be made without as drastic a diffusion approximation as is used there – this
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would provide some interesting further work and a natural application of the theory which has
begun to be explored here. The results in Chapter 8 showed definitively that equilibrium crystal
fractionation may be very far from being achieved in a dynamical system, and that dynamically-
induced fractionation may therefore be more important for real applications (although this latter
point could not be confirmed or refuted in that chapter). A simple but well-grounded way of
treating polydisperse diffusion, as here, could have great utility as a part of future dynamical
theories of polydisperse phase transitions and aggregation processes.
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Chapter 11
Conclusions
11.1 Conclusions
This work has been concerned with understanding the kinetics of soft matter phase transitions
through the study of model colloidal systems, particularly where size-polydispersity is present.
It can therefore be thought of as an attempt to bring together two of the ‘usual suspects’
complicating soft matter physics – phase transitions kinetics and polydispersity – and help
towards a more practical understanding of their effects. This is important, given that our present
understanding of polydispersity is predominantly equilibrium-based and therefore often provides
somewhat indirect insight into the behaviour of real systems (which are often not at equilibrium
and, indeed, seem less likely to be so when even mild polydispersity is present [Liddle et al.,
2011]). The results presented here indicate that further work in this direction is both necessary
and feasible.
After providing a basic introduction to the thermodynamics and dynamics of colloidal systems
(Chapter 2), I took calibration results from the simulation code (introduced in Chapter 3) in
order to illustrate key concepts and check agreement with existing work (Chapter 4). The
primary purpose of these results was to lay the ground for later chapters, but they served a
secondary purpose: anecdotally, I am aware of relatively fewer Kinetic Monte Carlo studies of
colloidal phase behaviour and dynamics than studies involving Molecular Dynamics, Brownian
Dynamics, etc. Therefore, the realistic physics displayed in the calibration results, along with
the results of later chapters, serve to give the reader some insight into where this conceptually
and computationally simple approach might be usefully employed.
The key theme running through most later chapters was fractionation of particle size between
separating phases. Chapter 5 showed that fractionation may take place in the very early stages
of gas-liquid separation, in the same direction but with a smaller magnitude than at equilibrium.
That direction was found to depend qualitatively on a trivial-seeming detail of the inter-particle
interaction, which was explained using Evans’ perturbative theory of polydispersity. In accor-
dance with that theory, the dependence of mean diameter fractionation on parent variance and
of variance fractionation on parent skew remained approximately linear up to σ ≈ 0.4.
Chapter 6 concerned crystal growth in the presence of gas-liquid separation. Fractionation
was key again, being enhanced if the crystal was coated by a gas layer, and thereby reversing the
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effect of that gas layer on growth from the monodisperse case. The observed phase transition
kinetics agreed with equilibrium and dynamical theory, and should be rather general, since the
underlying free energy landscape responsible for the gas layer could occur in a variety of systems
with relatively short attraction range. Local size ordering, in addition to overall fractionation,
in bulk polydisperse phases, was observed for the first time and, importantly, was present even
where polydispersity was so low that no overall fractionation was observed (Chapter 8). The
local ordering was qualitatively explained here, but it would be fascinating to study this in a
more quantitative way for a variety of polydispersities and crystal densities, perhaps with input
from e.g. density functional theory, in order to determine and control the effects of polydispersity
on crystal structuring.
In Chapter 7, I explored gas-liquid fractionation in an experimental colloid-polymer system,
at times much later than those in Chapter 5. The fractionation here would be expected to
be equilibrium-like in its magnitude, since the phases have had time to ripen in terms of their
compositions. Within Evans’ perturbative theory, applied to the Mean-Field Asakura-Oosawa
(MFAO) free energy, qualitative fractionation agreement with some emerging experimental data
was found. This relied on a modification to the MFAO theory, replacing the Carnahan-Starling
(C-S) hard sphere free energy (which has a divergence at φ = 1, not the expected φRCP ≈ 0.64)
and giving rise to the newly-christened ‘MFAO+WKV3’ free energy. The fact that the MFAO
free energy can be so markedly improved for small polymer size – just by replacing the C-
S expression – is relevant to the moment free energy approach to polydispersity as well, and
indeed to any theory of phase behaviour which takes a colloid-polymer free energy as input.
I studied, in Chapter 8, a prediction of fractionation induced not by a thermodynamic driv-
ing force, but by diffusive particle transport towards a hard sphere crystal. A fully diffusion-
limited growth regime, required to properly test the prediction, was not reached on the simulated
timescale. However, I did find that the equilibrium fractionation, against which the diffusive ef-
fect should take place, was never achieved either. The results suggest, within extremely small
error bars, that a hard sphere system of polydispersity σ = 0.03 may grow a crystal with essen-
tially no thermodynamically-driven fractionation at all.
Chapter 9 involved a speculative templating strategy, simulating the effects of an epitaxial
substrate composed of two slightly different and precisely controlled templates, in order to see
e.g. how much the templates induce fractionation. Some selectivity was induced, but it was
unclear from the data how far this might persist into the crystals formed. The bulk free energy
considerations from Chapter 6, which predict a gas coating of the crystal, seemed not to apply
due to significant distortion of the crystal region by the dual templates.
Finally, in Chapter 10, I theoretically studied diffusion in a polydisperse hard sphere fluid.
Use of the moment-based BMCSL free energy and a perturbative expansion allowed significant
physical insight to be retained while using only two variables to describe the system: local concen-
tration and local particle size. The main value of this work was in showing how polydispersity
might be incorporated into diffusion, systematically and using a small number of physically
meaningful variables. This could be useful for future theories of polydisperse phase transitions
in which dynamics are included.
In summary, I have made a number of novel observations which complement and extend our
present, mostly equilibrium, understanding of polydispersity. Importantly, polydispersities which
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might normally be considered ‘near-monodisperse’ were found to be associated with qualitative
effects, e.g. a reversal of the role of metastability in crystal growth, or a reversal of fractionation
direction depending on the choice between inter-particle potentials which are only distinct by
virtue of the presence of polydispersity. Taken along with the existing literature, it becomes
increasingly apparent that ignoring polydispersity can mean failure to understand or predict its
dramatic and often qualitative consequences for a system’s behaviour, even if the polydispersity
is so small that it is difficult to measure or characterise experimentally. The overall message
of the present work is the extent to which a dynamical approach – dynamical simulations and
theory combined with a nuanced attitude to the equilibrium phase diagram (viz. whether/how
it will be reached) – yields insights into polydispersity’s role in the phase transition kinetics of
real systems.
11.2 Limitations and future work
I have stated already the importance of future work along the general lines of this thesis, i.e.
considering polydispersity’s effects on phase transitions from both dynamical and equilibrium
standpoints. Here I will briefly suggest some specific possibilities for future work, some prompted
by limitations of the approaches I have used.
The neglect of hydrodynamics here is not uncommon in comparable dynamical simulations,
but is important (unlike in equilibrium simulations where hydrodynamics are strictly irrelevant).
It would therefore be valuable, and in line with the aim of more closely representing real systems,
to perform simulations incorporating hydrodynamics while keeping them large and long-running
enough to measure e.g. fractionation effects to the desired precision. This is not a trivial task, but
should become ever more feasible with time. Nonetheless, simulations without hydrodynamics
will remain important. For one thing, they enable structural and hydrodynamical effects to be
disentangled from one another. Also, their much lighter computational load enables parameter
space to be explored more easily, highlighting phenomena (such as those found in this thesis)
which would be interesting to study with hydrodynamics included.
The free energies used e.g. in Chapters 5, 7 and 8 to predict fractionation, and in Chapter 6
to predict phase transition kinetics, are not exact. This means that some quantitative features of
the results, e.g. exactly how far off equilibrium the fractionation in Chapter 5 is, could be subject
to change if more precise expressions are used in the future. I note, however, that the qualitative
predictions of the free energies used were generally well supported by simulation results, and
that more complex expressions may bring their own problems, e.g. in differentiating them in
order to predict fractionation. Further, the expressions used represent uncontroversial choices,
being widely studied and characterised in terms of both their usefulness and shortcomings. In
particular, the Carnahan-Starling free energy was adequate for the purposes of Chapters 5 and
6, but its quantitatively poor behaviour in Chapter 7 should prompt caution in any future, more
quantitative, studies of the physics displayed in those chapters.
The ‘boiled-egg’ crystal growth in Chapter 6 could be the subject of much future work,
since the free energy landscape precluding crystal-liquid coexistence could be present in many
other systems with short range attractions (e.g. preliminary calculations for the colloid-polymer
mixture in Chapter 7 appear to show such a landscape). It could perhaps be directly observed in
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experiment using confocal video microscopy. The truly monodisperse case in which metastable
G-L separation was found to slow down growth (although it enhances nucleation) could be
tested in experiments on protein crystallisation. Experiments in which a single crystal is studied
(e.g. by the introduction of a template, as in my simulations), would be particularly valuable,
since they would allow growth to be studied independently of nucleation. A key complicating
feature of experiments, without perfect colloid-solvent density matching, is that there would
be a buoyancy force acting to pull the gas layer away from the crystal. Numerical modelling
incorporating gravity would therefore be extremely helpful in determining how the effects of the
gas layer are further influenced by this factor.
Chapter 7 highlights the need for more experimental work in which polydisperse systems and
phases are characterised precisely, along the lines of Ref. [Liddle et al., 2011] and forthcoming
work on the same system. This would enable more detailed testing of theory, and in particular
would highlight instances where nonequilibrium effects are present. The finding that the MFAO
model of colloid-polymer mixtures can be improved significantly at small size ratios just by
replacing the Carnahan-Starling free energy should prompt a reevaluation of instances where the
MFAO model has been found lacking, in order to determine to what extent observed inaccuracies
are due to the use of the Carnahan-Starling form.
Concerning Chapter 8, larger simulations could be performed to try and reach the fully
diffusion-limited regime, which is important in experiment but, in simulation, seems as though it
could take a very long time to access. The fact that equilibrium fractionation was not achieved
at any stage means it would be worthwhile to visit the theoretical prediction again without
requiring local equilibration. Also, that theory may be a good first application for the moment-
based approach to polydisperse diffusion described in Chapter 10. Both these considerations
apply not just to the prediction in Ref. [Evans and Holmes, 2001], but to any future theory that
seeks to incorporate polydisperse dynamics into an aggregation process.
The above is certainly not exhaustive, but serves to give some idea of the variety of future
work which, on the basis of the findings in this thesis, should prove interesting and valuable.
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Code samples
In this appendix I present code samples to illustrate the core functionality and concepts of the
main simulation code. I also present some examples of analysis code, to illustrate the general
approach to reading and manipulating trajectory information.
The entire code repository is available at:
http://bitbucket.org/johnjosephwilliamson/phd-code-clone-bitbucket
The repository contains a README file which describes the folders in the top-level directory,
as well as a short MANUAL file detailing compilation of the code and the running of a simple
simulation.
In the samples presented here, I have tried to contextualise each extract and include enough
comments to make the meaning of variables and outside functions reasonably clear. Any directory
paths given in this chapter are relative to the top-level directory of the repository. Where integers
are used for flagging truth values, I have used the convention 1 = true and 0 = false.
A.1 Core simulation code
The core simulation code consists of a main file which is ‘wrapped’ by either a console-based or
graphical wrapper which includes it and calls its functions. The file is called:
newsimulation.cpp
It exists in a number of versions for e.g. scalable or non-scalable dependence of the square well
range upon particle size (see Chapter 5). In this section, I present extracts from the scalable
square well code, contained in:
SQWell_Simulation/ScalableCompilation/newsimulation.cpp
A.1.1 ‘Particle’ data structure
Each particle is represented by an instance of the ‘particle’ data structure, which groups together
the various properties a particle has.
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1 // Structure to represent a ’particle ’ and its various properties.
typedef struct {
3 vector position;
double radius;
5 double seedradius; // A dimensionless seed radius used to ’grow’ particles up to the
required radius.
double r0sq; // Used in the crystal checking algorithm.
7 double delta; // The individual Stokes -Einstein stepsize parameter which is size -dependent.
int xcell; // Indices of the subcell (or ’zone ’) the particle is in , for linked -cell list
method.
9 int ycell;
int zcell;
11 int xcross , ycross , zcross; // Count periodic boundary crosses for use in postprocessing (
MSD etc).
int cellindex; // Where is the particle in its subcell ’s occupants list.
13 int mobile; // For immobilising the particle if required.
int crystal; // Flagging as crystalline.
15 int initlattice; // Is a member of the initial template lattice?
int overlap; // Does the particle have any overlaps?
17 double overlapvol;
19 } particle;
A.1.2 Particle interaction algorithm
This part of the code operates when a stochastic trial particle move has been proposed. It either
rejects the move, if a collision of hard particle cores occurs, or returns a difference in the number
of square wells occupied, so that the calling function can accept the move probabilistically based
on the well depth. The essence of the Kinetic Monte Carlo algorithm is that both the particle
to move and the magnitude/direction of the move are chosen using a random number generator,
with the proviso that the moves are small enough to represent the Brownian ‘kicks’ of particles
by the solvent. The dependence of acceptance probability on the change in the number of wells
occupied models the effect of the attractive square wells. See Chapter 3 for further details.
1 // Sepcheck. Takes a particle and its label i as input , and operates on the ’collision ’
// variable to tell the calling function whether the particle can move ,
3 // how many square wells are escaped/entered , etc.
inline int sepcheck_2(const particle &subject , int i, int &collision) {
5 int xcell , ycell , zcell;
int howmany , a, b, c, h, j;
7 double sepsq_current ,sepsq_new , sepsq_well , sumradius;
9 // If NOINTERACT is switched on , ignore collisions completely:
if (NOINTERACT) {
11 return 0;
}
13
// Zero counter for the number of square well the particle is involved in.
15 int delwells = 0;
subcell interest_cell;
17
// Search through adjacent zones (subcells of the sim box) which could contain interacting
particles.
19 for (a = -2; a < 3; a++) {
xcell = periodiccellx(subject.xcell + a);
21 for (b = -2; b < 3; b++) {
ycell = periodiccelly(subject.ycell + b);
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23 for (c = -2; c < 3; c++) {
zcell = periodiccellz(subject.zcell + c);
25
interest_cell = cell[zcell + ZNUM * (ycell + YNUM * xcell)];
27 howmany = interest_cell.occupants;
// Go through the subcell ’s list of occupants checking for interacters.
29 for (h = 1; h <= howmany; h++) {
j = interest_cell.particle[h];
31 // Don’t compare a particle with itself!
if (i == j)
33 continue;
sepsq_new = sepsquared(subject.position , point[j]. position);
35 // Check for collision:
sumradius = subject.radius + point[j]. radius;
37 if (( sepsq_new < sumradius * sumradius)) {
collision = 1;
39 return 0; // This position would cause a collision , so return.
}
41 // If no collision , check whether point[i] is
// curently within j’s well , in order to
43 // be able to give a value of delwells.
sepsq_current = sepsquared(point[i].position , point[j]. position);
45 sepsq_well = sumradius * sumradius * RANGE_PLUS_ONE_SQUARED;
// 25 July 2011: This version now uses scalable version of definition:
47 // 2 Oct 2011: speed up by using precalculated range+1 squared and unbracketing.
if (sepsq_new < sepsq_well) {
49 if (sepsq_current > sepsq_well) {
++ delwells;
51 }
continue;
53 }
if (sepsq_new > sepsq_well) {
55 if (sepsq_current < sepsq_well) {
--delwells;
57 }
}
59 }
}
61 }
}
63 // This sets x=0 as a hard wall so that in highly polydisperse cases , particles intruding
// through the template encounter a hard flat wall.
65 // If FLATRIGHTWALL = 1, we want to treat the RHS of the ’bumpy wall’ of
// immobilised particles as flat. So , set x=0 as a hard wall.
67 if (( subject.position.x < subject.radius)) {
if (FLATRIGHTWALL - EQUILSTAGE == 1) {
69 collision = 1;
return 0; // This position would cause a collision , so return
71 }
73 }
// If we’ve got this far without returning , this subject particle has
75 // no collisions. Return change in well number.
return delwells;
77 }
Having determined the change in the number of square wells occupied, the acceptance prob-
ability for the move is determined and implemented as shown in the following extract from the
function:
particlemove(...)
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A considerable advantage of the step-like nature of the square well potential is that the energy
contribution from each well is a known constant, which makes the code significantly faster than
if energy differences have to be calculated each time based on the exact separation of particles.
1 // Normal case , no hardcore overlaps exist.
// March 2012 -- *** This now uses sepcheck2 () function instead.
3 if (type == 1 && point[i]. overlap == 0) {
canmove = 0;
5 collision = 0;
// Check the new position for collisions and change in number of wells.
7 // NB delwells is being sign -changed here because the code below to do with
probability
// is sign -inverted.
9 // Historical quirk.
delwells = (-1)*sepcheck_2(newpoint , i, collision);
11
// If there is a collision , don’t update point[i].
13
if (collision)
15 return 0;
17
// Accept with some probability , depending on change in wells occupied.
19 double pfac = 1;
if (delwells < 0) {
21 // don’t want to have to divide in this loop. store divisor in tmp_pfac instead.
double tmp_pfac = 1;
23 for (k = 0; k > delwells; k--) {
// BOLTZ is the appropriate exponential , pre -calculated to save time.
25 tmp_pfac *= BOLTZ;
}
27 pfac /= tmp_pfac;
}
29 if (delwells > 0) {
for (k = 0; k < delwells; k++) {
31 pfac *= BOLTZ;
}
33 }
canmove = (uni() < (1.0 / (1.0 + pfac)));
35 }
A.1.3 Crystal template creation
Where a crystal template is required, particles are taken from the left (low-x) end of the simula-
tion cell and placed at x = 0 in the appropriate face of the FCC lattice. Further details appear in
Chapter 3. Shown below is the function in the core simulation code which handles this process:
makelattice(...)
1 // Function to create a lattice at the left -side of the simulation cell.
// Argument determines whether the latticed particles are immobilised or not.
3 // To make the initial conditions around the lattice as realistic as possible ,
// the lattice is placed at an x-coordinate equal to the mean x-coord
5 // of all the particles that were removed from the bulk to create the lattice.
// Equivalently , move all non -lattice particles left (decreasing x) by that distance.
7 int makelattice(int immobile) {
int i, j, k, l, m;
9 double xlatsep , minx , meanx; // Lattice point separation in x direction.
156
A.1. Core simulation code
int latticen;
11 double meanlatticex;
int count , onlattice;
13 vector newpoint;
// Lattice point typedef.
15 typedef struct {
int inhabited;
17 vector position;
} latticepoint;
19
// Array of lattice points:
21 latticepoint lattice[MAXLATTICE ][ MAXLATTICE ][ MAXLATTICE ];
latticen = XLATTICE*YLATTICE*ZLATTICE;
23 if (latticen == 0) {
return 0;
25 }
// First initialise the lattice points:
27 xlatsep = sqrt(LATSEP*LATSEP *0.5);
for (i = 0; i < XLATTICE; i++) {
29 for (j = 0; j < YLATTICE; j++) {
for (k = 0; k < ZLATTICE; k++) {
31 lattice[i][j][k]. inhabited = 0;
lattice[i][j][k]. position.x = i * xlatsep;
33 if (i == 0 || i%2 == 0) {
lattice[i][j][k]. position.y = j * LATSEP;
35 lattice[i][j][k]. position.z = k * LATSEP;
} else {
37 lattice[i][j][k]. position.y = (j + 0.5) * LATSEP;
lattice[i][j][k]. position.z = (k + 0.5) * LATSEP;
39 }
// Periodic boundaries:
41 lattice[i][j][k]. position.x = periodicx1(lattice[i][j][k]. position.x);
lattice[i][j][k]. position.y = periodicy1(lattice[i][j][k]. position.y);
43 lattice[i][j][k]. position.z = periodicz1(lattice[i][j][k]. position.z);
}
45 }
}
47 // Lattice points are now initialised.
// Now place particles on the lattice , always taking the leftmost of the
49 // particles (i.e.\ those closest to the ’nucleation site ’).
meanx = 0;
51 for (count = 0; count < latticen; count ++) {
minx = LX; // i.e.\ large.
53 // Find the leftmost particle:
for (l = 0; l < N; l++) {
55 if (point[l]. initlattice == 0) {
if (point[l]. position.x < minx) {
57 minx = point[l]. position.x;
m = l;
59 }
}
61 }
onlattice = 0;
63 // Set newpoint to the first available lattice point.
for (i = 0; i < XLATTICE; i++) {
65 for (j = 0; j < YLATTICE; j++) {
for (k = 0; k < ZLATTICE; k++) {
67 if (lattice[i][j][k]. inhabited == 0) {
newpoint = lattice[i][j][k]. position;
69 lattice[i][j][k]. inhabited = 1;
onlattice = 1;
71 break;
}
73 }
if (onlattice == 1)
157
Appendix A. Code samples
75 break;
77 }
if (onlattice == 1)
79 break;
}
81 // Now move the leftmost particle ’m’ to the chosen lattice point.
meanx += point[m]. position.x;
83 particlemove(m,2, newpoint.x, newpoint.y, newpoint.z);
point[m]. initlattice = 1;
85
if (immobile == 1)
87 point[m]. mobile = 0;
}
89 // Move all non -lattice particles left by meanx - meanlatticex.
// This is roughly equiv to bringing the lattice *forward*
91 // by mean x co -ord of those particles used to create it.
// i.e.\ trying to preserve local concentration near lattice.
93 meanx /= latticen;
meanlatticex = (XLATTICE - 1) * (xlatsep / 2);
95 for (i = 0; i < N; i++) {
if (point[i]. initlattice == 0) {
97 newpoint = point[i]. position;
newpoint.x -= meanx;
99 newpoint.x += meanlatticex;
particlemove(i, 2,newpoint.x, newpoint.y, newpoint.z);
101 }
}
103 return 0;
}
Moving the template forward, by the mean x coordinate of the particles removed from the
bulk to create it, helps to prevent a spuriously low initial concentration in the region in front
of the template. Overlaps between bulk and template particles may be created, however. While
they exist, the particles involved are only allowed to move in ways which reduce their overlap
with the lattice. This results in the removal of all overlaps in the first few td of the simulation.
A.1.4 Measurement of local volume fraction
A key visualisation technique for crystal growth (see e.g. Chapter 6) is the ‘area fraction’ method
of determining local volume fraction. This involves taking planar slices through the system in
(say) the y − z plane, along the x axis, and calculating how much of each plane’s area is taken
up by (circular) slices through particles. One thereby measures the local volume fraction in an
infinitesimal interval δx. If the consecutive planes along the x axis have a spacing significantly
smaller than a particle diameter, a useful measurement of y and z averaged volume fraction
through the system is made. There is a considerable speed benefit in only calculating areas,
as opposed to volumes, and the resolution can be increased arbitrarily simply by bringing the
planes closer together.
As far as I am aware, this is a novel way of observing, without the need for binning, the
variation in concentration along an axis. It is especially simple where the particles are spherical
(so that the intersection area is easily calculated), and is naturally suitable for cases where
the variation along one axis in particular is more important than the others, as in my crystal
growth simulations. It averages over fluctuations in the y and z dimensions parallel to the crystal
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interface, allowing the crystal’s growth to be mapped onto a single spatial axis. This enables
the construction of plots like those in Section 6.4.1, in which the entire growth trajectory of the
crystal through time and (1-dimension of) space can be visualised on a 2-dimension + colour
plot.
Note also that, in polydisperse systems, arguably the most useful overall measure of ‘amount
of stuff’ for comparative purposes is volume fraction, as opposed to number density. See for
example Ref. [Wilding and Sollich, 2004], in which the position of the polydisperse gas-liquid
binodal appears far more similar to the monodisperse case when the volume fraction represen-
tation is used.
The function that calculates this quantity is:
areadensity(...)
Because of the relatively inexpensive calculation, this is one of the few analysis functions that is
actually run during the simulation, as opposed to being performed in post-processing.
// Return the area of ’matter ’ in a plane at a given x co -ordinate. This is quite clever.
2 // Axis: x. Operates directly on areadensity , crystdensity pointers ,
// to tell the caller what is the area density , and the area density of only crystalline
4 // particles.
double areadensity(double pos , double *area , double *cryst) {
6 int poscell , xcell , ycell , zcell , planecell;
int minacell , maxacell , minbcell , maxbcell , minccell , maxccell;
8 int howmany;
int count;
10 int i, a, b, c, h;
double sep , radius;
12 double areadensity , crystareadensity;
// The x cell of the plane:
14 planecell = pos / XCELL;
maxacell = planecell + 3;
16 minacell = planecell -2;
maxbcell = YNUM;
18 minbcell = 0;
maxccell = ZNUM;
20 minccell = 0;
areadensity = 0;
22 crystareadensity = 0;
count = 0;
24 for (a = minacell; a < maxacell; a++) {
xcell = periodiccellx(a);
26 for (b = minbcell; b < maxbcell; b++) {
ycell = periodiccelly(b);
28 for (c = minccell; c < maxccell; c++) {
zcell = periodiccellz(c);
30
howmany = cell[zcell + ZNUM * (ycell + YNUM * xcell)]. occupants;
32 // NB h starting at 1
for (h = 1; h <= howmany; h++) {
34 i = cell[zcell + ZNUM * (ycell + YNUM * xcell)]. particle[h];
sep = point[i]. position.x - pos;
36 sep = periodicx2(sep);
38 radius = point[i]. radius;
40 sep *= sep;
radius *= radius;
42 if (sep < radius) {
areadensity += (M_PI * (radius - sep));
44 count ++;
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if (point[i]. crystal == 1) {
46 crystareadensity += (M_PI * (radius - sep));
}
48 }
}
50 }
}
52 }
54 areadensity /= (LY * LZ);
crystareadensity /= (LY * LZ);
56 *area = areadensity;
*cryst = crystareadensity;
58 return 0;
}
A.2 Trajectory files
The initialisation properties of the simulation (cell geometry, particle size distribution, volume
fraction etc.) are set by the file:
preinit.txt
while properties such as the square well interaction parameters are set in the file:
simconfig.txt
After the simulation has been configured through these files and has been run, the necessary
data describing a simulation trajectory for analysis purposes is contained in two files. The file:
DAT_static_props.dat
contains the ‘static’ properties of the simulation, i.e. those which do not change through time.
An example static properties file is shown below:
1 RANDOMSEED = 500
N = 5000
3 VOLFRAC = 0.34000000000000002442
LX = 66.40048685359379021520
5 LY = 10.82503886715439733734
LZ = 10.82503886715439733734
7 DELTA = 0.08000000000000000167
TIMESTEP = 0.00020000000000000001
9 XLATTICE = 1
YLATTICE = 10
11 ZLATTICE = 10
LATSEP = 1.08250388671543973373
13 FRACT = 0.58950000000000002398
STATICLATTICE = 1
15 WALLWIDTH = 1.77160717396533096135
XPERIODIC = 0
17 maxrad = 0.59053572465511028344
minrad = 0.40195331004775580741
19 meanrad = 0.50000000000000000000
meanrad ^2 = 0.25087629109113401826
21 meanrad ^3 = 0.12631371135273947170
polydisp = 0.05920442858888252252
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23
0 0.53714621538851226035 60.43276993382191619730 6.94684812847467103580
3.07619593477889763378 1
25 1 0.49633163352350928577 37.79542565694896438799 3.53764099190837599807
4.14574706813097382252 1
2 0.52258006650135480076 1.68012068345685694482 0.22060360680406057576
9.84655924144557914701 1
27
[PARTICLE LIST CONTINUES ...]
As can be seen, the static properties file contains all the overall simulation properties which
may be required by an analysis program, followed by a particle list describing the starting
configuration, in the form:
index, radius, x, y, z, is-mobile
The dynamic properties of the trajectory, i.e. the particle positions through time, are contained
in numbered files named:
0_DAT_dynamic_props.dat
1_DAT_dynamic_props.dat
...
The static and dynamic ‘DAT’ files form the essential input for any post-processing/analysis code
which must be run. Importantly, very little analysis is actually performed during the simulation,
allowing trajectories to be generated quickly and new analyses to be performed as they become
necessary.
A.3 Analysis code
I now briefly introduce some examples of analysis code which is used after the simulation has been
run. The production simulation trajectories are stored in the form of consecutively-numbered
files containing the time, particle index, radius, x, y, z coordinates, etc. Analysis codes usually
take these files as input or, in the case of the ‘Interface finder’ described below, take in the
time-dependent volume fraction profile of the system.
A.3.1 Interface finder
For the purposes of measuring e.g. correlation functions either inside or outside the crystalline
region (as in Chapter 6), it is necessary to identify the position of the crystal interface. Another
method would be simply to include (or exclude) only those particles flagged as crystalline by
the flagging algorithm described in 3.2.5. However, in doing so, one would be exposed to the
possibility of biases introduced by that algorithm. For instance, in a polydisperse crystal, the
flagging algorithm seems to favour the identification of large particles as crystalline on the basis
of their bond orientational order, whereas a measurement of all particles behind the crystal
interface may yield no apparent preference. Using a particle’s position relative to the interface
therefore seems the best approach: all particles well within the crystal (i.e. far from the interface)
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will be recognised without bias. Particles occupying the ‘grey area’ around the interface may or
may not be included depending how one chooses to identify the interface, but again there should
be no overall bias, and the contribution to any statistics of these particles will become negligible
as the crystal increases in extent. Most importantly, there is no exposure to the possibility of
dependence of a particle’s bond orientational order parameter on the other properties (in this
case, particle size) that are being measured.
Due to the geometry of the system and the templating procedure, it is known that crystal
growth will proceed along the x axis from the template at x = 0 and that, typically, the crystal
interface will appear quite flat, being comparatively short in the y and z dimensions. Therefore, if
we imagine moving through the system along the x axis, the crystal interface will be characterised
by a sharp drop in local volume fraction at some value of x, since the crystal is the densest phase.
Information on local volume fraction is available from the output of the code outlined in
Section A.1.4. The interface finding program scans through the x-dependent profile, calculating
the average volume fraction in an averaging window (typically of size 1.5 particle diameters). The
point at which the volume fraction first drops below some specified threshold is then identified
as the crystal interface at that time. For consistency, the threshold is usually set to the parent
volume fraction φp – as soon as the crystal has grown one or two layers, the fluid volume fraction
immediately next to the interface will be depleted below φp. However, the results appear quite
insensitive to the choice of any sensible value of the threshold, and are checked visually against
the concentration profiles in order to ensure sanity.
When more precise information on phase interfaces and their properties (e.g. width, curva-
ture) is required, one might instead proceed by fitting a tanh curve to a time-averaged density
profile. The method described here is sufficient for my purposes, given that the interface is mov-
ing quickly and that the contribution to any measurements from particles within the interface
region is small in comparison to that of the much larger number of particles either fully inside
or fully outside the interface.
The code sample shown below is from the file:
Interface_finder/interface.cpp
beginning at line 70.
1 // Scan through input files area density points:
while (fscanf(fin , "\n%lf", &t) == 1) {
3 fscanf(fin , "\t%lf\t%lf", &x, &aread);
// If we’ve moved into the next timestep:
5 if (t > tcurrent) {
printf("\nTime = %lf", t);
7 tcurrent = t;
n=0;
9 interface_found = 0;
}
11 // Just keep going through the file if we’ve found the interface already
// in order to get through to the next timestep:
13 if (interface_found)
continue;
15
// Populate the arrays of xposns and their associated area densities.
17 // If the arrays are unfilled (i.e.\ n < navg) just plonk the values right in.
// Else , shift the values along (oldest one falls off the end).
19 if (n < navg) {
averaging[n] = aread;
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21 xposns[n] = x;
} else {
23 for (i = 0; i < (navg -1); i++) {
averaging[i] = averaging[i+1];
25 xposns[i] = xposns[i+1];
}
27 averaging[navg -1] = aread;
xposns[navg -1] = x;
29 }
// Increment the counter here:
31 n++;
33 // If the array is now full , calculate the average area density for this avging
window:
// NB -- this is inefficient , but easier to understand , leave it like this.
35 if (n >= navg) {
total = 0;
37 // Find average area density:
for (i = 0; i < navg; i++) {
39 total += averaging[i];
}
41 // If the averaged concentration in the window falls below the threshold , mark
the midpoint of it as the xposition of the interface.
if (total < navg_times_phi) {
43 interface_found = 1;
printf("\nFound Interface ..");
45 fprintf(fout , "\n%lf\t%lf", t, 0.5*( xposns[navg -1] + xposns [0]));
}
47 }
}
49 printf("\nDone .\n");
return 0;
51 }
A.3.2 Crystal region statistics
To illustrate the general approach to making fractionation measurements, I now present code
from:
MeanRadius_Through_Time_Interfaceposn/meanrad_interface.cpp
This code uses the output of the interface finder (described in the previous section) and the
main trajectory files containing particle positions and size information to measure the properties
of particles in the crystalline region (i.e. behind the crystal interface). This was used e.g. to
measure the crystal polydispersity through time in Chapter 6. The output file contains four
columns: the time, number of crystalline particles, mean radius, and mean-squared radius (in
order to calculate polydispersities).
N.B. In the below, the construction within the function:
fscanf(...)
to discard a read-in variable has been rendered as:
%\*
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i.e. with a backslash before the asterisk, in order to avoid errors in typesetting the code. Normally,
the backslash before the asterisk would not be present.
1 while (1) {
path = stringify(dynfile) + "_DAT_dynamic_props.dat";
3
if ( (fin=fopen(path.c_str(), "r")) == NULL) {
5 printf("\nReached final dynamic_props file , prefix %d", dynfile);
break;
7 }
// Next loop -- go through all timesteps.
9 notfinished = 1;
while (notfinished) {
11 n_cryst = 0;
total = 0;
13 total2 = 0;
// Read DAT_x_interface_posn.dat to find interface position.
15 fscanf(fin2 , "\n%\*lf\t%lf", &interface_posn);
// Go through all particles for this timestep.
17 for (i=0; i < N; i++) {
// Scan in particle info.
19 if (fscanf(fin , "\n%lf\t%\*d\t%lf\t%lf\t%\*lf\t%\*lf\t%d\t%\*d\t%\*d\t%\*d\t
%\*d", &t, &radius , &xpos , &crystflag) == EOF) {
notfinished = 0;
21 }
// If the read failed.
23 if (notfinished != 1) {
printf("\nReached EOF\n.");
25 if (i != 0) {
printf("\nEOF not at i=0, something ’s wrong.");
27 return -1;
}
29 break;
}
31 // Add any crystal particle to statistics for this timestep.
//if (crystflag) {
33 if (xpos < interface_posn) {
n_cryst ++;
35 total += radius;
total2 += radius \* radius;
37 }
}
39 // If the above didn’t result in EOF and a loop break , print results.
if (notfinished) {
41 meanrad = total / n_cryst;
meanrad2 = total2 / n_cryst;
43 fprintf(fout ,"\n%lf\t%d\t%lf\t%lf", t, n_cryst , meanrad , meanrad2);
printf("\nTime = %lf", t);
45 }
}
47 dynfile ++;
}
49 return 0;
}
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