We consider the problem of localizing spectrally overlapped sources in cognitive radio networks. A new weighted centroid localization algorithm (WCL) called Cyclic WCL is proposed, which exploits the cyclostationary feature of the target signal to estimate its location coordinates. In order to analyze the algorithm in terms of root-mean-square error (RMSE), we model the location estimates as the ratios of quadratic forms in a Gaussian random vector. With analysis and simulation, we show the impact of the interferer location and its modulation scheme on the RMSE. We also study the RMSE performance of the algorithm for different power levels of the target and the interference. Further, the comparison between Cyclic WCL and WCL w/o cyclostationarity is presented. It is observed that the Cyclic WCL provides significant performance gain over WCL.
I. INTRODUCTION
Transmitter location is a key piece of information in Cognitive Radio (CR) networks. Many advanced algorithms for object tracking, location-aware routing, and power management require the knowledge of the transmitter location. This information can also enable spectrum policy enforcement and improved spectrum sensing in CR networks.
Localization of Primary Users (PUs) in a CR network presents unique challenges because the PUs do not cooperate with the radios in the localization process. Therefore, traditional methods based on time-of-arrival (TOA) and time-delayof-arrival (TDOA), such as [1] , are not applicable in this case. The weighted centroid localization (WCL) algorithm, which does not require any cooperation from PUs, has been analyzed in [2] . This algorithm relies on the received signal power at different receivers in the network. However, in the presence of spectral interference, the received power is the sum of the powers received from both the target and the interferer. This results in shifting of the target location estimates away from the target. Therefore, if there is any interferer in the network, the WCL algorithm yields higher localization error. We can argue that any algorithm based on Received Signal Power or This work has been supported by the National Science Foundation under CNS grant 1117600.
Received Signal Strength Indicator (RSSI) will suffer the same fate.
One way to tackle this problem is to use a distributed antenna system as proposed in [3] , which localizes multiple transmitters in the network. This method uses the MUltiple SIgnal Classification (MUSIC) technique based on spatially steered covariance matrix as proposed in [4] . However, as with any MUSIC-based method, this algorithm, too, requires prohibitive grid search on the area in order to localize the transmitters.
In this paper, we propose a low complexity cyclostationarybased WCL algorithm, called Cyclic Weighted Centroid Localization (Cyclic WCL) to locate spectrally overlapped sources. Similar to the WCL in [2] , the Cyclic WCL also directly provides the x-y coordinate estimates of the target without grid search.
We consider a CR network that includes a target signal with cyclic frequency, say α t , and an interferer that does not have any cyclostationary feature at this cyclic frequency. We exploit the fact that the Cyclic Auto-Correlation (CAC) of the received signal, computed at α t , at any radio in the network is proportional to the power transmitted by the target. We use the strength of the CAC to compute weights that are used in Cyclic WCL to estimate the x-y coordinates of the target. We present detailed system model and algorithm in Section II.
Further, in order to analyze the proposed algorithm, we show that the location estimates can be reduced to ratios of quadratic forms in a Gaussian random vector. Using this form, we show how to compute the root-mean-square error (RMSE) for the proposed estimator. This analysis is presented in Section III. In Section IV, we discuss simulation results and show how RMSE performance is affected by the location of the interferer, its modulation scheme and the target and the interferer power levels. We also show, in this Section, that Cyclic WCL outperforms WCL in the presence of an interferer. Finally, Section V concludes the paper.
II. SYSTEM MODEL AND ALGORITHM
Let us consider a target-centric CR network in which the target PU to be localized is at the center and the interferer location is L i = [x i , y i ] T . We denote the location coordinates of the target as L t = [x t , y t ] T = [0, 0] T . There are K radios in the network independently located in both x and y dimensions. Their coordinates are known and are denoted as
The schematic of the system is shown in Fig. 1 .
Let s t be the signal transmitted by the target and s i be the signal transmitted by the interferer. The target signal, s t is a cyclostationary signal with known cyclic frequency α t . The interferer signal, s i may occupy the same band as the target signal, and it may be cyclostationary. However its cyclic frequency is not the same as that of the target signal. The target signal, s t , and the interferer signal, s i , are normalized to have unit power.
The powers received at the k th CR from the target (p t,k ) and from the interferer (p i,k ) are modeled using the simplified path-loss formula as follows:
where p t and p i are the power levels at reference distance d 0 from the target and the interferer, and γ is the path-loss exponent. We assume that the noise power at each node in the network is the same and is denoted by σ 2 w . Let w k ∼ N (0, σ 2 w ) denote AWGN noise at the k th CR. The received signal at the k th radio can then be written as
Here r k (n) is the n th sample of received signal r k . In Cyclic WCL algorithm, we use the strength of the CAC of the received signal, r k to compute weights, η k , for each node. First, we estimate the CAC of the received signal at cyclic frequency α t using N samples of the received signal observed at sampling rate 1/T s .
Using CAC estimates, we obtain weights η k =
The coordinates of the target are estimated as follows:
In the next section, we present the theoretical analysis of the proposed estimator in terms of root-mean-square error (RMSE).
III. THEORETICAL ANALYSIS

A. Cyclic WCL estimates as ratios of quadratic forms of a vector
In this section, we formulate the estimates of x-y coordinates as ratios of quadratic forms of a vector. Later, we show that this vector is, in fact, a Gaussian random vector. First, we define Cyclic Auto-Correlation (CAC) of a signal u(n) and Cyclic Cross-Correlation (CCC) between signals, u(n) and v(n), at cyclic frequency α t as:
In the above definition and the rest of the analysis, (ˆ) indicates the estimate based on N samples, and ( * ) indicates complex conjugate. Using the above definition, we can decompose the CAC of the received signal in (4) aŝ
In the above equation, it can be shown that mean and variance of the CAC of the noise process at cyclic frequency α t are very small when number of samples, N , is sufficiently large. Further, crosscorrelation between the noise w k and the signal s t is projection of the signal on noise subspace. Since the signal is orthogonal to the noise subspace, this crosscorrelation is negligible. The Cyclic Cross-Correlation (R stw k ) between s t and w k , projects the crosscorrelation on the complex exponentials e −j2παtnTs . However, because the crosscorrelation itself is negligible, we can ignore its projection on the complex exponentials for the purpose of analysis. Similar argument is valid forR siw k . Therefore, last three terms in RHS of (7) are eliminated and we have a simplified form:
Next, let us define three 3x1 vectors:θ r ,θ i which contain real and imaginary parts of the CAC and the CCC and p k , which contains power received at the k th receiver from the target and the interferer.
Now we can write the estimate of the x-coordinate of the target x t in terms of the ratio of weighted sum of a vector norm:
Further, we define the symmetric matrices A p,x and A x and the positive definite matrices B p and B:
Accodring to the above definition, A p,x is the sum of the weighted outer product of vectors p k , (1 ≤ k ≤ K). Hence A p,x and A x are symmetric matrices. The proof of positive definiteness of B p and B is presented in the Appendix. As shown in the Appendix,x t can be written in terms of the above matrices and a 6x1 vectorθ = θ r
Similarly, the estimate of the y-coordinate can be written as:ŷ
where A y is obtained by replacing x k 's with y k 's in (11).
B. RMSE Computation
We observe that the elements of vectorθ are estimates of Cyclic-Auto-CorrelationsR st ,R si and Cyclic-Cross-CorrelationR st,si based on N samples of the signalsŝ t andŝ i . Here we invoke [5, Thm. 1], which proves that, for sufficiently large N , these estimates can be modeled as Gaussian Random variables. The required condition on the signals in this theorem is as follows: for the processes s i and s t , the samples that are well separated in time should be approximately independent. This assumption holds true for any digital communication signal. Therefore, individual elements ofθ are real Gaussian variables. Hence, we modelθ as a Gaussian Random Vector with mean E[θ] = θ and covariance matrix Σ θ i.e.θ ∼ N (θ, Σ θ ).
Now we can argue that the estimates of x and y coordinates of the target, as derived in (12) and (13), are ratios of quadratic forms of a Gaussian vectorθ. These ratios are well studied in statistics. Algorithms to compute moments of such ratios have been derived in [6] . In our model, because the target is located at [0, 0], mean square error (MSE) is given as E[
Hence we find second-order moments ofx t andŷ t . Proposition 1 in [6] provides the necessary and sufficient condition for the existence of E[x 2 t ] and E[ŷ 2 t ]. This condition essentially says that if matrix B is positive definite, the second-order moments always exist. We have shown in the Appendix that B is positive definite. Therefore we can use [6, Eqn. 10] to find these moments. We used the MATLAB code available at [7] to obtain moments of ratio of quadratic forms in Gaussian variable. Root-mean-square error is then calculated by taking square-root of E[
IV. SIMULATION RESULTS AND DISCUSSION
In this section, we evaluate the RMSE performance of the proposed algorithm in four different scenarios. We study the impact of different positions of the interferer and its modulation schemes on the location estimation error. We also examine how different power levels of the target affect the RMSE. Finally, we compare Cyclic WCL with WCL to show that our algorithm performs better when there is an interferer in the network.
In the simulations, the unit for all distance and coordinates is meter. We consider a CR network distributed over a square shaped area of 100 x 100 with x-and y-coordinated in range [-50,50] i.e. −50 ≤ x k ≤ 50 and −50 ≤ y k ≤ 50, where x k and y k are location coordinates of the k th radio. As mentioned before, the target is located at the center i.e. [x t , y t ] = [0, 0], the interferer is located at [x i , y i ]. The remaining simulation parameters are listed in Table I .
A. Position of the interferer
We observe in Eqn. (7) that the CAC of the received signal depends on the interferer power p i . Therefore, as the power of the interference increases, the estimates of the target location shift towards the interferer location. Consider a CR network as depicted in Fig. 2 , where the target is at [0,0]. We change the interferer position from [10,10] to [20, 20] and then to [30, 30] and compute RMSE in each case. Consider one particular case when the target power, p t and the interferer power p i are 10 dBm and 30 dBm respectively. Now let us consider three experiments. In the first experiment, keep the interferer at [10,10] and find x-y coordinates of the target and hence the RMSE. Repeat this process for the second experiment with the interferer at [20,20] and the third experiment with the interferer at [30, 30] . We observe that, as the interferer moves away from the origin (where the target is located), the estimates of the target location, too, move away from the origin. This results in higher RMSE. This is shown in Fig. 3 . The RMSE curve for the second experiment is higher than that for the first and the RMSE curve for the third is higher than that of the first two experiments.
The phenomenon explained above, occurs because we are considering all the CRs in the network to find the location estimates. One way to improve the performance is to ignore CRs closer to the interferer. Identifying CRs closer to the interferer requires advanced processing and we do not address this issue in this paper.
Another important point to note from Fig. 3 is that, all three RMSE curves tend to saturate when the interferer power is greater than 35 dBm. The RMSE value at which each curve saturates, depends on the distance between the target and the nearest CR to the interferer. In the first experiment (interferer @ [10,10]), this distance is approximately 17.48. We can see that saturation value of the RMSE curve is in the vicinity of this distance. Similar explanation can be extended for saturation value in the other two experiments.
B. Modulation Scheme of the interferer
In this section, we show how the modulation scheme of the interferer affects the RMSE performance. We see that the CAC of the received signal (eq. 7) depends on the CAC of the interferer signal. If the modulation level of the interferer signal increases, the variations in the CAC of the interferer increases, which in turn results in higher variations in the CAC of the received signal. More variations in the CAC of the received signal lead to larger variance in the target location estimatê x t andŷ t , which increases RMSE. In Fig. 4 , we compare the RMSE when the interferer modulation is changed from 4-QAM to 64-QAM. Clearly higher modulation level gives rise to higher error.
However, it is important to note that, in both cases, the error tends to saturate at the same value as the interferer power is increased. We have seen in previous subsection, that the location estimates tends to be in the vicinity of the CR nearest to the interferer as the interferer power is boosted. In the present scenario, the interferer location is fixed at [20, 20] in both cases. Therefore, the error tends to saturate at the same level.
C. Impact of the target power level
In weighted centroid algorithm, the estimates tend to be in the vicinity of the CRs that have higher value of the CAC of the received signal. As we increase the power transmitted by the target, the CRs located closer to the target get higher value of the CAC and hence higher weights, η k . Therefore, the xy coordinate estimates move towards these CRs and in turn, the estimates are closer to the actual location of the target. Therefore, higher target power results in lower RMSE as we can see in Fig. 5 .
We can see, from the figure, that at a higher target power, the interferer needs to boost up its power to have any adverse impact on the location estimates. For example, when target power is fixed at 30dBm, the interferer power should be greater than 35dBm to increase the RMSE of the algorithm. If the interferer power is lower than 35dBm, the RMSE remains approximately constant.
D. Comparison with WCL w/o cyclostationarity
Now, we compare Cyclic WCL algorithm with WCL. WCL without cyclostationarity is simulated by setting cyclic frequency α t to zero in the algorithm. As we can see in Fig. 6 , higher interferer power affects both WCL and Cyclic WCL. However, the error in WCL is higher by a factor of 5 as compared to Cyclic WCL when the interferer power is 15 dBm. This is because in the Cyclic WCL, we compute the weights based on the CAC at cyclic frequency of the target and the interferer does not share the same cyclic frequency. It is important to note that, even though the interferer does not have any cyclic feature at α t , it still causes some interference proportional to its power. This is because only a finite number of samples were used for CAC computation, which leads to a non-zero component of the CAC of the interferer signal at α t . ThereforeR si , albeit small, is non-zero even though s i does not have cyclic frequency α t . This leads to the fact that the RMSE increases with higher interferer power in Fig. 3, 4 , 5, and 6.
V. CONCLUSION
In this paper, we proposed Cyclic Weighted Centroid Localization algorithm, which estimates the location of a cyclostationary signal transmitter in a cognitive radio network in the presence of a spectrally overlapped interferer. This algorithm exploits the cyclostationary feature of the target signal in order to provide better estimates of the target location as compared to regular WCL without cyclostationarity.
We have formulated the target location estimates as ratios of quadratic forms in a Gaussian random vector. Using these ra-tios, we theoretically evaluate the performance of the proposed algorithm in terms of RMSE. Using simulations and theoretical analysis, we have shown that the RMSE performance of the proposed algorithm is affected by the location of the interferer, its modulation scheme and the transmitted power. Further we have also shown that, for the given locations of the CRs, the transmitter and the interferer, the Cyclic WCL algorithm performs better as compared to WCL without cyclostationarity when there is a spectrally overlapped interference is present in the network.
