On hyperbolic splines  by Schumaker, Larry L
JOURNAL OF APPROXIMATION THEORY 38, 144-166 (1983) 
On Hyperbolic Splines 
LARRY L. SCHUMAKER 
Department of Mathematics and Center for Approximation Theory, 
Texas A & M University, College Station, Texas 77843, U.S.A. 
Communicated by E. W. Cheney 
Received November 13, 1981 
1. INTR~OUCTI~N 
In recent years there has been an intense interest in spline functions (see 
[4] and references therein). Among the various classes of splines, the 
polynomial spline functions have received by far the greatest attention, 
primarily because they are the most useful in numerical computations. This, 
in turn, is due largely to the fact that the polynomial splines admit a basis of 
so-called B-splines which can be computed efficiently and accurately via 
certain recursion relations. Recently (see [3]) it was discovered that certain 
classes of trigonometric splines also admit of B-spline bases which satisfy 
similar recursion relations. 
The purpose of this paper is to give a detailed discussion of a third class 
of splines, the hyperbolic splines, which also have a basis of B-splines which 
can be computed recursively. In addition to their value in certain 
applications and as an illustration of the space of L-splines (cf. [4]), the 
hyperbolic splines are of special interest in view of the fact (see [5]) that the 
only classes of splines which have B-spline bases computable by recursions 
are the polynomial, trigonometric, and hyperbolic splines. 
Our treatment of hyperbolic spiines depends heavily on obtaining explicit 
formulae for a related Green’s function, for determinants formed from the 
hyperbolic functions, and for certain associated hyperbolic divided 
differences. These results are developed in Sections 24. The hyperbolic B- 
splines are introduced in Section 5, and the key recursion relation is 
established in Section 6. In the remaining sections of the paper we discuss 
the shape of the B-splines, a Peano kernel representation for divided 
differences, integrals of the B-splines, a Marsden-type identity, a partition of 
unity result, and, finally, give a basis and dual basis for 9. 
We turn now to the definition of hyperbolic splines. First we need some 
notation. Throughout the paper we shall use the abbreviations 
ch(x) = cash(x), sh(x) = sinh(x). 
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Given any nonnegative integer r, we define the sets 
v, = (VI )...) urn) = {ch(x), sh(x),..., ch((2r - 1) x), sh((2r - 1) x)}, 
m= 2r 
u, = (u, )...) u,} = { 1, sh(2x), ch(2x) ,..., sh(2rx), ch(2rx)}, 
m=2r+ 1. 
Associated with these sets we define the linear space 
J$ = span( V,), m = 2r, 
= wn(~,), m=2r+ 1. 
This space is the null space of the differential operator 
L, = (II* - (2r - I)‘) . . . (D’ - 32)(D2 - I), m = 2r, 
= (II* - (247 * * * (D2 - 270, m=2r+ 1. 
(1.1) 
Suppose d= (a=~, <x, < . . . < xk+, = b} is a partition of [a, b] and 
that .H = (m, ,..., m,J is a vector of positive integers with m, < m, 
i = 1, 2,..., k. Then we call 
.7’(Fm ;.,X, d) = (s: there exists s 0 ,..., sk E Zm with s(x) ] (xi, xi+ ,) = si 
i = 0, I,..., k and @‘sip ,(xi) = Dj-Isi( 
j= 1,2 ,..., m - m, and i = 1, 2 ,..., k} (1.2) 
the space of hyperbolic splines of order m with knots x, ,..., xk of multiplicities 
m, ,..., m/, .
The space .Y is a space of L-splines-see [4, Chapter IO]. By the general 
theory (cf. [4, p.430 and Theorem 4.4]), we know that .Y is a linear space of 
dimension m + K with K = C: mi. We begin our detailed examination of 
this space of L-splines by giving an explicit formula for the Green’s function 
associated with the operator ~5,. 
2. THE GREEN’S FUNCTION 
The aim of this section is to show that the function 
G,(x;Y) = ((x -y>“,/(m - l>!)[sh(x -u)l”-’ (2.1) 
is the Green’s function associated with the operator L, and appropriate 
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initial conditions. We begin with a lemma which gives a useful expansion for 
powers of the hyperbolic sine. 
LEMMA 2.1. Given any nonnegative integer r, 
ISh(@l”-‘=$$& 2 (-1)” (rZJ~~l)sh((2~-l)8), m=2r, 
u=l 
Proof. The result is obvious for m = 1 and m = 2. It then follows for 
general m by a straightforward inductive argument. 1 
As an immediate consequence of this lemma and elementary identities for 
the hyperbolic functions, we have the following expansion for the kernel 
appearing in (2.1): 
[sh(y-x)1”-’ 
=g $ (-1)” (,y;yl ) [WW- 1)~) 
v-l 
Xch((2v- 1)x)-ch((2v- l)y)sh((2v- 1)x)], m = 2r, 
= $i$ 12, C-1)” ($) [Wv) Wvx) 
- sh(2vy) sh(2vx)] + m=2r+ 1. 
This shows that for each fixed y, the function ]sh( y - x)1”-’ belongs to the 
space R,. 
We can now show that G, is a Green’s function associated with L,. 
THEOREM 2.2. For any positive integer m, 
L, G,(x; Y> = 0 for all x # y (where L, operates on the x-variable), 
(2.4) 
Dj,G,(x;Y)I,=,=6j,m-,, j=O, 1 ,..., m - 1. (2.5) 
ProoJ It is clear from Lemma 2.1 and the definition of G, that for each 
fixed y, G,,,(x; y) is in Zm, and thus that L, G,(x; y) = 0 for all x # y. To 
prove (2.5), we apply LY’ to the definition of G, to obtain 
D’,[sh(x - y)lm-’ [sh(x-y)]m-‘-l [ch(x-y)]j + . . . . 
(m-l)! = (m-j-l)! 
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where each of the other terms contains a power of sh(x - y). It follows that 
for 0 <j < m - 2, D’,G,(x; y) IyZx = 0. Now if j = m - 1, then 
D!J-‘G,(x;y) lyzx = [ch(x -y)]m-’ + a.., 
where each of the other terms includes some power of sh(y - x), and 
evaluating at y = x gives the value 1. 1 
The Green’s function G, defined in (2.1) will play an essential role in 
defining a B-spline basis for the space of hyperbolic splines. The following 
theorem (which follows immediately from general results on L-splines-see, 
[4, Theorem 10.81) shows that it is also the kernel for a useful generalized 
Taylor expansion. We use the notation 
L’:[a, b] = {f: D”-‘f is absolutely continuous on [a, 61 and DmfE L,[a, 61). 
THEOREM 2.3 (Taylor expansion). Let fE Ly(a, b]. Then 
f(X) = UxX> + ,f Gm(X; Y) Lm f(Y) &‘Y all a<x<b, (2.6) 
a 
where uf is the unique element in Rrn = null space of L, such that 
D’- ‘u,(a) = Dj- ‘f(a), j = 1, 2 ,..., m. 
3. SOME BASIC DETERMINANTS 
Our main tool for constructing a B-spline basis for the space of hyperbolic 
splines defined in (1.2) will be certain hyperbolic divided differences. Before 
defining these divided differences, we need to introduce some determinants 
associated with the functions {u,,..., u,} and (u, ,..., v,} spanning the space 
&- 
Given any points t, < t, < ..a < t, , we define 
t t 
D 1 T-*.9 m 
Ul(t*> u2(t2) ‘*’ um(t*> 
( )I: 
= 
u, ,***, urn 
La,) dt,) -*. urn( 
We extend the definition of this determinant to the case t, < t, < ... < I, in 
the usual way (cf. [4, p. 211). Determinants formed from the U, ,..., v, are 
defined analogously. 
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The following theorem established an important property of these deter- 
minants: 
THEOREM 3.1. For any integer 1 < k, 
D (i:::::::k)>O forallt,<t,<...<t, 
while 
D (::::::::k)>O forallt,<t,gv..<t,. 
In other words, U,,, = {u,.}: and V,,, = { vi}7 are Extended Complete 
Tschebyschefl systems (cf. [2,4]). 
Proof. We give the proof for the U’s-the proof for the v’s is analogous. 
By a well-known theorem from the theory of Tschebyscheff systems (see 
[2, p. 377]), it suffices to show that the Wronskian determinants formed from 
the U’S satisfy 
W(u, ,.**> %J(x) > 0 for all real x and all k = 1, 2,.... (3.1) 
We accomplish this by induction on k. For k = 1 we have W(u,)(x) = 1. 
Now suppose that (3.1) has been established for k - l-we now show that it 
holds for k. If k = 2r is even, we must examine the determinant 
vu 1 ,a.., u/J(x) = 
1 sh(2x) ch(2x) . . . sh(2rx) 
0 2 ch(2x) 2sh(2x) ..a (2r) ch(2rx) 
0 2”-l ch(2x) 2”-’ sh(2x) ..e (2r)Zr-’ ch(2rx) 
Consider the linear system 
22 24 . . . 22r-2 
42 44 . . . 42r--2 
a2 0 
a4 0 
Ii1 II= 0 . a2r 1 
Since the matrix of this system (as well as the r - 1 by r - 1 minor in the 
upper left-hand corner) is a VanderMonde matrix, we can uniquely solve this 
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system for a*, a4 ,..., azr. By Cramer’s rule, we see that a*,. > 0. Now if we 
multiply the second row of W by a,/a,,, the fourth row by a4/aZr,..., and 
the (2r - 2)th row by aZre2/azr and add these numbers to the last row, we 
convert W to a new determinant (with the same value) whose last row is 
[O 0 ... 0 (2r/a,,) ch(2rx)l. 
But then by the induction assumption, 
W(u, ,.--, uk)(x) = t2da2,) w(ul ,..., uk- #) > 0. 
The analysis in the case where k = 2r + I is odd proceeds somewhat 
differently. In this case we have 
1 sh(2x) ch(2x) ..a ch(2rx) 
W(u, ,***, 
0 2 ch(2x) 
uk)(x) = . 
2 sh(2;) .a. (2r) sh(2rx) 
0 22’ sh(2x) 22r ch(2x) Sea (2r)” ch(2rx) 
In this case we combine the rows 2,4 ,..., 2r and then the rows 3, 5 ,..., 2r + 1 
to reduce W to the form 
W== 
1 sh(2x) ch(2x) .a. j 
0 2 ch(2x) 2 sh(2x) .a. I 
I 
0 22’-2 sh(2x) 22’-2ch(2x) ... 1 
0 0 . . . 
0 0 . . . 
0 I ch(2rx) sh(2rx) 
0 I sh(2rx) ch(2rx) 
Expanding by the Laplace expansion and using the inductive hypothesis 
together with the fact that the 2 x 2 determinant in the corner is 
ch(2rx) sh(2rx) 
sh(2rx) ch(2rx) = ” 
show that W > 0. This completes the proof for the U’S. The proof for the U’S 
is nearly the same. 1 
Theorem 3.1 shows that the determinants formed from the u’s and from 
640i?R.‘2-4 
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the U’S are always positive. Our next result gives explicit formulae for these 
determinants in the case the t’s are distinct. 
THEOREM 3.2. For any integer I > 0 and any t, < 1, < a.. < t,, 
D ” ‘***’ tm 
( ) 
= 2 x 4r2-2 ch(t, + . . . + tm) fl sh(tj - ti), m = 2r, 
u1 T-*-Y u, l<i<j<m 
(3.2) 






Proof. The proof proceeds by induction. The values of all determinants 
are easily computed in the cases of m = 1 and 2. Suppose now that the 
results are valid for determinants of size m - 1. We now establish them for 
determinants of size m. We begin with the determinant in (3.2). First, we 
note that by using (3.4) for m - 1, we have 
= sh(2rx). D (:l::::: ::I,) + z,’ aiui(x) 
m-1 
= sh(2rx)4”-“2 n sh(tj- ti) + 1 aiui(x) 
l<i<j$m-I i=I 
for some coefficients a, ,..., a,-, . Clearly, D(ti) = 0, i = 1, 2 ,..., m - 1. On 
the other hand, using Lemma 3.3 below and a standard hyperbolic identity, 
we see that 
m-1 
C(x) = ch(x + t, + ... + t,,,-,) fl sh(x - ti) = w + ? b,q(x) 
i=l ,e, 
(where b, ,..., b,,-, are certain coefftcients) also vanishes at the same points. 
Now since by Theorem 3.1 the set {u,}? forms an Extended Tschebyscheff 
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system, we conclude that D(x) must be a constant multiple of C(x), and 
comparing the coeffkients of sh(2rx), we conclude that 
D(x) = 2m-14r2-2r+’ ch(x + f, + ..a + t,,_,) 
m-1 
x r-1 sh(tj - ti) n sh(x - ti). 
I<i<j<m-I i=l 
Evaluating this’expression at x = f,,,, we obtain (3.2). 
The proofs of the other determinant formulae are similar. To get (3.3), we 
note that by (3.5) for m - 1: we have 
D(X) = D ‘I ‘***’ lrn- I ’ x 
VI Y-.-T VIII 
= sh((2r - 1) x) 4”- ‘)* ch(t, + *** + t,-,) 
m-l x rI sh(tj - fi) + ~ aiVi(X). 
I<i<j<m-1 i= 1 
We compare this with the function 
m--l 
C(x)= n sh(x- ti) 
i=l 
sh((2r - 1) x) m-1 = 
2m-2 ch(t, + . . . + r,-,)+ x bfvi(X)* 
i:l 
Clearly both D(x) and C(x) vanish at the same set of points t, ,..., t,- , and 
since {vi);” is an Extended Tschebyscheff system by Theorem 3.1, we 
conclude that D(x) is a constant multiple of C(x). Comparing coefficients of 
sh((2r - 1) x), we conclude that 
m-l 
D(x) = 2m-24(‘-1)’ n sh(tj - ti) n sh(x - ti), 
l<i<j<m-I i=l 
and evaluating this expression at x = t, yields (3.3). 
To establish (3.4), we note that by (3.2) for m - 1, we have 
D(x) = D ‘I ‘*‘*’ tm- ” x = 2 ch(2rx) 4’*-’ ch(t, + *** + t,-,) 
u, ,***1 u,
m-1 
x n sh(tj - ti) + C UiUi(X) 
I<i<j<m-I i= I 
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while 
m-1 
C(X) = n sh(X - ti) = ch(2rx) 
ch(t, + a.. + L-.~) m--l 
2”- 1 + zl] &q(x). 
i=I ikl 
This implies that 
m-1 
qx) = 2 . 2m-24r2pr n sh(fj - ti) n sh(x - ti), 
I<i<j<m-I i= I 
and evaluating at x = t, yields (3.4). 
Finally, to establish (3.9, we use (3.3) for m - 1 to obtain 
D(x) = L) fl’“*’ I”6” x = ch(mx) A’*-’ 
( 
n sh(tj - ti) 
V 1 ,***, ??I i I<i<j<m-I 
m-1 




C(x) = ch(x + t, + a.. + t,-1) n sh(X- Ii) 
i=l 
ch(mx) m-l = 1+ “ biVi(X). 
2”- ,:I 
This implies 
D(x) = 2”-‘4’*-‘ch(x + t, + ..+ + t,_,) 
m-l 
x n sh(tj - ti) JJ Sh(X - ti), 
I(i<j(m-I i-l 
and (3.5) follows upon setting x = t,. The theorem is proved. I 
The following lemma was used in the proof of Theorem 3.2: 
LEMMA 3.3. For any t, < ... < Cm-,, 
m-l sh((m-l)K-f,--..-t,_,) 
m-2 
,1=I, sh(X - ti> = 2m-2 
+ x a/Vi(X), 
i-l 
m = 2r, 
(3.6) 
ch((m- 1)x-r, - . . . -t,,-,) m-2 
2m-2 + 2: biUi(X), 
i-l 
m=2r+ 1, 
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where (ai}~-* and {b,}y-’ are constants which depend on m and on the 
t t I,***, m-1 * 
Proof: We repeatedly apply basic hyperbolic identities for products of sh 
and ch. I 
We conclude this section with a result concerning a set of functions which 
we shall need later. 
THEOREM 3.4. Let m = 2r. Then the set of functions 
w, = {w, )...) wm} = {ch(2x), sh(2x),..., ch(2rx), sh(2rx)) 
is an Extended Complete Tschebyscheflsystem on R. 
(3.7) 
ProoJ: As in the proof of Theorem 3.1, it suffices to check that each of 
the Wronskians W(w, ,**-, wdx) > 0 for k = 1, 2 ,..., m. Clearly 
W(w,)(x) = ch(2x) > 0 while W(w,; w*)(x) = 2. We now proceed by 
induction. If k is odd, say k = 2n + 1, then 
1 ch(2x) sh(2x) ... ch((2n + 2) x) I 
W(w, ,***, w/J(x) = 
2 sh(2x) 2 ch(2x) ... (2n + 2) sh((2n + 2) x) 
1 22” ch(2x) 22” sh(2x) . . . (2n + 2)2n ch((2n + 2) x) 1 
As in the proof of Theorem 3.1, we can now combine the odd rows to reduce 
W to a determinant with all zeros in the last row except for the element in 
the last column. Expanding by this row, we obtain 
W(w, ,**-, w&x) =A W(w, ,..., wk- &) ch((2n + 2) x), 
where A is a positive constant. 
The case where k = 2n is even is similar. Here we must add combinations 
of the rows 2,4,..., 2n together and combinations of the rows 1, 3,..., 2n - 1 
together to reduce W to the form 
ww, ,***, W&J(X) I 
W(w, ,***, w,J(x) = B 0 ... 0 i ch(2nx) sh(2nx) 
0 . . . 0 j sh(2nx) ch(2nx) 
with a positive constant B, (cf. the proof of Theorem 3.1). Then the result 
follows. I 
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4. HYPERBOLIC DIVIDED DIFFERENCES 
In this section we define hyperbolic divided differences and establish 
several useful properties of them. Given any points t, < t, < ... < t,, , and 
any sufficiently differentiable function f, we define the mth order hyperbolic 
divided d@erence off by 
m=*r+‘.(4 1) 
* m = 2r. 
This definition is well defined since by Theorem 3.1 the denominators in 
(4.1) can never be zero. The factor 4’ in the definition is a normalization 
factor. 
The hyperbolic divided difference exhibits many of the same properties 
that the ordinary polynomial divided difference has (cf. [4, Sect. 2.71). For 
example, if 
11 ld 
t, ,***, m+ , = t 5, )...) :, -< - *-* < 5d,..., Zd, 
then 
It I,..., t,+l]f= i + a,jo'-Lf(7i), 
i= 1 JY* 
and thus the divided difference is a linear functional. It follows trivialy from 
the definition that it annihilates jF”,, i.e., 
it 1 ,-**, t,+ l]f = 0 for all f E 3,. 
An important property of the ordinary divided differences is the fact that 
they are continuous functions of the points E, < ... Q t,+ i, i.e., 
[t l,Ey-y ,+,,,If- Ply..., t,+,lf t as E -+ 0 
whenever t,,, + t,, i = 1, 2 ,..., m + 1 (cf. [4, Theorem 2.531). Since the hyper- 
bolic divided differences are also defined by the ratio of two determinants, a
similar proof serves to establish their continuity with respect o the location 
of the t’s. 
Our next theorem gives an explicit formula for the hyperbolic divided 
difference of a function in the case of distinct t’s (cf. [4, Theorems 2.50 and 
10.441 for the cases of ordinary and trigonometric divided differences). 
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THEOREM 4.1. For any t, <t, < --. <t,,,+,, 
[t,, f2,“‘7 t,+, If= zll [ flfj)/fi’ sh(fj - Ii)]* (4.2) 
i#i 
Proof We simply expand the determinant in the numerator of the 
definition of the divided difference using Laplace’s expansion on the last 
column, and then insert the exact values of the resulting determinants from 
Theorem 3.2. 1 
One of the important properties of the ordinary divided differences which 
we do not have in the case of hyperbolic divided differences is the Leibniz’ 
rule (cf. [4, Theorem 2.521). The following theorem is a useful substitute: 
THEOREM 4.2. Suppose t, < t, < . . . < t, + , with t, # t,+ , . Then for any 
function f, 
If I,-.., t,+,l SW-YV(Y) 
= -W - t,>lf, ,...v 4,,lf- M,t+ 1 - x)[tz,..., t,+ ,]f 
wm+ 1 - t,> 
. (4.3) 
Here the divided difference is taken with respect to the y variable and x is 
any fixed real number. Similarly, 
[t , ,..-v t,,,, 1 IcW -YMY) 
-ch(x - t,)(t ,,..., btlf+ Wt,. 1 - x)[&,..., I, ,+ ,].I” = 
wm+ I - I,) 
. (4.4) 




It 1 v***v I,+ I] sh(X -Y)f(Y) = 2 fltj) Sh(X - tj) ZI, Sh(tj - ti) 9 
j=l i=I 1 
i+j 
-sh(x - t,)[t ,,..., f-I/=-,$, f(tj)sh(x-t,) I 
fi sh(tj-ti) 3 i=l I 
i+i 
and 
-W,+, - x)[fz,.-v L,, If= - y$: [ f(tj) sh(tm+ 1 - X)/yg Sh(‘j - ‘iI]. 
iti 
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To show the equality of the two sides of (4.3) it suffices to compare the 
coefficients off(t,),...,f(t,+,). It is easy to see that the coefftcients off(t,) 
and f(t,+ ,) agree. But they also agree for all 1 < j < m + 1 since using the 
identity 
we have 
sh(u) sh(b) = f(ch(a + b) - ch(a - b)), 
sh(x - tj) sh(t,+ , - tJ = -sh(x - t,) sh(tj - t,+ ,) - sh(&,+, -x) sh(tj - tJ. 
This shows that (4.3) holds for distinct t’s. The fact that it is also valid for 
general I, < t, < ... < t,, , now follows by the continuity of the divided dif- 
ferences. 
The proof of (4.4) is similar. Suppose t, < t, < ... < t,+ i . Substituting in 
(4.4) from Theorem 4.1, we can again compare coefficients of 
f(t,),...,f(t,+ 1). The fact that they agree for 1 <j < m + 1 follows in this 
case from the fact that 
ch(x - tj) sh(t,+ I - tl) = -ch(x - tl) sh(tj - t,+ i) + ch(t,+, -x) sh(tj - tl), 
which in turn is easily checked using the simple identity 
ch(a) sh(b) = f(sh(a + b) - sh(u - b)). 
The result for arbitrary t’s follows by the continuity of the divided 
differences. 1 
5. HYPERBOLIC B-SPLINES 
Given a sequence of numbers 
... ,<Y-, <Yo <Y, <Yz < .** 
and integers i and m > 0, we define 
Q:(X) = (-I)“[ yiyv-a~ Yi+,] sh(X -Y>‘:“* 
= 0, 
if Yi < Yi+mr 
(5.1) 
otherwise. 
We call Qy the mth order hyperbolic B-spline associated with the knots 
Yj,‘..,Yj+m* 
For m=l andyi<yi+, the hyperbolic B-spline is particularly simple; it 
is given by 
Q!(x) = WWi,, - YA Yi G x < Yi, I> 
= 0, all other x 
(5.2) 
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We can also give explicit expressions for Qy in the cases when either yi or 
Yitm is an m-tuple knot. 
THEOREM 5.1. Suppose yi < yit, = .a. =yi+,,,. Then 
Q:(X) = [sh(x -Yi>l”-‘/[sh(Yi+m -Yi>Imy YiGx <Yi+mT 
= 0, all other x. 
(5.3) 
Similarly, ifyi= a** =yi+m-1 <yi+,, then 
QT(x>= (~h(Yi+~-~>l”-‘/[~h(Yit~-Yi>~m~ YiGx <Yi+m 
= 0, all other x. 
(5.4) 
ProoJ: These expressions follow by induction on m. The case m = 1 is 
covered by (5.2). Now to get (5.3), for example, we apply (4.3) with 





and the result for m follows from the result for m - 1. The proof of (5.4) is 
similar. I 
Theorem 5.2. describes the structure of Ql for a general knot sequence, 
and identifies it as a hyperbolic spline. 
THEOREM 5.2. Let yi < yi+m and suppose that 
11 [d 
yi )...) yi+m=r!* < *** <7X& 
Then 
Q~(x)= ~ % ajko,k-‘[sh(x-rj)+lm-’ 
j=I k=l 
(5.5) 
for some coeflcients {ajk}. Moreover, 
D!. Q?(s) = 0: Qr(tj)v k = 0, l,..., m - Ii - 1, j= 1, 2 ,..., d. (5.6) 
Thus, Qr is a hyperbolic spline of order m with knots at the yi,..., yi+m. 
ProoJ Expansion (5.5) for Qy follows directly from the expansion for 
the divided difference. The rest is elementary. 1 
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The B-splines associated with knot sequences yi < yi+ , < 4-m Q yi + m where 
some of the y’s are equal to others can be regarded as arising as limits of B- 
splines associated with distinct knots. In particular, it is easy to show from 
the continuity of divided differences that: 
if Q;t’(x) is the B-spline associated with yr < yr,, < e.9 < yy+,,, 
and 
Q;“(x) is the B-spline associated with y, < y, + 1 < . . . < yi + m 3 
then 
implies 
Yy+YjY j = i, i + l,..., i+m as v+co 
D”+ QW> --t D: Q%> for allxE R\Jf, 
where 
Jf = { y,: y, is a knot of Qy of multiplicity m - k or morel. (5.7) 
(For the details of the proof in the polynomial spline case, see [4, 
Theorem 4.261). 
One of the most important properties of polynomial B-splines is the fact 
that they can be computed by a convenient recurrence relation. The 
following theorem gives the analog for hyperbolic splines: 
THEOREM 5.3. Let m >/ 2 and suppose that yi < yi+,. Then for all 
XE R, 
Q%> = 
sh(x -YJ Qr”-‘(4 + sWi+m -x) QL1@> 
Sh(Yi+m-Yi) 
(5.8) 
Proof. For yi < yi+l = ... =yi+m or yi = .*r = yi+,,-, <yi+,, the result 
follows directly from Theorem 5.1. Thus we may assume that yi+ , < yi+, 
and y, < yi+,-, . Now since 
[sh(x -y)+]‘“-* = sh(x - y)[sh(x -y)+]“-*, 
if we apply (-l)m[yi,***, yi+,] to both sides and use identity (4.3), we obtain 
(5.8). 1 
We give a number of applications of this result in the following sections. 
The next theorem gives a similar recursion for the derivative of a hyperbolic 
B-spline. 
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THEOREM 5.4. Let m > 2 and suppose that yi < yi+,,,. Then for all 
XEIR, 
DQy(x) = trn _ 1) ChtX-YO QY'-'(XI-Ch(Yi+m -XI Qi'+Y'tx) 
sh(Yi+m -Yi) 
. (5.9) 
Proof. The assertion follows immediately upon application of 
(-1)” [ yi,..., yi+,] to both sides of the identity 
D,[sh(x - y)+lm-’ = (m - 1) ch(x - y)[sh(x -y)+]“-’ 
along with the use of identity (4.4). 1 
6. MORE ON HYPERBOLIC B-SPLINES 
With recurrence relation (5.8) at our disposal, we can now give a very 
precise result about the shape of Qy . 
THEOREM 6.1. Let m > 1 and suppose yi < yi+ ,,, . Then 
Q;l<x> 0 for Yi cx <Yi+mT 
Q?(X) = 0 for x < yi and yi+m < X. 
At the endpoints of the interval (y,, y,,,) we have 
t-11 k+m-aiD: Qr(yi) = 0, k = 0, l,..., m - 1 - ai, 





(-l)m-‘ri+m D”_ Qr(yi+,) = 0, k=O, l,..., m- 1 --Pi+,,,, 
> 0, k=m-/3,,,,...,m- 1; 
(6.4) 
where 
(xi = max{j:yi = *** =Yi+jpl}, 
Pi+, = max{j:y,+, = ... =Yi+m-j+ 1). 
The quantity a, tells how many of the points y, Q .. . < yi+m are equal to yi, 
while /Ii+,,, tells how many of them are equal to yi+, . 
Prooj Property (6.1) follows by induction, while (6.2) comes directly 
from the definition. The sign properties of the derivatives (6.3)-(6.4) are also 
established by induction. I 
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Our next theorem shows that the hyperbolic B-spline is the kernel in a 
Peano representation of hyperbolic divided differences. 
THEOREM 6.2. For anyj’E Ly[JJi,Yi+,], 
(6.5) 
Proof. If we apply the divided difference to the Taylor expansion given 
in (2.6), we obtain 
where 
Q:(y)= [Yi,..~,y,+,l,sh(X-Y)~-‘. 
Now since for all x and y 
sh(x-y)~-‘-(-l)msh(y-x);-l=sh(x-y)”-’E&, 
applying [ y, ,..., yi + ,I,, we conclude that 
@(Y> - Q?(Y) = 0, all YElR\Jy 
(cf. (5.7)), and (6.5) follows. 1 
The only difference between Q?(y) and Q;(v) is that the first is left 
continuous while the second is right continuous. This makes no difference 
except at an m-tuple knot. 
Theorem 6.2 can be used to compute the integrals of the B-splines. We 
have 
THEOREM 6.3. Let m > 1 and yi < yi+, < ... < yi+,,, be given. Then 
Qy(x) dx = (m - I)! (-1)’ m = 2r, 
(6.6) 
1 
= (m - I)! (-I)‘+ [Yi,****Yi+ml x7 m=2r+ 1. 
Proof: It is easily checked that 
1 1 
L, 1 = (-1)’ $$ [ .I if m = 2r 
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while 
L,x = (-1)’ [2’r!]* if m=2r+ 1. 
Substituting the function f = 1 (if m is even) or f = x (if m is odd) in (6.5) 
leads immediately to (6.6). n 
We now turn to some properties of the normalized hyperbolic B-splines 
defined by 
NT(X) = Sh(Yi+m -Yi> Q?(X)* (6.7) 
For m = 1, the normalized B-spline associated with the knots yi < yi+, is 
given by 
Nf(x) = 1, 
= 0, 
Yj Gx < Yi+ I 
all other x. 
(6.8) 
We can give an expansion of the kernel [sh(y - x)] m-’ in terms of the 
normalized B-splines. 
THEOREM 6.4. Let 1 < I and y, < y,., , . Then for any y E R, 
[sh(y -x)lm-’ = all Y,<X <Ye+,, (6.9) 
where 
m-1 
Proof. We proceed by induction, For m = 1 the result follows from (6.8) 
and asserts that 
1s i N;(x). 
i=/t l-m 
Now assuming the identity has been established for m - 1, we have 
2 di.m(Y) VCx) 
i=l+l-m 
= C 4/,rn(Y)[Sh(X-Yi) Qi'-'(Xl + Sh(Yi+m -Xl QYA'(x>I 
i=l+l-m 
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= 2 Q;t-‘(X>[sh(X-Yi)~i,,(Y) + sh(Yi+m-1 -XI #,-l,m(~)I 
i=l+l--m 
= i=,~-, Q~-'(X>P)i,m-l(Y)(Sh(X-Yi)Sh(Y-Yi+nt-1) 
+ Sh(Yi+m- I -x>sh(Y-~i)I* 
Using elementary identities on the hyperbolic functions, we see that the 
quantity in the square brackets is [ ] = sh(y -x) sh(yi+,- , - y,), and we 
iset 
i h,m(v)N:(x) =WY--x) i #l,,-l(y)~y-l(x) 
i=l+l-m i=l+l-m 
= W -x)[sh(y -x)1”-2 = [sh(y -x)1”-‘. m 
7. A PARTITION OF UNITY 
One of the most interesting facts about polynomial B-splines is that they 
can be used to give a partition of unity. The following theorem is the hyper- 
bolic analog of this result. Note, however, that we only assert the existence 
of such a partition for the case of m odd. Indeed, when m is even, the space 
of hyperbolic splines does not even contain the function 1. 
THEOREM 7.1. Let m = 2r + 1. Then for d YI < X < Y,, 
1 = i awns, 
/+1-m 
where 
ay = (-1)’ 22’-laf 2r- 1 
i( ) 
>o r 
and af is the constant term in the expansion (cf: Lemma 3.3) 
Ill-1 
4i,m(Y)= fl Sh(Y-Yi+o> = ,f ajuj(Y). 
v=l j=l 
Proox We apply the operator 
M = (0: - (2r)‘) . .. (0: - 22) 
(7.1) 
(7.2) 
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to both sides of the Marsden identity (6.9). Since M annihilates the functions 
ch(2y), sh(2y),..., ch(2ry), sh(2ry), it follows that 
2*‘-’ 
while 
M#i,m(Y> = Mu’, . 
Identity (7.1) follows. 
It remains to show that a7 > 0, or equivalently, that (-I)’ af > 0. The 
coefficients of tii,,(y) must satisfy the system of equations 
I 
#i,m(Yi+ 1) ul(Yi+ I> *‘* 
i IL 
um(Yi+ I) 
Oi,m(Yi+m-1) = ul(Yi+m-l) “’ U,(Yi+m-l) 
9i,m(Yi+rJ ul(Yi+m) ‘*’ um(Yi+m) 
where A = l-I;:,1 sh( yi+, - y,,,) > 0. But then Cramer’s rule shows that 
af =AD Yi+l”“‘Yitm-1 
u2 >*.-, u, 3 
where the last inequality follows from Theorem 3.4. (Note that 
{u,, u3 ,**-, a,) = {w2, w, ,..., w ,,-,, w,-*}, which accounts for the (-1)’ in 
the above string of equalities.) I 
Theorem 7.1 is not quite of the same form as its analog for polynomial 
splines where the B-splines themselves form a partition of unity without the 
factors a,“. It is possible to derive explicit formulae for the a?, at least for 
small m. 
EXAMPLE 7.2. The hyperbolic B-splines of order 1 and 3 satisfy the 
relations 
l= i N!(x), (7.3) 
i=/t I-m 
l= c Ch(Yit 2 -Yi+ t) Nj(x)* i=/t I-m (7.4) 
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Proof: Partition (7.3) is trivial in veiw of the definition of the N,!‘s. 
Partition (7.4) follows from Theorem 7.1 and the fact that 
= c~(~Y)C~(YI+ I Yi+d-sh(2Y)shtYi+, +Yi+2)-ChtYi+z -Yi+l> 
2 
Identity (6.9) can be used to give a variety of identities involving the 
normalized B-splines. For example, we have the following somewhat curious 
result: 
THEOREM 7.3. For any m and all yl+m <x < y,, 
1 = 2 ch((m- 1)X-yi+r-*** -Yi+m-1) NT(x)* 
i=/ 
ProoJ: This result can be established by applying an appropriate 
operator to both sides of (6.9). Or, it can be established by induction. It is 
trivially true for m = 1. Now using recurrence relation (5.8) we note that 
(withm,=m-1 andp~=y,+,+...+Yi+m~,), 
c ch(m,x -/I?) NY(x) 
=C ch(m,x-/I?)[&:-‘(x)Sh(x-yJ+ sh(yi+,-x)Q~~‘(x)J 
= E Ql-‘(x)[ch(m,x -&“) sh(x -yi) 
+ ch(mlx-&‘-J Sh(Yi+m-1 -x)1- 
But 
[ch(m,x-&“)sh(x-yYi)+ch(m,x-,f?~”_1)sh(y~+,-,-x)I 
= ch(m,x -/I:-‘) sh(yi+m-i -Vi), 
where m, = m - 2 and /IT-’ = yi+l + .a. +yi+,,-*. It follows that 
r ch(m,x -&“)N~(x) = x ch(m,x -pi”-‘) N?-‘(x) = 1 
by the inductive hypothesis. 1 
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8. A BASIS AND A DUAL BASIS 
We are now in a position to describe a basis of B-splines for the space of 
hyperbolic splines 9(Zm ; &, d). Following the construction for polynomial 
splines (cf. [4]), suppose y, < y, ,< .. . <yzm+K is a set of points with 
and 
ml mA 
y < ‘.. <ym+K=Xz ,,..., x2,. In+1 \ 
Let 
B,(x) = NT(x), i,= 1, 2 ,..., m + K, (8.1) 
where the N’s are the normalized B-splines defined in (6.7). (In the case 
where b =Y,,,+~+, = ..a =Y*,,,+~, we modify B,,, slightly by taking 
B,+,(b) = B,+,tb-1). 
THEOREM 8.1. The functions ( Bi(x)]T ” form a basis for 
2qGF$;~;d). 
Proof. It is clear from our earlier results on B-splines that each B, is an 
element of 9. (The special definition of B,,, at b was necessary to insure 
this-cf. the discussion in [4, p. 1171.) The fact that these functions are 
linearly independent follows immediately from Theorem 8.2 below, and since 
9 has dimension m -t K, the assertion is proved. 1 
In order to establish the linear independence of the hyperbolic B-splines, 
we now construct a dual basis of linear functionals {Ai) +*. Again, we 
follow the construction in the polynomial spline case (cf. [4, pp. 145 and 
following]). For each j= 1,2 ,..., m + K, let Gj(x) be the transition function 
defined in the proof of [4, Theorem 4.411, and let $jm( y) be the function 




f(X) L, Yj(X) dX 
(m- l)!(yj+,-yj)’ 
j = 1, 2 ,..., m + K, (8.2) 
I 
where L, is the differential operator defined in (1.1) and where 
yj(x> = G,(X) #j,m(X>. 
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THEOREM 8.2. The linear funciionals (1,];2+ K form a dual basis for 
(Bi}y+K, i.e., 
SB,=&= 1, if i=j, 
= 0, otherwise, 
(8.3) 
forall l,<i,j<m+K. 




Yj+m B,(X) L, !Pj(X) dx 
yj (m - I)! (Ym+j-Yj) 
IYi~**3Yi+ml yjT 
all 1 & i, j < m + K. Now if i > j, this is zero since Yj E Rm and hence is 
annihilated by the divided difference. If i <j, then we again get zero since yi 
agrees with the function 0 on the points yi,..., yi+,,,. Finally, if i = j, we note 
that Yj agrees with sh(y -yi) #i,,(y) on yi,***,yi+m, and so 
itmtl 
liBi= [Yi,***,Yi+,] n sh(Y -Vu>, 
u=i 
which is easily shown by induction to have the value 1. Indeed, for m = 1 we 
have [yi,yi+i]sh(y-yi)= 1. Now assuming the result for m- 1, using 
recursion formula (4.3), we have 
itm--l 
[Yir-*-,Yi+ml sh(Y -Yt> “g+, s~(Y-Y~) 
itm-I 
= [Yj+ 1 Y-.*9 Y,+,I n Wy-YJ= 1. 1 
v=it I 
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