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Abstract
Early cancer detection can change lives. If cancer can be detected early in its
development, while a patient is still asymptomatic, it is easier and less expensive to
treat. Volatile organic compounds, as measured by field asymmetric ion mobility
spectrometry (FAIMS), are a novel class of biomarkers which have shown promise
as a low-cost early screening test for a range of cancers. However, FAIMS data is
high-dimensional, difficult to interpret, and can be subject to a range of subtle data
quality problems. Additionally, in the current literature many researchers use linear
methods for analysing FAIMS data. We believe improved results could be achieved
by applying modern machine learning techniques to the problem.
In this thesis, we investigate using modern machine learning techniques and best
practices for FAIMS analysis, and develop corresponding software. We found that
FAIMS has a moderate ability to detect cancer in an at-risk population, and that
FAIMS could be used for the pre-symptomatic detection of other diseases with
excellent results, achieving an AUC of 0.91 for the pre-symptomatic detection of
anastomotic leakage after surgical resection to treat cancer.
We present a novel Bayesian dimensionality reduction technique, the structured
Gaussian process latent variable model (SGPLVM), which extends GPLVM to exploit
structured correlations between variables, as are seen in FAIMS data. We also present
a stochastic optimization algorithm and a number of extensions based on stochastic
gradient descent variants. We explore the properties of SGPLVM, which we found
to outperform GPLVM at recovering a latent representation of data which meet
the model assumptions. We also demonstrate SGPLVM’s robustness to partially
observed data.
Finally, we present software packages for GPLVM, SGPLVM, and GP regression
with a novel method of specifying and automatically selecting compound kernel
functions.
xv

Chapter 1
Introduction
1.1 Overview
The early detection of cancer is an extraordinarily fertile area of research, and with
good reason: early detection of cancer leads to improved outcomes for patients and
reduces the cost of treatment [Smith et al., 2010]. A recent systematic review of
19,724 papers published between 2010 and 2014 found 3990 papers on the subject
of biomarkers for the early detection of cancer which met the inclusion criteria,1
covering 814 potential blood-based biomarkers [Uttley et al., 2016]. Unfortunately,
few biomarkers make the transition into clinical practice [Cree, 2015; Day, 2016]. To
be used in clinical practice, a biomarker must first be shown to provide improved
clinical outcomes in a randomized clinical trial. However, most biomarkers do not
make it to this stage, with many which show promise initially ultimately not being
reproducible [Ransohoff, 2008].
Volatile organic compounds (VOCs) are a novel class of biomarkers which are
measurable in a wide range of sample mediums [O’Hara et al., 2009; Hanai et al.,
2012; Soini et al., 2010; Dixon et al., 2007; Phillips et al., 1999], and have shown
promise in the early detection of cancer [Wehinger et al., 2007; Bajtarevic et al., 2009;
Westhoff et al., 2009; Arasaradnam et al., 2014; Machado et al., 2005; Peng et al.,
2010; Westenbrink et al., 2015; Mazzone et al., 2007; Cornu et al., 2011; Buszewski
et al., 2012]. They are generated as a by-product of cell metabolism [Amann et al.,
2014], and can therefore be considered a metabolomic approach to cancer detection.
VOCs have seen widespread use in other fields [Kolakowski and Mester, 2007], and a
range of well established instruments exist for measuring VOCs. Since VOCs are
1Controlled studies of blood-based biomarkers for the detection or diagnosis of cancer.
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readily carried in the blood, and tumours with metastatic potential generally depend
on having a good blood supply to support their growth [Nishida et al., 2006], VOCs
offer promise as a method for liquid biopsy of tumour metabolomes.
While much research has focussed on identification of specific VOCs which are
associated with cancer [Di Lena et al., 2016; Silva et al., 2011], these rely on analytic
techniques which are too expensive to be used in a screening test. Field asymmetric
ion mobility spectrometry (FAIMS) [Kolakowski and Mester, 2007] offers a low-cost
method to measure the entire VOC profile of a sample, but does so in a way which is
not easily mapped onto the specific compounds which are present. The signals from
different compounds in FAIMS data generally overlap, creating a complex and noisy
signal. It seems plausible that applying modern machine learning tools to FAIMS
data will allow us to access the significant amount of information in the full profile
of VOCs. Previous research on urinary FAIMS analysis for the early detection of
cancer has not tended to make use of modern developments in machine learning,
generally using linear modelling techniques such as principal component analysis
(PCA) and linear discriminant analysis (LDA). They have also tended to fall foul of
subtle mistakes in the design of their statistical analyses, which introduces bias into
the results and makes the true utility of VOCs for cancer detection hard to ascertain.
We developed improved techniques for working with VOC data derived from
FAIMS analysis. First, we developed a flexible end-to-end analysis pipeline for
classification problems involving FAIMS data, using established machine learning
techniques and best practice. We then validated these techniques in a number of
studies investigating the use of FAIMS data in a clinical setting, with an emphasis
on cancer detection. We also implemented the methods in a publicly available R
[R Core Team, 2018a] package, with the intention that this package would allow
researchers to analyse FAIMS data in a reproducible way using methods which follow
best practice for avoiding bias in the reported results.
Our work on FAIMS data led to the development of a novel Bayesian model for data
with structured correlations between variables (of which FAIMS data is an example),2
which we call the structured Gaussian process latent variable model (SGPLVM).
Alongside this, we present a method for fitting the model to data using stochastic
optimization. SGPLVM is a non-linear dimensionality reduction technique which
2An approachable, everyday example of data with structured correlations between observed
variables is image data, where there is a prior expectation that any two pixels in close proximity in
the image will have correlated values.
2
incorporates a prior encoding for structured correlations between observed variables.
We ran computational experiments against SGPLVM to explore its properties.
1.2 Motivation: early cancer detection
There are a number of examples of successful screening programmes designed to
increase the early detection of cancer which have been shown to improve outcomes
and reduce the total cost of treatment [Smith et al., 2010]. For example, it has been
estimated that the UK’s cervical screening programme prevents more than 5,000
deaths per year from cervical cancer [Peto et al., 2004]. However, many current
procedures for early detection of cancer can be expensive to perform, and some early
cancer screening programmes suffer from poor uptake [Smith et al., 2010; McGregor
et al., 2007]. Many common cancers simply have no viable tests for early detection
[Cohen et al., 2018].
A number of studies have investigated possible liquid biopsies for cancer diagnosis,
including circulating cancer cells [Alix-Panabières et al., 2012], protein and mRNA
biomarkers [Skog et al., 2008], and circulating tumour DNA (ctDNA) [Bettegowda
et al., 2014]. Most encouragingly, a recent study achieved excellent results by
sequencing mRNA derived from tumour-educated platelets, distinguishing cancer
patients from healthy patients with 96% accuracy and differentiating between the
six primary tumour types studied with 71% accuracy [Best et al., 2015]. Another
prominent recent study used a combination of ctDNA and protein biomarkers to
achieve a median sensitivity of 70% across eight common cancer types, with a
specificity of 99% [Cohen et al., 2018]. GRAIL Inc., a spin-off from the sequencing
technology company Illumina which has been the subject of a moderate amount of
lay media attention, is currently running three studies into early detection of cancer
by ctDNA. While they have not yet published any results in peer-reviewed journals,
they have presented some promising initial results at a number of congresses [GRAIL
Inc., 2019]. For example, at the 2018 American Society of Clinical Oncology (ASCO)
Annual Meeting they reported sensitivities ranging from 38–51% at a specificity of
98% for detection of early-stage lung cancer.
There are two main problems with much of the current research in the field, when
viewed with an eye to developing early tests for cancer. The first is that samples
are not collected prospectively prior to diagnosis—cancer patients are recruited and
samples collected after cancer has been clinically diagnosed (as in Cohen et al. [2018]
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and Best et al. [2015]), which limits the ability to use these studies to assess a
biomarker’s suitability as a screening test for use in patients whose cancer status is
unknown. The second problem is the high cost of sequencing-based tests. Cohen
et al. [2018] estimate their test to cost “less than $500”, which presumably implies the
cost is approximately $500 (roughly £400).3 It has been reported that GRAIL are
intending for their test to be priced similarly [Swanson, 2016]. This is significantly
more than the cost of existing population-screening tests: the faecal occult blood
(FOB) test for colorectal cancer, which in the UK is offered to everyone aged 60–74
every two years [NHS England, 2016], costs approximately £5 per test [NHS England,
2017]; the UK breast cancer screening programme is open to women aged 50–70
every three years, with an average cost of £13 per patient per year [Pharoah et al.,
2013]; and the pap smear used in the UK cervical cancer screening programme costs
£21.67 per test [Karnon et al., 2004] and is offered to every woman aged 25–64 either
every three or five years, depending on their age.
Sequencing-based tests can be comparable in cost to current methods for definitively
diagnosing cancer in patients presenting with clinical symptoms indicative of cancer
(for example, a colonoscopy cost the National Health Service (NHS) £372 in 2017
[NHS England, 2017], and a transthoracic needle biopsy cost the NHS roughly £400
in 2015 [Cree, 2015]). However, even in this setting they encounter the problem of
patient acceptance of the test as a definitive method of diagnosis. Patients tend to
overestimate the accuracy of a physical diagnostic test (for example, endoscopy) and
consequently have a high threshold for acceptance of tests based on blood, urine,
or stool samples alone as a replacement for physical diagnosis [Yossepowitch et al.,
2007].
1.3 Aims and scope
We set out to investigate whether modern machine learning techniques can be applied
to VOC data as measured by FAIMS to produce a viable, low-cost, non-invasive
cancer screening test. Recognising that taking VOCs from a promising biomarker
to a clinically-usable test is likely beyond the scope of a single PhD thesis, as part
of our work we developed a publicly available software package for the analysis of
FAIMS data. This implements a reproducible end-to-end pipeline incorporating
modern machine learning techniques and best practice for avoiding bias in reported
3As opposed to the cost being, for example, $49, in which case one would assume that the phrase
“less than $50” would have been used.
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results, which we hope will be useful for future research in the field.
We also investigated novel techniques for analysing FAIMS data, developing a
novel Bayesian model which uses Gaussian processes to model data with structured
correlations between variables and a high degree of redundancy in the observed data.
We set out to explore the properties of this model through a number of computational
experiments, including assessing its ability to model datasets with partially-observed
data.
1.4 Methodology
1.4.1 Assessing classifier performance
To assess the performance of a predictive algorithm it is necessary to compare the
output of the algorithm to known outputs for some test data, and a cornerstone of
producing accurate estimates of performance is ensuring that the algorithm does
not have access to to the test set outputs, whether directly or indirectly. The worst
case example of this principle being violated, where the training and test sets consist
of identical data, can be easily seen to give essentially meaningless results through
an illustrative example. Consider assessing the accuracy of a 1-nearest-neighbour
classifier, which predicts the value of a test point by returning the output associated
with the nearest point in the training data. If the training and test sets are identical,
this classifier would appear to achieve perfect accuracy, which is unlikely to be borne
out by more rigorous testing on unseen data.
Ideally, the sample size would be large enough to allow entirely distinct training
and test sets to be defined, which makes proper application of this principle almost
trivial. Unfortunately, generating data in a medical setting is an expensive business,
and studies rarely have the luxury of setting sufficient data aside solely for testing
and still retaining enough data for the study to have the requisite statistical power.
However, a number of methods exist which allow one to make use of the the entire
data set for both training and testing while minimizing positive bias through the
disclosure of test set outputs to the training algorithm. These can be broadly
described as resampling methods, where one uses the original dataset to generate
some number of new pairs of training/test datasets, which are used for validation of
the learning algorithm. Fundamental to the methods is that within each training/test
pair, no data points are shared between both sets.
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Resampling methods for validation of predictive models can be further classified
into bootstrapping methods and cross-validation methods. We review the basic
principles of these methods below.
Bootstrap resampling
Bootstrap resampling samples with replacement from the original data to generate a
new training set of the same size as the original. The points which are not present
in the training set are then used as the test set [Kung, 2014, p. 541]. If there are n
points in the original data, the probability that a given point is not sampled (and
therefore the proportion of points which do not appear in the training set) is
p(point i not sampled) =
(
n− 1
n
)n
(1.1)
which, rewritten as (1− 1/n)n, can be seen to converge to exp(−1) u 0.368 as the
sample size n→∞.4
Generally, one will undertake as many bootstraps as can be reasonably performed
(within the limits of the available time and computational power) to obtain an
estimate for the distribution of the performance metric being used and reduce the
variance of the final estimate.
Cross-validation
Cross-validation is generally encountered as either k-fold cross-validation, or leave-
one-out cross-validation (LOOCV). In k-fold cross-validation, each data point is
assigned to one of k folds. Each fold is then used in turn as the test set, with the
algorithm trained on the remaining out-of-fold points and again used to predict the
left-out points in the test set. In LOOCV, each point is “left out” in turn, with the
algorithm trained on the remaining points. This is then used to create a prediction
for the left-out point. The process is repeated for every point in the data, and the
predicted values are then used to calculate the performance metrics for the algorithm.
LOOCV is equivalent to k-fold cross-validation with k set to the sample size of the
original data. [Bishop, 2006, pp. 32–33; Kung, 2014, p. 539–540].
Performance metrics can be calculated in two ways from the results of k-fold
cross-validation: either the predicted outputs can be aggregated into one set and
4exp(−1) is a good approximation for the proportion of unsampled points even for small sample
sizes. For example, at a sample size of n = 10, (1− 1/n)n u 0.349.
6
performance metrics calculated on that, or performance metrics can be calculated
separately for each fold and averaged to find the performance metric for the entire
data set [Forman and Scholz, 2010; Kung, 2014, pp. 539–540]. In this work, unless
otherwise specified, we use k-fold cross-validation with k = 10 and performance
metrics calculated on aggregated predictions across folds.
Pitfalls
Even if cross-validation is used to avoid bias, it is still possible to inadvertently
and indirectly leak information about the test set to the classifier.5 An example we
have encountered is the use of pre-processing steps outside of the cross-validation
process which have access to class information, such as LDA, which attempts to find
a low-dimensional representation of data while maximising the separation between
classes in that representation. The LDA representation of the data is then split using
cross-validation. Doing so will inadvertently give information about the test points’
classes to the classifier, providing a significantly rosier outlook on the classifier’s
performance than might be achieved on truly unseen data. The obvious solution
is to ensure that any process which uses class information occurs inside the cross
validation, after the data has been split into folds. For example, in this case the
LDA analysis should have been performed separately for each training set in the
cross-validation.
1.4.2 Metrics
Classification algorithm performance is multifaceted, and different classifiers may
be optimal in different contexts. A screening test will have significantly different
performance characteristics to a diagnostic test. As such, the choice of metric we
use to assess a classifier’s performance requires careful thought. In interdisciplinary
work, where the results of a statistical analysis are intended for consumption by
clinicians as well as other statisticians, there is a second important consideration,
that of metric acceptability and familiarity. Using a metric which is not familiar
from the literature your readers are normally exposed to, even if that metric better
captures the core of the problem you are assessing, will naturally lead to difficulties
in communicating the results of your research. Here we review a number of metrics
used in this work. In the discussion that follows we will assume that there are two
5The same is true for bootstrapping, or any other method of this sort. For simplicity, we will
only refer to cross-validation for the remainder of this section, but the same principles apply to
other similar techniques.
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classes which points fall into, which can be described as the “positive” class and the
“negative” class.
Sensitivity and specificity
Sensitivity (also known as recall) and specificity are defined as TP/(TP + FN)
and TN/(TN + FP), respectively, where TP, TN, FP, and FN are the number of
true positives, true negatives, false positives, and false negatives. They are widely
understood measures of a test’s performance, but suffer from a number of drawbacks
which makes them difficult to use for model selection in this setting. First, since they
do not give a single metric and lack meaning when used in isolation,6 it is necessary
to establish some method of jointly optimizing both metrics. Simple examples are
fixing the specificity and optimizing the sensitivity, or vice versa, or by reference
to some other outside constraint such as setting a minimum acceptable negative
predictive value (NPV).
Positive and negative predictive value
Positive predictive value (PPV) (also known as precision) and NPV are the proportion
of predicted positive (respectively negative) results which are true positives (or
negatives). The are defined as
PPV = TPTP + FP (1.2)
NPV = TNTN + FN (1.3)
NPV is often used to describe screening tests, since it can be interpreted as the
proportion of people who are negatively screened who are truly disease free, and
so gives a measure of how many people who have the disease will be missed by the
screening test.
Area under the ROC curve
Most classification algorithms we consider here do not output a hard classification
for each data point, but will instead perform soft classification, where the classifier
assigns a score to each point, with a higher score indicating that it is more likely to
belong to the positive class. Defining a threshold for classification (where points with
6Any test can be made to have a sensitivity of 100% by predicting that every point tested is
positive. Unfortunately (or fortunately, if you are a statistician who needs gainful employment), the
specificity of this test is likely to be poor.
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a score above the threshold are positive, and points below negative) creates a hard
classifier, and the trained algorithm actually defines a spectrum of hard classifiers
as the threshold sweeps through its possible range of values. While it is sometimes
appropriate to fix the threshold, often we wish to consider the full range of classifiers
defined by an algorithm, and for this we use the receiver operating characteristic
(ROC) curve and the associated area under the curve (AUC). An example of a ROC
curve can be seen in Figure 2.10.
For a given set of scores output from a soft classifier, the ROC curve plots the
true positive rate (or sensitivity) against the false positive rate (or one minus the
specificity) as the threshold varies across its allowed values [Krzanowski and Hand,
2009, p. 11]. The AUC, the area bounded by the ROC curve, the x-axis, and the
line x = 1, is a measure of the classifier’s performance across all possible thresholds,
and is equivalent to the Mann-Whitney-Wilcoxon (MWW) U-statistic [Krzanowski
and Hand, 2009, pp. 65–67], the statistic which underlies the MWW test, a robust
non-parametric test of whether two samples are drawn from the same underlying
distribution. This relationship can be exploited to calculate p-values for a given
AUC, if required.
1.4.3 Classification models
In our work on FAIMS data we use a range of classification models intended to provide
good coverage of different design principles in machine learning. The classification
models we use are covered in more detail in Section 2.3.6, and we provide a brief
overview here. The main models investigated were:
Random Forests Random Forests use an ensemble of decision trees to reduce the
variance of the trees by averaging over their outputs. Generating the ensemble is a
stochastic process, with two sources of variation. First, each tree is generated on
a bootstrap resampling of the training data. Second, for each split only a random
subset of the features are selected from (known as feature bagging).
Sparse logistic regression In sparse logistic regression, a penalty term is applied
to the loss function for logistic regression which induces sparsity in the learned
parameters. We use the elastic net penalty term. Elastic net is a linear combination
of the lasso and ridge regression penalty terms, which correspond to normal and
Laplace priors (respectively) being placed on the parameters.
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Support vector machines Support vector machines (SVMs) attempt to find a
maximally separating hyperplane between the classes in the training data. While
this can be done in the observed data space, it is often beneficial to project the
data into a high-dimensional space and find a maximally separating plane in this
high-dimensional space. The kernel trick (see Section 3.2.2) allows this to be done
implicitly.
Stochastic gradient boosting Gradient boosting attempts to iteratively improve
its predictions by sequentially growing an ensemble of weak classifiers based on
decision trees, at each stage attempting to fit the gradient of the loss function at the
current predicted values and using this gradient to move the predictions closer to
an optimum. Stochastic gradient boosting extends this by using a new bootstrap
resample of the training data for each tree, as in Random Forests.
The models above were selected to represent the following broad categories of
classifier algorithm:
• Decision trees;
• Bagging;
• Boosting;
• Kernel methods;
• Sparsity-inducing priors.
1.4.4 Gaussian processes
A Gaussian process (GP), broadly speaking, defines a probability distribution over
functions. Formally, a Gaussian process is a set of random variables, any finite
subset of which have a joint Gaussian distribution. This joint Gaussian distribution
is defined by the GP’s mean function m(x) and its covariance function (or kernel
function) k(x, x′), which are used to derive the mean and covariance matrix of
a realisation of a GP for a given set of points. The covariance function plays a
particularly important role, and is used to specify what class of functions a GP
is a distribution over. Covariance functions exist which define GPs over linear,
smooth, and periodic functions, as well as many other function classes. For example,
covariance functions also exist for more exotic classes of function, such as the class
of functions which can be produced by a multilayered neural network [Rasmussen
and Williams, 2006].
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Given a set of observed data, a GP can be used as a prior to encode the class of
functions which we believe could have generated the data. The posterior distribution
can then be used to make predictions about unobserved points. This is known as GP
regression, and has a number of benefits over other non-linear regression techniques.
Like many machine learning techniques, most covariance functions have a number
of hyperparameters which need to be tuned to achieve good performance. GPs
have a natural and principled method for fitting hyperparameters by optimizing the
marginal likelihood of the model over the observed data. Also, since GP regression
is a probabilistic method, predictions are provided with a variance giving the degree
of confidence in the prediction. Finally, it is possible to craft (either manually or
automatically) compound kernels which allow for flexible modelling of complex data
structures, which we discuss in Chapter 5.
Gaussian processes are treated in more detail in Chapter 3.
1.4.5 Probabilistic PCA
Probabilistic PCA (PPCA) is a linear dimensionality reduction technique which
sets PCA in a Bayesian probabilistic framework [Bishop, 1999]. In this formulation,
one assumes that an observed data point x is drawn from a multivariate normal
distribution with variance σ2I around a linear transformation W of the point’s
latent representation z:
x | z,W , σ ∼ N
(
Wz, σ2I
)
(1.4)
One then set a prior z ∼ N (0, I) over z, integrates z out, and maximizes the
likelihood of the resulting marginal distribution. Doing so, we find that the optimal
W agrees with that given by classical PCA.
Dual PPCA marginalizes out the loadings matrix W rather than the latent
variables z, using a prior of Wij ∼ N
(
0, α2
)
, to give a marginal distribution with
the probability density function
p
(
X | Z, σ) = 1
(2pi)dN/2|K|d/2
exp
(
−12 tr
(
K−1XXT
))
(1.5)
where K = α−2ZZT + σ2I and Z is the matrix of latent variables [Lawrence, 2004].
Again, optimizing Z against the likelihood of the resulting marginal distribution
gives a result which can be shown to be equivalent to classical PCA [Tipping, 2001].
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Detailed derivations for PPCA and dual PPCA are given in Section 3.2.5.
1.4.6 The Gaussian process latent variable model (GPLVM)
Lawrence [2004] takes dual PPCA as a starting point, notes that the form of K in
equation 1.5 is that of a linear kernel (and that equation 1.5 is the marginal likelihood
of the product of d GPs), and asks what happens if we replace K with a non-linear
kernel. The result is the Gaussian process latent variable model (GPLVM).
GPLVM assumes that observed data is a non-linear function of some latent
representation, with the mapping functions from the latent space to the observed
space drawn from a GP with kernel K. To find the latent representation Z for
our data, we optimize Z and the kernel hyperparameters to maximize the marginal
likelihood of the model. For non-linear kernels there is no general analytic solution
to this optimization problem, but we can attack the problem using standard iterative
optimization techniques such as conjugate gradients [Møller, 1993] (as they do in
Lawrence [2004]) or the Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm [Byrd
et al., 1995].
1.4.7 Stochastic gradient descent
Gradient descent is an intuitive iterative optimization algorithm in which one seeks
a minimum (or maximum) of a once-differentiable function by taking repeated small
steps down (or up) the gradient until convergence is achieved. Stochastic gradient
descent (SGD) introduces a random element to gradient descent by using a stochastic
approximation to the gradient at each step [Bottou, 2010]. This has a number of
benefits over exact gradient descent: first, if the gradient is expensive to compute
exactly, stochastic gradient descent can make optimization feasible where exact
gradient descent is not; second, if the function is not convex and has multiple local
minima which are not globally optimal, the random nature of SGD can “bounce”
the algorithm out of a local minimum and allow convergence to proceed towards a
better solution.
SGD is not without its flaws. Setting an appropriate step size can be challenging,
and often needs to be tuned to the specific problem. Too large a step size and the
process will fail to converge correctly, with the next point selected frequently having
a larger value than the previous point. Too small a step size and convergence will
be too slow to complete in a reasonable time frame. Gradient descent and SGD
also suffer from getting stuck in saddle points [Dauphin et al., 2014]. A number of
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variants of SGD have been developed to address these and other issues. We go into
some of these variants in more detail in Section 4.2.4.
1.5 Overview
Chapter 1 introduces the work.
Chapter 2 covers background information on VOCs, and our work on using VOC
data for disease detection and diagnosis. We introduce our R package for repro-
ducible analysis of FAIMS data, FAIMSToolkit, and review its functionality.
Finally, we present a selection of studies in which we applied our package to
the early detection of disease by urinary VOC analysis.
Chapter 3 covers background material on Gaussian processes and GPLVMs.
Chapter 4 introduces the theory of SGPLVMs, and covers our method for stochastic
optimization of the likelihood of SGPLVM to make fitting the model compu-
tationally feasible. It also includes the results of a number of computational
experiments in applying SGPLVM to both artificial and real data, and explores
the properties of SGPLVM, including a comparison of its performance relative
to GPLVM, its ability to fit a model to partially observed data, and its ability
to visualise FAIMS data.
Chapter 5 presents our R package gaussianProcess, which fits Gaussian process
regression models and performs automatic model selection by searching the
space of compound kernels. It also reviews implementation details of our
R package GPLVM, which implements a range of GPLVM variants, and also
implements SGPLVM and the stochastic optimization method described in
Chapter 4, as well as a number of SGPLVM variants.
Chapter 6 reflects on the results covered in this thesis.
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Chapter 2
Volatile Organic Compounds: A
Novel Biomarker for Low-cost
Cancer Detection
2.1 Overview
2.1.1 Volatile Organic Compounds (VOCs)
VOCs represent a broad range of organic compounds. Informally, VOCs are organic
compounds which evaporate at room temperature and atmospheric pressure. Formal
definitions vary, but are broadly equivalent and generally use either the vapor
pressure or boiling point of a substance under given conditions. For example, the
International Union of Pure and Applied Chemistry (IUPAC) define a VOC as “any
organic compound having, at 293.15 K, a vapor pressure of 0.01 kPa or more, or
having a corresponding volatility under the particular condition of use” [Duffus
et al., 2007], while the EU defines a VOC as “any organic compound having an
initial boiling point less than or equal to 250 ◦C measured at a standard pressure of
101.3 kPa” [Council of the European Union, 2004].
For the purposes of early cancer detection (and more generally as a medical
diagnostic tool), we are interested in VOCs which act as metabolites within the body.
For cancer detection, this could either be VOCs produced by cells within a malignant
or pre-malignant neoplasm which are not otherwise present in the metabolome of a
healthy patient, or it could be a change in the concentration of one or more VOCs
due to the either the neoplasm itself or the body’s response to it. As such, the
use of VOCs for diagnostic purposes falls within the field of metabolomics. VOCs
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are measurable in a wide range of human tissue sample mediums, including blood
[O’Hara et al., 2009], urine [Hanai et al., 2012], saliva [Soini et al., 2010], and sweat
[Dixon et al., 2007]. Endogenous VOCs are also measurable in exhaled air [Phillips
et al., 1999], which offers a promising (although technically challenging [Alonso and
Sanchez, 2013]) new medium for non-invasive medical testing.
A number of different analytic methods are available which measure VOCs. Typ-
ically, VOCs are measured in a gas-phase analyte drawn from the headspace of a
liquid- or solid-phase sample. To aid VOC extraction the sample may be heated
[Covington et al., 2015], or combined with an additive such as a salt [Jochmann et al.,
2006]. For the detection of cancer using VOCs, a wide range of methods have been
investigated: mass spectrometry (MS) [Wehinger et al., 2007]; GC-MS [Bajtarevic
et al., 2009]; ion mobility spectrometry (IMS) [Westhoff et al., 2009]; FAIMS, a
variant of IMS [Arasaradnam et al., 2014]; solid-state chemical sensors, also known
as electronic noses or e-noses [Machado et al., 2005; Peng et al., 2010; Westenbrink
et al., 2015]; colorimetric sensor arrays [Mazzone et al., 2007]; and specially-trained
dogs [Cornu et al., 2011; Buszewski et al., 2012].
The work in this chapter is focussed on measuring VOCs using FAIMS, a form
of IMS. In an IMS analysis, a gas-phase analyte is ionised and its composition
determined using the characteristic electrical mobility of its constituent ions in an
electric field. FAIMS exploits the fact that an ion’s mobility in an electric field is a
non-linear function of the field strength, and passes the ionised analyte through an
oscillating electric field called the dispersion field, with a large difference in amplitude
between the positive and negative parts of the cycle. Ions zigzag through the field,
and ions with a non-zero net transverse motion over the full cycle will discharge
themselves on the electrodes generating the field. Ions with zero net transverse
motion pass through the device and discharge on sensors which record the positive
and negative ion currents. A small “compensation voltage” can be applied across
the electric field to adjust the net transverse drift of the ions. The dispersion field
strength and compensation voltage are varied to identify the ion species present in
the sample, with different ions able to traverse the field at different combinations
of dispersion field strength and compensation voltage. The result of this for each
polarity of ion can be visualised as an image, and each ion species traces out a plume
in the image, as shown in Figure 2.1. In the text that follows, one “run” of the
FAIMS is one full sweep of the dispersion field strength and compensation voltage,
producing the data shown in Figure 2.1 for positive and negative ion counts. A
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Figure 2.1: An example visualisation of the FAIMS data for the positive
ion current for a single run. Different ion species in the sample produce
distinct plumes, which branch off as the dispersion field strength increases.
FAIMS analysis of a sample will normally be composed of multiple runs to capture
the changing VOC profile as the sample outgasses into the headspace.
There are two schools of thought on the application of VOCs to medical diagnosis.
In one school of thought, it is beneficial to identify the specific VOCs characteristic of
a disease process (as in Silva et al. [2011]; Hanai et al. [2012]), while in the other it is
only deemed necessary to identify a pattern of change in the measurements made by
a VOC-analysis device without attributing these changes to specific compounds (as
in Arasaradnam et al. [2014]; Covington et al. [2013]; Westenbrink et al. [2015]). The
benefit of the former approach is that identified compounds can be linked to specific
metabolic processes, potentially giving greater insight into the disease processes
involved. In the latter view, the identification of specific compounds is seen as
secondary to the requirement that the test successfully differentiate between healthy
and diseased patients, and the introduction of a mapping step from the raw data
to specific VOCs risks discarding useful data about the metabolome which can be
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exploited by modern machine learning techniques. Our work on using VOCs for the
detection of cancer falls into the latter camp: we focus on identifying patterns in the
data output by VOC-analysis devices which correspond to a patient’s disease status,
without characterising the compounds which contribute to that pattern.
2.1.2 The “Two Week Wait” urgent care pathway
Many of the patients in the studies this chapter covers were recruited from the
Two Week Wait (TWW) referral pathway at University Hospitals Coventry &
Warwickshire (UHCW). Introduced in 2000 by the NHS Cancer Plan, the aim of the
TWW pathway is to reduce variation in people’s experiences with cancer diagnosis
and treatment across the UK (“ending the postcode lottery”), and to improve early
detection and treatment of cancer, improving outcomes [Department of Health,
2000]. To this end, patients presenting with symptoms which indicate they may have
cancer are urgently referred to the appropriate TWW pathway. National Institute
for Health and Care Excellence (NICE) guidance sets out the symptoms and test
results which should lead to a TWW referral from primary care [NICE, 2015]. These
recommendations are based on the observation of sets of clinical symptoms which
exceed a threshold of 3% PPV for cancer [NICE, 2015].1 Once urgently referred,
the target is for patients to receive an initial appointment with a consultant within
fourteen days.2 Should a decision to treat be made, treatment should begin within
62 days from the initial urgent referral.
2.1.3 Other studies on detecting colorectal cancer with urinary
VOCs
VOCs have previously been investigated as a diagnostic tool for colorectal cancer.
An excellent summary of the current literature has been produced by Di Lena et al.
[2016], of which three studies involved urinary VOCs and are reviewed below.
In a prospective pilot study by Arasaradnam et al. [2014] of 83 patients with
colorectal cancer and 50 healthy controls (confirmed by recent colonoscopy), VOCs
measured by FAIMS were reported to have an accuracy of 74%, sensitivity of 88%,
and specificity of 60% for predicting whether a patient had colorectal cancer. However,
these results may overstate the effectiveness of urinary VOCs because of a flawed
statistical analysis—cross-validation was used to estimate prediction accuracy, but
1Except for children and young people, for whom recommendations were made at below 3% PPV,
with no explicit threshold set [NICE, 2015].
2Hence the name Two Week Wait.
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feature selection using the class of the samples (cancer or not-cancer) was performed
before the cross-validation took place, thereby leaking information about the class of
the held-out data into the model. More detail on the statistical analysis method can
be found in Covington et al. [2013].
A second study by the same authors used a bespoke electronic nose device to
measure the urinary VOCs of 39 patients with colorectal cancer, 35 with irritable
bowel syndrome (IBS), and 18 healthy controls, reporting a sensitivity and specificity
of 78% and 79% respectively for distinguishing IBS from colorectal cancer [Westen-
brink et al., 2015]. Unfortunately the statistical analysis in this study suffers from
the same problem as Arasaradnam et al. [2014], with feature extraction using class
information being performed using LDA before cross-validation takes place, biasing
the estimated performance of the classifier.
Silva et al. [2011] used a gas chromatograph quadrupole mass spectrometer (GC-
qMS) to identify VOCs in the urine of 33 cancer patients (14 leukaemia, 12 colorectal,
and 7 lymphoma) and 21 healthy controls. They identified 82 compounds, of which
16 were found to have a statistically significant difference between the cancer and
control groups in a one-way ANOVA analysis at a significance of 5%.3 The paper
reports good qualitative separation of the four groups (three cancers and controls)
using PCA after restricting to the 16 compounds found to be significant, however
as with other papers in the field this is not properly validated using either hold-out
data or cross-validation. In addition, the healthy controls were drawn not from a
population of symptomatic patients who on investigation did not have cancer, but
from healthy volunteers with no history of cancer, limiting the relevance of this result
when considering evidence for VOCs as a clinical test for when colorectal cancer is
suspected. Even so, the identification of 16 urinary VOCs characteristic of cancer is
encouraging for the utility of urinary VOCs as a component of a population-level
cancer screening test.
2.2 Challenges of working with FAIMS data
There are a number of challenges to analysing FAIMS data which we have encountered
in the course of our work. Some, such as detecting failed samples and assigning
autosampled data batches to samples, are mechanical problems in the laboratory
3Effectively a t-test at a 5% significance level, since one-way ANOVA for two factors is equivalent
to Student’s t-test.
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which we can resolve using software. Others, such as the high-dimensional nature of
the data, are inherent to FAIMS data and require careful application of statistical
techniques. Finally, the sensitivity of FAIMS as a detection instrument introduces
issues which need to be taken into account at the time of study design, and cannot
be resolved once the data have been generated.4
2.2.1 Failed samples and outlier detection
Infrequently, samples will fail to run successfully, without any explicit indication
being provided in the data or metadata generated for the sample. There are a
number of possible causes of this which we have encountered, although this list is
likely not exhaustive:
• Operator error - mistakenly running a blank (empty or water-filled) vial instead
of the intended sample.
• When using manual sample introduction using an ATLAS (Owlstone, UK)
sampling system, failing to properly secure the sample container, allowing the
ingress of un-scrubbed environmental air into the FAIMS instrument.
• When using sample introduction by autosampler, failure of the autosampler
needle to pierce the septum of the sample’s vial.
• Loss of flow rate during sample analysis, for instance due to loss of pressure in
the lab’s clean air supply.
Luckily, flow rate is reported in the metadata for a sample. A low flow rate (below
80% of the target flow rate) at some point in the analysis provides a sufficient but
not necessary condition for detecting a failed run, allowing definitive identification
of many failed runs. Figure 2.2 shows some examples of FAIMS data with low flow
rates. Prior to this approach, failed runs were detected using outlier detection and
manual inspection, which would fail to detect some runs with low flow rates.
Unfortunately, not all failed samples are so easily identified. In these cases, it
is necessary to rely on outlier detection, visual inspection, and familiarity with
FAIMS data to determine whether a sample should be excluded. To detect outliers
we calculated the mean distance to each point’s k nearest neighbours (k-NN), as
described in Angiulli and Pizzuti [2002], although our algorithm used a nested loop
4Much to the chagrin of one group of collaborators who approached us to analyse the data from
their study.
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Figure 2.2: Examples of FAIMS samples which have low flow rates
reported in their associated metadata. Flow rate issues are evident in
A and B from visual inspection by the discontinuity in the plumes, but
the quality issues with C are less apparent visually because the flow rate
change occurs outside of the visible plumes. Previously data quality was
assessed visually in the lab and C could therefore have been included in
the statistical analysis, despite not having run correctly.
to calculate the mean k-NN distance in O(d · n2) time (where d is the dimension
and n is the number of data points) rather than the faster and more sophisticated
approach described in Angiulli and Pizzuti [2002], which scales linearly with the
number of data points and the dimension of the data. Nonetheless, performance
was acceptable for the data sets we worked with, and the output of both methods is
equivalent.
Outlier detection by mean k-NN distance is simple to implement, easy to describe
conceptually to collaborators from other disciplines, and has been found to perform
comparably to other outlier detection algorithms [Campos et al., 2016]. A significant
point in its favour is that its performance is relatively insensitive to the choice of
the parameter k, compared to other outlier detection algorithms which require more
careful parameter selection for optimal performance [Campos et al., 2016].
For our purposes we did not set a pre-defined number of outliers, but used a
plot of two sets of k-NN mean distances (for example, k = 2 against k = 10) to
identify possible outliers, which were then visually inspected to determine if they
should be excluded. Figure 2.3 shows such a plot for the anastomotic leakage pilot
study discussed in Section 2.4.4, along with some examples of outlier and non-outlier
results.
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Figure 2.3: A plot of the mean k-NN distance (k = 2 against k = 10) for
the data in the anastomotic leakage pilot study (top-left). Visualisation
of the FAIMS data from the the highlighted samples are shown in the
other four plots - A shows a non-outlier sample, while B and C show
outliers with plumes which differ markedly from what is expected for
these samples. Both outliers shown were excluded from the study.
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2.2.2 Assigning autosampled data to sample IDs
Although the use of an autosampler improves reproducibility and reduces FAIMS
analysis failure due to operator error, it also introduced a new source of error. In the
autosampler/FAIMS configuration in use at our primary collaborator’s lab at Warwick
University, there is no interface between the autosampler and the FAIMS instrument.
Instead, the FAIMS takes continuous measurements, and the autosampler introduces
samples into the FAIMS at regular intervals. Because the start of the FAIMS runs
and the beginning of the autosampler introducing a sample are not synchronised, it
is almost always the case that the first and last runs of a sample will only partially
be measuring the sample headspace, and also that FAIMS runs are not labelled with
the sample IDs.
Initially, FAIMS data was annotated manually by the lab technician visually
inspecting the FAIMS output. Samples were first classified as either sample data or a
between-sample run to be discarded, and then with the sample ID based on the order
in which samples were placed in the autosampler. This process was time-intensive,
with a batch of samples requiring multiple days of work just for manual annotation,
and was also error-prone. Frequently runs which should have been classified as
between-sample runs were incorrectly included with sample data.
To resolve this, we developed a piece of software to automatically identify in- and
between-sample runs and assign in-sample runs to the correct sample ID, exploiting
the fact that the flow rate was reduced when the autosampler was not introducing a
sample. Suspected failed samples are reported for manual confirmation and correction.
The documentation can be found in Appendix B, and the source code is available
online at https://github.com/mattdneal/faims_autosampler_splitter. Figure
2.4 shows the output for identifying failed samples.
2.2.3 High-dimensional data
The data generated by FAIMS analysis are high-dimensional, normally on the order
of 10,000–100,000 variables. For each run, the dispersion field strength takes 51
values between 0% and 100% field strength, and for each setting of the dispersion
field the compensation voltage takes 512 values between −6 V and 6 V, yielding
26,112 variables per ion channel per run for a total of 52,224 variables per run.
In most studies multiple runs are performed, with some studies performing up to
ten runs for a total of 522,240 variables per sample. FAIMS is not alone in this
regard amongst VOC analysis instruments—GC-IMS (Imspex Diagnostics Ltd, UK),
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Figure 2.4: Example output from the tool we developed to automat-
ically identify in-sample runs and assign sample IDs to autosampled
FAIMS data. A failed run is visible as a gap in the series of coloured
sections on the right-hand plot, and as a distinct step in the in-sample
runs in the left-hand plot (between sample IDs 11 and 12), suggesting
that the 12th sample in the batch failed to run correctly.
another promising tool for low-cost measurement of VOCs, produces data with
5,143,500 variables per sample.
Coupled with the characteristically small sample sizes associated with most early
cancer detection studies, the high-dimensional nature of the data presents a number
of problems, from more mundane implementation problems (e.g. can we hold the
entire data set in memory) to the thornier issue of dimensionality reduction and
feature extraction without overfitting or losing information.
Wavelet transforms
The standard analysis pipeline for FAIMS data uses a wavelet transform to con-
centrate the relevant macroscopic features of the FAIMS data (the plumes) into
fewer variables, which could then be identified by a feature selection algorithm. To
reduce the dimensionality of the data, we extended this by discarding the first level
of wavelet coefficients, corresponding to the highest frequency components of the
data. Since the signal in the data is highly correlated between neighbouring variables
(those with adjacent dispersion field and compensation voltage values), the highest
frequency components correspond to noise, and their removal has not been observed
24
to affect classifier performance. By removing the highest frequency components the
number of variables to consider is reduced by half.
Noise reduction
In addition to this, a large portion of the FAIMS output (60–75%) contains no
useful information since it does not contain a VOC plume. We implemented two
methods for identifying variables which did not contain VOC plumes,5 both of which
produce similar results. If wavelet transformation is to be undertaken, noise variables
can either be set to their median value or a noise threshold can be calculated and
subtracted from every variable, with variables below the threshold set to zero. This
preserves local smoothness and prevents sudden changes in value if noisy variables
are simply zeroed out. If the data are not going to be wavelet transformed then
noise variables can be excluded from the analysis entirely.
The more straightforward method identifies variables whose standard deviation is
below a given threshold, which can be selected by using the elbow of a cumulative
distribution graph of the standard deviation across all variables (see Figure 2.5 for
an example). The second method exploits the fact that signals in the data are highly
correlated locally between adjacent variables, while noise is locally uncorrelated,
by scoring each variable based on the mean correlation between a variable and its
immediate neighbours. Again, a threshold is then selected based on a cumulative
distribution plot for this score across all variables. Figure 2.5 shows a comparison of
the results for the two methods for one dataset. Generally, the standard deviation
method was preferred for its simplicity and more conservative identification of noise
variables.
2.2.4 Study design considerations
The sensitivity of FAIMS analysis to systematic effects can exacerbate problems with
a study’s design, to the point of rendering the gathered data useless. Specifically,
FAIMS analysis is very susceptible to batch effects due to VOC contamination of
sample batches which are correlated with the outcome of interest. For example, if
samples for disease-positive patients are processed by one researcher, and samples
for disease-negative patients are processed by a different researcher, it is possible
for the samples’ VOC profile to be affected by the VOC profile of the researcher,
5For implementation details, please see the source code for the functions findNoiseFaimsData.sd
and findNoiseFaimsData.localCorr. The source code is available online at https://github.com/
mattdneal/FAIMSToolkit
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Figure 2.5: Example results for identifying 60% of variables as noise
using (A) standard deviation and (B) mean correlation to neighbouring
pixels. In each figure, the plot on the left shows the cumulative distribu-
tion graphs for the two metrics, with the dashed lines showing the noise
threshold. The six right-most plots in each figure display the resulting
data, showing positive and negative ion counts for three runs. Pixels in
grey correspond to variables excluded as noise. Included variables are
coloured based on the mean value of that variable.
and as such one constructs a method of differentiating between the deodorants of
the two researchers, rather than detecting the disease of interest. Exactly such a
situation occurred in the study discussed in Section 2.4.3. Other possible sources of
error are: analysing samples in batches of one class (disease-positive in one batch,
and disease-negative in another); collecting samples for different classes in different
locations or using different personnel; and storing samples from different classes
for significantly different lengths of time. There are to our knowledge no published
examples of such, perhaps due to publication bias against null results.
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In general, it is necessary to carefully randomise every step of a study, including
sample collection, storage, and analysis. In situations where class sizes are very
unbalanced, as is often the case with cancer detection studies, one should also consider
stratifying samples by class where possible to avoid batches of samples containing
only one class.
2.3 Methods
To facilitate analysis of FAIMS data, we developed an R [R Core Team, 2018a] package
called FAIMSToolkit (totalling 2230 lines of R code as of version 0.2.15) containing
functions for reading, processing and classifying FAIMS data. The source code for
the package is available online at https://github.com/mattdneal/FAIMSToolkit,
and the documentation can be found in Appendix C. Figure 2.6 shows the typical
software flow when using FAIMSToolkit to generate a classification model for FAIMS
data, and Figure 2.7 shows the typical data flow along with some of the configurable
steps which can be included.
2.3.1 Managing FAIMS data
Since each variable in FAIMS data is associated with a compensation voltage,
dispersion field strength, run number, and ion polarity, the data for a single sample
can be considered as a four-dimensional array, rather than as a vector, and the data
for a set of samples can be considered to be a five-dimensional array rather than a
matrix. However, for many functions it is more convenient to work with the data as
a vector or matrix. To address this without losing track of the array dimensions, the
package manages FAIMS data using R’s S3 objects, which are described in section 5
of the R Language Definition [R Core Team, 2018b]. Alongside the data in matrix
form, the array dimensions are stored in the object to allow an array representation
to be recovered as needed. In addition, a vector giving the minimum flow rate for
each sample in the dataset is stored for addressing the issues discussed in Section
2.2.1. FAIMSObjectFactory is provided for instantiating FAIMS objects, the utility
function deleteFAIMSSample facilitates the deletion of samples from the dataset,
and convertToArray will convert a FAIMS dataset stored in matrix format to array
format.
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Yes
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Import into R using
FAIMSToolkit's
import function
Detect outliers
using
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function
Perform model
selection and
training using
FAIMSToolkit's
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Figure 2.6: UML 2 [Object Management Group, 2017] activity diagram
showing the typical use of our FAIMS software, from generating the
raw FAIMS data files to producing a trained model. A number of
different data pre-processing and model training options are available in
FAIMSToolkit—these are discussed in more detail in the text, and some
are also shown in Figure 2.7. This diagram shows the software activity
flow if the default options are used.
28
Perform outlier
detection using
kNN distances
No
YesPerform denoising?
Correlation
SD
Select
denoising 
algorithm
Wavelet transform
data
Denoise based on
pixel SD
Denoise based on
neighbour
correlation
Divide data points
into k folds
fold_number
<<iterative>>
Perform feature
selection using p-
values
Calculate MWW
test p-value within
fold for each
variable <<iterative>>
model
Train model on out-
of-fold data using
selected
hyperparameters
Select model
hyperparameters
using second
cross-validation
using out-of-fold
data
Generate
predictions for in-
fold data
Yes
No
Perform PCA? Perform PCA
Figure 2.7: UML 2 [Object Management Group, 2017] activity diagram
showing the typical data flow when using our FAIMS software.
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2.3.2 Importing FAIMS data into R
FAIMSToolkit contains a number of functions for importing FAIMS data into R.
The function ReadInFaimsDirectoriesMultiFile imports manually sampled data,
while ReadInFaimsDirectoriesAutosampler imports autosampled data. Both au-
tomatically check for flow rate issues on import, combine data from multiple runs
per sample into one entry per sample, and check that the number of runs per sample
is as expected.
2.3.3 Outlier detection, denoising & data transformation
knnMeanDistance implements k-NN outlier detection, as described in Section 2.2.1.
findNoiseFaimsData.sd and findNoiseFaimsData.localCorr identify noisy vari-
ables by standard deviation and local correlation respectively, as described in Sec-
tion 2.2.3. WaveletTransform and WaveletTransform_2D implement one- and two-
dimensional wavelet transformations, respectively, again as described in Section
2.2.3.
2.3.4 Visualisations of FAIMS data
Two functions are included for visualising FAIMS data using two-dimensional plots.
Both functions use the R package viridis [Garnier, 2018] for the ion count colour
maps, if it is installed. viridis provides perceptually-uniform colour maps which
are accessible to people with the most common forms of colour-blindness and also
transfer well to greyscale [Nuñez et al., 2018], providing a number of advantages over
the base-R colour maps. plotFAIMSdata takes a FAIMS object and sample IDs and
plots those samples’ data with unlabelled axes and no colour map legend, for quickly
visualising many samples’ data. The colour map for the plots is derived from the full
dataset rather than individual samples, allowing meaningful comparison between
plots within one dataset. An example of the output from this function can be seen
in Figure 2.8. prettyFAIMSPlot plots a single run and ion polarity for one sample,
with labelled axes and an ion current colour map legend, such as the one shown in
Figure 2.1.
2.3.5 Classifier training and validation
FAIMSToolkit incorporates a number of methods for feature extraction and classifier
creation. To streamline the process of analysing a set of FAIMS data, runFAIMS is
provided as a convenience function which wraps the most common parts of the analysis
pipeline, allowing one to provide a list of classifier models to construct, whether PCA
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Figure 2.8: Example output from plotFAIMSdata for six samples. Plot
titles are the sample IDs.
should be applied before classification, and how variable selection should occur. It
then performs a 10-fold cross-validation with in-fold feature extraction and model
parameter tuning. Details of this process are given below.
Feature Selection
Within each fold, features are selected from the training set using the MWW test
[Mann and Whitney, 1947], a non-parametric test for whether two independent
samples are drawn from the same distribution, by comparing the distributions
of each variable for the two classes with the null hypothesis that the underlying
distributions are identical.
Two methods of feature selection are available in the package. The first is to simply
specify the number n of features to retain, in which case the n features with the
lowest p-values under the MWW test are retained and used to train the model. The
second uses a multiple hypothesis test correction technique called sequential goodness
of fit (SGoF) [Carvajal-Rodríguez et al., 2009], which given a significance level α
models whether the features are found to be significant as a binomial distribution
with p = α under the null hypothesis that no feature are truly significant. It then
excludes a number of features equal to the (1− α) quantile of the null hypothesis
binomial distribution, q. If s features are found to be significant under MWW, SGoF
would therefore accept the top s− q of those features (by p-value) as truly significant,
discarding the remaining variables.
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Principal Component Analysis
Figure 2.9: Plot of (in blue) the number of principal components
retained against the evidence (as described in the text), and (in orange)
a scree plot of the eigenvalue associated with each principal component,
for a principal component analysis of one fold in the study discussed in
section 2.4.4. Dashed lines show the number retained by each method,
with 33 principal components retained using the Bayesian model selection
method, compared to 3 for the scree test.
After feature selection, FAIMSToolkit can optionally perform PCA on the
selected features to reduce the dimensionality of the data. We implemented a
Bayesian model selection method to determine the number of principal components
to retain, as described in Minka [2001]. In brief, this uses the probabilistic PCA
model [Tipping and Bishop, 1999] to assess the evidence6 for each value k of principal
components to retain. To do this we calculate Laplace’s approximation to the
evidence for each value of k and select the k for which the evidence is highest. This
method has been shown to outperform other methods of automatic dimensionality
selection for PCA when attempting to recover the true latent dimension of a data
set [Minka, 2001].
6Evidence in the sense of p(Data | Model) = ∫
θ
p(Data | θ)p(θ | Model) dθ, where θ represents
the unknown parameter values in the model.
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Model hyperparameter tuning
Almost all machine learning algorithms have some number of hyperparameters, and
in general the hyperparameter values which achieve optimum performance on one
problem will not be optimal for a different problem. As such, for a given classifier it
is generally necessary to undertake some sort of search of hyperparameter space to
identify hyperparameter values which, if not optimal, at least avoid exceptionally
poor performance. This process is known as model tuning. The importance of this
process for classifier performance varies widely between classifiers [Probst et al.,
2018]. Some classifiers, such as SVMs [Suykens and Vandewalle, 1999] and XGBoost
[Chen and Guestrin, 2016], require careful tuning to achieve good performance, while
others such as k-NN and Random Forests [Breiman, 2001] are relatively insensitive
to hyperparameter tuning.
Hyperparameter tuning is not without its pitfalls. If one were to naïvely attempt
to improve classifier performance by performing a fine-grained and computationally
expensive search of hyperparameter space for optimum values, one runs the risk
that the resulting classifier will generalise poorly due to overfitting of the training
data. To mitigate this, for each fold in the 10-fold cross-validation, we perform a
5x2 cross-validation [Dietterich, 1998] to select model hyperparameters—a 2-fold
cross-validation on the training data, repeated 5 times. Within each fold we perform
a grid search with five values per hyperparameter.
We used the R package caret [Kuhn et al., 2018], a remarkably useful package
which streamlines the process of model tuning and training. Among other things, it
provides a wrapper function which integrates many R packages, providing a consistent
interface for training over two hundred classification and regression models, and can
be configured to perform 5x2 cross-validation for hyperparameter selection.
Classification models
Thanks to the use of caret, FAIMSToolkit can be used to assess any of the available
classifiers provided by caret.7 The default models assessed by runFAIMS have been
chosen to cover a wide range of classes of classification algorithms. They are: Random
Forests [Breiman, 2001], provided by the randomForest package [Liaw and Wiener,
2002]; sparse logistic regression, provided by the glmnet package [Friedman et al.,
2010]; RBF and linear SVM [Cortes and Vapnik, 1995], provided by the kernlab
7A full list can be found at https://topepo.github.io/caret/available-models.html, which
as of September 2018 contained 237 classification and regression models.
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package [Karatzoglou et al., 2004]; stochastic gradient boosting [Friedman, 2002],
provided by the gbm package [Ridgeway, 2017]; and logistic regression, provided by
the glm function in base R [R Core Team, 2018a]. More details on the workings of
these models can be found in section 2.3.6.
Analysis progress feedback
Analysis of FAIMS data can take several hours to run. To provide feedback on overall
progress while leaving the console free for more detailed debugging information,
FAIMSToolkit creates a separate progress bar window using Tcl/Tk [Tcl Core Team,
2018], a cross-platform graphical user interface (GUI) framework which is embedded
in most standard R distributions and can be accessed using the tcltk package [R
Core Team, 2018a].
Overfitting detection
A danger when developing machine learning techniques is that increasingly complex
analysis pipelines increase the possibility of overfitting. A similar effect can also be
caused by programming errors inadvertently leaking the classes of the test data to
the algorithm during the training phase. To detect this, FAIMSToolkit automatically
replicates all analyses performed using it with the classes permuted randomly between
samples. The expectation in this case is obviously a null result. If the result of
the “scrambled” analysis is better than would be expected by chance, the results of
the original analysis should be considered highly suspect, and the code should be
debugged to identify the source of the overfitting.
2.3.6 Classification models
Random Forests
Random Forests, introduced by Breiman [2001], uses an ensemble of decision trees to
reduce the variance of the underlying classifiers by averaging over their outputs. The
decision trees are grown using CART methodology [Breiman, 2017]. Random Forests
uses two methods to introduce variation into the population of trees it averages over:
Bagging For each tree, Random Forests performs a bootstrap resampling of the
training examples. That is, for a set of n training examples, Random Forests
trains each tree on n examples sampled with replacement from the original
training set, with the resampling performed separately for each tree.
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Random subset of features When training a tree, the split variables is chosen
from a random subset of the features. This is intended to reduce the correlation
between trees in the ensemble. This technique is also called feature bagging,
attribute bagging, or the random subspace method.
Random forests are versatile classifiers with a number of advantages. They inherit
the ability of decision trees to classify based on both continuous and categorical
features; they are invariant to scaling of the features; they have few parameters and
perform well with little or no hyper-parameter tuning; and they achieve a good level
of performance in many classification tasks [Caruana and Niculescu-Mizil, 2006].
Sparse logistic regression
In sparse logistic regression a penalty term is applied to the standard logistic
regression model to induce sparsity of the regression coefficients. The R package
glmnet implements the elastic net method. The elastic net penalty term is a linear
combination of the lasso and ridge regression penalty terms. The loss function for
the model is:
L(X;β) =
∥∥y − σ(Xβ)∥∥22 + λ(1− α2 ‖β‖22 + α‖β‖1
)
(2.1)
where
σ(x) = 11− exp(−x) (2.2)
is applied element-wise to vectors. Ridge and lasso regression occur as special cases
of elastic net regression when α equals zero and one, respectively.
Support vector machines
SVMs find a maximally separating hyperplane between two classes by maximising
the orthogonal distances between the hyperplane and the nearest points in each
class.8 The constraint that the hyperplane must separate the data is known as
hard-margin SVM. In cases where the classes are not linearly separable, soft-margin
SVM may be used, where the constraint that the hyperplane must be separating is
softened to a loss function which penalises planes with misclassified points. Even in
the case of linearly-separable data, soft-margin SVM can guard against overfitting
by allowing outliers to be misclassified for better generalization overall.
8The hyperplane therefore relies only on these points, which are known as support vectors, from
which the name support vector machine is derived.
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Since the operations required to optimize an SVM model can be expressed entirely
using dot products, the kernel trick9 may be used to implicitly project the problem
into a higher-dimensional feature space. This allows for non-linear decision boundaries
and significantly increases the utility of SVMs.
Although SVMs can provide good accuracy [Caruana and Niculescu-Mizil, 2006],
they have a number of drawbacks in practice. First, since SVMs use a geometric
model for classifying the data, they are sensitive to the scaling of the features.
Second, for non-linear SVM performance is generally dependent on good kernel
hyperparameter selection, which can be computationally expensive.
Stochastic gradient boosting
Boosting is a technique where an ensemble of weak classifiers, whose performance
only slightly exceeds guessing at random, are combined to produce a strong classifier.
Stochastic gradient boosting [Friedman, 2002] is an extension which adds bagging
(as in Random Forests) to Friedman’s gradient boosting machine [Friedman, 2001].
The gradient boosting machine uses decision trees with a small maximum depth K
to iteratively estimate the gradient of the loss function L with respect to the current
estimate fˆ for the target function f . fˆ is then updated by adding the estimate for
the gradient multiplied by a step size which minimises the loss function.
Stochastic gradient boosting adapts this in two ways. First, the step size (or
learning rate λ is defined in advance. Second, the tree used to estimate the gradient
of the loss function is fit on a bootstrap sample of the training data to introduce
stochasticity into the algorithm.
2.4 Experimental results
In this section we review a selection of VOC studies in which we have been involved.
The studies covered are:
• A study of 526 patients in the Two Week Wait urgent care pathway for colorectal
cancer, comparing the use of urinary VOCs to two stool biomarkers currently
in clinical use for the diagnosis of colorectal cancer and other gastrointestinal
diseases. In this study we present a novel correction for sensitivity and specificity
of screening tests based on test compliance rate.
9See section 3.2.2
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• A study investigating urinary VOCs as a screening test for colorectal cancer, the
cohort for which comprised 127 patients with a positive FOB result attending
the bowel cancer screening nurse clinic at UHCW.
• A study investigating the use of urinary VOCs to discriminate between col-
orectal cancer and IBS, which had a null result due to sensor drift and led to
the development of a novel test for FAIMS sensor drift.
• A study into the use of urinary VOCs as a screening test for pre-symptomatic
detection of anastomotic leakage following surgical resection of gastrointestinal
cancers, involving 63 patients at VU University Medical Center (VUmc).
• A second study on the detection of anastomotic leakage by urinary VOCs
following major colorectal surgery. This study was a multi-centre cross-sectional
cohort study of 49 patients drawn from patients attending five hospitals.
2.4.1 UHCW Two Week Wait colorectal cancer pathway
In collaboration with UHCW, we investigated the use of urinary VOCs as either a
supplement to or replacement for two non-invasive stool tests for the diagnosis of
colorectal cancer and adenoma in the urgent TWW clinical pathway. Details of the
study not covered here can be found in the published paper [Widlak et al., 2018].
Biomarkers investigated
Three biomarkers were considered in the study. Two stool biomarkers were studied:
faecal haemoglobin (F-Hb) (also referred to as FOB), measured by faecal immuno-
chemical tests (FIT), which detects blood in the stool [Mowat et al., 2016]; and faecal
calprotectin (FC), a marker which is elevated in patients with intestinal inflammation
[Summerton et al., 2002; Costa et al., 2003]. These were compared to urinary VOCs,
measured using a Lonestar FAIMS device (Owlstone, UK) as described in Section
2.3.
Both stool markers have been suggested as potential rule-out tests for colorectal
cancer [Mowat et al., 2016; Røseth et al., 1993; Tibble et al., 2001], and both
are recommended for clinical use by the UK’s NICE. Quantitative FIT testing is
recommended by NICE to guide referral in primary care for suspected colorectal
cancer in patients without rectal bleeding [NICE, 2017], using elevated F-Hb as a rule-
in test to the TWW urgent care pathway for symptomatic patients whose symptoms
alone fail to reach the >3% PPV threshold for urgent referral. FC is recommended by
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NICE for differential diagnosis between inflammatory and non-inflammatory bowel
diseases, provided cancer is not suspected [NICE, 2013].
The patient cohort
Patients were recruited from referrals to the TWW urgent lower gastrointestinal
pathway at UHCW between January 2015 and September 2016. 1,850 patients
were approached for inclusion in the study. 834 patients were excluded due to non-
attendance, cancelling their appointments, declining to participate, language barriers,
visual impairment, illness which rendered them unable to provide valid consent,
or being deemed physically unfit for further investigation by the clinician. The
remaining 1,016 patients were recruited prospectively into the study. All recruited
patients underwent complete colonic investigations. 562 patients returned both stool
and urine samples and were included in the statistical analysis.
Metrics
As a screening test it is necessary to minimise the number of false negatives (people
who are incorrectly screened out of further investigation). However, a trivial solution
to minimizing this is to return a positive result for every patient, which clearly
provides no benefit. In this study we set a minimum acceptable NPV of 98.5% (in
line with previous published studies [Widlak et al., 2017]), then chose the threshold
which maximized the specificity of the test.
Combining F-Hb and FC
In clinical practice in the UK F-Hb and FC are thresholded to determine diagnostic
outcomes. A threshold of 10 µg g−1 is used with F-Hb, with patients exceeding the
threshold referred to secondary care for further investigation [NICE, 2017]. For FC
the diagnostic guidance is more complex, but broadly speaking two or more tests
within two weeks of 100–250 µg g−1 or one test of greater than 250 µg g−1 leads to a
patient being referred to secondary care [NICE, 2013].
For this study we investigated methods for combining F-Hb and FC which go
beyond thresholding both biomarkers. Specifically, we examined logistic regression,
logistic regression with interactions, robust logistic regression, independent robust
mixture models (IRMM), independent robust mixture models with implicit sub-
classes and censoring (IRMM-IS-C), and Random Forests. With the exception of
Random Forests we implemented these models in JAGS, “a program for analysis
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of Bayesian graphical models using Gibbs sampling” [Plummer et al., 2003], using
the rjags R package to call JAGS from R [Plummer, 2016]. For details of the JAGS
implementations see Appendix A.
Censoring of stool biomarkers
The measurements for both F-Hb and FC were censored by the laboratory. F-Hb
was right-censored, with results above 1000 µg g−1 reported as 1000µg g−1. FC
was left-censored, with results below 15µg g−1 reported as 15 µg g−1. The effect
of censoring on prediction performance was investigated by the inclusion of the
IRMM-IS-C model, which accounts for the censored data.
VOC analysis methods
For this study, the statistical analysis of the VOCs drew on techniques established in
previously published studies using FAIMS-derived VOC data [Covington et al., 2013;
Arasaradnam et al., 2014; Westenbrink et al., 2015; Covington et al., 2015]. The raw
FAIMS data were first wavelet-transformed,10 and the highest frequency components
discarded. Feature selection was then performed using a MWW test [Mann and
Whitney, 1947] at a significance level of 0.8, with multi-test correction performed
using sequential goodness-of-fit [Carvajal-Rodríguez et al., 2009]. This yielded a set
of ∼104 variables. The dimensionality of the selected variables was then reduced
using PCA, with the number of principal components to retain selected automatically
as described in Minka [2001]. A logistic regression model was then trained on the
resulting set of features. Predictions were generated using 10-fold cross-validation
[Kohavi et al., 1995], with both feature selection and model training occurring
inside the cross-validation process. Wavelet transformation, as an unsupervised
transformation, was performed prior to cross-validation to reduce computation time.
Results
F-Hb and FC Figures 2.10 and 2.11 show the ROC curves for using thresholding
of F-Hb and FC respectively to diagnose colorectal cancer, high risk adenomas
(those over 10mm in size), and all adenomas (including high risk adenomas). F-Hb
significantly outperforms FC for all three diseases, and FC performed no better than
chance for all adenomas and high risk adenomas. A threshold of 97.6 µg g−1 for F-Hb
maximised specificity under the constraint that NPV was greater than 0.985 (details
in Table 2.1). No threshold for FC achieved an NPV greater than 0.985.
10Using Daubechies D2 extremal-phase wavelets with symmetric boundary conditions.
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Figure 2.10: ROC curves for the prediction of colorectal cancer (CRC),
high risk adenomas (>10mm in diameter), and all adenomas using
thresholding of F-Hb. 95% confidence intervals are shown in grey.
Figure 2.11: ROC curves for the prediction of colorectal cancer (CRC),
high risk adenomas (>10mm in diameter), and all adenomas using
thresholding of FC. 95% confidence intervals are shown in grey.
40
Figure 2.12: ROC curves for the six models investigated for combining
F-Hb and FC to predict colorectal cancer. 95% confidence intervals are
shown in grey. No model significantly outperformed F-Hb alone, the
ROC curves for which are shown in Figure 2.10.
Combining F-Hb and FC Table 2.1 gives the performance of the various models
for combining F-Hb and FC alongside the performance of F-Hb alone, and Figure
2.12 shows the ROC curves for the combined biomarker models. No model performed
significantly better than F-Hb. Of particular note is the fact that IRMM-IS-C, which
models the censoring in the biomarker data, performs no better than the models
which do not account for censoring. Intuitively this is to be expected since the
censoring cut-offs (<15 µg g−1 for FC and >1000 µg g−1 for F-Hb) only censor a
small number of extreme results. Despite this, this is an encouraging result in the
wider context, since laboratories often apply censoring to values which are either
below the detection threshold of the test (as in FC), or extreme values outside of the
normal range (as in F-Hb). Figure 2.13 shows the predicted probabilities of cancer
for each model, broken down by the true disease status of the patient.
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Model NPV Sensitivity Specificity AUC
F-Hb 0.99 (0.97, 0.99) 0.78 (0.64, 0.91) 0.94 (0.91, 0.95) 0.90 (0.85, 0.96)
Logistic regression (LR) 0.99 (0.97, 0.99) 0.78 (0.64, 0.91) 0.93 (0.90, 0.95) 0.88 (0.80, 0.96)
LR with interactions 0.99 (0.97, 0.99) 0.78 (0.64, 0.91) 0.93 (0.90, 0.95) 0.90 (0.84, 0.96)
Robust LR 0.99 (0.97, 0.99) 0.78 (0.64, 0.91) 0.93 (0.91, 0.95) 0.89 (0.83, 0.96)
IRMM 0.99 (0.97, 0.99) 0.78 (0.65, 0.91) 0.92 (0.89, 0.94) 0.91 (0.86, 0.96)
IRMM-ISC-C 0.99 (0.98, 1.0) 0.81 (0.68, 0.93) 0.91 (0.89, 0.93) 0.90 (0.84, 0.96)
Random Forest 0.99 (0.97, 1.0) 0.81 (0.68, 0.93) 0.85 (0.82, 0.88) 0.87 (0.81, 0.93)
Table 2.1: Table of NPV, sensitivity, and specificity for the different
models for combining F-Hb and FC results, as well as for raw F-Hb
results, where the threshold for a positive result has been picked to
maximise specificity under the constraint that NPV is greater than
0.985. Brackets show the 95% confidence interval. No model significantly
outperformed F-Hb, suggesting that FC does not provide any additional
information about colorectal cancer status that is not provided by F-Hb.
Note that the specificity of the Random Forest model is significantly
lower (at the 5% level) than that of any of the Bayesian models examined.
Augmenting stool biomarkers with clinical data Table 2.2 shows the result
of including clinical data (age, gender, ethnicity, medical history) in a subset of the
models considered, and Figure 2.14 shows the associated ROC curves. As before, no
significant improvement is seen over F-Hb alone.
Model NPV Sensitivity Specificity AUC
F-Hb 0.99 (0.97, 0.99) 0.78 (0.64, 0.91) 0.94 (0.91, 0.95) 0.90 (0.85, 0.96)
Logistic regression 0.99 (0.98, 1) 0.81 (0.68, 0.93) 0.9 (0.88, 0.92) 0.92 (0.88, 0.96)
IRMM 0.99 (0.98, 1) 0.81 (0.68, 0.93) 0.91 (0.88, 0.93) 0.89 (0.82, 0.96)
Random Forest 0.99 (0.97, 0.99) 0.78 (0.64, 0.91) 0.92 (0.9, 0.94) 0.90 (0.83, 0.96)
Table 2.2: Table of NPV, sensitivity, and specificity for the different
models for combining F-Hb and FC results with additional clinical infor-
mation, as well as for raw F-Hb results without any clinical information
for comparison. The clinical data included were age, gender, ethnicity,
and medical history. As before the threshold for a positive result has
been picked to maximise specificity under the constraint that NPV is
greater than 0.985. Brackets show the 95% confidence interval. No model
significantly outperformed F-Hb alone, suggesting that the inclusion of
clinical data does not provide any additional information about colorectal
cancer status that is not provided by F-Hb.
VOCs Figure 2.15 shows the ROC curves for using VOCs to diagnose colorectal
cancer, high risk adenomas, and adenomas. For colorectal cancer VOCs achieve an
AUC of 0.67 (95% CI:0.57, 0.77), while for adenomas and high risk adenomas they do
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Figure 2.13: Predicted probability of cancer for the different meth-
ods of combining F-Hb and FC, broken down by true disease status.
Probabilities were generated using a ten-fold cross-validation.
Figure 2.14: ROC curves for the three models investigated for com-
bining F-Hb, FC and clinical data to predict colorectal cancer. 95%
confidence intervals are shown in grey. No model significantly outper-
formed F-Hb alone, the ROC curves for which are shown in Figure
2.10.
43
Figure 2.15: ROC curves for the prediction of colorectal cancer (CRC),
high risk adenomas (>10mm in diameter), and all adenomas using VOCs.
VOCs perform no better than chance for the diagnosis of adenomas and
high risk adenomas.
not perform significantly better than chance with AUCs (95% confidence intervals)
of 0.55 (0.49, 0.61) and 0.56 (0.45, 0.68) respectively. No threshold gives an NPV
greater than 0.985, however at a relaxed minimum NPV of 0.965 it is possible to
obtain an NPV of 0.97 (0.95, 0.98) with sensitivity and specificity of 0.69 (0.52, 0.83)
and 0.60 (0.56, 0.65) respectively. With the same relaxed NPV constraint, F-Hb
attains an NPV of 0.97 (0.95, 0.98), with a sensitivity and specificity of 0.49 (0.32,
0.65) and 0.96 (0.95, 0.98) respectively.
Compliance rates for different sample types
In part this study was motivated by the poor uptake rates for faecal tests such as
FIT and FC. For faecal tests where a patient is provided with a kit for taking a stool
sample at home, around half of patients do not return a sample for testing, with
reported compliance rates of between 14 and 61% [Adler et al., 2014; Palmer et al.,
2014; Stokamer et al., 2005]. In contrast, at UHCW where the study was conducted
urine tests have a compliance rate of 86%, and stool tests have a compliance rate of
67% [R Arasaradnam 13th July 2018, personal communication].
It is plausible that patient compliance is influenced by the symptoms they are
suffering from, and therefore by their underlying disease (or lack thereof). Assuming
the test result depends on the disease state of the patient, this would imply that
compliance and test outcome are not independent, making it impossible to adjust test
metrics to account for compliance without some attempt to quantify the difference
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in test results between compliant and non-compliant patients.11 However, there is
evidence that this is not the case. Stokamer et al. [2005] investigated the effect of
intensive one-on-one patient education on FOB test compliance, and found that the
intervention group were more likely to comply with FOB testing than the control
group, with uptake rates of 65.9% and 51.3% respectively. Of particular interest is
the fact that the proportion of patients who had a positive FOB test did not differ
between the two groups (4.6% vs 6.0%, p=0.51), suggesting that compliance is not
significantly influenced by test outcome.
Given this assumption, it is possible to adjust the test metrics sensitivity, specificity,
PPV, and NPV to account for compliance rates, where (in the context of a screening
test) non-compliance is treated as a negative test result, since in the absence of a
result no follow-up will occur. In this case, the sensitivity and NPV decrease, the
specificity increases, and the PPV is unchanged, as shown below.
First we calculate adjusted values for the true positives (TP), true negatives (TN),
false positives (FP), and false negatives (FN). α is the compliance rate.
TPadj = α · TP (2.3)
FPadj = α · FP (2.4)
TNadj = TN + (1− α) · FP
= TN + (1− α) · (N− TN)
= α · TN + (1− α) ·N
(2.5)
FNadj = (1− α) · TP + FN (2.6)
Sensitivity, specificity, PPV, and NPV can then be adjusted as follows:
sensadj =
TPadj
P
= α · sens
(2.7)
specadj =
TNadj
N
= α · TN + (1− α) ·NN
= 1− α(1− spec)
(2.8)
11Which, given the non-compliance of one group, would seem to be a very difficult task indeed.
45
PPVadj =
TPadj
TPadj + FPadj
= α · TP
α · TP + α · FP
= TPTP + FP
= PPV
(2.9)
NPVadj =
TNadj
TNadj + FNadj
= α · TN + (1− α) ·N
α · TN + (1− α) ·N + (1− α) · TP + FN
= α · TN + (1− α) ·N
α · TN + (1− α) · (N + TP) + FN
= α · TN + (1− α) ·N
α · (TN + FN) + (1− α) · (N + TP + FN)
= α · TN + (1− α) ·N
α · (TN + FN) + (1− α) · (N + P)
(2.10)
If adjusting test metrics as above, an adjustment is also necessary to the way in
which confidence intervals are calculated. If using a bootstrap estimate of the CI, it
is insufficient to simply perform a bootstrap using the adjusted statistics, since this
will underestimate the variance introduced by the compliance/noncompliance process.
Instead, model compliance in the bootstrap sample by independently setting each
result in the bootstrap sample to be negative with a probability of α, the compliance
rate.
More formally, let x be the vector of predicted results for a bootstrap sample of size
n, with xi = 0 for a negative prediction and xi = 1 for a positive prediction. Now,
draw ci from a Bernoulli distribution with probability α for i ∈ {1, . . . , n}. ci = 0
represents non-compliance for sample i. Then, set x˜i = 0 when ci = 0 and x˜i = xi
otherwise, and calculate test metrics as normal (without adjusting for compliance
analytically) using x˜ in place of x. Repeat this procedure for each bootstrap sample
until sufficient bootstrapped statistics have been calculated to estimate the confidence
interval. A comparison between the bootstrapped statistic distributions using the
naïve method (using equations 2.7–2.10 directly as per a normal bootstrap) and the
correct method described above is show in Figure 2.16.
Applying the results in equations 2.7–2.10 to the metrics in this study allows us to
more accurately assess the real-world effectiveness of VOCs and F-Hb as screening
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Figure 2.16: Example bootstrap distributions for the NPV, sensitivity,
and specificity of F-Hb testing, adjusted to take into account the com-
pliance rate of the test. The histograms show the statistics calculated
naïvely using the equations in equations 2.7–2.10, and calculated correctly
by modelling compliance in the bootstrapping process as described in
subsection 2.4.1. Note that the naïve bootstrap method underestimates
the variance of the statistics.
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Minimum NPV Biomarker NPV Sensitivity Specificity
0.970 F-Hb 0.970 (0.956, 0.984) 0.543 (0.382, 0.703) 0.955 (0.936, 0.970)
0.960 F-Hb 0.960 (0.943, 0.976) 0.380 (0.225, 0.543) 0.967 (0.952, 0.981)
0.960 VOCs 0.960 (0.939, 0.979) 0.590 (0.422, 0.750) 0.659 (0.619, 0.698)
Table 2.3: Compliance-adjusted statistics for F-Hb and urinary VOCs
for detecting colorectal cancer in the TWW study. 95% confidence
intervals (calculated using the adjusted bootstrap process for compliance-
adjusted statistics described in the main text) are shown in brackets.
tests for colorectal cancer, taking into account differing compliance rates. Using
the compliance rates for stool and urine samples at UHCW, where the study was
conducted, of 67% and 86% respectively [R Arasaradnam 13th July 2018, personal
communication], we found that F-Hb no longer has a threshold at which it achieves
an NPV of at least 0.985. Stepping down the threshold in increments of 0.005, the
first viable threshold is at an NPV of 0.970, with a threshold of 89.1 µg g−1, NPV of
0.970 (0.956, 0.984), and sensitivity and specificity of 0.543 (0.382, 0.703) and 0.955
(0.936, 0.970) respectively.
For VOCs, the first viable NPV constraint is 0.960, with an NPV of 0.960 (0.939,
0.979), and sensitivity and specificity of 0.590 (0.422, 0.750) and 0.659 (0.619,
0.698) respectively. At this NPV constraint, F-Hb achieves an NPV of 0.960 (0.943,
0.976), and sensitivity and specificity of 0.380 (0.225, 0.543) and 0.967 (0.952, 0.981)
respectively. These results are summarised in Table 2.3.
Discussion
At first sight, F-Hb significantly outperforms both FC and VOCs as a screen-out test
for colorectal cancer in high-risk patients. Its AUC for detecting colorectal cancer is
significantly better than either of the other tests considered, it is the only test to
perform better than chance for the detection of adenomas, and it is the only test to
achieve an NPV greater than 0.985.
The ability to achieve an acceptable NPV in particular is a key factor in clinical
acceptance of a screen-out test, due to the high costs—to clinical outcome and
reputation as was as financially—associated with incorrectly screening people out of
an urgent care pathway
However, when compliance based on the test medium (stool vs urine) is taken into
account, the difference between VOCs and F-Hb becomes less stark. The difference
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in achievable NPV is reduced, with F-Hb no longer achieving the target minimum
NPV of 0.985. However, F-Hb still outperforms VOCs, with a better NPV and
specificity. Given the small adjusted difference between the two, it seems plausible
that by combining FAIMS VOC data with tests of other sampling mediums with
high compliance rates a test could be developed which outperforms F-Hb when
compliance is accounted for.
As a final note, the fact that the addition of other clinical data (demographics
and medical history) did not improve test performance could be explained by the
fact that this data has already been used in primary care to refer patients to the
TWW urgent care pathway, and as such patients whose clinical data indicates they
are low risk for colorectal cancer would not be present in the study population.
2.4.2 Colorectal cancer screening using urinary VOCs
In collaboration with a team from UHCW, we investigated the use of urinary VOCs
as a screening test for colorectal cancer and colorectal polyps. The study followed
Arasaradnam et al. [2014], a prospective case control study discussed in section 2.1.3.
The patient cohort
All patients with a positive faecal occult blood test attending the bowel cancer
screening nurse clinic at UHCW were eligible. Clinical outcomes for the study
(colorectal cancer, adenoma, other colorectal disease, or normal colonoscopy) were
determined by colonoscopy or CT colonography.
127 patients were recruited into the study, of whom 11 were diagnosed with
colorectal cancer, 57 with adenomas, 32 with other colorectal diseases, and 27 with
normal colonoscopies. 57 % of patients were male, with a median age of 68.
Sample handling and FAIMS analysis
Demographic and clinical data were recorded and two 20ml urine samples were
collected when the patient attended the clinic. Samples were stored at −80 ◦C for
batch analysis on a Lonestar FAIMS unit (Owlstone, UK), and were heated to 38 ◦C
by an ATLAS sampling system (Owlstone, UK) prior to sampling by the FAIMS
unit. Four full scans of the compensation voltage and dispersion field strength were
performed for each sample.
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AUC (95% CI)
Cancer Polyps Cancer or Polyps
Random Forest 0.48 (0.39, 0.57) 0.60 (0.50, 0.69) 0.72 (0.63, 0.81)
Logistic regression 0.58 (0.42, 0.74) 0.64 (0.54, 0.73) 0.68 (0.59, 0.78)
Sparse logistic regression 0.50 (0.30, 0.71) 0.67 (0.57, 0.76) 0.69 (0.60, 0.79)
Stochastic gradient boosting 0.57 (0.37, 0.77) 0.62 (0.52, 0.71) 0.70 (0.61, 0.80)
Linear SVM 0.57 (0.39, 0.75) 0.63 (0.53, 0.72) 0.68 (0.58, 0.77)
RBF SVM 0.56 (0.39, 0.74) 0.61 (0.51, 0.71) 0.69 (0.60, 0.79)
Table 2.4: AUC for a number of classifiers for the detection of colorectal
disease using urinary VOCs. Results are shown for the detection of cancer,
polyps, and either cancer or polyps. 95 % confidence intervals are shown
in brackets. No classifier was successful at detecting cancer, however
curiously performance improved when trained on a positive class of
cancer and polyps over cancer or polyps alone. It is likely that the
number of incidences of cancer (11) was too low to detect any effect.
Statistical analysis
Statistical analysis was performed using our FAIMSToolkit R package. Noise vari-
ables were identified and zeroed out using standard deviation thresholding, with
75 % of variables removed. The data was then wavelet transformed, with the highest
frequency components discarded as noise. Components with variance were then
removed, and the wavelet transformed data was scaled to have zero mean and unit
variance. The top 1024 features were then selected using the MWW test, reduced in
dimensionality via PCA, and passed to a number of classifier algorithms to assess
their performance on the data. AUC, sensitivity and specificity were assessed using
10-fold cross-validation, with confidence intervals calculated using bias corrected and
accelerated (BCa) bootstrap intervals [DiCiccio and Efron, 1996]. We assessed the
ability of urinary VOCs to differentiate between: cancer versus no cancer; polyps
versus no polyps; and cancer or polyps vs neither cancer nor polyps.
Results
Table 2.4 shows the area under the ROC curve results for a range of classifiers
(detailed in section 2.3.6) for the conditions studied. No classifier performed better
than chance for detection of cancer. For detection of polyps, all classifiers performed
better than chance, albeit with mediocre performance. Interestingly, combined
detection of polyps and cancers appears to give improved performance. For each of
the three classification tasks all classifiers achieved comparable performance.
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Figure 2.17: Predicted probability of polyps broken down by true dis-
ease status. The “Other” class includes both other colorectal disease and
no disease. It can be seen that the distribution of predicted probabilities
for the cancer patients is closer to that of polyps patients than others,
leading to misclassification if they are classified separately using a binary
classifier.
Discussion
Interestingly, the combination of cancers and polyps into a single class led to better
performance than either condition approached singly. This suggests that cancers and
polyps present similarly in the urinary VOC data, leading to misclassification and
poor performance when classified separately. By way of example, Figure 2.17 shows
the distribution of predicted probabilities of polyps by sparse logistic regression,
broken down by true disease status. The distribution for cancer patients can be seen
to be similar to that for polyp patients.
Unfortunately we were brought in to the study after the study design had been
finalised, and as such were not able to contribute power calculations for the study
in advance. This study suffered from the patient cohort containing an unusually
low proportion of patients with colorectal cancer, which led to a small pool of
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Figure 2.18: Power calculations for the colorectal cancer screening
study. Three plausible effect sizes were assessed, with intercept lines
showing the number of cases required for each effect size to achieve 95 %
statistical power.
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Cases required for n% power
Effect size (AUC) 95 99
0.65 76 > 110
0.70 33 52
0.75 19 29
Table 2.5: Power calculations for the colorectal cancer screening study.
99 % power at an effect size of 0.65 required the recruitment of more
cases than controls.
positive training examples and significantly reduced the statistical power of the study.
With this in mind, after the study had concluded we reviewed the possibility of
enriching the patient cohort with additional colorectal cancer patients. To this end we
conducted power calculations to assess how many additional patients with colorectal
cancer would be need to be recruited into the study to improve its statistical power,
assuming the number of control cases remained the same. The results of this analysis
can be seen in Figure 2.18 and Table 2.5. Assuming a true AUC of 0.7 (based on
the AUC observed for detecting polyps and cancers together), an addition 22 cancer
patients would need to be recruited for the study to have a statistical power of 95 %.
2.4.3 Distinguishing colorectal cancer from IBS
This study was intended to investigate whether urinary VOCs could be used to
distinguish between colorectal cancer and IBS. Unfortunately a number of problems
led to the results of the study being rendered useless. However, this study highlights
two issues which can arise and must be guarded against when working with FAIMS
data: sensor drift, and failing to randomize sample analysis order. During the study
the FAIMS instrument suffered from an initially undetected failure of its sensor chip,
with the sensor degrading over the course of several months. This was ultimately
diagnosed through visual assessment of the FAIMS output by a member of the lab
who was experienced with the FAIMS. The data were determined to be unusable due
to the instrument failure. However, initially the instrument failure was masked by a
problem with the study design which led to excellent classifier performance. The
AUC found in the study so far exceeded that of previous studies that we investigated
possible confounding factors with our collaborators. We finally determined that the
samples had not been properly randomized when analysed by the FAIMS: the urine
samples for colorectal cancer patients had been analysed by one person, while the
samples for IBS patients had been analysed by a different person.
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(a) (b)
(c)
Figure 2.19: Plots for detecting FAIMS drift. For each pair of samples
we calculated the L2 distance between their FAIMS data matrices, and
the time in seconds between the times at which they were analysed on
the FAIMS device. We then plotted each sample-pair’s time distance
rank against its data distance rank. If the two are uncorrelated, one
would expect the points to be uniformly distributed over the [0, n]2
square, where n is the number of samples. If the sensor is drifting, one
would expect samples which are run further apart to differ more than
samples which were run closer together. (a) and (b) show the plots for
the colorectal cancer and IBS samples respectively from the CRC vs
IBS study in section 2.4.3. (c) shows the same plot for the AL study
discussed in section 2.4.5. Drift is evident in (a) and (b), but not in
(c).
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The fact that the sensor failure had gone undetected led to the development of
a simple test for sensor drift and failure. In the absense of sensor drift, or failure
to randomize sample batch analysis properly, it is expected that the L2 distance
between two samples’ data and the distance in time between the two samples will
be uncorrelated. To detect this visually, for each pair of samples we calculated the
L2 distance between their FAIMS data matrices, and the time in seconds between
the times at which they were analysed on the FAIMS device. We then plotted
the sample-pair’s time distance rank against its data distance rank. If the two
are uncorrelated, one would expect a uniform random distribution on the [0, n]2
square, where n is the number of samples. If the sensor is drifting, one would expect
samples which are run further apart to differ more than samples which were run
closer together. The latter is exactly what was seen when we produced this plot for
this study, which can be seen in Figure 2.19. For comparison, the figure also shows
the same plot for the study discussed in section 2.4.5, which shows the expected
behaviour for a working FAIMS device.
2.4.4 Pre-symptomatic detection of anastomotic leakage following
gastrointestinal surgery
In the context of early cancer detection, a drawback of the studies presented in
this chapter are that the patients considered were already exhibiting symptoms
which indicated an elevated risk of cancer. Due to cancer’s low incidence12 and
the fact that many of the population of interest for pre-symptomatic screening are
not presenting clinically, the cost of prospectively recruiting enough patients for
a sufficiently powerful study of pre-symptomatic cancer detection is prohibitively
expensive. The studies presented in the following two sections are therefore included
to demonstrate the ability of VOC testing by FAIMS to detect disease early, before
the presentation of clinical symptoms.
Anastomotic leakage
Anastomotic leakage (AL) is a common13 postoperative complication of colorectal
surgery which can have lethal consequences. AL involves the breakdown of an
12For example, colorectal cancer—the focus of the other studies in this chapter—was the third
most common malignant cancer in England in 2016 with age-standardised rates of 84.4 cases per
100,000 males and 55.4 cases per 100,000 females [Office for National Statistics, 2016].
13Reported leak rates vary depending on the site of the anastomosis, from a low of 1% for the
stomach and small intestines to a high of 41% for the rectum [Turrentine et al., 2015].
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anastomosis,14 and is associated with significant increases in morbidity, 30-day and
long-term mortality, and treatment cost [Turrentine et al., 2015]. In collaboration
with colleagues at VU University Medical Center, Amsterdam, we investigated
whether urinary VOCs could be used to predict the development of AL in the first
few days following major gastrointestinal surgery.
The patient cohort
We investigated VOCs as a biomarker for AL in patients who had undergone esopha-
gectomy or pancreaticoduodenectomy to treat tumours of the esophagus or pancreatic
head. 63 patients who were due to undergo esophagectomy (n = 31) or pancreatico-
duodenectomy (n = 32) were recruited prospectively from the department of surgery
at the VUmc (Amsterdam, The Netherlands). All study participants received stan-
dard treatment according to local protocol both pre- and post-operatively. Clinical
postoperative AL was the primary endpoint of the study, as defined by the Esopha-
gectomy Complications Consensus Group (ECCG) and International Study Group
on Pancreatic Fistula (ISGPF) for esophagectomy and pancreaticoduodenectomy
respectively. The presence of AL was confirmed by radiologic or endoscopic imaging
following the presentation of clinical signs. Full details can be found in the published
paper [Plat et al., 2018].
Sample handling and FAIMS analysis
For each patient, a urine sample was obtained each day for the three days immediately
following surgery. Samples were frozen at −80 ◦C within two hours of collection for
batch processing by FAIMS. Samples were analysed using a Lonestar FAIMS unit
(Owlstone, UK), and were heated to 38 ◦C by an ATLAS sampling system (Owlstone,
UK) prior to sampling by the FAIMS unit. Three full scans of the compensation
voltage and dispersion field strength were performed for each sample. Figure 2.20
shows examples of the FAIMS data generated for an AL and non-AL patient. Full
details of the FAIMS analysis process can be found in the published paper [Plat
et al., 2018].
Statistical analysis
For this pilot study, the data for the three days were pooled to create datasets for
each disease with enough data for cross-validation. As with the other studies in
14A surgically-introduced connection between two fluid-carrying body structures, for example the
connection between two portions of bowel in a small bowel resection.
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Figure 2.20: Example urinary VOC data for (on the left) a patient with
AL, and (on the right) without AL, following pancreaticoduodenectomy.
The samples shown were chosen to be the nearest to the mean for their
respective classes (AL and non-AL) by L2-norm. The plots show the
negative ion count for the final FAIMS run.
this chapter, the raw FAIMS data was wavelet-transformed using Daubechies D4
wavelets. Features were selected within cross-validation using a Wilcoxon rank-sum
test, with the top scoring n features undergoing PCA, with the number of principal
components to retain determined automatically for each fold using the technique
described in Minka [2001]. To perform model selection an initial cross-validation
was performed using pooled data from both diseases. The models included in the
selection process were chosen to cover a wide range of model types: Random Forests
[Breiman, 2001], boosting (stochastic gradient boosting) [Friedman, 2002], kernel
methods (radial and linear SVMs) [Cortes and Vapnik, 1995], and sparse logistic
regression [Friedman et al., 2010]. After model selection, the data was split by disease
and a second cross-validation was performed with newly-generated folds.
Results
Of the 31 esophagectomy patients, 9 (29%) developed AL, with a median time to
clinical presentation of 8 days (interquartile range (IQR) 18 days). 89 urine samples
were collected, with one missing sample from the non-AL group and three missing
samples from the AL group. FAIMS analysis failed for one non-AL sample, resulting
in 64 non-AL and 24 AL samples being used in the final analysis.
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Model # features retained AUC (95% CI)
Random Forest 16 0.60*†(0.51, 0.69)
Sparse logistic regression 16 0.64* (0.55, 0.73)
SVM (radial kernel) 16 0.49†(0.39, 0.59)
SVM (linear kernel) 16 0.50†(0.39, 0.60)
Stochastic gradient boosting 16 0.58†(0.49, 0.67)
Random Forest 64 0.71* (0.63, 0.80)
Sparse logistic regression 64 0.68* (0.60, 0.77)
SVM (radial kernel) 64 0.53†(0.42, 0.63)
SVM (linear kernel) 64 0.53†(0.43, 0.63)
Stochastic gradient boosting 64 0.64*†(0.55, 0.74)
Random Forest 128 0.69* (0.61, 0.78)
Sparse logistic regression 128 0.68* (0.60, 0.77)
SVM (radial kernel) 128 0.64* (0.54, 0.74)
SVM (linear kernel) 128 0.56†(0.46, 0.65)
Stochastic gradient boosting 128 0.69* (0.61, 0.77)
Table 2.6: Model selection results for the anastomotic leakage pilot
study. Random Forests, sparse logistic regression and stochastic gradient
boosting performed well for 64 and 128 features retained, while both
support vector machine (SVM) models performed poorly across the board.
A Random Forest model retaining the top 64 features was selected for
the study.
Statistically significant results (at a 5% level) are marked with an asterisk
(*). Results which have a statistically significant (at the 5% level)
difference in AUC to the selected model are marked with a dagger (†).
Of the 32 pancreaticoduodenectomy patients, 6 (19%) developed AL, with a
median time to clinical presentation of 5 days (IQR 14 days). 95 urine samples were
collected, with one missing sample from the AL group. FAIMS analysis failed for
one non-AL sample, resulting in 77 non-AL and 17 AL samples being used in the
final analysis.
The results of the model selection process are shown in Table 2.6. Random Forests,
sparse logistic regression and stochastic gradient boosting performed similarly, with
Random Forests outperforming other models with 64 or 128 features retained. The
SVM models performed poorly across the board, and the linear kernel failed to
perform better than chance for any of the feature subsets considered. Random
Forests with 64 features retained was selected as the model for the study.
58
(a) Esophagectomy (b) Pancreaticoduodenectomy
Figure 2.21: ROC curves for detecting anastomotic leakage after
surgery using urinary VOCs and Random Forests.
Surgery AUC Sensitivity Specificity
Pancreaticoduodenectomy 0.85 (0.76, 0.93) 0.76 (0.50, 0.93) 0.77 (0.66, 0.86)
Esophagectomy 0.51 (0.37, 0.65) 0.54 (0.33, 0.74) 0.55 (0.42, 0.67)
Table 2.7: Results for training a Random Forest classifier on urinary
VOC data to detect anastomotic leakage after surgery. 95% confidence
intervals are shown in brackets.
Figure 2.21 show the resulting ROC curves for detection of AL after esophagectomy
and pancreaticoduodenectomy respectively. The classifier performed no better than
chance for the detection of AL after esophagectomy with an AUC of 0.51 (95% CI:
0.37, 0.65), but performed well for the detection of AL after pancreaticoduodenectomy
with an AUC of 0.85 (95% CI: 0.76, 0.93). More details are shown in Table 2.7.
Figure 2.22 shows the distribution of the predicted probability of AL broken down
by true disease status and surgery type.
Discussion
In this study we found evidence that urinary VOCs could provide a tool for diagnosing
AL after pancreaticoduodenectomy significantly in advance of the onset of clinical
signs. While the median time for clinical signs to appear was five days, VOC analysis
was predictive of AL in the first three days after surgery. Figure 2.23 shows a
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Figure 2.22: Predicted probability of anastomotic leakage (AL) broken
down by surgery type. Pancreaticoduodenectomy has a good separation
between AL and uncomplicated patients, while there is very poor sepa-
ration for esophagectomy. Underlying values are plotted as points with
a small jitter applied.
Figure 2.23: Predicted probability of anastomotic leakage (AL) for
pancreaticoduodenectomy patients, broken down by the number of days
after surgery that the urine sample was provided. VOC analysis demon-
strates good sensitivity for detecting AL even one day post-surgery,
before clinical signs are likely to manifest. Underlying values are plotted
as points with a small jitter applied.
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breakdown of the predicted probability of AL for pancreaticoduodenectomy patients’
urine samples by true disease state and time since surgery. Even on the first day
after surgery urinary VOCs show good separation between AL and non-AL samples,
suggesting that urinary VOCs are able to detect the preclinical biochemical changes
associated with the disease at a very early stage.
A significant problem with this study was the small sample size, which resulted in
the need to pool multiple samples from the same patients into one dataset to provide
enough data to train the classifier. The danger of this approach is that, since each
patient contributed multiple urine samples, all of which are in the same class, it is
possible that the classifier will learn to identify a particular patient’s urine and use this
to predict the AL-status of test data rather than learn patient-independent markers
of AL. This could introduce a positive bias to the result of the cross-validation.
However, the null result for detecting AL after esophagectomy provides a counter
to this point - if the pooling had introduced a significant bias, a positive result
would have been seen in both the esophagectomy and pancreaticoduodenectomy
cohorts. The fact that a positive result was not observed for the esophagectomy
cohort suggests that the size of the bias is not sufficient to invalidate the positive
result observed for the pancreaticoduodenectomy cohort.
Finally, the result of the initial cross-validation is encouraging. The fact that a
diverse range of models (Random Forests, stochastic gradient boosting, and sparse
logistic regression) all produced similar AUCs suggests that the information present in
the urinary VOCs is robust to the machine learning model used to make predictions,
and is unlikely to be an artefact of the classification algorithm used.
2.4.5 Detection of anastomotic leakage following major colorectal
surgery
Following the AL study discussed in Section 2.4.4, we were involved in a multi-
centre15 cross-sectional cohort study investigating the ability of FAIMS analysis of
urinary VOCs to detect AL following major colorectal surgery.16
15Five hospitals participated in the study: VU University Medical Center Amsterdam, West Fries
Gasthuis Hoorn, Amphia Hospital Breda, Rode Kruis Hospital Beverwijk, and Spaarne Gasthuis
Haarlemr.
16For this study, major colorectal surgery was defined as a resection of the colon or rectum with
reconstruction via ostomy or anastomosis (or both).
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Surgical procedure
Patients underwent one of: subtotal colectomy, hemicolectomy, sigmoid resection, low
anterior resection, or abdominoperineal resection. Standardized antibiotic prophy-
laxis17 was used for all procedures. Patients were treated postoperatively according
to local protocol, consisting of admittance to either the intensive-care unit, medium
care, or general ward.
Control and AL groups
Control group The control group consisted of 27 patients admitted to VUmc who
did not develop AL in the postoperative period. Patients admitted to VUmc were
recruited prior to surgery, and urine samples were collected on the third postoperative
day, with patients excluded from the control group if they developed AL.
AL group The AL group consisted of 22 patients diagnosed with postoperative
AL through clinical deterioration and radiological imaging or surgical intervention.
In cases of certain AL, urine samples were collected immediately.
Sample handling and FAIMS analysis
Samples were collected in 4.5 ml CryoPure containers and frozen at −80 ◦C within
two hours of collection. Samples were stored for a maximum of nine months to
minimize VOC degradation [Esfahani et al., 2016]. Samples were analysed in batches
on a Lonestar FAIMS device (Owlstone, UK). Samples were removed from the freezer
a maximum of two hours prior to analysis and allowed to defrost at room temperature.
4.5 ml aliquots of each sample were then placed in 22 ml glass vials before being
introduced into the Lonestar and heated to 38 ◦C. Three FAIMS analysis runs were
performed for each sample. Blank samples consisting of tap water were run three
times before and after each urine sample to flush any traces of previous samples
from the device and return the sensors to baseline response.
Statistical analysis
For this study, we compared a new approach to the standard FAIMS analysis used
in the previous AL study described in section 2.4.4. For the standard analysis, we
used Random Forests with the 64 top features retained, the model selected in the
previous study. For details of the methodology, please refer to section 2.4.4. For
17Cefuroxime or metronidazole.
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Figure 2.24: Variables excluded by standard deviation thresholding for
the three FAIMS runs. The top row shows the positive ion stream and
the bottom row shows the negative ion stream. Variables in light grey
are included in the analysis, and variables in dark grey are excluded.
comparison to the previous study, we also ran analyses using the models in Table
2.6, the results for which are shown in Table 2.9.18
The new approach uses a considerably simplified pipeline. First, noise variables
are excluded by standard deviation thresholding as described in section 2.2.3, with
65 % of variables removed as noise. Which variables were retained and excluded can
be seen in Figure 2.24. The retained variables are then passed as input to a Random
Forest classifier. This removes both the wavelet transformation and the variable
selection step from the standard approach, relying instead on the feature selection
inherent to Random Forests. As with the wavelet transformation in the standard
pipeline, the standard deviation thresholding is unsupervised and therefore is done
before the cross-validation is performed.
Results
Sensitivity, specificity, and ROC AUC for the two analysis pipelines are shown in
Table 2.8, and the associated ROC curves can be seen in Figure 2.25. Random
18With the exception of stochastic gradient boosting, which failed to run due to the sample size
being too small for caret to perform hyperparameter tuning.
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(a) (b)
Figure 2.25: ROC curves for detection of AL after major colorectal
surgery. (a) The standard analysis pipeline utilizing wavelet transfor-
mation, feature selection using MWW, and classification using Random
Forests. (b) Removal of noise variables using standard deviation thresh-
olding and classification by Random Forests.
Forests with standard deviation thresholding significantly outperformed the standard
pipeline at the 97.5 % confidence level based on a bootstrapped difference between
AUCs, with a 95 % confidence interval for the difference of (0.017, 0.23).
For comparison with the previous study, Table 2.9 recreates the model selection
analysis for the first AL study, as seen in Table 2.6. All algorithms performed similarly
well, unlike the previous study where some algorithms performed consistently worse
than others.
Discussion
In this study we found further evidence that urinary VOCs can be used as a diagnostic
test for post-operative anastomotic leakage. The strong performance across all tested
classifiers is encouraging, and suggests that the classification problem is robust to the
specific classifier used. Performance was comparable to that found in the previous
AL study, and has the benefit that the number of patients involved in this study is
significantly higher (49 vs 32) with a more balanced distribution of classes (45 %
positive vs 19 % positive).
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AUC Sensitivity Specificity
Standard analysis 0.81 (0.68, 0.95) 0.86 (0.65, 0.96) 0.59 (0.39, 0.77)
Thresholding and Random Forest 0.91 (0.81, 1.0) 0.86 (0.65, 0.96) 0.93 (0.75, 1.0)
Table 2.8: Results for training a Random Forest classifier on urinary
VOC data to detect anastomotic leakage after major colorectal surgery,
using both the standard analysis with wavelet transformation, and the
simplified analysis using thresholding. 95% confidence intervals are
shown in brackets. There is a statistically significant difference (at the
5% level) between the AUCs of the two methods, with a 95% confidence
interval for the difference of (0.017, 0.23).
A key weakness of this study is the disparity between sample collection methods
for the AL-positive and AL-negative groups. AL-negative samples were collected on
the third postoperative day, whereas AL-positive samples were collected immediately
after diagnosis of AL. Immediate collection after diagnosis mitigates any effects of
detecting the treatment for AL, but is still likely to introduce a positive bias to the
results.
The improved performance in the simplified analysis pipeline raises interesting
questions about the utility of the standard analysis pipeline. Anecdotally, for other
studies when similar approaches were used the standard pipeline using wavelet
transformation and feature selection outperformed more generic approaches. One
hypothesis for the results in this case is that the standard approach is focussed
on de-noising the data, boosting the signal-to-noise ratio. This approach works
well when the signal-to-noise ratio is low, as in other studies with more challenging
classification problems, but in this study with a clear signal separating the two
classes the de-noising efforts are counter-productive.
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Figure 2.26: Variable importance for Random Forest classification of
anastomotic leakage after major colorectal surgery. VOC plumes present
in the dataset are shown in white, determined by the maximum ion count
achieved for each variable. Important variables are plotted in red, with
stronger red colouring indicating higher importance.
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Model # features retained AUC (95% CI)
Random Forest 16 0.77* (0.64, 0.91)
Sparse Logistic Regression 16 0.88* (0.78, 0.98)
SVM (radial kernel) 16 0.78*†(0.64, 0.92)
SVM (linear kernel) 16 0.86* (0.75, 0.98)
Random Forest 64 0.81* (0.68, 0.95)
Sparse Logistic Regression 64 0.87* (0.76, 0.98)
SVM (radial kernel) 64 0.84* (0.71, 0.96)
SVM (linear kernel) 64 0.86* (0.74, 0.97)
Random Forest 128 0.85* (0.75, 0.96)
Sparse Logistic Regression 128 0.82* (0.70, 0.94)
SVM (radial kernel) 128 0.85* (0.74, 0.97)
SVM (linear kernel) 128 0.88* (0.78, 0.98)
Table 2.9: Results for the standard analysis pipeline for detection of AL
after major colorectal surgery. Statistically significant results (at a 5%
level) are marked with an asterisk (*). Results which have a statistically
significant (at the 5% level) difference in AUC to the model with the
highest AUC (sparse logistic regression with 64 features) are marked
with a dagger (†).

Chapter 3
Gaussian Process Latent
Variable Models - Theory and
Literature Review
3.1 Overview
Dimensionality reduction provides a lower-dimension representation of a data set
whilst retaining as much information as possible relevant to the problem at hand.
Dimensionality reduction is motivated by the observation that high-dimensional data
are often highly redundant, and consolidating the information in the data into a
smaller number of latent variables can improve the ability to visualize it, reduce
the computational cost of subsequent algorithms, and reduce the risk of overfitting
through variable selection.
A Gaussian process latent variable model (GPLVM) is an unsupervised dimension-
ality reduction technique which treats the observed variables as a function of latent
variables in some lower-dimensional latent space, with the function mapping from
the latent to the observed space being drawn from a Gaussian process [Lawrence,
2004]. The locations of the data in latent space are then treated as parameters of
the model and optimized with respect to the likelihood of the model to determine a
lower-dimensional representation of the observed data.
In this section we review the theory of Gaussian processes and GPLVMs, and
discuss recent developments in Gaussian process and GPLVMs methodology.
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3.2 Background Theory
3.2.1 Gaussian processes
As the name suggests, a GP latent variable model approaches the relationship
between the latent and observed spaces by modelling it using GPs. In this section
we present a brief introduction to the theory of GPs. For a more detailed treatment
we can heartily recommend the excellent book by Rasmussen and Williams [2006]
on the subject, from which the results in this section are drawn.1
GPs can be formulated in two ways which result in equivalent outcomes. On the
one hand, given some observed data, GPs can be seen as performing Bayesian linear
regression after the input points have been projected to a higher dimensional “feature
space”, allowing for a significantly more expressive model than standard Bayesian
linear regression. This is facilitated by the use of the “kernel trick”, where inner
products between vectors projected into a feature space can be computed implicitly
using a positive definite kernel function2 over the input space. This avoids the need
to explicitly work in the feature space and therefore potentially saves significantly on
computational cost. Kernel methods are a key part of a number of popular machine
learning techniques [Hofmann et al., 2008], notably SVMs where they make non-linear
modelling computationally feasible. Gaussian processes combine the computational
benefits and non-linearity of kernel methods with a principled Bayesian framework
for prediction and hyperparameter optimization.
In the other formulation, we consider a probability distribution over functions. A
GP can be used as a prior over functions which could generate the observed data,
from which we derive a posterior distribution over functions conditioned on the
observed data. The kernel in this formulation specifies the class of functions which
the prior encodes for, and loosely speaking specifies the prior covariance between
points in the input space.
The link between the kernel function and the feature space it implicitly projects
into is made clear by the Moore–Aronszajn theorem, which states that for every
1It is worth noting that Rasmussen and Williams [2006] use the convention that the design
matrix X is structured with variables along rows and samples along columns, the transpose of the
usual convention in statistical textbooks. In the following we use the convention that the design
matrix has variables along the columns and samples along the rows, and so some formulae will have
superficial differences to those presented in Rasmussen and Williams [2006].
2A symmetric function k : X × X → R is a positive definite kernel function iff for all finite
X = {x1, x2, . . . , xn} ⊂ X the Gram matrix K constructed by pairwise evaluation of k over the
elements of X, Kij = k(xi, xj), is positive definite.
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symmetric positive definite kernel function there is a unique reproducing kernel
Hilbert space (RKHS) for which that kernel is the reproducing kernel. We explain
this link in more detail in Section 3.2.2.
Linear regression in feature space
In Bayesian linear regression, one models the generating function of observed data as
a linear function of the inputs x with Gaussian additive noise , placing a Gaussian
prior over the linear function weights w:
f(x) = wTx (3.1)
y = f(x) +  (3.2)
 ∼ N
(
0, σ2n
)
(3.3)
w ∼ N (0,Σp) (3.4)
Given observed data X = (x1, . . . ,xn)T and y, the posterior for this model is:
p
(
w |X,y) = N( 1
σ2n
A−1XTy,A−1
)
(3.5)
A = 1
σ2n
XTX + Σ−1p (3.6)
and given an unobserved point x∗, the predictive distribution for f∗ = f(x∗), is:
f∗ | x∗,X,y ∼ N
(
1
σ2n
xT∗A
−1XTy,xT∗A
−1x∗
)
(3.7)
To increase the expressiveness of the model, we would like to first project x into a
higher-dimensional feature space before performing a linear regression. In general, let
φ be a function that maps points in the input space into an N -dimensional feature
space. We then have:
f(x) = wTφ(x) (3.8)
Using the notation Φ(X) for the row-wise concatenation of φ(x) for the columns
x of X, i.e. Φ(X) =
(
φ(x1), . . . ,φ(xn)
)T , we can substitute Φ(X) and φ(x∗) into
equation 3.7 to find the predictive distribution for f∗ in this case:
f∗ | φ(x∗),Φ(X),y ∼ N
(
1
σ2n
φ(x∗)TA−1Φ(X)Ty,φ(x∗)TA−1φ(x∗)
)
(3.9)
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where A is now
A = 1
σ2n
Φ(X)TΦ(X) + Σ−1p (3.10)
Equation 3.9 can be re-written to enable us to use the ‘kernel trick’, which
allows us to avoid the need to explicitly compute the mapping of our inputs into
feature space by writing our problem in terms of inner products in the feature space,
which can in turn be written as positive-definite functions over the input space:
f∗ | φ(x∗),Φ(X),y ∼ N
(
µ∗, σ2∗
)
µ∗ = φ(x∗)TΣpΦ(X)T
(
K + σ2nI
)−1
y
σ2∗ = φ(x∗)TΣpφ(x∗)− φ(x∗)TΣpΦ(X)T
(
K + σ2nI
)−1
Φ(X)TΣpφ(x∗)
K = Φ(X)ΣpΦ(X)T
(3.11)
For the mean, consider that
1
σ2n
Φ(X)T
(
K + σ2nI
)
= 1
σ2n
Φ(X)T
(
Φ(X)ΣpΦ(X)T + σ2nI
)
=
(
1
σ2n
Φ(X)TΦ(X) + Σ−1p
)
ΣpΦ(X)T
= AΣpΦ(X)T
(3.12)
Then right-multiplying by
(
K + σ2nI
)−1
and left-multiplying by A−1 gives
1
σ2n
A−1Φ(X)T = ΣpΦ(X)T
(
K + σ2nI
)−1
(3.13)
and µ∗ follows from substituting this into equation 3.9. For σ2∗, apply Woodbury’s
matrix identity3 to A−1:
A−1 =
(
Σ−1p +
1
σ2n
Φ(X)TΦ(X)
)−1
= Σp −ΣpΦ(X)T
(
σ2n + Φ(X)ΣpΦ(X)T
)−1
Φ(X)Σp
= Σp −ΣpΦ(X)T
(
K + σ2n
)−1
Φ(X)Σp
(3.14)
and again substitute into equation 3.9.
3(B +UCV )−1 = B−1 −B−1U
(
C−1 + V B−1U
)−1
V B−1, see appendix D.1.1 for a proof.
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Given a kernel function k(x,x′) = φ(x)Σpφ(x′), we can now compute the pa-
rameters for equation 3.9 without the need to work in our feature space explicitly,
avoiding the need to compute projected input points and also allowing us to invert
K rather than the (normally) considerably larger A. Indeed, for many standard
kernels the dimension of the associated feature space is infinite. We will see that
this treatment of Bayesian linear regression after projecting into feature space is
equivalent to the definition of GPs below as a probability distribution over functions,
with a GP as a prior with covariance function k as above and mean functionm(x) = 0.
The posterior obtained by conditioning on the points used for regression then gives
equivalent results to those given above.
A probability distribution over functions
An alternative view of GPs is as a probability distribution over functions. Formally,
we define a Gaussian process as a collection of random variables, any finite number
of which have a joint Gaussian distribution. GPs are defined over a (usually infinite4)
index set X , which corresponds with the input values for the functions the distribution
covers. A GP is specified by its mean function m(x) = E
[
f(x)
]
, x ∈ X and its
covariance function k(u,v) = E
[(
f(u)−m(u)) (f(v)−m(v))], u,v ∈ X . We write
this GP as
f ∼ GP(m, k) (3.15)
and, for a finite subset X = {x1,x2, . . . ,xn} of X we have from the definition of
GPs
fX ∼ N
(
mX ,K(X,X)
)
(3.16)
where fX and mX are vectors whose ith entries are f(xi) and m(xi) respectively,
and K(X,X) is a matrix whose (i, j)th entry is k
(
xi,xj
)
. In general, we will assume
m(x) = 0 for all x ∈ X , since we will be using GPs as priors and this restriction
does not restrict the mean of the posterior to also be identically zero.
The definition of a GP given above implies a consistency requirement (or marginali-
sation property). That is, for U ⊂ V ⊆ X , marginalising out the variables associated
with V \ U from the distribution of fV should result in an identical distribution
to that specified by the GP for fU . Put another way, considering the value of f
at additional points should not change the distribution of the points already under
consideration. This requirement is automatically fulfilled if the covariance function
4For a finite index set, a GP is equivalent to a joint Gaussian distribution over the values of f at
the points in the index set.
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k specifies the entries in the covariance matrix K(X,X).
Prediction Given noisy observed values at points X with values y, and points
X∗ at which we wish to predict f∗, the joint distribution for y and f∗ under a GP
prior is  y
f∗
 ∼ N
0,
K(X,X) + σ2nI K(X,X∗)
K(X∗,X) K(X∗,X∗)

 (3.17)
where
[
K(A,B)
]
ij = k
(
Ai∗Bj∗
)
is the covariance between the ith point in A and
the jth point in B, and we have assumed i.i.d. Gaussian noise with mean zero
and variance σ2n on the observed values. Conditioning this joint distribution on the
observed values gives the predictive distribution for f∗
f∗ |X∗,X,y ∼ N
(
K(X∗,X)
(
K(X,X) + σ2nI
)−1
y,
K(X∗,X∗)−K(X∗,X)
(
K(X,X) + σ2nI
)−1
K(X,X∗)
)
(3.18)
To obtain the predictive distribution for the noisy observations y∗, one can add the
noise variance σ2n to the predictive variance of f∗.
3.2.2 Reproducing kernel Hilbert spaces - a brief foray into func-
tional analysis
The theory of the RKHS gives a useful insight into how GPs and the kernel trick
operate in feature space. Rather than a vague explanation about implicit projections
into higher-dimensional feature spaces accompanied by judicious hand-waving, we
can (through a constructive proof of the Moore-Aronszajn theorem) provide an
explicit description of the feature space associated with a particular kernel function
and also the projections of our input space into it. A more detailed treatment of the
material covered here is available in Appendix D.2.
First, some brief definitions. A Hilbert space is a real or complex inner product
space which is complete with respect to the norm induced by the inner product.5
5Rn equipped with the dot product is a straightforward example of a Hilbert space, but Hilbert
spaces extend to far more exotic fare. A common (and only slightly more exotic) example is
the infinite-dimensional Lebesgue space L2 (R), the space of square-integrable complex functions
on R, equipped with the inner product 〈f, g〉 = ∫R f(x)g(x) dx. f is square-integrable on R iff∫
R
∣∣f(x)∣∣2 dx <∞.
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Figure 3.1: Examples of functions drawn from GP priors with (left)
a polynomial kernel of degree p = 3, and (right) a linear kernel with
σ20 = 1.
A reproducing kernel Hilbert space (RKHS) is a Hilbert space H of real-valued
functions on an arbitrary index set X with a function k : X × X → R such that:
1. Kx : x′ 7→ k(x′, x) ∈ H ∀x ∈ X
2. k has the reproducing property: 〈f,Kx〉H = f(x) ∀x ∈ X , f ∈ H
The Moore-Aronszajn theorem states that for every positive definite kernel function
k there is a unique RKHS for which k is the reproducing kernel, that is, there is
a bijection between the set of positive definite kernel functions and the set of
reproducing kernel Hilbert spaces. From the constructive proof of the Moore-
Aronszajn theorem (presented in Appendix D.2.3) we can see that the implicit
feature space associated with a kernel k : X × X → R is the completion of the linear
span of the set of functions
{
Kx : x′ 7→ k(x, x′) | x ∈ X
}
, and the link between this
formulation and the view of GPs as implicit Bayesian linear regression in a feature
space is made clear, since now the implicit projection of a point x ∈ X into the
feature space associated with some kernel function k can be seen to be the function
Kx : x′ 7→ k(x, x′), with the inner product 〈Kx,Kx′〉 = k
(
x, x′
)
.
3.2.3 Kernel functions
As we saw in section 3.2.2, the kernel function k defines the function space a Gaussian
process operates in, and as such specifies the type of functions the GP prior encodes
for. In this section we review a number of common kernel functions and the function
spaces they specify.
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Linear and polynomial kernels
The linear kernel [Rasmussen and Williams, 2006] is defined as
klin
(
x,x′
)
= σ20 + x · x′ (3.19)
and more generally the polynomial kernel is defined as
kp
(
x,x′
)
=
(
x · x′
)p
(3.20)
The linear kernel is equivalent to Bayesian linear regression with N (0, 1) priors on
the coefficients of xd and a prior of N
(
0, σ20
)
on the bias [Rasmussen and Williams,
2006, p. 80]. The polynomial kernel kp regresses over polynomial functions of order
p.
Squared exponential kernel
The squared exponential kernel encodes a prior over smooth functions, where the
length-scale l controls how distant two points must be before their corresponding
function values are uncorrelated. The squared exponential kernel has the formula:
kSE
(
x,x′
)
= exp
−∣∣x− x′∣∣2
2l2
 (3.21)
Automatic relevance determination (ARD) kernel
The concept of automatic relevance determination was first introduced in the context
of neural networks [MacKay et al., 1994; Neal, 1995; Bishop, 2006]. The ARD
kernel is a natural extension of the squared exponential kernel, where instead of one
length-scale l shared between all dimensions in the input space, the ith dimension is
associated with length-scale li. This has two notable benefits. First, if the variables
in your input space are not commensurate, the ARD kernel will prevent the variable
with the largest variance from dominating the covariance function by automatically
scaling each dimension. Second, the ARD kernel can “turn off” uninformative input
variables by setting the associated length-scales to be large. It is this latter property
which gives the ARD kernel its name. The ARD kernel has the formula
kARD
(
x,x′
)
= exp
−∑
i
(
xi − x′i
)2
2l2i
 (3.22)
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Figure 3.2: Examples of the effect of varying (left) the length-scale of
the squared exponential kernel, and (right) the period of the periodic
kernel.
For the purposes of sparse optimisation and interpretability of the hyperparameters,
it is often preferable to optimise with respect to the inverse length-scales, λi = l−1i ,
so non-informative variables’ inverse length-scales are set either to zero or close to
zero:
kARD
(
x,x′
)
= exp
−12 ∑
i
λ2i ·
(
xi − x′i
)2 (3.23)
Rational quadratic kernel
The rational quadratic kernel is a scale mixture of squared exponential kernels of
different length-scales, with the mixing distribution being a gamma distribution over
the inverse squared length-scales of the constituent squared exponential distributions
τ = l−2SE :
p
(
τ | α, β) ∝ τα−1 exp(−ατ
β
)
(3.24)
where β = l−2.
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Figure 3.3: Examples of functions sampled from a GP prior with a
neural network kernel with Σ = I.
Periodic kernel
The periodic kernel has the formula
kper
(
x,x′
)
= exp
−2l−2 sin2(pi∣∣x− x′∣∣
p
) (3.25)
and models functions which repeat exactly with period p. As with the squared
exponential kernel, l determines the length-scale of the function, with a lower value
of l allowing for faster variation as x changes.
Neural network kernel
With appropriate kernel choices, GPs can be used to model other machine learning
algorithms. The neural network kernel [Williams, 1997] models a neural network
with one hidden layer of NH nodes as NH tends to infinity, with the transfer function
Φ(z) = 2/
√
pi
∫ z
0 exp(−t2) dt and hidden node values computed using h(x;u) =
Φ(u0 +
∑D
j=1 ujxj), u ∼ N (0,Σ). It has the formula
kNN
(
x,x′
)
= 2
pi
sin−1
 2x˜TΣx˜′√(
1 + 2x˜TΣx˜
) (
1 + 2x˜′TΣx˜′
)
 (3.26)
where x˜ = (1, x1, . . . , xn) is an augmented input vector whose first entry corresponds
to the bias.
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Random partition kernels
Random partition kernels [Davies and Ghahramani, 2014] represent a novel class of
kernels which, in contrast to the previously discussed kernels which are analytically
derived, are based on random partitioning of the data. Examples of random partitions
are those produced by ensemble tree methods such as Random Forests, or by
stochastic clustering algorithms. For example, for Random Forests, we can consider
each tree in the forest as a partition of the input space X, with the clusters for an
element x of X for a given tree being the leaf node that x maps to. This gives a
supervised kernel with no hyperparameters to optimize, which can allow a significant
speed boost for large datasets.
First, some definitions. A partition of a dataset D is a set of non-empty, pairwise-
disjoint subsets of D which form a cover of D, that is, P is a partition of D iff:
P =
{
Ci | i ∈ {1, . . . , n} , Ci ⊂ D,Ci 6= ∅
}
(3.27)
Ci ∩ Cj = ∅ ∀i 6= j (3.28)
n⋃
i=1
Ci = D (3.29)
Each Ci is called a cluster.
Let PD ⊂ P
(P(D)) be the set of all possible partitions of D. We can define a
function φ : D × PD → N which, given an element x of D and a partition P of D,
returns the index of the cluster in P which contains x. φ is defined for all x ∈ D
since P is a cover of D, and is well-defined since the clusters are pairwise disjoint.
A partition distribution Q over the partitions of D is a pdf which assigns a
probability to each possible partition of D. P is called a random partition if it is
drawn from a partition distribution.
Now, we can define the random partition kernel. Given a partition distribution Q
over our input set X, define the kernel
kQ(x,x′) = E
[
I
[
φ(x, P ) = φ
(
x′, P
)]]
P∼Q
(3.30)
to be the random partition kernel induced by Q, where I is the indicator function.
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In many practical situations the kernel as defined above is not practical to evaluate
analytically. Luckily, we can construct an approximation based on a sample from Q.
For a sample Q =
{
Pi | i ∈ {1, . . . ,m} , Pi ∼ Q
}
from Q of size m, we have:
kQ
(
x,x′
)
≈ 1
m
m∑
i=1
I
[
φ(x, Qi) = φ
(
x′, Qi
)]
(3.31)
that is, the covariance between x and x′ is the fraction of times they are assigned to
the same cluster over the m samples.
Combining kernels
For two positive-definite kernel functions k1 and k2 over some space X and α ∈ R>0,
the following are also positive-definite kernel functions:
αk1 (3.32)
k1 + k2 (3.33)
k1 · k2 (3.34)
Positive definiteness of 3.32 and 3.33 are easy to see by considering Gram matrices
K1, K2 derived from k1 and k2. For 3.32, z∗αK1z = αz∗K1z ≥ 0 with equality
iff z = 0. For 3.33, z∗ (K1 +K2) z = z∗K1z + z∗K2z ≥ 0, again with equality iff
z = 0.
For 3.34, note that the Gram matrix of k1 · k2 is the Hadamard product of K1
and K2, and we use the Schur product theorem [Schur, 1911]. This states that
the Hadamard product of two positive-definite matrices is itself positive-definite. A
simple proof of this theorem is described in Styan [1973], and is as follows. Given
positive-definite A and B and some suitably-sized vector z, consider z∗(A ◦B)z,
where A ◦B is the Hadamard product of A and B. Since B is positive-definite, it
has a Cholesky decomposition B = LL∗. Substituting this into the quadratic form
gives
z∗ (A ◦B) z = z∗
(
A ◦ (LL∗)) z (3.35)
=
n∑
i,j=1
ziaij
 n∑
k=1
likljk
 zj (3.36)
=
n∑
k=1
 n∑
i,j=1
zilikaijzjljk
 (3.37)
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=
n∑
k=1
(z ◦ lk)∗A (z ◦ lk) (3.38)
≥ 0 (3.39)
where lk is the k’th column of L. Since A is positive-definite and B 6= 0 =⇒ L 6= 0,
equality occurs iff z = 0, and so A ◦B is positive-definite.
Combining kernels allows for tremendous flexibility when using GPs for regression.
In practice, a kernel k is almost always scaled by a hyperparameter α to allow the
variance of the regressed function to be optimized.
3.2.4 Hyperparameter optimization
Background
Most machine learning algorithms have hyperparameters which control how the
algorithm models a problem, for example the choice of k in the k-NN algorithm.
Varying the hyperparameters can have a dramatic effect on the efficacy of a model;
some models (such as SVM) are sensitive to the choice of hyperparameters, while
other models (such as Random Forests) are robust to the choice of hyperparameter
[Caruana and Niculescu-Mizil, 2006], often performing close to optimum using
“default” hyperparameters [Svetnik et al., 2004].
Methods for optimally selecting hyperparameters constitute a varied and active
field of research, and can be considered to be a subset of model selection [Gold and
Sollich, 2003; Bergstra et al., 2013]. Excessive tuning of model hyperparameters
can lead to the model performing well on the training data, but generalizing badly
when presented with new data. On the other hand, insufficient tuning runs the risk
of causing a model to perform significantly worse than the optimum performance
which it could achieve [Cawley and Talbot, 2010]. This balancing act reflects the
classic bias-variance dilemma [Geman et al., 1992], a leitmotif of machine learning,
where increasing the complexity of a model improves its accuracy (reducing its
bias) by increasing how expressive the model is, but in doing so also increases the
sensitivity of the model’s output to the specific sample of training data used to fit it
(increasing the model’s variance over multiple training set samples). In the context
of hyperparameter tuning, an increasingly thorough search of hyperparameter space
reduces the bias of the model while increasing its variance.
81
A wide range of approaches are available for hyperparameter selection which are
not model-specific. A common and straightforward technique is grid search [Hsu
et al., 2003], where the algorithm’s performance is examined on points forming a
grid in hyperparameter space. For each hyperparameter αi a set of values Ai is
specified, and the model performance is evaluated at each point in A1 ×A2 × . . . An.
Performance at each point is usually assessed using cross-validation or a hold-out test
set to combat over-fitting. Increasing the number of points in the grid increases the
likelihood of finding good hyperparameters at the cost of increased computational
complexity and risk of over-fitting. A similar and often more efficient approach
is random search [Bergstra and Bengio, 2012], where hyperparameter values are
randomly and independently sampled for testing. Random search is based on the
observation that frequently only a few hyperparameters will have a significant impact
on performance, and so random search will be able to test more values of the relevant
hyperparameters for the same cost as grid search.
Grid search and random search are simple and quick to implement, but if a model
is costly to train the time to examine sufficient hyperparameter values to achieve a
satisfactory result may be prohibitive. One more sophisticated method of particular
note is Bayesian optimization [Eggensperger et al., 2013], where a probabilistic
model of the performance of a machine learning algorithm is conditioned on point
evaluations of the model performance, with the posterior distribution being used
to select the next set of hyperparameters to evaluate and eventually also to predict
the optimum hyperparameter settings. Many different models have been used for
Bayesian optimization [Thornton et al., 2013; Bergstra et al., 2013, 2011], including
using GPs [Snoek et al., 2012].
Hyperparameter optimization for Gaussian processes
The formulae of many kernels used for GPs contain hyperparameters, and these
will normally need to be tuned to optimize the fit of the model to the data. A
benefit GPs have over many other machine learning algorithms is that there is a
natural, principled method for optimizing the kernel hyperparameters θ based on the
marginal likelihood p
(
y |X,θ) of the model, where we marginalise out the function
values over the prior defined by the kernel and X. The marginal likelihood is
p
(
y |X) = ∫ p(y | f ,X)p(f |X) df (3.40)
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Figure 3.4: Contour plot of GP log marginal likelihood as a function
of the kernel hyperparameters l and σ. The black dot shows the hy-
perparameters of the GP prior from which the data was sampled, and
the red dot shows the hyperparameters found through optimizing the
log marginal likelihood with respect to the hyperparameters using a
gradient-based method.
where f |X ∼ N (0,K) is derived from the GP prior, and the likelihood y | f ,X ∼
N
(
f , σ2nI
)
is additive Gaussian noise. Since (per equation 3.17)
y |X ∼ N
(
0,K + σ2nI
)
(3.41)
y |X has log marginal likelihood
log p
(
y |X) = −12
(
yTK−1y y + log det
(
Ky
)
+ n log 2pi
)
(3.42)
where Ky = K + σ2nI. The three components of the marginal likelihood can be seen
to encode respectively the data fit (yTK−1y y), a complexity penalty (log
∣∣Ky∣∣) and a
normalization term (n log 2pi).
We can now optimize the log marginal likelihood with respect to the kernel hyper-
parameters using gradient-based optimization methods. Setting L = log p
(
y |X)
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and applying the equations in appendix D.1.3 we can determine:
∂L
∂θi
= 12
(
yTK−1y
∂Ky
∂θi
K−1y y − det
(
Ky
)−1 det(Ky) tr(K−1y ∂Ky∂θi
))
(3.43)
= 12
(
yTK−1y
∂Ky
∂θi
K−1y y − tr
(
K−1y
∂Ky
∂θi
))
(3.44)
This can be further simplified by considering that
yTK−1y
∂Ky
∂θi
K−1y y = tr
(
yTK−1y
∂Ky
∂θi
K−1y y
)
(3.45)
= tr
(
K−1y yy
TK−1y
∂Ky
∂θi
)
(3.46)
since the l.h.s. is a scalar (and so equal to its trace), and the trace is invariant under
cyclic permutations of products. Equation 3.44 then becomes:
∂L
∂θi
= 12
(
tr
(
K−1y yy
TK−1y
∂Ky
∂θi
)
− tr
(
K−1y
∂Ky
∂θi
))
(3.47)
= 12 tr
((
K−1y yy
TK−1y −K−1y
)
∂Ky
∂θi
)
(3.48)
= 12 tr
((
ααT −K−1y
)
∂Ky
∂θi
)
(3.49)
where α = K−1y y. With this in hand, gradients with respect to the hyperparameters
can be calculated efficiently, using the Cholesky decomposition6 of Ky to calculate
K−1y , or equivalently (but with improved numerical stability) to solve KyU =
∂Ky
∂θi
for U .
With ∂L∂θi in hand, we can now optimize L using a standard gradient-based optimizer.
Our R implementation of GPLVM uses the limited-memory modification of the BFGS
method of Byrd et al. [1995] as implemented in the optimx package [Nash, 2014].
Other methods have been used; Lawrence [2004] use scaled conjugate gradients.
6Given a Hermitian positive-definite matrix A, there exists a unique lower triangular matrix L
such that A = LL∗. This is known as the Cholesky decomposition.
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3.2.5 PCA, probabilistic PCA, and dual probabilistic PCA
Principal component analysis (PCA)
PCA is a common dimensionality reduction technique. From a geometric perspective,
given N samples of some d-dimensional observed data X,7 PCA seeks to find an
orthogonal linear projection Z = W TX which projects X onto a q-dimensional
subspace in such a way that the squared reconstruction error ofX from its projection,
‖WZ −X‖2, is minimized [Pearson, 1901]. Another definition of PCA is that W T
is the orthogonal linear projection which maximises the variance in the projected
space, with the variance decreasing along the dimensions [Hotelling, 1933], that is,
the variance is highest along the first dimension, second-highest along the second,
etc.
It is from the latter definition that the standard derivation of PCA stems, by either
finding the q largest eigenvalues and associated eigenvectors of the covariance matrix
XTX/N and setting wi to be the ith eigenvector, or by finding the singular value
decomposition (SVD) of X = UΣV ∗, where U∗U = V ∗V = I and Σ is a diagonal
matrix with non-negative entries, and setting W equal to the matrix derived from
the first q columns of V . The SVD method is more numerically stable and generally
preferred in implementations of PCA.
Probabilistic PCA
Tipping and Bishop [1999] presented PPCA, in which PCA may be derived from a
probabilistic model of the observed data by maximum likelihood estimation. If x is
our observed data with dimension d, z is the latent (projected) representation of our
data, σ2 is the variance of additive isotropic Gaussian noise and W T the projection
from observed to latent space, we model the conditional probability of x given z as
x | z,W , σ ∼ N
(
Wz, σ2I
)
(3.50)
Setting the marginal distribution over the latent variables z to be z ∼ N (0, I) and
integrating out the latent variables gives
x |W , σ ∼ N (0,K) (3.51)
7Here and elsewhere in this section is it assumed without loss of generality that X has been
centred, that is, the sample mean x¯ = 0. If X is not centred we can simply apply the transformation
x˜i = xi − x¯ to each sample and proceed as described.
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where K = WW T +σ2I. The corresponding log-likelihood for a sample of size N is
L = −N2
(
d log(2pi) + log
∣∣∣WW T + σ2I∣∣∣+ tr( 1
N
K−1XTX
))
(3.52)
The likelihood is maximised when
WML = Uq
(
Λq − σ2I
) 1
2 R (3.53)
where the q columns of Uq are the q leading eigenvectors of 1NXTX, with corre-
sponding eigenvalues λj on the diagonal of the diagonal matrix Λq, and R is an
arbitrary orthogonal rotation matrix. At W = WML, the maximum likelihood
estimator for σ2 is
σ2ML =
1
d− q
d∑
j=q+1
λj (3.54)
Dual probabilistic PCA
In PPCA, one marginalises equation 3.50 over the latent variables z, and then
optimizes the log marginal likelihood with respect to the loadings matrix W to
obtain a maximum likelihood estimate for W . In dual PPCA, one marginalises over
the loadings matrix W to obtain a maximum likelihood estimate for z [Lawrence,
2004]. We specify a prior distribution for W as
wij ∼ N
(
0, α2
)
(3.55)
and integrating over W gives us a marginal likelihood for X
p
(
X | Z, σ) = 1
(2pi)dN/2|K|d/2
exp
(
−12 tr
(
K−1XXT
))
(3.56)
where K = α−2ZZT + σ2I, and the log marginal likelihood we seek to maximise is
therefore
L = −12
(
dN log(2pi) + d log|K|+ tr
(
K−1XXT
))
(3.57)
Differentiating this with respect to Z gives
∂L
∂Z
= α−2K−1XXTK−1Z − α−2dK−1Z (3.58)
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and setting this equal to zero tells us that at the solution to the optimisation problem
XXTK−1Z = dZ. Substituting the SVD of Z = UΣV T into this gives:
1
d
XXT
(
α−2UΣV TV ΣTUT + σ2I
)−1
UΣV T = UΣV T (3.59)
1
d
XXT
(
α−2UΣΣTUT + σ2I
)−1
= I (3.60)
α−2UΣΣTUT + σ2I = 1
d
XXT (3.61)
U
(
α−2ΣΣT + σ2I
)
Σ = 1
d
XXTUΣ (3.62)
and since Σ is diagonal, the columns of U are eigenvectors of XXT /d, and the
diagonal entries of Σ, Σii, satisfy
λi = α−2Σ2ii + σ2 (3.63)
where λi is the eigenvalue associated with the ith column of U . Hence the maximum
likelihood estimate for Z is
ZML = Uq
(
α2Λq
d
− σ2α2
) 1
2
R (3.64)
where the q columns of Uq are the q leading eigenvectors of XXT /d, with corre-
sponding eigenvalues λj on the diagonal of the diagonal matrix Λq, and R is an
arbitrary orthogonal rotation matrix. The solution can be shown to be equivalent to
PCA [Tipping, 2001].
3.2.6 Gaussian process latent variable models
Examination of equation 3.56 reveals that the marginal distribution of X | Z, σ is
the product of d GPs with the linear kernel K = α−2ZZT + σ2I. A natural step is
to investigate the effect of replacing the linear kernel with a non-linear kernel such
as the squared exponential kernel. Doing so leads to the Gaussian process latent
variable model (GPLVM) [Lawrence, 2004].
A GPLVM is a dimensionality reduction technique which assumes that the variables
in your observed d-dimensional data (drawn from some space X = Rd) are a non-
linear function of q unobserved latent variables, where the functions which define the
mapping from the latent space Z to X are distributed as a GP over Z. GPLVMs
can be used as a feature extraction step in a data analysis pipeline [Andriluka et al.,
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2008].
Given an observed space X = Rd, a latent space Z, and a kernel function kZ over
Z, the function f(z) = (f1(z), . . . , fd(z)), fi : Z → R maps from Z to the X , and
each fi is distributed according to the GP
fi ∼ GP(0, kZ) i = 1, . . . , d (3.65)
and for a design matrix X of N samples drawn from X with associated latent
variables Z, X is distributed as
X∗j ∼ N
(
0,KZ + σ2nI
)
j = 1, . . . , d (3.66)
where σ2n is the variance of the additive Gaussian noise, KZ is the kernel matrix,
whose (i, j)th element is k(Zi∗,Zj∗), and Ai∗ denotes the ith row of A. One can
then optimize Z, θ, and σn to maximize the log marginal likelihood of the model for
a given data matrix X.
3.3 Recent developments in Gaussian processes
Gaussian processes are a fertile field of research, with work progressing in a number
of directions. In this section we review some notable recent developments in the
literature relating to Gaussian process methods.
The Automatic Statistician Since 2015, Zoubin Ghahramani et al. have been
developing a set of Gaussian process techniques under the Automatic Statistician
Project, which “aims to automate data science, producing predictions and human-
readable reports from raw datasets with minimal human intervention” [Steinruecken
et al., 2019]. The Automatic Statistician attempts to automatically explore structure
in data, progressively fitting kernels to the data using either Gaussian process
regression or classification as appropriate. Kernels are selected using Bayesian model
selection techniques. Unfortunately, this process can be exceedingly time consuming
due to the model search operating in O(N3) time, limiting its utility to small data
sets. An exciting recent development in this area is presented in Kim and Teh
[2018], which reduces the complexity of the algorithm to O(N2) and so opens up the
possibility of its practical use on much larger data sets.
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Modelling large-scale spatial data Another active area of research is focused
on reducing the computation complexity of modelling large-scale, heterogeneous
spatial data. Nychka et al. [2015] proposes a multi-resolution approach, using basis
functions positioned according to a rectangular grid in two dimensions, with each
basis function being a scaled squared exponential kernel.8 Kernel coefficients are then
modelled using a Markov random field organized by the grid locations of the kernels.
More recently a number of methods are being developed, and an excellent summary
of current developments in this field can be found in Heaton et al. [2018]. These
include methods for the parallel computation of the posterior density [Paciorek et al.,
2013], a multi-resolution approach which is compatible with distributed computing
[Katzfuss, 2017], a divide-and-conquer approach which splits the data into subsets
[Guhaniyogi and Banerjee, 2018], and a class of nearest-neighbour Gaussian process
models which introduces sparsity into the problem based on nearest neighbours
[Datta et al., 2016].
Fast GP approximations Although GPs are a popular modelling tool due to
their flexibility and power, they suffer from very high computational costs which
scale poorly with increasing amounts of data, both for optimizing the model and
for drawing from the posterior. An ongoing theme of GP research is the effort to
reduce this computational cost, and this is reflected in the focus of other articles we
have covered in this section. Notable recent contributions include: Gramacy and
Apley [2015] and Zhang et al. [2018], who propose improvements for the use of GPs
for kriging by dynamically restricting the support of the Gaussian processes to local
neighbourhoods of the points to be predicted, based on an active learning heuristics;
Bostanabad et al. [2018] present a novel method of hyperparameter optimization
which adjusts the noise of the model in a specific way to aid the optimization
algorithm in finding optimal hyperparameters; Foreman-Mackey et al. [2017] present
a novel GP method for modelling one-dimensional data which scales linearly with
increasing data rather than cubicly; and Ambikasaran et al. [2015] demonstrate
that for many kernels the covariance matrix can be decomposed into the product of
low-rank updates of the identity matrix, thereby reducing the complexity of model
optimization to O
(
N (logN)2
)
.
8Also known as a radial basis function (RBF) kernel, which is the term used in Nychka et al.
[2015].
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Chapter 4
Structured Gaussian Process
Latent Variable Models
In this chapter, we present the structured Gaussian process latent variable model
(SGPLVM), an extension of standard GPLVM to include a prior specifying a cor-
relative structure between features in the observed data. Structure in the observed
data is defined by an arbitrary covariance matrix over the features. SGPLVM is
motivated by the desire to better model the FAIMS data seen in Chapter 2, but the
model also has broader applicability. Examples of common structures this model
can be used to represent include spatial structure, such as in images or geographical
data, and temporal structure such as in time series data. However, the model is
also applicable in a range of other circumstances, as seen below. We also present a
number of experiments we have conducted to explore the properties of SGPLVM.
4.1 Structured GPLVM
4.1.1 Formulation of structured GPLVM
Current formulations of GPLVMs in the literature assume that for each variable in
the observed data the mapping from the latent space to the data space is drawn
independently from the GP over Z. However, for some data this assumption is
clearly incorrect. A notable and relevant example is FAIMS analysis, where the data
for a sample can be viewed as an image (see Figure 2.1) and there is a high degree
of correlation between neighbouring pixels in the image. GPLVM assumes that
the values of neighbouring pixels are independent; this discards useful information
which could be incorporated into the model to improve its output. In this section we
present SGPLVM, which attempts to incorporate knowledge of structured correlations
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between variables into the prior.
To move forwards we must formalize our notion of structured correlation between
variables. We say data exhibits structured correlations between variables if each
column i of X can be associated with a point si in a structure space S = Rk, with
each dimension of S corresponding to a different aspect of the structure in the data.
We can then place an ARD kernel over S, with inverse length-scales l = (l1, l2, . . . , lk)
and variance α, defined by
kS(u,v) = α · exp
− k∑
i=1
l2i · (ui − vi)2
 (4.1)
for u,v ∈ S. This defines the prior covariance between variables. When optimized
against the marginal log likelihood of the model, the ARD kernel can account for
dimensions in the structure space in which there is not exploitable structure by
setting the corresponding inverse length-scales close to zero.
Now, let X ∈ Rn×p be our design matrix with n samples drawn from an observed
space X , where X has structured correlation between variables. Let Z ∈ Rn×q be a
matrix of latent variables drawn from a latent space Z, with q < p. In a GPLVM we
assume X is sampled from a Gaussian process over functions from the latent space
to the data space, and that therefore for the jth column of X, X∗j , we have
X∗j ∼ N
(
0,KZ + σ2I
)
(4.2)
where KZ is a covariance matrix derived from a positive-definite covariance function
applied to Z.
From this viewpoint, each feature in the design matrix is modelled as an inde-
pendent Gaussian process. However, by vectorizing the design matrix X we can
consider this as a single Gaussian process, with a block diagonal covariance matrix
containing p copies of KZ :
Vec(X) ∼ N

0,

KZ 0 · · · 0
0 KZ
. . . ...
... . . . . . . 0
0 · · · 0 KZ

+ σ2I

(4.3)
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or, written more compactly using the Kronecker product I ⊗KZ of I and KZ :
Vec(X) ∼ N
(
0, I ⊗KZ + σ2I
)
Our goal is to introduce covariance between features into our prior. Just as the
right-hand side of the Kronecker product is the prior covariance matrix between the
rows of X, the left-hand side of the Kronecker product can be interpreted as the
prior covariance matrix between the columns of X.1 Replacing I in the Kronecker
product with a covariance matrix KS derived from the structure between features
gives us the SGPLVM:
vec(X) ∼ N
(
0,KS ⊗KZ + σ2I
)
(4.4)
This model has a log-likelihood of
L(Z, θ) = −12
(
log|K|+ log(2pi) + 12vec(X)
TK−1vec(X)
)
(4.5)
where K = KS ⊗KZ + σ2I, and θ is the vector of hyperparameters for the kernels
KS and KZ . This can be optimized as a GP over S × Z. As with GPLVM, we use
the squared-exponential kernel
k(u,v) = α · exp
−∑
i
l2 · (ui − vi)2
 (4.6)
with variance α and inverse length-scale l as the default kernel over the latent space
in our implementation.
4.1.2 Examples of structure spaces
Greyscale images If X1 consists of greyscale image data, then the ith column of
X1 will correspond to a pixel coördinate si = (xi, yi).
RGB-encoded images As a more complex example, ifX2 consists of RGB image
data, then the i’th column of X2 will correspond to a pixel coördinate (xi, yi)
and a colour channel (red, green, or blue). One representation of this structure is
si = (xi, yi, ri, gi, bi), using a 1-of-k form for the colour channel, where ri = 1 if
1To see this, consider the alternative formulation of equation 4.3 as vec(XT ) ∼ N (0,KZ⊗I+σ2I)
and note that KZ in this formulation is the covariance of the columns of XT .
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column i represents a pixel in the red channel, and 0 otherwise. Similarly for gi
(green channel) and bi (blue channel).
Time series data A non-image example, the structure space for time series data
consists of the one-dimensional space consisting of the time at which measurements
were taken.
Geographic data As a final example consider geographic data, such as air pollu-
tion observations taken at a number of weather stations dispersed around a country,
stored in a matrix X4. If observations are taken at regular intervals (daily, for
example) then each row of X4 contains all the data observed at a given point in
time, and each column of X4 contains data for a different weather station. The
latitude and longitude of the weather stations can then be used to define the columns’
locations in structure space.
Learning the dimensionality of the latent space
A common problem when attempting to produce a low-dimensional representation of
data is establishing an appropriate number of dimensions k for the low-dimensional
representation. Taking PCA as an example, there are a number of ways in which this
problem has been approached: by the “scree test” [Cattell, 1966] (also known as the
elbow method), where the eigenvalues associated with the principal components are
plotted in order of magnitude in a scree plot, and the number of retained dimensions
is selected to be where this plot exhibits an inflection point, or more informally
an elbow; as a model selection problem, where each value of k is a different model
of the data and the evidence for each is estimated using a Laplace approximation
to the posterior [Minka, 2001] or the related Bayesian Information Criterion; by
parallel analysis [Horn, 1965], where a randomised version of the dataset is analysed
and principal components are retained when their eigenvalues are greater than the
corresponding eigenvalues derived from the randomised data; or by treating the
dimensionality of the representation as intrinsic to the model and selecting the
effective latent dimension by maximum likelihood, as in Bayesian PCA [Bishop,
1999].
In SGPLVM, it is possible to place an ARD kernel (see equation 4.1) over the
latent space to learn the effective dimension of the latent space as part of the
model. Z is randomly initialised with some number of dimensions which is larger
than the expected latent dimensionality, and the ARD kernel will only retain the
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necessary number of latent dimensions, setting the other length-scales close to zero.
In addition, a Laplace prior can be placed over the length-scales to induce sparsity
in the optimized values [Williams, 1995].
4.2 Stochastic optimization
4.2.1 Intractability and wild geese
Maximizing the log-likelihood of equation 4.4 requires the inversion of the covariance
matrix KS ⊗KZ + σ2I, an nd × nd matrix. For many data sets, even ones with
a small number of samples, this is an intractably large matrix to invert. As an
example, for a modestly-sized FAIMS analysis of 100 samples, KS ⊗KZ + σ2I is a
5,222,400× 5,222,400 matrix.
Initially we attempted to solve this with a two-pronged approach: first, use a sparse
kernel to represent the structure, so that KS was mostly zero; second, approximate
the model in such a way that it was unnecessary to ever compute KS ⊗KZ in its
entirety.
For the first part, we used piecewise polynomial kernels with compact support
[Wendland, 2004, ch. 9] to generate sparse covariance matrices. For the second part,
to approximate equation 4.4 we attempted to optimize against the approximation
vec(X) ∼ N
(
0, K˜S ⊗ K˜Z
)
K˜S = KS + σ2SI
K˜Z = KZ + σ2ZI
(4.7)
This is the Matrix Normal distribution, which has the following probability density
function:
p(X | 0, K˜Z , K˜S) =
exp
(
−12tr
(
K˜−1S X
T K˜−1Z X
))
(2pi)nd2
∣∣∣K˜S∣∣∣n2 ∣∣∣K˜Z ∣∣∣ d2 (4.8)
With this approximation it is only necessary to invert K˜S and K˜Z to calculate the
likelihood, without needing to calculate the full covariance matrix of the GP.
Unfortunately, after implementing this in R it became apparent during testing
that the approximation would frequently converge on a solution where KZ ≈ 0, and
σ2Z ≈ 1. This effectively turned off the contribution of KZ to the likelihood of the
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model, and led the model to converge to poor latent representations of the data. An
alternative approach was required.
4.2.2 Stochastic gradient descent
In its most basic form, gradient descent is an optimization algorithm which attempts
to minimize some objective function L(w) over w by iteratively updating the current
solution wi using the gradient of L, such that
wi+1 = wi − γ∇wL(wi)
for some learning rate γ > 0 and proposed solution wi.
SGD is a popular and effective algorithm for learning parameters in large-scale
machine learning problems [Bottou, 2010]. In contrast to gradient descent, at each
iteration one stochastically estimates the gradient of the objective function, rather
than calculating the gradient exactly. We have developed an algorithm which applies
the principles of stochastic gradient descent to optimizing the log-likelihood of
SGPLVM as given in equation 4.5.
Given a data matrix X ∈ Rn×d; kernels KZ , KS with hyperparameter vector
θ (to be optimized); proposed latent variables Zi; and proposed hyperparameters
θi, our update step to find Zi+1, θi+1 is as follows. First, select an active set I of
indices from 1 . . . n · d of a fixed size m. We will now approximate ∇L by considering
vec(X)I ∼ N
(
0,
[
KS ⊗KZ + σ2I
]
I,I
)
(4.9)
where [A]I,I is the sub-matrix of A formed from the rows and columns with indices
in I. The covariance matrix for this GP is m×m, and so is computationally feasible
to invert in reasonable time on a modern workstation for values of m up to around
10,000. We can now compute the gradient of the log-likelihood LI of equation 4.9,
∇LI . For standard stochastic gradient descent, we set
Zi+1 = Zi + γ∇ZLI(Zi,θi) (4.10)
θi+1 = θi + γ∇θLI(Zi,θi) (4.11)
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4.2.3 Problems with optimizing SGPLVM using SGD
SGD as described in Section 4.2.2 suffers from a number of drawbacks which cause
problems when used to optimize an SGPLVM. We describe here a number of the
issues we have observed.
Selecting the learning rate Selecting the learning rate γ presents a trade off
between convergence time and stability. The smaller the step size, the more iterations
are required to converge to a given optimum from the same starting point, and
the less chance the algorithm will have to explore parameter space due to its more
conservative movements. On the other hand, if the step size is too large, the algorithm
may overshoot and oscillate around the optimum [Qian, 1999]. Too large a step size
can also cause parameters to diverge, irrecoverably moving the algorithm away from
optimal solutions. This latter point is a particular problem with SGPLVM. If the
latent point z =
(
z1, . . . , zq
)T associated with one sample moves too far from the
other latent points2 then k (z, z˜) ≈ 0 for all z˜ 6= z, and ∂L∂zi ≈ 0, and the point is
effectively lost in the wilderness for the rest of the optimization process unless either
the length-scale increases significantly or other points are moved closer to it. This
“ejection” of points from latent representations has been observed frequently when
developing our SGPLVM R package, as well as the more prosaic severe divergence of
kernel hyperparameters which again causes the algorithm to fail to converge to an
optimum.
Differences in parameter scales The fixed learning rate of standard SGD also
presents a problem when the parameters being optimised differ markedly in scale. An
appropriate step size for one parameter may cause another parameter which operates
on a larger scale to converge too slowly, or contrariwise may cause a parameter
measured on a significantly smaller scale to diverge, causing convergence to fail
entirely.
Sparse gradients Finally, the likelihood in approximation in equation 4.9 will
generally have a sparse gradient with respect to the latent variables. First, if the size
of the active set m is less than the number of samples then some samples will not
be represented in the approximation and the gradient of the approximate likelihood
with respect to the latent variables of the unrepresented points will be zero. However,
even if every sample is represented in the active set, it is possible that a number
2Relative to the length-scale—with the squared exponential kernel, when two points are more
than three length-scales apart their covariance rapidly diminishes to zero with increasing distance.
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of the points in the active set will be too distant from any of the other points in
the active set to have a meaningful effect on the gradient of the likelihood. For two
points to be close enough to interact, they must be close both in the latent space Z
and in the structure space S (relative to the length-scales of the associated kernels).
4.2.4 Improvements to SGD
There is a large body of literature attempting to improve on the basic SGD algorithm.
In this section we describe four modifications of SGD which can provide improved
performance. For simplicity of notation, in this section we will use θ to represent the
vector of all parameters to be optimized,3 rather than just the kernel hyperparameters.
Learning rate schedules
The most straightforward adaptation of SGD is the introduction of learning rate
schedules [Darken et al., 1992], where the learning rate is some function of the
iteration number, γ = f(t), rather than being constant throughout. Usually this
entails the learning rate decreasing over time, with the aim being to allow for large
movements towards the optimum initially, then fine-tuning at lower learning rates
to avoid the phenomenon of overshooting the optimum and oscillating around it.
Unfortunately it does not address the main issue we have observed with SGD in
the context of SGPLVM, which is rapid divergence of parameters into regions of
parameter-space which are very distant from any optima.
Momentum
Another simple adaptation of SGD is the addition of “momentum” [Qian, 1999] to
the optimization process, by analogy to physical momentum. If vi is the update step
for a given parameter θ in the ith iteration, then vi+1 is calculated as
vi+1 = ηvi + γ
∂L
∂θ
(Zi,θi) (4.12)
where a fraction η of the previous update step is retained. This has the effect that
repeated updates in the same direction accumulate, while oscillating updates cancel
each other out, damping down oscillations. This also has the effect of adapting
somewhat to the scale of the parameters—if one parameter has significantly further
to go to reach an optimum value, the rate of change for that parameter accelerates
3Kernel hyperparameters and latent variables.
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as the momentum builds. This also allows a slower learning rate to be used while
still achieving convergence in reasonable time, avoiding parameter divergence.
Stochastic meta-descent (SMD)
Stochastic meta descent (SMD) [Bray et al., 2004a,b] attempts to improve the
stability and convergence speed of SGD by adapting the step size independently for
each parameter, taking into account the past history of step size effects to reduce
sudden large changes in step size.
Given an initial step size vector a0, a meta-step size µ, a decay rate of the step
size effect average λ, and initialising the exponential average of the effect of past
step sizes on the new parameter values, v0, at zero, the update step is as follows:
gt = ∇θL(θt−1) (4.13)
vt = λvt−1 + at−1 · (gt − λHtvt−1) (4.14)
at = at−1 ·max
(1
2 , 1 + µvt · gt
)
(4.15)
θt = θt−1 + at · gt (4.16)
where a · b is the element-wise Hadamard product of vectors a and b, and Ht is the
Hessian of L at iteration t. Pearlmutter [1994] gives a method for quickly calculating
an approximate value for the Htvt−1 term in equation 4.14. First we expand ∇θL
around θt−1:
∇θL(θt−1 + ∆θ) = ∇θL(θt−1) +Ht∆θ +O
(
‖∆θ‖2
)
(4.17)
Now set ∆θ = rvt−1 and re-arrange to obtain:
Htvt−1 =
∇θL(θt−1 + rvt−1)−∇θL(θt−1)
r
+O(r) (4.18)
and taking the limit as r → 0
Htvt−1 = ∂∂r∇θL(θt−1 + rvt−1)
∣∣∣
r=0
(4.19)
which can be approximated using standard numerical differentiation techniques.
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Adam
Adam4 is “a method for efficient stochastic optimization that only requires first-order
gradients with little memory requirement” [Kingma and Ba, 2014]. It maintains
running estimates of the first and second moments of the gradient of the objective
function with respect to each parameter, and uses these to adapt the learning rate
for each parameter. Adam has a number features which are particularly attractive
when optimizing SGPLVM likelihood:
1. The magnitude of parameter updates are invariant to rescaling of the gradient.
Changing the approximation size m for a given problem will rescale the likeli-
hood, so scale invariance allows approximation size to be tuned independently
of the gradient descent hyperparameters.
2. Step sizes are bounded by either the step size hyperparameter or some constant
multiple of it, making it less likely that a parameter diverges due to an
abnormally large gradient approximation.
3. The fact that the update steps are derived from exponentially-decaying averages
of the first and second moments of the gradient means Adam is effective at
optimizing problems with sparse gradients such as SGPLVM
The Adam update step is calculated as follows. Given a step size α, moment decay
rates β1, β2 ∈ [0, 1), we initialise the first and second moment estimates m0 = 0 and
v0 = 0. Then at iteration t, we calculate the update step as follows:
gt = ∇θL(θt−1) (4.20)
mt = β1mt−1 + (1− β1) gt (4.21)
vt = β2vt−1 + (1− β2) g2t (4.22)
m̂t =
mt
1− βt1
(4.23)
v̂t =
vt
1− βt2
(4.24)
θt = θt−1 +
αm̂t√
v̂t + 
(4.25)
where vector arithmetic is performed elementwise. Equations 4.21 and 4.22 update
the estimates for the first and second moments respectively. Initialising the moments
at zero leads to bias in the estimates given by these updates, so equations 4.23 and
4The name Adam is derived from “adaptive moment estimation”.
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4.24 perform bias-correction on the moments. Equation 4.25 updates the estimate of
the optimum parameters, with the Adam update rule adapting the step size to the
current state of each parameter.
4.2.5 Introducing back-constraints
Unlike many dimensionality-reduction techniques (e.g. PCA, multidimensional
scaling (MDS) [Kruskal, 1964], and ISOMAP [Tenenbaum et al., 2000]) which
preserve local distances in observed data when generating a latent representation,
GPLVMs and by extension SGPLVMs produce dissimilarity-preserving latent space
representations. Because GPLVMs provide a smooth mapping from the latent space
to the data space, points which are dissimilar in the observed data must also be
dissimilar in the latent representation. However, no equivalent guarantee can be
made for points which are close together in the observed data being close together
in the latent space. Put another way, a smooth mapping such as that induced by a
GPLVM may take the same value for two distant inputs (the input in this case being
the latent space, while the “output” value is the observed space), but cannot take
wildly different values for two similar inputs. This can lead to fragmented latent
representations.
Lawrence and Quiñonero-Candela [2006] introduced back-constraints for GPLVMs
to preserve locality in the latent space, where one constrains the latent variables Z
to be the result of a smooth mapping from the observed data. This ensures that
points that are close together in the data space will also be close together in the
latent space. We extended the same approach to SGPLVMs. Setting Z = f(X;A)
for some appropriate smooth function f , one uses the chain rule and ∂Z∂Aij to optimize
over A rather than Z, learning a mapping from the data to the latent space rather
than learning the latent representation directly. To achieve this, we constrain Z to
be generated by a squared exponential kernel mapping from X, with length-scale
lBC and parameters A. We then optimize the marginal likelihood of the SGPLVM
model with respect to A rather than Z, with the value of lBC set per dataset by
experimentation.
Specifically, given dataX, function parametersA, and back-constraint length-scale
lBC , we calculate a covariance matrix K as
Kij = exp
−∥∥Xi∗ −Xj∗∥∥22l2BC
 (4.26)
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and then set
Z = KA (4.27)
Setting the back-constraint length-scale
It is necessary to set the length-scale of the back-constraint lBC for each optimization
problem, with the appropriate length-scale depending on the data. Too short a
length-scale will be equivalent to GPLVM without back-constraints, since no two
points will be close enough to interact and A ≈ Z. Setting lBC too high, on the
other hand, will provide too tight a constraint on the latent space, and will lead to
the back-constraint mapping dominating the latent representation found.
To automate this process, we developed a heuristic to identify an appropriate
length-scale for a given dataset, which gives good performance for a range of problems
in practice. Given p, c ∈ (0, 1) we compute lBC such that k(xi,xj) < c in 100p%
of cases. This is straightforward to calculate using the distance matrix D of X.5
Noting that
Kij = exp
(
− D
2
ij
2l2BC
)
(4.28)
we then set lBC to be the 100pth centile of(
−Dij
√
2 log(c)
)
i 6=j (4.29)
4.3 Experiments on artificial data
We sampled artificial datasets (Figure 4.1) from SGPLVM models with known
parameters and latent spaces, and evaluated the ability of the SGPLVM training
algorithm to recover both the latent space and the hyperparameters used to generate
the data. One dataset was generated from a latent space with well separated clusters
to qualitatively assess the latent space reconstruction. For quantitative assessment of
latent space reconstruction, twenty datasets were generated from a latent space with
overlapping clusters. The reconstruction error was assessed using Procrustes analysis
[Gower, 1975], where the error was defined as the minimum root-mean-square error
(RMSE) between the true latent space and all conformal affine transformations6 of
the reconstructed latent space.
5The distance matrix of X is the matrix D such that Dij =‖Xi∗ −Xj∗‖.
6That is, transformations consisting of some combination of translation, rotation, reflection, and
uniform scaling.
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Dataset # ofsamples
Sample
dimensions
Structure
kernel
length-scale
Structure
kernel
variance
Latent
kernel
length-scale
Latent
kernel
variance
Additive
Gaussian
noise variance
Close clusters 100 5x5 2 1 2 1 0.01
Distant clusters 100 5x5 3 1 0.4 1 0.01
SGD convergence 200 10x10 3 1 2 1 0.01
Table 4.1: Generating parameters for the artificial datasets discussed
in this chapter.
Copies of the latent and observed data for all datasets discussed in this chapter are
available online in comma-separated values (CSV) form at https://www.mattdneal.
com/thesis_data.shtml. Table 4.1 lists the generating parameters of the datasets.
All datasets were generated using the sample.from.model function from our GPLVM
R package.
4.4 Stochastic gradient descent variants
We tested the convergence properties for optimizing SGPLVM of the four SGD
variants covered in section 4.2.3: standard SGD; SGD with momentum; Adam; and
SMD. To assess convergence we generated 200 samples from an SGPLVM, shown in
figure 4.2, with a 10x10 structure to each sample, length-scales of 3 and 2 for the
structure and latent kernels respectively, and additive Gaussian noise with a variance
of 0.1.
Figures 4.3 to 4.6 show convergence rates for the four algorithms over 10,000
iterations at different step sizes. Figure 4.7 compares the convergence of the best step
size for each algorithm. Table 4.2 gives the convergence times and log likelihoods
converged to.
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Figure 4.1: To generate the artificial data used in this chapter, we
first generated random clustered 2-dimensional datasets to serve as the
true latent spaces, one with distinct clusters (top row) and one with
overlapping clusters (bottom row). We then sampled a 25-dimensional
dataset with a 5x5 structure from an SGPLVM model over this latent
space to serve as our observed data. Left: the underlying latent spaces
used to generate our artificial data. Right: image representations of
the data sampled from the SGPLVM models. Samples are plotted in a
random order on the same axes as the underlying latent space, with their
centroid at the coördinates of the associated latent point. Images are
only plotted if they do not overlap with any already-plotted images. The
colour bar for the right-hand plots is the same as that used for plotting
FAIMS data in Chapter 2 (see for example fig. 2.20).
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Figure 4.2: A plot of the artificial data used for assessing SGD algorithm
convergence properties, using the same method for plotting as was used
in Figure 4.1. 200 points were sampled from an SGPLVM with a 10x10
structure, with length-scales of 3 and 2 for the structure and latent
kernels respectively, and additive Gaussian noise with a variance of 0.1.
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Figure 4.3: Likelihood convergence for standard SGD. Varying the step
size has a marked impact on the ability of the algorithm to converge to
an optimal solution.
Figure 4.4: Likelihood convergence for SGD with momentum. As with
standard SGD, varying the step size has a marked impact on the ability
of the algorithm to converge to an optimal solution.
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Figure 4.5: Likelihood convergence for SMD. SMD converges more
quickly to an optimal solution than standard SGD, and is also more
robust to the choice of step size.
Figure 4.6: Likelihood convergence for Adam. Adam converges to an
optimal solution at a step size an order of magnitude larger than the
other SGD algorithms considered, and appears to converges robustly at
a range of step sizes, although more slowly than SMD.
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Figure 4.7: Comparison of likelihood convergence for different SGD
algorithms. The best performing step size for each algorithm is shown
here: 10−3 for SGD, 10−4 for momentum, 10−2 for Adam, and 10−2
for SMD. All algorithms ultimately converged to the same optimum.
SGD and SGD with momentum perform comparably, and although SMD
makes rapid gains initially, Adam ultimately achieves the optimum in
the fewest iterations.
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Algorithm Step size(log10 scale)
Convergence time
(iterations)
Converged
log likelihood
SGD -2 Failed to converge NA
SGD -3 5000 -646
SGD -4 2500 -659
Momentum -2 Failed to converge NA
Momentum -3 3250 -727
Momentum -4 2500 -645
Adam 0 Failed to converge NA
Adam -1 1250 -661
Adam -2 2500 -646
Adam -3 8750 -645
Adam -4 >10000 NA
SMD -1 Failed to converge NA
SMD -2 1250 -647
SMD -3 5000 -645
SMD -4 2500 -660
Table 4.2: Convergence performance of the four SGD algorithms we
assessed. All algorithms converged to the same optimum for at least one
step size. SMD converged most quickly to the optimum log likelihood
for most step sizes, however Adam converged reliably over the range
of step sizes considered—SMD converged to less than the optimum log
likelihood when the step size dropped to 10−4, whereas Adam was still
converging after 10,000 iterations, and identifying that the process has
not yet converged is trivial whereas identifying that the process has
converged to a suboptimal solution is not.
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4.5 Comparison to GPLVM
4.5.1 Comparison of exact SGPLVM to a published GPLVM im-
plementation
Our full implementation of SGPLVM with stochastic optimization (as described in
Section 4.2.3) has been developed as an R [R Core Team, 2018a] package. After devel-
oping our R package, we extended the published Python package GPflow [Matthews
et al., 2017] to include an implementation of SGPLVM optimized without approxima-
tion. This allows a comparison of SGPLVM to a published GPLVM implementation
while minimizing differences due to implementation details or optimization methods.
GPflow is a Python package which implements a number of Gaussian process models,
including GPLVMs, using TensorFlow [Abadi et al., 2016], a popular open-source
software library for machine intelligence.
Figure 4.8: To compare SGPLVM with a published implementation of
GPLVM, we implemented the SGPLVM model in the GPflow framework.
Shown above is the result when a latent space is fitted for our distinct
clusters artificial data using GPLVM (left) and SGPLVM (right) in
GPflow. SGPLVM produces a clear improvement in cluster separation
in the recovered latent space.
To ensure a fair comparison, we implemented the exact SGPLVM model without
approximation or back-constraints as an extension to the GPflow package. The two
implementations therefore differ only in the underlying mathematics, both being
initialized in the same way and optimized through TensorFlow. The resulting latent
spaces for GPLVM and SGPLVM are shown in Figure 4.8 for the distinct clusters
dataset.
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Figure 4.9: Reconstructed latent space RMSE for GPLVM versus
SGPLVM for twenty datasets. Allowing a small margin of error SGPLVM
performs at least as well as GPLVM in all datasets, and outperforms
GPLVM in some datasets, reducing the RMSE by a factor of between
two and five for six of the twenty datasets.
4.5.2 Comparison of approximate SGPLVM to GPLVM
For our twenty datasets with overlapping clusters, we compared the latent space
reconstruction error of SGPLVM with GPLVM with back constraints [Lawrence
and Quiñonero-Candela, 2006]. The results can be seen in Figure 4.9 and table 4.3.
SGPLVM performed at least as well as GPLVM for all twenty data sets, and in a
number of datasets shows a marked improvement in the recovered latent space.
Figure 4.10 shows the latent space recovered by SGPLVM with SGD for the
distinct clusters dataset. Note that while the placement of clusters differs between
the exact (Figure 4.8) and SGD versions, clusters are similarly well defined in
both recovered latent spaces. Since SGPLVM (and GPLVMs more generally) are
dissimilarity-preserving methods, the relative positions of distant points or clusters
may be varied without significantly impacting the marginal likelihood of the latent
variables. Importantly, the result from the approximate SGPLVM method does not
differ markedly from the exact method seen in Figure 4.8.
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RMSE of latent representation
PCA GPLVM SGPLVM SGPLVM(ARD)
Dataset 1 0.99 0.85 0.85 0.88
Dataset 2 0.90 0.64 0.69 0.62
Dataset 3 1.07 1.14 0.87 0.82
Dataset 4 0.89 0.68 0.46 0.53
Dataset 5 0.72 0.48 0.21 0.58
Dataset 6 0.78 0.74 0.23 0.50
Dataset 7 0.74 0.45 0.44 0.54
Dataset 8 0.77 0.33 0.23 0.53
Dataset 9 0.95 0.50 0.54 0.64
Dataset 10 1.39 1.25 0.75 0.67
Dataset 11 0.48 0.46 0.49 0.46
Dataset 12 1.08 0.96 0.19 0.38
Dataset 13 0.98 1.01 0.93 0.64
Dataset 14 0.77 0.31 0.24 0.42
Dataset 15 0.98 1.04 0.52 0.66
Dataset 16 0.71 0.34 0.28 0.52
Dataset 17 1.04 0.55 0.53 0.94
Dataset 18 0.79 0.78 0.20 0.49
Dataset 19 1.23 0.47 0.44 0.61
Dataset 20 0.82 0.67 0.29 0.48
Mean 0.91 0.68 0.47 0.60
S.D. 0.20 0.28 0.24 0.15
Table 4.3: Comparison of performance of PCA, GPLVM, SGPLVM,
and SGPLVM with automatic dimensionality selection using ARD. For
each dataset the RMSE of the latent model compared to the true latent
space is shown. All SGPLVM models were fitted using an approximation
size of 512. The best result for each dataset is highlighted in bold.
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Figure 4.10: Latent space recovery on the distinct-clusters data using
PCA (left) and SGPLVM optimized using stochastic gradient descent
(right). SGPLVM again produces a clear improvement in cluster sep-
aration in the recovered latent space. It is also noteworthy that the
approximate method produces a similar output to the exact method
shown in Figure 4.8.
4.6 Impact of approximation size
To optimize the SGPLVM marginal likelihood directly it is necessary to compute the
full SGPLVM kernel KS ⊗KZ . This precludes direct optimization from being used
for anything other than modestly-sized data due to the size of the kernel matrix.
To examine the model’s performance with higher-dimensional data and larger data
sets, we implemented the approximate SGPLVM optimization algorithm described
in Section 4.2.3 as an R package.
An important question is the impact of the approximation size on the recovered
latent space. Figures 4.11 and 4.12 show the improvement over PCA of the recovered
latent space RMSE for a range of approximation sizes over the twenty datasets
generated from overlapping clusters, respectively using and not using ARD for
automatic dimensionality determination. Table 4.5 and Table 4.4 show the data
plotted in Figure 4.12 and Figure 4.11 respectively. RMSE was normalized using the
RMSE of a 2-dimensional latent representation obtained through PCA to account
for the differing difficulty of recovering an accurate latent space between the different
datasets. An approximation size of 128 points was sufficient for most datasets to
achieve their maximum accuracy, although accuracy still improved for some datasets
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Figure 4.11: Improvement over PCA of the recovered latent space
RMSE for a range of approximation sizes over the twenty datasets
generated from overlapping clusters. The mean RMSE across all data
sets for each approximation size is plotted in black, and trend lines for
each dataset are plotted in colour. This figure shows RMSE for models
recovered using ARD to automatically determine the appropriate latent
space dimension. Overall performance improves up to an approximation
size of 512 points, with no significant improvement seen when moving
to an approximation size of 1024 points. On the basis of this all other
analyses were performed with an approximation size of 512 points.
114
Figure 4.12: Improvement over PCA of the recovered latent space
RMSE for a range of approximation sizes over the twenty datasets
generated from overlapping clusters. The mean RMSE across all data
sets for each approximation size is plotted in black, and trend lines
for each dataset are plotted in colour. This figure shows RMSE for
models recovered with a pre-specified latent dimension of 2. Overall
performance improves up to an approximation size of 512 points, with
no significant improvement seen when moving to an approximation size
of 1024 points. On the basis of this all other analyses were performed
with an approximation size of 512 points.
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Approximation Size
16 32 64 128 256 512 1024
Dataset 1 0.97 0.92 0.92 0.90 0.89 0.88 0.78
Dataset 2 0.66 0.70 0.71 0.71 0.67 0.62 0.62
Dataset 3 1.01 0.97 0.97 1.01 0.97 0.82 0.83
Dataset 4 0.79 0.78 0.73 0.53 0.53 0.53 0.56
Dataset 5 0.75 0.33 0.52 0.58 0.59 0.58 0.55
Dataset 6 1.04 0.80 0.60 0.50 0.50 0.50 0.50
Dataset 7 0.63 0.56 0.55 0.56 0.56 0.54 0.53
Dataset 8 0.59 0.64 0.63 0.51 0.51 0.53 0.54
Dataset 9 1.12 0.84 0.74 0.67 0.63 0.64 0.66
Dataset 10 1.42 1.36 1.16 1.00 0.74 0.67 0.68
Dataset 11 0.49 0.46 0.49 0.51 0.47 0.46 0.43
Dataset 12 1.10 1.08 0.95 0.64 0.42 0.38 0.43
Dataset 13 1.11 1.15 1.09 0.88 0.71 0.64 0.62
Dataset 14 1.08 0.47 0.41 0.42 0.44 0.42 0.43
Dataset 15 0.99 0.97 1.03 1.02 0.94 0.66 0.66
Dataset 16 0.63 0.63 0.61 0.59 0.57 0.52 0.51
Dataset 17 1.01 0.98 0.83 0.92 0.94 0.94 0.95
Dataset 18 0.68 0.72 0.58 0.53 0.50 0.49 0.45
Dataset 19 1.23 0.62 0.61 0.60 0.61 0.61 0.64
Dataset 20 0.83 0.77 0.65 0.52 0.49 0.48 0.49
Table 4.4: RMSE of the reconstructed latent space for a range of
approximation sizes, when the dimension of the latent space is estimated
automatically using an ARD kernel.
up to an approximation size of 512 points, with no discernible negative impact
on those datasets which performed well at lower approximation sizes. SGPLVM
outperformed PCA for all datasets at an approximation size of 256 points.
4.7 Partially observed data
Because of the correlation in the prior between features, it is possible to adapt the
SGPLVM algorithm to handle partially unobserved data, with missing data inferred
automatically both from other samples nearby in the latent space, and from other
features nearby in the structure space. To investigate the ability of the algorithm to
handle partially observed data we created partially observed versions of our artificial
datasets with between 20% and 90% of the data randomly deleted, examples of
which are shown in Figure 4.13.
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Approximation Size
16 32 64 128 256 512 1024
Dataset 1 0.98 0.92 0.87 0.85 0.85 0.85 0.83
Dataset 2 0.64 0.64 0.67 0.68 0.68 0.69 0.76
Dataset 3 1.07 0.97 0.87 0.87 0.86 0.87 0.51
Dataset 4 0.77 0.74 0.68 0.60 0.60 0.46 0.62
Dataset 5 0.80 0.32 0.26 0.23 0.22 0.21 0.20
Dataset 6 0.89 0.78 0.69 0.32 0.28 0.23 0.23
Dataset 7 0.62 0.53 0.51 0.48 0.46 0.44 0.39
Dataset 8 0.56 0.54 0.42 0.33 0.25 0.23 0.22
Dataset 9 0.91 0.81 0.76 0.57 0.56 0.54 0.51
Dataset 10 1.36 1.34 1.32 0.93 0.89 0.75 0.89
Dataset 11 0.47 0.46 0.49 0.51 0.50 0.49 0.32
Dataset 12 1.08 1.08 1.06 0.25 0.22 0.19 0.23
Dataset 13 1.12 1.18 0.82 0.78 0.76 0.93 0.31
Dataset 14 0.63 0.47 0.36 0.28 0.26 0.24 0.20
Dataset 15 1.01 1.02 0.89 0.85 0.93 0.52 0.55
Dataset 16 0.61 0.55 0.37 0.30 0.28 0.28 0.25
Dataset 17 1.01 0.97 0.93 0.74 0.56 0.53 0.57
Dataset 18 0.73 0.85 0.56 0.52 0.23 0.20 0.20
Dataset 19 0.93 0.68 0.62 0.48 0.41 0.44 0.51
Dataset 20 0.82 0.77 0.72 0.49 0.28 0.29 0.58
Table 4.5: RMSE of the reconstructed latent space for a range of
approximation sizes, when the latent space is specified in advance to be
two-dimensional.
As with the fully observed data we assessed the ability of the algorithm to recover
the latent space of the generating model. For the distinct-clusters artificial data, the
recovered latent space showed good separation between clusters, even when up to
75% of the data was unobserved (Figure 4.14).
4.8 Experiments on FAIMS data
The structure space for FAIMS data has the following dimensions:
• Compensation voltage, with 512 values evenly spaced between −3 V and 3 V,
inclusive.
• Dispersion field strength, with 52 values evenly spaced between 0 % and 100 %,
inclusive.
• Run number, with integer values from 1 to the number of runs per sample.
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Figure 4.13: Examples of partially observed artificial data. From left
to right: 10%, 20%, 50%, 70%, & 90% of data missing completely at
random for two samples. Missing data are shown as grey hashed pixels.
Figure 4.14: The recovered latent space for partially observed data
with distinct clusters with 25%, 50%, 75%, & 90% of data missing.
SGPLVM is dissimilarity-preserving, which is why cluster placement
varies between the recovered latent spaces, but effective latent space
recovery with visible cluster separation is still possible even with 75% of
data missing.
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Figure 4.15: Mean SGPLVM-recovered latent space RMSE for twenty
datasets generated from a single true latent space with overlapping
clusters, plotted against the proportion of observed data missing. An
ARD kernel was placed over the latent space to automatically determine
the dimensionality of the latent space. The black line shows the mean
RMSE, while RMSE for individual datasets are plotted as points (with
jitter on the x-axis). RMSE of the recovered latent space only begins to
be affected when between 60% and 70% of the data is missing.
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Fraction of data missing:
0 0.2 0.4 0.5 0.6 0.7 0.8 0.9
Dataset 1 0.54 0.54 0.55 0.56 0.57 0.64 0.93 1.45
Dataset 2 0.53 0.54 0.54 0.54 0.56 0.57 0.70 1.34
Dataset 3 0.54 0.53 0.55 0.53 0.54 0.59 0.75 1.11
Dataset 4 0.54 0.54 0.56 0.54 0.56 0.63 0.75 1.39
Dataset 5 0.53 0.53 0.55 0.55 0.57 0.59 0.93 1.28
Dataset 6 0.53 0.54 0.55 0.55 0.54 0.58 0.68 1.37
Dataset 7 0.54 0.54 0.56 0.53 0.57 0.57 0.71 1.02
Dataset 8 0.53 0.55 0.56 0.55 0.56 0.57 0.68 1.33
Dataset 9 0.54 0.54 0.55 0.53 0.55 0.58 0.65 1.20
Dataset 10 0.54 0.55 0.55 0.56 0.57 0.56 0.68 1.24
Dataset 11 0.53 0.54 0.53 0.53 0.57 0.65 0.79 1.35
Dataset 12 0.54 0.54 0.54 0.56 0.55 0.63 0.74 1.29
Dataset 13 0.54 0.54 0.53 0.56 0.57 0.67 0.80 1.16
Dataset 14 0.54 0.54 0.55 0.55 0.55 0.63 1.09 1.33
Dataset 15 0.54 0.54 0.54 0.54 0.57 0.59 0.70 1.29
Dataset 16 0.53 0.54 0.53 0.55 0.55 0.61 0.83 1.38
Dataset 17 0.54 0.54 0.55 0.56 0.57 0.57 0.84 1.11
Dataset 18 0.53 0.54 0.55 0.54 0.56 0.56 0.77 1.33
Dataset 19 0.53 0.55 0.54 0.54 0.55 0.58 0.78 1.09
Dataset 20 0.53 0.54 0.54 0.57 0.56 0.60 1.05 1.29
Table 4.6: RMSE for recovery of the latent space in the presence
of missing data for twenty datasets with varying fractions of the data
missing completely at random. Latent spaces were fit using ARD to
perform automatic dimensionality selection.
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• Polarity, with values of −1 and 1 for negative and positive ion counts, respec-
tively.
In our implementation, each point in structure space is assigned an integer value
increasing from one, corresponding to the multi-dimensional array index associated
with it in the R array data structure used by our GPLVM package, and as such all
length-scales should be interpreted relative to this scaling, rather than the units
given above.
We assessed the ability of SGPLVM to generate a two-dimensional visualisation of
the FAIMS data from the Anastomotic Leakage studies discussed in sections 2.4.4
and 2.4.5 (hereafter referred to as AL Study 1 and AL Study 2, respectively), and
compared it to PCA and GPLVM. To assess the recovered latent spaces we trained
a Random Forest classifier on them to assess ability of the latent space to capture
details of the data relevant to the classification problem. Table 4.7 gives the results
for the Random Forest classifier trained on the latent spaces. Figure 4.17 shows
the recovered latent spaces for the two data sets, and fig. 4.16 shows traces of the
hyperparameter values for the SGPLVMs.
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(a) AL Study 1 (b) AL Study 2
Figure 4.16: Hyperparameter and log likelihood traces for SGPLVMs
trained on the two anastomotic leakage studies’ FAIMS data. From top
to bottom, the traces are: α, the variance of the SGPLVM; τ = 1/σ, the
precision of the additive Gaussian noise; the length-scale of the latent
space kernel; the length-scale of the compensation voltage, the length-
scale of the dispersion field strength; the length-scale of the polarity; the
length-scale of the run number, and the log-likelihood. The numbers to
the right of each trace give the final converged value.
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(a) AL Study 1: PCA (b) AL Study 1: GPLVM (c) AL Study 1: SGPLVM
(d) AL Study 2: PCA (e) AL Study 2: GPLVM (f) AL Study 2: SGPLVM
Figure 4.17: Recovered latent spaces for AL Studies 1 & 2 using PCA,
GPLVM and SGPLVM. Normal samples are shown in red, and AL
positive samples are shown in blue. None of the methods produces a
latent representation with clear separation between the classes.
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ROC AUC (95 % CI)
PCA GPLVM SGPLVM SGPLVM - GPLVM
AL Study 1 0.59 (0.49, 0.70) 0.59 (0.49, 0.70) 0.70 (0.62, 0.79) 0.11 (0.020, 0.27)
AL Study 2 0.66 (0.48, 0.83) 0.65 (0.49, 0.82) 0.71 (0.55, 0.88) 0.062 (-0.074, 0.22)
Table 4.7: ROC AUCs for 2D latent spaces for FAIMS studies, generated
using PCA, SGPLVM and SGPLVM. Also shown is a bootstrapped 95 %
confidence interval for the improvement of SGPLVM over GPLVM. For
both studies SGPLVM was the only method to produce a latent space
which allowed classification with an AUC better than chance at a 95 %
confidence level. In the first study SGPLVM’s AUC was significantly
better than GPLVM at a 95 % confidence level, however the difference
was not statistically significant for the second study.
Chapter 5
SGPLVM and GP Regression:
Implementation & Extensions
As part of developing the theory of SGPLVMs, we developed two substantial R
packages and a number of smaller R packages. The two substantial packages are
gaussianProcess, a package for Gaussian process regression which includes tools for
generating complex compound kernels and performing model selection, and GPLVM, a
package which fits a variety of GPLVM and SGPLVM models.1 Both packages are
available online at https://github.com/mattdneal/gaussianProcess and https:
//github.com/mattdneal/GPLVM. In this chapter we outline the functionality of
these packages, and discuss the problems encountered during implementation and
the solutions of the same.
5.1 The gaussianProcess package
The gaussianProcess package implements Gaussian process regression in R. Its
main advantage over existing implementations is the use of a flexible, user-friendly
method for generating and working with compound kernels, along with an extensive
and extendable list of built-in kernels which are implemented in C for improved
performance over native R code.
5.1.1 Kernel Model Trees
The core idea of the gaussianProcess package is the “model tree”, which represents
compound kernels using a tree structure. This makes it easy for the user to specify a
specific compound kernel using built in kernels and intuitive commands. Model trees
1gaussianProcess and GPLVM consist of 6998 lines of code and 3777 lines of code respectively.
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also enable the use of a model selection algorithm to explore the space of compound
kernels. To do this, gaussianProcess performs a width-first search, attempting
to add a kernel at a time to the current compound kernel and assessing model fit
using a variety of metrics. Figure 5.1 shows an example model progression and the
associated model trees.
For a given model tree, it is straightforward to recursively compute the kernel
matrix, along with the gradient and Hessian of the kernel, for optimization and
assessing model fit.
5.1.2 Learning the optimum kernel
The following procedure is used to perform a search of possible compound kernels.
First, a list of base kernels is defined, from which leaf nodes in the model tree will be
taken. These may be standard kernels, such as a squared exponential kernel which
is built in to the gaussianProcess package, or may be custom compound kernels
defined as model trees themselves. Alongside this is a list of binary operations for
combining kernels is defined, which will form the internal, non-leaf nodes of the
model tree. Each of the basis kernels is then assessed for model fit, and the best
basis kernel is placed at the root of a model tree.
After the nth step we have a tree with 2n−1 nodes. To find the n+ 1th model tree,
we iterate over each node, combining it with each combination of binary operation
and basis kernel. If there are b binary operations and k basis kernels, a total of
b · k · (2n− 1) new model trees will be generated and assessed for model fit. Optional,
it is also possible to take backwards steps, assessing the impact of deleting each node
in turn. If none of the model trees exceed the fit of the nth model tree, the process
stops and returns the current tree, otherwise the model tree with the highest fit is
selected for the n+ 1th step.
By way of example, we used this process to select an appropriate compound kernel
for modelling the atmospheric CO2 levels at the Mauna Loa observatory in Hawaii
[Keeling and Whorf, 2018]. We split the data into a training set of 50 points selected
at random, with the remaining 184 points making up a hold-out test set. Figure 5.2
shows the kernels selected at each stage, up to a maximum of three constituent basis
kernels. Table 5.1 shows the BIC and RMSE for the test points for every compound
kernel considered by the algorithm. Example code for generating this model based
on the complete Mauna Loa data set can be seen in listing 5.1.
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Squared
Exponential
(a) Squared Exponential
*
Squared
Exponential Periodic
(b) Squared Exponential * Periodic
*
Squared
Exponential +
Periodic Linear
(c) Squared Exponential * (Periodic + Linear)
Figure 5.1: Compound kernels can be represented as binary trees, with
internal nodes representing operations such as addition and multiplica-
tion, and leaf nodes representing the constituent kernels. This figure
shows a possible progression of the model search process, starting with
(a) a squared exponential kernel. This is then multiplied by a periodic
kernel in (b). The periodic kernel is then combined with a linear kernel
in (c).
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(a) Squared Exponential (b) Squared Exponential * Periodic
(c) Squared Exponential * Periodic + Squared
Exponential
Figure 5.2: Automatically fitting compound kernels to the Mauna
Loa atmospheric CO2 concentration data. The kernels selected above
were chosen entirely automatically using the algorithm described in the
main text. Training points are shown in black, while test points are
shown in red. The black line gives the posterior mean, while the shaded
regions mark one, two, and three standard deviations from the mean.
The algorithm first uses a squared exponential kernel (a) to capture the
overall trend, before combining it with a period kernel (b) to capture
the periodic variation around the trend line. In the final kernel (c), the
addition of a second squared exponential kernel allows for local deviations
from the global periodic pattern.
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Kernel BIC Test set RMSE
squaredExponential.1 -44.9 1.86
neuralNetwork.1 -44.5 1.87
rationalQuadratic.1 -41 1.86
genPoly_2.1 -39.9 1.86
genPoly_1.1 -37.8 1.97
constant.1 58.9 5.55
periodic.1 59.5 5.97
( periodic.1 * squaredExponential.1 ) -115 0.553
( periodic.1 + squaredExponential.1 ) -88 0.671
( constant.1 + squaredExponential.1 ) -41 1.86
( squaredExponential.1 * squaredExponential.2 ) -41 1.86
( constant.1 * squaredExponential.1 ) -41 1.86
( squaredExponential.1 + squaredExponential.2 ) -40.7 1.86
( neuralNetwork.1 * squaredExponential.1 ) -40.6 1.87
( genPoly_1.1 * squaredExponential.1 ) -39.9 1.86
( genPoly_1.1 + squaredExponential.1 ) -37.3 1.86
( genPoly_2.1 + squaredExponential.1 ) -37.1 1.86
( rationalQuadratic.1 * squaredExponential.1 ) -37.1 1.86
( genPoly_2.1 * squaredExponential.1 ) -37.1 1.86
( rationalQuadratic.1 + squaredExponential.1 ) -36.8 1.86
( neuralNetwork.1 + squaredExponential.1 ) -36.3 1.86
( ( periodic.1 * squaredExponential.1 ) + squaredExponential.2 ) -129 0.513
( ( neuralNetwork.1 + periodic.1 ) * squaredExponential.1 ) -126 0.515
( ( periodic.1 * squaredExponential.1 ) + neuralNetwork.1 ) -126 0.515
( ( periodic.1 + rationalQuadratic.1 ) * squaredExponential.1 ) -125 0.513
( ( periodic.1 + periodic.2 ) * squaredExponential.1 ) -125 0.516
( ( genPoly_2.1 + periodic.1 ) * squaredExponential.1 ) -120 0.53
( ( periodic.1 + squaredExponential.2 ) * squaredExponential.1 ) -116 0.541
( ( genPoly_1.1 + periodic.1 ) * squaredExponential.1 ) -116 0.499
( ( periodic.1 * squaredExponential.1 ) + rationalQuadratic.1 ) -115 0.518
( ( constant.1 + periodic.1 ) * squaredExponential.1 ) -115 0.537
( ( rationalQuadratic.1 + squaredExponential.1 ) * periodic.1 ) -114 0.494
( periodic.1 * ( rationalQuadratic.1 * squaredExponential.1 ) ) -114 0.499
( ( constant.1 + squaredExponential.1 ) * periodic.1 ) -112 0.553
( ( periodic.1 * squaredExponential.1 ) + constant.1 ) -112 0.553
( periodic.1 * ( squaredExponential.1 * squaredExponential.2 ) ) -112 0.553
( constant.1 * ( periodic.1 * squaredExponential.1 ) ) -112 0.559
( neuralNetwork.1 * ( periodic.1 * squaredExponential.1 ) ) -111 0.495
( ( squaredExponential.1 + squaredExponential.2 ) * periodic.1 ) -110 0.544
( ( periodic.2 + squaredExponential.1 ) * periodic.1 ) -108 0.548
( ( periodic.1 * squaredExponential.1 ) + genPoly_1.1 ) -108 0.554
( ( periodic.1 * squaredExponential.1 ) + genPoly_2.1 ) -108 0.553
( periodic.1 * ( periodic.2 * squaredExponential.1 ) ) -108 0.555
( genPoly_2.1 * ( periodic.1 * squaredExponential.1 ) ) -108 0.565
( ( periodic.1 * squaredExponential.1 ) + periodic.2 ) -107 0.556
( ( genPoly_2.1 + squaredExponential.1 ) * periodic.1 ) -107 0.554
( ( neuralNetwork.1 + squaredExponential.1 ) * periodic.1 ) -106 0.552
( ( genPoly_1.1 + squaredExponential.1 ) * periodic.1 ) -106 0.56
( genPoly_1.1 * ( periodic.1 * squaredExponential.1 ) ) -32.1 1.86
Table 5.1: BIC and RMSE for compound kernels fitted to the Mauna Loa
atmospheric CO2 concentration data. Kernels are arranged in the table by
stage, and within each stage are ordered by BIC. The kernel selected at each
stage is highlighted in bold. “genPoly_n” is a generalized polynomial kernel of
degree n, while other kernel labels are hopefully self-explanatory. The appended
number (e.g. “periodic.1”) is used to distinguish between distinct instances of
the same kernel within a compound kernel.
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# Load the Mauna Loa CO2 dataset
y <- datasets::co2
# Extract the times at which the time series was sampled
x <- time(y)
# Scale and center the data to have mean 0 and SD 1
y <- scale(y)
x <- scale(x)
# Initialise a model tree with a basis set of built-in kernels
mt <- gaussianProcess::create.model.tree.builtin()
# Perform a breadth-first search through the space of possible
# kernels
gp <- gaussianProcess::model.search(x, y, mt, return.all.models = T)
Listing 5.1: Code snippet for searching through the space of possible
kernels to fit the Mauna Loa dataset.
5.1.3 Assessing model fit
There are a number of metrics by which one can assess model fit. The gold standard
would be the Bayesian model evidence, p
(
y |M) = ∫ p(y | θ,M)p(θ |M) dθ, but
calculating this exactly is not computationally feasible. We discuss here a number of
approximations to the model evidence which are implemented in gaussianProcess.
Laplace approximation to the posterior
The Laplace approximation to the posterior [Kuss and Rasmussen, 2005; Williams and
Barber, 1998] approximates the posterior as a multivariate normal distribution centred
on the log likelihood mode2 whose inverse covariance matrix is the negative Hessian of
the marginal log likelihood evaluated at the mode. With this approximation we can
estimate the model evidence analytically as the integral of the normal approximation
over the model parameters.
To derive the Laplace approximation for L(θ) = log(p(y |M, θ)p(θ |M)), we take
a second order Taylor expansion around the mode θˆ
L(θ) u L(θˆ) + (θ − θˆ)T∇θL(θˆ) + 12(θ − θˆ)
T∇2θL(θˆ)(θ − θˆ) (5.1)
2We estimate the log likelihood mode using the maximum a posteriori (MAP) estimate of the
parameters, which coincides with the mode of the posterior.
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which, since θˆ is a local maximum, is equivalent to
L(θ) u L(θˆ) + 12(θ − θˆ)
T∇2θL(θˆ)(θ − θˆ) (5.2)
and from this we see that the posterior marginal likelihood can be approximated by
a normal distribution as described above
p(y |M, θ)p(θ |M) = exp(L(θ)) (5.3)
u exp
(
L(θˆ) + 12(θ − θˆ)
T∇2θL(θˆ)(θ − θˆ)
)
(5.4)
= p(y |M, θˆ)p(θˆ |M) exp
(1
2(θ − θˆ)
T∇2θL(θˆ)(θ − θˆ)
)
(5.5)
Solving the Gaussian integral, we find that the Laplace approximation for the log
model evidence for a Gaussian process with n hyperparameters and a kernel matrix
K is:
log p
(
y |M) = log(∫ p(y |M, θˆ)p(θˆ |M) exp(12(θ − θˆ)T∇2θL(θˆ)(θ − θˆ)
))
(5.6)
= L(θˆ) + log
(∫
exp
(1
2(θ − θˆ)
T∇2θL(θˆ)(θ − θˆ)
))
(5.7)
= L(θˆ)− 12 log
∣∣∣−∇2θL(θˆ)∣∣∣+ n2 log 2pi (5.8)
= L(θˆ)− 12 log
∣∣∣K−1∣∣∣+ n2 log 2pi (5.9)
The model which maximises this quantity is selected.
Bayesian information criterion (BIC)
The Bayesian information criterion (BIC) (also known as the Schwarz criterion) is a
further approximation of the Laplace approximation [Schwarz et al., 1978]. To derive
it, one rewrites the Hessian in terms of the Fisher information matrix 1/N∇2θL, then
assumes the sample size N is significantly larger than the number of parameters n,
dropping terms which do not depend on N . A derivation can be found in Neath and
Cavanaugh [2012]. The BIC for a model with n parameters, N observations, and a
log likelihood of L
(
θˆ
)
at the MAP estimate for the parameters is defined as
BIC = n · log(N)− 2L
(
θˆ
)
(5.10)
The model which minimizes the BIC is selected.
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5.1.4 Kernels implemented
Our R package gaussianProcess implements the following kernels out of the box:
• Squared exponential;
• ARD;
• Inverse ARD;3
• Rational quadratic;
• Periodic;
• Constant;4
• Neural network;
• Linear;
• Homogeneous polynomial;
• Generalised polynomial;
• Random partition kernels [Davies and Ghahramani, 2014].
Details of all of the kernels listed above can be found in Section 3.2.3. To maximise
performance, all of the kernels above are implemented in C [Kernighan and Ritchie,
1988] and imported as R functions using Rcpp [Eddelbuettel and Balamuta, 2017],
along with functions for computing their analytic gradients and Hessians. Using
model trees, any kernel which is composed of sums and products of the built-in kernels
can be represented and computed efficiently. Additional kernels can be written by the
user and used in model trees, and gaussianProcess includes functions for creating
Kernel objects from a kernel function which will create functions for numerically
estimating the gradient and Hessian if no function is provided for computing the
analytic results.
For all kernels, hyperparameter priors can be specified, with normal and uniform
priors built in to the package.
3As per ARD, but optimised against the inverse length-scales to allow length-scales to be set to
zero.
4k(x, x′) = C
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5.1.5 Comparison to other R packages for fitting Gaussian pro-
cesses
An overview of R packages for fitting Gaussian processes is available in Erickson
et al. [2018], although it does not include kernlab, which is arguably the closest to
providing the functionality in gaussianProcess. A brief overview of these packages
is given below. None of the packages has functionality equivalent to the way
gaussianProcess models compound kernels, and aside from kernlab no other R
packages allow optimization using custom kernels.
GPfit GPfit [MacDonald et al., 2015] can fit GPs squared exponential and Matérn
kernels, without the option to specify custom kernels. It is designed for fitting GPs to
simulator output, and is therefore best suited to modelling noiseless data. It attempts
to make the noise variance as small as possible whilst retaining computational
stability.
kernlab kernlab [Karatzoglou et al., 2004] can fit a wide range of kernel functions
out of the box, and the user can specify custom kernels by supplying their own kernel
functions, but no functionality for fitting compound kernels.
mlegp mlegp [Dancik and Dorman, 2008] is designed to fit GPs with heteroscedastic
noise. The documentation does not specify a kernel, but it appears to use the standard
squared exponential kernel.
DiceKriging DiceKriging [Roustant et al., 2012], like GPfit, is designed for
modelling simulator output. It provides a range of functionality, and includes
a limited set of kernels: squared exponential, exponential, Matérn, and power-
exponential. The user can provide a custom kernel function, but must supply
fixed kernel hyperparameters, since DiceKriging will not perform hyperparameter
estimation in this case.
laGP laGP [Gramacy, 2016] is designed for handling large datasets, and uses an
approximate method for optimization and prediction.
5.1.6 Caching results in R to improve performance
Performing GP regression, particularly when assessing a set of model trees, fre-
quently involves repeatedly calling computationally expensive functions with the
same parameters, often in different functions which have no direct oversight of other
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functions which have made the same call. To address this, we developed an R
package cacheMan (available online at https://github.com/mattdneal/cacheMan)
to perform caching of expensive function calls transparently to the calling function.
Rather than using the global environment, which is often used for caching results
between functions, the cache is stored in a Cache object which is passed as a parameter
to functions, and updates through a side effect of the cacheMan functions. The
Cache object can also be persisted to disk by saving the Cache object using R’s
save function. Cached results are stored per-function against a hash of the function
argument values. cacheMan also records the average time taken for cache hits and
cache misses per function, and calculates the average amount of time saved (or
additional time taken by unnecessary cache checks). This makes it a simple exercise
to assess whether a function’s performance is being helped or hindered by caching
its results. An example use of cacheMan is shown in listing 5.2.s
At the time when we wrote cacheMan, no packages which provided this functionality
were available on CRAN, the official repository for R packages. Since that time, a
number of packages have been published which provide similar functionality, notably
memoise [Wickham et al., 2017], and R.cache [Bengtsson, 2018], which both offer
persistence of the cache to disk as well as caching of results in memory.
5.2 The GPLVM package
The GPLVM package implements a number of GPLVM variants: standard GPLVM
[Lawrence, 2004], sparse GPLVM using the informative vector machine (IVM) [Her-
brich et al., 2003], back-constrained GPLVM [Lawrence and Quiñonero-Candela,
2006], and discriminative GPLVM [Urtasun and Darrell, 2007]. It also implements
SGPLVM and the variants described in Chapter 4: exact SGPLVM, back-constrained
SGPLVM, approximate back-constrained SGPLVM, as well as SGPLVM with a
discriminative prior. Listing 5.3 and listing 5.4 show example code for using the
GPLVM package to fit GPLVM and SGPLVM models. This section covers details of
the implementation of the GPLVM package.
5.2.1 Approximating a Hessian vector product
As described in Section 4.2.4, calculating the update step for the SMD algorithm
(one of the SGD algorithms used to optimize approximate SGPLVM) requires the
calculation of the product of the previous update vector vt−1 with the Hessian of
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> library(cacheMan)
>
> cache <- create_cache()
>
> # An inefficient prime checker
> prime = function(n) {
+ x <- 1
+ for (i in 1:n) x <- (x * i) %% n
+ x == -1
+ }
>
> # The second call with the same input fetches the result from the
> # cache
> system.time(cached_call(prime, 10^8, cache=cache))
user system elapsed
14.315 0.016 14.353
> system.time(cached_call(prime, 10^8, cache=cache))
user system elapsed
0 0 0
>
> # Printing the cache returns a summary of the cache performance,
> # both overall and broken down by function
> print(cache)
prime
cache_hits : 1
cache_hit_time : 0
cache_misses : 1
cache_miss_time : 0.001
function_call_time : 14.352
time_saved : 14.352
Time cost of caching: 0.001
Time delta (saved - cost): 14.351
Totals:
cache_hits : 1
cache_hit_time : 0
cache_misses : 1
cache_miss_time : 0.001
function_call_time : 14.352
time_saved : 14.352
Time saved through caching: 14.352
Time cost of caching: 0.001
Listing 5.2: Example of using cacheMan to cache the results of an
expensive function call.
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# Load the iris dataset
X <- datasets::iris[,1:4]
# Fit a 2D exact GPLVM to X
exact_gplvm_2d <- GPLVM::fit.gplvm(X, q=2)
# Fit a back-constrained 2D GPLVM to X
# First, we select a lengthscale for the backconstraint using the
# heuristic described in Chapter 4
K.bc.l <- select.bc.l.centile(X)
# Then, fit the model
backconstrained_gplvm_2d <- GPLVM::fit.bcgplvm(
X,
q=2,
K.bc.l=K.bc.l
)
Listing 5.3: Example code for fitting various GPLVM models using
the GPLVM package
# Create a matrix (S) which defines the structure space
# coordinates of each variable.
S.mat <- matrix(0, 5, 5)
for (i in 1:nrow(S.mat)) S.mat[i, ] <- i
S <- cbind(as.numeric(S.mat), as.numeric(t(S.mat)))
# Generate the structure and latent space kernels. Z is the
# latent space coordinates of the data.
K_S <- GPLVM:::gplvm.SE(S, 3, 1, 1E-6)
K_Z <- GPLVM:::gplvm.SE(Z, 0.4, 1, 1E-6)
# Sample data from the SGPLVM defined by K_S, K_Z and Z.
data <- GPLVM::sample.from.model(Z, 5, K_S, K_Z)
# Reshape the data into a 3D array
data.array <- array(data, c(nrow(Z),5,5))
# Fit an SGPLVM model to the data.
sgplvm <- GPLVM::fit.lsa_bcsgplvm(data.array
iterations=10000,
points.in.approximation=500)
Listing 5.4: Example code for sampling data from an SGPLVM, and
subsequently fitting an SGPLVM to the sampled data, using the GPLVM
package, in the same manner as is seen in Chapter 4.
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the log marginal likelihood at the current step, Ht. In Section 4.2.4 we described
a process for approximating this value without calculating the Hessian directly,
resulting in eq. (4.19), which we reproduce below:
Htvt−1 = ∂∂r∇θL(θt−1 + rvt−1)
∣∣∣
r=0
In GPLVM we use the jacobian function from the numDeriv package [Gilbert and
Varadhan, 2016] to approximate this value numerically.
5.2.2 Probabilistic estimation of the trace of a matrix product
When optimizing SGPLVM without approximation it is necessary to calculate the
trace of the matrix K−1S ∂∂θi (KS) for each parameter θi, as per eq. (3.49). For
numerical stability, it is better to solve the system KSA = ∂∂θi (KS) for A than
calculate the product directly by calculating K−1S . When KS is very large this
process can be very memory intensive, in the worst case causing R to page memory
to disk and making the computation infeasible in a reasonable timescale. To resolve
this, we use a method for probabilistically estimating the trace of a matrix similar to
that described by Hutchinson [1990], except that our matrix is not symmetric. Let
B be an n× n matrix, and u = (u1, . . . , un)T be a vector of n independent samples
from a random variable U with mean zero and variance σ2. Then
E
[
uTBu
]
= E
 n∑
i=1
n∑
j=1
uiujbij
 (5.11)
=
n∑
i=1
n∑
j=1
E
[
uiuj
]
bij (5.12)
=
n∑
i=1
E
[
u2i
]
bii +
∑
i 6=j
E[ui]E
[
uj
]
bij (5.13)
= σ2
n∑
i=1
bii (5.14)
= σ2 trB (5.15)
and
E
[(
uTBu
)
2
]
= E

∑
i,j
uiujbij
∑
r,s
urusbrs

 (5.16)
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= E
∑
i,j
∑
r,s
uiujurusbijbrs
 (5.17)
=
∑
i 6=j
(b2ij + bijbji)E
[
u2i
]
E
[
u2j
]
+
∑
i 6=j
biibjjE
[
u2i
]
E
[
u2j
]
+
∑
i
b2iiE
[
u4i
]
(5.18)
= σ4
∑
i 6=j
(b2ij + bijbji) + σ4
∑
i 6=j
biibjj + E
[
U4
]∑
i
b2ii (5.19)
which gives a variance of
Var
(
uTBu
)
= E
[(
uTBu
)
2
]
− E
[(
uTBu
)]
2 (5.20)
= σ4
∑
i 6=j
(b2ij + bijbji) + σ4
∑
i 6=j
biibjj + E
[
U4
]∑
i
b2ii − σ4
∑
i,j
biibjj
(5.21)
= σ4
∑
i 6=j
(b2ij + bijbji) +
(
E
[
U4
]
− σ4
)∑
i
b2ii (5.22)
which differs slightly from the result given in Hutchinson [1990] since they restrict
B to be symmetric.
As in Hutchinson [1990], we draw ui from {−1, 1} with
p(ui = −1) = p(ui = 1) = 12 (5.23)
In this case σ2 = 1 and therefore
E
[
uTBu
]
= trB (5.24)
Var
(
uTBu
)
=
∑
i 6=j
(b2ij + bijbji) (5.25)
Rather than calculating the variance analytically, in our implementation we estimate
the variance from the sample, adding samples in batches of 128 until the ratio of the
standard error to the mean is below a given threshold (0.1 by default).
5.2.3 Piecewise exact calculation of the trace of a matrix product
As an alternative to the process outlined in Section 5.2.2, the trace of K−1S ∂∂θi (KS)
can be calculated piecewise by subdividing ∂∂θi (KS) into disjoint submatrices Bi,
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where Bi is composed of columns m(i−1)+1 to mi for i from 1 to dn/me.5 We then
solve KSA = Bi for A, and sum the elements on the diagonal of A which begins at
row m(i− 1) + 1. This process allows us to limit the maximum memory required
when computing the trace, ensuring the calculation fits in memory throughout.
5.2.4 Priors on latent space coördinates
Because GPLVMs and SGPLVMs preserve differences between points in the observed
space in the latent space, it is sometimes the case that points which are dissimilar are
initialised close together in the latent space, and for some optimization algorithms
this can lead to points being “ejected” from the main mass of points in latent space,
due to a very large gradient pushing the two points apart. Once a point is several
multiples of the latent space length-scale from any other points, it will tend not to
move from that position, since its interactions with other points are very small, and
therefore the impact of small changes in its location are also small.
To combat this, it is helpful to apply a weak normal prior to the latent coördinates.
This has minimal impact on the learned structure when points are within a few
length-scales and therefore close enough to interact, but will gradually move ejected
points back to a position where they have non-negligible interactions with other
points. In our implementation we default to a normal prior on the latent coördinates
with a variance of 100. There is also the option to apply an improper uniform prior
5.2.5 Representing structured data in R
We use two distinct schema for representing the structured data modelled by SGPLVM
in the GPLVM package. For inputting the observed data into the various functions
for fitting SGPLVMs we use multi-dimensional arrays, as created using the array
function in base R. The first dimension of the array indexes the samples, and the
remaining dimensions of the array index the various dimensions of the structure
space. By way of example, FAIMS data is stored in a five-dimensional array, with the
dimensions indexing the sample ID, compensation voltage, dispersion field strength,
polarity, and run number. Missing data is input by setting the missing entries to NA.
For the approximate algorithm, we need to be able to select a subset of entries of
the input observed data array. To facilitate this, we flatten the multi-dimensional
array into a matrix where each row contains a vector giving the coördinates, and
5With the final submatrix composed of fewer columns if necessary.
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a vector of the corresponding entries in the array. This makes it trivial to select
subsets of the entries in the array, and to calculate the latent and structure kernels
for the active set used for approximation.
5.2.6 Efficiently sampling from an SGPLVM prior
Given a latent space, a kernel over that latent space, and a structure kernel, it is
relatively straightforward to draw samples from an SGPLVM prior defined over that
space. Given a positive definite n×n matrix KZ and a positive definite k×k matrix
KS , create the n× k matrix X˜ where xij ∼ N (0, 1).
Since KZ and KS are positive definite, they admit Cholesky decompositions
KZ = RTZRZ and KS = RTSRS , where RZ and RS are upper triangular matrices.
Then
X = RTZX˜RS (5.26)
is a sample from the SGPLVM defined by KZ and KS . This is derived from the
fact that the noise-free SGPLVM is equivalent to the matrix normal distribution, X˜
is a sample from MN (0, I, I), and by the properties of linear transformations of
matrix normal distributions,
RTZX˜RS ∼MN
(
0,RTZRZ ,RTSRS
)
=MN (0,KZ ,KS) (5.27)
as required.
5.2.7 Discriminative priors for SGPLVM
As formulated in Chapter 4, GPLVM and SGPLVM are generative models, producing
a latent representation which captures the latent structure in the data. If GPLVM is
being used as the first step in a classification task, it would be useful to target the
latent space to capture latent structure which is relevant to the classification task. One
method for incorporating class knowledge into the GPLVM prior is Discriminative
GPLVM [Urtasun and Darrell, 2007].6 Instead of placing an uninformative uniform
or a normal prior on Z, one enforces a prior derived from Fisher’s linear discriminant
[Fisher, 1936], which places a higher probability on values of Z which maximize the
distance between classes whilst minimizing the distance within classes. We extended
this approach to SGPLVM.
6A typo exists in Urtasun and Darrell [2007] whereby the definitions for Sw and Sb are switched
in equations (10) and (11). Here we use the correct definitions as given in Sugiyama [2006], however
the general approach of Urtasun and Darrell [2007] is valid once the typo is accounted for.
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Given a latent representation Z, with each point belonging to one of L classes, we
apply a prior
p(Z) = K exp
(
− 1
σ2d
J−1
)
(5.28)
where σ2 is a global scaling of the prior, K is a normalizing constant, and
J(Z) = tr
(
S−1w Sb
)
(5.29)
weights for latent representations which maximise the between-class separability
while minimizing the within-class variability. Sw and Sb are respectively the within-
and between-class matrices:
Sw =
1
N
L∑
i=1
Ni∑
k=1
(
z
(i)
k −Mi
)(
z
(i)
k −Mi
)T
(5.30)
Sb =
L∑
i=1
Ni
N
(Mi −M0) (Mi −M0)T (5.31)
where Z(i) = (z(i)1 , . . . ,z
(i)
Ni
)
T
is the matrix composed of the Ni training points in
class i, Mi is the mean of the elements of class i, and M0 is the mean of all points
in the training set.
Figure 5.3 shows the effect of the discriminative prior on the learned latent
representation of Dataset 1 of the close-clustered datasets described in Chapter 4. A
range of prior strengths are shown, along with a latent representation learned under
a uniform prior. Selecting an appropriate prior strength is a heuristic process, using
the rule of thumb that the prior strength should be increased until some change in
the latent representation is observed, but without the effects of the prior dominating
the latent representation. Increasing prior strength leads as expected to increasing
separation of the classes in the latent representation. The figure also shows the effect
when the discriminative prior dominates the likelihood, with entirely distinct clusters
which are not representative of the true latent space.
5.3 Summary
We have presented two R packages which provide novel capabilities not currently
available in other publicly available R packages. The gaussianProcess package
offers flexible, fast learning of Gaussian process regression models, with a wide
range of kernels and an elegant system for defining, fitting, and generating arbitrary
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(a) Uniform prior (b) σd = 0.1 (c) σd = 0.08
(d) σd = 0.05 (e) σd = 0.01 (f) σd = 0.001
Figure 5.3: The effect of discriminative priors on the learned latent
representation in SGPLVM. Shown are six latent representations of
Dataset 1 of the close-clustered artificial data used in Chapter 4 obtained
by either SGPLVM with a uniform prior on the latent space (a), or
a discriminative prior with different values of σd (b–f). Decreasing
σd increases the strength of the prior, leading to increased emphasis
on separation of the classes. (f) shows the effect of the discriminative
prior dominating the likelihood, leading to pathological behaviour when
optimizing the latent representation.
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compound kernels. The GPLVM package provides functions for fitting both a range of
GPLVM variants, and also implements the novel SGPLVM framework detailed in
Chapter 4.
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Chapter 6
Conclusion
In this thesis we have considered urinary VOCs, measured using FAIMS, as a screening
test for the early detection of cancer. We used machine learning techniques to build
classifiers based on FAIMS data for the detection of colorectal cancer and a number
of related conditions, and developed publicly available software for performing this
analysis. We also presented a novel Bayesian non-linear dimensionality reduction
technique, SGPLVM, along with a stochastic optimization algorithm which makes
the technique computationally feasible on large datasets, and associated software
implementing Gaussian process regression, GPLVM, and SGPLVM.
In Chapter 2, we considered the use of urinary VOCs as a screening test for the
early detection of cancer. Urinary VOCs show promise at detecting colorectal cancer,
but are significantly outperformed by the current screening method, FIT. However,
adjusting for compliance rate differences between faecal and urine testing offers
an interesting and oft-overlooked alternative perspective where the difference in
performance is significantly less stark. More generally, urinary VOCs show promise
as a novel biomarker for disease, and may well have more utility when applied to
detecting cancers for which there is no current screening programme. Unfortunately,
testing this hypothesis is both more difficult and more expensive than testing it
within an existing screening framework—recruiting a representative cohort of patients
is much easier when they are already presenting for a screening programme, and
gathering outcome data is similarly more straightforward when the pathway for
diagnosis is already established. On a more encouraging note, urinary VOCs showed
an excellent ability to perform pre-symptomatic detection of complications resulting
from colorectal resection for the treatment of cancer, with an AUC of 0.91 (95% CI
0.81, 1.0).
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Chapter 2 also introduced our R package FAIMSToolkit for analysing FAIMS data.
We believe it offers a number of benefits for researchers in this field. It makes the use
of modern machine learning techniques accessible to a wider audience, and through
the integration of the caret package will do hyperparameter tuning transparently
to the end user in a way which avoids introducing bias into the reported results. For
users with more grounding in machine learning who may have particular techniques
in mind, FAIMSToolkit is easily extensible to incorporate new learning algorithms
without changes to the underlying source code.
Our package removes a number of possible sources of error which we have seen
when working with FAIMS data, including in some published studies. The analysis
pipeline FAIMSToolkit implements prevents accidentally leaking class information
from the test set to the training algorithm by ensuring that cross-validation is
applied appropriately to every step of the analysis, removing a possible positive bias
in results. The automation of assigning autosampled data to labelled samples, and
the detection and removal of “blank” between-sample runs is both a tremendous time
saving and also removes the risk of mislabelling of data, which we have encountered
when autosampled data has been manually labelled. And the inclusion of outlier
detection functions replaces the previously prevalent method of visually inspecting
the output data for incongruous or erroneous plumes.
SGPLVM, the model introduced in Chapter 4, represents a novel Bayesian model
for data with structured correlations between variables, of which FAIMS data is
an example. Unfortunately, exact optimization of the model parameters requires
that one repeatedly invert the Kronecker product of two matrices, which for even
modestly-sized datasets is computationally infeasible due to the size of the resulting
matrix. To resolve this, we developed a stochastic optimization method based on
SGD, which allows approximate optimization of the model parameters in reasonable
time on a standard modern workstation.
The results in Chapter 4 provide encouraging validation that SGPLVM provides
improved latent space recovery compared to GPLVM for data which fits the underlying
model. It also explores the ability of SGPLVM to handle partially observed data
points which, although a direct result of the use of the structured prior to collapse
the multiple Gaussian processes in a GPLVM into the single Gaussian process of
an SGPLVM, was not a property of the model which was in mind when we were
developing it. SGPLVM proves to be highly resilient to partially observed data, only
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losing fidelity in the recovered latent space when roughly 70% of data points were
missing.
Despite the success when modelling artificial data, SGPLVM did not recover
sufficient detail when applied to FAIMS data to lead to improved classification
performance compared to our existing pipeline from Chapter 2. However it did
perform better than alternative methods of dimensionality reduction at recovering
a useful low-dimensional latent representation, and so may still have a place as a
visualisation method for FAIMS datasets.
Chapter 5 provides implementation details for our two R packages for GPs and
SGPLVM. The former, gaussianProcess, implements Gaussian process regression in
R, and offers a number of features which are not available in other publicly available
R packages. Specifically, it efficiently implements a range of kernels in C, and also
includes a framework for generating arbitrary compound kernels and optimizing the
resulting GPs. In addition to this, we developed a process for performing automatic
model selection using a width-first search based on Bayesian model selection criteria.
The latter package, GPLVM, provides an R implementation of GPLVM and a number
of extensions, as well as implementing SGPLVM with both exact and stochastic
optimization. While software for fitting GPLVMs is available for a number of
languages,1 to our knowledge our package is the only publicly available package
which provides an implementation of GPLVM with exact optimization,2 as well as
the only implementations of back-constrained and discriminative GPLVM in R.
Two obvious further developments for SGPLVM present themselves at this time.
The first is to implement an approximate version of SGPLVM which is optimized
using variational Bayesian inference, as has been done with Gaussian processes
[Tran et al., 2015] and GPLVM [Titsias and Lawrence, 2010]. If the results of
this mirror those for GPs and GPLVMs, this can be expected to improve both the
computation time and the learned latent space. The second avenue to explore is
using the latent representation as the input space for a Gaussian process classifier
(GPC), and optimizing both the latent representation and the GPC concurrently,
with the intention that the GPC would inform the positioning of the latent points
so as to maximise the utility of the latent representation for classification. Using
1For example, GPLVM packages are available for Python, C++, and MATLAB.
2An implementation of Bayesian GPLVM is available at https://github.com/SheffieldML/
vargplvm.
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back-constraints would then allow for new samples to be quickly placed into the
latent space, and then classified using the trained GPC.
Looking forward, VOCs still show promise as a pre-symptomatic screening test
for early cancer detection. FAIMS analysis is a reproducible, low-cost, non-invasive
method of testing, and can work with sample mediums with good patient acceptability.
Unfortunately, its utility as a screening test for colorectal cancer is limited because
of the effectiveness of the existing screening test, FIT. More work is required to
determine the effectiveness of VOCs for detecting other cancer types where no
adequate screening test is available.
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Appendix A
TWW Study JAGS Models
A.1 Logistic regression
# NPC Continuous clinical predictors
# NS Num samples
# predictorCont matrix of continuous clinical predictors
# disease vector of disease status, by disease index
model {
# Likelihood:
for (sampIdx in 1:NS) {
disease[sampIdx] ~ dbern( pDisease[sampIdx] )
#Scaling and centering from Gelman pp.415−6
pDiseaseLatent[sampIdx] ~ dnorm(alpha
+ sum(betaCont
∗ (predictorCont[sampIdx, ] −
predictorCont.mean)
/ (2 ∗ predictorCont.sd)
),
1)
logit(pDisease[sampIdx]) <− pDiseaseLatent[sampIdx]
}
for (predCIdx in 1:NPC) {
predictorCont.mean[predCIdx] <− mean(predictorCont[, predCIdx])
predictorCont.sd[predCIdx] <− sd(predictorCont[, predCIdx])
for (sampIdx in 1:NS) {
predictorCont[sampIdx, predCIdx] ~ dnorm(mu.pc[predCIdx],
tau.pc[predCIdx])
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}
mu.pc[predCIdx] ~ dnorm(0, 10E−3 ∗ tau.pc[predCIdx])
tau.pc[predCIdx] ~ dgamma(10E−3, 10E−3)
}
# Prior:
#alpha prior from Gelman p.416
alpha ~ dt(0, 1/sqrt(10), 1)
#beta prior from Gelman p.416
for (predCIdx in 1:NPC) {
betaCont[predCIdx] ~ dt(0, 1/sqrt(2.5), 1)
}
}
A.2 Logistic regression with interactions
# NPC Continuous clinical predictors
# NPB Binary clinical predictors
# NS Num samples
# predictor matrix of predictors
# binaryPredictor 1 if predictor is binary, 0 otherwise.
# disease vector of disease status, by disease index
data {
NP <− NPC + NPB
numCoef <− NP ∗ (NP + 1) / 2
}
model {
# Likelihood:
for (sampIdx in 1:NS) {
disease[sampIdx] ~ dbern( pDisease[sampIdx] )
#Scaling and centering from Gelman pp.415−6
predictorTrans[sampIdx, 1:NPC] <− (predictorCont[sampIdx, ] −
predictorCont.mean)
/ (2 ∗ predictorCont.sd)
for (i in 1:NP) {
predictorVector[sampIdx, i] <− predictorTrans[sampIdx, i]
}
#Interaction terms
for (i in 1:(NP − 1)) {
for (j in (i+1):NP) {
predictorVector[sampIdx, NP + (NP∗(NP−1)/2) −
(NP−i+1)∗((NP−i+1)−1)/2 + j − i] <−
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predictorTrans[sampIdx, i] ∗ predictorTrans[sampIdx, j]
}
}
pDiseaseLatent[sampIdx] ~ dnorm(alpha
+ sum(beta ∗
predictorVector[sampIdx, ]),
1)
logit(pDisease[sampIdx]) <− pDiseaseLatent[sampIdx]
}
for (predCIdx in 1:NPC) {
predictorCont.mean[predCIdx] <− mean(predictorCont[, predCIdx])
predictorCont.sd[predCIdx] <− sd(predictorCont[, predCIdx])
for (sampIdx in 1:NS) {
predictorCont[sampIdx, predCIdx] ~
dnorm(mu.pc[predCIdx], tau.pc[predCIdx])
}
mu.pc[predCIdx] ~ dnorm(0, 10E−3 ∗ tau.pc[predCIdx])
tau.pc[predCIdx] ~ dgamma(10E−3, 10E−3)
}
# Prior:
#alpha prior from Gelman p.416
alpha ~ dt(0, 1/sqrt(10), 1)
#beta prior from Gelman p.416
for (coefIdx in 1:numCoef) {
beta[coefIdx] ~ dt(0, 1/sqrt(2.5), 1)
}
}
A.3 Robust logistic regression
# NPC Continuous clinical predictors
# NS Num samples
# predictorCont matrix of continuous clinical predictors
# disease vector of disease status, by disease index
model {
# Likelihood:
for (sampIdx in 1:NS) {
disease[sampIdx] ~ dbern( pDisease[sampIdx] )
#Scaling and centering from Gelman pp.415−6
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pDiseaseLatent[sampIdx] ~ dt(alpha
+ sum(betaCont
∗ (predictorCont[sampIdx, ] −
predictorCont.mean)
/ (2 ∗ predictorCont.sd)
),
1,
4)
logit(pDisease[sampIdx]) <− pDiseaseLatent[sampIdx]
}
for (predCIdx in 1:NPC) {
predictorCont.mean[predCIdx] <− mean(predictorCont[, predCIdx])
predictorCont.sd[predCIdx] <− sd(predictorCont[, predCIdx])
for (sampIdx in 1:NS) {
predictorCont[sampIdx, predCIdx] ~ dnorm(mu.pc[predCIdx],
tau.pc[predCIdx])
}
mu.pc[predCIdx] ~ dnorm(0, 10E−3 ∗ tau.pc[predCIdx])
tau.pc[predCIdx] ~ dgamma(10E−3, 10E−3)
}
# Prior:
#alpha prior from Gelman p.416
alpha ~ dt(0, 1/sqrt(10), 1)
#beta prior from Gelman p.416
for (predCIdx in 1:NPC) {
betaCont[predCIdx] ~ dt(0, 1/sqrt(2.5), 1)
}
}
A.4 Independent robust mixture model
# NB Biomarkers
# ND Diseases
# NS Num samples
# biomarker matrix of biomarker data
# disease vector of disease status, by disease index
# overdispersion factor
data {
# Jeffrey’s prior for categorical dist.
for (i in 1:ND) {
alpha[i] <− 1/2
}
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}
model {
# Likelihood:
for (sampIdx in 1:NS) {
for (bioIdx in 1:NB) {
biomarker[sampIdx, bioIdx] ~ dt(mu[bioIdx, sampIdx],
tau[bioIdx, sampIdx],
biomarkerNu)
mu[bioIdx, sampIdx] <− muOfClust[bioIdx, disease[sampIdx]]
tau[bioIdx, sampIdx] <− tauOfClust[bioIdx, disease[sampIdx]]
}
disease[sampIdx] ~ dcat( pDisease )
}
# Prior:
pDisease ~ ddirch(alpha)
for (disIdx in 1:ND) {
for (bioIdx in 1:NB) {
muOfClust[bioIdx, disIdx] ~ dnorm( 0, 1.0E−3)
tauOfClust[bioIdx, disIdx] ~ dgamma(1.0E−3, 1.0E−3)
}
}
}
A.5 Independent robust mixture model with implicit
subclasses and censoring
# NB Biomarkers
# ND Diseases
# NS Num samples
# biomarker matrix of biomarker data
# disease vector of disease status, by disease index
# biomarkerNu dispersion parameter for the biomarkers
# numSubClasses number of sub classes
# biomarkerNu Dispersion for biomarker
# biomarkerCensorClass −1 for left−censored, 0 for uncensored,
# 1 for right−censored
data {
for (i in 1:NS) {
zeroes[i] <− 0
}
for (i in 1:ND) {
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alphaD[i] <− 1/2
}
for (i in 1:numSubClasses) {
alphaS[i] <− 1/2
}
}
model {
# Likelihood:
for (sampIdx in 1:NS) {
for (subCIdx in 1:numSubClasses) {
for (bioIdx in 1:NB) {
# switch likelihood contribution depending on whether
# data is censored or not.
phiBioSub[subCIdx, bioIdx, sampIdx] <−
ifelse(biomarkerCensorClass[sampIdx, bioIdx] == 0,
logdensity.t(biomarker[sampIdx, bioIdx],
mu[sampIdx, bioIdx, subCIdx],
tau[sampIdx, bioIdx, subCIdx],
biomarkerNu),
ifelse(biomarkerCensorClass[sampIdx, bioIdx] == −1,
log(pt(biomarker[sampIdx, bioIdx],
mu[sampIdx, bioIdx, subCIdx],
tau[sampIdx, bioIdx, subCIdx],
biomarkerNu)),
log(1 − pt(biomarker[sampIdx, bioIdx],
mu[sampIdx, bioIdx, subCIdx],
tau[sampIdx, bioIdx, subCIdx],
biomarkerNu))))
mu[sampIdx, bioIdx, subCIdx] <−
muOfClust[bioIdx,
subCIdx,
disease[sampIdx]]
tau[sampIdx, bioIdx, subCIdx] <−
tauOfClust[bioIdx,
subCIdx,
disease[sampIdx]]
}
phiSub[subCIdx, sampIdx] <−
sum(phiBioSub[subCIdx, , sampIdx]) +
log(pSampSubClass[subCIdx, sampIdx])
}
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# Numerically stable LogSumExp calculation:
maxPhi[sampIdx] <− max(phiSub[, sampIdx])
for (subCIdx in 1:numSubClasses) {
phiDiffExp[subCIdx, sampIdx] <−
exp(phiSub[subCIdx, sampIdx] −
maxPhi[sampIdx])
}
phi[sampIdx] <−
−(maxPhi[sampIdx] + log(sum(phiDiffExp[, sampIdx])))
zeroes[sampIdx] ~ dpois(phi[sampIdx])
pSampSubClass[1:numSubClasses, sampIdx] <−
pSubClass[1:numSubClasses,
disease[sampIdx]]
disease[sampIdx] ~ dcat(pDisease)
}
# Prior:
pDisease ~ ddirch(alphaD)
for (i in 1:ND) {
pSubClass[1:numSubClasses, i] ~ ddirch(alphaS)
}
for (disIdx in 1:ND) {
for (bioIdx in 1:NB) {
for (subCIdx in 1:numSubClasses) {
muOfClust[bioIdx, subCIdx, disIdx] ~
dnorm( 0 , 1.0E−3 )
tauOfClust[bioIdx, subCIdx, disIdx] ~
dgamma( 1.0E−3 , 1.0E−3 )
}
}
}
}
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Appendix B
FAIMS Autosampler Data
Auto-splitter
B.1 readme.txt
Before you run it for the first time:
1) Install R by running R−3.3.2−win.exe. Make sure you install it to the default
location.
Steps to run the program once R is installed:
1) Put the binary FAIMS data files for one run in a single folder.
2) Convert them using my faims_converter.bat tool.
3) Copy the example sampleNames.txt file into the folder, open it, delete the
contents, and enter the names of the samples you have run (including blanks)
into the file, with one sample per line.
4) Run the splitter by double clicking FAIMSSplitter.bat.
5) Enter the full path to the folder containing the FAIMS data when prompted.
6) Enter "asc" (without quotes) when prompted for an extension.
7) Let the program run
8) Enjoy your split files!
Troubleshooting:
The program will spit out words of wisdom if it hits a problem. It will also
produce two graphs for debugging, showing the flow rate per run and the
assigned sample id per run (example output is included in this zip file).
If a sample failed to run, causing a very long stretch of low flow rate
where there should be a sample, delete the failed sample from sampleNames.txt
and re−run the program.
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Appendix C
FAIMSToolkit documentation
Type Package
Title Tools to aid in the analysis of FAIMS data
Version 0.2.15
Maintainer Matthew Neal <mattdneal@gmail.com>
Description Tools for ingesting and analysing FAIMS data
License MIT
LazyData TRUE
Encoding UTF-8
RoxygenNote 6.1.1
Imports caret,
pROC,
wavethresh,
tcltk,
lattice,
grid,
boot
Suggests GPLVM,
viridis
boot_auc_folds Compute bootstraps of the mean ROC
159
Description
Compute the ROC curve separately for each fold, and compute the mean ROC
curve, instead of pooling predictions.
Usage
boot_auc_folds(predictions, folds, targets, num_samples = 1000,
alt_predictions = NULL, fixed_axis = c("sensitivity",
"specificity"), points = seq(0, 1, by = 0.01), stratified = T)
Arguments
predictions sample predictions
folds vector of fold classification for each sample
targets target values
num_samples number of bootstrap samples to take
alt_predictions
alternative predictions to compare
fixed_axis whether to fix sensitivity or specificity in the ROC curves
points number of points to calculate for ROC curves
Value
bootstrapped ROC curves
calc_mean_roc Calculate the mean ROC curve from a list of predictors
and targets
Description
Calculate the mean ROC curve from a list of predictors and targets
Usage
calc_mean_roc(predictions_list, targets_list, points,
fixed_axis = c("specificity", "sensitivity"), boot_index = NULL,
return_folds = FALSE)
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Arguments
predictions_list
list of predictors
targets_list list of targets
points points to calculate the ROC curves at
fixed_axis whether points fixes sensitivity or specificity
boot_index list of bootstrap indices for each fold. Generated automatically
if NULL
return_folds if TRUE, return the ROC curve and AUC for each fold as well
as the mean
Value
list containing mean ROC curve and AUC
checkDrift Check for FAIMS drift
Description
Check for FAIMS drift
Usage
checkDrift(faims, index = NULL, ...)
Arguments
faims a faims object
index the samples to include. NULL (the default) includes all samples
... other parameters to pass to plot
Value
a list with the correlation, a 95
161
checkFlowRate Check the minimum flow rates for all the runs in a
dataset
Description
Check the minimum flow rates for all the runs in a dataset
Usage
checkFlowRate(dir, threshold = 1.9,
filePattern = ".*[.](txt|asc)", moveTo = NULL)
Arguments
dir Directory pat to check
threshold Threshold for flow rate
filePattern Regex pattern of exported FAIMS files
moveTo Folder to move low flow rate files to
Value
data frame listing minimum flow rate per folder
ClassifierModels Run a set of classification models on input training, test
data sets
Description
Run a set of classification models on input training, test data sets
Usage
ClassifierModels(data.train, targetValues, data.test, models,
kFolds = 2, repeats = 5, tuneLength = 5, verbose = F)
162
Arguments
data.train a data frame of training data
targetValues a logical vector
data.test a data frame of test data (columns must match data.train)
models a list of caret::train models to run
kFolds number of folds for model selection within each fold
repeats number of repeats for model selection within each fold
tuneLength number of parameters to tune
verbose verbose output if TRUE
Value
a data frame containing prediction probabilities for each classification algorithm.
These are the predicted probabililty of targetValues==TRUE
compare_auc_bootstrap
Compute a bootstrap of the difference between two ROC
curve AUCs
Description
Compute a bootstrap of the difference between two ROC curve AUCs
Usage
compare_auc_bootstrap(roc_1, roc_2, rep = 10000)
Arguments
roc_1 first ROC curve (from pROC)
roc_2 second ROC curve (from pROC)
rep number of bootstrap samples
Value
bootstrap of the difference in AUC
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convertToArray Convert FAIMS data to an array
Description
Converts a FAIMS object to a FAIMSArray object, with the data stored in a
5-dimensional array. The dimensions correspond to sample ID, CV, dispersion
field strength, polarity, and runNumber.
Usage
convertToArray(FAIMSObject, keepMatrixData = TRUE)
Arguments
FAIMSObject A FAIMS object
keepMatrixData
Whether to keep the matrix-shaped FAIMS data
Details
If keepMatrixData=TRUE, the output inherits both FAIMS and FAIMSArray.
Otherwise, it only inherits FAIMSArray and will not work with functions which
require FAIMS objects.
Value
A FAIMSArray object (also inheriting FAIMS if keepMatrixData=TRUE)
CrossValidation Cross-validation for classification models
Description
Cross-validation for classification models
164
Usage
CrossValidation(data.train, targetValues, models = c("rf", "glmnet",
"svmRadial", "svmLinear", "gbm", "nnet", "glm"), nFolds = 10,
stratified = TRUE, threshold = NULL, nKeep = NULL, SGoF = NULL,
verbose = FALSE, heatmap = FALSE, PCA = FALSE, extraData = NULL,
tuneKFolds = 2, tuneRepeats = 5, tuneLength = 5, folds = NULL,
precomputedScores = NULL)
Arguments
data.train Training data to be divided into folds (must be a data frame)
targetValues Target responses
models list of caret::train models to train
nFolds number of folds
stratified TRUE for stratified folds
threshold list of threshold p-values for selecting features to keep
nKeep list of number of features to keep
SGoF alpha for Sequential Goodness of Fit selection of features
verbose TRUE for verbose output
heatmap TRUE to plot a heatmap of selected features for each fold
PCA TRUE to apply PCA to selected features in each fold
extraData any additional data to add to training data after feature selection
tuneKFolds number of folds for tuning models within each fold
tuneRepeats number of repeats for tuning models within each fold
tuneLength number of parameters to test when tuning models
folds optionally pre-specify which samples go in which fold. Should be
NULL to select folds randomly, or a vector of length nrow(data.train)
containing values in seq(nFolds)
precomputedScores
precomputed scores of features for each fold. A sample of 100
will be tested for each fold and an error thrown in the event of
discrepancies.
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Value
A list of predictions for the given model combinations, ready to be passed to
CrossValRocCurves
CrossValRocCurves Compute ROC objects for the results of a cross-validation
Description
Compute ROC objects for the results of a cross-validation
Usage
CrossValRocCurves(crossVal.obj)
Arguments
crossVal.obj the output from CrossValidation
Value
A list of pROC::roc objects and a summary of the results
deleteFAIMSSample Delete samples from a FAIMS object
Description
Delete samples from a FAIMS object
Usage
deleteFAIMSSample(FAIMSObject, deleteIndices)
Arguments
FAIMSObject a FAIMS object
deleteIndices
indices to delete
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Value
a FAIMS object
denoiseFaimsData Remove background noise from FAIMS data
Description
Denoises FAIMS data. First identifies pixels likely to be solely noise (mean value
across all samples close to zero). Then identifies a value to subtract from all
pixels by taking the fractionToRemove quantile of all the values in the noise
pixels, and subtracts this from the absolute value of each pixels, zeroing any
values which are negative after subtracting background noise.
Usage
denoiseFaimsData(faimsObject, fractionNoise = 0.05,
fractionToRemove = 0.99)
Arguments
fractionNoise
The percentage of pixels to identify as "noise"
fractionToRemove
The quantile value of the noise pixels to subtract from all pixels
FAIMSObject FAIMS object
Value
a denoised FAIMS data matrix
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denoiseFaimsData.localCorr
Remove background noise from FAIMS data using local
correlations
Description
The signal in FAIMS data exhibits a high degree of local correlation. This
function zeroes out a fraction of pixels with the lowest degree of local correlation.
Usage
denoiseFaimsData.localCorr(FAIMSObject, neighbourhoodSizeCol = 1,
neighbourhoodSizeRow = 1, alpha = 0.05, plot = TRUE)
Arguments
FAIMSObject a FAIMS object
neighbourhoodSizeCol
number of neighbouring columns to include in the neighbourhood
neighbourhoodSizeRow
number of neighbouring rows to include in the neighbourhood
alpha p-value required for a pixel to be considered correlated to its
neighbours
plot logical - display plots with useful information?
Value
A FAIMS data matrix
evidence_for_k Calculate the Evidence for k
Description
Calculate the evidence for retaining k PCs in a PCA analysis, as in Minka 2000,
"Automatic Choice of dimensionality for PCA"
168
Usage
evidence_for_k(prcompObj, k)
Arguments
prcompObj a prcomp object
k k to assess
Value
log evidence for retaining k PCs
FeatureSelection perform a feature selection using a Wilcoxon rank-sum
test
Description
perform a feature selection using a Wilcoxon rank-sum test
Usage
FeatureSelection(dataMatrix, targetValues)
Arguments
dataMatrix a numeric matrix of training data
targetValues class labels (must be a logical vector)
Value
a list of scores, one for each sample. Lower is better.
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findNoiseFaimsData.localCorr
Remove background noise from FAIMS data using local
correlations
Description
The signal in FAIMS data exhibits a high degree of local correlation. This
function zeroes out a fraction of pixels with the lowest degree of local correlation.
Usage
findNoiseFaimsData.localCorr(FAIMSObject, neighbourhoodSizeCol = 1,
neighbourhoodSizeRow = 1, fractionToRemove = 0.65, plot = TRUE)
Arguments
FAIMSObject a FAIMS object
neighbourhoodSize
the size of the neighbourhood in which to look for local correla-
tions
alpha p-value required for a pixel to be considered correlated to its
neighbours
Value
Logical vector containing TRUE when columns are noise
findNoiseFaimsData.sd
Identify background noise from FAIMS data
Description
Identifies pixels likely to be solely noise based on standard deviation.
Usage
findNoiseFaimsData.sd(faimsObject, fractionNoise = 0.65, plot = TRUE)
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Arguments
fractionNoise
The percentage of pixels to identify as "noise"
FAIMSObject FAIMS object
Value
Logical vector containing TRUE when columns are noise
generateFolds Generate a division of a data set into folds
Description
Generate a division of a data set into folds
Usage
generateFolds(targetValues, nFolds, stratified = T)
Arguments
targetValues the class labels
nFolds number of folds
stratified whether folds should be stratified by targetValues
Value
a vector giving the fold for each sample
Examples
classes <- sample(c(rep(TRUE, 20), rep(FALSE, 50)), 70)
folds <- generateFolds(classes, 10, T)
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getNeighbourIndices
Get Neighbour Indices
Description
Return the vector indices of a matrix cell’s neighbours
Usage
getNeighbourIndices(index, width, height, faimsDim)
Arguments
index index of the cell in the vector
width width of neighbourhood
height height of neighbourhood
faimsDim FAIMS matrix dimensions
Value
a vector of neighbour indices
getRocCurve Return a ROC curve object, given input class probabili-
ties
Description
Return a ROC curve object, given input class probabilities
Usage
getRocCurve(predictions, targetValues, titleString = "", ci = FALSE,
lr = FALSE, plotCurve = FALSE)
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Arguments
predictions vector of predictions
targetValues vector of class labels
titleString title string if plotCurve==TRUE
ci logical - compute confidence interval?
lr logical - compute likelihood ratios?
plotCurve logical - plot the resulting ROC curve?
Value
a pROC::roc object
knnMeanDistance Find mean k-nearest neighbour distance for each sample
Description
Compute mean k-nn distances for outlier detection
Usage
knnMeanDistance(dataMatrix, max.k = 10)
Arguments
dataMatrix a data matrix
max.k max k for mean k-nn distance
Value
a nrow(dataMatrix) by k matrix with the mean k-nn distance for each sample,
with k along the columns and samples along the rows
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nKeep Select the top n features
Description
Select the top n features
Usage
nKeep(scores, nKeep)
Arguments
scores a list of feature p-values
nKeep the number to keep
Value
A list if feature indices
plotFAIMSdata Plot FAIMS data matrices
Description
Plot FAIMS data matrices
Usage
plotFAIMSdata(FAIMSObject, rowsToPlot, plotLayout = 1, absolute = T,
...)
Arguments
rowsToPlot the rows to plot
plotLayout a matrix to specify the layout for multiple plots per page (default
is one plot per page)
absolute whether to plot the absolute value of the FAIMS data.
... additional parameters to pass to image
dataMatrix a matrix of FAIMS data
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plotRocCurve Plot a ROC curve with CI
Description
Plot a ROC curve with CI
Usage
plotRocCurve(rocCurve, titleString = "", ci = TRUE)
Arguments
rocCurve A ROC object
titleString Title for plot
ci Plot confidence intervals if TRUE
prettyFAIMSPlot Plot FAIMS data matrices with axes and ion current
scale
Description
Plot FAIMS data matrices with axes and ion current scale
Usage
prettyFAIMSPlot(FAIMSObject, rowToPlot, runToPlot = 1, title = "")
Arguments
rowToPlot the row to plot
runToPlot the run to plot
dataMatrix a matrix of FAIMS data
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progBarInit Initialise a progress bar object
Description
Initialise a progress bar object
Usage
progBarInit(range)
Arguments
range the range of values to cover
Value
a progress bar object
progBarUpdate Update a progress bar object
Description
Update a progress bar object
Usage
progBarUpdate(bar.obj, new.value)
Arguments
a progress bar object
the value to update the bar to
Value
an update progress bar object
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ReadInFaimsData Read in FAIMS data from a list of files
Description
Read in FAIMS data from a list of files
Usage
ReadInFaimsData(fileList, dec = ".", minFlowRate = 1.9)
Arguments
fileList A list of files containing FAIMS data (in ASCII format)
dec Decimal symbol
minFlowRate minimum acceptable flow rate. If min flow rate falls below this
threshold an error is thrown
Value
A FAIMS object
ReadInFaimsDirectories
Read in FAIMS files from a set of directories
Description
Search for directories containing FAIMS data below a specified directory, and
return a named matrix with one row per directory. This function will check that
there is at least one ingested file for each directory in /codedataPath, and return
a warning if not. If multiple matching files are found an error will be thrown.
Usage
ReadInFaimsDirectories(dataPath, filePattern = ".*[.](txt|asc)",
dec = ".", minFlowRate = 1.9)
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Arguments
dataPath the directory containing the data
filePattern a regular expression. All files matching this regular expression
will be included.
dec Decimal symbol
minFlowRate minimum acceptable flow rate. If min flow rate falls below this
threshold an error is thrown
Value
A named matrix with one row per data file read
ReadInFaimsDirectoriesAutosampler
Read FAIMS data generated using an autosampler
Description
Read FAIMS data generated using an autosampler
Usage
ReadInFaimsDirectoriesAutosampler(dataPath, numRuns,
filePattern = ".*[.](txt|asc)", runNumPattern = "[0-9]+[.](txt|asc)",
dec = ".", minFlowRate = 1.9, dirPattern = ".*")
Arguments
dataPath The directory to scan for data
numRuns The number of runs to take
filePattern a regex which should match the names of the files you want to
ingest
runNumPattern
a regex which should match the run number of your data. Any
characters found will be stripped and the result converted using
as.numeric
dec Decimal symbol
minFlowRate minimum acceptable flow rate. If min flow rate falls below this
threshold an error is thrown
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Value
A FAIMS object
ReadInFaimsDirectoriesMultiFile
Read and combine multiple FAIMS data files per sample
Description
Search for directories containing FAIMS data below a specified directory, and
return a named matrix with one row per directory. Multiple file patterns may be
passed as a character vector to combine multiple files per directory.
Usage
ReadInFaimsDirectoriesMultiFile(dataPath,
filePatterns = ".*[.](txt|asc)", dec = ".", minFlowRate = 1.9)
Arguments
dataPath the directory containing the data
filePatterns a character vector of regular expressions. All files matching this
regular expression will be included.
dec Decimal symbol
minFlowRate minimum acceptable flow rate. If min flow rate falls below this
threshold an error is thrown
Value
a named matrix with one row per directory
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runFAIMS Run a standard analysis given a FAIMS object and class
labels
Description
Run a standard analysis given a FAIMS object and class labels
Usage
runFAIMS(FAIMSObject, targetValues, models = c("rf", "glmnet",
"svmRadial", "svmLinear", "gbm", "nnet", "glm"),
modelSelectFolds = NULL, modelSelectScores = NULL,
bestModelFolds = NULL, bestModelScores = NULL, waveletData = NULL,
SGoF = TRUE, nKeep = TRUE, extraData = NULL)
Arguments
FAIMSObject a FAIMS object
targetValues class labels
models a list of caret::train models
modelSelectFolds
pre-generated folds for model selection
modelSelectScores
pre-generated scores for model selection
bestModelFolds
pre-generated folds for best model assessment
bestModelScores
pre-generated scores for best model assessment
waveletData pre-computed wavelet data
SGoF Select variables using sequential goodness of fit? (only for PCA
analysis)
nKeep Select variables using keep top N?
extraData Additional data to feed to the classifier
Value
A list of results (see out$bestModelSummary and out$modelSelectSummary for
a summary of results)
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runFold Utility function to create predictions for a given fold and
set of variables
Description
Utility function to create predictions for a given fold and set of variables
Usage
runFold(trainingData, trainingTargets, testData, models, tuneKFolds,
tuneRepeats, tuneLength, keep, PCA, verbose, heatmap, extraTrainingData,
extraTestData)
Arguments
trainingData A data frame of training data
trainingTargets
A logical vector of training class labels
testData A data frame of test data
models A vector of caret::train models
tuneKFolds number of folds for parameter tuning
tuneRepeats number of repeats for parameter tuning
tuneLength number of parameters to try when tuning
keep numeric vector of column indices to keep in training and test
data
PCA apply PCA?
verbose verbose output?
heatmap plot a heatmap before training models?
extraTrainingData
additional training data
extraTestData
additional test data
Value
predictions for this fold
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select_k Select PCA PCs to retain
Description
Select the number of PCs k to retain based on the evidence for each model. As
per Minka 2000, "Automatic Choice of dimensionality for PCA".
Usage
select_k(prcompObj)
Arguments
prcompObj a prcomp object
Value
k
SGoF Significant Goodness of Fit
Description
Select features using the Significant Goodness of Fit meta-test
Usage
SGoF(scores, alpha)
Arguments
scores a list of feature p-values
alpha the significance level for the test
Value
The selected features’ indices
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threshold Select features by threshold
Description
Select features whose score exceeds a given threshold
Usage
threshold(scores, threshold)
Arguments
scores a list of feature p-values
threshold p-value threshold
Value
A list of feature indices
WaveletTransform Perform a 1D wavelet transform on a FAIMS data ma-
trix
Description
Perform a 1D wavelet transform on a FAIMS data matrix
Usage
WaveletTransform(FAIMSObject, discardTopLevels = 2)
Arguments
FAIMSObject a FAIMS object
discardTopLevels
number of levels to discard as noise (0 keeps all data)
Value
a matrix of wavelet-transformed FAIMS data
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WaveletTransform_2D
Perform a 2D wavelet transform on a FAIMS data ma-
trix
Description
This function expects an input matrix of dimension (nDataItems * nFeatures)
each row is therefore the 1D representation of the 2D data for a single item This
means that this function needs to know the underlying dimensionality of the 2D
FAIMS run
Usage
WaveletTransform_2D(FAIMSObject, cropSize = NULL,
discardHighestNLevels = 2)
Arguments
FAIMSObject A FAIMS object
cropSize size to crop image to
discardHighestNLevels
number of levels to discard as noise
Value
A matrix of wavelet-transformed FAIMS data
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Appendix D
Mathematical Background
D.1 Matrix identities and derivatives
D.1.1 The Woodbury matrix identity
The Woodbury matrix identity states:
(B +UCV )−1 = B−1 −B−1U
(
C−1 + V B−1U
)−1
V B−1 (D.1)
where
D.1.2 Proof
We will left-multiply the right-hand-side of equation D.1 by B +UCV and show
equality to the identity matrix.
(B +UCV )
(
B−1 −B−1U
(
C−1 + V B−1U
)−1
V B−1
)
=BB−1 −BB−1U
(
C−1 + V B−1U
)−1
V B−1
+UCV B−1 −UCV B−1U
(
C−1 + V B−1U
)−1
V B−1
=I −U
(
C−1 + V B−1U
)−1
V B−1 +UCV B−1
−UCV B−1U
(
C−1 + V B−1U
)−1
V B−1
=I −U
((
C−1 + V B−1U
)−1 −C +CV B−1U (C−1 + V B−1U)−1)V B−1
=I −UC
(
C−1
(
C−1 + V B−1U
)−1 − I + V B−1U (C−1 + V B−1U)−1)V B−1
=I −UC
((
C−1 + V B−1U
) (
C−1 + V B−1U
)−1 − I)V B−1
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=I −UC (I − I)V B−1
=I
Hence B−1 −B−1U
(
C−1 + V B−1U
)−1
V B−1 is the inverse for B +UCV and
the identity in equation D.1 holds.
D.1.3 Matrix derivatives
Derivative of the determinant of an invertible matrix:
∂
∂x
det (X) = det (X) tr
(
X−1 ∂X∂x
)
(D.2)
Derivative of the inverse of a matrix:
∂
∂x
X−1 = −X−1∂X
∂x
X−1 (D.3)
D.2 Reproducing Kernel Hilbert Spaces
D.2.1 Definitions
Inner product space
A real or complex inner product space is a vector space V over F ∈ {R,C} together
with an inner product 〈·, ·〉 : V × V → F which satisfies the following axioms for all
x, y, z ∈ V and all a ∈ F [Rudin, 1987]:
1. 〈x, y〉 = 〈y, x〉
2. 〈x+ y, z〉 = 〈x, z〉+ 〈y, z〉
3. 〈ax, y〉 = a 〈x, y〉
4. 〈x, x〉 ≥ 0
5. 〈x, x〉 = 0 =⇒ x = 0
Hilbert space
An inner product space H with inner product 〈·, ·〉H which is complete1 under the
norm ‖x‖H = 〈x, x〉
1
2
H induced by its inner product is a Hilbert space [Rudin, 1987].
1H is complete if for every Cauchy sequence in H its limit is also contained in H.
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RKHS definition (1)
A Hilbert space H of real-valued functions on an index set X is a reproducing kernel
Hilbert space (RKHS) iff there exists a function k : X × X → R such that:
1. Kx : x′ 7→ k(x′, x) ∈ H ∀x ∈ X
2. k has the reproducing property: 〈f,Kx〉H = f(x) ∀x ∈ X , f ∈ H
This is the definition given in Rasmussen and Williams [2006], however an equivalent
definition seen elsewhere (for example, Berlinet and Thomas-Agnan [2011]), uses
continuity of the evaluation functional over H.
RKHS definition (2)
Let H be a Hilbert space H of real-valued functions on an index set X , and let
Lx : H → R be the linear functional which evaluates each function in H at x ∈ X .
Lx : f 7→ f(x) (D.4)
Then H is an RKHS iff Lx is continuous for all x ∈ X .
D.2.2 Equivalence of definitions
To see that RKHS definition (1) implies definition (2), we note that Lx(f) = 〈f,Kx〉H
and show that Lx is continuous. By the Cauchy-Schwarz inequality and linearity of
the inner product in the first argument,
Lx(f1)− Lx(f2) =
∣∣〈f1,Kx〉H − 〈f2,Kx〉H ∣∣
=
∣∣〈f1 − f2,Kx〉H ∣∣
≤‖f1 − f2‖H‖Kx‖H
(D.5)
and so Lx is uniformly continuous.
For (2) =⇒ (1), we need a version of the Riesz representation theorem.
Riesz representation
If L is a continuous linear functional on H, then there is a unique y ∈ H such that
L(x) = 〈x, y〉H ∀x ∈ H (D.6)
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Proof [Rudin, 1987]: If L is identically zero, then take y = 0. Otherwise, define
M = {x | L(x) = 0} (D.7)
By linearity of L, M is a subspace of H, since for x1, x2 ∈ M , L(α1x1 + α2x2) =
α1L(x1) + α2L(x2) = 0. By continuity of L, M is complete, which can be proved
easily by contradiction. Assume there is a Cauchy sequence (xi)i∈N in M which
converges to x /∈M . Therefore, L(x) 6= 0, however by continuity of L
L(x) = lim
i→∞
L(xi)
= lim
i→∞
0
= 0
(D.8)
A contradiction. Hence, M is complete. Since L(x) 6= 0 for some x ∈ H, M⊥ = {x ∈
H | 〈x, y〉H = 0 ∀y ∈ M} does not only contain zero. Hence, there exists z ∈ M⊥
with ‖z‖ = 1. Define
u = L(x)z − L(z)x (D.9)
L(u) = L(x)L(z)− L(z)L(x) = 0, so u ∈M . Therefore 〈u, z〉H = 0, and we have:
0 = 〈u, z〉H (D.10)
=
〈
L(x)z − L(z)x, z〉H (D.11)
= L(x) 〈z, z〉H − L(z) 〈x, z〉H (D.12)
= L(x)− L(z) 〈x, z〉H (D.13)
=⇒ L(x) = L(z) 〈x, z〉H (D.14)
Hence setting y = α¯z where α = L(z), we have L(x) = 〈x, y〉 ∀x ∈ H.
For uniqueness, consider that if y, y′ satisfy equation D.6, then 〈x, y〉H =
〈
x, y′
〉
H
for all x ∈ H, so 〈x, y − y′〉H = 0 for all x ∈ H, and specifically 〈y − y′, y − y′〉 = 0,
and hence y = y′.
RKHS definition equivalence continued
Now, we can approach definition (2) =⇒ (1). Since Lx is continuous, the Riesz
representation theorem tells us that there exists a unique Kx ∈ H such that Lx(f) =
〈f,Kx〉H for all f ∈ H. Then setting k(x, x′) = Kx(x′), we have a k which satisfies
the first definition of an RKHS.
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With this equivalence established, we can note an interesting fact about the RKHS,
namely that since the evaluation functional Lx is continuous for all x ∈ X , if two
functions f , g ∈ H are close in the norm induced by 〈·, ·〉H then f(x) and g(x) are
also close in value for all x ∈ X . More formally, if limn→∞‖fn − f‖H = 0, then
limn→∞fn(x) = f(x) ∀x ∈ X , since for any x ∈ X∣∣fn(x)− f(x)∣∣ = ∣∣〈fn,Kx〉H − 〈f,Kx〉H ∣∣
=
∣∣〈fn − f,Kx〉H ∣∣
≤∥∥fn − f‖H‖Kx∥∥H
D.2.3 The Moore–Aronszajn theorem
The Moore-Aronszajn theorem provides the link between a positive definite kernel
function and the RKHS which it implicitly projects into.
Moore-Aronszajn theorem
Let k : X × X → R be positive definite. Then there is a unique RKHS H for which
k is the reproducing kernel.
Sketch of the proof
We present here a brief outline of the proof of the Moore-Aronszajn theorem as
presented in Sejdinovic and Gretton [2012]. First, we define the pre-RKHS H0 to be
the linear span of the set {Kx | x ∈ X}, and define an inner product
〈f, g〉H0 =
n∑
i=1
m∑
j=1
αiβjk(xi, yj) (D.15)
where f : x 7→∑ni=1 αik(x, xi) and g : x 7→∑mj=1 βjk(x, yj).
First, we show that 〈·, ·〉H0 is a valid inner product on H0. It is independent of
the specific values of αi and βj chosen to represent f and g:
〈f, g〉H0 =
n∑
i=1
αig(xi) =
m∑
j=1
βjf(yj) (D.16)
It is trivial to show that f = 0 =⇒ 〈f, f〉H0 = 0. To show the reverse, assume
〈f, f〉H0 = 0, let f(x) =
∑n
i=1 αik(x, xi), and set ai = −k(x, x)αi, i = 1 . . . n,
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an+1 = f(x), xn+1 = x. Since k is positive definite we have
0 ≤
n+1∑
i=1
n+1∑
j=1
aiajk(xi, xj)
= a2 〈f, f〉H0 + 2a
∣∣f(x)∣∣2 +∣∣f(x)∣∣2 k(x, x)
Since this inequality holds for all a and the r.h.s. is a quadratic function, we have
that
∣∣f(x)∣∣4 ≤ ∣∣f(x)∣∣2 k(x, x) 〈f, f〉H0 and hence f(x) = 0 for all x.
To show that H0 is a pre-RKHS, we must demonstrate that:
1. The evaluation functions Lx on H0 are continuous.
2. Any Cauchy sequence (fn)n∈N in H0 which converges pointwise to 0 also
converges to 0 in H0-norm.
With H0 in place, we define H to be
H = {f | ∃(fn)n∈N, fn ∈ H0, lim
n→∞ fn(x) = f(x) ∀x ∈ X} (D.17)
and given Cauchy sequences (fn), (gn) in H0 converging to f , g in H, we define
〈f, g〉H as:
〈f, g〉H = limn→∞ 〈fn, gn〉H0 (D.18)
We now need to prove that H is an RKHS. To do this, we can consider that the two
properties above hold if and only if:
1. H0 ⊂ H ⊂ RX , and the topology induced in H0 by 〈·, ·〉H0 is the same as the
topology induced on H0 by H.
2. H has a reproducing kernel k(x, y).
Proving that these conditions imply that H0 is a pre-RKHS is straightforward:
1. If H has a reproducing kernel then Lx is continuous on H, and therefore
continuous on H0 since the topology induced by H on H0 matches the topology
induced by 〈·, ·〉H0 .
2. Let (fn)n∈N be a Cauchy sequence in H0 ⊂ H which converges point-wise to
0, and let f ∈ H be the limit of the sequence, that is limn→∞‖fn − f‖H = 0.
Then by the Cauchy-Schwarz inequality, fn(x) − f(x) = 〈fn − f,Kx〉H ≤
‖fn − f‖H‖Kx‖H → 0 as n → ∞. Hence, f(x) = limn→∞ fn(x) − f(x) =
0 ∀x ∈ X , and f = 0.
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Proving the reverse is more involved, and the steps are only outlined here. We must
show that:
1. The inner product is well-defined and independent of the choice of (fn) and
(gn).
2. The requirements of an inner product space are met, particularly that f =
0 ⇐⇒ 〈f, f〉H = 0.
3. The evaluation functionals Lx are continuous on H.
4. H is complete.
These are attacked as follows:
1. Convergence is demonstrated by applying the Cauchy-Schwarz inequality to∣∣〈fn, gn〉 − 〈fm, gm〉∣∣ and thereby showing (〈fn, gn〉)n∈N is a Cauchy sequence
in R. Independence from representation is shown by again applying the
Cauchy-Schwarz inequality, this time to
∣∣∣〈fn, gn〉 − 〈f ′n, g′n〉∣∣∣, where (f ′n), (g′n)
are alternative Cauchy sequences converging to f and g respectively.
2. f = 0 =⇒ 〈f, f〉 = 0 is trivial. For the reverse, we use the continuity of
the linear operators Lx on H0, which implies that Lx is bounded: f(x) =
limn→∞ fn(x) = limn→∞ Lx(fn) ≤ limn→∞‖Lx‖‖fn‖ = 0
3. To show the evaluation functionals are continuous on H, first we show that H0
is dense in H, that is, that point-wise convergence of a Cauchy sequence in H0
implies convergence in H-norm, which follows straightforwardly from taking the
definition of a Cauchy sequence (∀ > 0 ∃N ∈ N s.t. ‖fn − fm‖ <  ∀m,n ≥ N),
fixing n = N and letting m tend to infinity, to give from the definition of
the inner product ‖f − fN‖2H = limm→∞‖fm − fN‖2H0 ≤ 2, and hence (fn)
converges to f in ‖·‖H .
We now prove the evaluation functionals are continuous at 0, and by linearity
this extends to the whole of H. First, by the properties of a pre-RKHS Lx is
continuous at 0 in H0. We then use the fact that H0 is dense in H to find for
f ∈ H close to 0 a g ∈ H0 close to f in H-norm for which f(x) is also close to
g(x). We then use f and g to show that ‖f‖H < ν =⇒
∣∣f(x)∣∣ <  and hence
Lx is continuous in H.
4. Completeness of H is shown by using the fact that H0 is dense in H: for a
Cauchy sequence (fn) in H, construct a parallel Cauchy sequence (gn) in H0
such that ‖fn − gn‖H < 1/n. This converges point-wise to the same function,
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which can be shown using linearity of the evaluation functionals. Finally, show
that the point-wise limit f is also the limit in H-norm by applying the triangle
inequality to fn, gn and f .
Since H is complete, using the Cauchy convergence criterion we can show that it is
equivalent to the set of all convergent series
∞∑
n=1
an, an ∈ H0 (D.19)
The partial sums of such a convergent series form a Cauchy sequence in H0, so
the limit of the series is therefore in H. Conversely for every element b ∈ H there
exists by denseness of H0 in H a Cauchy sequence (bn)n∈N with bn ∈ H0 such
that limn→∞ bn = b. By defining a1 = b1 and an = bn − an−1 for n > 1, we have
bn =
∑n
i=1 ai and can therefore write this as the convergent series
∑∞
i=1 ai = b.
Now, since H0 is defined to be the linear span of
{
Kx | x ∈ X
}
, we can re-write
an as an =
∑m
i=1 αiKxni where αi ∈ R, and therefore see that any element a =∑∞
n=1 an ∈ H can be written as an infinite sum of instances of the kernel function k
instantiated at points in X . Since the RKHS associated with a kernel function is
unique, this characterises the feature space of functions which GPs operate in.
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