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A Schur-Toponogov theorem in Riemannian geometry
& a new proof of Toponogov’s theorem
in Alexandrov geometry
Yusheng Wang 1
Abstract. In the paper, we give a Schur-Toponogov theorem in Riemannian geometry,
which not only generalizes Schur’s and Toponogov’s theorem but also indicates their
relation. Inspired by its proof, we also supply a new proof of Toponogov’s theorem (in
the large) in Alexandrov geometry.
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0 Introduction
In Rimannian geometry, a kind of elegant geometry is on distance comparison by cur-
vature; for instance, Shcur’s theorem ([Ho]). In the present paper, we denote by [pq] a
minimal geodesic between p and q in a Riemannian manifold or Alexandrov space.
Theorem 0.1 (A. Shcur) Let γ(s)|[0,L] ⊂ En (n-dimensional Euclidean space) and
γ˜(s)|[0,L] ⊂ E2 be two arc-length parameterized C2-curves, and let κ(s), κ˜(s) be their
absolute curvature respectively. If κ(s) ≤ κ˜(s) for all s, and if γ˜(s)|[0,L] ∪ [γ˜(0)γ˜(L)] is
a convex curve, then the distance
|γ(0)γ(L)| ≥ |γ˜(0)γ˜(L)|;
and if equality holds, then γ(s)|[0,L] is equal to γ˜(s)|[0,L] up to an isometry of En.
Recall that κ(s) = |Dγ˙(s)γ˙(s)|, where γ˙(s) denotes the tangent vector of γ(s) and
D is the canonical connection of En. Theorem 0.1 also holds for piecewise C2-curves
([Ho], cf. [Su]), i.e., γ(s) and γ˜(s) are not differential at only a finite number of points,
and at such a point ‘κ(s) ≤ κ˜(s)’ means that |γ˙−(s)γ˙+(s)| ≤ | ˙˜γ−(s) ˙˜γ+(s)| (where γ˙±(s)
denotes the right and left tangent vectors).
We now consider another significant result on distance comparison—Toponogov’s
theorem ([BGP], [Pe], [GM]). In the paper, we always denote by Snk the complete and
simply connected n-dimensional Riemannian manifold with constant sectional curva-
ture k. For a given [pq] in a Riemannian manifold (or Alexandrov space), we denote
by ↑qp the direction from p to q of [pq] (in a Riemannian manifold, ↑qp is just the unit
tangent vector of [pq] at p).
1Supported by NSFC 11471039.
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Theorem 0.2 (Toponogov) LetMn be a complete Riemannian manifold with secM ≥
k. Let p ∈ M and [qr] ⊂ M , and let p˜ ∈ S2k and [q˜r˜] ⊂ S2k such that |p˜q˜| = |pq|,
|q˜r˜| = |qr|, and |pq|+ |pr|+ |qr| < 2π√
k
for k > 0. Then the following holds:
(0.2.1) If |p˜r˜| = |pr|, then for s ∈ [qr] and s˜ ∈ [q˜r˜] with |qs| = |q˜s˜|,
|ps| ≥ |p˜s˜|. (0.1)
(0.2.2) If | ↑pq↑rq | = | ↑p˜q˜↑r˜q˜ | for some [pq], then for s ∈ [qr] and s˜ ∈ [q˜r˜] with |qs| = |q˜s˜|,
|ps| ≤ |p˜s˜|. (0.2)
(0.2.3) If the equality in (0.1) (resp. (0.2)) holds for some s ∈ [qr]◦ 2 (resp. s ∈
[qr] \ {q}), then there is [pq] and [pr] (resp. [ps]) which together with [qr] (resp. [pq]
and [qs]) bounds a convex surface which can be isometrically embedded into S2k.
Remark 0.3 (0.3.1) In Theorem 0.2, if k > 0, then |pq|+ |pr|+ |qr| ≤ 2π√
k
, and equality
holds if and only if Mn is isometric to Snk with p, q, r lying in a great circle (cf. [BGP]).
(0.3.2) It is not hard to see that (0.2.1) is equivalent to (0.2.2), and (0.2.2) is equivalent
to that, in (0.2.1), | ↑pq↑rq | ≥ | ↑p˜q˜↑r˜q˜ | for any [pq].
(0.3.3) Theorem 0.2 has a corresponding version for secM ≤ k with inverse inequalities,
but it requires that [qr] ⊂M \ C(p), where C(p) denotes the cut locus of p (cf. [Me]).
If [qr] ⊂ M \ C(p), the corresponding ‘| ↑pq↑rq | ≤ | ↑p˜q˜↑r˜q˜ |’ (see (0.3.2)) is an immediate
corollary of Rauch’s first comparison theorem (but this way does not work if secM ≥ k).
We now state our main result, a Schur-Toponogov theorem, which unifies and gen-
eralizes Theorem 0.1, 0.2 and (0.3.3).
Theorem A Let M be a complete Riemannian manifold with secM ≤ k (resp. secM ≥
k) and let γ(s)|[0,L] ⊂ M and γ˜(s)|[0,L] ⊂ S2k be two arc-length parameterized C2-
curves. Suppose that the absolute curvature of γ(s) and γ˜(s), κ(s) and κ˜(s), satisfy
that κ(s) ≤ κ˜(s) (resp. κ(s) ≥ κ˜(s)) for all s. Then the following holds:
(A1) If γ˜(s)|[0,L] ∪ [γ˜(0)γ˜(L)] is a convex curve and γ(s)|[0,L] ⊂ M \ C(γ(0)) (resp. if
γ(s)|[0,L] is convex to γ(0)), then
|γ(0)γ(L)| ≥ (resp. ≤) |γ˜(0)γ˜(L)|; (0.3)
and if equality holds and |γ(0)γ(L)| + L < 2π√
k
for k > 0, then (resp. then there is
[γ(0)γ(s)] such that)
⋃
s∈[0,L][γ(0)γ(s)] with induced metric is isometric to
⋃
s∈[0,L][γ˜(0)γ˜(s)].
(A2) Let p ∈ M, p˜ ∈ S2k with |pγ(0)| = |p˜γ˜(0)|, and let |pγ(0)| + |pγ(L)| + L < 2π√k for
k > 0. If [p˜γ˜(0)]∪ γ˜(s)|[0,L] ∪ [p˜γ˜(L)] is a convex curve and γ(s)|[0,L] ⊂M \C(p) (resp.
if γ(s)|[0,L] is convex to p), then the following holds:
2 [qr]◦ denotes the interior part of [qr].
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(A2.1) If |pγ(L)| = |p˜γ˜(L)|, then for s ∈ (0, L)
|pγ(s)| ≤ (resp. ≥) |p˜γ˜(s)|. (0.4)
(A2.2) If (resp. If for some [pγ(0)]) | ↑p
γ(0) γ˙(0)| = | ↑p˜γ˜(0) ˙˜γ(0)|, then for s ∈ (0, L]
|pγ(s)| ≥ (resp. ≤) |p˜γ˜(s)|. (0.5)
(A2.3) If the equality in (0.4) or (0.5) holds for some s ∈ (0, L) or s0 ∈ (0, L]
respectively, then (resp. then there is [pγ(s)] such that)
⋃
s∈[0,L][pγ(s)] or
⋃
s∈[0,s0][pγ(s)]
with induced metric is isometric to
⋃
s∈[0,L][p˜γ˜(s)] or
⋃
s∈[0,s0][p˜γ˜(s)] respectively.
In Theorem A, κ(s) (the absolute curvature of γ(s)) is still defined to be |Dγ˙(s)γ˙(s)|,
where D is the Levi-Civita connection of M . And the definition of a convex curve in
S2k is the same as in E
2, while the notion ‘γ(s)|[0,L] is convex to p (or γ(0))’ will be
introduced in Section 2 (see Definition 2.1).
Remark 0.4 (0.4.1) From our proof, one can see that (A2.1) is equivalent to (A2.2),
and (A2.2) is equivalent to that, in (A2.1), | ↑p
γ(0) γ˙(0)| ≤ (resp. ≥) | ↑p˜γ˜(0) ˙˜γ(0)| for
any [pγ(0)] (cf. (0.3.2)).
(0.4.2) From our proof, (A1) can be viewed as a corollary of (A2), but we formulate
(A1) and (A2) in a theorem because the proof of (A2.3) requires (0.3).
Remark 0.5 (0.5.1) It is clear that (A1) of Theorem A includes Theorem 0.1. And
(A2) for secM ≥ k includes Theorem 0.2 (see Remark 2.4, where a key point is that if
γ(s)|[0,L] is a minimal geodesic (so is γ˜(s)|[0,L]), then it is convex to p automatically).
We would like to point out that Theorem 0.1 and 0.2 are not used in our proof; in other
words, we supply a new proof for Theorem 0.1 and 0.2 in this paper.
(0.5.2) One can find counterexamples for Theorem A without the condition ‘γ(s)|[0,L] ⊂
M \C(γ(0))’ or ‘γ(s)|[0,L] ⊂M \C(p)’ (resp. ‘|γ(0)γ(L)|+L < 2π√k ’ or ‘|pγ(0)|+|pγ(L)|+
L < 2π√
k
’ for k > 0) when M is a cylinder (resp. S2k).
(0.5.3) Similar to Theorem 0.1, Theorem A also holds for piecewise C2-curves γ(s) and
γ˜(s) (in fact, our proof works for such general case), and at each non-differential point
‘κ(s) ≤ (≥) κ˜(s)’ means ‘|γ˙−(s)γ˙+(s)| ≤ (≥) | ˙˜γ−(s) ˙˜γ+(s)|’.
Toponogov’s theorem is not only a powerful tool in Riemannian geometry, but also
the base of Alexandrov geometry. An Alexandrov space X with curvature ≥ k is
roughly defined to be a locally compact length space 3 on which Theorem 0.2 without
the rigidity part (0.2.3) holds locally ([BGP]). In fact, if X is complete, then Theorem
0.2 holds globally on X, for which without the rigidity part there are three proofs so far
([BGP], [Pl], [Sh]; refer to [GM] for a proof for the rigidity part). The proof in [BGP]
3If an Alexandrov space X is locally compact, then for any p ∈ X there is a neighborhood U of
p such that between any two points in U there is a shortest path (geodesic). In [BGP], the original
definition of Alexandrov spaces is for locally complete spaces.
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can be viewed as a version corresponding to the original definition of Alexandrov spaces
with curvature ≥ k in [BGP] (which also adapts to locally complete spaces), while the
proofs in [Pl] and [Sh] can be viewed corresponding to (0.2.2) in Theorem 0.2. Inspired
by our proof of Theorem A (especially Lemma 1.2), we supply a new proof which is a
version corresponding to (0.2.1) in Theorem 0.2, i.e. we will prove:
Theorem B Let X be a complete Alexandrov space with curvature ≥ k. Let p ∈ X
and [qr] ⊂ X, and let p˜ ∈ S2k and [q˜r˜] ⊂ S2k such that |p˜q˜| = |pq|, |p˜r˜| = |pr|, |q˜r˜| = |qr|.
Suppose that |pq|+ |pr|+ |qr| < 2π√
k
for k > 0. Then for any s ∈ [qr] and s˜ ∈ [q˜r˜] with
|qs| = |q˜s˜|, we have that |ps| ≥ |p˜s˜|.
Similar to (0.3.1), if k > 0 in Theorem B, then one can show that |pq|+ |pr|+ |qr| ≤
2π√
k
([BGP]).
1 Proof of Theorem A for the case where secM ≤ k
1.1 Preparations
a. Closed convex curves in S2k
Let γ˜(s)|[0,L] be an arc-length parameterized C2-curve in S2k, and p ∈ S2k. If [p˜γ˜(0)]∪
γ˜(s)|[0,L]∪[p˜γ˜(L)] is a convex curve, then for any γ˜(s) and q˜ ∈ [p˜γ˜(0)]∪γ˜(s)|[0,L]∪[p˜γ˜(L)],
the angle between D ˙˜γ(s)
˙˜γ(s) and [γ˜(s)q˜] at γ˜(s) is not bigger than
π
2
. (1.1)
Moreover,
|p˜γ˜(0)|+ |p˜γ˜(L)|+ L ≤ 2π√
k
for k > 0, and
‘=’ holds iff [p˜γ˜(0)] ∪ γ˜(s)|[0,L] ∪ [p˜γ˜(L)] is the union of two half great circles. (1.2)
In order to see (1.2), it suffices to show that a closed and convex piecewise minimal
geodesic Γ ⊂ S2k (i.e., a convex polygon) is of length ≤ 2π√k , and equality holds if and
only if Γ is the union of two half great circles. Note that Γ is the boundary of the
intersection of a finite number of half spheres. Then by induction on the number of
these half spheres, one can see the wanted property of Γ.
b. Index forms of Jacobi fields
Let M be a complete Riemannian manifold, and let c(t)|[a,b] ⊂ M be a normal
geodesic. Recall that for a normal 4 Jacobi field X(t) along c(t), the index form
Iba(X,X) ,
∫ b
a
(
|X˙(t)|2 − 〈Rc˙(t)X(t) c˙(t),X(t)〉
)
dt.
Let p ∈M and γ(s)|(−ǫ,ǫ) ⊂M be an arc-length parameterized C2-curve. If γ(0) 6∈
C(p), then there is a Jacobi field U(t) along the normal geodesic c(t) , [pγ(0)] with
U(0) = 0 and U(|pγ(0)|) = γ˙(0) such that
d|pγ(s)|
ds
|s=0 = − cos |γ˙(0) ↑pγ(0) |
4Here, ‘normal’ means that X(t) ⊥ c˙(t)
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and
d2|pγ(s)|
d2s
|s=0 =
〈
DU(t)U(t), c˙(t)
〉 ||pγ(0)|0 + I |pγ(0)|0 (U⊥, U⊥), (1.3)
where U⊥(t) is the projection of U(t) to the orthogonal space of c˙(t) in Tc(t)M .
c. Index form comparison
On index forms, we have the following comparison result (cf. [Wu], [CE]), which
plays an essential role in proving Rauch’s first comparison theorem.
Lemma 1.1 Let M and M˜ be two complete n-dimensional Riemannian manifolds, and
let c(t)|[0,ℓ] ⊂M and c˜(t)|[0,ℓ] ⊂ M˜ be two normal minimal geodesics. Let Kmax(t) (resp.
K˜min(t)) be the maximum (resp. the minimum) of sectional curvatures at c(t) (resp.
c˜(t)). And let J(t) and J˜(t) be normal Jacobi fields along c(t) and c˜(t) respectively. If
Kmax(t) ≤ K˜min(t), J(0) = J˜(0) = 0 and |J(ℓ)| = |J˜(ℓ)|, then
Iℓ0(J, J) ≥ Iℓ0(J˜ , J˜).
Moreover, if equality holds and if M˜ = Snk , then K(c˙(t), J(t)) ≡ k (where K(c˙(t), J(t))
is the sectional curvature of the plane spanned by c˙(t) and J(t)).
d. Two easy facts on distance comparison
Lemma 1.2 Let M and M˜ be two complete Riemannian manifolds, let p ∈M and p˜ ∈
M˜ , and let c(t)|[0,ℓ] ⊂M and c˜(t)|[0,ℓ] ⊂ M˜ be two c1-curves such that |pc(0)| = |p˜c˜(0)|
and |pc(ℓ)| = |p˜c˜(ℓ)|. If |pc(t)| − |p˜c˜(t)| attains a local minimum at t0 ∈ (0, ℓ) and there
is a unique minimal geodesic between p˜ and c˜(t0), then
|c˙(t0) ↑pc(t0) | = | ˙˜c(t0) ↑
p˜
c˜(t0)
|.
Proof. This is an almost immediate corollary of the first variation formula. 
Lemma 1.3 Let [p1p2] ⊂ S2k with |p1p2| < π√κ for κ > 0, and let q ∈ [p1p2]◦ and
c(t)|[0,ℓ] ⊂ S2k be a normal minimal geodesic with c(0) = q and ℓ ≤ π√κ for κ > 0. Then
|p1c(t)|+ |p2c(t)| is strictly increasing with respect to t. In particular, if |qpi| (i = 1 or
2) is sufficiently small compared to |qc(t0)|, then |pic(t)| < |pic(t0)| for all t ∈ [0, t0).
Proof. It is not hard to see that the lemma follows from the Law of Cosine. 
1.2 Proof of Theorem A for the case where secM ≤ k
In this subsection, we always assume that secM ≤ k. And we remark that the following
proof goes through for piecewise C2-curves γ(s) and γ˜(s) as mentioned in (0.5.3).
Step 1. To prove (A2.1).
(This step is the essential part of the whole proof for Theorem A.)
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Observe that ‘|pγ(0)| + |pγ(L)| + L < 2π√
k
’ for k > 0 implies that |pγ(s)| < π√
k
for
all s. It follows that for any s¯ ∈ [0, L] there is a C2-curve γ˜s¯(s)|[0,L] ⊂ S2k, equal to
γ˜(s)|[0,L] up to an isometry of S2k, such that
|pγ(s¯)| = |p˜γ˜s¯(s¯)| and | ↑pγ(s¯) γ˙(s¯)| = | ↑p˜γ˜s¯(s¯) ˙˜γs¯(s¯)|. (1.4)
Since γ(s)|[0,L] ⊂M \C(p), γ(s)|[0,L] (and γ˜s¯(s)|[0,L] similarly) determines a Jacobi field
Us(t)|[0,|pγ(s)|] along βs(t)|[0,|pγ(s)|] , [pγ(s)] such that Us(|pγ(s)|) = γ˙(s). Then putting
(1.1), (1.4), Lemma 1.1 and (1.3) together, we can conclude that
d2|pγ(s)|
d2s
∣∣
s=s¯
≥ d
2|p˜γ˜s¯(s)|
d2s
∣∣
s=s¯
; (1.5)
and equality holds if and only if
either | ↑p
γ(s¯) γ˙(s¯)| = 0 or π, (1.6)
or κ(s¯) = κ˜(s¯) and the angle between Dγ˙(s¯)γ˙(s¯) and ↑pγ(s¯) is equal to
that between D ˙˜γs¯(s¯)
˙˜γs¯(s¯) and ↑p˜˙˜γs¯(s¯). (1.7)
Moreover, when (1.7) occurs, Dγ˙(s¯)γ˙(s¯) lies in the plane spanned by γ˙(s¯) and ↑pγ(s¯) in
Tγ(s¯)M , and the sectional curvature of the plane spanned by β˙s¯(t) and Us¯(t) in Tβs¯(t)M
K(s¯, t) = κ for all t ∈ [0, |pγ(s¯)|] (1.8).
Then we will finish Step 1 through the following three substeps.
Substep 1. To give a proof for the case where [0, L] is one kind of “best” intervals,
i.e.: the ‘≥’ in (1.5) is ‘>’ for all s¯, and for any s1 6= s2 ∈ [0, L] there is a C2-curve
γ˜s1,s2(s)|[0,L] ⊂ S2k, which is equal to γ˜(s)|[0,L] up to an isometry of S2k, such that
|pγ(si)| = |p˜γ˜s1,s2(si)| (1.9)
and
[p˜γ˜s1,s2(s1)] ∪ γ˜s1,s2(s)|[s1,s2] ∪ [p˜γ˜s1,s2(s2)] is convex. (1.10)
(For example, [0, L] will be such a “best” interval if γ˜(s)|[0,L] (and so γ(s)|[0,L]) is a
minimal geodesic.)
We now assume that (A2.1) is not true for such a “best” case. Our strategy is to
find some [a, b] ⊂ [0, L] with b− a sufficiently small such that
| ↑p
γ(a) γ˙(a)| > | ↑p˜γ˜a,b(a) ˙˜γa,b(a)| and
d2|pγ(s)|
d2s
∣∣
[a,b]
>
d2|p˜γ˜a,b(s)|
d2s
∣∣
[a,b]
, (1.11)
which contradicts to ‘|pγ(b)| = |p˜γ˜a,b(b)|’ (see (1.9)).
By the assumption right above, we can let s0 ∈ (0, L) such that
|pγ(s0)| − |p˜γ˜(s0)| = max
s∈(0,L)
{|pγ(s)| − |p˜γ˜(s)|} > 0.
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By Lemma 1.2,
| ↑p
γ(s0)
γ˙(s0)| = | ↑p˜γ˜(s0) ˙˜γ(s0)|. (1.12)
Note that we can prolong [γ˜(s0)p˜] to [γ˜(s0)p˜
′] such that |γ˜(s0)p˜′| = |γ(s0)p|. Note that
[γ˜(0)γ˜(L)] ∩ [γ˜(s0)p˜] 6= ∅ due to the convexity of [p˜γ˜(0)] ∪ γ˜(s)|[0,L] ∪ [p˜γ˜(L)]. Then by
Lemma 1.3, at least one of ‘|p˜′γ˜(0)| > |pγ(0)|’ and ‘|p˜′γ˜(L)| > |pγ(L)|’ holds; moreover,
|p˜′γ˜(0)| > |pγ(0)| (resp. |p˜′γ˜(L)| > |pγ(L)|) if s0 (resp. L− s0)
is sufficiently small. (1.13)
We now assume that |p˜′γ˜(L)| > |pγ(L)|, and consider the curve γ˜s0,L(s)|[0,L] (due to that
[0, L] is “best”). ‘|p˜′γ˜(L)| > |pγ(L)|’ implies that | ↑p˜
γ˜(s0)
˙˜γ(s0)| > | ↑p˜γ˜s0,L(s0)
˙˜γs0,L(s0)|,
so by (1.12)
| ↑p
γ(s0)
γ˙(s0)| > | ↑p˜γ˜s0,L(s0)
˙˜γs0,L(s0)|. (1.14)
By (1.14) and the first variation formula, it is easy to see that there is s′0 ∈ (s0, L)
such that |pγ(s′0)| − |p˜γ˜s0,L(s′0)| = maxs∈(s0,L){|pγ(s)| − |p˜γ˜s0,L(s)|} > 0. And conse-
quently, we can set [s1, s
′
1] , [s0, s
′
0] or [s
′
0, L] such that
| ↑p
γ(s1)
γ˙(s1)| > | ↑p˜γ˜s1,s′1(s1)
˙˜γs1,s′1(s1)| or | ↑
p
γ(s′1)
γ˙(s′1)| < | ↑p˜γ˜s1,s′1 (s′1)
˙˜γs1,s′1(s
′
1)|.
By repeating the above process, we can get [s1, s
′
1] ) · · · ) [si, s′i] ) · · · such that
| ↑p
γ(si)
γ˙(si)| > | ↑p˜γ˜si,s′i(si)
˙˜γsi,s′i(si)| or | ↑
p
γ(s′i)
γ˙(s′i)| < | ↑p˜γ˜si,s′i (s′i)
˙˜γsi,s′i(s
′
i)|. (1.15)
Moreover, by (1.13) we can select si and s
′
i such that they converge to some s¯ as i→∞,
and then we put [a, b] , [si, s
′
i] for a sufficiently large i.
We now need to check that [a, b] satisfies (1.11). Note that by (1.15) we can have
the first inequality of (1.11). As for the second one, since we have assumed that the
‘≥’ in (1.5) is ‘>’, it suffices to show that
γ˜si,s′i(s)|[0,L] converges to γ˜s¯(s)|[0,L] as i→∞ (1.16)
(note that γ˜si,s′i(s)|[0,L] and γ˜s¯(s)|[0,L] are all equal to γ˜(s)|[0,L] up to isometries of S2k).
Observe that the smaller |si − s′i| is the smaller
∣∣∣∣| ↑pγ(si) γ˙(si)| − | ↑p˜γ˜si,s′i (si) ˙˜γsi,s′i(si)|
∣∣∣∣ is
because both γ(s) and γ˜(s) are C2-curves, and thus (1.16) follows.
Substep 2. To give a proof for the case where [0, L] is another “best” interval, namely,
the ‘≥’ in (1.5) is ‘=’ for all s¯ and (1.6) does not occur at any s¯.
Since γ(s)|[0,L] ⊂M \C(p) and |pγ(s)||[0,L] < π√k , we can draw a C
2-curve ¯˜γ(s)|[0,L]
in S2k with s being arc-length parameter such that |pγ(s)| = |p˜¯˜γ(s)| for all s ∈ [0, L].
Consider the corresponding (1.3) to |p˜¯˜γ(s)| together with (1.7) and (1.8), and notice
that (1.6) does not occur at any s¯ in this substep. It has to hold that ¯˜γ(s)|[0,L] is equal
to γ˜(s)|[0,L] up to an isometry of S2k, and thus |pγ(s)| = |p˜γ˜(s)| for all s ∈ [0, L].
Substep 3. To give a proof for general cases.
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We first observe that (A2.1) holds if (1.6) occurs at all s¯ ∈ [0, L] (which implies
that (1.5) is an equality). In fact, in such a situation, γ(s)|[0,L] has to be a minimal
geodesic with [pγ(1)] = [pγ(0)]∪ γ(s)|[0,L] or [pγ(0)] = [pγ(1)]∪ γ(s)|[0,L], and γ˜(s)|[0,L]
has the same phenomenon.
We now assume that W , {s¯ ∈ [0, L]| (1.6) occurs at s¯} is not equal to [0, L]. Note
that if (A2.1) is not true, in order to get a contradiction we can assume that
|pγ(s)| > |p˜γ˜(s)| for all s ∈ (0, L), (1.17)
which implies that
| ↑p
γ(0) γ˙(0)| ≥ | ↑p˜γ˜(0) ˙˜γ(0)| (and | ↑pγ(L) γ˙(L)| ≤ | ↑p˜γ˜(L) ˙˜γ(L)|). (1.18)
In the following, we will derive a contradiction under (1.18) (with (1.17)).
Note that W is a closed subset of [0, L], so W c , [0, L] \ W is a union of some
intervals. Due to the C2-property of γ(s)|[0,L] and γ˜(s)|[0,L], for any s¯ ∈ W c (i.e.,
| ↑p
γ(s¯) γ˙(s¯)| 6= 0 or π), there is an interval I ⊂ W c containing s¯ such that for any
s1, s2 ∈ I there exists γ˜s1,s2(s)|[0,L] (equal to γ˜(s)|[0,L] up to an isometry of S2k) satisfying
(1.9) and (1.10). Then by Substep 1 and 2, W c must contain a nice interval (s1, s2).
Here, we call (s1, s2) a nice interval if γ˜s1,s2(s)|[0,L] satisfying (1.9) and (1.10) exists
and |pγ(s)| ≤ |p˜γ˜s1,s2(s)| for any s ∈ (s1, s2).
We now can take a maximal nice interval (s11, s21) ⊂ (0, L) (i.e. any (c, d) )
(s11, s21) is not nice), which may contain the point in W . It is clear that
| ↑p
γ(s11)
γ˙(s11)| ≤ | ↑p˜γ˜s11,s21 (s11) ˙˜γs11,s21(s11)|, | ↑
p
γ(s21)
γ˙(s21)| ≥ | ↑p˜γ˜s11,s21 (s21) ˙˜γs11,s21(s21)|.
(1.19)
By (1.17), [s11, s21] 6= [0, L], so outside of [s11, s21] it is possible that there exists a maxi-
mal nice interval. Note that there are at most {(s1j , s2j)}∞j=1 such that (s1(j+1), s2(j+1))
is a maximal nice interval outside of
⋃j
l=1[s1j , s2j] and
W ∪
⋃
j
[s1j , s2j ] = [0, L], and any s 6∈W lies in some [s1j , s2j) and (s1j′ , s2j′ ]. (1.20)
In order to complete Substep 3, we introduce the following function
d(s) ,


|p˜γ˜s1j ,s2j(L)|, s ∈ (s1j , s2j)
|p˜γ˜s(L)|, s ∈ [0, L] \
⋃
j(s1j, s2j)
(for γ˜s refer to the beginning of Step 1). Note that d(L) = |p˜γ˜(L)|, and (1.18) implies
that d(0) ≥ |p˜γ˜(L)| (= d(L)). However, we claim that
d(s) ≥ d(0) for all s with d(L) > d(0), (1.21)
a contradiction (and thus Substep 3 is finished).
We now need only to verify (1.21) (in fact, the proof implies that d(s)|[0,L] is non-
decreasing). We first show that d(s) ≥ d(0) for all s. Let A be the collection of
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such s¯ ∈ [0, L] that d(s) ≥ d(0) on [0, s¯], and that for s′ ∈ (s1j , s2j) ∩ [0, s¯] (resp.
s′ ∈ [0, s¯] \⋃j(s1j, s2j)) [p˜γ˜s1j ,s2j(s′)] ∪ γ˜s1j ,s2j(s)|[s′,L] ∪ [p˜γ˜s1j ,s2j(L)] (resp. [p˜γ˜s′(s′)] ∪
γ˜s′(s)|[s′,L] ∪ [p˜γ˜s′(L)]) is convex. In fact, we can prove that A is a non-empty, open
and closed subset of [0, L], i.e. A = [0, L]. Note that A 6= ∅ because 0 ∈ A by (1.18).
As for ‘open and closed’, it suffices to show that
if s¯ ∈ A and s¯ 6= L, then there is a δ > 0 such that [s¯, s¯+ δ) ⊂ A (1.22)
and
if (s¯− δ′, s¯) ⊂ A for some δ′ > 0, then s¯ ∈ A. (1.23)
Case 1: If s¯ lies in some (s1j, s2j), then (1.22) and (1.23) hold automatically.
Case 2: If s¯ is equal to some s1j (resp. s2j), then the first (resp. the second)
inequality of corresponding (1.19) (together with the convexity of γ˜(s)|[s¯,L]) implies
(1.22) (resp. (1.23)). Moreover, if s¯ = s1j = s2j′ , then the maximality of each (s1j , s2j)
implies that at least one inequality of corresponding (1.19) is strict, and thus
d(s) ≥ d(s¯) > d(s′) or d(s) > d(s¯) ≥ d(s′), ∀ s ∈ (s1j , s2j), s′ ∈ (s1j′ , s2j′). (1.24)
(Note that if [0, L] =
⋃
j[s1j , s2j ], then Case 1 and 2 right above implies (1.21).)
By (1.20), the residual case is:
Case 3: For (1.22) (resp. (1.23)), s¯ ∈ W \⋃j(s1j , s2j) and s¯ 6= s1j (resp. s¯ 6= s2j)
for any j. In this case, due to the similarity, we just give a proof for (1.22). We first
observe that | ↑p
γ(s¯) γ˙(s¯)| = π. Otherwise, | ↑pγ(s¯) γ˙(s¯)| = 0 (see (1.6)), so the convexity
of [p˜γ˜s¯(s¯)] ∪ γ˜s¯(s)|[s¯,L] ∪ [p˜γ˜s¯(L)] (note that s¯ ∈ A \
⋃
j(s1j , s2j)) implies that γ˜s¯(s)|[s¯,L]
is a minimal geodesic (⊆ [γ˜s¯(s¯)p˜]), so is γ(s)|[s¯,L] (⊆ [γ(s¯)p]); which implies that s¯ has
to be L (otherwise, (s¯, L) belongs to some (s1j , s2j)). Due to | ↑pγ(s¯) γ˙(s¯)| = π, it is not
hard to see that there is a small δ > 0 such that one of the following holds:
Subcase 1: [s¯, s¯ + δ) ⊂W \⋃j(s1j, s2j);
Subcase 2: For any δ′ ≤ δ, (s¯, s¯+ δ′) contains an infinite number of (s1j, s2j).
In Subcase 1, γ(s)|[s¯,s¯+δ) is a minimal geodesic (belonging to [pγ(s¯ + δ)]), but
γ˜s¯(s)|[s¯,s¯+δ′) with δ′ ≤ δ is not (otherwise, (s¯, s¯ + δ′) belongs to some (s1j , s2j)). Then
for any sˆ ∈ (s¯, s¯ + δ), we can rotate γ˜sˆ(s)|[0,L] around γ˜sˆ(sˆ) to γ˜∗sˆ (s)|[0,L] such that
γ˜∗sˆ (s¯) ∈ [p˜γ˜sˆ(sˆ)]. Note that |p˜γ˜∗sˆ (s¯)| > |p˜γ˜s¯(s¯)|. By comparing γ˜sˆ(s)|[0,L], γ˜∗sˆ (s)|[0,L] and
γ˜s¯(s)|[0,L] (which are all isometric to the convex γ˜(s)|[0,L]), it is not hard to see that
d(sˆ) = |p˜γ˜sˆ(L)| > |p˜γ˜∗sˆ (L)| > |p˜γ˜s¯(L)| = d(s¯) (1.25)
and [p˜γ˜sˆ(sˆ)] ∪ γ˜sˆ(s)|[sˆ,L] ∪ [p˜γ˜sˆ(L)] is convex. It follows that [s¯, s¯+ δ) ⊂ A.
In Subcase 2, an ideal model is that (s¯, s¯+ δ) belongs to a union of many [s1j , s2j ].
In this case, by a similar reason for Case 1 and 2, we can conclude that [s¯, s¯ + δ) ⊂ A
and (1.24) implies that
d(s¯ + δ) > d(s¯). (1.26)
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In other cases, similarly, we only need to show that sˆ ∈ A, where sˆ ∈ (s¯, s¯ + δ) ∩W \⋃
j(s1j , s2j) and sˆ 6= s2j for any j. Moreover, we can assume that
for any sˆ′ ∈ [s¯, sˆ), (sˆ′, sˆ) is not a nice interval; (1.27)
otherwise, since s¯, sˆ 6∈ ⋃j(s1j , s2j), we can reselect the maximal nice intervals in (s¯, sˆ)
such that sˆ is just some s2j. Note that when δ is sufficiently small, | ↑pγ(sˆ) γ˙(sˆ)| = π
because | ↑p
γ(s¯) γ˙(s¯)| = π and sˆ ∈W . Similarly, we can rotate γ˜sˆ(s)|[0,L] around γ˜sˆ(sˆ) to
γ˜∗sˆ (s)|[0,L] such that γ˜∗sˆ (s¯) ∈ [p˜γ˜sˆ(sˆ)]. Then similar to Subcase 1, we can conclude that
[s¯, s¯+δ) ⊂ A and the corresponding (1.25) holds if we can show that |p˜γ˜∗sˆ (s¯)| > |p˜γ˜s¯(s¯)|.
In fact, if |p˜γ˜∗sˆ (s¯)| ≤ |p˜γ˜s¯(s¯)|, then γ˜∗sˆ (s)|[0,L] has to be equal to some γ˜sˆ′,sˆ(s)|[0,L] with
sˆ′ ∈ [s¯, sˆ) and (sˆ′, sˆ) is a nice interval, which contradicts (1.27).
Note that we have proven d(s)|[0,L] ≥ d(0), and the proof (especially (1.24-26))
implies d(L) > d(0), i.e. (1.21) holds (so Substep 3 (and thus Step 1) is completed).
Step 2. To prove (A2.2), i.e. |pγ(s)| ≥ |p˜γ˜(s)| ∀ s ∈ (0, L]; and if equality holds for
some s0 ∈ (0, L], then |pγ(s)| = |p˜γ˜(s)| for all s ∈ [0, s0].
We first give an observation: there is a δ > 0 such that |pγ(s)| ≥ |p˜γ˜(s)| for all
s ∈ (0, δ). In fact, due to | ↑p
γ(0) γ˙(0)| = | ↑p˜γ˜(0) ˙˜γ(0)| (the condition in (A2.2)), for
sufficiently small δ > 0 if |pγ(δ)| < |p˜γ˜(δ)|, then γ˜0,δ(s)|[0,L] satisfying (1.9) and (1.10)
exists and | ↑p
γ(0) γ˙(0)| > | ↑p˜γ˜0,δ(0) ˙˜γ0,δ(0)|. However, by applying (A2.1) on γ(s)|[0,δ]
and γ˜0,δ(s)|[0,δ], it has to hold that | ↑pγ(0) γ˙(0)| ≤ | ↑p˜γ˜0,δ(0) ˙˜γ0,δ(0)|, a contradiction.
Due to the observation right above, we can let s0 6= 0 be the maximal s such that
|pγ(s)| ≥ |p˜γ˜(s)| for all s ∈ [0, s0]. In order to prove (A2.2), we need to show that
s0 = L. If it is not true, then |pγ(s0)| = |p˜γ˜(s0)|. Then by applying (A2.1) on γ(s)|[0,s0]
and γ˜(s)|[0,s0], we have that |pγ(s)| ≤ |p˜γ˜(s)| for all s ∈ [0, s0]. It follows that |pγ(s)| =
|p˜γ˜(s)| for all s ∈ [0, s0], which implies that | ↑pγ(s0) γ˙(s0)| = | ↑
p˜
γ˜(s0)
˙˜γ(s0)|. Thereby,
similar to the observation right above, there is a δ > 0 such that |pγ(s)| ≥ |p˜γ˜(s)| for
all s ∈ (s0, s0 + δ), which contradicts the maximality of s0 (i.e., s0 = L).
Note that the proof for ‘s0 = L’ implies that if |pγ(s0)| = |p˜γ˜(s0)| with s0 ∈ (0, L],
then |pγ(s)| = |p˜γ˜(s)| for all s ∈ [0, s0].
Step 3. To prove (0.3) in (A1), i.e. |γ(0)γ(L)| ≥ |γ˜(0)γ˜(L)|.
We will derive a contradiction by assuming |γ(0)γ(L)| < |γ˜(0)γ˜(L)|.
We first claim that |γ(0)γ(s)| < |γ˜(0)γ˜(s)| for all s ∈ (0, L). If it is not true,
then there is s0 ∈ (0, L) such that |γ(0)γ(s0)| = |γ˜(0)γ˜(s0)|. Note that if k > 0, by
(1.2), ‘|γ(0)γ(L)| < |γ˜(0)γ˜(L)|’ implies that |γ(0)γ(L)|+L < 2π√
k
, and thus |γ(0)γ(s1)|+
|γ(0)γ(s1)|+|s2−s1| < 2π√
k
for all s1, s2 ∈ [0, L]. Hence, we can apply (A2.1) on γ(s)|[0,s0]
and γ˜(s)|[0,s0] (with p = γ(0) and p˜ = γ˜(0)) to conclude that |γ(0)γ(s)| ≤ |γ˜(0)γ˜(s)|
for all s ∈ (0, s0). In fact, this implies that |γ(0)γ(s)| ≤ |γ˜(0)γ˜(s)| for all s ∈ (0, L).
Hence, by Lemma 1.2 it holds that | ↑γ(0)
γ(s0)
γ˙(s0)| = | ↑γ˜(0)γ˜(s0) ˙˜γ(s0)| . Then we can
apply (A2.2) on γ(s)|[s0,L] and γ˜(s)|[s0,L] (with p = γ(0) and p˜ = γ˜(0)) to conclude that
|γ(0)γ(L)| ≥ |γ˜(0)γ˜(L)|, which contradicts ‘|γ(0)γ(L)| < |γ˜(0)γ˜(L)|’.
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By the claim right above, we can select a sufficiently small s1 ∈ (0, L) such that
|γ(0)γ(s1)| − |γ˜(0)γ˜(s1)| = mins∈[0,s1]{|γ(0)γ(s)| − |γ˜(0)γ˜(s)|}, which implies that∣∣∣↑γ(0)γ(s1) (−γ˙(s1))
∣∣∣ ≥
∣∣∣↑γ˜(0)γ˜(s1) (− ˙˜γ(s1))
∣∣∣ . (1.28)
On the other hand, since s1 is sufficiently small, there is q ∈M such that
|qγ(s1)| = |γ(0)γ(s1)| and |qγ(0)|+ |qγ(s1)| = |γ˜(0)γ˜(s1)|, (1.29)
and that | ↑q
γ(s1)
(−γ˙(s1))| = | ↑qγ(s1)↑
γ(0)
γ(s1)
| + | ↑γ(0)
γ(s1)
(−γ˙(s1))|, which together with
(1.28) implies that ∣∣∣↑qγ(s1) (−γ˙(s1))
∣∣∣ >
∣∣∣↑γ˜(0)γ˜(s1) (− ˙˜γ(s1))
∣∣∣ . (1.30)
Let q˜ ∈ [γ˜(0)γ˜(s1)] such that |q˜γ˜(s1)| = |qγ(s1)| (= |γ(0)γ(s1)|), which enables us to
apply (A2.1) here to conclude that |qγ(s)| ≤ |q˜γ˜(s)| for all s ∈ [0, s1]. However, by
(1.30) it is clear that |qγ(s)| > |q˜γ˜(s)| for s less than and close to s1, a contradiction.
Step 4. To prove (A2.3) and the rigidity part of (A1).
We first prove the rigidity part for (A2.1), i.e. if |pγ(s0)| = |p˜γ˜(s0)| for some s0 ∈
(0, L) in (A2.1), then
⋃
s∈[0,L][pγ(s)] with induced metric is isometric to
⋃
s∈[0,L][p˜γ˜(s)].
Note that the proof will be done once one show that for any sufficiently small interval
[s1, s2] ⊂ [0, L],
⋃
s∈[s1,s2][pγ(s)] is convex and is isometric to
⋃
s∈[s1,s2][p˜γ˜(s)].
Note that if [s1, s2] is sufficiently small, we can assume that
⋃
s∈[s1,s2][pγ(s)] lies in
M \ C(q) for any q ∈ ⋃s∈[s1,s2][pγ(s)]. Then it suffices to verify that
|a1a2| = |a˜1a˜2| for any ai ∈ [pγ(si)] and a˜i ∈ [p˜γ˜(si)] with |pai| = |p˜a˜i|, (1.31)
and
[a1a2] ⊂
⋃
s∈[s1,s2]
[pγ(s)]. (1.32)
We first show that (1.31) is true if a2 = γ(s2), i.e.
|a1γ(s2)| = |a˜1γ˜(s2)|. (1.33)
From Step 1, we know that |pγ(s)| ≤ |p˜γ˜(s)| for all s ∈ (0, L), so by Lemma 1.2
∣∣∣↑pγ(s0) γ˙(s0)
∣∣∣ =
∣∣∣↑p˜γ˜(s0) ˙˜γ(s0)
∣∣∣ .
Then by the rigidity part of Step 2, we have that
|pγ(s)| = |p˜γ˜(s)| for all s ∈ [0, L], (1.34)
which in turn implies that
∣∣∣↑pγ(s) γ˙(s)
∣∣∣ =
∣∣∣↑p˜γ˜(s) ˙˜γ(s)
∣∣∣ for all s ∈ [0, L]. (1.35)
By (1.34) and (1.35), we can apply (A2.1) on {the curve γ(s)|[s1,s2] ∪ [pγ(s1)], γ(s2)}
and {the curve γ˜(s)|[s1,s2]∪ [p˜γ˜(s1)], γ˜(s2)} to conclude that |γ(s1)γ(s2)| ≤ |γ˜(s1)γ˜(s2)|.
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On the other hand, by Step 3 we know that |γ(s1)γ(s2)| ≥ |γ˜(s1)γ˜(s2)|, and thus
|γ(s1)γ(s2)| = |γ˜(s1)γ˜(s2)|. Then (1.33) follows (just as (1.34)), by which we can sim-
ilarly apply (A2.1) on {the curve γ(s)|[s1,s2] ∪ [pγ(s2)], a1} and {the curve γ˜(s)|[s1,s2] ∪
[p˜γ˜(s2)], a˜1} to conclude (1.31).
For (1.32), we let q ∈ [a1a2] and q˜ ∈ [a˜1a˜2] with |qa1| = |q˜a˜1|, and assume
that q˜ ∈ [p˜γ˜(s¯)] with s¯ ∈ [s1, s2]. Note that (1.31) implies that | ↑γ(s1)a1 ↑a2a1 | =
| ↑γ˜(s1)a˜1 ↑a˜2a˜1 |. This together with (1.35) enables us to apply the rigidity part of Step 2 on
{the curve [a1γ(s1)] ∪ γ(s)|[s1,s2] ∪ [a2γ(s2)], q} and {the curve [a˜1γ˜(s1)] ∪ γ˜(s)|[s1,s2] ∪
[a˜2γ˜(s2)], q˜}, and {the curve [a1p]∪ [a2p], q} and {the curve [a˜1p˜]∪ [a˜2p˜], q˜} respectively
to conclude that q lies in [pγ(s¯)]. That is, (1.32) follows.
The rigidity part for (A2.2) can be seen similarly because the corresponding (1.34)
and (1.35) to [0, s0] hold (note that by the rigidity part of Step 2, if the equality in
(0.5) holds for some s0 ∈ (0, L], then |pγ(s)| = |p˜γ˜(s)| for all s ∈ [0, s0]).
Similarly, the rigidity part of (A1) can be verified once we show that |γ(0)γ(s)| =
|γ˜(0)γ˜(s)| for all s ∈ [0, L]. In fact, due to ‘|γ(0)γ(L)| = |γ˜(0)γ˜(L)|’, we can apply
(A2.1) on {the curve γ(s)|[0,L], γ(0)} and {the curve γ˜(s)|[0,L], γ˜(0)} to conclude that
|γ(0)γ(s)| ≤ |γ˜(0)γ˜(s)| for all s ∈ [0, L]. On the other hand, by Step 3 we can see that
|γ(0)γ(s)| ≥ |γ˜(0)γ˜(s)|, so it follows that |γ(0)γ(s)| = |γ˜(0)γ˜(s)|. 
2 Proof of Theorem A for the case where secM ≥ k
In this section, we always assume that secM ≥ k.
We first introduce the notion ‘γ(s)|[0,L] is convex to p’ in Theorem A. Let γ(s)|[0,L] ⊂
M be an arc-length parameterized C2-curve. Note that given p ∈M , |pγ(s)||[0,L] is a 1-
Lipschitz function (maybe not a C1-function). Then for k ≤ 0 and if |pγ(s)||[0,L] < π√k
for k > 0, given p¯ ∈ S2k, there is a unique (up to a rotation) arc-length parameterized
Lipschitz-curve γ¯(s)|[0,L] in S2k such that
|pγ(s)| = |p¯γ¯(s)| for all s ∈ [0, L], (2.1)
and [p¯γ¯(s)] turns clockwise as s increases ([PP], in which γ¯(s)|[0,L] is called a develop-
ment of γ(s)|[0,L] with respect to p). If k > 0 and |pγ(s)| = 2π√k for some s ∈ [0, L], by
the Maximum Diameter Theorem ([CE]), we know that M is isometric to Snk ; and thus
there is an arc-length parameterized C2-curve γ¯(s)|[0,L] such that (2.1) holds.
Definition 2.1 The γ(s)|[0,L] right above is said to be convex to p if
(2.1.1) for all s ∈ [0, L], there is [pγ(s)] such that the angle between Dγ˙(s)γ˙(s) and ↑pγ(s)
is less than or equal to π2 , and {γ˙(s),Dγ˙(s)γ˙(s), ↑pγ(s)} lies in a plane of Tγ(s)M 5.
(2.1.2) [p¯γ¯(0)] ∪ γ¯(s)|[0,L] ∪ [p¯γ¯(L)] is a convex curve in S2k.
5If M = Snk , (2.1.1) implies that p and γ(s)|[0,L] fall in an S
2
k ⊂ S
n
k .
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Remark 2.2 (2.2.1) In Definition 2.1, if γ(s)|[0,L] is a piecewise C2-curve, then at
non-differential points, γ˙(s) shall be replaced by γ˙±(s) and it shall be added that
|(−γ˙−(s)) ↑pγ(s) |+ |γ˙+(s) ↑pγ(s) | = |(−γ˙−(s))γ˙+(s)|.
(2.2.2) If k > 0 and |pγ(s)| = 2π√
k
for some s ∈ [0, L] (so M is isometric to Snk), then by
(1.2), (2.1.2) implies that each of [pγ(0)] ∪ γ(s)|[0,L] ∪ [pγ(L)] and [p¯γ¯(0)] ∪ γ¯(s)|[0,L] ∪
[p¯γ¯(L)] is a union of two half great circles.
Since Theorem A for secM ≥ k is almost an immediate corollary of the proof in
Section 1, we only supply a rough proof for it.
Proof of Theorem A for secM ≥ k.
Since γ(s)|[0,L] is convex to γ(0) and p in (A1) and (A2), for the γ¯(s)|[0,L] and p¯
corresponding to γ(s)|[0,L] and p, γ¯(s)|[0,L] ∪ [γ¯(0)γ¯(L)] and [p¯γ¯(0)]∪ γ¯(s)|[0,L] ∪ [p¯γ¯(L)]
are convex curves in S2k (by (2.1.2)). We observe that the proof of Theorem A for
secM ≤ k in Section 1 applies to γ˜(s)|[0,L] and γ¯(s)|[0,L] (which both lie in S2k) by
replacing γ(s)|[0,L] and γ˜(s)|[0,L] (in Section 1) by γ˜(s)|[0,L] and γ¯(s)|[0,L] respectively.
A problem here is that γ¯(s)|[0,L] is only a 1-Lipschitz curve. However, via (1.3), (2.1.1)
implies that the corresponding (1.5) still holds (in the support sense), and then one
can check that the whole proof in Section 1 still works here. This together with (2.1)
implies that (0.3-5) follows. Moreover, if equalities hold in (0.3-5), then γ˜(s)|[0,L] has to
be equal to γ¯(s)|[0,L] up to an isometry of S2k, which implies γ¯(s)|[0,L] is also a C2-curve.
It then is not hard to see the rigidity part of (A1) and (A2.3). 
We will end this section by showing that Definition 2.1 is not so artificial through
the following two remarks (especially Remark 2.4) on it.
Remark 2.3 (2.1.1) implies that γ¯(s) ⊂ S2k satisfies that
∀ s ∈ [0, L], ∃ δ > 0 s.t. [p¯γ¯(s− δ)] ∪ γ¯(s)|[s−δ,s+δ] ∪ [p¯γ¯(s+ δ)] is convex (2.2)
(here if s = 0 (resp. L), then s− δ (resp. s+ δ) should be 0 (resp. L)). Recall that for
p ∈M (secM ≥ k) and an arc-length parameterized minimal geodesic σ(s)|[a,b] ⊂M , if
we let f(s) = ρk(|pσ(s)|) with ρk(x) =


1
k
(1− cos(√kx)), k > 0
x2
2 , k = 0
1
k
(1− cosh(√−kx)), k < 0
, then
f ′′(s) ≤ 1− kf(s) for all s ∈ [a, b] (in the support sense, [Pe]). (2.3)
Thereby, for each s0 ∈ [0, L], by comparing γ(s)|[0,L] and the minimal geodesic tangent
to γ(s)|[0,L] at γ(s0), via (1.3) one can see that (2.1.1) implies that (2.3) holds for p¯
and γ¯(s)|[0,L]. On the other hand, according to [PP], (2.2) is equivalent to (2.3) for p¯
and γ¯(s)|[0,L] (⊂ S2k). It then follows that (2.1.1) implies (2.2).
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Remark 2.4 (2.4.1) If γ(s)|[0,L] is a minimal geodesic in Definition 2.1, then γ(s)|[0,L]
is convex to p automatically. It is clear that γ(s)|[0,L] satisfies (2.1.1), so it suffices
to verify (2.1.2). We only need to consider the case where γ(0) 6∈ [pγ(1)] and γ(1) 6∈
[pγ(0)]. In such a situation, for the p¯ and γ¯(s)|[0,L] corresponding to p and γ(s)|[0,L],
s < |p¯γ¯(0)| + |p¯γ¯(s)| and thus | ↑γ¯(0)p¯ ↑γ¯(s)p¯ | < π for all s ∈ [0, L]. This together with
(2.2) (see Remark 2.3) implies (2.1.2).
(2.4.2) In (A2) of Theorem A for the case where secM ≥ k, if γ(s)|[0,L] is a minimal
geodesic, then γ˜(s)|[0,L] has to be a minimal geodesic too by ‘κ(s) ≥ κ˜(s)’. Then due to
(2.4.1), (A2.1) and (A2.2) imply (0.2.1) and (0.2.2) respectively. Moreover, note that
[pγ(0)] and [pγ(L)] are also convex to γ(L) and γ(0) respectively. Hence, if the equality
of (0.4) holds for some s ∈ (0, L), then by (A2.3) and by applying (A2) of Theorem
A on {[pγ(0)], γ(L)} and {[p˜γ˜(0)], γ˜(L)} (and {[pγ(L)], γ(0)} and {[p˜γ˜(L)], γ˜(0)}), it is
not hard to conclude (0.2.3). That is, (A2) of Theorem A includes Theorem 0.2.
3 Proof of Theorem B
3.1 Preparations
Note that a proof of Theorem B has to depend only on its local version, i.e. the
definition of Alexandrov spaces with lower curvature bound, which enables us to define
the angle between two minimal geodesics starting from a common point ([BGP]).
In this section, X always denotes a complete Alexandrov space with curvature ≥ k.
Given [pq], [pr] ⊂ X, we denote by ∠qpr the angle between them (i.e. | ↑qp↑rp |). And we
denote by △qpr, a triangle, the union of three minimal geodesics [pq], [pr], [qr] ⊂ X.
From the definition of angles, one can see the following easy property ([BGP]).
Lemma 3.1 Let [pq], [rr′] ⊂ X with r ∈ [pq]◦. Then ∠prr′ + ∠qrr′ = π.
Furthermore, we have the following easy observation.
Lemma 3.2 Let [pq], [qr] ⊂ X. Then for qi ∈ [qr] with qi → q as i→∞,
|pqi| ≤ |pq| − cos∠rqp · |qqi|+ o(|qqi|). (3.1)
Proof. By Toponogov’s theorem around q, there is p¯ ∈ [pq] near q such that
|p¯qi| ≤ |p¯q| − cos∠rqp · |qqi|+ o(|qqi|).
Then (3.1) follows from that |pqi| ≤ |pp¯|+ |p¯qi|. 
In fact, we can select [pq] such that (3.1) is an equality (the first variation formula)
once Theorem B has been proven ([BGP]). We will end this subsection by Alxandrov’s
lemma ([BGP]), a basic tool in Alexandrov geometry.
Lemma 3.3 Let △pqr, △pqs,△abc ⊂ S2k, where △pqr and △pqs are joined to each
other in an exterior way along [pq], such that |ab| = |pr|, |ac| = |ps|, |bc| = |qr|+ |qs|,
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and |ab|+ |ac|+ |bc| < 2π√
k
if k > 0. Then ∠pqr + ∠pqs ≤ π (resp. ≥ π) if and only if
∠prq ≥ ∠abc and ∠psq ≥ ∠acb (resp. ∠prq ≤ ∠abc and ∠psq ≤ ∠acb).
3.2 Proof of Theorem B
Due to the similarity, we only give a proof for the case where k = 0.
Assume that Theorem B is not true, i.e. there is s ∈ [qr] and s˜ ∈ [q˜r˜] with
|qs| = |q˜s˜| such that |ps| < |p˜s˜|. To get a contradiction, roughly, we will construct a
sufficiently small triangle which does not satisfy Toponogov’s theorem. The process is
completed through the following three steps, where for △abc ⊂ X we denote by ∠˜abc
the corresponding angle of its comparison triangle 6 in S2k.
Step 1. To find r′ ∈ [qr]◦ such that, for any [pr′], ∠pr′q < ∠˜pr′q or ∠pr′r < ∠˜pr′r.
By Step 1, there is a △p1q1r1 (with p1, q1, r1 ∈ △pqr) such that
∠p1q1r1 < ∠˜p1q1r1. (3.2)
Let peri(p1q1r1) and (p1q1r1)min denote the perimeter (i.e. |p1q1|+ |p1r1|+ |q1r1|) and
the length of the minimal side of △p1q1r1 respectively.
Step 2. To find a△p2q2r2 with p2, q2, r2 ∈ △p1q1r1 such that peri(p2q2r2) < peri(p1q1r1),
∠p2q2r2 < ∠˜p2q2r2, and either
(3.3) cos∠p2q2r2 − cos ∠˜p2q2r2 ≥ cos∠p1q1r1 − cos ∠˜p1q1r1, or
(3.4) the following holds:
(3.4.1) peri(p2q2r2) < peri(p1q1r1)− 12(p1q1r1)min,
(3.4.2) if (p2q2r2)min < (p1q1r1)min, then peri(p2q2r2) < 4.5(p1q1r1)min.
Step 3. To repeat Step 2 to get {△piqiri}∞i=1 each of which satisfies peri(piqiri) <
peri(pi−1qi−1ri−1), ∠piqiri < ∠˜piqiri, and the corresponding (3.3) or (3.4).
Observe that if peri(piqiri) → 0 as i → ∞, i.e. △piqiri converges to a point,
then ‘∠piqiri < ∠˜piqiri’ contradicts the local Toponogov’s theorem (cf. (0.3.2)). In
fact, if there is an infinite number of △piqiri satisfying (3.4), then peri(piqiri) → 0
(note that either all (piqiri)min have a positive lower bound, or (piqiri)min → 0 passing
to a subsequence; then by (3.4.1) or (3.4.2) respectively peri(piqiri) → 0). Hence, if
peri(piqiri) converges to a positive number, then we can assume that the corresponding
(3.3) holds for all i ≥ 2. Then △piqiri has to converge to a minimal geodesic passing
to a subsequence, and meanwhile a contradiction follows.
In the rest of the proof, we need only to show how we accomplish Step 1 and 2.
On Step 1:
Let r′ ∈ [qr] and r˜′ ∈ [q˜r˜] with |qr′| = |q˜r˜′| such that
|pr′| − |p˜r˜′| = min
s∈[qr],s˜∈[q˜r˜],|qs|=|q˜s˜|
{|ps| − |p˜s˜|} < 0.
6We usually call △a˜b˜c˜ ⊂ S2k the comparison triangle of △abc if |a˜b˜| = |ab|, |a˜c˜| = |ac| and |˜bc˜| = |bc|.
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Then by Lemma 3.1 and 3.2 we can conclude that, similar to Lemma 1.2,
∠qr′p = ∠q˜r˜′p˜ and ∠rr′p = ∠r˜r˜′p˜.
On the other hand, since |pr′| < |p˜r˜′|, by Lemma 1.3 it is easy to see that
∠q˜r˜′p˜ < ∠˜qr′p or ∠r˜r˜′p˜ < ∠˜rr′p.
It therefore follows that
∠qr′p < ∠˜qr′p or ∠rr′p < ∠˜rr′p.
On Step 2:
We can finish Step 2 according to the following two cases.
Case 1: One of [p1q1] and [q1r1], say [p1q1], is the minimal side of △p1q1r1.
We first notice that by (3.2) and Lemma 3.2 there is t ∈ [q1r1] and t˜ ∈ [q˜1r˜1] with
|t˜r˜1| = |tr1| such that |p1t| = |p˜1t˜| and for any t′ ∈ [q1t]◦ and t˜′ ∈ [q˜1t˜] with |t˜′t˜| = |t′t|
|p1t′| < |p˜1t˜′|. (3.5)
If t 6= r1, then peri(p1q1t) < peri(p1q1r1) and cos∠p1q1t−cos ∠˜p1q1t = cos∠p1q1r1−
cos ∠˜p1q1r1. I.e., it suffices to let (p2, q2, r2) = (p1, q1, t).
We now assume that t = r1. If |p1q1| < |q1r1| (resp. |p1q1| = |q1r1|), we take
the point s ∈ [q1r1] with |sr1| = |p1q1| (resp. |sr1| = 12 |p1q1|). It is clear that
peri(p1q1s),peri(p1r1s) < peri(p1q1r1). If ∠p1q1s < ∠˜p1q1s or ∠p1sq1 < ∠˜p1sq1, then
we can let (p2, q2, r2) , (p1, q1, s) or (p1, s, q1) respectively which satisfies (3.4) (due to
(3.5), it is easy to see that peri(p1q1s) < peri(p1q1r1) − 12 |p1q1|, and if (p1q1s)min <
|p1q1| then peri(p1q1s) < 4|p1q1|). If ∠p1q1s ≥ ∠˜p1q1s and ∠p1sq1 ≥ ∠˜p1sq1, then
we claim that (p2, q2, r2) = (p1, s, r1) which satisfies (3.3). First of all, note that
∠p1sr1 = π − ∠p1sq1 and ∠p1q1r1 = ∠p1q1s. Then by Lemma 3.3, “∠p1q1s ≥ ∠˜p1q1s,
∠p1sq1 ≥ ∠˜p1sq1 and ∠p1q1r1 < ∠˜p1q1r1” implies that ∠p1sr1 < ∠˜p1sr1, and thus one
can check that
cos∠p1sr1 − cos ∠˜p1sr1
cos∠p1q1r1 − cos ∠˜p1q1r1
≥ cos(π − ∠˜p1sq1)− cos ∠˜p1sr1
cos ∠˜p1q1s− cos ∠˜p1q1r1
=
|p1q1| · |q1r1|
|p1s| · |sr1|
by (3.5)
> 1.
Case 2: [p1r1] is the strictly minimal side of △p1q1r1.
Without loss of generality, we assume that |p1r1| < |p1q1| ≤ |q1r1|. By the same
reason as in Case 1, we can assume that (3.5) holds for all t′ ∈ [q1r1]◦ and t˜′ ∈ [q˜1r˜1]
with |t˜′r˜1| = |t′r1|. Then we can conclude that there is s ∈ [q1r1] such that either
|sr1| = |p1r1| and |p1r1| ≤ |p1s| <
√
2|p1r1|, or |sr1| > |p1r1| and |p1s| = |p1r1|. It
follows that peri(p1q1s) < peri(p1q1r1)− 12 |p1r1|, and peri(p1sq1) < 4.5|p1r1| if |q1s| <
|p1r1|. Moreover, similar to the proof for Case 1, we can let (p2, q2, r2) = (p1, q1, s) or
(p1, s, q1) which satisfies (3.4), or let (p2, q2, r2) = (p1, s, r1) which satisfies (3.3). 
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