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ABSTRACT 
There is a critical need for protein structure and function prediction. Accurate protein 
secondary structure prediction is essential for many bioinformatics applications, including 
protein tertiary structure prediction. We developed an algorithm (Fragment Data Mining, 
FDM) for protein secondary structure prediction using fragments of known structures 
obtained by multiple sequence alignment (MSA). Its performance is excellent where high-
score MSA matches are available. By combing it with GOR V, a new Consensus Database 
Mining (CDM) method was developed, which surpasses the performances of both FDM and 
GOR V. For each residue, it chooses to use either the result of FDM or GOR V depending 
upon the availability of high-score matches of MSA. A server has been set up to make CDM 
publicly accessible. It becomes more popular due to the reliability and efficiency of its 
performance, the simplicity of its use, and its potential for improvement with the rapidly 
growing number of determined structrues.  
Phosphorylation is the most important post translational modifications for cellular 
regulation and signal transduction. Upon phosphorylation, proteins can undergo obvious 
conformational changes. It is challenging to characterize these changes because of the high 
flexibility of phosphorylation regions and the difficulties in obtaining diffraction quality 
crystals.  In the current study, we focused on the conformational changes of CDK2 due to 
phosphorylation at Thr160. We use C-C-side chain (CABS) modeling, Targeted Molecular 
Dynamics (TMD) and conventional molecular dynamics (MD) to simulate the structural 
transition and create transition pathways. Principal component analysis (PCA) of the 
trajectories and normal mode analysis (NMA) with anisotropic network model (ANM – an 
 
  
 
xii
elastic network model) were used for trajectory analysis and performance comparisons. The 
CABS with appropriate constraint weights and TMD with proper force constants successfully 
simulated the conformational changes of CDK2 phosphorylation, including the formation of 
the arginine cluster, maintaining the geometrical relationships of the conserved residues, and 
the characteristic movement of the active loop (T loop). For conventional MD, we use the 
CABS modeling and energy optimization to contruct the missing segments lin the structure. 
CABS is, for the first time, used also to create transition pathways as well as to patch in the 
segment without determined coordinates. It proved especially valuable in the study of small 
localized conformational changes. The results show that CABS and TMD are both effective 
approaches for creating pathways of transitions due to phosphorylation. PCA showed 
significant overlaps with set of low frequency ANM normal modes. It is possible to explore 
the mechanisms of phosphorylation-induced conformational changes with these simulation 
methods and analysis methods. 
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PART I. IMPROVING PROTEIN SECONDARY STRUCTURE 
PREDICTION 
 
 
CHAPTER 1. INTRODUCTION AND LITERATURE REVIEW 
 
Introduction 
There is a huge gap between the number of known amino acid sequences and the 
number of determined structures. This points up the urgent needs for protein structure 
prediction using computational methods, which can serve as complementary tools to 
experimental approaches for determining protein structures. Sometimes, protein structure and 
function predictions can provide information that is unobtainable by experiments.  
Accurate protein secondary structure prediction is essential for many bioinformatics 
applications. It helps in structure alignment (Krissinel & Henrick, 2004), in understanding 
protein function without knowledge of its three dimensional structure, in determining remote 
homologs. Also most of the tertiary structure prediction algorithms rely upon predicted 
secondary structures as input.  
Secondary structure prediction started from single residue statistics and amino acid 
properties (Chou & Fasman, 1974). Then statistics of blocks of residues were introduced into 
the predictions (Gibrat et al., 1987). Later on, neural networks (Frishman & Argos, 1997; 
Holley & Karplus, 1989; Jones, 1999; Petersen et al., 2000; Qian & Sejnowski, 1988; Rost & 
Sander, 1993b; Rost et al., 1994; Stolorz et al., 1992), nearest neighbor algorithms (Biou et 
al., 1988; Levin & Garnier, 1988; Levin et al., 1986; Salamov & Solovyev, 1995; Salamov & 
Solovyev, 1997; Salzberg & Cost, 1992; Yi & Lander, 1993) and other methods were 
applied. Based on single sequence analysis, the accuracy of prediction in Q3 is usually below 
70%. 
Evolutionary information was included in predictions through multiple sequence 
alignment (MSA)  (Rost & Sander, 1993a; Zvelebil et al., 1987). The most successful and 
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popular methods are PHD (Rost, 1996) and PSIPRED (Jones, 1999). This boosts the 
accuracy to about 76% in Q3.  
A few years ago, we applied MSA to query sequences from the structure database 
PDB  (Berman et al., 2000) and collected fragments of known structures. Based on the 
fragments and the identity scores in the MSA, we developed Fragment Database Mining 
(FDM) (Cheng et al., 2005) for secondary structure predictions. The advantage of FDM is its 
excellent prediction accuracy when there are availability highly similar MSA matches. But 
its performance can be poor if no such fragments are available. 
GOR V relies instead on the use of an algorithm, information theory and Bayesian 
statistics (Kloczkowski et al., 2002; Sen et al., 2005). Its performance does not rely on the 
structures deposited in the PDB, except in an overall sense for collecting statistical values. 
We then set up a single parameter (an MSA identity cutoff) to determine whether a residue in 
query sequence is predicted by FDM or by GOR V. This combination is termed CDM (Sen et 
al., 2006). CDM works consistently better than either the FDM or the GOR V.  
To popularize this prediction method and to serve reaerchers better, we set up a 
prediction server based on CDM (Cheng et al., 2007). Its efficiency, simplicity and multiple 
formats of output, mean that it is becoming a more and more popular server.  
The most outstanding point for CDM is that with the continually increasing number 
of structures and structural fragments in the PDB, the accuracy of predictions by CDM will 
continue growing. 
The rest of this chapter provides a literature review for further background relevant to 
the research conducted. The remainder of part I, improving protein secondary structure 
prediction, is organized into 3 chapters. The following two chapters (chapter 2 and 3) include 
two papers that we have published. The last chapter (chapter 4) provides general conclusions 
and discussion based on the projects described in chapter 2 and 3.  
Chapter 2 consists of the paper “A Consensus Data Mining secondary structure 
prediction by combining GOR V and Fragment Database Mining”, published in Protein 
Science 15:2499-2506 (2006). 
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Chapter 3 consists of the paper “Consensus Data Mining (CDM) Protein Secondary 
Structure Prediction Server: Combining GOR V and Fragment Database Mining (FDM)”, 
published in Bioinformatics 23: 2628-2630 (2007). 
Literature review 
The prediction of protein structure and of the related protein function from the amino 
acid sequence is one of the most important problems in modern bioinformatics. Recently, 
with the completion of many large-scale genome sequencing projects this problem has 
become even more important, since the rapidly growing protein sequences require more and 
more structure determinations or predictions, with predictions being the more economical 
approach, but presently being less reliable. Genome sequencing provides a huge amount of 
amino acid sequence data, while the corresponding structural information is much more 
difficult to obtain experimentally. The gap between the number of known protein amino acid 
sequences and the number of known structures in the Protein Data Bank (PDB)(Berman et 
al., 2000) constantly and rapidly increases. Some methods, such as homology modeling or 
threading are useful, but sometimes infeasible, making major advances in protein structure 
prediction from sequence of the utmost importance.  
Although the prediction of tertiary structure is one of ultimate goals of protein 
science, the prediction of secondary structure from sequence remains a more feasible 
intermediate step in this direction. Furthermore, usually knowledge of the secondary 
structure can serve as input for prediction of tertiary structure. Sometimes, secondary 
structure prediction can even be useful when a protein structure is already known. An 
interesting example of this is provided by Young et al. (Young et al., 1999) who reported the 
correlation between secondary structure prediction and global considerations. They used 
secondary structure prediction to monitor regions, trying to identify putative allosteric 
switches, and applied their finding to the myosin family. Secondary structure prediction can 
be used to predict some aspects of protein functions. During the prediction, some output can 
be retrieved to serve as inputs for other important bioinformatics procedures. In genome 
analysis, it is used to help classify proteins, separate domains, do genome analysis, and even 
recognize functional motifs (Rost, 2001). 
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Instead of predicting the full three-dimensional structure, it is much easier to predict 
simplified aspects of structure, namely the key structural elements of the protein and the 
location of these elements along the protein amino acid sequence. This reduces the complex 
three-dimensional problem to a much simpler one-dimensional problem. 
In the 1960s and 1970s, secondary structure prediction was based mainly on single 
amino acid propensities. Until the early 1990s, the main methods still focused on local 
information in the sequences. That leads to low prediction accuracy, at a level slightly above 
0.60 of Q3 (the percentage of correctly predicted residues for the total of the three states: 
helix, strand, and other (coil)).  
Dating back to late 1970s, scholars began thinking about introducing global 
information into this procedure (Dickerson et al., 1976; Zvelebil et al., 1987). There were 
pioneers trying to fold the evolutionary propensities into the prediction, and this started a 
new generation of prediction. Thinking about the fact that during the evolution process, 
“structure is more conserved than the sequence” (Kloczkowski et al., 2002a), it is highly 
appropriate to try to combine evolutionary information with the prediction to obtain a higher 
accuracy if the relationship between sequence identity and structure similarity has been 
appropriately considered. 
Enlarged databases, new searching models and algorithms make it feasible to extend 
family divergence, i.e. larger and more divergent families are available even when the 
structures of some of the family members are unknown. It is possible to perform large-scale 
searches with the help of PSI-BLAST (Altschul et al., 1997) and Hidden Markov Models 
(Eddy, 1998; Karplus et al., 1998). The PSI-BLAST search tool uses iteration, starting from 
the safe zone for comparisons, extending into the twilight zone. Evolutionarily it identifies 
somewhat divergent family members. By doing the multiple alignments, conserved 
information of long-range segments along sequences is likely to be uncovered and thus 
conserved structure properties improve the prediction. There are alternatives to increasing the 
search divergence to improve the prediction accuracy.  Jennings et al. (Rost, 2001) claimed 
to have improved the prediction accuracy of ClustalW/HMMer alignment. They similarly 
started with a safe zone alignment in ClustalW/HMMer, and iteratively refined the prediction 
through DSC (Discrimination of protein secondary structure class)(King et al., 1997).  
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By using divergent profiles, the prediction accuracy reaches 0.76. It is commonly 
believed that the improvement of prediction is due to the growth of the databases, extended 
searches and other reasons. The reasons for improvement were investigated to separate the 
contributions between enlarged databases and extended searching. Standard BLAST was 
performed against SWISS-PROT (Bairoch & Apweiler, 1997; Bairoch & Boeckmann, 1991), 
and against SWISS-PROT + TrEMBL + PDB (larger database). Then different searching 
methods, using standard BLAST and PSI-BLAST were applied against the same large 
database. Both factors improved the accuracy by approximately 2 percentage points. 
The accuracy is also influenced by the secondary structure assignment.  It makes the 
prediction easier to predict only the key elements of secondary structures, namely -helix, -
sheet and coils. The consistent assignments of DSSP (Database of Secondary Structure in 
Proteins) (Kabsch & Sander, 1983) are now widely accepted. According to the DSSP 
classification, there are eight elements of secondary structure assignment:  H (-helix), E 
(extended -strand), G (310 helix), I (-helix), B (bridge, a single residue -strand), T (-
turn), S (bend), and C (coil). It is based mainly on hydrogen bonds between the backbone 
carbonyl and NH groups. But even for one DSSP assignment, there can be different 
interpretations (Kloczkowski et al., 2002a). For example converting 310 helices and -b
into non-regular structure yieldsd a higher prediction accuracy (Rost
ulges 
, 2001). 
Besides the factors mentioned above, good methods or algorithms help to increase the 
accuracy of prediction. SSpro is an example (Baldi et al., 1999).  It applied the idea of 
recursive neural networks without using more divergent profiles.  The comparison of 
prediction accuracy for different methods (Rost, 2001) proves its success. NNSSP  (Salamov 
& Solovyev, 1995) applied the idea of nearest neighbors. The procedure is, first, to construct 
the library of local stretches of residues, and second, assemble the local structure motifs 
according to a Hidden Markov Model.  
There exist 4 major methods for secondary structure prediction: 1) empirical 
statistical methods, 2) nearest neighbor methods, 3) methods that use hidden Markov models, 
and 4) neural network methods. 
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1) Empirical statistical methods 
There are two representative algorithms, Chou-Fasman and GOR methods.  
The Chou-Fastman method was the first popular algorithm used to predict the 
secondary structures of globular proteins (Chou & Fasman, 1974). It first used the very small 
dataset of structures available at that time. Based on the frequencies of appearance of each 
residue in -helix and -strand of the dataset, each amino acid was assigned a weight value. 
Accordingly, the sequences were classified into six categories. A cutoff value was set. For a 
query sequence, the algorithm scanned the sequence, and found the regions with values lower 
than the cutoff values. These regions were regarded as regions with high probability of being 
in -helix or -strand. Other regions were coils. Larger test datasets in later research proved 
its prediction accuracy to be around 0.50. More complex algorithms were then developed 
such as the one by Lim (Lim, 1974). Its difference in comparison with Chou-Fasman was 
that it classified amino acids into groups according to their size, hydrophobicity, and 
conformational flexibility instead of single representative value for assignments. 
GOR (Garnier et al., 1978) is another representative. This algorithm has been updated 
several times. It uses the principles of information theory. The newer versions improve the 
prediction accuracy to above 0.71 using pair-wise statistics of residues beyond nearest 
neighbors instead of single residue statistics as in the older versions. Version V even reaches 
0.735 by introducing multiple sequence alignments to the algorithm (Kloczkowski et al., 
2002a; Kloczkowski et al., 2002b). 
 
2) Nearest neighbor methods 
These methods are based on the existence of a large data bank of known structures. 
Theoretically, similar sequence segments share similar structures. The main idea is doing 
alignment for the query sequence against some database (for example PDB) and calculating 
the structural element for each residue of the query sequence according to the matching 
information. This method gives ideal results if there are many similar matches to the query 
sequence. There are, however, many shortcomings. First, novel sequences may not always 
have many ideal matches in the databank; long sequences may not have enough matches to 
achieve reliable prediction, since the matches are usually short local segment alignment; the 
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ends of the query sequence may not have sufficient matches, etc. Therefore, selection of a 
satisfactory set of matching segments must be considered cautiously (Salamov & Solovyev, 
1997). Also it is based on local alignments and therefore, the accuracy of an alignment 
algorithm may affect the prediction results dramatically. The representatives are NNSSP and 
PREDATOR, which use the eight structural assignments of DSSP for the prediction.  
 
3) Methods based on hidden Markov models 
The idea is quite similar to the nearest neighbor methods. The different approach is 
that it constructs the prediction model based on hidden Markov models. It has disadvantages 
similar to those of nearest neighbor methods. HMMSTR (Bystroff et al., 2000) is reported to 
achieve an accuracy level of 0.743. 
 
4) Neural network methods and other artificial intelligence approaches 
This approach gains its name because it represents a simulation of the operations of 
synaptic connections among neurons. As the neurons are layered onto processs for different 
levels of signals, the neural networks accept the original input (which might be a sequence 
segment, having been modified by a weighting factor), combine more information, integrate 
all into an output, send the output to the next level of processors, and so forth. During the 
process, the network adjusts the weights and biases continuously, according to the known 
information, i.e. the network is trained by a training set of homologous sequences of known 
structures for the prediction problem. The more layers, the more information it can 
distinguish. The PHD (Rost & Sander, 1994) is one of the best known representative method, 
reporting 0.72 accuracy of prediction. This method depends on homologous proteins of 
known structures. If the query protein is not homologous to any training proteins, the results 
can be poor. 
 
5) Combined methods 
Last is the combination of various methods. There are usually two kinds of errors 
existing in theprediction methods, one is systematic error, which is from the nonlocal effects, 
and the other is from the method itself, for example for AI approaches, the training error 
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from the training sets.  Theoretically, if the errors from different methods are independent 
and are not systematic, then combined methods may improve the prediction accuracy. But it 
seems that there is not a criterion for when to combine and what methods should be included. 
In the field of ab initio protein structure prediction, the Rosetta algorithm, a 
computational technique developed by Baker and his colleagues at the University of 
Washington, was quite successful in predicting the three-dimensional structure of a folded 
protein from its linear sequence of amino acids.  Under the assumption that the distribution of 
structures sampled by an isolated chain segment can be approximated by the distribution of 
conformations of that sequence segment, Rosetta predicts local structures by searching all 
possible conformations based on structural fragment combinations. “Folding to the native 
structure occurs when conformations and relative orientations of the segments allow burial of 
the hydrophobic residues and pairing of -strands without steric clashes” (Bonneau et al., 
2001). 
It is commonly believed that similarities between the sequences of two proteins infer 
similarities between their structures, especially when the sequence similarity is greater than 
50%. A protein sequence folds into a unique three-dimensional structure. Interestingly, there 
is not always a one-to-one correspondence. The structure space is smaller than the sequence 
space. Or we can say, the structure of a fold is more representative. It is possible that 
different sequences may share similar structures. Even from the evolutionary point of view, 
the structure is more conserved than sequence. 
Usually, sequences derived from the same ancestor (homologues) are more similar. 
Yet if the relationship is very distant (distant homologues), the sequence similarity can be 
hard to detect. But the conservation of some special motifs can possibly be detected using 
special methods. Those special motifs are considered to be even more important than general 
matches found in alignments of close homologs. We can say that the local conservation is 
more prominent than the sequence as a whole. 
Based on the fact that a similar sequence implies a similar structure, and conserved 
local motifs contribute to a similar structure, we try to find a local alignment method to 
obtain structure information which can be used to predict the query sequences. Basically, we 
try to apply Rosetta’s segment assembly idea of tertiary structure analysis to our secondary 
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structure prediction, by combining the information of segments obtained through local 
alignment and use this information to make the prediction. BLAST provides such an 
alignment method. If we perform BLAST on query sequences against some databases in 
which all the information on proteins is available (for example the PDB), then it is possible 
to use BLAST results to predict the secondary structure from sequence (de novo/ab initio 
prediction). BLAST can be regarded as a shortcut for obtaining the evolutionary information. 
We get this information and assign different weights to the matches according to the identity 
scores. Based on the matching information, we calculate the normalized scores of each 
position to be in some secondary structures. We choose the highest score as the prediction. 
Sometimes, the scores of being E, H or C are close or even equal, so that choosing the 
highest is difficult or unreasonable; the predicted secondary structure element is not 
physically meaningful in real life, for example, helices having only two residues, or mixtures 
of strand (E) and helix (H) residues. Therefore, we try to use artificial intelligence (AI) 
approaches to learn from a training set for some cases of weight assigning methods. The idea 
is to choose the most likely score and make the prediction accordingly. 
More concretely, the procedure is as follows:  
Choose a dataset of sequences with known structures as query sequences. Do local 
alignment against some database of known structures. Retrieve the segments from the 
alignment result. Assign weights to the segments. Calculate normalized scores for each of the 
residues of the query sequences to be in one specific secondary structure element. Make final 
prediction according to the normalized scores. Finally, evaluate the prediction accuracy. 
Our algorithm and results of predictions on a benchmark dataset, the Cuff & Barton 
dataset of 513 sequences (CB513) (Cuff & Barton, 2000), are summarized in our publication 
on the fragment database mining (FDM) (Cheng et al., 2005). 
 The GOR program was one of the first methods proposed for protein secondary 
structure prediction from sequence.  The original paper (GOR I) was published by Garnier, 
Osguthorpe and Robson in 1978, with the first letters of the authors’ names forming the name 
of the program (Garnier et al., 1978). The method has been continuously improved and 
modified over the last 30 years (Garnier et al., 1996; Garnier & Robson, 1989; Gibrat et al., 
1987; Kloczkowski et al., 2002b). The GOR algorithm is based on information theory 
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combined with Bayesian statistics. It computes the conditional probability P(S|R) of 
observing conformation S, (where S is one of the three states: helix (H), extended (E) or coil 
(C))  for residue of type R (where R is one of the 20 possible amino acids) and the 
probability P(S) of the occurrence of conformation S. The conformational state of a given 
residue in the sequence depends not only on the type of the amino acid R but also on the 
neighboring residues along the chain within the sliding window.   
Studies by other groups showed that the accuracy of prediction for secondary 
structure prediction methods could be significantly increased by including evolutionary 
information by incorporating multiple sequence alignments (MSA)  (Levin & Garnier, 1988; 
Rost, 1996; Zvelebil et al., 1987) (for a recent review see (Simossis & Heringa, 2004)). In the 
most recent GOR V (Kloczkowski et al., 2002a), evolutionary information in the form of 
multiple sequence alignments (MSA) is included using PSI-BLAST (Altschul et al., 1997). 
With the help of evolutionary information, the full jack-knife (leave one out validation) 
prediction accuracy of GOR V using the Cuff and Barton dataset reaches Q3 = 73.5%; a 
nearly 10% increase over the previous GOR IV performance. 
In order to improve the accuracy of secondary structure predictions with the Fragment 
Database Mining method, we developed a new hybrid method: Consensus Data Mining 
(CDM), which combines our two previous successful secondary structure prediction methods: 
the Fragment Database Mining (FDM) (Cheng et al., 2005) and GOR V algorithm 
(Kloczkowski et al., 2002a; Sen et al., 2005). The basic assumption with this approach is that 
the combination of these two complementary methods can enhance the performance of the 
overall secondary structure prediction. We utilize the distinct advantages of both methods:  
FDM relies on the availability of sequentially similar fragments in the PDB structures, which 
leads to highly accurate (much better than GOR V) predictions for cases when all fragments 
are available, but fails when such perfectly matched fragments are missing. On the other 
hand, GOR V predicts the secondary structures of less similar fragments fairly accurately, 
even when suitable structural fragments are missing. One of significant advantages of FDM 
is its applicability to various evolutionary problems because the algorithm does not rely 
exclusively on the sequences with the highest sequence similarity, but assigns weights to 
BLAST-aligned sequences that apparently capture divergent evolutionary relationships. As a 
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result, CDM, which incorporates FDM, can be successfully used, even when there are a 
variety of sequence similarities among the BLAST-identified sequences. 
The CDM algorithm uses a single parameter - sequence identity threshold, to decide 
whether to apply FDM or GOR V prediction at a given site. In order to decide which method 
is used for CDM, first an identity score map is generated. Depending on the sequence 
identity score, either FDM (if the site has a score higher than the sequence identity score) or 
GOR V is used for the CDM. Although the availability of sequences with high similarity in 
the PDB essentially depends on the target sequence, the question remains as to what the 
optimum value of the sequence identity threshold should be. To identify this optimal 
threshold, we applied the CDM algorithm to our dataset with a wide range of identity 
thresholds. Our results show that the 50% sequence identity threshold gives the best 
performance of the CDM method for the upper sequence identity limit. This optimum value 
increases to 55% when multiple sequence alignments are incorporated into GOR V. 
For the cases of 100 and 99% sequence identities, only a small portion of sequence is 
predicted by GOR V (1% and 12% respectively). For these high-end sequence identities, 
GOR V without MSA performs better than GOR V with MSA for this small portion. Only 
when the upper sequence identity limit falls to 90% or below does GOR V with MSA 
perform better. Although it is generally assumed that adding multiple sequence alignments to 
predictions increases the accuracy, the data clearly demonstrate that MSA are not effective 
for low sequence identities. The identification of ranges of parameters where CDM gives 
better performance than an individual method is crucial. The data clearly demonstrate that 
when the upper sequence identity limit is greater than or equal 90%, CDM confers higher 
accuracy than individual GOR V with or without MSA. Additionally, on average CDM is 
always better for the entire sequence than individual FDM regardless of the upper sequence 
identity limit.  
In 2003, we created the GOR V web server for protein secondary structure prediction 
freely available to public. The GOR V algorithm combines information theory, Bayesian 
statistics and evolutionary information. In its fifth version, the GOR method reached (with 
the full jack-knife procedure) an accuracy of prediction Q3 = 73.5%. The GOR V server is 
freely accessible to public users and private institutions at http://gor.bb.iastate.edu/. 
 
 12
Currently, the server is a Linux box with RedHat Enterprise 3.0 system installed with 4.5GB 
RAM and 140GB disk. The program code is compiled using the Intel Fortran Compiler 
8.0.034, and the web interface was established with a CGI script written using html and 
PERL. 
Similarly to the GORV server we developed in 2007 a new secondary structure 
prediction CDM server, available freely to the public at http://gor.bb.iastate.edu/cdm/. On the 
homepage of the CDM server, the user is asked to enter his/her e-mail address and sequence 
information as a series of one-letter amino acid letters (up to 5000). As an option, the user 
can also provide a sequence name for his/her convenience. Once the information is submitted, 
the server checks the reliability of the e-mail address and the sequence information, and then 
sends a confirmation page to the browser (or an error message if there is a problem). At this 
point, the server accepts the job and the user can close the web browser anytime without 
disturbing the job run. Another PERL script then takes over and runs BLAST against the 
PDB sequences, and PSI-BLAST against nr (non-redundant) databases. The results of these 
searches are then fed to FDM and GOR V, respectively. When the FDM, GORV, and CDM 
runs are completed, the following information is sent to the user’s e-mail address (as html 
links to the output files on the server): the secondary structure predictions of FDM, GOR IV, 
GOR V, and CDM; the secondary structure prediction weights for each position for GOR V; 
the fragment alignments and their identity scores used by FDM. The predictions for FDM, 
GOR V, and CDM are provided in two formats: either in a single line (for each method of 
prediction), or formatted so that each line contains up to 80 residues. These two formats are 
sufficient to facilitate the visualization of the prediction results for most users. 
The CDM server uses RedHat Enterprise 3.0 system, built on a Dell Xeon with 4.6 
GB RAM and 140 GB disk. The server side CGI script is a combination of html and PERL, 
and the program code is written in C++ (FDM and CDM) and Fortran (GOR V). The server 
is housed at the LH Baker Center for Bioinformatics and Biological Statistics at Iowa State 
University.  
Both GOR V and CDM are open source programs that are freely available to the 
academic community. According to a recent federal government policy all software and 
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databases developed with NIH grants should be freely available to the public and distributed 
as open source. 
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ABSTRACT 
The major aim of tertiary structure prediction is to obtain protein models with the 
highest possible accuracy. Fold recognition, homology modeling and de novo prediction 
methods typically use predicted secondary structures as input, and all these methods may 
significantly benefit from more accurate secondary structure predictions.  Although there are 
many different secondary structure prediction methods available in the literature, their cross-
validated prediction accuracy is generally lower than 80%. In order to increase the prediction 
accuracy, we developed a novel hybrid algorithm called Consensus Data Mining (CDM) that 
combines our two previous successful methods: (1) Fragment Database Mining (FDM), 
which exploits the Protein Data Bank structures, and (2) GOR V, which is based on 
information theory, Bayesian statistics and multiple sequence alignments (MSA). In CDM, 
the target sequence is dissected into smaller fragments that are compared with fragments 
obtained from related sequences in the PDB. For fragments with a sequence identity above a 
certain sequence identity threshold, the FDM method is applied for the prediction. The 
remainder of the fragments is predicted by GOR V. The results of the CDM are provided as a 
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function of the upper sequence identities of aligned fragments and the sequence identity 
threshold. We observe that the value 50% is the optimum sequence identity threshold, and 
that the accuracy of the CDM method measured by Q3 ranges from 67.5% to 93.2%, 
depending on the availability of known structural fragments with sufficiently high sequence 
identity. As the Protein Data Bank grows, it is anticipated that this consensus method will 
improve because it will more upon the structural fragments. 
INTRODUCTION 
Protein function is inherently correlated with structure. Most computational problems 
in protein science, such as protein docking (Camacho, Vajda, 2002;Halperin et al., 
2002;Smith, Sternberg, 2002;Tovchigrechko et al., 2002), protein design (Mendes et al., 
2002;Park et al., 2004;Vizcarra, Mayo, 2005), binding/active site determination (Keskin et al., 
2005;Szilagyi et al., 2005;Sen et al., 2004), and protein-protein interaction networks 
(Chaudhuri, Chant, 2005) all rely on protein structure information of various types. In 
principle, combining most diverse information should yield the best results. The rapidly 
growing number of experimentally determined structures serves as a primary source of 
information. The number of known protein structures deposited in the Protein Data Bank 
(PDB) (Berman et al., 2000) is currently (August 2006) around 38,000 (counting all, even 
highly homologous structures), a number that is significantly below than the 233,000 or so 
protein sequences available in UniProtKB/Swiss-Prot database, and the 3,050,000 
translations of EMBL nucleotide sequences collected in UniProtKB/TrEMBL database.  
Additionally, due to completion of many large-scale genome-sequencing projects the number 
of known sequences grows continuously at an incredible rate.   
Protein tertiary structure prediction from sequence is one of the most important 
problems in molecular biology. Recent significant advances in protein tertiary structure 
prediction using computational methods, measured by the Critical Assessment of Techniques 
for Protein Structure Prediction (CASP) experiments may help reduce this large gap.  These 
structure prediction methods can be broadly grouped into three categories:  
homology/comparative modeling, fold recognition/threading, and de novo (ab initio) 
modeling. Among these methods, homology modeling requires the highest sequence 
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similarity to known structures from the PDB, while de novo modeling relies to a lesser extent 
on information from the sequences and from the structures of proteins in the PDB.  Many 
tertiary structure prediction methods incorporate secondary structure prediction for 
improvement of the accuracy of their modeling, or to significantly reduce the sampling of 
conformational space that is required (Solis, Rackovsky, 2004;Kolinski, 2004;Kolinski, 
Bujnicki, 2005).  
Currently no secondary structure prediction techniques yield better than 80% 
accuracy in cross-validated predictions, measured by Q3 prediction accuracy (Rost, 2001). 
For example, the most successful techniques based on neural networks, such as PHD (Rost, 
1996) and PSIPRED (Jones, 1999) reported accuracies around 76%. This limitation in 
prediction accuracy of secondary structures is subsequently transferred into many tertiary 
structure prediction methods, limiting their performance whenever such secondary structure 
predictions are used as the input to the structure prediction algorithm.  
Secondary structure prediction is an active research area. Recently, support vector 
machines (Hua, Sun, 2001;Nguyen, Rajapakse, 2005), sequence-based two-level (Huang et 
al., 2005) and dihedral angle-based (Wood, Hirst, 2005) neural network algorithms were 
successfully used with accuracies below 80%. Neural networks were also applied for the 
cases where secondary structure are combined not only into 3 categories (helix, sheet, and 
coil); but also for 7 categories in a more detailed representation (Lin et al., 2005). 
Despite the variety of these prediction methods, the barrier of cross-validated 80% 
accuracy is still present and has not yet been overcome. Is there a structural explanation for 
this limit? In a recent, interesting work, Kihara (Kihara, 2005) pointed out the importance of 
long-range interactions on the formation of secondary structure. He argued that as long as 
secondary structure predictions are based on a sliding sequence window, the long-range 
effects not only for -sheets, but even for helices will be treated to a limited extent. A 
comparison of accuracies as a function of residue contact order (sequence separation between 
contacts) supports this argument at least for some helical and coil fragments and provides 
interesting implications for protein folding (Tsai, Nussinov, 2005). However, the accuracies 
for some other helices with high contact order were also low, suggesting that there might be 
other effects not taken into account in the present secondary structure prediction algorithms. 
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Note that the incorporation of multiple sequence alignments into predictions implicitly 
introduces long-range effects since sequence conservation is guided by structural constraints; 
GOR V, and now the present novel hybrid method both benefit from this inclusion.  
In order to improve the accuracy of secondary structure predictions, we propose a 
new hybrid method: Consensus Data Mining (CDM), which combines our two previous 
successful secondary structure prediction methods: the recently developed Fragment 
Database Mining (FDM) (Cheng et al., 2005) and the latest version of the well known GOR 
algorithm, GOR V (Kloczkowski et al., 2002;Sen et al., 2005). The basic premise of CDM is 
that the combination of these two complementary methods can enhance the performance of 
secondary structure prediction by harnessing the distinct advantages both methods offer. 
FDM exploits the availability of sequentially similar fragments in the PDB, which leads to 
the highly accurate (much better than GOR V) prediction of structure for such fragments, but 
such fragments are not available for many cases. On the other hand, GOR V predicts the 
secondary structure of less similar fragments fairly accurately, where usually the FDM 
method cannot find suitable structures. 
RESULTS 
Consensus Data Mining (CDM) exploits the strengths of two complementary methods: 
Fragment Database Mining (FDM) and GOR V.  As explained in detail in the Methods 
section, the CDM algorithm relies upon a single parameter (sequence identity threshold) to 
specify whether to apply FDM or GOR V prediction at a given site. The representation of the 
CDM method is shown in Figure 1, where the first row is a part of the query sequence, the 
second and the third rows are the FDM and GOR V predictions. In order to decide which 
method is used for CDM, first an identity score map is generated for the fragment data. 
Depending on the sequence identity score, either FDM (if the site has a score higher than the 
sequence identity threshold) or GOR V is used for the CDM. The highlighted portions of 
Figure 1 specify which predictions are used in CDM.    
The success of FDM depends largely upon the availability of similar fragments to the 
target sequence. In practice, however, the availability of similar sequences can vary 
significantly. In order to analyze the relationship between the performance of CDM and the 
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sequence similarity of fragments, we have methodically excluded fragment alignments with 
sequence identities above a certain limit, and have called this limit “upper sequence identity 
limit”. The upper sequence identity limit is not an additional parameter in the CDM method; 
these results demonstrate what the expected results would be in the absence of structural 
fragments having similarities above the sequence identity limit. 
The performance of GOR V can also be improved with multiple sequence alignments: 
The GOR V method tested with the full jack-knife methodology yields an accuracy of 73.5%, 
when multiple sequence alignments (MSA) are included; otherwise its accuracy is 67.5%.  
One of the significant advantages of FDM is its applicability to various evolutionary 
problems because the algorithm does not rely exclusively on the sequences with the highest 
sequence similarity, but assigns weights to BLAST-aligned sequences that apparently capture 
divergent evolutionary relationships. As a result, CDM, which incorporates FDM, can be 
successfully used, even when there is a significant range of sequence similarities among the 
BLAST identified sequences. 
Although the availability of sequences with high similarity in the PDB essentially 
depends upon the target sequence, the question remains as to what the optimum value of the 
sequence identity threshold should be. To identify this optimal threshold, we applied the 
CDM algorithm to our data set with a wide range of identity thresholds ranging from 30% to 
95%; some results are shown in Figure 2, where a distinct dependence of CDM on the upper 
sequence identity limit can be observed.  We observe a 10% drop in the prediction accuracy 
when the upper sequence identity limit drops from 100 to 99%.  Our results show that the 
50% sequence identity threshold gives the best performance of the CDM method for the 
upper sequence identity limit, as shown in Figure 2. This optimum value increases to 55% 
when multiple sequence alignments are incorporated in GOR V (results not shown.) Note 
that the upper sequence identity limit also affects GOR V results, because, for some positions 
within the sequence, only fragments with high sequence identity are available. When the 
upper sequence identity limit is decreased, those regions that were previously predicted by 
FDM are now predicted by GOR V. 
Figure 3 illustrates the dependence of accuracy on the upper sequence identity limit 
as a function of the sequence identity threshold and shows that the sequence identity 
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threshold of 50% gives the highest prediction accuracy Q3 of CDM. It also displays the 
strong dependence of the performance of CDM on the upper sequence identity limit: The 
sharp drop in the accuracy of prediction when almost identical sequences are removed clearly 
demonstrates the importance of the availability of highly homologous sequences for 
successful secondary structure prediction. This strong dependence explains why secondary 
structure predictions fail to reach high accuracies, signifying the limitation of short-range 
treatments in prediction algorithms.  
We have also analyzed the length of the fragments predicted by FDM in the final 
consensus predictions (Figure 4). The results are shown as a function of the limit to upper 
sequence identities. When the upper sequence identity limit is 100%, the fragment lengths 
are distributed almost evenly, showing only two small peaks around 21 and 36. The rest of 
the plots show similar curves peaking around 14, 16, 18 and 20. With decreasing upper 
sequence identity limit, more FDM predicted fragments are utilized in CDM: the numbers of 
fragments are 510, 716, 974, 1097, and 1153 for the upper sequence identity limit of 100, 99, 
90, 80, 70, and 60, respectively.  Lower values of the upper sequence identity limit, however, 
decrease the average length of fragments.  
Table 1 shows the prediction accuracies of the individual FDM, FDM and GOR V 
methods for the sequence regions they are applied to, and the consensus (CDM) method, for 
a range of upper sequence identities. The coverage of the FDM method is also shown 
(coverage of a specific method is defined as the fraction of residues predicted by this method 
used in the consensus prediction). The average cross-validated (by the jack-knife 
methodology) accuracy of individual GOR V prediction is 73.5% when MSA and heuristic 
rules (see below) are used. In the absence of MSA, the jack-knifed accuracy drops to 67.5%. 
Note that the accuracy of individual GOR IV predictions (previous version) was 64.4%. The 
2.9% difference arises as a result of the heuristic rules based on the length of helix and -
sheet predictions: if their lengths are too short (e.g. helices shorter than five residues or 
sheets shorter than three residues), these predictions are converted to coil.  
The identification of ranges of parameters where CDM gives better performance than 
individual methods is crucial. The data in Table 1 clearly demonstrate that when the upper 
sequence identity limit is greater than or equal 90%, CDM confers a higher accuracy than 
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individual GOR V, with or without MSA. Additionally, on average CDM is always better for 
the entire sequence than individual FDM regardless of the upper sequence identity limit.  
For the cases of 100 and 99% sequence identities, only a small portion of sequences 
are predicted by GOR V (1% and 12% respectively). At these upper sequence identity limits, 
GOR V without MSA performs better than GOR V with MSA for this small number of cases. 
Only when the upper sequence identity limit falls to 90% or below does GOR V with MSA 
then perform better. Although it is generally assumed that adding multiple sequence 
alignments to predictions increases the accuracy, the data in Table 1 clearly demonstrate that 
MSA is not effective for low sequence identities, rather the inclusion of MSA increases noise 
in the data.  
Another interesting feature shown in Table 1 is the coverage by the FDM method, i.e. 
the fraction of FDM predictions in the consensus CDM method. When the upper sequence 
identity limit drops from 100% to 90%, the FDM coverage plummets from 99% to 65%, 
illustrating the lack of aligned sequences with high identity. Compare this value with the 
12% coverage lost when the upper sequence identity limit drops further from 90% to 60%.  
Another measure of prediction accuracy besides Q3 is the Matthews correlation 
coefficient. The correlation coefficients for three secondary structure elements, -helices (H), 
-sheets (E) and coil (C), are shown in Figure 5. The 8-letter DSSP alphabet has been 
reduced to the 3-letter code as described in the Methods section. The plots in Figure 5 were 
obtained at the sequence identity threshold of 50% for a varying upper sequence identity.  
Similarly to the majority of secondary structure algorithms, the correlation coefficients are 
highest for -helices (H), followed by those for -sheets (E), and lastly for coils (C).  The 
correlation coefficients obtained by CDM show a consistent and smoother monotonic 
decrease with a decrease in the upper sequence identity limit.  
To compare the performance of our Consensus Data Mining method based on the 
GOR V with other popular secondary structure prediction algorithms, we have chosen the 
PSIPRED algorithm (Jones, 1999) for detailed studies. First we have computed the accuracy 
of prediction by PSIPRED on the Cuff and Barton data set of 513 sequences (CB513) used 
with the GOR V and CDM methods. The accuracy of prediction of the secondary structure 
with PSIPRED for the Cuff and Barton data set reaches Q3 ~80%, i.e. it significantly exceeds 
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the original accuracy of prediction of GOR V (73.5%). We should however note that the 
result of 80% is an overprediction of PSIPRED because the result is non-cross-validated. The 
PSIPRED database that is used  for the Neural Network training contains some sequences 
similar to sequences in the CB513 data set.  The most accurate comparison between GOR V 
and PSIPRED should be made by applying the CB513 database (used in GOR V) for the 
training of PSIPRED and full jack-knife for the prediction for the CB513 data set. Such an 
approach would likely decrease the accuracy of prediction of PSIPRED to around 76%, i.e. 
to the currently cross-validated accuracy of prediction of the PSIPRED method. The 
advantage of the original CDM method with GOR V is that we have developed the codes of 
both GOR V and Fragments Data Mining programs that comprise the CDM algorithm, and 
we are able to run and fully control the CDM performance. Because of this, the computations 
using the original CDM method based on GOR V are much faster than similar computations 
using the CDM variant with PSIPRED, and it is easier for us to implement cross-validation.   
We have also developed a variant of the Consensus Data Mining method that uses 
PSIPRED instead of GOR V for the prediction when fragments with sufficiently high 
identities cannot be found in the database. These results are shown in Figure 6. We repeated 
the calculations for a set of sequence identity cutoff values ranging from 30 to 95%. We 
obtained the best performance with a 70% sequence identity cutoff for combining FDM with 
PSIPRED. The performance of the CDM method with PSIPRED exceeds the original CDM 
method based on GOR V, but as we have discussed previously, we were not able to cross-
validate these results.   
DISCUSSION 
The accuracy of the secondary structure prediction is important for modeling the three-
dimensional structures of proteins.  In this work, we combined two previous successful 
methods: Fragment Database Mining (FDM) and GOR V, to develop the highly accurate 
Consensus Data Mining (CDM) method, based on the availability of aligned sequences of 
high similarity. The CDM method is an alternative to other currently available secondary 
structure prediction algorithms, especially when the multiple sequence alignments of high 
similarities are included in the predictions. Our results show that on average, the accuracy of 
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the method ranges from 67.5% to 93.2% depending on the sequence similarity of the target 
sequence to sequences in the PDB. This represents a significant improvement over the 
original GOR V method (accuracy with multiple sequence alignment: 73.5%) and, when a 
similar structure fragment is present, about a 1% gain, a slight, yet consistent increase over 
the Fragment Data Mining method. Our hybrid method is adoptable to include additional 
structural information as the PDB grows. The results here show that it is preferable to include 
the structural information directly as structural fragments when they are available, and 
consequently this approach will ultimately supercede entirely statistically based methods 
such as GOR. Our consensus method shows that hybrid methods have the potential of 
improving secondary structure prediction performance of individual methods consistently. 
The improvement of secondary structure prediction accuracy will enhance tertiary structure 
prediction methods that employ secondary structure prediction as an input. Among those, 
homology modeling algorithms, such as MODELLER or SWISS-MODEL, have a potential 
for accuracy enhancement by incorporating CDM into their algorithms.  For this purpose, we 
will implement a CDM server and make stand-alone software available in the near future.    
METHODS 
Database. The database of Cuff and Burton of 513 sequentially non-redundant domains 
(Cuff, Barton, 1999;Cuff, Barton, 2000) has 84,107 residues and is used to test the new CDM 
method. Details of the dataset set can be found in the references (Cuff, Barton, 1999;Cuff, 
Barton, 2000). 
 
DSSP alphabet reduction. The Database of Secondary Structure in Proteins (DSSP) 
developed in 1983 by Kabsch and Sander (Kabsch, Sander, 1983) is a widely used method 
for the assignment of the secondary structure based mostly on identification of hydrogen 
bonds in the crystallographic data. (There are, however, other alternative assignment methods, 
such as STRIDE (Frishman, Argos, 1997) or most recently KAKSI (Martin et al., 2005)). 
DSPP classifies secondary structure elements into 8 classes: H (-helix), E (extended - -
strand), G (310 helix), I (-helix), B (bridge, a single residue -strand), T (-turn), S (bend), 
and C (coil). We follow a standard method of reduction of this 8-letter alphabet to the regular 
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three letter secondary structure code in the following manner. Helix (H) in the three letter 
code includes three DSSP states H, G, and I; -strand (E) contains E and B; and coil (C) 
consists of T, S, and C. 
 
GOR V (Kloczkowski et al., 2002;Sen et al., 2005). The GOR method, proposed originally 
by Garnier, Osguthorpe, and Robson in 1978 is one of the first, important methods for 
prediction of secondary structure from sequence. The GOR method involves information 
theory and Bayesian statistics (Garnier et al., 1978;Garnier, Robson, 1989;Garnier et al., 
1996;Gibrat et al., 1987;Kloczkowski et al., 2002). The information entropy I can be written 
as a function of secondary structure S for a given amino acid R: 
( ; ) log[ ( | ) / ( )]I S R P S R P S                                                (1) 
However, this function depends only on single-residue statistics. The predictions can be 
greatly improved by incorporating the information of flanking residues when a sliding 
window is used. For GOR V, a 17-residue window proved to produce the best results. Then, 
using relative informational content gives:  
1 2 1 2 1 2( ; , , , ) ( ; , , , ) ( ; , , , )n n nI S R R R I S R R R I n S R R R     
n
              (2) 
In this equation, Ri represents the ith residue in the sliding window, S is a secondary 
structure, and n-S are all the conformations different than S. In the case when secondary 
structures are abstracted into 3 classes, S can be helix, sheet, or coil. n-S represents the other 
two secondary structures. Total information content can be expressed as 
1 2 1 2 1 1 2( ; , , , ) ( ; ) ( ; | ) ( ; | , , , )n nI S R R R I S R I S R R I S R R R R               (3) 
If we keep information on single and pairs of residues, algebraic manipulation finally 
leads to 
,
( ; ) ( ; , )( ) 1 2 2log log log
( ) 2 1 ( ; ) 2 1 ( ; ,
d d
j m j m j n
m d n m d )j m j
P S R P S R RP S d
P n S d P n S R d P n S R R
 
  
       m j n


   (4) 
for the residue site in the middle of the sliding window. In this equation, d is the number of 
flanking residues, and 2d+1 is the size of the sliding window.  
Over decades, the GOR method has been constantly improved by including larger 
databases and more detailed statistics, where these changes were gradually integrated into the 
first four versions of GOR. With these improvements, the Q3 accuracy reached 64% in GOR 
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IV. However, studies by other groups showed that the accuracy of prediction for secondary 
structure prediction methods could be significantly increased by including evolutionary 
information through multiple sequence alignments (MSA) (Levin, Garnier, 1988;Rost, 
1996;Zvelebil et al., 1987) (for a recent review see (Simossis, Heringa, 2004)). In the most 
recent GOR V (Kloczkowski et al., 2002), evolutionary information in the form of multiple 
sequence alignments (MSA) is included using PSI-BLAST (Altschul et al., 1997) (GOR V 
Server is available at http://gor.bb.iastate.edu (Sen et al., 2005)). MSA is generated using 
PSI-BLAST with the nr database, allowing up to five iterations. MSA increases the 
information content and therefore allows an improved discrimination of secondary structures. 
In the last stage, heuristic rules related to the predicted secondary structure distribution are 
used to improve predictions. With the help of evolutionary information, the full jack-knifed 
prediction accuracy of GOR V using the Cuff and Barton dataset attains Q3 = 73.5%; an 
almost 10% increase from the previous GOR IV performance. The segment overlap (SOV) 
(Zemla et al., 1999), an alternative to the Q3 measure of prediction accuracy, is also high at 
70.8%. These results substantiate the reliability of GOR V algorithm in our consensus 
method: although the algorithm does not provide as much accuracy as the prediction methods 
based on neural networks (i.e. PHD(Rost, 1996), PSIPRED(Jones, 1999)), it can definitely be 
used as a complement to the Fragment database mining (FDM), which performs poorly with 
fragments of low sequence similarity. In this work, we use GOR V without MSA (with Q3 
accuracy 67.5%) and with MSA (accuracy of 73.5%) to test the performance of hybrid 
methods.    
 
Fragment Database Mining (FDM) (Cheng et al., 2005).  FDM searches for sequences in 
the PDB similar to the target sequences and aligns the sequence hits for the secondary 
structure prediction. For a given target sequence the BLAST similarity alignment search is 
performed first. Matching segments from BLAST alignments are assigned weights according 
to their sequence similarity to fragments of the target sequence, followed by normalization.  
Several different parameters are taken into account in the weight assignment: various 
substitution matrices, a range of similarity/identity thresholds, degree of solvent exposure, 
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and protein classification and sizes.  The secondary structure for each residue in the target 
sequence is predicted based on the highest normalized score.   
Local sequence alignments are obtained with BLAST on the Cuff and Barton dataset 
CB513 using BLOSUM-45 (the best performance), and several other substitution matrices. 
We weighted fragments with a scoring based on their identity scores id and their powers idx, 
where x is a positive number. The value x = 3 was found to provide the optimum 
performance. For each position in the sequence, the secondary structure is predicted based on 
the secondary structures of the matching fragments at that position.  
 
Consensus Data Mining (CDM).  CDM is a three-step algorithm based on the simple idea 
of combining two complementary secondary structure prediction methods, each with distinct 
strengths. In the first step, FDM calculations are performed for a given target sequence, and 
for each residue in the sequence, the normalized similarity score is computed. For some sites, 
the sequence identity could be as high as 100%. In the second step, the GOR V algorithm is 
applied to obtain a second set of secondary structure predictions. In the last step, a sequence 
identity threshold is defined to decide whether the FDM or the GOR V result will be used in 
the consensus prediction for a given residue. In the CDM method, the FDM predictions are 
used for the residues with an identity score above the sequence identity threshold, and the 
GOR V predictions are used for the residues with an identity score below the sequence 
identity threshold. 
 
Prediction performance metrics.  We used Q3 for  the secondary structure prediction 
accuracy. In the accuracy matrix [Aij] of the size 33, i and j correspond to the three states H, 
E, C. The ijth element Aij of the accuracy matrix is defined as the number of residues 
predicted to be in state j, which are actually in state i. The diagonal entries of [Aij] are 
numbers of correctly predicted residues for each state, and Q3 is defined as: 
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1
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Here N is the number of residues in the query sequence. Matthews correlation coefficient is 
another measure of prediction accuracy defined for each secondary structure element 
separately. For example, the Matthews correlation coefficient for the helix (H) is: 
 
([ ][ ][ ][ ])
TP TN FN FPC
TN FN TN FP TP FN TP FP
   

       
          (2) 
where TP, TN, FN, and FP with subscripts  are the numbers of true positives, true negatives, 
false negatives, and false positives for helices, respectively. 
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TABLE 1. The prediction performance of the FDM, GOR V and CDM methods with the 
applied sequence identity threshold 50% for varying upper sequence identity limit.  
 
 
The table shows Q3 for individual FDM, for FDM and GOR V methods for the part of 
the sequence they are applied to, and for CDM for the cases when GOR V is used with 
and without MSA. The third column shows the coverage of the FDM method, i.e. the 
fraction of residues for which the FDM prediction was used in CDM. Results are 
averages over all 513 sequences.  
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Figure captions 
Figure 1. The graphical representation of the CDM method. For a given sequence fragment, 
the FDM and GOR V three state predictions are calculated. Then, according to a sequence 
identity threshold (shown as a straight horizontal line), the regions with higher identity scores 
(above the line) predicted by FDM are selected, and the rest by GOR V. The final predictions are 
highlighted in black background.   
 
Figure 2. Effect of the sequence identity threshold on the accuracy of prediction Q3 with the 
consensus data mining method.  The upper sequence identity limit has been varied from 100% 
to 50%. The box around the value at 50% for the sequence identity threshold contains 
consistently most of the maxima for the individual curves.  
 
Figure 3. Accuracy of prediction Q3 of the consensus data mining method as a function of 
the upper sequence identity limit.  The different curves were obtained by varying the sequence 
identity thresholds. The sequence identity threshold of 50% gives the best results. At 50% 
threshold, CDM always performs better than individual FDM applied to the whole sequence (full 
coverage). 
 
Figure 4. The length distribution of fragments predicted by FDM in CDM as a function of 
upper sequence identity limit. The sequence identity threshold is 50%. The upper sequence 
identity limit values are identified for the individual curves 
 
Figure 5. The Matthews correlation coefficients for CDM predictions for individual 
secondary structure elements as a function of the upper sequence identity limit. The 8-letter 
DSSP alphabet is reduced to three secondary structure elements as explained in the Methods 
section: -helices (H), -sheets (E), and coil (C).  The results are obtained for the 50% sequence 
identity threshold. GOR V is used without MSA. 
 
Figure 6. The comparison of prediction accuracy when cross-validated GOR V is replaced 
by PSIPRED in Consensus Data Mining. Note that the results obtained by PSIPRED is not 
cross-validated, and with a proper cross-validation, the results may be expected to about 4-5% 
less accurate. 
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CHAPTER 3. CONSENSUS DATA MINING (CDM) PROTEIN 
SECONDARY STRUCTURE PREDICTION SERVER: COMBINING 
GOR V AND FRAGMENT DATABASE MINING (FDM) 
 
A paper published in Bioinformatics 
 
Haitao Cheng, Taner Z. Sen, Robert L. Jernigan, and Andrzej Kloczkowski 
  
Department of Biochemistry, Biophysics, and Molecular Biology, 
 
ABSTRACT 
Summary: One of the challenges in protein secondary structure prediction is to overcome 
the cross-validated 80% prediction accuracy barrier. Here, we propose a novel approach to 
surpass this barrier. Instead of using a single algorithm that relies on a limited data set for 
training, we combine two complementary methods having different strengths: Fragment 
Database Mining (FDM) and GOR V.  FDM harnesses the availability of the known protein 
structures in the Protein Data Bank and provides highly accurate secondary structure 
predictions when sequentially similar structural fragments are identified. In contrast, GOR V 
algorithm is based on information theory, Bayesian statistics, and PSI-BLAST multiple 
sequence alignments to predict the secondary structure of residues inside a sliding window 
along a protein chain. A combination of these two different methods benefits from a large 
number of structures in the PDB and significantly improves the secondary structure 
prediction accuracy, resulting in Q3 ranging from 67.5 to 93.2%, depending on the 
availability of highly similar fragments in the Protein Data Bank. 
Availability: The CDM server is freely accessible to public users and private institutions at 
http://gor.bb.iastate.edu/cdm. 
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INTRODUCTION 
Accurate prediction of protein secondary structure is essential for many bioinformatics 
applications. It allows structural alignments based on secondary structure topology (Krissinel 
and Henrick, 2004), provides certain structural understanding of proteins when homologous 
tertiary structures are not available in the PDB (Wray and Fisher, 2007) (especially for 
membrane proteins (Kashlan et al., 2006)), and leads to more accurate tertiary structure 
predictions (Meiler and Baker, 2003; Jayaram et al., 2006). For tertiary structure predictions, 
we encounter two main limitations: (1) for certain proteins, tertiary structure prediction 
methods cannot provide reliable 3D models, (2) when  a model can be built, the model 
resolution can vary widely from 2-3 Å to tens of Angstroms (Moult, 2006). In contrast, 
secondary structure prediction methods always provide a secondary structure model, though 
with a varying accuracy. Improved secondary structure prediction can also lead to enhanced 
structural searches and comparisons, as well as to the identification of distant homologies. 
Many tertiary structure prediction methods, such as fold recognition or de novo (ab initio) 
modeling require the derivation of sufficient structural constraints that include as precise as 
possible description of the secondary structure. Of course the information about the 
secondary structure is most useful for template-free de novo modeling since it leads to 
significant reduction of the conformational space in Monte Carlo simulations. The least 
important is for comparative modeling, especially if the Protein Data Bank contains 
homologous proteins with high sequence identity. 
The most popular parameter measuring the accuracy of prediction is Q3, which counts 
the percentage of residues correctly assigned to three secondary structure categories: alpha-
helices, beta-strands, and coil. However, secondary structure prediction methods based on a 
single method cannot surpass a virtual barrier of around 80% Q3 accuracy (Kihara, 2005). In 
an effort to overcome this barrier, we choose here to combine two complementary 
approaches developed recently by us (Sen et al., 2006). One approach, Fragment Database 
Mining (FDM) (Cheng et al., 2005) mines PDB structures and searches for sequence-based 
similarities to collect structural fragments for a prediction. Another method, GOR V 
(Kloczkowski et al., 2002; Sen et al., 2005), is based on statistical preferences of a given 
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residue in the center of the sliding window along a protein chain to assume a specific 
secondary structure. 
The FDM (Fragment Database Mining) method (Cheng et al., 2005) is our recently 
developed secondary structure prediction method inspired by the success of Rosetta software 
(Simons et al., 1997), which uses structural fragments to build 3D models. For a given query 
sequence, FDM blasts (Altschul et al., 1990) the sequence against the PDB (Berman et al., 
2000) and obtains a set of structural fragments that are sequentially similar to the query. Then 
the FDM program assigns weights to each fragment based on the identity score of the 
alignment and calculates which structural assignment is most probable for a given site. The 
performance of FDM is excellent; however, only when highly similar fragments are 
available.   
The GOR V method (Kloczkowski et al., 2002; Sen et al., 2005), on the other hand, is 
the latest version of a successful and pioneering secondary structure prediction method based 
on information theory and Bayesian statistics. Since the introduction of GOR in 1978 
(Garnier et al., 1978), the training database set has been significantly enlarged, the statistics 
of pairs of residues have been added and many other improvements have been proposed 
(Gibrat et al., 1987; Garnier and Robson, 1989; Garnier et al., 1996). The performance of 
GOR V, which additionally uses evolutionary information contained in multiple sequence 
alignments, is presently comparable to the best cross-validated secondary structure prediction 
methods such as PHD (Rost, 1996; Rost, 2001) and PSIPRED (Jones, 1999). For example, 
the prediction accuracy measured by Q3 is 73.5% for GOR V, 71.9% for PHD, and 76.6% 
for PSIPRED.  
We have combined FDM and GOR V in the following manner: we define a sequence 
identity threshold to distinguish highly similar fragments obtained from the BLAST search 
from those less similar. In our previous work, we found the optimum value for the sequence 
identity score to be 55% (Sen et al., 2006). We have chosen the fragments (up to 5000 for the 
CDM server) with sequence identity above this threshold as an input for FDM. Because of 
this initial fragment sifting, FDM predicts the secondary structure only for sites having 
highly similar fragments. The secondary structure for the remainder of the sites is then 
predicted by GOR V, since GOR V relies on statistical averages and not on the sequence 
 
 39
similarity of available fragments. The details of the CDM method and its performance are 
discussed in our recent paper (Sen et al., 2006). The Q3 prediction accuracy of CDM ranges 
from 67.5% to 93.2% depending on the availability of both sequentially similar structural 
fragments and multiple sequence alignments. These results demonstrate that CDM is one of 
the best secondary structure methods currently available, and we expect its accuracy to 
improve as the Protein Data Bank includes more structures. Here the lower end of the Q3 
range, 67.5%, refers to the cross-validated GOR V Q3 predictions based on single sequences 
without evolutionary information from multiple sequence alignments. The higher end of the 
range, 93.2%, refers to the case when all the sequences are predicted by FDM. Note that the 
prediction by FDM requires the availability of highly similar fragments in the PDB, and 
therefore such Q3 cannot be cross-validated, but is strongly biased by the type and 
distribution of the sequences present in the PDB. However, it is important to note that the 
CDM secondary structure predictions will approach this upper limit of Q3, as more and more 
proteins become available in the PDB, significantly enhancing performance of FDM in the 
future. 
 
Table 1. The Q3 values for FDM predictions as a function of the sequence identity cutoff  
  
 
In order to further validate this point, we culled 76 proteins recently deposited in the PDB, 
with less than 30% sequence similarity between each other, and an average length of 235 
amino acids. We used BLAST nr database generated before the deposition of these 76 
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proteins to the PDB. We calculated and compared Q3 values from GOR V, FDM, CDM 
against PSIPRED predictions. Note that none of the Q3 values is cross-validated here, and 
they may contain biases since we did not check for similarity of these 76 sequences with the 
training data sets for all servers. All servers were treated equally because none of them 
contained information on these newly deposited PDB sequences. We found that for these 
sequences, the PSIPRED predicted Q3 = 0.796 and CDM Q3 = 0.755, at the sequence 
identity cutoff of 55%. However, the most striking feature in these calculations was the FDM 
value of Q3 computed as a function of sequence identity cutoff shown in Table 1: The 
increase of the sequence identity cutoff allows FDM to use fragments with higher 
similarities, and in turn, leads to higher values of Q3 for the predicted regions. These results 
substantiate our view that with the availability of more proteins in the PDB, the Q3 values of 
the secondary structure predictions by FDM will be constantly increasing and will exceed 
performance of other methods that do not rely on the structural templates. 
IMPLEMENTATION 
A user can obtain the secondary structure prediction of a sequence using our new CDM 
server. On the homepage of the CDM server (http://gor.bb.iastate.edu/cdm), the user is asked 
to enter his/her e-mail address and sequence information as a series of one-letter amino acid 
codes, up to 5000 residues in length. Once the information is submitted, the server checks the 
reliability of the e-mail address and the sequence information, and then sends a confirmation 
page to the browser (or an error notice if there is a problem). At this point, the server accepts 
the job and the user can close the web browser anytime without disturbing the job run. 
Another perl script then runs BLAST against pdb, and PSI-BLAST against the nr (non-
redundant) database. The results of these searches are then used as inputs to FDM and GOR 
V, respectively. When the FDM, GOR V, and CDM runs are completed, the following 
information is sent to the user’s e-mail address (as html links to the output files on the 
server): the secondary structure predictions of FDM, GOR IV, GOR V, and CDM; the 
secondary structure prediction weights for each site for GOR V; the fragment alignments and 
their identity scores used by FDM. The predictions for FDM, GOR V, and CDM are 
provided in two formats: either as a single line (for each method of prediction), or formatted 
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so that each line contains up to 80 residues. These two formats should be sufficient for most 
users to facilitate their visualization of the prediction results.  
The CDM server uses RedHat Enterprise 3.0 system, built on a Dell Xeon with 4.6 GB 
RAM and 140 GB disk. The server side CGI script is a combination of html and perl, and the 
program code is written in C++ (FDM and CDM) and Fortran (GOR V). The server is 
housed at the LH Baker Center for Bioinformatics and Biological Statistics, Iowa State 
University. 
CONCLUSION 
We have combined two complementary algorithms having different strengths, FDM and 
GOR V, to improve the performance of the secondary structure prediction. We have 
developed the CDM web server available for the public and private use. As we showed in our 
previous work (Sen et al., 2006), combining FDM and GOR V benefits from the availability 
of experimentally determined structures and considerably enhances the secondary structure 
prediction. We are also planning to register our CDM server with EVA (EValuation of 
Automatic protein structure prediction) initiative (Eyrich et al., 2001) to benchmark the CDM 
performance in predicting protein secondary structure. 
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CHAPTER 4. GENERAL CONCLUSIONS AND DISCUSSION 
 
The accuracy of secondary structure prediction is important for modeling the three-
dimensional structures of proteins.  We show that data mining of fragments of proteins with 
known structures deposited in Protein Data Bank (PDB) can significantly improve protein 
structure prediction accuracy, since structural information, evolutionary information and are 
included. We have developed a Fragment Database Mining Method (FDM) base on this idea. 
Its time complexity in big O notation is O(mn), where m is the number of matches by 
BLAST, n is the size of query sequence. Using the structural fragments and proper weighting 
schemes, FDM works almost equally well for all alpha, all beta and alpha and beta (α/β or 
α+β) proteins, whereas traditionally, the all beta proteins are more difficult to predict. The 
most distinguished characteristic for FDM is that with the expanding of structural database 
and the availability of more and more folds determined, the FDM accuracy will keep 
improving.   
Additionally, we combined the FDM method with our earlier algorithm GOR V, to 
develop more highly accurate Consensus Data Mining (CDM) method based on the 
availability of aligned sequences with high similarity and known structures. The CDM 
method is an alternative to other currently available secondary structure prediction 
algorithms, especially when the multiple sequence alignment (MSA) matches with high 
similarities are included in the predictions. Our results show that the accuracy of the method 
ranges from 67.5% to 93.2% depending on the sequence similarities between the query 
sequence and matching sequences of known structures. This represents a significant 
improvement over the original GOR V method (accuracy with multiple sequence alignment: 
73.5%) and, when a strong sequence similarity is present, a slight gain of about 1%, yet a 
consistent increase over the FDM method, could be obtained. Our consensus method shows 
that hybrid methods have the potential for improving the secondary structure prediction 
performance of individual methods consistently.  We have shown that the combination of 
methods of different strengths can greatly benefit from the availability of experimentally 
determined structures and has the potential to enhance secondary structure predictions 
considerably.  
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We have developed prediction servers with free access to public for the prediction of 
protein secondary structure from sequence: an earlier one that relies on GOR V predictions, 
and a new improved one that utilizes CDM methodology. With the simplicity of using, user 
friendly interface, multiple patterns of output that could satisfy different requirements, and 
reliable performance, the server is serving more and more users in academy.  
Our results show that data mining of known protein structures is an extremely useful 
approach to protein secondary structure prediction. 
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PART II. PATHWAYS OF CONFORMATIONAL TRANSITIONS 
ORIGINATING IN PHOSPHORYLATION – A STUDY OF CDK2 USING 
TARGETED MOLECULAR DYNAMICS AND COARSE GRAINED 
MODELS 
 
CHAPTER 1. INTRODUCTION AND LITERATURE REVIEW 
 
Phosphorylation is one of the most important and wide-spread type of 
post-translational modifications (PTM) involved in cellular regulation, signal transduction 
and transportation; in cell growth, division, differentiation; in cell metabolism and motility; 
in kinase cascade activation, gene transcription, motor mechanisms, etc. It is estimated that 
as many as 30% of all cellular proteins are phosphorylated in vivo on at least one residue 
(Cohen, 2000; Kreegipuu et al., 1999; Pinna & Ruzzene, 1996). Protein kinases catalyze the 
phosphorylation by covalently adding a phosphate group to the side chain of an amino acid, 
and phosphatases remove this group to dephosphorylate the protein, thus fulfilling the 
regulation and signaling roles of phosphorylation. These two events are separately controlled. 
There are 575 protein kinase domains known in the human genome, which covers 2% of the 
whole genome (Lander et al., 2001). For any given kinase, there are about 700,000 potential 
phosphorylation sites (Ubersax & Ferrell, 2007). In eukaryotes, the most commonly 
phosphorylated amino acids are serine, threonine and tyrosine. Whereas in prokaryotes, 
histidine and aspartate are also involved in the important phosphorylation-related 
two-component signaling pathway (Chang & Stewart, 1998). 
It has been noticed that the phosphorylation sites are often located in unstructured 
(disordered) parts of proteins (Plewczynski et al., 2005). So there are very limited numbers of 
known structures associated with phosphorylation reported in the structure databases and 
even less information has been obtained to study the mechanisms of functions related to 
conformational changes between the phosphorylated and unphosphorylated states. One 
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reason is that for a specific phosphorylation state, it is hard to obtain sufficient amounts of 
purified protein . Also highly flexible parts of a protein may not readily crystallize to form 
diffraction quality crystals for X-ray structure determination.  
1.1 Phosphorylation site prediction 
In human cells there are more than 20,000 proteins and 500 kinases involved in 
signaling (Manning et al., 2002). Yet only a small fraction of phosphorylated proteins and 
phosphorylation sites have had their structures determined. It is estimated that less than 1% 
of kinase substrate sites have been documented in the human proteome. So there is a huge 
need for an automatic way to identify these structures from their sequences. 
The first step is to identify the modification site. With the hypothesis that structural 
and dynamic information can enhance the prediction from sequence, a local structure 
segment prediction method (Plewczynski et al., 2005) was designed to aid phosphorylation 
site predictions. The prediction of local structure of proteins is based on a database of local 
structural segments, which is taken from the ASTRAL database (Brenner et al., 2000; 
Chandonia et al., 2002). Each local structural segment (LSS) is described by a short string of 
symbolic representation (SLSR)(Bystroff & Baker, 1998). For each of the phosphorylation 
types, a sequence composition preference matrix and a predicted structural preference matrix 
are constructed. A query protein sequence is then dissected into overlapping short segments 
of lengths from 7 to 19 residues. For each segment, the combined sequence and structure 
probability score C is calculated according to the amino acid type, position in the segment, 
and the length of the segment. This gives a measure of the likelihood for phosphorylation at a 
given residue. The predictions show that almost all real phosphorylation sites can be captured, 
but there exist some false positives. By using the predicted local segment data specific for 
PKA and PKC kinases, the prediction accuracies are improved. The predicted structural 
preferenced could also be added to improve the discrimination between right and wrong 
predictions, or to filter the long lists of sequence-based predictions (Zavaljevski et al., 2002).  
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Several observations may possibly help improve phosphorylation site prediction. 
Many phosphorylation sites are missing in the known crystallized structures.  Disordered 
regions (DRs) are regions of proteins that do not have a fixed structure in their native state. 
Sometimes, the disorder can persist throughout the whole protein, and in other cases it can be 
limited to a single loop in the structure. The disordered parts are also sometimes referred to 
as “natively denatured”, “natively unfolded”, or “intrinsically disordered”. They are either 
fully or partially unfolded. Intrinsically disordered regions manifest structural features such 
as having a low overall hydrophobicity, large net charge (Uversky et al., 2000) and relatively 
low sequence complexity (Romero et al., 2001). Since the mid 1990’s, the natively unfolded 
fragments have come into prominence. Traditionally, people believe that sequence 
determines structure, and structure determines function. But it seems that this is no longer a 
complete description. The partially folded or non-folded sequences can also be involved in 
important functions. It has been found that these “intrinsic disordered” regions undergo a 
disorder-to-order transition when some physiological activities occur, for example, ligand 
binding, formation of protein-protein interactions, or phosphorylation. Recently, a newly 
coined term “dual personality” (DP) is being used to describe a special set of fragments that 
relate to PTMs, and also is being used to differentiate this special population from random 
coils and ordered (regularly folded) fragments (Zhang et al., 2007). In Zhang et al., the 
general disordered structures in the PDB were clustered, and the redundancies in each cluster 
were investigated. Over 45% of the clusters contain DP regions. 27% of the DP fragments are 
found in regular secondary structure elements. About 92.3% of the DP fragments are shorter 
than 10 residues.    
The DP fragments have some unique features that are different in comparison with 
general disordered ones, including their amino acid distributions (for the residue preferences 
in the DP, TRGNPD dominate) and pairwise distributions in a simplified alphabet 
(hydrophobic and charged residues preferable). As for biological activities, the DP fragments 
are more likely to contain PTM sites. From those investigations, we now have more 
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information to be included in our prediction and characterization.   
So the order/disorder information provides some added reliability to the predictions. 
It can also be used as a parameter in the prediction when artificial intelligence approaches are 
used. In our study of 119 sequences with phosphorylation sites, we first used pure sequence 
composition to distinguish the phosphorylated from unmodified ones. The accuracy for 
classification is 70%. We then predicted the order/disorder information for the 
phosphorylation sites using PONDR (Obradovic et al., 2003) and add it as a parameter to 
support vector machine (SVM). The accuracy improves by 4%. For this set, the Matthew’s 
correlation coefficient between phosphorylation and predicted order/disorder information is 
about 0.28.  
1.2 Characterization of conformational changes caused by 
phosphorylation 
Phosphorylation on one residue of a protein can sometimes cause obvious 
conformational changes, either near the phosphorylation site, or at a remote site. The 
conformational changes can be local and modest or global and drastic, or even 
disorder-to-order transitions. These conformational changes are indeed responsible for the 
functioning of the protein. But some “silent” phosphorylations are also observed. An example 
is phenylalanine hydroxylase, an allosteric protein. It does not change its structure after 
phosphorylation (Kobe et al., 1999). The phosphorylation may occur at one site, or at 
multiple sites. Multi-site phosphorylation is more common in eukaryotic proteins, and is 
usually a tandem phosphorylation procedure, in which the full functions are obtained and 
specificity enhanced. In some cases, like cyclin-dependent kinase 2 (CDK2), the 
phosphorylation itself is not sufficient to change the structure and function. The phosphate 
group and other groups, eg cyclin A in CDK2, work together to gain full function. So the 
study of conformational changes due to phosphorylation can be complex and requires a 
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systematic individual investigation. 
Possible mechanisms of the conformational changes are being investigated. 
Investigators consider the interactions of the phosphoryl group and proteins (Johnson & 
Lewis, 2001). Under physiological condition, this group carries two negative charges. It can 
interact with main-chain nitrogens at the start of an alpha-helix, and it can interact with side 
chain of one or more arginine residues to form multiple hydrogen bonds.  There are at least 
two important ways that phosphorylation can affect the protein (Alberts et al., 2002). First is 
the allosteric effect. The addition of a phosphoryl group adds two extra negative charges to 
the site. In some cases, by attracting a positively charged cluster of amino acids from 
elsewhere within the protein, the conformation might be dramatically changed. This in turn 
can alter the function of the protein, for example, by exposing an active site, which was 
previously buried. Second, the phosphate group itself can serve as a new binding site for 
other proteins. A phosphorylated side chain can be attracted by some special small domains, 
and thereby form a new complex. For example, the SH2 domain can bind to a short peptide 
sequence containing a phosphorylated tyrosine side chain. Phosphorylation not only leads to 
activation of a function, but also it can inhibit a protein. In a early study (Stroud, 1991) of a 
phospho-protein structure, the isocitrate dehydrogenase provides a nice example of inhibition 
by blocking the access of its substrate to the catalytic site by steric and electrostatic effects.   
Phosphorylation has highly diverse effects on proteins. People gain much knowledge 
of its characteristics in its behavior of affecting kinase activities. As a summary, it promotes 
enzyme activation and inhibition, order-to-disorder (or vice versa) transitions, protein 
association and dissociation, dimerization, etc.  
Structure information and folding procedures of kinases are needed to investigate the 
mechanisms and principles of regulation of biological activities. Take cyclin-dependent 
kinase (CDK) as an example. CDKs play important roles in cell cycle regulation (CDK1, 
CDK2 and CDK4)(Morgan, 1995). It has been shown that many diseases are due to the lack 
of control of biological procedures. So CDKs are promising biological targets of inhibitors 
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for drug design. Indeed, CDK inhibitors have been tested for treatment of many diseases 
including cancers, diabetes, viral infections and cardiovascular disorders (Knockaert et al., 
2002; Meijer & Raymond, 2003).  
There are many efforts in bioinformatics to model the structural changes caused by 
phosphorylation , to simulate the phosphorylation procedures (Espinoza-Fonseca et al., 2007). 
Computational studies are important complementary approaches to help fill in the gap 
between sequences known to be phosphorylated and structures. Furthermore, well defined 
computational studies are effective for obtaining insights into mechanisms and structural 
dynamics, which are almost impossible to be obtained from experiments.  
Generally, there are several approaches used to computationally study conformational 
changes, structural dynamics and folding pathways. The most common approach is molecular 
dynamics (MD) (McCammon et al., 1977). It can provide detailed information about the 
movements of individual residues and atoms. But the method is computationally intense, and 
thus the accessible time scales are limited. Thus coarse-leveled approaches have been utilized 
to simplify the calculations. Another approach is normal mode analysis (NMA) (Case, 1994; 
Tama & Sanejouand, 2001; Yang et al., 2008) that uses empirical atomic potentials. The 
collective motions of macromolecules are expressed with collective variables, the normal 
modes. Usually, one or a few low frequency normal modes overlap well with the 
conformational change. This approach was further simplified by using just a single parameter 
harmonic potential instead of the all-atom potential, which is referred to as the elastic 
network model (ENM) (Bahar et al., 1997; Bahar et al., 1999; Bahar & Jernigan, 1999; Bahar 
et al., 1998; Hinsen, 1998). ENMs have been successfully used to describe the protein 
fluctuations (Haliloglu & Bahar, 1999; Kundu et al., 2002). More details on ENM will be 
provided later.  
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1.2.1 MD simulations 
1.2.1.1 Conventional MD 
Molecular dynamic simulation is the most popular method for studying folding and 
motions. It can provide detailed individual motions as a function of time. So it is convenient 
to study the role of a component to determine a property. The MD serves as a complement to 
experimental data. It has also been successfully applied to investigate the 
phosphorylation-induced conformational changes. Phosphorylation sites are commonly 
located in unstructured, disordered regions of proteins. Thus the structure information 
obtained from experiments for these parts can be quite limited. It is not unusual that the 
intrinsic structure information for the disordered regions can only possibly be obtained from 
modelling. Then the dynamics simulation can provide snapshots of the changing 
conformations manifested as effects from the structural changes imposed by phosphorylation.  
The timescales for the transformation from nonphospho- to phosphorylated forms are 
not clear. Some large conformational changes, or changes involving large energy barriers, 
may last up to microseconds. However, this is still a range of time that is not readily 
achievable in MD simulations. In one case, a molecular dynamics simulation on a segment of 
smooth muscle myosin (Espinoza-Fonseca et al., 2007), a disorder-to-order transition of 
conformations was observed for the phosphorylation of a serine in this segment. For the 
simulation on the segment before phosphorylation, they observed fluctuations in secondary 
structures, more specifically, patterns of α-helix, π-helix and turn or α-helix and π-helix. 
Together with the evidence obtained from experiments, this finding illustrates that the 
domains containing the phosphorylation site can be highly flexible and dynamically unstable. 
The π-helix is rarely seen in normal crystal structures. After phosphorylation, some parts that 
were previously in coils and turns became helical and the amplitudes of structural 
fluctuations diminished. But a common characteristic of the simulations (before and after 
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phosphorylation) is the lack of stable secondary structures. This conclusion gives some 
insight into the structure dynamics of phosphorylation and the mechanisms of kinase 
function. 
A study of the cyclin-dependent kinase-2 (CDK2) (Bartova et al., 2008) gives a more 
detailed illustration of the roles that phosphorylation/dephosphorylation can play in kinase 
regulation. In that work, molecular dynamics simulations (60ns) were run for (1) the fully 
active CDK2 complex (pT160-CDK2/cyclin A/ATP), (2) the active complex and the peptide 
substrate (pT160-CDK2/cyclin A/ATP-HHASPRK), (3) inhibited complex at Thr14 
(pT14pT160-CDK2/cyclin A/ATP and pT14pT160-CDK2/cyclin A/ATP-HHASPRK), (4) 
inhibited complex at Tyr15 (pY15pT160-CDK2/cyclin A/ATP and pY15pT160-CDK2/cyclin 
A/ATP-HHASPRK) and (5) the complex after catalytic reaction (pT160-CDK2/cyclin 
A/ADP-HHApSPRK). In protein kinases, several residues are conserved to form binding 
pocket for ATP/GTP (Kannan & Neuwald, 2004). The authors calculated the distances 
between the conserved residues (in the CDK2 case, the conserved residues are Lys33, Glu51, 
Asp127, Lys129, Asn132, and Asp145) and the γ oxygen of the side chain of serine of the 
peptide substrate. Upon phosphorylation of Ser14 and Tyr15, the glycine-rich loop (G-loop) 
movse away from the ATP binding site, the coordination of Mg2+ and the orientation and 
conformation of ATP are changed, the active site becomes more open and the 
substrate-binding site broadens.  
1.2.1.2 Targeted molecular dynamics (TMD) 
One special type of MD is the Targeted Molecular Dynamics, which applies 
additional constraints besides the force field parameters, such as a constraint to move towards 
a particular targeted conformation. A subset of atoms in the simulation is guided towards a 
final target structure by means of steering forces. At each timestep, the RMS distance 
between the current coordinates and the target structure is computed (after first aligning the 
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target structure to the current coordinates). The force on each atom is given by the gradient of 
the potential 
   
where RMS(t) is the instantaneous best-fit RMS distance of the current coordinates 
from the target coordinates, and RMS*(t) evolves linearly from the initial RMSD at the first 
TMD step to the final RMSD at the last TMD step. N is the number of targeted atoms used as 
a scaling factor. The spring constant k (TMDK) is a positive value in kcal/mol/Å2. So the 
force added on atoms is proportional to k. 
TMD has been used to study the transition and reaction pathways of different states of 
macromolecules due to ligand binding or their removal (Diaz et al., 1997; Ma & Karplus, 
1997). Ferrara et al (Ferrara et al., 2000) studied the unfolding pathways of chymotrypsin 
inhibitor 2 (CI2) using TMD. Multiple pathways were created and compared with pathways 
obtained by conventional unconstrained MD at higher temperatures. They found that the 
results from TMD and conventional MD were comparable in terms of the energies of 
conformations and the sequence of events (secondary structure and tertiary structure 
disruption) and concluded that the bias caused by the extra constraints were not significant. 
Therefore, TMD could provide a way to create pathways for some biological procedures, and 
the method is of particular importance for studying complex systems, which are difficult for 
either unconstrained MD or experiments.   
1.2.2 Coarse grained models 
1.2.2.1 Elastic network models (ENM) 
The Gaussian Network Models (GNM) and the Anisotropic Network Models (ANM) 
of proteins are used to describe both the amplitude and direction of motions of 
residues/atoms around their equilibrium static positions. GNM describes a 3D protein 
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structure usually in a coarse-grained way as the Cα atoms connected by harmonic springs. In 
the GNM, the network of N nodes will have N-6 internal vibrational modes of motions. The 
modes are usually obtained by eigen-decomposition or singular value decomposition of the 
Kirchhoff matrix or contact matrix that describes the placement of the springs. Both GNM 
and ANM are ENMs. The main difference is that, in describing protein collective motions, 
GNM provides only the magnitudes of fluctuations, whereas ANM provides both the 
magnitudes and their directions. It has been shown that the anisotropic description can be 
predictive of the directions of motions for the parts undergoing conformational transitions. 
These methods are particularly suitable for analyzing protein dynamics and structures 
at coarse grained levels. They have been proven to reproduce known protein motions with 
high fidelity (Atilgan et al., 2001; Bahar et al., 1997; Bahar et al., 1999; Bahar & Jernigan, 
1998; Bahar & Jernigan, 1999; Bahar et al., 1998; Demirel et al., 1998; Jernigan & 
Kloczkowski, 2006; Keskin et al., 2002a; Keskin et al., 2002b; Keskin et al., 2000; Kim et al., 
2003; Wang & Jernigan, 2005; Wang et al., 2004). Due to the calculation efficiency, ENMs 
have been applied to largest biological structures such as the ribosome machinery. It was 
proven that the ENMs are suitable for describing the collective motions of complex systems 
of even the largest proteins (Bahar & Jernigan, 1999; Hinsen et al., 1999). The GNM results 
were found to be able to reproduce X-ray crystallographic temperature factors (Debye-Waller 
or B factors) reasonably well (Bahar et al., 1997). The mixed-coarse grained ENMs were also 
developed to treat in greater detail the active functional domains of interest with the 
remainder of the structure given in less detail, in order to keep the computational efficiency 
yet provide more dertail of the functionally important parts of the structures (Kurkcuoglu et 
al., 2004; Sen et al., 2006; Song & Jernigan, 2006; Yang et al., 2007). In Yang et al., the 
domain-ENM assigns larger spring constants for intradomain contacts to reduce the degrees 
of freedom and make the dominant rigid body domain motions more reliably captured than 
with the uniform ENMs.  
To date there has been no study of phosphorylation-induced conformational changes 
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using ENMs. One reason is the lack of structures available in the database, the other is that 
many conformational changes are local instead of collective. Because of the large body of 
studies studies using ENMs, we are encouraged to apply this tool to see how well the 
changes can be captured by ENMs. But, first we need to model in the missing parts of 
structures. For this we utilize the CABS (Cα-Cβ-Side group protein model) approach. 
1.2.2.2 Design of the CABS model and previous applications 
The CABS (Cα-Cβ-Side group protein model) modelling uses a high resolution lattice. 
A protein is represented by lattice-confined Cα’s, with 800 possible orientations of the Cα-Cα 
vectors, and the lattice spacing is taken as 0.61Å; each residue has four united atoms 
(interaction centers), the α-carbon, the center of the virtual Cα-Cα bond, Cβ and the center of 
mass of the side-group (where applicable). 
CABS employs knowledge-based statistic potentials derived from a statistical 
analysis of the structural correlations in known structures. They describe the short-range 
interactions (both sequence dependent and sequence independent), the main chain network of 
hydrogen bonds, and the sequence and geometric context-dependent statistical potentials. 
CABS has been used in protein structure prediction (comparative modeling and ab initio 
prediction), protein interactions (flexible docking), sequence alignments, protein folding 
pathways, etc. In the sixth CASP (Critical Assessment of Protein Structure Prediction) 
(CASP6), this model yielded the second best average score of accuracy of ab initio 
predictions among the 200 participating groups (Kolinski & Bujnicki, 2005).      
Currently, the developers are working on improved force field that includes the 
phosphate group interactions (not published yet). The CABS model not only can provide 
segment structure prediction, but also can provide trajectories of simulation, which can be 
regarded as pathways of conformational transitions. Its success in CASP predictions 
encourages us to apply it to model the coordinates of the missing parts, for the dynamic study 
of conformational changes through exploring the trajectories from simulation. By studying 
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the spatial relationships of residues/domains of interest, it is possible to gain some 
understanding of the mechanism of conformational changes due to phosphorylation. So it is a 
useful tool for the study of motions related to phosphorylation.    
The local features of the modification site, the effects of sequence, the distal binding 
motifs away from the P site, the competition effects of multiple substrates and enzymes 
(kinase vs. phosphatase), the presence of other post-transcriptional modifications (PTMs) all 
make the behaviors of phosphorylation/dephosphorylation complex and to a significant 
extent unknown. Research on the conformational changes caused by phosphorylation is at the 
stage of having only a few case studies, so generalizations are not yet possible. We are still 
far from understanding the mechanisms of regulation by phosphorylation/dephosphorylation.  
Cyclin dependent kinase 2 (CDK2) is one of the cyclin-dependent kinases (CDKs), 
which are very important in regulating many critical processes in eukaryotic cells. The cell 
cycle consists of four distinct phases: G1 phase, S phase (synthesis), G2 phase (collectively 
known as interphase) and M phase (mitosis). CDK2 regulates the S and G2 phases while it is 
phosphorylated and dephosphorylated at Thr14 and Tyr15 (Sebastian et al., 1993). The 
CDK2/Cyclin E complex drives the cell between the G1/S phases, and the CDK2/cyclin A 
complex mediates DNA replication (Bartova et al., 2008). Kinase activities could be altered 
in many pathological cells, like cancer cells. So studying the mechanisms of kinase 
conformational changes should help us understand the mechanisms of deregulation of the cell 
cycle, and the origins of some diseases.  
In our study, we will investigate some structural pairs of proteins in their 
unphosphorylated and phosphorylated states using molecular dynamics (MD), targeted 
molecular dynamics (TMD), ENMs, and CABS modelling to characterize the features of 
conformational changes caused by phosphorylation through transition pathways. We will 
focus on investigating the pathways of conformational transitions of CDK2 phosphorylation 
at Thr160. First, we will make some effort to improve the classification ability of 
phosphorylation site prediction methods. Then we will show the approaches used in the study 
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of phosphorylation-related conformational changes. We will discuss which approaches are 
appropriate for this from the result of the study of the transition pathways of the 
conformational changes of CDK2 caused by Thr160 phosphorylation.   
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CHAPTER 2. METHODS AND PROCEDURES 
2.1 Phosphorylation site prediction improvement 
We will test how much the disorder/order information affects the phosphorylation site 
prediction accuracy by using support vector machines (SVM). 
2.1.1 Dataset 
119 sequences with experimentally known phosphorylation sites are used to obtain 
segments centered around Thr (T), Tyr (Y) or Ser (S) residues that are both phosphorylated 
and not phosphorylated. The window size of segments is fixed at 9 residues. The negative 
controls are randomly chosen segments from the same 119 sequences, but centered around 
non-phosphorylated T, Y or S.  
2.1.2 Attributes 
PONDR (Predictor Of Natural Disordered Regions) (Romero et al., 2001) VL-XT 
was used to predict whether a residue locates in an ordered or disordered region. The 
PONDER VL-XT is a neural network (NN) predictor fully connected with an 8x8x1 
architecture. The back propagation method was used for data training. The training set are 
non-redundant X-ray crystal structures with at least 40 consecutive disordered residues. Tens 
of attributes (including composition-based and property-based) are learned from the data of 
known structures. The prediction accuracies for N-terminal, C-terminal and internal regions 
were reported to be 79%, 75% and 73%, respectively.   
In our test, following attributes served as inputs to support vector machine for 
classification: The composition of the residues of selected segments, and whether they are 
predicted to be ordered or disordered (by PONDR (Romero et al., 2001)), amino acid type (S, 
T, or Y) of the residue at center, number of alignment matches of the segments, predicted 
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secondary structures of residues in the segments, where the secondary structures were 
predicted using Fragment Database Mining (FDM) (Cheng et al., 2005), in which the 
multiple sequence alignment (MSA) was done by blastcl3, which is part of the BLAST 
software package from NCBI (Altschul et al., 1990), and the substitution matrix for the 
sequence alignment was BLOSUM45.  
2.1.3 Support vector machine (SVM) application 
The WEKA3.4 package (Frank et al., 2004; Witten & Frank, 2005) has been used for 
the support vector machine software. The classifier is Sequential Minimal Optimization 
(SMO) (one kind of SVM classifier) (Platt, 1998), in which default parameters were used, 
except that the exponent value was set to 2 (this makes the classifier a non-linear one). The 
classification accuracy was obtained using 10 fold cross-validation. 
2.1.4 Correlation coefficients (cc) 
This is an important additional measure besides the accuracy. It is defined by   
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The TP, TN, FP, FN are defined as: if a phosphorylation site is located in a predicted 
disordered region, this is one occurrence of a true positive (TP), in a predicted ordered region 
then it is a false positive; if one of S, T, or Y is a non-phosphorylation site and is located in a 
predicted disordered region, this is one occurrence of a false negative (FN), in a predicted 
ordered region, then it is a true negative (TN). The definition is shown below. 
 
Figure 2.1.4.1 The definition for TP, FP, FN and TN 
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2.2 Structure pairs of unphosphorylated/phosphorylated proteins – 
data collection 
2.2.1 Phosphorylated sequences from the Protein Data Bank (PDB) 
In the current study, we did not consider multiple chains. The protein chains are taken 
from the most current release of protein sequences at the pdb ftp site 
ftp://ftp.rcsb.org/pub/pdb/derived_data/. There are 48,744 proteins (108,804 chains) in the 
dataset, 9401 proteins with post translational modifications (PTMs), and 452 proteins with 
phosphorylation PTMs.  
2.2.2 Unphosphorylated partners for selected sequences 
The sequences of protein chains with phosphorylation sites (removing those with very 
few residues (less than 20), 249 sequences are kept for next step) are selected, and sequence 
alignments are made using BLAST to find perfect matches for these sequences in Protein 
Data Bank (PDB), in which the matches that are not phosphorylated serve as a structural 
partner for the query sequence.  
2.2.3 Classification of structural pairs 
According to the residue types at phosphorylation sites, the structural pairs are 
divided into three categories, with some overlaps with on another, since some chains are 
phosphorylated at multiple sites. 152 of the chains contain a phosphorylated serine (pSer), 
145 contain phosphorylated threonine (pThr), and 24 contain phosphorylated tyrosine (pTyr). 
To differentiate these types, we enumerate the “purely- phosphorylated” chains, which are 
not phosphorylated at different sites of different residue types. There are 80 
serine-phosphorylated, 71 threonine-phosphorylated, and 17 tyrosine-phosphorylated chains 
collected.  
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2.2.4 Removal of structural redundancies 
It is possible that some of the structures in each group are similar. We made some 
efforts to remove the structurally similar entries from each group for future use. The 
structural similarity is measured by the root mean square deviations (RMSD) and the 
Z-scores calculated by Combinatorial Extension (CE) (Shindyalov & Bourne, 1998). CE 
aligns two polypeptide chains based on local geometry characteristics of the Cα positions. 
Heuristics are used to define a set of optimal paths to elongate the aligned fragment pairs 
(AFPs). The path with smallest RMSD, formed by continuous AFPs are selected by dynamic 
programming, and this yields the optimal alignment. The CE also outputs the Z-score, a 
measure of the statistical significance of the result relative to an alignment of random 
structures. Typically proteins with a similar fold will have a Z-score of 3.5 or better. The 
Z-score can be used to filter less significant results or alternatively to look for weak 
similarities. 
For a structure alignment, if the RMSD between two chains is less than 2Å, the size 
difference between two chains is less than 10%, at least 70% (for Ser-, Thr- phosphorylated 
proteins) or 90% (for Tyr-phosphorylated proteins) of all the residues are involved in the 
alignment, and the Z-score is greater than 3.7, then the match found in Protein Data Bank 
(PDB) is considered to be a structural partner for the query peptide chain.      
Upon removing the redundancies, 18 pairs are kept out of the 80 pairs of the 
serine-phosphorylated set; 14 pairs are kept from the 71 pairs of the 
threonine-phosphorylated set; and 6 pairs out of 17 for the tyrosine-phosphorylated set.  
In the present study, we found that removing the structural redundancies may not be a 
good choice, since the remaining structural pairs are not representative enough in terms of 
patterns of conformational transitions. One reason is the lack of structures available in PDB; 
the other is because of the diversity of kinase specificity. By looking into the details of the 
structures we have collected, we notice that most of the pairs are similar in structure, and 
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coordinates of lots of segments are missing for many entries. So we decided to study some 
selected cases, which have been extensively studied in the literature, to test our new 
approaches, and the non-redundant dataset is kept for future use. 
2.3 Elastic network models (ENMs) 
2.3.1 Basic theory 
A three dimensional protein structure is described as a network of Cα atoms of 
residues connected by harmonic springs within a cutoff distance. The network will have 
vibrational modes of motions obtained by eigen-decomposition of the Kirchhoff’s matrix 
(Laplacian matrix), defined by  
 
where rc is the cutoff distance (~7.0Å for GNM), and rij is the distance between 
residue i and residue j. 
The fluctuation in position of the ith residue with respect to jth residue is proportional 
to the ijth element of the inverse of this matrix, which can be described as 
ijBji TRR ])[/3(
1    
where  represents the ijth element of the inverse of Γ.   ji RR
The crystallographic temperature factors or B factors are directly related to these 
fluctuations, and expressed as  
iiBiii TRRR ])[/3()(
12    
GNM can provide information on the magnitudes of fluctuations, i.e. all fluctuations 
are implicitly assumed to be isotropic.  
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The overall potential is the sum of harmonic potentials between interaction nodes, 
and is given by  
RRV T )2/(  
where ΔR is the vector of fluctuation vectors ΔRi of the individual residues. 
ANM is an extension of GNM. As a normal mode analysis tool, it has been used to 
analyze vibrational motions in molecular systems (Atilgan et al., 2001; Doruker et al., 2000). 
The force constant of the system can be described by a Hessian matrix, which is composed of 
N×N super-elements of size 3×3 (N is the number of residues). 
 
Each element holds the anisotropic information regarding the orientation of nodes i 
and j, and defined as the second partial derivatives of V, the harmonic potential between 
residue i and j.  
 
Its decomposition yields 3N-6 non-zero eigenvalues, and 3N-6 eigenvectors, which 
reflect the frequencies and shapes (directions and relative magnitudes) of the individual 
modes, respectively. The first six modes account for rigid-body translations and rotations of 
the system and do not reflect the anisotropic motions. The cutoff distances are larger for 
ANM, usually 10-13Å. In current study, we used 13Å as the distance cutoff to obtain the 
twenty low frequency normal modes. 
2.3.2 Applications of ANM in our test case 
The 20 lowest frequency normal modes of a protein are obtained from an ANM server 
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located at http://ignmtest.ccbb.pitt.edu/cgi-bin/anm/anm1.cgi, developed by the University Of 
Pittsburgh School Of Medicine, Department of Computational Biology.  
Some performance measures of general ANM on some basic characteristics of the 
conformational changes (Tama & Sanejouand, 2001) are given below: 
1) Similarity between experimental conformational change and low frequency modes, 
measured by overlap, defined as follows: 
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where aij is the ith coordinate of the normal mode j, and is the 
crystallographic conformational change.   
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2) Collectivity (κ) of conformational changes 
This measure is used to estimate the number of residues involved in the 
conformational changes. It is defined by )logexp(1 22  N ii RRN  , where α is a 
normalization factor so that =1.   N iR 2
3) Similarity of patterns of displacements observed by crystallographers and low 
frequency modes, described by correlation coefficient cj, given by 
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where Aij is the amplitude of displacement of residue i in mode j and ΔRi the displacement of 
residue i in the conformational change; the bars represent the average of displacements; σ 
values are corresponding root mean squares. The correlations are calculated using Microsoft 
Excel. 
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2.4 Molecular dynamic (MD) simulations using scalable molecular 
dynamics (NAMD) (Phillips et al., 2005) 
2.4.1 Filling the gaps of segments with coordinates missing in a structure 
using CABS 
2.4.1.1. Get initial structure for CABS simulation 
A program was developed (thanks to Mateusz Kurcinski) to assign coordinates to the 
Cα’s for the missing residues. Two cases were considered. One is the segment of 
coordinate-missing residues located in the middle of a sequence with known coordinates, the 
other is missing residues located are the ends. For the gaps within a sequence, the algorithm 
fills in the missing residues in the gap, with the residues initially evenly distributed along a 
straight line between the two ends of the gap. Obviously, if the gap has enough space to hold 
the missing residues, this algorithm works. If the gap is not sufficiently large to hold this 
many residues, the assignment will be too “crowded”, and many clashes may occur. So 
before doing the assignment, the structure around the gap needs to be investigated. Still 
usually only around 10 missing residues are allowed to be inserted to make a relatively 
reasonable assignment. For the case where missing residues are at ends of a sequence, we 
just assign the residues along the extension line from the two residues with known 
coordinates at the end. The inter-residue distances are set to be 3Å, mimicking the normal 
Cα-Cα distance of 3.78Å. 
The second way we have tried is to make a bubble-like assignment, considering the 
geometric features of the surroundings for the gap. The distances between two neighbor Cα’s 
of the inserted residues are set to be 3.78Å. This is to avoid obvious steric clashes before 
further energy optimization, even more residues are missing in the structure file and need to 
be patched to a small gap in space. 
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After the gaps are patched together, A Monte Carlo simulation is run primarily to 
optimize the energy according to the CABS force field. This is not necessarily the final 
optimization, since our goal is to provide a relatively reasonable assignment of coordinates 
for the missing residues.  
2.4.1.1.a Run MaxSprout (Holm & Sander, 1991) to get the backbones (and C) 
MaxSprout is a fast database algorithm to create backbones from a Cα trace. The server 
located at http://www.ebi.ac.uk/Tools/maxsprout/index.html provides a simple construction 
for our purpose. It can also be used to create the coordinates for the side chains also. An 
alternative is to use SCWRL (Canutescu et al., 2003) to get the side chains. The SCWRL is 
used to add side chains to a backbone. It utilizes a backbone-dependent rotamer library, 
which provides lists of 1-2-3-4 values and their relative probabilities for residues having 
given backbone pairs of ,  values, and chooses from these conformations to minimize 
atomic clashes.” The server is located at 
http://bioserv.cbs.cnrs.fr/HTML_BIO/frame_scwrl.html.  
2.4.1.2 CABS simulation on test case CDK2 
For testing purpose, we worke on our test case of CDK2. This protein undergoes an 
obvious conformational change with phosphorylation on Thr160, mainly around the T loop 
(residue 152 to 170). So we manually remove the coordinates of residue 152 to 161, 
pretending that this segment of 10 residues is missing in the crystallized coordinates. We then 
take the pdb file of Cα’s of other residues, and rebuild these by running the patching program. 
Once this segment is patched in, then the pdb file is sent to the CABS simulation program to 
perform energy optimization with proper constraints. The constraints are obtained based on 
the Cα’s in the structure except those of the removed residues. In order not to constraint the 
Monte Carlo simulation too much, only 10 percent of the distance constraints are kept, and 
the constraint weight is set to 0.05. After the simulation, the shapes of the assigned segment 
(before CABS simulation) and the segment after energy optimization are shown. 1000 
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snapshots are retained. The global RMSDs between the frames and the initial structure (in 
this case 1FIN:A.pdb) are also plotted to show a reliable simulation.      
2.4.2 Molecular dynamics (MD) and targeted molecular dynamics (TMD)  
Several simulations on the test case, a structure pair of CDK2 (before and after 
phosphorylation at Thr160, namely, 1FIN:A.pdb and 1JST:A.pdb) were performed using 
NAMD. The Visual Molecular Dynamics (VMD) was used for analysis. These simulations 
included normal MD on: 1) 1FIN:A.pdb (500ps); 2) P-T160-1FIN:A.pdb (500ps); 3) 
P-T160-1FIN:A.pdb (25ns); TMD on 4) 1FIN:A.pdb to target 1JST:A (500ps); 5) 
P-T160-1FIN:A.pdb to target 1JST:A.pdb (500ps); 6) 1JST:A.pdb to target 
P-T160-1FIN:A.pdb (500ps). Equilibration of the system was evaluated using RMSD. 
Principal component analysis (PCA) is then performed for each simulation.   
2.4.2.1 Conventional MD simulations 
2.4.2.1.1 Add phosphate group to the phosphorylation site  
This was done by the protein structure file (psf) generation package (psfgen) included 
in VMD. Examples of the .pgn filesare shown in Appendix A.2.1. The CHARMM22 force 
field was employed.  
2.4.2.1.2 Solvate the system 
According to the time scale of simulation, the system is put in a water box with 
dimensions of either 5Å or 20Å in all directions. VMD provides the solvation package for this 
purpose.  
2.4.2.1.3 Neutralize the system 
This is done by the VMD “Add ions” plugin. After the counter ions are added, the 
system was neutralized. Ionic concentrations were set to be 0.15M to mimic physiological 
conditions. 
2.4.2.1.4 Set the periodic boundary conditions 
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The sizes and centers of the systems were measured, and the periodic boundary 
conditions were calculated and assigned in the configuration files. Examples of configuration 
files of normal MD and TMD are shown in Appendix A.2.2. 
2.4.2.1.5 Constant pressure and temperature control 
The fixed pressure P, temperature T and the number of atoms N (constant-NPT 
ensemble) were used for all simulations. 
2.4.2.1.6 Platform for MD simulations 
The MD simulations were run on the ISU supercomputer “CyBlue”. CyBlue has 1024 
compute nodes, supported by 64 I/O nodes. Each node contains two dual-core PPC440 CPUs 
running at 700Mhz, with 512MB of RAM per node. The head node is an IBM eServer 
OpenPower 720s with dual dual-core 1.50GHz 64-bit POWER5 processors and 4GB of 
RAM, running the SuSE Linux Enterprise Server 9 operating system. 
2.4.2.2 Targeted molecular dynamics (TMD) simulations 
2.4.2.2.1 Define the flexible residues 
Compare the two structures before and after phosphorylation. A distance cutoff value 
is set. We do a structure alignment of the two proteins based on Cα’s, and calculate the 
displacements of the residues. A cutoff is set. Residue with displacements larger than the 
cutoff are regarded to be flexible residues. 
2.4.2.2.2 Add phosphate group, solvate the system  
We prepare the starting and target structures as for normal MD simulations. We make 
sure that the two structures have the same number of atoms. To avoid any inconsistencies, we 
just copy all the water molecules from the starting structure to the target structure to put the 
target structure in water, instead of solvating the two structures independently.  
2.4.2.2.3 Label the starting and target structure files 
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In the pdb files, the starting structure has all lines of the B column to be 0, occupancy 
column as 1; whereas the target file has both columns as 0, except that the flexible residues 
defined by step 2.4.2.2.1 are labeled 1 in the occupancy column.  
2.4.2.2.4 Pressure and temperature control 
The temperature control is disabled in order to disturb the movement of the atoms as 
little as possible. The constant pressure control is also not used. Extra parameters are added 
to include the target reference structure and the force scale. 
2. 5 CA-CB-Side chain (CABS) (Kolinski, 2004) modeling 
The CABS model is used to investigate the transition pathway from 
unphosphorylated form to phosphorylated form, and to predict the structure of the 
phosphorylated protein based on unphosphorylated structure and limited structural 
information  
2.5.1 CABS model parameters 
The simulation was designed to include multiple replicas to enhance the possibility of 
finding the global minimum in the potential energy. For creating the trajectories as a folding 
pathway, we adjust the parameters as follows: 
We actually use just one replica. It is not a problem to surmount the energy barrier 
with just one replica, for most of our cases. We use smaller time steps of simulation 
compared to that of an ab initio simulation to guarantee a smooth change in the 
conformations.  
The restraints are not taken from comparative modeling matches as usual. We are 
doing a target-guided simulation instead. So the constraints are taken from the final structure 
(the phosphorylated structure in our case). We take 10% of all the pair-wise distances in the 
structure, and assign different weights (0.01, 0.05, and 0.1) for the constraints to test and 
obtain minimal valid weight. In this way, the conformational changes are neither restricted 
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too tightly, nor too loosely. 
An example of the input file INP is shown in Appendix A.1.1. 
We record at least 1000 snapshots for a small protein with 298 residues (CDK2) as a 
trajectory for further analysis.   
2.5.2 Case study 
The structure pair of unphosphorylated complex CDK2/cyclin A (pdb code 1FIN.pdb) 
and phosphorylated complex p-T160-CDK2/cyclin A (pdb code 1JST.pdb) is used as the test 
case. 
One chain from either of the two proteins is taken. In the pdb files, the coordinates are 
both complete for 298 residues. The active loop (T loop) is from residue 152 to 170, which 
includes the phosphorylation site Thr160. The crystallized structures (Jeffrey et al., 1995) 
show that the RMSD between the two structures is only 0.5Å, if the residues from 152 to 163 
are not considered, whereas the Thr160 residue at the phosphorylation site moves 
approximately 10Å.   
2. 6 Principal Component Analysis (PCA) 
2.6.1 Basic theory 
PCA is a statistical method based on an analysis of the covariances. It can reduce the 
original space of correlated variables to a smaller space of independent variables (PCs). A 
small subset of PCs can usually capture the major part of the variance. It has been 
successfully used to identify the outliers within a multivariate population (Howe, 2001; Yang 
et al., 2008), and to analyze trajectory data from MD simulations to find the essential 
dynamics (Amadei et al., 1993), etc. 
For a given protein MD trajectory, the calculation is based on coordinates of the 
residues. A frame is represented as a row of the coordinate matrix X (Teodoro et al., 2003). 
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Then the Matlab function princomp() is applied. The PCs and PC scores are obtained for 
further analysis.  
From the coordinate matrix X, the elements of covariance matrix C is calculated 
cij=<(xi-<xi>)(xj-<xj>)> 
where the <xi> is the average over the n frames. The covariance matrix C and be 
decomposed as  
C=PΔPT 
where eigenvectors P represent the principal components (PCs), which represent directions in 
high dimensional spaces, describing the concerted displacements of atoms. The eigenvalues 
are proportional to the variances that the corresponding PCs can capture, i.e. the mean square 
fluctuation of the total displacement along the eigenvectors.  
The fraction of variance and cumulative fraction of variance represented by PCs are 
calculated by Matlab function cumsum(), which is given by following code. 
[pc, zscores, pcvars] = princomp(coordOneStructPerLine); 
CovSum=cumsum(pcvars./sum(pcvars) * 100); 
Then scatter plots of two PCA scores were made to show the distribution of the actual 
structure deviations from the characteristic structure plotted along the directions of the two 
PCs. To make the plots, the following Matlab codes were applied based on PCA shown above 
(plot along PC1 and PC2, as an example). 
figure 
scatter(zscores(:,1),zscores(:,2)); 
xlabel('First Principal Component'); 
ylabel('Second Principal Component'); 
title('Principal Component Scatter Plot'); 
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2.6.2 Measures derived from PCA 
2.6.2.1 Overlaps between PC displacements and residue 
displacements 
This is calculated similarly to that between normal modes and experimental 
displacements shown above. Or it could be alternatively expressed as (Yang et al., 2008) 
||||||||
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where Pi is the ith PC and Mj is the jth normal mode.  
 
2.6.2.2 Cumulative overlap (CO) between the ith PC and a set of k 
normal modes (usually the first k modes)  
It is defined as 
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2.6.2.3 The Root Mean Square Inner Product (RMSIP) (Amadei et al., 
1999; Leo-Macias et al., 2005) 
It measures the overlap between the subspace of PCs and normal modes. It shows 
how much the first I PCs can be represented by the first J normal modes, and is given by 
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where Pi is the ith PC and Mj is the jth normal mode.  
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CHAPTER 3 RESULTS AND DISCUSSION 
3.1 SVM classification improvement  
The classification accuracy of the SVM for 119 sequences in terms of 
phosphorylation (%) is shown in following table.  
 
Table 3.1.1 The classification accuracy of the SVM for 119 sequences in terms of phosphorylation. The 
exponents define the polynomial kernels of SVM (classify the data linearly or non-linearly). The 3rd column 
uses only the residue composition around the phosphorylation site. The 4th column adds information about the 
amount of order in the residues around the phosphorylation site predicted by PONDR. The 5th column adds 
information on secondary structure (SS) by FDM (Cheng et al., 2005) for three states. The 6th column adds the 
number of matches of the phosphorylation site while doing alignments against the PDB. 
WINDOWSIZE Exponent Composition +Order +SS +numMatches
E=1 64.7 66.8 68 67.2 
E=2 69.7 72.3 71 70.6 9 
E=3 69.3 70.2 68.9 70.2 
E=1 66.8 70.2 68.5 68.1 
E=2 71.8 75.6 74.8 74.8 11 
E=3 68.9 73.9 75.6 75.6 
E=1 64.7 66.8 67.2 67.2 
E=2 69.3 76.9 75.2 75.2 13 
E=3 67.6 72.7 73.1 74.8 
 
The correlation coefficient between phosphorylation site and order information 
(predicted by PONDR) is 0.288. 
By using residue composition only, the accuracy is around 70%. Adding 
order/disorder information, obtained from PONDR, the accuracy increases consistently in all 
cases, by 4% on average. Including the amino acid type (S, T, or Y) of the central residue, the 
number of alignment matches, and the predicted secondary structure did not improve the 
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classification accuracy. 
Kinases have high specificities. They have different requirements for the composition 
around the phosphorylation sites of the substrates. So a differentiation of the kinases 
according to their biological function, species, the amino acid type of the phosphorylation 
target, once known for a query sequence, might help to improve the prediction accuracy. 
3.2 Summary of results of ANM analysis for some structural pairs 
(Table 3.2.1) 
Table 3.2.1. A set of structure pairs (Groban et al., 2006) are chosen for NMA. The collectivity, overlap and 
correlation are calculated according to equations in (Tama & Sanejouand, 2001) described in Methods part 
above. The overlaps and the correlations are values between experimental displacement and modes.    
Pairs RMSD Collectivity 
Largest Overlap 
(mode number) 
Largest 
Correlation 
Chain Length 
1FIN:A 0.337(12) 0.289(3) 
1JST:A 
1.021 0.165 
0.152(18) 0.152(18) 
298 
1H4Z 0.444(3) 0.445(3) 
1H4X:A 
0.998 0.295 
0.390(1) 0.323(1) 
108 
1ERK 0.194(7) 0.167(1) 
2ERK 
1.420 0.115 
0.243(6) 0.235(4) 
353 
1PTF 0.408(2) 0.408(2) 
1FU0:A 
0.372 0.527 
0.276(2) 0.244(1) 
87 
1DCK 0.364(5) 0.206(9) 
1D5W 
2.568 0.242 
0.215(13) 0.215(13) 
123 
 
From the collectivity values of the pairs studied, we note that the conformational 
changes are relatively localized. RMSDs between the pairs are usually very small. According 
to Tama (Tama & Sanejouand, 2001) and Yang (Yang et al., 2007), the ANM performance is 
quite dependent on the collectivity of transitions. For several test cases (Petrone & Pande, 
2006), it was shown that the first 20 modes only contribute 50% or less of the total 
conformational change. Indeed, the low frequency modes from ENMs can describe the 
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collective systematic motions well, but do not describe as well the localized motions. 
Therefore, it is not so unusual to obtain such relatively low overlaps based on these low 
collectivities, as is seen here. 
Yet, the pairs we show here could not necessarily be the representatives of transition 
patterns for all phosphorylation conformational changes. We need to consider further 
structural pairs to investigate the characteristics.  
By looking at the pair-wise RMSD plot and calculating the collectivity, we can obtain 
the identification of the residues involved in the transition. If very few residues are involved, 
ie, the conformational changes are localized, we might want to modify the ANM to 
accommodate such special situations. For example, we could define rigid domains and assign 
proper distance cutoff accordingly (Yang et al., 2007) to reduce the degree of freedoms, and 
to better capture the collective motions of the transition. Previously introducing such rigidity 
was found to improve the agreement between the ANM directions and the observed 
directions for the transitions (Yang et al., 2007) 
3.3 CABS modeling 
The results are calculations on CDK2/cyclin A (1FIN:A) and pThr160-CDK2/cyclin 
A (1JST:A) – a pair of threonine-phosphorylated protein of size 298. For simplicity, we just 
simulate on chain A of each complex. At the end of this part, we also show a simulation result 
for a small serine-phosphorylated protein to support our findings. 
3.3.1. RMSD changes during simulation 
The RMSDs between simulation frames and starting/target structures are shown in 
figure 3.3.1.1. The simulations are constrained by the same set of restraints obtained from 
target structure (1JST:A), but with different weights. 
In all cases, the RMSDs converge to stable values after some steps of simulations, 
indicating that the systems have equilibrated. As the constraint weights drop, the numbers of 
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steps required to reach equilibration increases. The simulation reaches equilibration soon 
after it starts (at about the 70th snapshot) when the constraint weight is 0.1. It takes much 
longer (after the 800th snapshot) when the constraint weight is set to 0.01. 
 
 
 
 
Figure 3.3.1.1. Changes of RMSD (measured with rms and drms) between simulation frames and the 
starting and target structures (1FIN and 1JST respectively) for different constraint weights (0.01, 0.05 
and 0.1), based on whole chain and T loop (residues 152 to 170). A. Changes of global RMSDs between 
frames to 1FIN/1JST, constraint weight 0.1. B. Changes of T loop RMSDs between frames to 1FIN/1JST, 
constraint weight 0.1. C. Changes of global RMSDs between frames to 1FIN/1JST, constraint weight 0.05. D. 
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Changes of T loop RMSDs between frames to 1FIN/1JST, constraint weight 0.05. E. Changes of global RMSDs 
between frames to 1FIN/1JST, constraint weight 0.01. F. Changes of T loop RMSDs between frames to 
1FIN/1JST, constraint weight 0.01. 
 
When the constraint weight is too weak (0.01), the system fails to move close to 
target structure (1JST). With weight 0.1 and 0.05, we can see that the frames are getting 
closer to the target over time. With the weight 0.1, the changes are much faster and smoother. 
Compared to the global RMSDs, the changes in the T loops are more obvious. We will take 
the frames from simulations with constraint weight 0.1 for further investigation. 
3.3.2. Structure comparisons 
Figure 3.3.2.1 shows four structures, the initial (1FIN:A), first frame, last frame and 
the target (1JST:A) structures from residue 152 to 170 (the T-loop). 
 
Figure 3.3.2.1. Comparison of the T loops of the initial structure (1FIN:A), first and last frames of the 
simulation (constraint weight 0.1) and target structure (1JST:A). Red, the initial structure (1FIN:A); green, 
the first frame after simulation starts; yellow, the last frame of the simulation; blue, the target structure (1JST:A). 
Left, position of the segment of residue 140 to 170 in the whole chain. Right, the segment of residue 140 to 170 
in greater detail. 
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Table 3.3.2.1 quantitatively shows RMSDs (Å) among the structures and the active 
loops. 
 
Table 3.3.2.1. RMSD values between frames (first and last) of CABS MC simulation (constraint weight 
0.1) and the starting/target structures (1FIN:A and 1JST:A respectively). The values corresponding to the T 
loop are highlighted in bold.  
 First Frame Last Frame 
 global 1-152 152-170 170-298 global 1-152 152-170 170-298 
Initial 0.93 0.86 0.80 0.95 1.54 1.26 2.86 1.15 
Target 1.53 1.08 2.83 1.07 1.09 1.00 1.17 1.10 
 
We can see that the global RMSD between the last frame of simulation and the 
phosphorylated structure is small (1.09Å). The RMSD between the T loops of the two 
structures (1.17 Å) is also comparable to other parts (1.00 and 1.10 Å). From the values of 
RMSDs, we notice that the simulation successfully guided the initial structure (1FIN:A) to 
transit to the target structure (1JST:A). And indeed, the main change comes from that of the 
T-loop. 
3.3.3 Arginine cluster formation at active site 
From the experimental data (Russo et al., 1996), the phosphate group in the 
phosphorylated CDK2/cyclin A complex has contacts with three arginines, Arg50, Arg126 
and Arg150, to form an arginine cluster, presumably because of electrostatic effect. Arg50 
and Arg150 hydrogen bond to the cyclin A main-chain carbonyls and Arg126 hydrogen bonds 
to CDK2 atoms. This might be one of the mechanisms to strengthen the phospho-arginine 
interactions stabilizing the conformation (Johnson & Lewis, 2001).  
We calculated the distance changes among these arginine residues (Arg50, Arg126 
and Arg150) and the phosphorylation site (Thr160) during the simulation. Also the changes 
of inter-arginine distances were calculated along the simulated folding pathway. The results 
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are shown in following figure 3.3.3.1. 
 
 
Figure 3.3.3.1. A. The distance changes between the arginine cluster residues and the phosphorylation site 
Thr160 with time. B. The changes of inter residue distances of the arginine cluster residues over time.  
 
We can see that there is not much change in the distances among the residues of the 
Arginine cluster, before and after phosphorylation. We do observe a separation between 
Arg126 and Arg150 near thepoint at one third of the simulation. But then later, the distances 
between these two residues come back to their previous level. All residues in the arginine 
cluster get closer to Thr160 during the simulation. But Arg50 and Arg150 change more 
obviously (from 18.2 to 14.3 Å and from 14.6 to 10.5Å, respectively) than Arg126 does (only 
from 12.7 to 11.3Å).  
3.3.4 Distance changes of conserved residues (the ATP binding pocket 
residues, Lys33, Glu51, Asp127, Lys129, Asn132, and Asp145)  
The movement of the conserved residues from the phosphorylation site (Thr160) during 
simulation given in terms of distance changes is shown in following figure 3.3.4.1. 
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Figure 3.3.4.1. A. The distance changes between the ATP binding pocket residues and the phosphorylation 
site Thr160 over time. B. The changes of inter residue distances of the ATP binding pocket residues with 
time.  
 
We can see that the distances between the conserved residues, which form the ATP 
binding pocket, and the phosphorylation site are not changing sharply during the simulation. 
And most of the slight changes of distances between the residues and Thr160 are concerted 
motions. It seems that the residues forming the ATP binding pocket remain at a fixed distance 
form the phosphorylation site Thr160 as a unit overall during conformational transition.   
3.3.5. Some other distance changes (Glu12, Tyr179 and Thr160)  
Figure 3.3.5.1 reports distance changes between two of the residues important for 
conformational changes, Glu12 and Tyr179, and the phosphorylation site Thr160. 
 
 
Figure 3.3.5.1. Changes of distances between Glu12, Tyr 179 and phosphorylation site Thr160 with time. 
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In the inactive form of CDK2, the Thr160 is close to Glu12. After phosphorylation, 
the two residues will be further apart because of electrostatic repulsion. Yet we did not see 
any obvious change in the distances from comparing the starting frames and ending frames. 
The reason is that we are not actually adding the negatively charged phosphate group to the 
structure and do the simulation. Instead, we just add constraints to the simulation, and 
changes will just submit to the potential function of CABS, without considering the 
electrostatic effects. The CABS force field we are using does not contain the interactions of 
the phosphate group. So it is not surprising to see that the simulation is not able to capture 
this expected detailed change.    
Comparing the unphosphorylated and phosphorylated structures of CDK2/cyclinA 
(Groban et al., 2006), we can see the activation loop of PT160-CDK2 passes through 
(distance = 0) the side chain of Tyr179 of unphosphorylated form. So the distance changes 
(from Tyr179 to residue 152-160) during simulation are also shown in above figure.  
From the figure, we did observe slight distance changes during the simulation (from 
12.4 to 10.4Å). Notice that the distances are calculated based on backbone structures. These 
distance changes might not be sufficient enough to indicate hydrogen bonding, especially 
when the distances between backbone atoms are relatively small. So the distance changes 
might be more obvious if side chain details are included.  
It has been observed that the introduction of the phosphate group in the T loop could 
change the conformation of the loop itself, and it can also rearrange the side chain hydrogen 
bonding of segment beyond the phosphorylation site.  
In this figure, we do not see the electrostatic repulsion of two residues with the same 
negative charges, but we do see a geometry change caused by rearrangement of the hydrogen 
bonding network. We will be very interested to see how an improved force field (with the 
phosphate group interaction details included) in CABS could help capture this kind of change 
in the simulations.    
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3.3.6 Another case of CABS simulation 
To see the performance of CABS modeling, we applied it to another protein, 
signaling transport proteins (1QFR/1FU0) – a pair of small serine-phosphorylated proteins of 
size 87. 
The alignment of the initial (1QFR), the last frame of simulation and final (target, 
1FU0) structure is shown as following 
  
 
  
Figure 3.3.6.1. Aligned structures of 1GFR, 1FU0 and the last frame of the CABS simulation. The 
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phosphorylation site Ser46 is represented in ball and stick style. The two flexible loops (residue 8-17 and 53-58) 
are labeled in A and C. A and C, different views of the two structures (before and after phosphorylation, red and 
blue respectively). B and D, the last frame of the simulation (represented by a yellow tube) added to the 
alignment  
 
Following is a table showing the segment RMSDs among the first and last frame of 
simulation, the initial structure (1QFR), and the final phosphorylated structure (1FU0).  
 
Table 3.3.6.1. RMSD values between simulation frames and the experimental structures (1QFR and 
1FU0). For both the first frame and the last frame of CABS simulation, the rms values to both initial and target 
structures (before and after phosphorylation structures) are calculated based the whole length of thechain, and 
different segments. The two loops with relatively large conformational changes are shown in bold.  
 First Frame Last Frame 
 global 1-43 8-17 43-47 30-53 47-87 53-58 global 1-43 8-17 43-47 30-53 47-87 53-58 
Initial 1.18 0.97 0.36 0.45 1.08 1.31 0.54 2.06 2.02 1.83 1.00 1.92 1.89 1.28 
Target 1.90 1.66 1.7 0.59 1.30 2.01 1.84 1.23 1.31 0.94 0.59 1.04 1.03 0.91 
 
The phosphorylation site Ser46 is in a very short loop from a beta sheet to an alpha 
helix (residues 43-47). The RMSD change of the loop itself (residues 43 -47) is not obvious 
during the simulation. If we include its flanking secondary structure elements (preceding beta 
sheet and following alpha helix) in the alignment (see the alignment for the whole peptide 
chain), there is a conformational change observed, i.e. the loop opens away from the cleft a 
little bit. The simulation captures this movement very well. The last frame of the simulation 
is very close to the final target structure. The simulation moves the structure from a frame 
relatively close to initial structure (RMSD 1.18Å) to the last frame relatively close to the 
final target structure (RMSD 1.23Å). Some relatively more flexible parts (e.g.the  two loops 
in bold, residue 8 to 17, and residue 53 to 58) are reported in the table for the simulation.    
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3.3.7 General discussion 
We can see that for the case of conformational changes caused by phosphorylation 
with very small differences (RMSD about 1.7Å calculated by CE (Shindyalov & Bourne, 
1998)), the CABS simulation provides some detailed characteristics of structure changes. By 
analyzing the differences of RMSDs among different segments, we can identify the parts that 
are more flexible; we can follow the segment movement that causes the main conformational 
changes. By investigating the physico-chemical properties and the folding pathway provided 
by CABS, it is possible to reveal some details of the mechanism for such residue/segment 
movements.    
In these test cases, we know both structures before and after phosphorylation. This 
might limit the application of the CABS model, since in real life, we typically don’t have 
both the phosphorylated or unphosphorylated structures. So it is not unusual that we may 
lack an initial structure to start with, or don’t have restraints from a final structure to guide 
the simulation. The lack of the initial structure for simulation is not a hard issue to be solved. 
CABS is traditionally used successfully as an approach to predict 3 dimensional structures of 
proteins, either through comparative modeling or ab initio. And of course the use of 
alternative structure prediction approaches are possible. The lack of target structures to obtain 
valid constraints does limit the use of this model. But we notice that in many cases, we know 
the functions and biological origins of a protein with known sequence and the potential 
phosphorylation sites. Usually, the majority of kinases contain a 250-300 amino acid residue 
catalytic domain with some key catalytic residues conserved (Bartova et al., 2008). Also, a 
specific binding pocket is formed upon residue phosphorylation. Scientists have collected 
evidence of substrate preferences for specific kinases (Holmes & Solomon, 1996; Songyang 
et al., 1994). For example, an optimal substrate for CDK2 was determined to have this 
pattern, X-1(S/T)0P+1X*+2(K/R)+3. The S or T are phosphorylation residues; the P denotes 
the Proline following S/T; K/R is Lysine or Arginine at the third position after S/T; X for any 
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residues. Overall, it is possible that we can obtain significant structural information from the 
biological behavior of a protein/kinase, or from structural information from known structures 
of other members of the same family. Also remember that the original application of CABS is 
for homology modeling, in which the constraints are obtained from the matching structures 
of multiple sequence alignments. We can always provide the query sequence (the target 
structure or phosphorylated structure in our case), and collect the constraints from the 
structure/sequence matches. Sometimes, it is enough to provide structure constraints for the 
CABS simulation. Actually, we don’t want to impose extremely tight constraints during a 
simulation; otherwise, the structure might become trapped in a local minimum.  
From experiments, we can obtain some information about the structures as mentioned 
before. With such limited structure information, the CABS simulation could possibly 
construct the phosphorylated structure. The critical part would be to use appropriate 
constraints. This prediction is rather protein specific, which needs the knowledge of 
biological behavior of the query proteins. We have tried to do the prediction based on 
unphosphorylated structures with known phosphorylation sites, and gain some experience. 
However, the prediction of the conformational changes due to phosphorylation is not a trivial 
matter. The accurate distance constraints could not be ideally collected without the 
knowledge of biophysical, biochemical and biological behaviors of the proteins. We could 
not find a general way to define the constraints. So the result are not reported here. But once 
we have sufficient knowledge of the mechanisms of conformational transition of a protein, 
CABS will be a powerful and efficient way to help study the details of transition. 
One drawback of this model is its coarse level representation. During the calculation, 
we cannot accurately calculate the hydrogen bonds formed with the γ oxygen of the 
phosphate group. Here we have to use the backbone information to qualitatively observe the 
dynamics of geometrical relationships. This kind of observation is particularly helpful to the 
study of the local movementS. Together with other information obtained from MD, NMA or 
experiments, the CABS model will be an excellent and rapid complementary tool for use in 
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the study of mechanisms and pathways. For targeted MD, the time cost would be a 
thousand-fold larger to obtain a simulation for reasonable time scales. So this loss of 
accuracy may still be acceptable.  
Another important application of CABS modeling is to fill the gap of segment of 
missing coordinates. This is not always a trivial matter due to the flexibility of the segment of 
interest. Usually the reason for failing to obtain the crystallographic structures of a segment 
is that its high mobility prevents obtaining sufficient diffraction information for structure 
determination. In the current study, we use this model to fill in the gaps of segments with 
missing coordinates in the structure files. Since our goal was to perform molecular dynamics 
simulations, which are all atom simulations, this effort was essential, and proved to be 
efficient and valid for our purpose. This will be further discussed in section 3.4. 
Dr. Kolinski’s group is now adding the interaction relationships of the phosphate 
group to the force field. This makes the CABS model more powerful for simulating protein 
motions of kinases. It resembles a molecular dynamics procedure, with acceptable accuracy 
but it is much more efficient in resource useage. We believe it will open a new era for the 
study of phosphorylation related conformational changes.        
3.4 Testing the patching of coordinates for missing segments 
There are two versions of coordinate assignment, shown in following figure. 
 
 
 87
Figure 3.4.1. Two versions of patching procedures and the patched loop after energy optimization. Whole 
structure of CDK2 (1FIN:A in PDB code) is shown in A and the region with the missing loop in B with the 
details of the segment (residue 140 to 170) containing the patched segment (152-161) and the T-loop (152-170). 
The blue straight line is assigning coordinates to the missing residues along the line between the two ends of the 
gap. The red line is assigning coordinates to the missing residues in a bubble-like pattern, with the distances of 
neighbor Cα’s to be 3.78Å. The green line shows the patched loop starting from red line after energy 
optimization by CABS MC simulation. 
 
After the gap of coordinate-missing segment is patched, the energy of the system is 
optimized by CABS simulation according to its force field. We follow the RMSD changes 
between the frames and the initial structure (1FIN:A) shown in figure 3.4.2. The changes of 
energy of the system are also shown. 
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Figure 3.4.2. RMSD and energy changes during CABS simulation of energy optimization after patching 
of the loop residues 152-160 in 1FIN:A. The simulation is has constraint weights 0.05. Left, RMSDs between 
snapshots and initial structure. Right, simulation shows the gradual decreases in energy.  
 
This shows that the optimization does not change the structure very much, as 
expected, since the constraints are from the original structure (except the distance 
relationships associated to the coordinate-missing residues). The energy drops significantly 
during the simulation to optimize. Since our purpose is to construct an initial all-atom 
structure for MD simulations, whether or not the energy is minimized is not a very critical 
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issue. 
3.5 Targeted molecular dynamics (TMD 500ps simulation) 
3.5.1 Force constant or elastic constant TMDK200 (kcal/mol/Å2) 
3.5.1.1. RMSD changes with time  
1. From non-phosphorylated structure (1FIN and P1FIN) to phosphorylated 
structure (1JST) 
The simulations start from two initial structures, 1FIN and P1FIN. We still call the 
latter unphosphorylated structure, since we just add a phosphate group to 1FIN and keep the 
coordinates of the other atoms unchanged. 
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Figure 3.5.1.1.1. Changes of RMSD between frames of TMD (force constant TMDK200) to the initial and 
target structures. The pink and blue lines show the RMSDs between the T loops. Left, TMD from 1FIN to 
1JST. Right, TMD from P1FIN (1FIN with phosphate group added) to 1JST.  
  
We can see that with the force constant 200, the transitions from unphosphorylated 
structures to phosphorylated structures are similar, with or without the phosphate group 
added. From the RMSD changes, adding the phosphate group to the starting structure does 
not change the procedure very much. The global RMSD changes are trivial and the loops of 
the frames move close to those of the targets (less than 1.5 Å) at frame ~250 (250ps) and 
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~300 (300ps), for the two cases. Without the phosphate group, the RMSDs between T loops 
of the frames and target structure reach around 1Å at about 450ps. After adding the 
phosphate group, the simulation is relatively smoother and shows steadier changes in 
RMSDs. The final RMSDs between the T loops remain around 1.5Å and at the end of the 
500ps simulation. The RMSDs of the two simulations between the frames and the starting 
structures are very similar (RMSDs of both global and T loop), indicating that adding the 
phosphate group does not change the flexibility of the proteins very much.  
2. The reverse transitions from phosphorylated structure to unphosphorylated 
structure (1JST  1FIN) 
RMSD changes are observed with or without the phosphate group in the starting 
structures (1JST). 
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Figure 3.5.1.1.2. RMSD changes between frames of TMD (force constant 200) and the initial and target 
structures. The pink and blue lines show the RMSDs between the T loops. Left, TMD from 1JST with 
phosphate group removed to target structure (1FIN). Right, TMD from 1JST to target P1FIN. 
 
Again, with the force constant 200, the reverse transitions are successfully finished, 
with the final frames being closer to the targets, with or without the phosphate groups. 
Without the phosphate group, the frames approach the target within 1.5Å (T loop) at ~270ps, 
but at ~370ps when the phosphate group is added. Also, without the phosphate group, the 
frames seem to be closer to the target (~1Å) at the end of the 500ps simulation. 
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3.5.1.2 Distances among residues important to conformations 
1. TMD simulation starting from P1FIN (phosphate group added to side chain of 
Thr160 of 1FIN) to target 1JST (crystallized structure with Thr160 phosphorylated)  
1) The arginine cluster residues (Arg50, Arg126, Arg150 and Thr160) 
The distance changes from the arginines to threonine 160 with time, the inter-arginine 
distance changes with time are calculated and reported in following figures.  
 
 
Figure 3.5.1.2.1. The distance changes of the arginine cluster during TMD simulation. The TMD force 
constant is TMDK200 (kcal/mol/Å2) and the duration is 500ps. Left, the distance changes of the arginines in the 
cluster to the phsophorylation site Thr160. Right, the inter-residue distance changes among the cluster residues 
during the TMD simulation.  
 
The above figure shows that the arginines in the cluster (Arg50, Arg126 and Arg150) 
do not change their inter-residue distances much throughout the duration of the TMD 
simulation. While two of the residues (Arg50 and Arg150) move closer to the 
phosphorylation site Thr160, the third one (Arg126) does not move much towards Thr160. If 
we take Thr160 as a fixed reference residue, we can imagine that the three arginines move as 
a rigid body, Arg50 and Arg150 leaning towards Thr160 with Arg126 acting as a pivot, 
keeping its distance to Thr160 unchanged. It can also be interpreted this way, the 
phosphorylated Thr160 (together with its sequence neighbors, the T loop) moves along a 
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curve, centered at Arg126, to approach the other two residues in the cluster (Arg50 and 
Arg150). The movement of this loop is the main conformational change in the transition due 
to phosphorylation.  
2) Residues in ATP binding pocket 
Lys33, Glu51, Asp127, Lys129, Asn132, and Asp145 (numbering according to human 
CDK2) are conserved residues in all protein kinases (Bartova et al., 2008). They form the 
ATP binding pocket, and are sometimes called key catalytic residues. The distance changes 
with time of these residues relative to Thr160 and some of their pair-wise distance changes 
are shown in following figures. 
 
 
Figure 3.5.1.2.2. The distance changes of the conserved key catalytic residues during TMD simulation. 
The TMD force constant is 200K and the duration is 500ps. Left, the distance changes of the key residues to the 
phosphorylation site Thr160. Right, the inter-residue distance changes among the key catalytic residues with 
TMD simulation. 
 
Obviously neither the distances from the conserved residues to the phosphorylated 
Thr160, nor the inter-residue distances change very much during the 500ps TMD simulation. 
This indicates the importance of these residues for maintaining a relatively fixed geometry to 
hold the ATP during the phosphorylation procedure. Interestingly, the whole set of residues, 
moving as a whole during the conformational transition, keeps a constant distance to the 
phosphorylation site. This gives some hints about the mechanisms of how phosphorylation 
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may facilitate the transfer of phosphate group from ATP to the substrates of CDK2. There is 
one exception for the distance between Glu51 and Thr160. At the end of simulation, it seems 
that they do become closer to each other, with a distance change of about 2.6Å. This is 
consistent with the experimental data (see Table 3.5.1.2.2). 
2. TMD simulation starting from 1FIN (phosphate group not added) to target 
1JST  
1) The arginine cluster residues (Arg50, Arg126, Arg150 and Thr160) 
Distance changes over time between the arginine cluster and phosphorylation site 
Thr160 are shown in following figure. 
 
 
Figure 3.5.1.2.3. The distance changes of the arginine cluster during TMD simulation. The TMD force 
constant is 200K and the duration is 500ps. Left, the distance changes of the arginines in the cluster to the 
phsophorylation site Thr160. Right, the inter-residue distance changes among the cluster residues with TMD 
simulation. 
 
Comparedto the results obtained from the TMD starting from P1FIN (1FIN with 
phosphate group added to Thr160), there is not much difference in the distance changes 
between Arg126 or Arg150 and Thr160. The distances between Arg126 and Thr160 are not 
changing very much as we saw before; the Arg150 is getting closer to Thr160 just as in the 
P1FIN TMD simulation. Arg50 behaves a little bit different in that at end of the simulation, it 
is (~15.4Å) not as close to Thr160 as it is (~14.5 Å) in the P1FIN simulation. In the right 
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figure, the inter residue distances within the arginine cluster do really not change very much, 
as we saw in P1FIN simulation before.   
2) Residues in ATP binding pocket 
Distance changes over time between the ATP binding pocket residues and the 
phosphorylation site Thr160 are shown in following figure. 
 
 
Figure 3.5.1.2.4. The distance changes of the conserved key catalytic residues during the TMD (starting 
from 1FIN without the phosphate group added) simulation. The TMD force constant is 200K and the 
duration is 500ps. Left, the distance changes of the key residues to the phosphorylation site Thr160. Right, the 
selected inter-residue distance changes among the key catalytic residues. 
 
Again, neither the distances from the conserved residues to the phosphorylated 
Thr160, nor the inter-residue distances change very much during the 500ps TMD simulation. 
For the present case the distances between Glu51 and Thr160 do not change as much as the 
TMD simulation starting from P1FIN (~1.23Å vs ~2.6Å). 
The corresponding distances from crystallized structures before and after 
phosphorylation at Thr160 are summarized in following table. 
3. Distances in crystal structures (1FIN:A and 1JST:A) 
1) The distances of the arginine cluster (Arg50, Arg126 and Arg150) from the 
phosphorylation site Thr160 are shown in following table.  
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Table 3.5.1.2.1. Pair-wise distances of the residues between the arginine cluster and Thr160 in structures 
before and after phosphorylation (1FIN and 1JST, respectively) 
 1FIN 1JST 
 Arg50 Arg126 Arg150 Thr160 Arg50 Arg126 Arg150 Thr160 
Arg50 0 12.69 7.03 17.76 0 12.32 6.44 13.43 
Arg126  0 7.85 12.46  0 7.88 10.16 
Arg150   0 14.68   0 9.55 
Thr160    0    0 
 
Table 3.5.1.2.2. Pair-wise distances of the residues in the ATP binding pocket and Thr160 in structures 
before and after phosphorylation (1FIN and 1JST, respectively). Part A., the pair-wise distances of the 
residues in the structure before phosphorylation (1FIN), part B. is for the structure after phosphorylation (1JST).   
 Lys33 Glu51 Asp127 Lys129 Asn132 Asp145 Thr160 
A. 1FIN 
Lys33 0 11.71 17.96 19.38 14.44 11.03 25.19 
Glu51  0 12.37 16.90 13.71 8.14 18.90 
Asp127   0 6.15 7.62 7.56 13.15 
Lys129    0 5.51 9.67 17.52 
Asn132     0 5.62 19.82 
Asp145      0 18.42 
Thr160       0 
 
B. 1JST 
Lys33 0 11.46 17.93 19.80 14.52 10.81 24.55 
Glu51  0 12.15 17.04 13.52 7.76 15.60 
Asp127   0 6.46 7.42 7.60 12.65 
Lys129    0 5.60 10.20 18.58 
Asn132     0 5.84 19.67 
Asp145      0 17.18 
Thr160       0 
 
From table 3.5.1.2.1, we can see that the two of the residues in the arginine cluster, 
Arg50 and Arg150 are moved closer by more than 4Å to the phosphorylation site Thr160 
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after phosphorylation, whereas Arg126 is only about 2Å closer, which is not as large a 
change as for the other two residues.  
2) The distances between the residues in the ATP binding pocket (Lys33, Glu51, 
Asp127, Lys129, Asn132, and Asp145) and the phosphorylation site Thr160 are shown in 
table 3.5.1.2.2. 
We notice that most of the distance differences are within 1Å. The distances between 
Glu51 and Thr160 are highlighted in bold because there is a larger difference, of about 3.3Å. 
3.5.1.3. PCA vs ANM analysis 
1. Fraction of variance and cumulative fraction of variance represented by PCs 
The PCs are obtained by PCA on the coordinate matrix of the frames from the TMD 
simulation (500ps, TMDK200). 
All the cases shown in Figure 3.5.1.3.1 are very similar. The first PCs capture about 
52% of the variations, and the first 10 PCs capture about 85% of the variations. This is a 
strong indicator that there is likely to be a relatively simple coherent mechanism for these 
transitions. 
 
A. Fraction of Variance and Cumulative Fraction of Variance Represented 
by PCs (First 10) (TMD 500ps k200 p1FIN to 1JST)
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B. Fraction of Variance and Cumulative Fraction of Variance by 
PCs (First 10) (TMD 500ps, K200, 1FIN to 1JST )
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C. Fraction of Variance and Cumulative Fraction of Variance Represented 
by PCs (First 10) (TMD 500ps k200 1JST to p1FIN)
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D. Fraction of Variance and Cumulative Fraction of Variance Represented 
by PCs (First 10) (TMD 500ps k200 1JST to 1FIN)
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Figure 3.5.1.3.1. The fraction of variance (pink) and cumulative fraction of variance (blue) represented 
by the first 10 PCs obtained from PCA on the coordinates of the TMD simulation frames. Force constant is 
200, duration of simulation is 500ps. A. TMD starts from P1FIN (phosphate group added), and moves towards 
the target 1JST. B. TMD starts from 1FIN (no phosphate group added), and moves towards the target 1JST. C. 
TMD starts from 1JST, moving towards the target p1FIN (phosphate group added). D. TMD starts from 1JST 
(with phosphate group removed), to target 1FIN. 
 
2. Residue positional fluctuations of the first three PCs  
In order to look at further details, we show the residue displacements between the two 
structures before and after phosphorylation. Following this figure, the residue positional 
fluctuations for the first three PCs in each case will be shown. 
 
 
Figure 3.5.1.3.2. Residue positional displacements between structures before (1FIN:A) and after (1JST:A) 
phosphorylation 
 
From the positional fluctuations (Figure 3.5.1.3.3), we can see clearly the major 
displacements (for example, T loop around Thr160, segments around Glu73, Ala95, Tyr179, 
etc.), are highlighted by most of the PCs, especially the conformational changes at theT loop 
(residue 152 to 170). This figure shows a quite good agreement between the PCs and actual 
residue displacements in their magnitudes, and helps us to define the important regions of 
internal protein motions governed by flexible loops or links. Clearly there are strong 
consistencies between the motions shown in Figures 3.5.1.3.2. and 3.5.1.3.3. 
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Figure 3.5.1.3.3. The residue positional fluctuations of the first three PCs obtained from PCA on the 
coordinates of TMD frames. Force constant is 200, duration of simulation is 500ps. A. TMD starts from 
P1FIN (phosphate group added), to target 1JST. B. TMD starts from 1FIN (no phosphate group added), to target 
1JST. C. TMD starts from 1JST, to target p1FIN (phosphate group added). D. TMD starts from 1JST (with 
phosphate group removed), to target 1FIN. 
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3. Overlaps between the first twenty PCs and the residue displacements evident 
in the experimental data (1FIN:A vs 1JST:A) 
In each case of the TMD simulations, the overlaps between the first twenty PCs and 
the experimental residue displacements are calculated and shown below. 
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Figure 3.5.1.3.4.Individual overlaps between the first twenty PCs obtained from the PCA on the 
coordinates of the TMD simulations and the displacement of the structures before (1FIN:A) and after 
(1JST:A) phosphorylation. The force constant for the TMD is 200, and the duration of the simulation is 
500ps. A. TMD starts from P1FIN (phosphate group added), to target 1JST. The cumulative overlap between 
the 20 PCs and the displacement is 0.58. B. The TMD starts from 1FIN (no phosphate group added), to the 
target 1JST. The cumulative overlap is 0.52. C. The TMD starts from 1JST, to the target p1FIN (phosphate 
group added). The cumulative overlap is 0.59. D. The TMD starts from 1JST (with phosphate group removed), 
to the target 1FIN. The cumulative overlap is 0.58. 
 
It is remarkable that all of these different comparisons yield similar correlations 
between 0,52 and 0.59. The extent of agreement is high, since a relatively small number of 
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characteristic motions are being compared. We have also seen that the highest overlap 
between an individual PC and actual residue positional displacement is about 0.42 (Figure 
3.5.1.3.4), which is an indication of a highly cohesive mechanism for the conformational 
transition. 
4. Overlaps between the first twenty low frequency normal modes from the 
Elastic Network Models (ANM) and conformational displacements evident in the 
experimental data (1FIN:A vs. 1JST:A) 
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Figure 3.5.1.3.5. Individual overlaps between the first 20 low frequency normal modes from the ANM and 
the residue displacement from experimental data (1FIN:A.pdb and 1JST:A.pdb). Left: normal modes 
obtained from 1FIN; right: normal modes obtained from 1JST.  
 
We can see that for the first 20 normal modes from 1FIN there are some large 
overlaps with the residue displacements, but not so large when the normal modes are 
obtained from 1JST. For 1FIN, the cumulative overlap of the 20 normal modes and the 
displacement is 0.63; but for 1JST, the cumulative overlap is only 0.38. Notably the overlap 
for the 1FIN case is higher than the overlaps for the first 20 PC with the structural changes. 
 
5. Overlaps between the subspaces of the PCs and the subspaces of the twenty 
low-frequency normal modes from ANM normal mode analysis 
This overlap is measured as the root mean square inner product (RMSIP) (Amadei et 
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al., 1999; Leo-Macias et al., 2005) . The overlaps of the subspaces of PCs and normal modes 
are shown in Table 3.5.1.3.1. 
The normal modes are obtained from both structures, the structures before (1FIN:A) 
and after (1JST:A) phosphorylation. The measure of RMSIP indicates how well the space 
spanned by subset of PCs is represented by subset of normal modes. From the above tables, 
we can see consistently high overlap values (~0.7) of RMSIP between the first 3 PCs and the 
20 low frequency normal modes obtained from phosphorylated structure 1JST:A. This 
observation shows that the majority of the dynamics exhibited in the PCs can be well 
explained by a few normal modes (here 20) from the structure 1JST. But the low frequency 
normal modes from 1FIN do not behave as well, opposite to the behavior when compared to 
the structure displacements between the various structures.  Furthermore it is interesting that 
usually the agreements with the first 3 PCs are higher than when more PCs are included. This 
could imply that the additional PCs beyond the first three are not truly representative of the 
structures’ motions, and that these PCs are unreliable because there is insufficient 
information included for their reliable extraction.  
It has been shown that elastic network models (ENM/ANM) are best at explaining 
collective conformational changes (Yang et al., 2007). Recall that the 1FIN/1JST pair has the 
degree of collectivity of motion (Tama & Sanejouand, 2001) of only 0.165. So it is not 
surprising to see that the first few low frequency normal modes could not capture the 
conformational changes very well, and thus the RMSIP values are not expected to be high. 
Nonetheless we still observe RMSIP values around 0.7 from the overlap of first 3 PCs and 
the 20 modes, which are relatively high values.  
 
Table 3.5.1.3.1. Overlaps between the subspaces of the PCs obtained from the PCA on the coordinates of 
the TMD frames and the subspaces of the normal modes obtained from the ANM NMA. The force 
constant for the TMD is 200, and the duration of the simulation is 500ps. The normal modes are obtained from 
both structures before and after phosphorylation, and the distance cutoff for the ANM is 13Å. A. The TMD 
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starts from P1FIN (phosphate group added), to the target 1JST. B. TMD starts from 1FIN (no phosphate group 
added), to target 1JST. C. TMD starts from 1JST, to target p1FIN (phosphate group added). D. TMD starts from 
1JST (with phosphate group removed), to target 1FIN. 
A. p1FIN to 1JST 
 Modes from 1FIN Modes from 1JST 
 3 PCs 6 PCs 10 PCs 20 PCs 3 PCs 6 PCs 10 PCs 20 PCs 
3 modes 0.303 0.287 0.285 0.275 0.471 0.428 0.390 0.337 
6 modes 0.376 0.369 0.356 0.350 0.553 0.524 0.477 0.420 
20 modes 0.561 0.528 0.507 0.499 0.740 0.700 0.663 0.616 
B. 1FIN to 1JST (phosphate group removed) 
 Modes from 1FIN Modes from 1JST 
 3 PCs 6 PCs 10 PCs 20 PCs 3 PCs 6 PCs 10 PCs 20 PCs 
3 modes 0.378 0.381 0.328 0.273 0.536 0.523 0.444 0.340 
6 modes 0.407 0.420 0.373 0.337 0.557 0.564 0.489 0.413 
20 modes 0.566 0.549 0.522 0.480 0.726 0.723 0.680 0.614 
C. 1JST to p1FIN 
 Modes from 1FIN Modes from 1JST 
 3 PCs 6 PCs 10 PCs 20 PCs 3 PCs 6 PCs 10 PCs 20 PCs 
3 modes 0.422 0.365 0.327 0.248 0.543 0.459 0.418 0.327 
6 modes 0.468 0.431 0.399 0.321 0.582 0.533 0.484 0.411 
20 modes 0.577 0.539 0.529 0.474 0.712 0.695 0.678 0.612 
D. 1JST (phosphate group removed) to 1FIN 
 Modes from 1FIN Modes from 1JST 
 3 PCs 6 PCs 10 PCs 20 PCs 3 PCs 6 PCs 10 PCs 20 PCs 
3 modes 0.409 0.368 0.335 0.267 0.525 0.488 0.425 0.335 
6 modes 0.453 0.436 0.427 0.350 0.565 0.567 0.516 0.414 
20 modes 0.517 0.519 0.535 0.492 0.686 0.680 0.655 0.604 
 
The values of the RMSIPs between modes from 1JST and PCs are consistently higher 
than the corresponding RMSIPs between the modes from 1FIN and the PCs. Although the 
conformational changes occur mainly at a local loop (T loop, from residue 152 to 170), we 
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can still see that the loop is in a “closed” form, blocking the substrate to go to the active site, 
whereas the loop in 1FIN is relatively “open”. Others have reported (Song & Jernigan, 2006; 
Tama & Sanejouand, 2001) that ENMs usually produce modes exhibiting better overlaps 
with motions from “open” forms of structures than from “closed” forms, because the modes 
are relatively easier to capture the transitions from open to close. So, this is a surprising result, 
and is counter to the previous general experience. This also could be related to the specific 
details of interactions of the residues and their packing densities.  
6. Individual overlaps between the first six PCs and the first six low frequency 
normal modes 
The relationships between PCs and normal modes are further addressed on an 
individual level. 
We can see from the table that the maximum overlap is 0.47 in table A, between PC4 
obtained from the TMD (P1FIN to 1JST) frames and mode 2 from 1JST; and the maximum 
overlap is 0.55 in table B, between PC4 obtained from TMD (1FIN to 1JST) frames and 
mode 1 from 1JST. We have calculated the pair-wise overlaps between the first 20 PCs and 
the first 20 low frequency normal modes (result not shown here) and saved them in a matrix. 
The higher overlaps (>0.2) distribute fairly “randomly” in the matrix. For example, the PC9 
and the normal mode 20 from 1JST have an overlap of 0.2. This to some degree reflects the 
low collectivity of the transition motion of the two structures, i.e. the motions could not be 
captured by only individual or several of the very few low frequency normal modes, but 
many modes contribute together instead. 
 
Table 3.5.1.3.2. Pair-wise overlaps between first six PCs and the first six low frequency normal modes. 
The PCs are obtained from the TMD frames. The force constant for the TMD is 200, and the duration of the 
simulation is 500ps. The normal modes are obtained from both structures, before and after phosphorylation, and 
the distance cutoff for the ANM is 13Å.  A. TMD starts from P1FIN (phosphate group added), to target 1JST. 
B. TMD starts from 1FIN (no phosphate group added), to target 1JST. 
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7. The positional fluctuations of selected normal modes 
We have calculated the pair-wise overlaps between individual PCs and the normal 
modes (results not shown). The PCs are obtained from coordinates of the TMD frames (both 
P1FIN to 1JST, and 1FIN to 1JST). The normal modes are selected from the 20 low 
frequency normal modes, which have relatively high overlaps with PC1. Mode 11 from 1FIN 
and mode 1 from 1JST are chosen according to the overlap values (0.25 and 0.34 respectively) 
with PC1 calculated from TMD frames (P1FIN to 1JST); mode 15 from 1FIN and mode 3 
from 1JST are chosen according to the overlap values (0.2 and 0.36 respectively) with PC1 
calculated from TMD frames (1FIN to 1JST). Modes 3 and 12 from 1FIN are chosen 
according to the overlaps (0.29 and 0.34 respectively) between normal modes and residue 
displacements of experimental data; modes 9 and 18 from 1JST are chosen according to the 
overlaps (0.15 for both) between normal modes and residue displacements of experimental 
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data.  
None of the individual mode could capture the main conformational changes at the T 
loop (residue 152 – 170). This is consistent with the low overlaps between individual low 
frequency normal mode and residue displacements. These indicate that the fluctuations are 
not collective and are complex so that more normal modes are needed to describe the 
motions.  
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Figure 3.5.1.3.6. The residue positional fluctuations of the selected modes obtained from NMA on 1FIN 
and 1JST. The modes are mode 3, 11, 12 and 15 obtained from 1FIN, and mode 1, 3, 9 and 18 obtained from 
1JST.  
 
From the overlaps between PCs and the displacements, and between normal modes 
and displacements, we notice that individual PC and normal modse have a similar capability 
to capture the conformational motions. Yet looking at figure 3.5.1.3.3, which shows the 
positional fluctuations of the first three PCs and figure 3.5.1.3.6, which shows the positional 
fluctuations of the selected low frequency normal modes, the first few PCs do a better job of 
representing the fluctuations than the first few normal modes do.  
8. The cumulative overlaps (CO) between the first three PCs and a set of the 
low-frequency normal modes 
The cumulative overlaps between the first three individual PCs and the first 3, 6, and 
20 low frequency normal modes are reported below in Table 3.5.1.3.3. These overlaps 
indicate how well the principal motion is represented by a set of low frequency normal 
modes.  
The highest overlaps for the above four cases between individual PC and first three 
low frequency normal modes range from 0.56 to 0.64. Those between individual PCs and the 
first 20 normal modes range from 0.74 to 0.81. Again those highest overlaps occur when the 
normal modes are obtained from the “open” form of the structure 1JST, consistent with 
previous reports. We can see that the principal motions are not represented so well by only 
the first few normal modes. This is due to the low degree of collectivity of the 
conformational changes of the transition.   
 
Table 3.5.1.3.3. Overlaps between the first three individual PCs obtained from PCA on the coordinates of 
the TMD frames and the first 3, 6, and 20 low frequency normal modes obtained from ANM NMA. The 
force constant for TMD is 200, and the duration of the simulation is 500ps. The normal modes are obtained 
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from both structures before and after phosphorylation, and the distance cutoff for ANM is 13Å. A. TMD starts 
from P1FIN (phosphate group added), to target 1JST. B. TMD starts from 1FIN (no phosphate group added), to 
target 1JST. C. TMD starts from 1JST, to target p1FIN (phosphate group added). D. TMD starts from 1JST 
(with phosphate group removed), to target 1FIN. 
A. 
 Modes from 1FIN Modes from 1JST 
 PC1 PC2 PC3 PC1 PC2 PC3 
3 modes 0.26 0.37 0.27 0.38 0.56 0.45 
6 modes 0.26 0.45 0.40 0.41 0.66 0.55 
20 modes 0.51 0.58 0.59 0.68 0.79 0.74 
B. 
 Modes from 1FIN Modes from 1JST 
 PC1 PC2 PC3 PC1 PC2 PC3 
3 modes 0.26 0.47 0.37 0.46 0.59 0.55 
6 modes 0.32 0.50 0.38 0.50 0.60 0.57 
20 modes 0.49 0.60 0.60 0.70 0.70 0.77 
C. 
 Modes from 1FIN Modes from 1JST 
 PC1 PC2 PC3 PC1 PC2 PC3 
3 modes 0.43 0.49 0.33 0.56 0.64 0.40 
6 modes 0.48 0.50 0.41 0.57 0.66 0.51 
20 modes 0.60 0.59 0.53 0.74 0.70 0.69 
D.  
 Modes from 1FIN Modes from 1JST 
 PC1 PC2 PC3 PC1 PC2 PC3 
3 modes 0.37 0.26 0.54 0.50 0.37 0.66 
6 modes 0.41 0.26 0.62 0.54 0.4 0.71 
20 modes 0.51 0.34 0.65 0.71 0.5 0.81 
 
9. Distributions of structures on the pathways along the directions of pairs of the 
first three PCs 
The PCA scores provide a simple overview of all of the structures in the dataset (the 
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structures on the pathways). Figure 3.5.1.3.8 compares the scatter plots of two PCA scores 
for the CABS simulation, and the TMD (TMDK200, 500ps) simulations on CDK2.  
For purpose of comparison, we also show the scatter plots (Figure 3.5.1.3.7) of the PCA 
scores from the PCA of a conventional MD simulation. This is a simulation of 10 ns on 
CDK2 immersed in a 10Å water box. Other results are not shown here, since just like the 
case of 25ns simulation (shown in section 3.6.1, and Figure 3.6.1.1), the frames did not show 
any significant trend of approaching the target when the simulation was stopped. We cannot 
hope to know the real distribution of intermediate structures during conformational transition 
from the unphosphorylated 1FIN to the phosphorylated 1JST, because the last frames are still 
not close to the target structure. However, we can see that in the conventional MD simulation, 
the intermediate structures do distribute about the center of the plots. The observations in 
PCAs from CABS and TMD simulations are quite different from those of the unconstrained 
MD simulations. 
 
Figure 3.5.1.3.7. Scatter plots of the PCA scores obtained from the coordinates of the frames of a 
conventional unconstrained MD simulation (10ns, water box 20Å), starting from P1FIN. 1, 2, and 3 are 
projections of the structures onto their PC1-PC2, PC1-PC3, and PC2-PC3 planes. These show no similarites to 
those results from the contrained TMD show in Figure 3.5.1.3.7. 
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Figure 3.5.1.3.8 Scatter plots of PCA scores obtained for the coordinates of frames from CABS 
simulation, and TMD simulations (TMDK200, 500ps) of CDK2. 1, 2, and 3 are plots of the structures 
projected onto their PC1-PC2, PC1-PC3, and PC2-PC3 planes. A. PCA of the CABS frames. B through E, PCA 
of the TMD frames (simulation marked in figure). Remarkably all of the TMD plots appear to represent similar 
trajectories. Interestingly, the transition from 1JST to P1FIN shows very similar scatter plots with transition 
1Fin to 1JST (Figure 3.5.1.3.7, C and D). We could not say that they are exactly reverse transitions, following 
the same pathway, just in opposite order. But it is worthwhile to look into the pathways for further investigation. 
 
Although both the CABS simulation and the TMD (from 1FIN to 1JST and from 
P1fin to 1JST) simulations succeeded to bring the starting structure very near to the target 
structure, the scatter plots still show large differences between them (Figure 3.5.1.3.8 A and 
B,C). We can see that they must have followed different pathways to achieve the 
conformational transitions.  
Comparing B and C in Figure 3.5.1.3.8, there are some differences but nonetheless 
overall parts B, C, D, and E of this figure all have obvious similarities. The only difference of 
the TMDs is whether a phosphate group is added or not. With the phosphate group, the 
transition pathway is different from that without a phosphate group, although we did not see 
any obvious difference in transition rate (see Figures 3.5.1.1.1 and 3.5.2.2, which both show 
RMSD changes with time). 
3.5.2 Results for a smaller force constants or elastic constants TMDK 50 (in 
kcal/mol/Å2) and TMDK 10 (in kcal/mol/Å2) 
For comparison, we show together the RMSD changes of the TMD frames from 
starting (P1FIN) and to target (1JST) structures, where different TMD force constants (10, 50 
and 200) are applied. The TMD simulations all start from P1FIN and progress towards the 
target 1JST. 
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Figure 3.5.2.1. RMSD between the TMD (from P1FIN to 1JST, 500ps) frames to starting and target 
structures under different force constants (TMDKs). Left, TMDK=10; middle, TMDK=50; right, 
TMDK=200. The pink and the cyan colors represent the RMSD changes of the T loop with time, between the 
frames with respect to target or starting structures, respectively 
 
We can see that these weaker forces fail to pull the loop close to its position in target 
structure. When the TMDK is set to 10 there is essentially no progress toward the target . 
When TMDK is 50, the T loops (residue 152 to 170) of the frames gradually move closer to 
that of the target. At the end of 500ps simulation, the RMSD between the loops is around 
2.0Å. In the TMD simulation with TMDK set to be 200, the loops of the frames approach 
their target faster, and the final RMSDs between the loops of the frames and target are near 
1.5Å. From the trend of the RMSD changes, we anticipate usually being able to achieve a 
structure close to the target if the constraining force is sufficiently strong and the simulation 
time is long enough.     
We also want to observe the influence of the phosphate group in the Thr160 side 
chain on the transition of structures before and after phosphorylation. We show the RMSD 
changes for these two cases below. 
In terms of the RMSD changes, we could not see any significant change in the rates 
of the transitions with the phosphate group included in the starting structure of simulation. In 
the case of TMDK200, the transition rates seem to be a little different due to the phosphate 
group.  
 
 
 111
 
Figure 3.5.2.2. RMSDs from the TMD (from P1FIN and 1FIN to 1JST, 500ps, TMDK=50) frames to the 
starting and the target structures. The pink and the cyan colors represent the RMSD changes of the T loop 
with time, between frames to the  target and the starting structures respectively. Left, a phosphate group is 
added to the starting structure; right, the TMD starting with a structure without the phosphate group. 
 
3.6 Conventional molecular dynamics (MD) simulations 
We performed conventional MD on two cases. Case one is the 25ns simulation of 
CDK2. The simulation started from the initial structure, chain A of 1FIN. Then we added a 
phosphate group to the side chain of Thr160, following the steps described in section 2.4.2.1. 
Case two is a 10ns MD simulation on a serine-phosphorylated protein chain, chain B of 
TM1442 protein 1VC1 (pdb code). Its structure partner is 1T6R, with the side chain of Ser59 
phosphorylated. 
3.6.1 MD of 1FIN 
The simulation took about 5 days using 512 nodes (CPUs), and 800 frames of the 
transition pathway were collected. Figure 3.6.1.1 shows the RMSD changes of the frames 
relative to the starting (1FIN) and the target (1JST) structures. Both RMSDs based on whole 
chain and T loop (residue 152 to 170) are shown.  
We can see that at the end of the 25 ns simulation, the global RMSDs are larger than 
those at starting. Also, the RMSDs (in pink) of the T loops between the frames with respect 
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to the target are larger than those at the beginning, although at about 15 ns, the T loop of the 
frames seem to move closer (<3Å) to the target, but this does not last. In conclusion, this 
simulation fails to imitate the behavior of the transition. Constraints are required in order to 
achieve these transitions. 
 
Figure 3.6.1.1. RMSDs from unconstrained MD (from 1FIN with phosphate group added to Thr160, 25ns, 
in a water box 5Å in dimensions) frames from starting and target structures. The pink and the cyan colors 
represent the RMSD changes of the T loop over time, between frames to target and starting structures 
respectively. 
 
3.6.2 MD of TM1442 (Putative anti-sigma factor antagonist, 1VC1 in PDB 
code) 
1VC1 has 110 residues with Ser59 as the phosphorylation site. The 10ns simulation 
took about 80 hours on CyBLue supercomputer. 1000 frames were taken for analysis from 
the 10,000 recorded frames. Figure 3.6.2.1 shows the residue displacements of the 
experimental structures before and after phosphorylation.  
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Figure 3.6.2.1 The magnitude of the residue displacement of the structure before (1VC1:B) and after 
(1T6R:A) phosphorylation. There are several regions (see residue number labels) having larger displacements. 
 
From Figure 3.6.2.1, we notice that the phosphorylation site does not show a 
conformational change with phosphorylation. The changes occur at other sites than the 
phosphorylation site. We chose several of these segments that have both large (residue 10 to 
15, 22 to 45, and 89 to 102) and small (55 to 77, which contains phosphorylation site Ser59) 
displacements. Then we calculated the RMSD changes between the MD frames to the 
starting (1VC1) and target (1T6R) structures (results not shown). The following table shows 
the RMSDs between the first frame, last frame, starting structure and target structure. 
For each segment selected, the first frame of simulation is very close to the initial 
structure as expected. After 10ns of simulation, the last frame does not show structure 
similarities to the target for the selected segments. Again, we see a failure of the MD to 
capture the conformational changes for any phosphorylation-induced transition.   
The failures of the cases might be due for several reasons. First, the transition motions 
might occur on a much longer time scale (10-9 to 10-1s) (Williams & McDermott, 1995). 
Second, the force field may not be accurate enough. Third, the CDK2 needs cyclin and ATP 
to form a complex and function in vivo. Other possible limitations might include the size of 
water box, the pressure and temperature control, and charge neutralization of the system. 
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Table 3.6.2.1 Pair-wise RMSDs between starting structure, target structure, first frame and last frame of 
the unconstrained MD simulation. 
    Target structure 
 global 10-15 22-45 55-77 89-102 
Initial Structure 1.716 2.152 1.643 0.761 2.168 
 First Frame 
 global 10-15 22-45 55-77 89-102 
Initial Structure 0.172 0.192 0.181 0.156 0.191 
Target Structure 1.710 2.235 1.657 0.708 2.148 
 Last Frame 
 global 10-15 22-45 55-77 89-102 
Initial Structure 1.433 1.447 1.219 1.490 1.390 
Target Structure 1.967 2.358 1.615 1.542 2.521 
 
The protein native structure is no longer a discrete conformational state but a native 
state ensemble. For single domain proteins, the two state hypothesis(Lumry & Biltonen, 1966) 
was accepted to describe the dominate conformations. It is now shown that under native 
conditions, the predominant equilibrium of proteins is between the native and several 
partially folded conformations (Englander, 2000). Some of the partially unfolded 
conformations are energetically close to the native states.  
There is a concern that whether the two conformations before and after 
phosphorylation are members of its native state ensemble, and the transitions occur in a 
random way of fluctuations. We consider two observations. 
Figure 3.5.1.3.5 gives the overlaps between the first 20 low frequency normal modes 
and the displacements of the residues. The highest overlap is 0.35. If the transition of 
conformations before and after phosphorylation is due to fluctuations, we are expecting 
higher overlaps between low frequency normal modes and displacements.   
Figure 3.6.1.1 shows the RMSDs between the loops of the frames of 25ns 
unconstrained MD simulation and the loop of target, and the global RMSDs between the 
frames and the target. We cannot observe a frame with its loop close enough to that of the 
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target (the smallest RMSD is about 2.5Å). This shows some evidence that it is not easy to 
surpass some energy barrier to undergo the transition. 
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CHAPTER 4. CONCLUSIONS AND GENERAL DISCUSSIONS 
 
From the classification result of this dataset of experimentally confirmed proteins of 
phosphorylation, adding the predicted order/disorder information to SVM, improved the 
accuracy by an average of only 4% so this is not a highly significant factor in predicting 
phosphorylation.  
In many cases, just a few residues are involved in the transition motions between 
structures before and after phosphorylation, i.e. the motion is highly localized and the degree 
of the structure as a whole may not be involved. Normal mode analysis (NMA) using the 
anisotropic network model (ANM) provides a way to predict motions beyond that provided 
by molecular dynamics (MD) and targeted molecular dynamics (TMD). When the 
collectivity degree is low (for example, below 0.3), a set of low frequency normal modes are 
required to capture the motions of the structures. In the current test case for 
phosphorylation-induced conformational changes, the highest overlap between a single 
normal mode (obtained from 1FIN:A, 12th low frequency mode, see Table 3.2.1) is 0.337. For 
a single motion some single modes are able to capture the overall direction and magnitude 
motion reflected in the structure displacement moderately satisfactorily (see Figure 3.5.1.3.2 
and Figure 3.5.1.3.6).  
For phosphorylation-related conformational changes, having low degree of 
collectivity in the protein motion, conventional ENM is not tools successful. However, due to 
its efficiency, simplicity and excellent agreement with a number of different properties for a 
wide variety of proteins, it still has value for this field. Some modified ENMs including 
domain-ENM (Song & Jernigan, 2006; Yang et al., 2007), vGNM (Song & Jernigan, 2007), 
mixed coarse grained ENMs (Kurkcuoglu et al., 2004), etc. might be applicable for the study 
of the transition motions.      
In the CDK2 case, the CABS model and simulation succeeded in capturing the main 
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conformational changes due to phosphorylation. The simulation changed the structure from 
unphosphorylated structure to phosphorylated one. It reflected the arginine cluster formation 
(3 arginines and the threonine at phosphorylation site), with the pair-wise geometrical 
relationships of the arginines unchanged. From the simulation, we could see that the 
universally conserved residues for the majority of kinases do not always have obvious 
geometrical changes as for the CDK2 case. The CABS simulation showed much evidence 
consistent with experimental findings about the phosphorylation-induced conformational 
changes for our test case of CDK2.  
In the transport protein (1QFR/1FU0) case, the conformational changes are not 
localized in one segment. The simulation satisfactorily showed the parts that undergo obvious 
structural changes upon phosphorylation. Also it showed the conformational change did not 
occur at the phosphorylation site. These results again are consistent with the observations 
found by comparing the experimental structures before and after phosphorylation. 
CABS provides an effective way to model in the coordinates OF the residues with 
coordinates missing, by energy optimization. This can greatly facilitates further analysis of 
the structures and dynamics using other approaches, including molecular dynamics 
simulations. 
It is possible that a limited knowledge of structures could be obtained through 
experiments, homology modeling, specificity of the geometry of kinases and the properties of 
the amino acids. So it is possible to obtain loose constraints for target structures. There is a 
significant challenge for predicting phosphorylated structures based on unphosphorylated 
ones. Once the force field of CABS has been updated with the phosphate group interactions 
included, it should become more feasible to make these predictions.  
Considering the consistencies between the findings of CABS-created transition 
pathways and the experimental data, the high efficiency of simulation, the special ability to 
capture motions having a low-degree of collectivity, its ability to help patch in the gaps of 
missing coordinates, we conclude that the CABS modeling and the simulations based on its 
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knowledge-based potentials provide an efficient approach for phosphorylation-related 
studies.  
The test protein chain 1FIN:A with a phosphate group added does not show any 
tendency to transition to the target 1JST:A (phosphorylated crystallized structure) in the 25ns 
conventional MD simulation. Another test protein 1VC1 likewise failed to reproduce the 
transition towards its phosphorylated fold. This makes it rather unlikely that conventional 
MD based on a single structure with no constraints towards a target structure will be able to 
make successful predictions of conformations transitions in response to post-translational 
modifications such as phosphorylation. 
TMD simulations with different force constants were performed, from 1FIN to 1JST 
and vice versa. Distances between important residues are calculated and compared with 
experimental data. PCA are used to analyze the trajectory and the correlations of PCs with 
normal modes from NMA are calculated.    
Once the force constants (TMDK) for TMD are chosen appropriately (in our project, 
200 and 50 kcal/mol/Å2 – we showed that a value of 10 kcal/ mol/ Å2 is insufficiently strong), 
and the TMD residues properly selected, the simulations pull the starting structures 
successfully towards the targets. As expected, the TMDK50 guides the starting structures to 
approach the targets more slowly than the TMDK200 does. However, the TMDK50 might be 
a better choice, since our intention is to select a force constant which interferes with the 
simulations as little as possible as long as it can lead the starting structures to targets. For the 
CDK2 case, the displacement cutoff (2Å) is proved to be a valid choice for selecting the 
TMD residues.  
With TMDK200, the simulations do not show obvious differences in geometrical 
properties whether the phosphate group is introduced into the systems or not. With the 
phosphate group added to the starting structure (P1FIN), the system approaches the target 
(1JST) more smoothly but more slowly (Figure 3.5.1.1.2). With TMDK50, the transition 
rates are almost the same in terms of the RMSD changes of the frames to the target (Figure 
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3.5.2.2).  
Principal component analysis (PCA) was also performed on the structures within the 
TMD trajectories. With TMDK200, the PCs do not show obvious differences in capturing 
fluctuation variations, whether the phosphate group is introduced to the systems or not. The 
first PCs can capture about 52% of the variations. The first 10 PCs capture about 85% of the 
variations. Comparing to the experimental data, most of the residue positional fluctuations 
can be captured by the first three PCs. The highest overlap between individual PC and 
residue displacement is 0.42, and the cumulative overlap between the first twenty PCs and 
the displacement is about 0.58. 
Performances and relationships between PCs by PCA and normal modes by ANM 
were addressed. The pair-wise overlaps between all PCs and the first twenty low frequency 
normal modes were calculated. The highest overlap of individual PC and normal mode 
(obtained from 1JST, the phosphorylated form) is quite high at 0.55. The cumulative overlap 
(CO) between the first three PCs and a set of low frequency normal modes (first 3, 6 and 20) 
are also calculated. The CO between individual PC and first three normal modes is at the 
0.65 level, and the first twenty normal modes at the 0.80 level. The overlaps between 
subspaces of PCs and subspaces of twenty normal modes are evaluated by RMSIP. The first 
three PCs and the first twenty normal modes have the highest RMSIP value ranging from 
0.72 to 0.74. These overlaps indicate that the PCA and NMA have significant agreement in 
capturing the conformational changes in our cases. But from the fluctuations of PCs, we find 
that PCA provides a better interpretation and analysis to the transition trajectories. However, 
the PCA relies upon targeted simulations where the target structure is known. So, it is 
remarkable that the ANM modes are able to capture the important parts of the motions based 
on a single structure, and thus these computations have significant predictive value for the 
transitions. 
By comparing the scatter plots of different simulations, we could tell that the 
conformational transitions follow different pathways under different conditions, for example, 
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whether a phosphate group is available or not.  
In summary, in the current study, we applied the CABS high resolution lattice model 
and performed TMD simulations to obtain the transition pathways from structures before and 
after phosphorylation. Low frequency normal modes were calculated by NMA using ANM 
on both structures. The trajectories were analyzed by PCA. The PCs were compared with 
residue displacements from crystallized structures and with the normal modes. Distances 
among residues important for functions were calculated along the pathways. It is clear that 
the electrostatic effect of the phosphate group is one of the structural featues that relates to 
the transition mechanism as seen by the motions of the arginine cluster in our test case 
CDK2.  
We also performed conventional MD simulations based on the CHARMM22 force 
field and showed that these simulations had little predictive value for investigating the known 
transitions.  
For the CDK2 test case, the CABS Monte Carlo simulation and the TMD simulation 
both captured the main geometrical properties of the conformation transition due to 
phosphorylation at Thr160. High overlaps between the PCs and set of normal modes were 
observed. General ANMs were not suitable for the study of all of the 
phosphorylation-induced conformational changes due to occurrences of low degrees of 
collectivity of some motions. 
CABS modeling and TMD are two valid and efficient approaches for creating 
transition pathways for protein motions. They are especially valuable when the motions 
represent local changes. It is possible to use them to predict structures after phosphorylation 
based on limited knowledge of structures.   
One issue that remains is how the phosphorylation of a side chain facilitates a 
conformational transition. Full prediction of theses conformational changes is not yet feasible, 
but the results shown here indicate that the approaches taken are leading this direction. 
Notably we did observe that systems follow different transition pathways under different 
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conditions. Further efforts may lead to unraveling of the details of the  conformational 
transition mechanisms caused by phosphorylation.       
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APPENDIX.  ADDITIONAL MATERIAL 
1  INP file for CABS 
Following is the INP file with part of the 4337 constraints showed. This input file is 
used to simulate the conformational transition from 1FIN:A (unphosphorylated) to 1JST:A 
(phosphoryalted). Statements following “#” are comments. 
1799 50 1 1 # use step size 1 to make gradual movings 
2.0 1.0 4.0 0.125 0.250 # starting and ending temperatures 
1.0  2.0  0.25  -2.00  0.375 # scaling factors 
0.  0  0  0  0  
0.0   .0  0. .0 # scaling factors 
0  0.0 
4337 0.1 # number of Cα-Cα distance constraints and the weight 
1 5 1 9.168 # distance between first and 5th residues 
1 15 11 17.7743 
… 
290 294 43351 12.2682 
292 297 43361 15.9666 
293 298 43364 15.4783 # distance between 293rd and 298th residues  
 
2  Molecular dynamics simulations 
2.1  psfgen package 
2.1.1 General .pgn file (example) 
Following shows a .pgn file used to generate the protein structure file and pdb file 
with guessed coordinates of hydrogen atoms.  
 
package require psfgen 
topology top_all27_prot_na.rtf 
 
 123
topology toppar_prot_na_all.str 
pdbalias residue HIS HSE 
pdbalias atom ILE CD1 CD 
segment U {pdb finp.pdb} 
coordpdb finp.pdb U 
guesscoord 
writepdb 1fin_H.pdb 
writepsf 1fin_H.psf 
 
2.1.2 .pgn file used to add phosphate group 
Following is an example of adding a phosphate group to the phosphorylation site (in 
this example, the phosphate group is added to residue number 160). The CHARMM22 force 
field was employed.  
package require psfgen 
topology top_all27_prot_na.rtf 
topology toppar_prot_na_all.str 
pdbalias residue HIS HSE 
pdbalias atom ILE CD1 CD 
segment U {pdb finp.pdb} 
patch THP2 U:160 
coordpdb finp.pdb U 
guesscoord 
writepdb 1fin_pi.pdb 
writepsf 1fin_pi.psf 
2.2 Configuration files 
2.2.1  Configuration file for 30ns MD simulation 
This is the .conf file that controls the simulation starting from Thr160-phosphorylated 
chain A of 1FIN.pdb. 
 
############################################################# 
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## JOB DESCRIPTION                                         ## 
############################################################# 
 
# Minimization (200ps) and Equilibration (30ns) of  
# P_1finA (all chain)  in a Water Box 5A in each direction (ionized) 
 
############################################################# 
## ADJUSTABLE PARAMETERS                                   ## 
############################################################# 
 
structure          /gpfs01/users/home/haitaoc/P1fin_30ns/P1fin_wb5_ionized.psf 
coordinates        /gpfs01/users/home/haitaoc/P1fin_30ns/P1fin_wb5_ionized.pdb 
 
set temperature    310 
set outputname     /gpfs01/users/home/haitaoc/P1fin_30ns/P1fin_wb5_eq 
 
firsttimestep      0 
 
############################################################# 
## SIMULATION PARAMETERS                                   ## 
############################################################# 
 
# Input 
paraTypeCharmm    on 
parameters          /gpfs01/users/home/haitaoc/par_all27_prot_na.prm 
parameters          /gpfs01/users/home/haitaoc/toppar_prot_na_all.str 
temperature         $temperature 
 
# Force-Field Parameters 
exclude             scaled1-4 
1-4scaling          1.0 
cutoff              12. 
switching           on 
switchdist           10. 
pairlistdist          13.5 
margin              2.5 
 
# Integrator Parameters 
timestep            2.0  ;# 2fs/step 
rigidBonds          all  ;# needed for 2fs steps 
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nonbondedFreq       1 
fullElectFrequency    2   
stepspercycle         10 
 
# Constant Temperature Control 
langevin            on    ;# do langevin dynamics 
langevinDamping     5     ;# damping coefficient (gamma) of 5/ps 
langevinTemp        $temperature 
langevinHydrogen    off    ;# don't couple langevin bath to hydrogens 
 
# Periodic Boundary Conditions (WB size 5A) 
cellBasisVector1     59.    0.   0. 
cellBasisVector2     0.   74.   0. 
cellBasisVector3     0.    0   69. 
cellOrigin           -19.   212.  121 ;# the center of the system 
 
wrapAll             on 
 
# PME (for full-system periodic electrostatics) for WB=20A 
#PME                 yes 
#PMEGridSizeX        90 ;#2*5*3^2 
#PMEGridSizeY        108 ;#2^2*3^3 
#PMEGridSizeZ        100 ;#2^2*5^2 
# PME (for full-system periodic electrostatics) for WB=5A 
PME                 yes 
PMEGridSizeX        60 ;#2^2*5*3 
PMEGridSizeY        75 ;#5^2*3 
PMEGridSizeZ        72 ;#2^3*3^2 
 
# Constant Pressure Control (variable volume) 
useGroupPressure      yes ;# needed for rigidBonds 
useFlexibleCell       no 
useConstantArea       no 
 
langevinPiston        on 
langevinPistonTarget  1.01325  ;#  in bar -> 1 atm 
langevinPistonPeriod  100. 
langevinPistonDecay   50. 
langevinPistonTemp    $temperature 
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# Output 
outputName          $outputname 
 
restartfreq         500     ;# 500steps = every 1ps 
dcdfreq           1500 ;# 1500 
steps = every 3ps 
xstFreq           250 
outputEnergies     100 
outputPressure     100 
 
############################################################# 
## EXTRA PARAMETERS                                        ## 
############################################################# 
 
############################################################# 
## EXECUTION SCRIPT                                        ## 
############################################################# 
 
# Minimization 
minimize            100000 ;#200ps                
reinitvels          $temperature 
run 15000000        ;# 30ns  
 
2.2.2 Configuration file for 500ps TMD simulation 
This .conf file controls the TMD simulation starting from Thr160-phosphorylated 
1FIN:A.pdb to 1JST:A.pdb.  
 
############################################################# 
## JOB DESCRIPTION                                         ## 
############################################################# 
# Minimization and Equilibration of CDK2 in a Water BOX 
############################################################# 
## ADJUSTABLE PARAMETERS                                   ## 
############################################################# 
structure          starting_wb5.psf 
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coordinates        starting_wb5.pdb 
 
set temperature    310 
set outputname     pi_fin_wb5_tmd_eq 
 
firsttimestep      0 
 
############################################################# 
## SIMULATION PARAMETERS                                   ## 
############################################################# 
 
# Input 
paraTypeCharmm     on 
parameters          par_all27_prot_na.prm 
parameters          toppar_prot_na_all.str 
temperature         $temperature 
 
 
# Force-Field Parameters 
exclude             scaled1-4 
1-4scaling          1.0 
cutoff              12. 
switching           on 
switchdist          10. 
pairlistdist        13.5 
 
# Integrator Parameters 
timestep            2.0  ;# 2fs/step 
rigidBonds          all  ;# needed for 2fs steps 
nonbondedFreq       1 
fullElectFrequency  2   
stepspercycle       10 
 
# Constant Temperature Control 
langevin            off    ;# do langevin dynamics 
langevinDamping     5     ;# damping coefficient (gamma) of 5/ps 
langevinTemp        $temperature 
langevinHydrogen    off    ;# don't couple langevin bath to hydrogens 
 
#TMD 
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TMD              on 
TMDK             200 
TMDoutputFreq      1 
TMDFile            arget_1jst_wb5.ref 
TMDFirstStep       100 
TMDLastStep        250000 
 
# Output 
outputName          $outputname 
 
restartfreq         500     ;# 500steps = every 1ps 
dcdfreq            500 
outputEnergies      100 
outputPressure      100 
 
############################################################# 
## EXTRA PARAMETERS                                        ## 
############################################################# 
# Periodic Boundary conditions 
# NOTE: Do not set the periodic cell basis if you have also  
# specified an .xsc restart file! 
if {0} {  
cellBasisVector1    72.    0.   0. 
cellBasisVector2     0.   72.   0. 
cellBasisVector3     0.    0   51. 
cellOrigin           89.    63.   33. 
} 
wrapWater           on 
wrapAll             on 
 
#PME (for full-system periodic electrostatics) 
if {0} { 
PME                 yes 
PMEGridSizeX        72 
PMEGridSizeY        72 
PMEGridSizeZ        54 
} 
 
############################################################# 
## EXECUTION SCRIPT                                        ## 
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############################################################# 
 
# Minimization 
minimize            2000 
reinitvels          $temperature 
 
run 250000 ;# 500ps 
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