Abstract. An exotic crossed product is a way of associating a C * -algebra to each C * -dynamical system that generalizes the well-known universal and reduced crossed products. Exotic crossed products provide natural generalizations of, and tools to study, exotic group C * -algebras as recently considered by Brown-Guentner and others. They also form an essential part of a recent program to reformulate the Baum-Connes conjecture with coefficients so as to mollify the counterexamples caused by failures of exactness.
Introduction
Given a C*-dynamical system (A, G, α), there are two classical ways to assign a C*-algebra to it which reflect important properties of the system: the universal (or maximal) crossed product A⋊ α,u G, which is universal for covariant representations, and the reduced crossed product A ⋊ α,r G defined as the image of A ⋊ α,u G under the regular representation. If A = C we recover the maximal and reduced group C*-algebras C * u (G) and C * r (G) of the group G. Recently there has been a growing interest in studying more general "exotic" group algebras C * µ (G) and crossed products A ⋊ α,µ G which are defined as completions of the convolution algebra C c (G) (resp. C c (G, A)) with respect to C*-norms which lie between the full and reduced norms · u and · r . For exotic group algebras, this started with the work [4] of Brown and Guentner: given a discrete group G and an (algebraic) ideal E in l ∞ (G), Brown and Guentner assign an exotic group algebra C of this type. Wiersma ([36] ) subsequently extended the framework of Brown and Guentner to general locally compact groups, and showed an analogous result to Okayasu's for the connected group SL (2, R) . Motivated by the work of Brown and Guentner, the paper [25] of Kaliszewski, Landstad and Quigg introduced a second construction of exotic group algebras based on the dual pairing of C * u (G) with the Fourier-Stieltjes algebra B(G), and studied the connection to coactions. We shall give a detailed introduction to exotic group algebras in §2 below and we use this opportunity to clarify the differences between the approaches of Brown-Guentner and of Kaliszewski-Landstad-Quigg.
Work on exotic crossed products starts also with Brown-Guentner ( [4] ) and Kaliszewski-Landstad-Quigg ([25]) who both indicated ways to associate exotic crossed-products (A, α) → A⋊ α,µE G to appropriate spaces of matrix coefficients E. The constructions of exotic group algebras of Brown-Guentner and of KaliszewskiLandstad-Quigg are closely related, but their constructions of exotic crossed products are fundamentally quite different in nature; nonetheless, it was observed later ( [3, 6] ) that both constructions are functorial in the sense that every G-equivariant * -homomorphism Φ : A → B between two G-algebras (A, α) and (B, β) descends to a * -homomorphism Φ ⋊ µE G : A ⋊ α,µE G → B ⋊ β,µE G in a canonical way. Such exotic crossed product functors were formally introduced by Baum, Guentner, and Willett in [3] as part of a program to "fix" the Baum-Connes conjecture for computing the K-theory of crossed products. The original conjecture (in the general version with coefficients) claimed that for each system (A, G, α) a certain assembly map as r (G,A) : K top * (G; A) → K * (A ⋊ α,r G) should always be an isomorphism, where K top * (G; A) is the topological K-theory of G with coefficient A (we refer to [2] for the construction of this group and for a discussion of the far reaching consequences for groups G that satisfy the conjecture). Unfortunately, the conjecture is not true for all groups: the known counterexamples are all related to the failure of G being exact in the sense of Kirchberg and Wassermann. In order to fix the conjecture, the main idea of Baum, Guentner, and Willett was to replace the reduced crossed-product functor by the smallest exact Morita compatible crossed-product functor (A, α) → A ⋊ α,E G. Here Morita compatibility basically means that the construction preserves stabilisation which is needed to construct an E-theory descent used for the construction of a direct assembly map as E (G,A) : K top * (G; A) → K * (A ⋊ α,E G); exactness and Morita compatibility are both predicted on the level of K-theory by the conjecture, so are natural assumptions. The new conjecture asserts that this map is always an isomorphism. In fact, Baum, Guentner, and Willett show in [3] that several of the known counterexamples for the original conjecture satisfy the new conjecture and, so far, there are no known counterexamples for the reformulated conjecture. Motivated by the above described developments, the authors of this paper started in [9] a more systematic study of various functorial properties of exotic crossedproduct functors (A, α) → A ⋊ α,µ G. Recall first that a correspondence between two C*-algebras A and B consists of a Hilbert B-module E B equipped with a left action Φ : A → L(E B ) of A on E B . In case of the universal or reduced crossedproducts ⋊ u or ⋊ r , respectively, it has been known for a long time that they are In § §3-5 we give a survey of the general theory of exotic crossed products and, in particular, the results obtained in [9] in which we give characterisations of crossed products which enjoy strong functorial properties as described above. As a sample, it turned out that functoriality for generalised homomorphisms is equivalent to the ideal property which asserts that for each G-invariant ideal I ⊆ G the inclusion ι : I ֒→ A descends to a faithful morphism ι ⋊ µ G : I ⋊ µ G ֒→ A ⋊ µ G. Similarly, functoriality for correspondences is equivalent to the projection property which asserts that for every G-invariant projection p ∈ M(A) the inclusion ι : pAp ֒→ A descends to an inclusion ι ⋊ µ G : pAp ⋊ µ G ֒→ A ⋊ µ G. Another useful characterisation of correspondence functors is functoriality with respect to G-equivariant completely positive maps, and as an application of this we show here as a new result that correspondence crossed products behave well with respect to taking tensor products with nuclear C*-algebras: If ⋊ µ is a correspondence functor, then
for any nuclear C*-algebra B. As an application, we can show that under suitable assumptions it turns out that any crossed-product functor which is faithful in the sense that it does not send nonzero objects to {0} must dominate the reduced crossed product functor. This motivates the requirement that exotic crossed products lie between the maximal and the reduced ones.
It is straightforward to see that the functors constructed by Brown-Guentner and Kaliszewski-Landstad-Quigg (which we shall call BG-functors or KLQ-functors, respectively) satisfy the ideal property. Moreover, all KLQ-functors are correspondence functors, but a BG-functor is a correspondence functor if and only if it coincides with the universal crossed-product functor.
It was shown in [9] that every correspondence functor admits a descent in KKtheory. Adapting ideas of Cuntz and Julg-Valette from [11] and [23] this fact has then been used to show that for any K-amenable group in the sense of Cuntz and for any correspondence functor ⋊ µ , the canonical morphisms
are KK-equivalences. In particular, this implies that for G = F n , the free group in n generators, n ∈ N ∪ {∞}, all of the uncountably many different exotic group algebras C * E (F n ) corresponding to nontrivial G-invariant ideals E ⊆ B(G) are KKequivalent. The result would be false without the assumption that E is an ideal, and indeed it is crucial for us that an exotic group algebra is of the form C ⋊ µ G for a correspondence functor ⋊ µ if and only if it is of the form C * E (G) for a G-invariant weak *
-closed ideal E in B(G).
We also report on the result that the minimal exact Morita compatible functor ⋊ E coincides, at least on separable systems, with the minimal exact correspondence functor ⋊ E Corr , whose existence is shown in [9] . Hence our results allow one to use the full force of Kasparov's equivariant KK-theory for the study of the reformulated Baum-Connes conjecture.
In the remaining sections ( § §6-8) we report on some new results about the relation of crossed-product functors of a group G with crossed-product functors of closed subgroups H of G. Based on Green's imprimitivity theorem we give a procedure of restricting crossed-product functors from G to H. Conversely, given a crossed-product functor ⋊ ν for H, we describe two different ways to assign a crossed-product functor for G to it: one is the induced functor ⋊ Ind ν and one is the extended functor ⋊ ext ν . All these constructions preserve the ideal property (hence functoriality for generalised morphisms) and send correspondence functors to correspondence functors. Restriction and extension preserve exactness in general, but this can fail for induction. After introducing the restriction, induction and extension procedures in §6 we show in §7 that the restriction of the minimal exact correspondence functor ⋊ Finally, in §8, we close this paper with some questions and remarks related to induction, restriction and extension in connection with more general permanence properties of the reformulated Baum-Connes conjecture. Unfortunately, so far it seems that we have more questions than solutions! Part of the work on this paper took place during a visit of the first and third authors to the Westfälische Wilhelms-Universität, Münster. We would like to thank this institution for its hospitality.
Exotic group algebras
Let G be a locally compact group equipped with a fixed left invariant Haar measure. We are interested in C * -algebras connected to strongly continuous unitary representations u : G → U(H) of G, which we call simply representations of G.
Let C c (G) denote the space of continuous, compactly supported, complex-valued functions on G, which is a * -algebra when equipped with the product and involution
where ∆ : G → (0, ∞) is the modular function. Any representation u :
In what follows we shall usually omit the tilde in our notations, thus using the same notation for the unitary representation u and its integrated form.
The following two completions of C c (G) are intimately tied to the representation theory of G, and for this and other reasons have been widely studied.
Definition 2.1. The universal group algebra C * u (G) is the completion of C c (G) with respect to the norm
The reduced group algebra C * r (G) is the completion of C c (G) with respect to the norm f r := λ(f ) . Remark 2.2. As every C * -algebra A admits a faithful nondegenerate representation on some Hilbert space, every strictly continuous homomorphism u : G → UM(A) integrates uniquely to a nondegenerate * -homomorphism C * u (G) → M(A). Conversely, every such homomorphism is the integrated form of a representation of G and this universal property characterises C *
A group algebra C * µ (G) is exotic if · µ is not equal to either the maximal or reduced norms.
It is perhaps not immediately clear that interesting examples exist! There have been two recent approaches to this in the literature that we discuss below, the first due to Brown and Guentner [4] , and the second due to Kaliszewski, Landstad, and Quigg [24, Section 3] . We first discuss the construction of Brown-Guentner, and then describe theorems of Okayasu and Wiersma that show that the theory of exotic group algebras is very rich. 
(1) In the original version of their definition [4, Definition 2.2], Brown and Guentner work only with discrete groups, but their definition extends in an obvious way to all locally compact groups as already pointed out by Wiersma [36, Section 3] . They moreover assume that D is an algebraic ideal in the space l ∞ (G); this is important for their applications. It is clear, however, that the definition makes sense without these additional assumptions; we left them out as the extra generality seems harmless, and is occasionally useful. We now turn to a natural class of examples based on decay of matrix coefficients.
and thus the identity map on C c (G) extends to a surjective * -homomorphism (1) All the C * -algebras C * p (SL(2, R)) for p ∈ (2, ∞) are in fact abstractly isomorphic, as one can see by combining Wiersma's analysis [36] with Miličić's description of the structure of C * u (SL(2, R)) [31] . We do not know if C * p (F 2 ) is abstractly isomorphic to C * q (F 2 ) for any distinct p, q in (2, ∞).
(2) The key ingredients in the proof of Theorem 2.7 are quite deep facts from harmonic analysis: for F 2 the result relies on Haagerup's study of C * r (F 2 ) in [18] , while for SL(2, R) the proof relies on aspects of the Kunze-Stein phenomenon [30] . ( 3) The result of Okayasu extends to all (non-amenable) discrete groups that contain F 2 as a subgroup, and conceivably to all non-amenable discrete groups. However, Wiersma's result certainly does not extend to all nonamenable connected groups. Indeed for any n > 2, it follows from results of Scaramuzzi [34, Theorem III.3.3] (see also the discussion in [19, Section V.3.3] ) that if G = SL(n, R), then C * p (G) = C * q (G) for all p, q ∈ (n, ∞). Having established that many interesting exotic group algebras exist, let us turn to the construction of Kaliszeswki-Landstad-Quigg. This gives another perspective that will be especially convenient when we come to discuss exotic crossed products. In order to do this, we need a little more background on the Fourier-Stieltjes algebra B(G). Recall that B(G) consists of all matrix coefficients of G, that is, functions φ : G → C of the form φ(g) = ξ, u g η for some representation u : G → U(H) and vectors ξ, η ∈ H; note that elements of B(G) are necessarily bounded and continuous. Straightforward algebraic checks based on the fact that one can take direct sums, contragredients, and tensor products of representations show B(G) is a * -algebra under the usual pointwise operations. Note also that B(G) is invariant under the G-actions on functions induced by the left and right translation actions of G on itself. For brevity, we say that a collection E of functions on G is translation invariant if it is preserved by the actions on functions induced by the left and right translation actions of G on itself.
There is a pairing between C c (G) and B(G) defined by
This clearly extends to a bilinear pairing between C * u (G) and B(G). Moreover, it follows from the identification of unitary representations of G and * -representations of C * u (G), together with the GNS construction, that this pairing identifies B(G) with the dual space C *
We equip B(G) with the norm, and also weak* topology, coming from this identification. See [15] for more information on B(G).
Let now U(M(C * u (G))) be the unitary group of the multiplier algebra of C *
The following lemma is straightforward to check directly; it is essentially the same as 
Here then is the definition of Kaliszewski-Landstad-Quigg. Definition 2.11. Let E be a translation invariant subspace of B(G). Let I E be the pre-annihilator of E, which is an ideal by Lemma 2.10. Define a C * -algebra
This construction actually gives rise to all exotic group algebras (and indeed to all quotients of C * u (G) if we do not impose further restrictions on E). To make this statement precise, recall that for us a group C * -algebra is essentially the same thing as a C * -algebra norm on C c (G) that dominates the reduced norm, and is dominated by the universal norm. If · is such a norm, write E · for the elements of B(G) that are continuous for that norm; conversely, if E is a translation invariant subspace of B(G), write · E,KLQ for the norm on C * E,KLQ (G) restricted to C c (G). Let It is worth noticing that by [24, Lemma 3.14 
However there seems to be a gap in the proof of [24, Lemma 3.5] and it is not clear to us whether the conclusion of that lemma holds. So our next goal is to clarify the relationship between the Brown-Guentner and KaliszewskiLandstad-Quigg constructions. We denote by P (G) the collection of continuous positive type functions on G, which is a cone in B(G). The following proposition is closely related to [36, 
Proof. As P (G) is contained in B(G), it is clear that E is a subspace of B(G); we must show that it is translation invariant. We will focus on the left action; the case of the right action is similar.
For a function φ : G → C and s ∈ G, write s φ for the left-translate defined by s φ : t → φ(s −1 t), and φ s : t → φ(ts) for the right translate. It suffices to show that if φ ∈ P (G) ∩ D and s ∈ G, then s φ is in E. As φ is in P (G), we may write φ(t) = ξ, u t ξ for some representation u : G → U(H) and ξ ∈ H. It follows that
and so φ k is in D because D is translation invariant. To see that the identity map on
Say first a ∈ I E , and let u : G → U(H) be a D-representation with associated dense subspace H 0 giving rise to a dense set of matrix coefficients in D. Then for any
As H 0 is dense, this forces η, u(a)η = 0 for all η ∈ H, and thus a to be in the kernel of (the integrated form of) u. Hence
For the converse inclusion, say a ∈ C * u (G) \ I E . Then there is an element φ of E such that a, φ = 0. As E is spanned by D ∩ P (G), we may assume moreover that φ is in D ∩ P (G). Let (u, H, ξ) be the GNS triple associated to φ, and note that u : G → U(H) is a D-representation: indeed, since D is translation invariant we may take H 0 = span{u s ξ | s ∈ G}. Hence ξ, u(a)ξ = a, φ , which is non-zero, and thus a ∈ kernel(u :
Corollary 2.14. Let E ⊆ B(G) be a translation invariant subspace of B(G). Then the following are equivalent:
Proof. It follows from the definition of KLQ-group algebras together with Proposition 2.12 that C Proof. We show that in all three cases every element in E can be written as a linear combination of positive elements in E. Having done this, all three cases then follow from Proposition 2.13. For this let s → φ(s) = ξ, u s η be a nonzero element of E for some unitary representation u : G → U(H). By passing to H 0 = span(u(G)ξ) ∩ span(u(G)η) and the images of ξ, η under the orthogonal projections to H 0 , if necessary, we may assume without loss of generality that both vectors ξ, η are cyclic vectors for u. Approximating ξ by elements in span(u(G)η) and observing that (s → ξ, u s η ′ ) ∈ E for any η ′ ∈ span(u(G)η) by translation invariance of E, it follows from any of the conditions (1), (2), (3) that s → ξ, u s ξ ) ∈ E, and a similar argument gives (s → η, u s η ) ∈ E. But then every summand in the polarisation identity
lies in E. This finishes the proof.
Example 2.16. The above lemma applies to
We do not know whether the conclusion of the above lemma applies to
Convention 2.17.
In what follows we shall often use the notation "C * E (G)" for the KLQ group algebra attached to E. Recall that we have C *
We shall be careful to write C * E,BG (G) whenever we want to talk about the BG-group algebra attached to E in cases where it does not obviously coincide with C * E (G) by any of the above results.
Remark 2.18. It will be relevant to us that algebra properties of E are reflected in coalgebra properties of C
, which exists by Remark 2.2. Consider the following diagram, where the horizontal arrows are induced by the canonical quotients:
. Then E is a subalgebra of B(G) if and only the rightmost dashed arrow can be filled in; and E is an ideal in B(G) if and only if the central dashed arrow can be filled in.
We close this section with three theorems which show that exotic group C * -algebras allow new characterisations of classical notions from non-abelian harmonic analysis. For discrete groups, these results can be found in [4, Sections 2 and 3], although (1) if and only if (2) from Theorem 2.19 is much older, and due to Hulanicki [21] . The general cases can be proved by slight elaborations of the arguments given there: see also [22] for the result on the Haagerup property in the general case.
Theorem 2.19. The following are equivalent:
( (1) G has the Haagerup approximation property; (
1) G has property (T); (2) If E is a translation invariant ideal of B(G) such that
Proof. The equivalence between (2) and (3) follows from the above discussions,
, where E 0 denotes the weak * closure of E 0 . An analogue of the equivalence between (1) and (3) has been shown for discrete G in [4, Proposition 3.6], but with B(G) replaced by ℓ ∞ (G). The proof of the general case follows along similar lines: Assume that G has property (T) and let E be a translation invariant ideal of B(G) such that C * E,BG (G) = C * u (G). Then there exists a faithful E-representation u : G → U(H), e.g., take the direct sum of all GNS-representations attached to elements in E ∩ P (G). Then 1 G is weakly contained in u, and therefore, by property (T), 1 G is a subrepresentation of u. Hence there exists a unit vector ξ ∈ H such that u s ξ = ξ for all s ∈ G. Since u is an E-representation, there exists a sequence (ξ n ) of unit vectors in H which converges to ξ and such that s
the norm topology of B(G). Since B(G) is a Banach algebra, it follows that E ∩ P (G) contains an invertible element of B(G). Thus E = B(G).
For the converse direction we can use the same arguments as given in the proof of [4, Proposition 3.6].
Exotic crossed products
More details on the standard material on universal and reduced crossed products in this section can be found in [12] , [14, Appendix A], and [35] .
Let (A, α) be a G-C * -algebra, i.e. A is a C * -algebra equipped with a homomorphism α from G to the * -automorphisms of A such that the map s → α s (a) is (norm) continuous for all a ∈ A. The natural class of representations of (A, α) are covariant pairs: pairs (π, u) consisting of a * -representation of A and a (unitary) representation of G on the same Hilbert space H that satisfy the relation
Let C c (G, A) denote the space of norm continuous, compactly supported functions from G to A, equipped with the * -algebra operations:
Note that any covariant pair (π, u) integrates to a *
It will be useful for later purposes to note that this generalises to actions on Hilbert modules and multiplier algebras in a natural way. Precisely, if E is a Hilbert B- Analogously to the case of group algebras, the following two completions of C c (G, A) have been very widely studied.
Definition 3.2. The universal completion
with respect to the norm
The universal crossed product has the universal property that any covariant pair (π, u) with values in a Hilbert module E (in particular, in a Hilbert space) for (A, α) integrates to a * -homomorphism
to the bounded (adjointable) operators on the Hilbert space (module) and, conversely, that every nondegenerate * -representation σ of A ⋊ α,u G is the integrated form of some (nondegenerate) covariant representation: There is a universal covari-
On the level of C c (G, A) the universal covariant pair is given by the formulas
Analogously to the group case, an exotic crossed product is roughly a completion of C c (G, A) for a norm between the maximal and reduced norms. Motivated by both examples and applications, it seems reasonable to ask for some compatibility between such exotic crossed products as A varies. The minimal reasonable requirement here seems to be compatibility with * -homomorphisms (we will discuss some stronger requirements later): to make this precise, note that if φ : A → B is a G-equivariant * -homomorphism then the function
is a * -homomorphism, and moreover, the assignment φ → φ ⋊ c G is functorial.
A crossed product is exotic if the associated norm differs from the maximal and reduced norms (on at least one G-C * -algebra each).
Thus a crossed product is a functor from the category of G-C * -algebras and equivariant * -homomorphisms to the category of C * -algebras and * -homomorphisms that sits between the universal and reduced completions in some sense. One might wonder why we require that we only consider completions of C c (G, A) by norms · µ which dominate the reduced norm · r . We come back to this point in Subsection 4. 4 There are natural extensions of both the Brown-Guentner and Kaliszewski-LandstadQuigg exotic group algebra constructions to exotic crossed products. Here is the Brown-Guentner construction. Definition 3.6. Let C * E (G) be a group C * -algebra as in Convention 2.17, and (A, α) a dynamical system. The Brown-Guentner crossed product A ⋊ α,EBG G (for short: BG crossed product) is the completion of C c (G, A) for the norm
In order to define the Kaliszewski-Landstad-Quigg construction of crossed products, we need a little more notation. Let (ι A , ι G ) be the universal covariant representation of (A,
define a covariant pair for (A, α) (here and throughout the rest of the paper, "⊗" denotes the spatial tensor product of C * -algebras). The integrated form of this covariant pair (which exists by the universal property of
denote the extension of the canonical tensor product * -homomorphism to the multiplier algebras.
The Kaliszewski-Landstad-Quigg crossed product A ⋊ α,EKLQ G is the completion of C c (G, A) for the norm
The properties of the BG and KLQ crossed products that we will use are recorded below. We will discuss some more properties of these functors in the next section. Proofs of these results (in a slightly different form) and other basic facts about BG and KLQ crossed products can be found in [ 
In the next section, we will study functorial properties of the BG and KLQ crossed products in much more detail.
We conclude this section with some rather unnatural examples that are useful for constructing crossed products with 'bad' properties. For yet another construction of exotic crossed products, see [9, Section 2.4 and Corollary 4.20].
where Mor G (A, B) denotes the set of G-equivariant * -homomorphisms A → B. We then define a norm on C c (G, A) by
Let A⋊ α,S G be the associated completion. Then the assignment (A, α) → A⋊ α,S G is a crossed product functor (see [9, Lemma 2.5]).
Properties of crossed products
We start this section by discussing some strong functoriality properties that a crossed product functor can have and give some useful characterisations of these. We then discuss some applications to K-theory computations, duality theory and tensor products. We also discuss in Section 4.4 "pseudo crossed products", which are certain quotients of the full crossed product that do not necessarily lie above the reduced crossed product.
Before we start stating the properties of interest, we need to give a brief discussion about crossed products of G-equivariant Hilbert modules and correspondences. If (B, β) is a G-algebra and E is a Hilbert B-module, then a compatible action of G on E is a strongly continuous homomorphism γ :
for all x, y ∈ E, a ∈ A and s ∈ G. If (A, α) → A ⋊ α,µ G is an exotic crossed-product functor we may extend this functor to equivariant Hilbert modules as follows:
. The actions and inner products then extend to the µ-completions and we obtain a B ⋊ β,µ G-Hilbert
There is a category Corr(G) in which the objects are G-C*-algebras and the morphisms are equivalence classes of (A, α) − (B, β) correspondences, where
of Hilbert Bmodule commuting the left actions of A. Composition of correspondences is given by taking internal tensor products
We write Corr := Corr({e}) for the correspondence category of the trivial group {e}. Isomorphisms in the correspondence categories are precisely the Morita equivalences, i.e. correspondences where φ : A → L(E) induces an isomorphism A ∼ = K(E). Correspondence categories have been studied extensively in the literature (e.g. see [14] ), where usually the homomorphisms Φ : A → L(E) are assumed to be nondegenerate. But notice that every correspondence in our sense is equivalent to a nondegenerate correspondence, so the resulting categories are equivalent. (1) extends to generalised homomorphisms if for any (possibly degenerate) G-equivariant
(2) has the ideal property if for every G-invariant closed ideal in a G-algebra A, the inclusion map ι : I ֒→ A descends to an injective *-homomorphism On the other hand, the ideal property does not always hold, as the following example shows. We do not, however, know if there are strongly Morita compatible crossed products without the ideal property (we guess the answer is yes, by an elaboration of the above, but the details are currently elusive).
The following theorem is one of the main applications [9, Section 6] of our correspondence functor machinery; it can be regarded as another good functoriality property of correspondence functors. 
Proof. Using Theorem 4.9, if suffices to show that C * E,BG (G) and C * E,KLQ (G) are of the form C ⋊ µ G for some correspondence functor ⋊ µ .
For C * E,KLQ (G), let E be the weak *
closure of E in B(G), which is an ideal by weak * continuity of multiplication on B(G). Let ⋊ µ be the KLQ crossed product functor associated to C * E,KLQ (G). Proposition 3.9 part (3) implies that C ⋊ µ G identifies with C For C * E,BG (G), let E be the span of P (G) ∩ E, and let F be the weak * -closure of E. Then C * E,BG (G) = C * F,KLQ (G) by Corollary 2.14. As P (G) is closed under products in B(G) and every element in B(G) is a linear combination of elements in P (G), E is an ideal in B(G) and F is a weak * -closed ideal. Thus the result follows from the result for KLQ group algebras.
Example 4.11. Say G = F 2 or G = SL(2, R) . Then G is K-amenable, so Corollary 4.10 implies that the uncountably many exotic group C * -algebras C * p (G) from Theorem 2.7 are all KK-equivalent.
Example 4.12. It is tempting from the above to guess that if G is K-amenable, then all exotic group algebras (or even crossed products) have the same K-theory. This is false: in fact any non-amenable group admits an exotic group algebra such that the canonical quotient C * E (G) → C * r (G) does not even induce an isomorphism on K-theory. This can be achieved by setting E = B r (G) ⊕ C1, for example.
Compare also Remark 4.17 in this regard, which implies that Corollary 4.10 is in some sense the best possible result that can be deduced about K-theory of group algebras using our correspondence functor machinery. 
where α is the dual coaction of line (3.7) above, and the vertical maps are the canonical quotients.
For the proof of the following theorem see [9, Section 6].
Theorem 4.14. Correspondence functors are duality functors.
Remark 4.15. Let C * E (G) be a group algebra as in Convention 2.17. It is not difficult to see that the associated BG crossed product is a duality functor if and only if E is an ideal in B(G). In particular, it follows from Example 4.6 that Theorem 4.14 is not optimal.
Remark 4.16. Note that every duality functor ⋊ µ admits a version of Imai-Takai duality: The homomorphism α µ is a coaction and there is a canonical isomorphism
. We refer to [9, Section 6] for more details on this and to [8, 26] for results which show how duality techniques combined with Theorem 4.14 can be efficiently used to extend correspondence crossed-product functors to other categories like Fell-bundles over G or partial G-actions. 
E (G) is an ideal in B(G).
In particular, the result of Corollary 4.10 is in some sense the optimal application of Theorem 4.9 to computing the K-theory of exotic group algebras.
Tensor products.
As an example of an application of Theorem 4.5 that does not appear in our paper [9] , here we discuss the relationship of crossed products and spatial tensor products. In the next section, we will apply this to discuss the relationship between general crossed products and the reduced crossed product.
Let ⋊ µ be a crossed product for G, which is functorial for generalised morphisms. Let (A, α) be a G-C * -algebra, and let (B, id) be a trivial G-C * -algebra. Then there is an equivariant * -homomorphism A → M(A ⊗ B) defined by a → a ⊗ 1, and functoriality for generalised morphisms implies that this integrates to a * -homomorphism
Assume now moreover that either B or A ⋊ α,µ G is nuclear. Then as the natural * -homomorphism B → M((A ⊗ B) ⋊ α⊗id,µ G) commutes with the image of the * -homomorphism in line (4.18), our nuclearity assumptions give a * -homomorphism
checking on generators, it is not difficult to see that the image of this * -homomorphism is in fact in (A ⊗ B) ⋊ α⊗id,µ G, and thus we have a canonical * -homomorphism
Definition 4.20. Let (A, α) → A ⋊ α,µ G be a crossed product functor which is functorial for generalised morphisms. The functor has the tensor product property if whenever B is a trivial G-C * -algebra and (A, α) is a G-C * -algebra such that one of B or A ⋊ α,µ G is nuclear, the map in line (4.19) above is an isomorphism.
Since the map in line (4.19) is always surjective the tensor product property is equivalent to the injectivity of (4.19).
Example 4.21. The BG functor associated to a group algebra C * E (G) has the tensor product property. Indeed, we have already noted that BG functors are functorial for generalised morphisms. It suffices to prove that there is is a faithful representation π of (A ⋊ α,EBG G) ⊗ B that extends to (A ⊗ B) ⋊ α⊗id,EBG G. Now, by definition of the BG crossed product and the spatial tensor product, we may take a faithful π of the form (σ ⋊ u) ⊗ ρ for some covariant pair (σ, u) for (A, α) with u an Erepresentation, and ρ a representation of B. The desired extension is then the integrated form of (σ ⊗ ρ, u ⊗ id), which is a covariant pair for A ⊗ B with u ⊗ id an E-representation. Proof. We must show that the map in line (4.19) is injective, so assume for contradiction that x is an element of the kernel of the map above. Then there is a state φ on B such that the slice map
is non-zero on x. As the slice map 1 A ⊗ φ : A ⊗ B → B is an equivariant completely positive map, the cp map property implies that it integrates to a map (1 A ⊗ φ)⋊ µ G on the µ-crossed products. This gives rise to a diagram
which commutes by checking on the dense subalgebra C c (G, A) ⊗ alg B. As the 'right-down' composition sends x to zero, and the 'down-right' composition does not, we have our contradiction.
4.4.
Crossed products and the reduced group C * -algebra. Throughout this paper, we only consider exotic group algebras and crossed products that dominate the reduced group algebra. Here we discuss the sort of degeneracy that can occur if one does not do this; some of the ideas underlying this section were pointed out to us by Joachim Cuntz.
For the purposes of this subsection only, by a pseudo crossed product functor we mean a functor that satisfies all of the conditions of Definition 3.5 except possibly that it does not dominate the reduced crossed product norm, and that possibly the norm · µ is only a semi-norm on C c (G, A) for some C * -algebras (A, α). Similarly, a pseudo group algebra is a C * -algebra completion of C c (G) that satisfies the conditions of Definition 2.3 except that possibly the norm · µ does not dominate the reduced norm, and is only a semi-norm on C c (G). Note that the definitions of the BG and KLQ crossed products still make sense if we allow pseudo group C * -algebras as the input, but then give rise to pseudo crossed products. Note moreover that the definitions of functoriality for generalised morphisms, and of the tensor product property still make sense. Proof. From generalised functoriality, the unit inclusion
Lemma 4.25. Say ⋊ µ is a pseudo-crossed product functor that is functorial for generalised morphisms, and such that the crossed product
However, it is easy to see that the composition
is the integrated form of the regular representation. Assume now that in addition ⋊ µ has the tensor product property. Then, by generalised functoriality, for any G-C * -algebra the canonical inclusion A → M(A ⊗ C 0 (G)), a → a ⊗ 1 gives rise to a * -homomorphism
On the other hand, using Fell's trick, the tensor product property and the fact (as above) that
It is not difficult to check that the composed map
is induced by an integrated form of the regular representation.
A similar argument can be used for functors without the ideal property whenever G admits a unital C * -dynamical system (A, α) such that the maximal crossed product A ⋊ α,u G is simple. Indeed, say then ⋊ µ is a pseudo-crossed product. If A ⋊ µ,α G is non-zero, then the canonical quotient map A ⋊ α,u G ։ A ⋊ α,µ G is an isomorphism (and similarly for the reduced crossed product); hence the unit inclusion C → A induces a commutative diagram
from which it follows that the image of
is the reduced group C * -algebra. Hence C ⋊ µ G dominates C * r (G). Such an (A, α) exists whenever G is discrete and exact: indeed, one may take A = C(M ) where M is a minimal subsystem of the Stone-Čech compactification of G, as discussed in [27, Sections 1.4-1.5], and apply the result of [1] combined with the fact that the action of G on M is amenable, and thus
Plausibly one could adapt such an argument to exact locally compact groups, but the necessary ingredients seem to be missing from the literature. It is not known whether an A with the above properties can exist for non exact groups G.
The minimal exact correspondence functor
One of the main motivations for considering exotic crossed products is to better understand counterexamples to the famous Baum-Connes conjecture. The conjecture, with coefficients, in its original form claimed that a certain assembly map
should always be an isomorphism. We refer to [2] for the definition of the assembly map and the group K top * (G; A). We will not try to summarise the conjecture here, but note that all known failures of the Baum-Connes conjecture for groups with coefficients [20] are essentially all down to failures of exactness as in the following definition.
Definition 5.1. A crossed product functor µ is exact if for any short exact sequence of G-C * -algebras 0
The universal crossed product is always exact, but infamous examples due to Gromov [17] (and recently given quite a satisfactory treatment by Osajda and others [33] ) show that the reduced crossed product can fail to be exact for some groups. Groups for which the reduced crossed product is exact were first studied by Kirchberg and Wassermann [28] , who called them exact groups. The class of exact groups includes many interesting classes of groups, such as almost connected groups, discrete linear groups, amenable groups, and hyperbolic groups.
In the sequence in line (5.2) above, the map to B ⋊ µ G is always surjective (as its image contains the dense * -subalgebra C c (G, B) ), and the composition of the two central * -homomorphisms is zero (by functoriality). Hence the potential failures of exactness are that the map I ⋊ µ G → A ⋊ µ G might not be injective, and that the kernel of the map A ⋊ µ G → B ⋊ µ G might properly contain the image of the map I ⋊ µ G → A ⋊ µ G. The first of these is just the ideal property that we already considered in the previous section. The second however, is independent of any of the (other) properties we have considered so far: indeed, BG crossed products are always exact, while generally failing most of the other properties in the previous section. On the other hand, KLQ crossed products have all of the properties considered in the previous section, but can fail to be exact as the reduced crossed product can fail to be exact.
Baum, Guentner, and Willett proposed to 'fix' the Baum-Connes conjecture (for groups, with coefficients) by replacing the reduced crossed product that is traditionally used to define the conjecture with an exotic crossed product that is automatically exact. Indeed, there is a canonical way to construct an assembly
for any crossed-product functor ⋊ µ , since the original map always factors over the K-theory K * (A ⋊ u G) of the universal crossed product. It is well known that the assembly map for the maximal crossed product, which is exact, fails to be an isomorphism in general. So the exact crossed-product functor for the reformulated conjecture should be as close to the reduced one as possible. For compatibility with Morita equivalences (and also to ensure the existence of a descent functor in E-theory) they require their functor to in addition have the following property. , α) , the G-C * -algebras (A ⊗ K G , α ⊗ Λ) and (A ⊗ K G , α ⊗ id) are equivariantly Morita equivalent, strong Morita compatibility of the universal crossed product can be used to give a canonical isomorphism [9, Corollary 5.4] ). A crossed product µ is Morita compatible if this descends to an isomorphism
In order to define the exotic crossed products used in the reformulations of the Baum-Connes conjecture, note that there is a natural order on the collection of all crossed products defined by saying 
) to be an isomorphism for all G-algebras (A, α), in such a way that the reformulated conjecture has no (at time of writing!) known counterexamples, and such that some of the counterexamples to the old conjecture are confirming examples for the reformulated conjecture.
The minimal crossed product is natural to consider here as it is in some sense closest to the reduced crossed product, and as it does not change the conjecture for exact groups. It also has the advantage that it does not suffer from the property (T) obstructions to the version of the Baum-Connes conjecture defined using the universal crossed product [3, Corollary 5.7] .
Using the results of Section 4, one can prove an analogue of this result in the setting of correspondence functors [9 Combined with the results of the previous section, this shows that one can also use the full power of KK G theory to study the reformulated Baum-Connes conjecture.
Restriction, extension, and induction to and from subgroups
Suppose that H is a closed subgroup of G. In this section we want to study relations between crossed-product functors on G and crossed-product functors on H. We shall define in particular a restriction and extension process between functors for G and functors for H.
We start with the restriction process: Suppose that ⋊ µ is a crossed-product functor for G and suppose that (A, α) is an H-algebra. Consider the induced G-algebra (Ind
.
ALCIDES BUSS, SIEGFRIED ECHTERHOFF, AND RUFUS WILLETT
The G-action on Ind G H (A, α) is given by Ind α s (F ) (t) = F (s −1 t). Now recall Green's imprimitivity theorem (see [14, Theorem B2] or [35] ), which provides a natural equivalence bimodule X (A, α) 
By the Rieffel correspondence between ideals in Ind
G H (A, α) ⋊ Ind α,u G and ideals in A ⋊ α,u H there is a unique ideal I α,µ|H ⊆ A ⋊ α,u H such that X(A, α) factors through an equivalence bimodule X µ (A, α) between Ind G H (A, α) ⋊ Ind α,µ G
G, then Green's bimodule X(A, α) factors through an Ind
Moreover, this determines the restriction ⋊ µ|H and since Green's imprimitivity theorem holds for both full and reduced norms (see [14, Appendix B] for a detailed discussion and references), it follows that ⋊ u|H = ⋊ u and ⋊ r|H = ⋊ r . More generally, it follows from [7, Theorem 5.12 ] that if µ = µ E is a KLQ-crossed-product functor for G corresponding to a G-invariant ideal E ⊆ B(G), then the restriction µ| H is the KLQ-functor for H which corresponds to the Hinvariant ideal E H of B(H) which is generated by E| H = {f | H : f ∈ E}. Theorem 6.4. Let ⋊ µ be a crossed-product functor for G and let ⋊ µ|H be its restriction to H. Then the following are true: Remark 6.5. Before we give the proof of the theorem, we need to say some words about the connection of the composition ψ • φ of two * -homomorphisms φ : A → B and ψ : B → C and composition in the correspondence category Corr.
For this observe that φ and ψ can be represented by the (nondegenerate) A − B and B − C correspondences (φ (A)B, φ) and (ψ(B)C, ψ) , respectively. The assignment sending * -homomorphisms to the equivalence classes of these correspondences is functorial, so that the composition ψ • φ is represented by the correspondence (φ (A)B ⊗ B ψ(B)C, φ ⊗ 1) .
Proof. Suppose that φ : A → B is a * -homomorphism. In order to show that it induces a * -homomorphism φ ⋊ µ|H H : A ⋊ α,µ|H H → B ⋊ β,µ|H H we need to show that the composition of the quotient map q B,µ|H :
the inclusion map, implies that the hereditary subalgebra property passes from ⋊ µ to ⋊ µ|H . By Theorem 4.9 in [9] this implies (3) and finishes the proof.
As a direct consequence of the above result, we get the following well-known, but non-trivial result (the original proof by Kirchberg and Wassermann in [29] uses similar ideas as used in the above theorem):
We are now going to construct crossed-product functors for G out of crossedproduct functors for a closed subgroup H. There are actually (at least) two possibilities for doing this. We start with what we call the extension of a crossed-product functor to G: Definition 6.8. Suppose H is a closed subgroup of G and let (B, β) → B ⋊ β,ν H be a crossed-product functor for H. Then, if (A, α) is a G-algebra, we define the crossed product
We call ⋊ ext ν the extension of ⋊ ν to G.
In other words, A ⋊ ext ν G is the "largest" G-crossed product such that all representations of A ⋊ ext ν G restrict to representations of A ⋊ ν H. To get a feeling for it observe that the extension of the universal crossed-product functor on H is the universal crossed-product functor for G, but the extension of the reduced crossedproduct functor on H will rarely be the reduced crossed-product functor for G. In fact, if H is amenable, it will always be the universal one.
Theorem 6.9. Let ⋊ ν be a crossed-product functor for H and let ⋊ ext ν be the extension of ⋊ ν to G. Then the following are true: Proof. In all four cases, we just show that the property of interest can be reformulated in terms of covariant pairs; having done this, it is then straightforward to verify that if ν has the given property, then ext ν also does.
For functoriality, let φ :
For the ideal property, let I be an L-invariant ideal in some A and ⋊ µ a crossed product functor for L. For a nondegenerate representation π of I, let π denote the canonical extension to A. Note that ⋊ µ has the ideal property if and only if π ⋊ u extends to A ⋊ µ L whenever the covariant pair (π, u) integrates to a representation of A ⋊ µ L.
To check the correspondence functor property, we work with the projection property. Let A be an L-algebra and p an L-invariant projection in the multiplier algebra of A. Let ⋊ µ be a crossed product. For a nondegenerate representation π of A on a Hilbert space H, let π| p denote the restriction of π to the corner pAp acting on π(p)H (where we have also used π for the canonical extension of π to the multiplier algebra of A). Recall from [9, Corrollary 8.6 ] that the crossed product ⋊ µ has the projection property if and only if for any such A and p and any covariant pair
Finally, let 0 → I → A → B → 0 be a short exact sequence of L-C * -algebras and ⋊ µ a crossed product. As we have already considered the ideal property, it remains to characterise exactness of the sequence
at the middle term. For a representation π of A that contains I in its kernel, letπ denote the representation of B canonically induced by π. Note that the sequence above is exact at the middle term precisely when for any representation (π, u) that integrates to A ⋊ µ L such that π contains I in the kernel, the representation (π, u) integrates to B ⋊ µ L.
As a sample, we give the proof of (3) and leave the other assertions to the reader. For this let p ∈ M(A) be a G-invariant projection and let (π, u) be a covariant representation of (A, G, α) that integrates to A ⋊ ext ν G. Then, by definition of
We are now going to describe an alternative procedure to construct a crossedproduct functor on G from a functor ⋊ ν on a closed subgroup H of G which we call the induced crossed-product functor. For this recall that if we start with a G-algebra (A, α) and restrict the action to H, then the induced algebra Ind 
denote the quotient map. We then introduce the following: Definition 6.10. Let H be a closed subgroup of G and let ⋊ ν be a crossed-product functor for H. Then the induced crossed-product functor ⋊ Ind ν for G is defined as In particular, if H is amenable (and in particular if H is the trivial group), we always get the reduced G-crossed product functor by induction from the (unique) H-crossed product functor. This also means that induction from the universal norm does not always give the universal norm.
We have the following general properties for the induced crossed-product functors. (1), (2) and (3) . For the proof of (4) we consider the diagram Remark 6.13. If H = {e} is the trivial subgroup of G, then the (unique) G-crossedproduct functor induced from {e} is just the reduced crossed-product functor (see Example 6.11) . In particular, the induced functor will not be exact if G is not exact, which shows that a functor induced from an exact crossed-product functor does not have to be exact in general.
Lemma 6.14. Let H be a closed subgroup of G and let ⋊ µ be a crossed-product functor on G.
is the functor constructed from ⋊ µ by tensoring with D = C 0 (G/H) as in [9, Corollary 4.20] .
But it follows then from the definition of the induced functor ⋊ Ind(µ|H ) that A ⋊ Ind(µ|H ) G is precisely the quotient of A ⋊ u G by the kernel of the canonical homomorphism
Corollary 6.15. Let H be a cocompact closed subgroup of G. Then Example 6.11) , it follows from Corollary 6.15 that
Normal subgroups
In this section we want to show that if N is a closed normal subgroup of G and if ⋊ E := ⋊ E G Corr denotes the minimal exact correspondence functor for G, then the restriction ⋊ E|N of ⋊ E to N is the minimal exact correspondence functor for N . Thus, as a consequence, it follows from Proposition 6.7 that the validity of the reformulated version of the Baum-Connes conjecture due to Baum, Guentner, and Willett will pass to closed normal subgroups. In order to prove the result we need some preparations. As a first step, we show that the minimal crossed-product functor behaves well with respect to automorphisms of the group: 
extends to * -isomorphisms 
For the reduced crossed products recall from Definition 3.2 the construction of the regular representation Λ = π⋊(λ⊗1) of (A, G, α) on the Hilbert A-module L 2 (G, A)
. An easy computation then shows that the unitary operator
intertwines the regular representation Λ ϕ with Λ A ⋊Λ ϕ G . Hence, up to unitary equivalence, the above described correspondence of covariant representations of (A, G, α) and (A, G, α ϕ ) sends Λ to Λ ϕ which proves that Φ extends to an isomorphism of the reduced crossed products.
To see that Φ also extends to an isomorphism Φ E :
In other words, this shows that the inverse Φ We now want to extend the above result to automorphisms ϕ := (ϕ A , ϕ G ) of the system (A, G, α). This means that ϕ A : A → A is a * -automorphism of A and ϕ G : G → G is an automorphism of G such that
Note that if α : G → Aut(A) is an action and N ⊆ G is a normal subgroup of G, then every g ∈ G determines an automorphism γ g := (α g , C g ) of (A, N, α) with α g : A → A the given action of the element g ∈ G and C g : N → N the automorphism given by conjugation with g:
. It is well-known that every automorphism ϕ of (A, G, α) induces automorphisms ϕ u and ϕ r on A ⋊ α,u G and A ⋊ α,r G, respectively, both extending the * -isomorphismφ : A) given by the formula A) , s ∈ G, where δ ϕ denotes the module of the automorphism ϕ G . The proof follows easily from Lemma 7.1 and the arguments given in the proof of the following lemma in the case of the ⋊ E -crossed products:
On the other hand it follows from (7.2) that the automorphism ϕ A : A → A is α ϕ − α equivariant. By functoriality of
Example 7.5. We should note that the argument of the lemma works for any crossedproduct functor ⋊ µ for G such that an analogue of Lemma 7.1 holds for ⋊ µ , i.e., the isomorphism Φ :
Hence it applies in particular for the full and reduced crossed products.
But we should point out that analogues of Lemmas 7.1 and 7.4. do not even hold for all KLQ crossed-product functors. For this let G be any non-amenable group and let E ⊆ B(G × G) be the weak * closure of the ideal consisting of all coefficient functions φ that are supported in a set of the form G × K, where K is a compact subset of G. Then a unitary representation v : G × G → U(H) integrates to C * E (G × G) if and only if its restriction to the second factor is weakly contained 
where δ g denotes the module for the automorphism
Proof. Recall that A ⋊ α,µ|N N is defined as the quotient (A ⋊ α,u N )/J µ , where J µ is the ideal in A ⋊ α,u N which corresponds to the ideal
via Green's imprimitivity bimodule. Since A is a G-algebra, the induced algebra Ind G N A is G-isomorphic to A ⊗ C 0 (G/N ) equipped with the diagonal action α ⊗ τ , where τ denotes the left-translation action. Let β g denote the automorphism of (A ⊗ C 0 (G/N )) ⋊ α⊗τ,u G which is induced from the action id A ⊗ σ g of g ∈ G on A ⊗ C 0 (G/N ), where σ g denotes the right translation action on C 0 (G/N ). Note that β g exists since id A ⊗ σ g commutes with α⊗ τ . It follows then from functoriality of ⋊ µ that β g factors through an automorphism of (A u N ) is the decomposition action of G on A⋊ α,u N . Since this action factors through A ⋊ α,µ|N N by Lemma 7.6, it follows that γ u g (J µ ) = J µ for all g ∈ G. Thus I µ = J µ . Since I µ is the kernel of (7.10), the result follows.
Recall that a C 0 (X)-algebra is a C * -algebra A equipped with a nondegenerate * -homomorphism ϕ : C 0 (X) → ZM(A), where X is a locally compact space and ZM(A) denotes the centre of the multiplier algebra of A. Then, for each x ∈ X, the fibre A x of A over x is defined as the quotient A x := A/I x with I x := ϕ(C 0 (X \ {x}))A. For each a ∈ A we get an assignment x → a x := a + I x ∈ A x , hence we may regard A as an algebra of sections of a bundle A of C * -algebras over X with fibres A x . An action α : G → Aut(A) is called fibre-wise, if α g (I x ) = I x for all g ∈ G, x ∈ X and hence the action induces actions α x : G → Aut(A x ) for each x ∈ X in a canonical way. Note that α being fibre-wise is equivalent to α being C 0 (X)-linear in the sense that α g (ϕ(f )a) = ϕ(f )α g (a) for all g ∈ G and f ∈ C 0 (X). 
since by the ideal property (which follows from exactness) both coincide with the closure of
Remark 7.13. The above lemma is not true for non-exact crossed products in general. Indeed, it is not true for the reduced crossed product of a non-exact group G by [28, Theorem on p. 170].
As a corollary of Lemma 7.12, we get Lemma 7.14. Suppose that ⋊ µi , i = 1, 2, are two exact crossed-product functors for G. Suppose further that A is a C 0 (X)-algebra equipped with a fibre-wise action
Proof. This follows from Lemma 7.12 together with the fact that a C 0 (X)-linear isomorphism between two C 0 (X)-algebras always induces isomorphisms of the fibres.
We want to apply the above result to the following example: Suppose that N ⊆ G is a closed normal subgroup of G and let (B, β) be an N -C * -algebra. Then the induced G-algebra Ind G N B becomes a C 0 (G/N )-algebra with respect to the nondegenerate * -homomorphism ϕ :
Then each fibre (Ind C 0 (G/N )) ⋊ α⊗τ,µ G), (7.18) in which the second homomorphism is given by functoriality for the generalised homomorphism A → M(A ⊗ C 0 (G/N )); a → a ⊗ 1. It is then easy to check on the generators that the composition of the maps in (7.18) coincides with the faithful map (7.17) . Hence the first morphism A ⋊ α,µ|N N → A ⋊ α,E N Corr N in (7.18) must be faithful, too. Hence the result.
Some questions
There are actually many open questions related to the study of exotic crossed products and, in particular, the study of the minimal exact correspondence crossedproduct functor ⋊ E G Corr . Many of those have been formulated and discussed in the papers [3] and [9] and we therefore want to restrict here to questions related to restriction, extension, and induction of functors from and to subgroups. The first question is quite obvious: If the answer is "yes" then it follows from Proposition 6.7 that the validity of the reformulated version of the Baum-Connes conjecture due to Baum, Guentner, and Willett would pass from a group G to any of its closed subgroups. The previous section gives a positive answer if H is normal in G. At an earlier stage we thought that we have a positive answer at least for open subgroups H of G, but, unfortunately, we found a gap in our arguments. Any progress in this direction would be very appreciated by the authors.
To formulate our next question, we start with a lemma. 
G?
Is it at least true if G = N × H is the direct product of two closed subgroups?
Unfortunately we did not succeed in proving such result even in the case where G is a direct product N × H.
Note that the candidate for the isomorphism in Question 8.4 can be described on the level of functions with compact supports, but the precise description is a bit tedious and we refer to [16, Proposition 1] for the details. In case where G = N ⋊ H is a semi-direct product group, the twisted action of G/N ∼ = H can be replaced by an untwisted crossed product by H and the desired decomposition isomorphism should then be given on the level of compactly supported continuous functions by (H, C c (N, A) ) be given by Φ(f )(h) = f (·, h). Does Φ always extend to a * -isomorphism
The answer is positive for the full and reduced crossed products but we know very little about the general case. Note that it follows from our Lemma 7.6 that for any crossed-product functor ⋊ µ for G, any closed normal subgroup N ⊆ G, and any G-algebra (A, α) there is a twisted action (γ µ , i It is actually not clear to us how to relate crossed-product functors for G/N to crossed-product functors for G in a "canonical" way if G does not decompose as a semi-direct product N ⋊ H.
