Abstract-Discovering the densest subgraph is important in graph analysis, which has wide-ranging applications from social network community mining to the discovery of biological network modules. However, the previous algorithms neglect the connectivity of the dense subgraph since it is a challenge to give consideration to both subgraph structure and time efficiency. As a result, it may lead to isolated subgraphs in the output though they aim to find one connected dense subgraph. Also, there are lacking of efficient algorithms for big natural graphs, especially considering datasets become increasingly larger in this era of Big Data. Furthermore, previous algorithms fail to take advantage of various features of natural graphs (e.g., powerlaw degree distribution, homophyly of vertices, and power-law community size) which can be applied to improve the efficiency and precision of the densest subgraph discovery. To handle these problems, we design a heuristic algorithm for discovering the connected densest subgraph for massive undirected graphs in a MapReduce framework by taking advantage of the features of natural graphs. Experimental results show that our algorithm is capable of discovering the connected densest subgraph. Also, it can reduce the running times by 62% for average and discover denser subgraphs in 50% of the real datasets and 88% of the simulated datasets comparing with previous algorithm in a MapReduce framework.
I. INTRODUCTION
A challenge in the analysis of complex networks is to discover densest subgraph. The densest subgraph is often interpreted as "communities" [1] [2] [3] . Various algorithms [4] [5] [6] are proposed for solving the densest subgraph problem. The most important problem in the previous algorithms [4] [5] [6] is that they ignore the connectivity of the returned densest subgraph. It means that the returned subgraph may consist of several isolated connected components that maximize its density. For example, previous algorithms [4] [5] [6] may correctly find the two isolated components as one community that are not connected to each other in Figure 1 . Also, in spite of many proposed densest subgraph discovery algorithm, there are lacking of efficient algorithms for massive graphs, especially considering datasets become increasingly larger in this era of Big Data. Furthermore, natural graphs are completely different from random graphs. They are uniquely featured by small world phenomenon [7] , power-law degree distribution [8] , high clustering coefficient [9] , power-law community size distribution [10] , self-similarity [11] , hierarchical modularity [12] , densification laws, shrinking diameters [13] , assortativity of vertices [14] and so on. Actually, these features can help us improve the precision and efficiency of the densest subgraph discovery. However, previous algorithms [4] [5] [6] rarely take advantages of these unique features of natural graphs. Therefore, it is a challenge to take advantages of the unique features in densest subgraph discovery. In this paper, first, based on the unique features of natural graphs, we derive some useful theorems for guiding the algorithm design. Then, we design a heuristic densest subgraph discovery algorithm that is more advantageous than the previous algorithms in that it is more time and space efficient and its outcomes are more precise. In the experiments, we apply our algorithm for massive natural graphs and compare the performance with previous algorithms [5, 6] to show its superior performance. We further verify the features of natural graphs based on the results of our algorithm, since it is designed by the features of natural graphs themselves.
To sum up, our paper can benefit the study of dense subgraph discovery from the following aspects: 1) We discuss the connectivity of the densest subgraph discovered by previous algorithms [4] [5] [6] and provide a heuristic densest subgraph algorithm based on our derived properties by taking advantage of natural graph features, which overcome the connectivity problem. 2) We apply our algorithm for massive natural graphs and compare its performance with previous algorithms [3, 5, 6] . The rest of this paper is organized as follows. Section II presents the related work. Section III describes the design of our densest subgraph discovery algorithm and the analysis of the algorithm. Section IV presents extensive experimental evaluation on massive real-world graphs and simulated graphs to show the performance and scalability of our algorithm in practice in a MapReduce computing framework(Mapreduce is running based on the data structure in < key, value > pairs.) in comparison with other algorithms [5, 6] . Section V summarizes the paper with remarks on our future work.
II. RELATED WORK
Dense subgraph: Goldberg [3] formally introduced the original problem of discovering the densest subgraph in an undirected graph and gave an algorithm that requires O(log n) running time (n is the number of vertexes in the graph) to find the optimal solution based on the min-cut technique. Khuller et al. [15] proposed a similar polynomial time complex algorithm for discovering densest subgraph in a directed graph. Several subproblems were derived from the traditional densest subgraph problem. Feige et al. [16] defined and studied the dense k-subgraph maximization problem, which is applied to find a set of k vertices with maximum average degree in the subgraph. Asahiro et al. [17] defined and studied the problem of discovering a k-vertex subgraph of a given graph G that has at least f (k) edges. Saha et al. [4] defined the densest subgraph problems with distance (i.e., the diameter of output subgraph) restrictions and specific subset restrictions (a specific subset must be in the output), and provided algorithms for them. Also, they studied the problem of discovering the multiple almost densest subgraphs [4] . When it comes to big data era, due to the complexity of dense subgraph problem, various approximate and heuristic algorithms were designed to meet the computing time and space challenges. Charikar [5] described a simple greedy algorithm and showed that it leads to a 2-approximation to the optimum. This algorithm was improved by Bahmani et al. [6] , which leads to within a factor 2(1+ε) of the optimum in a MapReduce framework. Samir et al. [15] developed fast polynomial time algorithms for several variations of dense subgraph problems for both directed and undirected graphs. Some heuristic algorithms [18, 19] were also designed based on different techniques. Gibson et al. [18] solved the discovering dense subgraphs problem based on a shingling technique, while Chen et al. [19] solved the same problem by the matrix blocking technique.
However, the previous dense subgraph discovery algorithms neglect the connectivity, which may lead to isolated sever components in the output subgraph, which are deviated from the original goal of connected subgraph discovery. Also, the previous algorithms are not efficient enough and scalable to handle massive datasets, which is very common in this Big Data era. Further, they fail to leverage the unique features of natural graphs, which otherwise can be used to improve the efficiency and precision of the algorithms. Unlike these previous algorithms, our work can handle these problems. By taking advantages of the features of natural graphs, we design a heuristic algorithm for discovering the densest connected subgraph for undirected massive graphs in a MapReduce framework.
III. DENSE SUBGRAPH DISCOVERY ALGORITHM
In this section, guided by the natural graph features observed in previous studies, we design a heuristic densest subgraph discovery algorithm for undirected natural graphs. Our aim is not only to design the algorithm itself, but also to verify the unique features of natural graph structures. To be more specific, if our heuristic algorithm performs better, it can be used as an evidence to verify our theorems, and further the unique features of natural graph structure.
A. A High-Level Description
Intuitively, we assume that we can get all the vertices from one vertex in the dense subgraph by traversing on the edges in a small number of steps since dense subgraphs have very small diameters. The start points of the traversing should be the centers of the dense subgraphs. Although the subgraphs retrieved by traversing may contain some vertices that do not belong to the dense subgraphs, we can still easily eliminate it by the traditional method in [3] if the size of the subgraph is small enough. In other words, this method partitions the intractable big dataset to many small components, which still contain the dense subgraphs, but can be processed easily by traditional method [3] , which assume that the memory is large enough to hold all the data.
Based on this rationale, we present a densest subgraph discovery algorithm. The algorithm partitions the graphs into overlapping small components, which contain the dense subgraphs. An example is shown in Figure 2 . We then use traditional densest subgraph discovery algorithm [3] to discover the dense subgraphs in the small components very quickly since each entire small component can be stored in memory. Next, we measure the densities of the dense subgraphs which have been found in each small component to discover the densest subgraph and top dense subgraphs. We prove that this algorithm achieves high efficiency for the densest subgraph and dense subgraphs problems in the experiment section. Besides, our algorithm can guarantee the connectivity of the output subgraph since it considers structure of the graphs.
B. Parameter Determination
We need to determine three parameters for our algorithm: i) the number of traversing steps, ii) the criteria of seed selection (The seeds are the vertices chosen for further partition), and iii) the number of seeds. Below, we explain the details of the parameter determination.
The number of traversing steps (denoted by L):
The quality of a subgraph is measured by the density of the subgraph; higher density means higher quality. If L is too large, then the size of each component will be too large; if L is too small, then we may not discover high-quality dense subgraphs. However, previous study [10] shows that the densest subgraph of a natural graph should have a very small diameter. Therefore, we infer that setting L to 1 is enough to discover qualified densest subgraphs since we can traverse all the vertices from any vertex within at most 2 steps in these subgraphs. Figure 2 shows an example of the components when L = 1 and L = 2, respectively.
Criteria of seed selection: Suppose we can properly set the value L, then the selected seeds are the main factor for the effectiveness of the algorithm in discovering dense subgraphs. An ideal method is to select the most highly connected vertex from each dense subgraph so that we can discover each dense subgraph non-repeatedly. However, this task is non-trivial since we do not know the places of the dense subgraphs in the graph, or whether two vertices are in the same dense subgraph. Therefore, we use a heuristic method which chooses vertices with higher degrees as seeds since high-degree vertices are more likely to be in dense subgraphs than low-degree vertices. However, for a large graph, choosing a vertex with the highest degree may lead to a memory overload, considering the small world feature of natural graphs. Also, based on previous study [10] , we know that the densest subgraph should be small and we only need components with a size of order of 100 even for a graph with a million vertices as the previous example. Therefore, we select the seeds which have the suitable degrees so that it will be with high probability to find the densest subgraph.
The number of seeds (denoted by m): If the theoretical analysis is absolutely true, then we only need to choose one vertex to get the densest subgraph since we can exactly find a vertex in the densest subgraph. However, we should recognize that there must be a randomness in the real world. Therefore, we may need to choose more than one vertex, and compute the densest subgraph from multiple component candidates. Fortunately, the power-law degree distribution of natural graphs guarantees that even if the graph is large, there are a limited number of qualified seeds since the densest subgraph is small and each vertex in the densest subgraph has a narrow range of degree. For example, for a graph with a million vertices and has a degree power-law exponent γ = 2, there are only about 100 vertices with degree about 100. Also, for the MapReduce framework, a limited number of parallel processes do not influence the time efficiency. Therefore, we can select multiple seeds without at the cost of degraded algorithm efficiency by taking advantage of the MapReduce framework.
Since our algorithm is heuristic, in Section IV, we experimentally study the influence of the parameters on the effectiveness of the densest subgraph discovery algorithm, and find that a floor level of parameters, i.e., setting L to 1, and m to 0.01% of all the vertices, can guarantee a good performance.
C. Process of the Algorithm
Our dense subgraph discovery algorithm has two phases: 1) graph partition, and 2) densest subgraph discovery.
Step 1 has the following two sub-phases.
(i) Sub-phase 1: we measure the degree of each vertex, and select the top m suitable degree vertices as seeds. (ii) Sub-phase 2: we partition the large graph to the small components, which are generated by traversing the graph from the seeds for L steps. Then we can discover the densest subgraph from the small components
In
Step 2, we can apply any traditional algorithms to discover the densest subgraph contained in the small components.
Our algorithm can be easily implemented in parallel computing frameworks such as MapReduce. Below, we introduce the details of phase 1: graph partition. Then, in Algorithm 3, we use two MapReduce rounds to traverse one more hop from the seeds, and tag all the edges whose two endpoints both belong to the vertex set in the traversal. In the first MapReduce round, we tag the edges in the traversal path. In the second MapReduce round, we tag the remaining edges whose both two endpoints belong to the vertex set in the traversal.
D. Densest Subgraph Discovery
After we partition the large graph to small components, discovering the densest subgraph has become easy since each small component can be stored in memory and handled easily by traditional algorithms. In this paper, we can simply use ExactAlg [3] which is a classic polynomial algorithm to find the exact densest subgraph. ExactAlg is an exact polynomial time algorithm for discovering the densest subgraph for an undirected graph based on a min-cut max-flow technique. The algorithm transfers the densest subgraph problem to a series of min-cut problems and finds the densest subgraph by recursively constructs a new graph based on the initial graph and find the min-cut (S, T ) on the new graph. Finally, the densest subgraph can be derived from the min-cut (S, T ). The detailed design is presented in [3] . Since the small components are data independent from each other, we can process them in parallel in MapReduce. 
IV. PERFORMANCE EVALUATION
In this section, we present the performances of our dense subgraph discovery algorithm in comparison with not only ExactAlg but also GreedyAlg (greedy algorithm) and PGreedyAlg (parallel greedy algorithm). GreedyAlg [5] is a sequential greedy algorithm for discovering the densest subgraph for an undirected graph G. It greedily deletes the vertex with the smallest degree one by one and records the density of the remaining graph until the remaining graph is empty. The densest remaining graph in this deleting process is the discovered densest subgraph. It has been proved that GreedyAlg can guarantee a 2-approximation for ρ * (S). PGreedyAlg [6] is an extension of GreedyAlg which is implemented for parallelism in MapReduce. Instead of deleting the vertex one by one, PGreedyAlg deletes a batch of vertices with degrees smaller than (2+ε) times of the current density of the remaining graph in every two rounds of MapReduce process and records the current density of the remaining graph. After all the vertices are deleted from the initial graph, we obtain the densest subgraph from the records. It has been proved that PGreedyAlg can guarantee a (2 + ε)-approximation for ρ * (S). We implemented our algorithms on Hadoop (hadoop.apache.org) and ran it on 4 PCs; each PC is equipped with 2.1GHz Intel core i3 processor with 2 cores, and a 2GB memory. The algorithms are implemented in Python. The numbers of Mappers and Reducers in MapReduce are set manually. We used the datasets in Table I in the experiments. Since we tag the vertices with small component ID, there is an extra external memory for storing them in hard disk. Therefore, we need to evaluate the extra external memory for our algorithm. We evaluate our algorithm with focuses on two aspects. We first evaluate the extra external memory, running time, the densities of the discovered subgraphs of our algorithm with different parameters. We then compare these performance metrics of our algorithm with GreedyAlg, PGreedyAlg and ExactAlg.
A. Dataset Description
We first introduce the datasets from the SNAP library [20] used in our experments as shown in Table I. The table lists the name, the number of vertices, the number of edges, diameter, and a short description of each dataset. The detailed information are posted on http://snap.stanford.edu. We give each dataset an ID that will be used in the rest of the paper for expression convenience. Dataset 1 to Dataset 6 are undirected graphs. Dataset 7 to Dataset 10 are directed graphs. These directed graphs have similar natural graph features as the undirected graphs [8] . Therefore, we just treat them as undirected in order to enrich our datasets as the previous work did.
B. Effect of Parameters on Performance
We all know that external memory is not a bottleneck nowadays for computing environment. However, the linearly producing extra data produced increases the I/O costs, which is a core consideration for a MapReduce algorithm. The efficiency of an algorithm is determined by the running time, extra external memory usage, the number of discovered qualified dense subgraphs. In this section, we study the following problems:
1) How does the number of traversing steps (L) influences the efficiency of the algorithm? 2) How does the number of the seeds (m) influences the efficiency of the algorithm? Recall we select top suitable degree vertices as seeds. This process can guarantee that the components found by seeds have suitable sizes. We first used the top 0.01% of suitable degree vertices as the seed and measured the extra external memory with the increasing of parameter L. We define extra memory ratio as the ratio of the extra external memory divided by the memory used to store the initial datasets. Figure 4 shows the extra memory ratio versus L. As the figure shows, the extra external memory increases sharply with the increasing of L in the beginning due to the small world phenomenon [7] , in which any two vertices can reach each other in a limited steps along the edges. The increasing speed of individual extra external memory depends on the diameter of the dataset. For example, for Dataset 5, the extra external memory needed is almost equal to the initial data size when L = 2, while for Dataset 4, the extra external memory needed increases much slower.
In addition to the parameter L, the size of extra external memory is also influenced by the number of seeds selected. Therefore, we set L = 1, and study the influence of the number of seeds on the size of extra external memory used. Figure 5 shows the extra memory ratio versus the percentage of number of seeds selected. We see that the external memory usage approximately increases linearly as the percentage of number of seeds increases.
Then, we study the influence of parameter L on the density of the densest subgraph. We set the number of seeds as 0.01% of the number of all vertices, and measure the density of the densest subgraph discovered with different values of parameter L. We define density ratio of L of a certain value of L as the ratio of the density of the densest subgraph found by the current value of L divided by the density of the densest subgraph discovered by setting L from 1 to the diameter of the initial graph. Figure 6 shows the density/densest density value versus the value of L. As the figure shows, for some of the datasets, it is intriguing to see that the quality of the subgraphs does not always increase as L increases. As L increases, the qualities slightly decrease in slightly increase in Dataset 5 to 9. We can conclude that the qualities of the discovered subgraphs are relatively constant with increasing of L. Considering that L increase will not significantly improve performance, we just set L = 1 for measuring the extra external memory. As Figure 4 shows, the extra external memory is far less than the dataset itself when L = 1, and the data can be handled efficiently. Then, we define the density ratio of m of a certain value of m as the ratio of the density of the densest subgraph found by the current value of L divided by the density of the densest subgraph found by setting m from 1 to the number of vertices in initial graph. Figure 7 shows the density ratio of m versus the number of seeds selected when L = 1. As the figure shows, for most of the datasets, we can get the best results using the top 0.01% suitable degree seeds. For Dataset 10 that performs slightly worse, it achieves relatively higher performance with top 0.01% suitable degree seeds, which are still far less than 0.01% of all the vertices. Therefore, we conclude that using less than 0.01% vertices as seeds is sufficient for all the datasets for the densest subgraph discovery.
Based on the experimental results of Figure 4 , Figure 5 , Figure 6 and Figure 7 , we can conclude that for all the datasets, we only need to set L = 1 and use less than 0.01% of all the vertices to get almost the best results with the different parameter values. Since the number of seeds is small and L = 1, the extra external memory is less than 0.01% of the size of the initial dataset.
C. Algorithm Efficiency and Effectiveness on Real-World DataSets
In this section, we evaluate the precision of the dentest subgraph discovery of our algorithm, and compare it with GreedyAlg and PGreedyAlg for discovering densest subgraph. First, we set the number of seeds as 0.01% of the number of all the vertices, L = 1, and run our algorithms on the datasets in Table I . Then, we compare the density of the densest subgraph discovered by our algorithm, GreedyAlg and PGreedyAlg. In PGreedyAlg, we set parameter ε = 0 for this algorithm to reach its best performance. Table II shows in 50% of the real datasets. Although our algorithm performs the worst in Dataset 6, Dataset 7 and Dataset 9, it still reaches at least 80% of the best results. GreedyAlg can achieve higher precision sometimes at the cost of low efficiency. However, GreedyAlg is not suitable for massive datasets due to the memory limitation, which is a critical requirement for Big Data. We emphasize the best performances with bold type in all the tables in the evaluation. Another consideration for the comparison between our algorithm and other algorithms is the time efficiency. Since GreedyAlg cannot be parallelized and is not suitable for big datasets, we only compared the time efficiency between our algorithm and PGreedyAlg in the same situation. For the metrics, we not only compared the iteration times of the MapReduce process, but also compared the running time. Table III shows the comparison of the number of MapReduce iterations and the execution time, where i 2 (G) presents the number of MapReduce iterations of PGreedyAlg, i(G) presents the number of MapReduce iterations of our algorithm, t 2 (G) presents the execution time of PGreedyAlg and t(G) presents the execution time of our algorithm. As shown in the table, our algorithm is terminated by 4 iterations since L = 1, while PGreedyAlg is terminated in at least 7 iterations. Also, our algorithm is much faster than PGreedyAlg. Therefore, we can conclude our algorithm is more time-efficient than PGreedyAlg. On average, we reduce the running time by 62%.
V. CONCLUSION
In this paper, we designed a simple but efficient heuristic densest subgraph algorithm guided by the theorems, which can easily overcome existing problems in previous algorithms such as the neglect of connectivity and inefficiency for massive datasets. Then, we presented extensive experiments and compared with other algorithms based on real datasets and simulated graph datasets. Experimental results showed that our algorithm is capable of discovering the connected densest subgraph. Also, it can reduce the running times by 62% for average and discover denser subgraphs in 50% of the real datasets and 88% the simulated datasets comparing with previous algorithm in a MapReduce framework. To guarantee a good performance of our algorithm in an arbitrary situation, in near future, we will improve our algorithm by providing a theoretical guarantee for assortative natural graphs. Also, we will explore taking advantages of the features of natural graphs to efficiently discover multiple dense subgraphs, overlapping dense subgraphs, dense subgraphs in different scales according to the necessities of different applications.
