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We consider the phase-integral method applied to an arbitrary linear ordinary
second-order differential equation with non-analytic coefficients. We propose a
universal technique based on the Frobenius method which allows to obtain new ex-
act relation between connection matrices associated with its general solution. The
technique allows the reader to write an exact algebraic equation for the Stokes con-
stants provided the differential equation has at most one regular singular point in
a finite area of the complex plane. We also propose a way to write approximate re-
lations between Stokes constants in case of multiple regular singular points located
far away from each other. The well-known Budden problem is solved with help of
this technique as an illustration of its usage.
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I. INTRODUCTION
Consider an arbitrary ordinary linear differential equation written in the form of a sta-
tionary one-dimensional Schro¨dinger equation:
d2y
dz2
+Q(z)y = 0. (1)
The function Q(z) will be referred to as a potential. An approximate local solution of
equation (1) can be obtained with use of the phase-integral approximation1. Provided that
ε = q−3/2d2q−1/2/dz2 + (Q− q2)/q  1, (2)
in the most general form the solution of (1) can be approximated by
y = c+y+ + c−y−, (3a)
y± = q(z)−1/2 exp[±iω(z)], (3b)
ω(z) =
∫ z
(z0)
q(ξ)dξ, (3c)
where the explicit form of q(z) depends on the particular type of the approximation. The
simplest and the best-known type is one of the WKBJ2–5; it takes the form (3b) with
q(z) =
√
Q(z).
The function ω(z) is the phase integral, and therefore we call q(ξ) the phase integrand.
A meaning of the brackets in the lower limit of integration in (3c) is a bit tricky; such a
notation was introduced by Fro¨man and Fro¨man6 to make phase integral look similar for
all orders of approximation. In the lowest order and, particularly, in case of the WKBJ
approximation, this integral is just a usual integral from z0 to z.
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2Clearly, the inequality (2) is not valid in a vicinity of poles or zeros of the phase integrand.
Such points will be referred to as singular points and the vicinity of a singularity will be
referred to as the interaction area.
Any phase-integral type solution (3a) is a local, not global, solution of (1). The method
of phase integrals allows the construction of a globally defined asymptotic expression for the
solution of a desired linear ordinary differential equation. The method was first proposed
by A.Zwaan7 in his dissertation in 1929. He suggested allowing the independent variable in
the differential equation to take complex values and to study a behaviour of the asymptotic
solution far away from any singularities. According to Stokes8, for any given exact solution
of (1) coefficients c+ and c− in the approximate solution (3a) differ from one domain of
the complex plane to another (Stokes phenomenon1,8–10). Such abrupt changes happen
on the so-called Stokes lines and have a form of a single-parameter linear transform9. The
parameter associated with a particular Stokes line is called the Stokes constant. Knowing all
Stokes constants associated with a particular equation make it possible to obtain a globally
defined approximate solution of (1) (see 9 and 10). A standard technique6 used to obtain
equations for the Stokes constants is based on the assumption of a single-valuedness of an
exact general solution. This assumption fails in case of equations with regular singular
points11, thus the only way to solve such equations is to use some approximation for the
Stokes constants10,12 (e.g. the approximation of isolated singularities10). In the present
paper, we provide a universal technique to write equations for the Stokes constants. In case
of a differential equation with a single regular singular point, our equation is exact.
The paper is organized as follows. In section II we derive an exact equation for the Stokes
constants in case of the differential equation with the only one regular singular point. In
section III our technique is used to solve the well-known Budden problem. Also this section
contains a comparison of our result with an exact one and the result obtained with use of the
approximation of isolated singularities. In section IV the possibility of writing approximate
equation in case of multiple regular singular points is discussed. And, finally, in section V
are the conclusions.
II. THE EXACT EQUATION FOR THE STOKES CONSTANTS IN CASE OF A SINGLE
REGULAR SINGULAR POINT
Consider equation (1) with a single regular singular point. Without loss of generality, we
can place the singularity to the origin of the complex plane. A general solution of such an
equation can be written in a form of the Frobenius series11:
y(z) = Ay1(z) +By2(z), (4a)
y1(z) = z
f1
∞∑
n=0
anz
n, y2(z) = z
f2
∞∑
n=0
bnz
n +K ln(z)y1(z), (4b)
where A and B are arbitrary constants depending on particular boundary/initial conditions,
f1,2, an, bn and K are coefficients determined by direct substitution of this form into the
differential equation, and a0 = b0 = 1 by convention. Particularly, this substitution gives
an indicial equation for the Frobenius indexes f1 and f2:
f(f − 1) +Q−2 = 0, (5)
where Q−2 is a coefficient before the inverse square of the complex variable z in the Laurent
series of the potential. Since z = 0 is the only singular point of the equation (1), the Taylor
series from (4b) have infinite radii of convergence and the Frobenius form (4) is valid for
any point of the entire complex plane.
Now consider a solution (4a) with A = 1 and B = 0, i.e. y(z) = y1(z). As it can be
seen from a substitution z → ze2ipi, such a solution is an eigenfunction of the 2pi−rotation
operator about the origin; corresponding eigenvalue is equal to e2ipif1 . Then, suppose that
3for some values of z in the vicinity of the complex infinity the solution can be written
asymptotically in the form (3a) as
y1(z) ∼ a+y+(z) + a−y−(z). (6)
Using Heading‘s rules of analytic continuation9,10 and a single-valuedness of squared phase
integrand, we can write that
y1(ze
2ipi) ∼ b+y+(z) + b−y−(z), (7)
where coefficients b± are expressed in terms of the Stokes constants, phase integrals and
the coefficients a±. Taking into consideration a linearity of equation (1), the connection
between a± and b± can be written in a simple matrix form as
ψb =Rψa, (8)
where ψa = [a+, a−]T, ψb = [b+, b−]T and ’T’ denotes the transpose operation. The matrix
R represents the 2pi−rotation operator; it is known in terms of the Stokes constants and
corresponding phase integrals.
According to the reasoning above we can conclude that we know exactly one of the
2pi−rotation matrix‘s eigenvalues—the eigenvalue is equal to e2ipif1 . Actually, we know
another eigenvalue too. As it can be inferred from, for example, the F-matrix method1,
detR = 1 and the second eigenvalue is equal to e−2ipif1 . Now we can finally write the
desired exact equation for the Stokes constants:
TrR = e2ipif1 + e−2ipif1 = 2 cos(2pif1). (9)
In contrast to any known approximation, this equation reflects an actual brunching structure
of the general solution of equation (1).
We defined the 2pi-rotation operator with help of the Heading‘s rules and Stokes constants.
However, according to (8), an existence of ψa and ψb is enough to the definition of the
operator regardless how exactly the ψ−vectors can be found. Since in the considered case
of a single regular singular point a representation of the 2pi−rotation operator through the
Stokes constants is exact, the equation for the Stokes constants is exact either.
It is worth mentioning that K from equation (4a) may or may not be equal to zero. In
the former case, one can notice that we can infer the second eigenvalue of R right from the
Frobenius form solution; it is equal to e2ipif2 . Then one can propose to write two separate
equations using two different eigenvalues instead of a single equation (9). Actually, these
two equations will not be independent; it can be seen right from the indicial equation (5).
Indeed, an explicit form of these two eigenvalues is
λ1,2 = − exp(±i
√
1− 4Q−2), (10)
whence follows detR = 1 and all the reasoning that led to equation (9).
III. EXAMPLE: THE BUDDEN PROBLEM
Consider a differential equation described the standard problem of penetration and res-
onant absorption of an electromagnetic wave, analyzed by Budden:13,14
d2y(z)
dz2
+
(
1 +
c
z
)
y = 0, (11)
where y(z) is a complex amplitude of an electromagnetic wave. The Budden problem is a
problem of determination of the absorption in equation (11). It can be solved exactly with
use of an integral representation of the solution10. Here we will examine this problem using
the phase-integral method and the technique presented above.
Since the WKBJ approximation is the simplest one, we will use it all throughout this
section. According to equation (3b), equation (11) has y+ ∝ eiz and y− ∝ e−iz as its WKBJ
asymptotic.
4Figure 1. Stokes diagram for the Budden problem; Stokes lines are dashed. A zero and a pole of
the Budden potential are marked by a dot and a star correspondingly
Boundary conditions of equation (11) corresponding to the Budden problem can be for-
mulated as a presence of incident wave from the large negative z and absence of such a wave
from the large positive z. In terms of WKBJ asymptotics the conditions take the form
y(z) ∼ y+(z), z → +∞. (12)
We define the reflection (transmission) coefficient R (T ) as a ratio of the complex amplitudes
of the reflected (transmitted) and incident waves. An absorption coefficient can be defined
now as
A = 1− |R|2 − |T |2. (13)
Our aim in this section is to find the absorption coefficient.
To calculate the absorption using the phase integral method, we must express reflection
and transmission coefficients in terms of the Stokes constants. For this purpose we must
analytically continue our solution from the large positive z, where we know its asymptotic
due to our boundary condition (12), to the large negative z. The continuation must be
implemented through the lower half of the complex plane—it follows from the prescription
of the absorption‘s positiveness10.
The analytic continuation can be performed with use of the Heading‘s rules. Following
Heading9, define (a, z)d,s and [a, b] as
(a, z)d,s = Q
−1/4 exp
(
i
∫ z
a
√
Qdz
)
, [a, b] = exp
(
i
∫ b
a
√
Qdz
)
, (14)
where subscripts d and s indicate correspondingly dominant and subdominant solutions in
a given area of the complex plane. Let‘s place a cut between z = 0 and z = −c along the
real axis as shown on Fig.1. Begin from the large positive z with y = (0, z) we obtain:
1.(0, z)d = [0,−c](−c, z)s
2.[0,−c](−c, z)d
3.[0,−c](−c, z)d − s−[0,−c](z,−c)s
(15)
5where s− is a Stokes constant corresponding to the lower half of the complex plane. The
numeration in the analytic continuation (15) corresponds to the numeration of the complex
plane‘s areas in Fig.1. All integrals here were evaluated below the cut and give [0,−c] =
e
pic
2 . As it can be seen now from the continuation and the definition of the scattering
characteristics,
y(z|Arg(z) = −pi) ∼ epic2 (−c, z)d − s−epic2 (z,−c)s, (16)
and
R = −s−, T = e−pic2 . (17)
To find s− and, thus, find A, we may use the branching structure preserving equation
(9) obtained in the previous section. The matrix R representing 2pi−rotation operator can
be found from the analytic continuation of the general solution of (11) around the origin
along the curve γ (Fig.1). Starting with y = a+(0, z) + a−(z, 0) from large positive z, one
can obtain that
1. a+(0, z)d + a−(z, 0)s = a+[0,−c](−c, z)s + a−[−c, 0](z,−c)d
2. a+[0,−c](−c, z)d + a−[−c, 0](z,−c)s
3. a+[0,−c](−c, z)d + (a−[−c, 0]− s−a+[0,−c])(z,−c)s
4. a+[0,−c](−c, z)s + (a−[−c, 0]− s−a+[0,−c])(z,−c)d
5. (a−[−c, 0]− s−a+[0,−c])(z,−c)d + (a+[0,−c]− s+(a−[−c, 0]− s−a+[0,−c]))(−c, z)s
6. (a−[−c, 0]− s−a+[0,−c])(z,−c)s + (a+[0,−c]− s+(a−[−c, 0]− s−a+[0,−c]))(−c, z)d.
(18)
where s+ is the Stokes constant corresponding to the upper half of the complex plane.
Finally, reconnecting from z = −c to z = 0 above the cut, we write that
y(z|Arg(z) = −2pi) ∼ b+(0, z) + b−(z, 0),
b+ = e
cpi(1 + s+s−)a+ − s+a−,
b− = s−a+ + e−cpia−.
(19)
As long as the Budden potential has only a first order pole, equation (9) with f1,2 = 1, 0
takes the form TrR = 2 or, using the explicit form of R from Eq. (19),
s+s− = −(1− e−pic)2. (20)
This nontrivial exact equation couldn’t have been obtained from any other considerations.
But we still have only one equation and two unknowns. To proceed further we have to find
one another relation between the Stokes constants; and it could be done with use of the
symmetry of equation (11). The Budden potential is real on the real axis and this fact
allows us to write15,16 that
s+ = −s∗−. (21)
Now, considering equations (17), (20) and (21), we can finally obtain
A = e−pic(1− e−pic). (22)
The expression (22) matches completely with the exact analytical result10.
It is worth mentioning that equations (20) and (21) do not allow us to find a complex
phase of the Stokes constants and, thus, a phase of the reflection coefficient. However, this
problem can be solved with use of the symmetry relations described in Ref.15. Completely
analogous to the example of the Weber equation presented in Ref.15, the Stokes constants
for the Budden problem can be found exactly combining the symmetry relations and the
technique described in the present paper.
6Figure 2. Absorption efficiency in the Budden potential
It can be useful to compare expression (22) with an approximate result obtained with
use of approximation of isolated singularities (Fig.2). According to the approximation10,
reflection and transmission coefficients are
R ≈ −i 2e
pic
2 − e−pic2
2e
pic
2 + e−
pic
2
, T ≈ −i 2
2e
pic
2 + e−
pic
2
, (23)
and for absorption
A ≈ 4e
pic
(1 + 2epic)2
. (24)
Comparing expressions (22) and (24), we can see that they behave similarly when c ≥ 1,
but not when c  1. The limit of c → 0 is clearly wrong; in this limit Q = 1 and there
should be no reflection and absorption. The error is due to the use of the Stokes constants,
which do not preserve the global structure of the solution with a branch point.
IV. APPROXIMATE EQUATION FOR THE STOKES CONSTANTS IN CASE OF MULTIPLE
REGULAR SINGULAR POINTS
Now consider equation (1) with multiple regular singular points and place one of the
points to the origin of the complex plane. A solution of such an equation still can be
written in the Frobenius form (4), but the Taylor series in (4b) are necessarily converge
only up to the nearest pole of the potential11. This fact prevents us from writing any
exact equation in the manner of Sec.II because we cannot infer any information about the
2pi−rotation operator. However, provided some zeros of the potential grouped around the
singular regular point forming a cluster and this cluster is well-isolated from any other
singularities, we can analytically continue our general solution around this cluster and
write an equation analogous to equation (9). Such an equation is exact provided we use
an exact representation of the analytic continuation operator, but for the Stokes constants
it is approximate since the representation of the operator through the Stokes constants is
approximate; the equation becomes more precise as the cluster becomes more isolated. The
precision of the equation can be inferred from the Fro¨mans estimates for the limiting form of
the connection matrices1; we claim that the approximate equation for the Stokes constants
7is applicable provided a phase-integral approximation itself is applicable for any point of
the path chosen for the analytic continuation around the cluster.
V. CONCLUSION
The method of phase integrals is a beautiful and powerful method of a linear ordinary
differential equation‘s asymptotic analysis, but its range of applicability is highly restricted
to relatively simple problems; more complicated problems need additional equations for the
Stokes constants. Traditional equations for the Stokes constants, proposed by Fro¨mans6,
are based on the assumption of a single-valuedness of a general solution. This assumption
clearly fails in case of a differential equation with regular singular points. We provide an
alternative universal technique based on the Frobenius method which allows to overcome
this difficulty and to obtain the desired equation even in case of the regular singular point‘s
presence. Our technique let the reader write an exact algebraic equation for the Stokes
constants in case of a single regular singular point and an approximate equation when there
are more than one such points. The equation written in its general form without a specific
representation of the operator of the analytic continuation around regular singular point is
always exact regardless how many poles the potential has.
To conclude with, we have to mention that our method is formally applicable to equations
without any regular singular points; in this case, equation (9) takes the form TrR = 2. Cer-
tainly, this equation, as well as two more, can be obtained from the traditional approach1.
However, we claim that this is the only equation directly connected with the analytic con-
tinuation around the cluster of singularities; as it was shown, for example, in Ref.15, two
remaining equations follow from the symmetry relations.
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