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Abstract 
Das Ziel der statistischen Versuchsplanung bei Choice Experimenten ist es, möglichst 
effiziente Designs zu erstellen. Im Rahmen dieser Arbeit werden Methoden zur Erstellung 
eines (3,4,3,4)-Designs mittels Monte Carlo Simulation miteinander verglichen. Es zeigt 
sich, dass bei allen Methoden die Haupteffekte geschätzt werden können und sich die 
geschätzten Parameter den wahren Parametern mit steigendem Stichprobenumfang nä-
hern. Die relativen Unterschiede in Form des Root Mean Square Error (RMSE) sind ver-
gleichsweise hoch, können jedoch in ihrer absoluten Höhe nachrangig behandelt werden. 
Sollen Haupteffekte und Zwei-Wege-Interaktionseffekte geschätzt werden, so sind diese 
Effekte nicht bei allen Methoden zur Designerstellung schätzbar. Sowohl die absoluten 
Werte des RMSE sind höher gegenüber einer ausschließlichen Haupteffektschätzung als 
auch die relativen Unterschiede zwischen den Designs. Eine steigende Anzahl an Blö-
cken hat allgemein einen positiven Einfluss auf die statistische Effizienz und den RMSE. 
Der marginale Einfluss sinkt jedoch mit steigender Anzahl, sodass er v.a. bei sehr weni-
gen Blöcken von Bedeutung ist. Zudem ist der Einfluss geringer als der eines steigenden 
Stichprobenumfangs. Die durch die Methode der Designerstellung oder durch eine ge-
ringe Anzahl an Blöcken auftretenden Ineffizienzen können durch einen erhöhten Stich-
probenumfang kompensiert werden und sind daher insbesondere bei beschränkten 




Choice Experimente stellen eine indirekte Befragungsmethode dar, um Präferenzen hin-
sichtlich kommerzieller und nicht-kommerzieller Güter zu erheben. Dabei werden den 
Probanden jeweils mehrere Alternativen (Stimuli) mit differierenden Attributen in sog. 
Choice Sets vorgelegt, aus denen sie eine Alternative als die bevorzugte auswählen kön-
nen [1]. Die Anzahl an Attributen und deren Ausprägungen (Level), die Anzahl an Alter-
nativen pro Choice Set, die Anzahl an Choice Sets pro Proband und die Erstellung der 
Choice Sets sind Teil der statistischen Versuchsplanung von Choice Experimenten und 
sollten überlegt gewählt werden [2]. Häufig werden Experimente zuerst durchgeführt und 
danach ausgewertet, ohne im Vorfeld das Design statistisch zu überprüfen [3]. Das Ziel 
der Versuchsplanung bei Choice Experimenten ist es, statistisch effiziente Designs zu 
erstellen, um auf diese Weise möglichst viele Informationen aus den Antworten der Pro-
banden zu gewinnen [1, 3, 4].  
Im Rahmen dieser Arbeit werden Verfahren zur Erstellung eines Designs, welches zur 
Erhebung von Präferenzen hinsichtlich Stromtarifattributen genutzt werden soll, miteinan-
der verglichen. Das Design umfasst die vier Attribute Anbieter (drei Level), Strommix (vier 
Level), Anteil regionaler Erzeugung (drei Level) und Preisaufschlag (vier Level), woraus 
ein (3,4,3,4)-Design resultiert. Für die numerischen Attribute Anteil regionaler Erzeugung 
und Preisaufschlag wird jeweils eine Ordinalskalierung angenommen, da Nichtlinearitä-
ten in den Präferenzen der Probanden nicht ausgeschlossen werden können. Die Attri-
bute Anbieter und Strommix sind nominalskaliert. Das vollfaktorielle Design umfasst so-
mit 3 x 4 x 3 x 4 = 144 mögliche Stimuli, die bei drei Stimuli pro Choice Set in bis zu 
144 x 144 x 144 = 2.985.985 Kombinationen angeordnet werden können. Je mehr Sti-
muli pro Choice Set vorgelegt werden, desto statistisch effizienter ist ein Design [5]. Al-
lerdings kann eine hohe Anzahl an Stimuli pro Choice Set zu Überforderungen der Pro-
banden oder zu einem Antwortverhalten, welches Heuristiken nutzt, führen [6, 7]. Meist 
ist es nicht möglich, einem Probanden alle Stimuli vorzulegen, weshalb in der Praxis häu-
fig auf teilfaktorielle Designs zurückgegriffen wird [8] und/oder die möglichen Choice Sets 
in Blöcke aufgeteilt werden, um auf diese Weise die Anzahl an Choice Sets pro Proband 
zu reduzieren [2, 9]. Eine Abkehr vom vollfaktoriellen Design geht jedoch mit Qualitäts-
einbußen bei den Parameterschätzern einher, weshalb in der Praxis eine Abwägung zwi-
schen Durchführbarkeit und Qualität getroffen werden muss [2]. 
2 Hintergrund und Methodik 
Die Auswahl eines Designs sollte spezifisch nach den zu beantwortenden Forschungs-
fragen getroffen werden [2]. Meist werden jedoch die Ziele der Orthogonalität und der 
Ausgeglichenheit angestrebt [9–11]. Die Orthogonalität stellt sicher, dass Parameter-
schätzungen im Modell unabhängig voneinander erfolgen. Bei ausgeglichenen Designs 
treten alle Attributsausprägungen gleich häufig auf, wodurch die Attribute die gleiche 
Trennschärfe (englisch: statistical power) besitzen [2] und zugleich unkorreliert mit dem 
Interzept sind [11, 12]. Letzteres setzt eine Effektkodierung bei Faktoren voraus [13–15]. 
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Übliche Maße zur Bewertung der Effizienz von Designs basieren auf der Informations-
matrix (𝑋𝑇𝑋) [12, 16]. Jeder Stimulus innerhalb eines Choice Sets 𝑡 wird durch eine Zeile 
der Matrix dargestellt, wobei sich 𝑋 aus den Informationsmatrizen der einzelnen Auswahl-
situationen 𝑋𝑡 ergibt und jedem Probanden 𝑇 Choice Sets vorgelegt werden. Die Anzahl 
aller Choice Sets ergibt sich durch Multiplikation von 𝑇 mit der Anzahl an Probanden 𝑁. 
Die Varianz der 𝑃 geschätzten Nutzenparameter 𝑑𝑖𝑎𝑔(Σ𝑃) ist proportional zur Informati-
onsmatrix, sodass ein Design mit einer „kleineren" Informationsmatrix genauere Parame-
terschätzungen erzeugt. [2, 16] Die Eigenwerte einer Matrix sind hierfür ein geeignetes 
Maß. Die D-Effizienz ist das in der Praxis meistverwendete Gütekriterium bei der Erstel-
lung von Designs [9] und berechnet sich durch Minimierung des geometrischen Mittel-
werts der Varianzen der Parameterschätzer [2]. In der Praxis wird für statistisch effiziente 
Designs häufig das Kriterium der Orthogonalität bis zu einem gewissen Grad aufgege-
ben, um die D-Effizienz zu maximieren [4]. 𝐷 = |𝑋𝑇𝑋|1/𝑃 (1) 
Die Definition in Formel (1) nimmt keine Normierung hinsichtlich der Anzahl an Proban-
den vor, was einen Vergleich der D-Effizienzen bei unterschiedlichen Stichprobengrößen 𝑁 erlaubt [17]. Aus dem Verhältnis der D-Effizienzen zweier Designs lässt sich die relative 
D-Effizienz bestimmen [18]. Diese Definition wird im Folgenden verwendet. Die Inverse
der Informationsmatrix (𝑋𝑇𝑋)−1 ist proportional zur Kovarianzmatrix Σ𝑃 des zu schätzen-
den Vektors der Nutzenparameter ?̂?𝑝 [12, 16], weshalb die Kovarianzmatrix aus dem mul-
tinomialen logistischen (MNL) Regressionsmodell der 𝑁 simulierten Probanden zur Be-
rechnung der D-Effizienz verwendet werden kann. Mit diesem Ansatz kann die D-Effizi-
enz für verschiedene, vorgegebene Nutzenfunktionen und -werte berechnet werden. Der
Nutzen 𝑢𝑛,𝑖 von Proband 𝑛 für Stimulus 𝑖 ergibt sich aus der Verknüpfungsfunktion Ψ, die
sich aus einem deterministischen Nutzen 𝜈 für das Level 𝑙 von Attribut 𝑘 und einer
stochastischen Komponente 𝜀 zusammensetzt (vgl. Formel (2)) [8].𝑢𝑛,𝑖 = 𝛹[𝑣𝑛,𝑖(𝑥𝑖,𝑘,𝑙), 𝜀𝑛,𝑖] (2) 
Allen Probanden wird im Folgenden die gleiche Nutzenfunktion unterstellt, wobei keine 
Präferenzen hinsichtlich der Attributsausprägungen angenommen werden und die 
stochastische Komponente 𝜀 einer Gumbel-Verteilung (Extremwert Typ I) folgt (vgl. For-
mel (3)).  𝑢𝑛,𝑖 = 𝑢𝑖 = 𝜀𝑖 (3) 
Die auf dieser Basis bestimmte D-Effizienz wird mit 𝐷0 bezeichnet. Neben einer Bestim-
mung der D-Effizienz können die wahren Nutzenparameter auf Basis der simulierten Pro-
banden geschätzt werden. Je näher die geschätzten Nutzenparameter ?̂?𝑝 an den wahren 
Nutzenparametern 𝛽𝑝 von Null liegen, desto präziser erfolgt eine Nutzenschätzung [14]. 
Ein weiteres, mit der D-Effizienz stark zusammenhängendes Gütekriterium sind die Stan-
dardfehler der Schätzung. Je geringer diese sind, desto effizienter ist die Schätzung [19]. 
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Insgesamt werden 19 Designs getestet, die mittels acht verschiedener Methoden erstellt 
werden. Diese umfassen die Shifting- [20, 21], die Mix & Match 1- [14, 21–23] und die 
Mix & Match 2-Methode [14, 22] sowie eine Methode nach Cook & Nachtsheim [24, 25]. 
Die vier verbleibenden Methoden namens Random, Complete Enumeration, Shortcut und 
Balanced Overlap stammen vom kommerziellen Anbieter Sawtooth Software Inc. und 
sind in [23, 26] beschrieben. Shifting, Mix & Match 1 und Mix & Match 2 verwenden als 
Basis zur Erstellung der Choice Sets normalerweise die Stimuli eines orthogonalen 
Haupteffektplans [16]. Da ein solcher für das vorliegende (3,4,3,4)-Design nicht gefunden 
werden konnte [27], werden für diese drei Methoden andere Versuchspläne als Aus-
gangsbasis verwendet. Für die ersten drei Designs mit je 144 Blöcken wird der vollfakto-
rielle Versuchsplan (VFV) mit 144 Stimuli als Ausgangsbasis verwendet. Außerdem wer-
den mittels des Fedorov-Algorithmus [9] 48 der 144 Stimuli des vollfaktoriellen Versuchs-
plans ermittelt, die einen möglichst großen Beitrag zur D-Effizienz eines Versuchsplans 
leisten. Da die D-Effizienz abhängig vom unterstellten Modell ist [24], wird bei der Ermitt-
lung der Stimuli mittels des Fedorov-Algorithmus sowohl ein Modell als Input vorgegeben, 
bei dem nur Haupteffekte (HE) angenommen werden, als auch eines mit allen Zwei-
Wege-Interaktionseffekten (ZWIE). Diese je 48 Stimuli werden als Basis zur Erstellung 
der Choice Sets mittels Shifting, Mix & Match 1 und Mix & Match 2 verwendet, woraus 
sechs weitere Designs mit je vier Blöcken resultieren. Die fünf verbleibenden Methoden 
verwenden als Ausgangsbasis den vollfaktoriellen Versuchsplan, unterscheiden sich je-
doch mit vier bzw. 144 Blöcken und ergeben somit zehn weitere Designs. Jeder Block 
eines Designs besteht aus zwölf Choice Sets mit je drei Stimuli und jeder simulierte Pro-
band wird sukzessive einem Block zugewiesen. Um den Einfluss der 19 Designs auf die 
Schätzergebnisse zu bestimmen, werden Monte-Carlo-Simulationen [28] mit je 500 Wie-
derholungen für verschiedene Stichprobenumfänge 𝑁 (25, 50, 300, 750) und geschätzte 
Anzahlen an Parametern ?̂?𝑝 (HE, ZWIE) durchgeführt. Als Metrik für die Genauigkeit der 
Schätzergebnisse wird der Root Mean Squared Error (RMSE) verwendet [29] und an-
schließend der Median der 500 Wiederholungen ermittelt. Der RMSE berechnet sich aus 
der Wurzel des mittleren quadratischen Fehlers und ist damit abhängig vom Skalenni-
veau. Er kann jedoch im Gegensatz zu relativen Metriken auch bei wahren Parametern 
von Null verwendet werden [30]. 
3 Ergebnisse 
In Abbildung 1 sind die relativen D0-Effizienzen für verschiedene (3,4,3,4)-Designs, ba-
sierend auf je 750 simulierten Probanden, dargestellt. Bei einer ausschließlichen Schät-
zung von HE hat eine Reduzierung der Blöcke von 144 auf 4 bei den Methoden selbst 
kaum eine negative Auswirkung auf die Design-Effizienz. Jedoch unterscheidet sich die 
Effizienz zwischen den Methoden um bis zu 32,4%. Werden zusätzlich zu den HE alle 
ZWIE geschätzt, so resultiert bei der Shifting-Methode ein singuläres Design. Bei den 
verbleibenden Methoden hat eine Reduzierung der Blöcke von 144 auf 4 mit bis zu 53,9% 
Unterscheid im Vergleich zum effizientesten Design erheblich negative Auswirkungen. 
Der Effekt kann jedoch abgemildert werden, wenn bei der Auswahl der Stimuli für 
Mix & Match 1 und Mix & Match 2 durch den Fedorov-Algorithmus (siehe Kapitel 2) ZWIE 
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explizit berücksichtigt werden. Der geringste absolute Effizienzeinbruch durch eine Re-
duzierung der Blöcke bei den ZWIE ist beim Verfahren nach Cook & Nachtsheim zu be-
obachten. 
Tabelle 1 gibt den RMSE für unterschiedliche Anzahlen simulierter Probanden 𝑁 (25, 50, 
300, 750) und Anzahlen geschätzter Parameter 𝑃 (HE, ZWIE) wider. Die Aussage hin-
sichtlich der Anzahl an Blöcken bei der D0-Effizienz bleibt auch beim RMSE unverändert: 
Bei ausschließlicher Schätzung der HE hat eine Erhöhung der Anzahl an Blöcken bei 
Betrachtung jeweils der gleichen Designerstellungsmethode nahezu keine Auswirkun-
gen. Wird die Betrachtung auf einen Vergleich zwischen allen 19 Designs erweitert, so 
liegen die Unterschiede beim RMSE bei bis zu 26,4%. In ihrer absoluten Höhe sind die 
Unterschiede jedoch vernachlässigbar gering. Bei einer Schätzung der HE und aller 
ZWIE ergibt sich ein anderes Bild: Die relativen Unterschiede zwischen den Designs beim 
RMSE sind mit bis zu 475,3% deutlich höher, wobei das Design Mix & Match 1 (HE, 4B) 
hier einen Extremwert darstellt. Ohne dieses liegen die maximalen Unterschiede bei 
66,4%. Eine sinkende Anzahl an Blöcken erhöht den RMSE. Die negativen Auswirkungen 
bei Mix & Match 1 und Mix & Match 2 können auch beim RMSE reduziert werden, wenn 
beim Fedorov-Algorithmus ZWIE explizit berücksichtigt werden (siehe Kapitel 2). Obwohl 
eine steigende Anzahl an Blöcken den RMSE reduziert, ist der positive Effekt geringer 
als der eines steigenden Stichprobenumfangs. Ein erhöhter Stichprobenumfang lässt die 
relativen Unterschiede zwischen den Designs unverändert, wirkt jedoch stark auf die ab-














Abbildung 1: D0-Effizienz für verschiedene (3,4,3,4)-Designs unter Berücksichtigung 
von Haupteffekten (HE) und Zwei-Wege-Interaktionseffekten (ZWIE), basierend auf 750 
simulierten Probanden. 
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Designs v.a. bei geringen Stichprobengrößen zum Tragen. Trotz der Unterschiede zwi-
schen den Designs lässt sich anhand der Tabelle 1 erkennen, dass sich der RMSE bei 
steigendem Stichprobenumfang gegen Null nähert. 
Geschätzte Parameter und Anzahl simulierter Probanden 
HE ZWIE HE ZWIE HE ZWIE HE ZWIE 







Shifting  (VFV, 144B) 0,044 - 0,030 - 0,012 - 0,008 - 
Mix & Match 1 (VFV, 144B) 0,050 0,183 0,036 0,123 0,014 0,048 0,009 0,030 
Mix & Match 2 (VFV, 144B) 0,052 0,188 0,037 0,127 0,015 0,049 0,009 0,031 
Cook & Nachtsheim (144B) 0,050 0,189 0,036 0,125 0,014 0,049 0,009 0,031 
Random (144B) 0,050 0,187 0,034 0,124 0,014 0,048 0,009 0,030 
Complete Enumeration (144B) 0,043 0,198 0,031 0,132 0,013 0,052 0,008 0,033 
Shortcut (144B) 0,043 0,201 0,030 0,134 0,012 0,053 0,008 0,033 







Shifting  (HE, 4B) 0,043 - 0,031 - 0,012 - 0,008 - 
Mix & Match 1 (HE, 4B) 0,053 1,051 0,037 0,665 0,015 0,247 0,010 0,160 
Mix & Match 2 (HE, 4B) 0,053 0,248 0,036 0,164 0,015 0,064 0,009 0,040 
Shifting  (ZWIE, 4B) 0,042 - 0,030 - 0,012 - 0,008 - 
Mix & Match 1 (ZWIE, 4B) 0,053 0,304 0,036 0,197 0,015 0,078 0,009 0,049 
Mix & Match 2 (ZWIE, 4B) 0,052 0,229 0,036 0,151 0,014 0,059 0,009 0,038 
Cook & Nachtsheim (4B) 0,051 0,208 0,036 0,138 0,014 0,055 0,009 0,034 
Random (4B) 0,052 0,275 0,036 0,180 0,014 0,070 0,009 0,044 
Complete Enumeration (4B) 0,044 0,257 0,030 0,174 0,012 0,068 0,008 0,043 
Shortcut (4B) 0,045 0,293 0,031 0,186 0,013 0,074 0,008 0,046 
Balanced Overlap (4B) 0,047 0,249 0,033 0,163 0,014 0,064 0,009 0,040 
4 Schlussfolgerungen 
Für die Bewertung von Designs ist aus statistischer Sicht wichtig, dass das zu schätzende 
Modell identifizierbar und möglichst präzise (i.S.d. Erwartungstreue und Suffizienz) ist. 
Mit allen 19 betrachteten Designs können die HE geschätzt werden, jedoch erlauben zwei 
Designs keine zusätzliche Schätzung der ZWIE. Sind die gewünschten Parameter 
schätzbar, so reduziert ein erhöhter Stichprobenumfang den RMSE und die geschätzten 
Nutzenparameter nähern sich den wahren Nutzenparametern an. Auch die absolute 
D0-Effizienz steigt mit steigendem Stichprobenumfang, wobei die D0-Effizienz und der 
RMSE zwar stark, jedoch nicht perfekt negativ korrelieren. Vor der Durchführung eines 
Experiments im Feld sollte daher ein Design auf Identifizierbarkeit und Präzision getestet 
werden. Eine steigende Anzahl an Blöcken hat allgemein einen positiven Einfluss auf die 
statistische Effizienz und senkt den RMSE, der marginale Einfluss sinkt jedoch mit stei-
gender Anzahl an Blöcken. Daher empfiehlt sich eine Anzahl an Blöcken kleiner oder 
gleich dem Stichprobenumfang. Zuletzt sei angemerkt, dass eine Erhöhung der statisti-
schen Effizienz negative Auswirkungen auf die Antworteffizienz der Probanden haben 
kann. Diese sollte vor der Durchführung ebenfalls Berücksichtigung finden. 
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