Abstract-In this paper, we describe a network coding scheme for the Broadcast Erasure Channel with multiple unicast stochastic flows, for a single source transmitting packets to users with per-slot ACK/NACK feedback. This scheme performs only binary (XOR) operations and involves a network of queues, along with special rules for coding and moving packets among the queues, that ensure instantaneous decodability. Additionally, for the scheme to work, one has to specify which packets to select for encoding at each time, based on the received feedback. Contrary to prior work where this packet selection was explicitly specified a priori, we employ a backpressure-type policy that makes the selection based only on queue backlogs. We next provide a stability region outer bound for arbitrary and erasure patterns and show that this bound effectively coincides with a bound on the system's information-theoretic capacity region (accounting for idle slots). Finally, for and i.i.d. erasures, we provide a policy that achieves the stability outer bound and employs the proposed XOR scheme using a restricted set of coding rules.
I. INTRODUCTION
T HE INFORMATION-THEORETIC capacity region of the Broadcast Erasure Channel (BEC) in the case of one transmitter and unicast sessions has been recently studied in [1] and [2] . Both of these papers propose coding algorithms based on transmission of linear combinations of packets. These algorithms are shown to achieve capacity in the following settings: 1) and arbitrary channel statistics, and 2) arbitrary and channel statistics that satisfy certain assumptions (i.e., symmetric channels and one-sided fair channels). However, these schemes are characterized by high complexity (as operations take place in a sufficiently large finite field) and decoding delay since a sufficient number of linear combinations has to be received until a packet is decoded. In [3] , we proposed a network coding scheme that overcomes these obstacles by using only XOR operations, generalizing the 2-user network coding scheme in [4] to . Thus, two low-complexity algorithms were proposed that had the advantageous property of "instantaneous decodability." By this term, it is meant that a receiver is able to decode packet destined for it as soon as it receives an XOR combination of packets containing .
However, the system considered in [3] is a saturated queue system, which is not frequently encountered in practice, and the proposed algorithms cannot be easily generalized to more than 3 users. This happens because, at each time-slot, coding choices have to be determined a priori so that each transmission is optimally exploited, in terms of allowing multiple users to simultaneously decode their packets as well as create favorable future coding opportunities. For , the number of coding choices increases dramatically so that there is no clear intuition on the optimal choice.
In the current work, we propose a general network coding scheme for the case of a single transmitter sending packets to users through the BEC with feedback, generalizing the scheme proposed in [3] . Any packet arriving to the transmitter is initially placed in one of queues. Depending on the received feedback, these packets (or XOR combinations of them) may travel through a network of queues, before they reach their destination, in order to exploit the overhearing benefit of the broadcast channel. Coding and packet movement rules are imposed in order to ensure instantaneous decodability of packets and better exploitation of coding opportunities.
While in [3] we examined a saturated system, in this paper we consider a model where packets may arrive randomly at the transmitter at any time-slot. Additionally, we use a backpressure-type online algorithm that makes each coding choice based on instantaneous quantities, such as queue sizes, without requiring knowledge of future events. Therefore, we do not need to predefine the coding choices, and the proposed network coding scheme can be applied for an arbitrary number of users. For the specific case of 4 users and i.i.d. erasure events, we present a stabilizing policy that uses only a subset of all possible coding choices and prove that the policy stability region coincides with the information theoretic capacity region of the 1063-6692 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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standard BEC with feedback. This result is quite intriguing, considering the restrictions imposed on the policy (XOR operations only, instantaneous decodability, restricted set of coding choices). The network stability of single-hop broadcast erasure channels with feedback has also been examined in [5] , which considered broadcast traffic only and investigated the stability regions of plain retransmission and linear network coding schemes (parameterized over the field size) as opposed to a proposed dynamic virtual queue-based policy. The latter policy was shown to be optimal for 2 users, while for and i.i.d. erasures, it achieved a stable rate that differs from the cut-set bound by a factor of , where is the number of queue "levels" that participate in the coding decision (see [5] for more details and definitions; can be loosely regarded as a measure of the encoding complexity) and is the erasure probability. Although the structure of the virtual queues and coding rules are inspired by similar concepts as in our work, the actual rules for moving packets between the queues are much more involved in our work since we are interested in achieving the optimal stability region for all values of instead of only asymptotic optimality as (these notions of optimality ignore any overhead). An additional cause for rule complexity in our work is the fact that multiple unicast sessions are much more difficult to handle (due to the inherent competition between different sessions) than a single broadcast session. Furthermore, for the general case of users, there is no guarantee in [5] regarding instantaneous decodability.
The work in [6] studied a network that is described by an underlying complete graph where each edge is modeled as a Markov chain ON/OFF channel, while there also exists a special "relay" node with XOR coding capabilities that can overhear all transmissions. Any transmissions to/from the relay are error-free. The work considers multiple unicast flows, originating in all nodes except for the relay, and explicitly accounts for instantaneous decodability by mapping this constraint into a specially constructed conflict graph (a similar graph structure is used in [7] to model the same constraint). It proposes an online backpressure policy that requires computing in each slot the maximum weight independent set of the time-varying conflict graph. Although the work bears similarities to our paper in terms of mathematical techniques and the optimization problem that results, the model is quite different. Hence, the proposed coding policies are quite different, and the results in [6] cannot be used to show one of our main results, namely that the proposed scheduling and coding policies achieve channel capacity for BEC with i.i.d. erasures. In particular, the broadcast channel at the relay (which is the only node that can perform XOR coding) is error-free in [6] , while we are interested in broadcast erasure channels.
In summary, the contributions of this paper are as follows. 1) We develop a systematic network-coding-based framework for constructing instantaneously decodable feedback-based XOR coding schemes for the BEC with unicast sessions, for arbitrary . This requires a (quite involved) generalization of the rules in [3] and the replacement of the algorithmic core in [3] with a backpressure-type online algorithm (proposed in [8] in a different setting), which operates on a network of queues and makes each coding choice based on instantaneous quantities instead of a predefined set of ordered actions. The new policy, which cannot possibly be constructed from [3] through any obvious procedure, is conceptually simple, considering its general applicability. 2) We derive an outer bound, for arbitrary , on the stability region of the network through an elegant flow argument and relate this to a bound on the information-theoretic capacity region of the "extended" BEC channel (where idle slots are allowed). 3) Finally, for the special case of and i.i.d. erasures across users, we carefully restrict the allowable coding choices and present a stabilizing policy on top of the previous network coding scheme whose stability region is essentially identical to the capacity region of the 4-user system [whereas in 2) above, we only relate outer bounds]. Hence, we show that XOR combining achieves both instantaneous decodability and throughput optimality in this setting. Considering that the proposed policy uses only a subset of all possible coding choices and only XOR operations, while guaranteeing instantaneous decodability, this result is quite unexpected. The rest of the paper is organized as follows. In Section II, the system model is introduced along with some useful notation. In Section III, the proposed network coding scheme is described, while in Section IV the applied stabilizing policy is presented. In Section V, an outer bound on the stability region of the system under study is derived. In Section VI, we prove, for the case of 4 users and i.i.d. erasure events, that the stability region of such a system coincides with the capacity outer bound of the standard broadcast erasure channel with feedback. In Section VII, we examine some implementation issues, while Section VIII contains the numerical results and Section IX concludes the paper. Some technical proofs are presented in the Appendix. Due to space restrictions, complete details of some results are presented in [9] .
II. SYSTEM MODEL AND NOTATION
Sets are denoted by calligraphic letters, e.g.,
, and the empty set by . The cardinality of set is denoted by , and we write . Vectors are denoted by bold letters, e.g.,
. The expected value of a random vector is the vector consisting of the expected values of its components, i.e., . We consider a time-slotted system where slot corresponds to the time interval . The system consists of a base station and a set of receivers (users). At the beginning of slot , data packets arrive at with an average rate of ; these packets must be delivered to receiver and are referred to as "flow " packets, where we denote . All packets consist of bits, and the transmission time of each packet is 1 slot. A packet transmitted by may be either correctly received or completely erased by any receiver. After each transmission, the receivers send feedback to (through an error-free zero-delay channel) informing whether the transmitted packet has been correctly received or not (ACK/NACK feedback). We also assume that if no packet is transmitted in a slot (idle slot), then all receivers realize that the slot is idle.
Packet arrivals are assumed to be independent and identically distributed across time, but arbitrarily correlated across users. That is, the process consists of i.i.d. random vectors, while the components of each vector may be arbitrarily correlated. Similarly, packet erasures are i.i.d. across time and are initially assumed to be arbitrarily correlated across users (we later concentrate on the special case of spatially i.i.d. erasures). The packet arrival and erasure processes are independent. For subsets with , we denote by the probability that a transmitted packet is erased at all receivers in and received by all receivers in (no condition is imposed on packet reception or erasure for receivers in ). We also denote by the probability that a transmitted packet is erased by all receivers in , i.e.,
. For simplicity, we slightly abuse the notation and write or instead of or , respectively.
III. NETWORK CODING SCHEME DESCRIPTION

A. Definitions
Exogenous packets arriving at and being intended for user are called "native packets for ." A packet is simply termed "native" if it is a native packet for some user (due to the unicast traffic, a packet is native for exactly one user). According to the policies to be described below, all transmitted packets are either native or XOR combinations of native packets. In other words, any transmitted packet can be written as , where are native packets (and denotes XOR operation), and we say that " contains " or " is contained in " or " is a constituent packet of ." As will be seen, it is possible, and actually beneficial, for to contain native packets for more than one user. To shorten the description in the following, we say that a packet is an XOR combination of native packets even when contains a single native packet. Also, a native packet for user is unknown to at a given time iff it has not been decoded by by that time. The following definitions, which are introduced in earlier work [3] , will be crucial in the subsequent analysis.
Definition 1: User is a Listener of a packet iff both of the following conditions are true: 1) is an XOR combination of packets, not necessarily native, that has correctly received, and 2) contains no native packet for that is unknown to . Equivalently, if contains a native packet for user , then the packet is known to (i.e., has already been decoded by) .
Definition 2: User is a Destination of a packet iff either is a native packet for user that is unknown to , or can be decomposed as an XOR combination of the form , where: 1) is a native packet for and unknown to ; and 2) is a Listener of .
We hereafter use the terms Listener, Destination to exclusively refer to the above technical definitions. The decomposition of a packet with Destination alluded to in Definition 2 is unique since cannot itself contain an unknown native packet for due to the second condition of Definition 1 (since is also a Listener of ). We denote the unique unknown packet for user in as and call the "unknown native packet" of in . Notice that the second condition of Definition 1 does not assert that always contains a native packet for user , only that the existence of such a packet implies that is known to . Furthermore, the properties of Destination and Listener are time-dependent since they depend on notions such as "packets known to user ," which are inherently time-dependent. Clearly, the Listener property is absorbing, in the sense that if user is a Listener for packet at slot , it remains a Listener for for all slots . To better understand the previous definitions and some of their fine points, we offer the following illustrative examples.
• Denote all native packets for users with , respectively; we will use indices and to refer to different native packets for the same user. Suppose is transmitted, where are unknown to and , respectively, and have been previously received by , respectively. Then, according to Definition 2, both and are Destinations for . If is only received by a third user , then becomes a Listener for (since are not native packets for ). If receives in the future, then instantly decodes its native packet , ceases to be a Destination for , and becomes a Listener for , as no longer contains a native packet of that is unknown to .
• Suppose that is transmitted and received by , where neither nor has been decoded by in the past. Then, according to Definition 1, is not a Listener of (since contains an unknown native packet for ), even though it knows . In juxtaposition to the previous example, we note the following subtle point: Although a user can only become a Listener of a packet after receiving an XOR combination containing the packet, the previous example shows that it is not always true that every successful reception of a packet by a user automatically makes the user a Listener for the received packet. To take that example one step further, suppose now that is transmitted immediately after and received by . Then, is not a Destination for (since Definition 2 would require to be a Listener of at the time of 's transmission) even though is able to decode . Since is an Innovative packet for , we conclude that the notion of " is a Destination for " is a stronger notion than " is Innovative for ." As will be seen, the proposed policies ensure that this scenario never occurs; it is mentioned here only to illustrate the Innovative/Destination distinction. Transmitted packets may have several receivers as Destinations or Listeners. The next fact follows from Definition 2.
Fact 1: If user is a Destination for a packet and receives , then is able to immediately (i.e., instantly) decode the unknown native packet intended for it that is contained in .
Hence, one way of guaranteeing instant decodability in the proposed scheme would be to guarantee that whenever a transmitted packet contains an unknown native packet for some user , then is a Destination for . This desirable property will be eventually proved once the coding scheme is fully described.
B. Queue Management and Coding Choices
Under the proposed policies, packets may be placed in various queues, based on the received feedback. A general queue is characterized by two index sets satisfying the following criteria.
Compatibility Criteria (CC) for sets : It must hold: , , . Also, only if .
For simplicity, we will denote queue by , and queue by . Also, we write to refer to a packet stored in queue , and denote with the number of packets stored in . It is also necessary for the analysis in Sections V and VI to introduce a network of "virtual" queues , for all and as follows: Each exclusively contains "tokens" identifying native packets, namely the unknown native packets for user that are contained in packets stored in . We refer to these tokens as "virtual packets" and write to refer both to a token stored in as well as to the native packet identified by this token. In the following, we will use the term "packet movement" between virtual queues to actually refer to token movement (tokens are atomic entities, so they cannot be further decomposed; each token moves as a unit). Hence, queues do not really exist at the transmitter side and should be examined only at a conceptual level. In contrast to the "virtual" queues and packets, queues (and their stored packets) will be referred to as "real."
We also associate with each queue a group of nonnegative integer counters , for each , which are interpreted as the number of unknown native packets for user contained in packets stored in (equivalently, the number of tokens for user in ). Hence, it holds by definition . We will later prove the important property for all . Initially, all real and virtual queues are empty, and all counters set to 0.
We classify queues into levels, where level contains all queues such that . Moreover, we classify queues of level into sublevels, where sublevel includes queues of level with , . Under the proposed scheme, XOR combinations of packets are transmitted, which contain at most one packet from each of the queues . While the specific choice of packets depends on the received feedback and the specific algorithm that is employed, the following rule always holds.
Basic for all (i.e., ), it also holds , which completes the proof. Although we have described the relation between virtual and real queues, we have not yet fully specified the criterion according to which a packet is stored in a real queue. It will be convenient for packets stored in the same queue to have some common properties. Since the notions of Destination/Listener are crucial for keeping track of the packet's history, we use these two notions as the basis for the packet storage rules. Specifically, we require the following properties to hold.
Basic Properties (BP) of Packets Stored in Queues :
is an XOR combination of native packets (including the special case of a single native packet), not necessarily for the same user. 2) For each packet , the set of Destinations for is , and all are Listeners for . 3) For each packet , if contains an unknown native packet for some user , then is a Destination for . Hence, taking BP2 into account, it follows that . 4) For each native packet for user that has not been decoded by yet, there exists exactly one packet (for some sets ) such that , i.e., is a composite packet that contains . In retrospect, the Basic Properties justify the Compatibility Criteria imposed on . Specifically, the fact that contain Destinations and Listeners, respectively, for a packet implies that , since cannot contain any packet that is unknown to a Listener user due to condition 2 of Definition 1 (hence, a Listener can never be a Destination, although a Destination for a packet becomes a Listener upon reception of the packet). The condition captures the fact that a packet need only be stored in the queues for as long as it contains an unknown native packet for at least one user. Finally, before any transmissions occur, each native packet has a singleton Destination set and an empty Listener set.
The next result follows immediately from BP (we slightly abuse notation and use to refer to the queue indexed by as well as the set of packets stored in the queue).
Lemma 2: For all that satisfy CC, if BP is true, then for all . Proof: We denote with the set of unknown native packets for user that are contained in packets stored in . By definition, it holds , so that it suffices to show . Consider any ; by BP4, any unknown native packet for in is contained in exactly one packet stored in , which implies . Also, by BP2, any packet contains exactly one unknown native packet for user (since is a Destination for ) and, by BP4, no two distinct packets in can contain the same unknown native packet for , which implies . This completes the proof.
The significance of the BP (apart from a systematic way of storing packets in queues) lies in the fact that, combined with BCR, they guarantee the desired instantaneous decodability property, as described in the next result.
Lemma 3: If BP holds at the beginning of slot and the transmitted packet at slot is created according to BCR, the following statement is true: If contains an unknown native packet for some user , then is a Destination for . Hence, by Fact 1, any user for which contains an unknown native packet can instantly decode it upon reception of .
Proof: Let the transmitted packet , formed according to BCR, contain some unknown native packet for user . Then, must be contained in one of the packets that comprise , say . BP3 now implies that since is unknown to , is a Destination for so that, by BP2, it holds . Hence, we can write , where is a Listener for . Furthermore, the BCR implies that for all since it holds , so that we can write . By BP2 again, is a Listener for each (since , whence it follows that is a Destination for . Fact 1 now implies that can instantly decode upon reception of .
Notice that Lemma 3 proves a property that is essentially identical to BP3, albeit for the transmitted packet only (whereas BP3 holds for all packets stored in queues ). In fact, the previous lemma can be strengthened into the following statement, which specifies the users that can potentially instantly decode unknown native packets after reception of . This corollary will be crucially used in the proof of subsequent results.
Corollary 1: If BP holds at the beginning of slot and the transmitted packet is created according to BCR, then contains unknown native packets for all users in , and only for them (in fact, is the set of Destinations for at the beginning of slot ). Also, only the users in , where is the set of users that receive , can decode any unknown native packets contained in .
Proof: We have already shown in the proof of Lemma 3 that if contains an unknown native packet for some user , then there exists some such that , which implies that . For the converse, consider any user . Then, there exists some such that and, repeating the argument in the proof of Lemma 3, we conclude that is a Destination for . Hence, the set of Destinations for at the beginning of slot is . Finally, it is obvious that a user can only decode an unknown native packet (intended for ) after successful reception of a packet that contains . Hence, only the Destinations of that receive it, i.e., the users in , can decode unknown native packets at the end of slot .
Notice that we have not yet proved the BP, but only stated them as desirable properties that the proposed scheme should possess. The proof of BP, by induction on time, will be given after the full description of the scheme. It still remains to examine how feedback can be efficiently used to update our knowledge about the Listeners and Destinations of a packet. This is performed in Section III-C.
C. Packet Movement
We now describe how packets are moved between queues , based on the received feedback. As previously mentioned, we wish to always satisfy BP since they guarantee instantaneous decodability through Lemma 3. Hence, the rationale behind the rules for packet movement can be broadly stated as follows: "After transmission occurs at slot and feedback is gathered, packets may be placed in new queues such that the BP are satisfied at the end of slot (equivalently, beginning of slot ).
The role of feedback is to help the transmitter update its knowledge of the Destinations and Listeners for each packet."
The following example will serve to illustrate this point.
Example 1: We consider the case of 3 users and, assuming BP holds at the beginning of slot , packet is transmitted at slot (this combination satisfies BCR). We assume that only user 2 receives the packet; since, by Corollary 1, user 2 is a Destination for , it can decode the unknown native packet contained in so that token is removed from virtual queue and is reduced by 1 (recall that signifies the token as well as the native packet). For the other packet movements, two choices are consistent with BP. 1) Packet is moved to queue , and packet is not moved; hence, regarding the virtual queues, only token is moved to , and is reduced by 1 while is increased by 1 (all other counters are unaffected). This is consistent with BP since, after receiving , receiver 2 becomes a Listener for at the end of slot , while receiver 3 is already a Listener for (due to BP2 at beginning of ) and remains so due to the absorbing property of Listener. 2) Packet is moved to queue , and packets , are removed from queues , , respectively; hence, token is moved to queue , and is moved to queue . Additionally, counters are reduced by 1, while are increased by 1. This is also consistent with BP since, after receiving , receiver 2 becomes a Listener of . Furthermore, by Corollary 1, users 1 and 3 are Destinations for at the beginning of slot and, since no user received , the unknown native packets for 1 and 3 contained in (at the beginning of slot ) remain unknown at the end of slot . Hence, users 1 and 3 are still Destinations at the end of slot . Intuition at this point tells us that the higher the level of a queue in which a packet is stored, the better are the chances of sending multiple unknown native packets with a single transmission. Specifically, by combining packets of queues in level , we can send up to unknown native packets per transmission, as stated in Lemma 1. For example, contains two unknown native packets, one for user 1 and one for user 2. To provide a more general example of a BCR-formed packet that contains the maximum allowable number of unknown packets for the given level queues, consider sets for such that for all and , where . It is now easy to show that packet satisfies the BCR, where all are at level , and contains exactly unknown packets. For example, within queues of level and user set , the most beneficial combination is , which results in transmitting two unknown native packets with a single transmission, while within queues of level and user set , the most beneficial combinations are any of the following types: , , , and . All these types result in three unknown native packets transmitted simultaneously.
Additionally, among queues of a given level, packets at higher sublevel queues can be combined with other packets in more ways than packets of queues at lower sublevels. For example, can only be combined with , while can be combined with: 1)
; 2) ; 3) ; and 4) . The benefit of having more available coding choices for a higher sublevel packet is that the probability of "wasting" a slot is reduced, as the following specific example illustrates for : Assume that the transmitter can either send a packet or a packet . In the first case, the slot is "wasted" (i.e., no decoding or packet movement takes place) with probability (i.e., iff is erased by users 1 and 2). However, in the second case, even if is erased by both of its Destinations (i.e., users 1 and 2) and received by user 3, we can move to (since is known to 3); as a result, the slot is "wasted" with a lower probability , which corresponds to the case that is erased by all users. This illustrates the potential advantage of (higher sublevel) over (lower sublevel).
Hence, when multiple choices for packet movement arise (all of which satisfy the BP after movement), we select the one that ensures that all packets involved in a transmission are placed in a higher level and, within the same level, higher sublevels, else they are not moved. Thus, in Example 1 above, we choose the first option, since is moved from sublevel 3.1 to 3.2 and is not moved, while in the second option, descends from sublevel 3.2 to 3.1.
The following specific rules for packet movement have been devised according to the above rationale, i.e., assuming, for now, that BP holds at the beginning of slot , we should move the packets in such a way that BP also holds at the end of slot . The reader who is familiar with [3] will recognize the following rules as a strict generalization of the corresponding rules for (i.e., any allowable packet movement in [3] for is still allowable for arbitrary and additional movements, which were not possible in [3] , are now allowed).
Rules for Packet Movement (RPM):
Let packet of the form satisfying the BCR be chosen for transmission at slot , and let be the maximal set of users that receive (i.e., the packet is erased by all users in ). We define the set as follows: iff belongs to at least of the sets , for . Hence, before transmission of , user is a Listener for all but at most one of the packets , with . We also denote with the set of users in that received . Note that it is quite possible for to be empty even though (e.g., , which satisfies BCR, with ). The following rules, shown in pseudocode form in Fig. 1 , are now checked, and the corresponding actions are performed (if applicable). Although only the real packets and queues are handled by the transmitter, we also consider (conceptually) the virtual network and describe how it would be affected in each case. We next provide a high-level description of each different case in RPM (for the reader's benefit, the important cases are distinguished by a mnemonic name in square brackets).
1) [erased by all]:
If , then the transmitted packet is erased by all users. Hence, no new information is gained by the users, and the Destination/Listener sets for each packet in the network remain unaffected (the current slot essentially being "wasted"), which implies that no packet movement occurs. , then all and are removed from the respective queues. The two cases can be jointly handled following the convention that whenever a packet is moved to a queue with , it actually leaves the network. This will be systematically used below to avoid repetition. The consistency of these packet movements with BP is subsequently proved in Lemma 4. Hence, according to this rule, packet is either not moved at all (if ), or is moved to a higher level (or within the same level but higher sublevel) queue, or exits the network completely (if ). Also notice that, as intuitively expected based on the definitions, the current case guarantees that the Destination set (respectively, Listener set) of a packet cannot decrease (respectively, increase) after a packet movement. , no further action is taken.
• else, set and apply the above rules again for the new . Notice that Case 2.2.1 is now applicable for the new . As previously mentioned, the validity of the above actions is proved in the following result, which in turn guarantees the instant decodability property. Induction on time then shows that BP is true for all slots if BCR and RPM are applied in each slot.
Lemma 4:
Assuming that the BP are satisfied at the beginning of slot , then the application of BCR and RPM to the packet transmitted at slot satisfies BP at the beginning of slot . Proof: See Appendix-A. The above choice of RPM allows for potential feedback information loss, regarding which user knows which packet. This choice is made on intuitive grounds in order to keep the system manageable and amenable to analysis. However, as will be seen in Section IV, for , even a more restrictive choice of rules suffices to implement a policy with asymptotically (as packet length increases) maximal stability region when the channel erasure probabilities are i.i.d.
IV. STABILIZING SCHEDULING POLICY
In this section, we investigate the design of policies that, under the coding restrictions and packet movements described in Section III, stabilize the system whenever possible. We first need some definitions.
A. System Stability and Stability Region
Let , , be a stochastic process.
Definition 3 (Stability):
The process is stable iff it holds . Consider next a time-slotted system . At the beginning of each slot, a number of new packets belonging to a set of "flows" arrive to the system. Newly arriving packets of flow are placed at infinite size queues, i.e., no incoming packets are ever dropped. These packets are processed by a policy belonging to a set of admissible policies. We hereafter use the term "policy" to refer to a collection of rules for choosing which packets, stored in a set of queues , to combine through an XOR operation and how to move packets among the queues in (the rules also allow for a packet to exit the system). Let , , be the number of flow packets arriving at the system at the beginning of slot . For the purposes of this paper, we assume that the process , where , consists of i.i.d. vectors with . We denote with the number of packets in queue at time when policy is applied, and define . Definition 4 (System Stability): 1) For a given arrival rate vector , system is stable under policy if the process is stable. 2) The stability region of a policy is the closure of the set of arrival rates for which is stable under .
3) The stability region of system under the set of policies is the closure of the set . 4) A policy is stabilizing within if . Consider now the system under study in the current work. At the beginning of each slot, a decision must be made at the base station concerning the combination of packets from the queues that must be XORed to form the packet to be transmitted. Such a decision is called a "control" , and we denote the set of such controls by . Notice that, by definition, a control is identified by the set and not by their order, i.e., control is identical to control for any permutation on . , where is the feedback from user , and stand for received, erased, respectively, while denotes an unspecified value (either or ).
We assume henceforth that BCR is followed for the formation of packet . For this system, an admissible policy consists of selecting, at the beginning of each time-slot, one of the available controls to form a packet for transmission. After is transmitted, packets are moved among the real queues according to RPM described in Section III. We also consider the virtual network, where a token for an exogenous native packet for user is initially stored in and then travels through the virtual network according to RPM (as it now applies to the virtual queues only). Hence, there exist two different networks of queues, a "real" network and a "virtual" network , although only the former is actually present in the transmitter (the latter should be understood as part of a thought experiment that facilitates the analysis).
We now identify as the set of admissible policies that select transmitted packets according to BCR and then move packets based on RPM. A characteristic of such movements is that the destination (i.e., queue) of a packet movement cannot be determined at the beginning of transmission since it depends on the feedback received after packet transmission. For example, assume that and control is taken, i.e., packet is transmitted. The tokens involved in this transmission are . Fig. 2 shows the possible movements of these tokens.
Under the above definition of , any policy can be individually applied to the "real" as well as the "virtual" network. Defining and as the total backlog at slot in each network under policy (this dependence will be hereafter implied so that it can be omitted), Lemma 2 implies , since . Hence, we conclude , which implies that the real and virtual networks have the same stability region. Note that the last inequality also implies the interesting property that the total number of packets stored in the real queues at any time is generally less than the total number of unknown native packets at that time.
Furthermore, it turns out that the virtual network falls in the class of systems whose stability has been studied in [8] . We next summarize the formulation and main results in [8] in a manner that will be useful in the development that follows. Consider a slotted-time network with a node set , where , and directed edge (i.e., link) set , where the special node represents the destination of traffic originated at the nodes in (for now, assume there is a single destination for all traffic). Let denote, respectively, the set of outgoing links and incoming links to node and assume that for all . We allow self-loops in the network, i.e., for node , there may be a link , implying that the sets may both contain node . A finite set of controls is available.
For each control , transmission takes place "over the set" of outgoing links of node in a random manner as follows. If, at a given slot, control is applied, then, for any node , at most packets may be transmitted "over the set" in the following sense: For each , there is a random sequence , with , , where each takes values in the set , with the following interpretation: A packet (if any) transmitted from node over the set when control is applied for the th time, is received only by the recipient of the link . Of course, if then the packet is not received by any node in , hence it remains at node . For a given and , the random variables , , may be arbitrarily correlated. Moreover, we assume that the random sequences are i.i.d., independent of the arrival processes, for each control , and define for so that for all and . Strictly speaking, the description above is for nodes for which . In case for some , to avoid complicated notation, it is helpful to set for some fixed . To describe the stability region of this network, we need some preliminary definitions. For control , we define the set as and the convex hull of the sets as . The stability region of the network is described by the following theorem. Theorem 1 [8] : The stability region of the system is the set of arrival rates , for which there exists a vector such that for all nodes , it holds (2) We will apply the formulation described above to the virtual network, i.e., we set . For this network, since at most one virtual packet (i.e., token) is transmitted per slot from any queue , we have , . Also, the token transition probabilities for nodes with can be easily calculated (an example is given below). The only difference between the network and our model is that, in the latter, there are token destinations, (one for each of the receivers) instead of a single one. However, we can combine all these destinations to a single destination , so that any token arriving in is considered to arrive at . This affects neither the admissible policies nor the queue sizes at the various native queues at the base station. Hence, system stability is not affected, provided that we are interested in the total queue size at the base station.
Example 2: Consider the case and assume that control is chosen, hence a combination is transmitted, where and . The transition probabilities are then as follows.
• For token : 1) If is received by user 1, is removed from and delivered to (i.e., for the equivalent network). This event has probability . 2) If is erased by user 1 and received by user 2, packet is moved to queue , and token is moved to virtual queue . This event has probability . 3) If is erased by users 1 and 2, remains at . This event has probability . • For token : The transition probabilities are determined as in the previous case, by interchanging indices 1 and 2.
• For token : 1) If is received by user 3, is removed from and delivered to . This event has probability . 2) If is erased at 3, remains at . This event has probability . We now describe the stability region of Theorem 1 in a form that is more convenient for calculations. Any in can be written in the form , for some such that and , where and , with for and . For any control , we define the set so that , where denotes an indicator function, i.e., shows whether the XOR combination under contains a packet (i.e., token) from the queue corresponding to node . Hence (3) (4) Since the tokens for new packet arrivals are always placed in queues , we define if for some , otherwise . Replacing (3) and (4) in (2), we have (5) or equivalently, taking into account (6) Hence, the stability region of the system is described by either one of (5) or (6), combined with (7) (8) (9) where . Two implementation issues are worth mentioning at this point. First, there must exist a mechanism for the receivers to know the constituents of the XOR combination of each received packet in order to be able to use this packet in the decoding process. The simplest way to implement this is to use native packet addresses to identify the packets involved in the XOR combination of the transmitted packet. These addresses can be placed in the packet header. Reserving bits to describe packet addresses implies some loss of throughput due to the introduced overhead. To simplify the description, in Sections IV-VI we do not take the overhead into account and address the issue of stability in packets per slot. In Section VII, we discuss the number of addressed needed and loss of throughput due to overhead.
The second issue is that, under the schemes described in Section III, the receivers need to save received packets so that they can correctly decode at a later time. The stability results above consider only the queues at the base station. Hence, if we are interested in taking the receiver queues into consideration as well, we must ensure that the system remains stable even if the sizes of these queues are added to the total queue size at the base station. In fact, if the receivers are never informed by the base station as to which of their received packets will not be needed in the future, it is easy to devise scenarios where the queue sizes at the receivers grow to infinity even though the queues at the base station are stable. A way to deal with this problem is described in Section VII.
B. Stabilizing Policy
Applying directly the results in [8] , we obtain the stabilizing policy described below. At the beginning of each time-slot, the policy chooses a control of the form , where all counters are nonzero for and , and forms the appropriate packet to be transmitted in that slot, , according to BCR. If control is chosen, one token from each of the virtual queues in may be moved to another virtual queue inside the network, or may reach the destination (thus, the native packet corresponding to the token exits the network). No packets from any of the other queues are moved. The appropriate control is chosen as follows.
Algorithm 1
At each decision slot:
1. For each control that satisfies the BCR: For each , form the weights (10) (11) 2. Find the control that maximizes the reward, i.e., , transmit the packet that corresponds to control and apply RPM to the virtual network after reception of feedback (including the update of the counters). Notice that this problem has exponential worst-case computational complexity due to the exponential number of queues that may be nonempty (which directly affects ).
Example 3: Consider a network of users. The virtual queue network can be seen in Fig. 3 , where and are the two destination nodes. The set of all controls that obey the BCR is . Suppose all queues are nonempty. At each decision slot and for each control , we have the following.
1) The sets are formed as , , , , . 2) For every node , all possible outgoing edges in set , when applying control (equivalently, all receiving nodes ) must be determined. Table I shows all receiving nodes for each node , as well as the respective transition probabilities. For each control and in Table I , the weights and reward are calculated through (10) and (11), respectively. 3) We select the control . This example is simple enough that the stability region of the proposed algorithm can be analytically determined as follows. For arrival rates , using the transition probabilities in Table I and applying (5) and (7)- (9) yields the following set of inequalities (recall the notational shortcut at the end of Section II) for each virtual queue (12) (13)
with the additional constraint that are nonnegative and their sum is less than 1. Applying the Fourier-Motzkin procedure to eliminate (i.e., deparameterize) in this order results, after some simple algebra [9] , in the set of inequalities , which matches the stability outer bound for in [4] (this will be generalized to arbitrary in Section V). This shows the optimality of the proposed policy for 2 users with arbitrary erasures.
V. OUTER BOUND ON THE STABILITY REGION
In this section, we derive an outer bound on the stability region of the system under study by deparameterizing (i.e., eliminating the flow variables in) Theorem 1. This bound is identical to the bound on the information-theoretic capacity region of the BEC with feedback presented in [1] and [2] .
Although it was shown in [10] that the capacity region of the system under consideration is the same as the stability region of the system under a very general class of policies (including policies that need not satisfy the BCR or RPM), we cannot directly use the capacity outer bound in [1] and [2] and invoke the result in [10] to derive a (potentially loose) stability outer bound. The reason is that the latter capacity bound does not take into account the case of slots without any packet transmission, i.e., idle slots, so that, in principle, coding algorithms may take advantage of idle slots to increase capacity beyond the outer bound in [1] and [2] . Hence, a new approach is needed.
To distinguish between the two channels, we call the BEC studied in [1] and [2] the "standard" BEC, and refer to the channel under study in this paper (i.e., the one containing idle slots) as the "extended" BEC. The following technical result (see [9] for the detailed proof) shows that the capacity regions, measured in bits per transmitted symbol, of the "standard" and "extended" BEC differ by at most 1 bit; in fact, their difference decreases exponentially w.r.t. the packet length .
Theorem 2: A capacity region outer bound , measured in bits per transmitted symbol, for the "extended" BEC is (16) where is the set of permutations on , , and (where is the probability that a packet is erased by all users in ). Theorem 2 now gives, through [10] , an outer bound on the stability region of the system, albeit over a larger class of policies (some of which do not satisfy BCR and RPM) than . The TABLE II  PERMITTED CONTROLS FOR LEVELS 1-4 next theorem, which is proved in Appendix-B, provides an outer bound to the stability region achieved by any admissible policy in (i.e., a policy that applies BCR and RPM).
Theorem 3: The following relation holds for all :
Since is identical to an outer bound on the capacity region of the "standard" BEC (and the "extended" BEC capacity region differs from this by at most 1 bit by Theorem 2), it follows that the class of policies is essentially optimal if it achieves (i.e., ). A special case where this occurs is examined in Section VI.
VI. CASE OF I.I.D. CHANNELS: STABILITY REGION FOR 4 USERS
In this section, we assume that the erasure events for all receivers are i.i.d., and denote by the erasure probability. We also repeat the definition . We consider the case of a channel with 4 receivers and show that, for all , implies , i.e., . Hence, in this case we have , and the stability region using only XOR operations coincides (barring addressing overhead) with the capacity region of the standard BEC. Also, it is within one bit, and asymptotically (as the packet length increases) equal to the stability region of the extended BEC under general coding schemes.
To proceed, we restrict the set of available controls by allowing only intralevel coding, i.e., we only consider controls of the form where for all . We call this the "no cross-level regime." This restriction simplifies the calculations and shows that even a restricted set of controls suffices to achieve the maximal stability region when channel erasure events are i.i.d. We note, however, that if channel statistics are non-i.i.d., the additional controls are helpful in increasing the stability region of the policy. The set of permitted controls is described in Table II, where are distinct. For the rest of this section, we assume without loss of generality that , which implies that
We will show that if , then , which, by combining (17) and (18), is equivalent to solving the following problem for any .
Problem: If and , find parameters satisfying (6)- (9) . In the following, we will describe the procedure according to which , are calculated for . First, we set (19) ensuring that (7) is satisfied. It remains to determine . Notice that, for any given value of , (19) transforms (6), (8) , and (9) into a linear program (LP) w.r.t. , so that achievability of the rate is reduced to LP feasibility (a similar LP-based approach is used to describe an achievable scheme for a 2-user MIMO setting over BEC in [11] ). However, since takes a continuum of values, we cannot solve the resulting LP for each , but need to determine analytically. To simplify the notation somewhat, for control , we denote . An overview of the approach follows. We start from (6), referring to queues at level 1, i.e., , and determine all , ensuring that (6) is satisfied. In general, having determined for all controls that involve queues up to level , we consider (6) referring to queues at level and determine for all controls that involve queues at level , ensuring that these inequalities are satisfied. During this process, it is ensured that (8) is satisfied. After all are computed, it is checked that (9) is also satisfied.
We now proceed with a summary of how , , are determined, with full details being given in [9] . If, under an allowable control , it is possible to have a packet movement from queue to , we say that there is a "flow from queue to queue " under control , and we name the "probability of flow" from to under control . We also say that there is "flow from queue to queue " if it is possible to have a packet movement from queue to queue under some of the allowable controls. ). We follow a similar procedure as before by appropriately setting some variables to 0. The formulas are getting very convoluted at this point (see [9] for details), but they can be calculated as functions of the erasure probabilities and the arrival rates using symbolic computation packages. Using Maple, it is easy to see that the resulting expressions are nonnegative.
Finally, to ensure that (9) is satisfied, we calculate the sum of all flows, and find . Since, by assumption, it holds , we conclude that , as desired. Clearly, we can set or to also show that the LP has a feasible solution for all and i.i.d. erasures. Hence, we have proved the following result.
Theorem 4: For the case of users, and for i.i.d. erasure events, the stability region of the system is given by (21) where is the set of permutations on . Moreover, the policy described in Section IV-B using the XOR controls described in Table II is stabilizing. The stability region coincides with the information-theoretic capacity region of the standard BEC and is within one bit from the capacity of the extended BEC. The latter is equal to the stability region of the system under any coding strategy.
VII. IMPLEMENTATION ISSUES
A. Packet Overhead
As mentioned in Section IV, for the proposed network coding scheme to work, every user must know the identities of all native packets that constitute a composite (i.e., XOR combination) packet it receives. Having this information, a user is able to decode the native packet destined for it. A simple mechanism that can be used to provide users with this information is equipping every native packet with a packet ID, which consists of the packet's destination and a sequence number. If a transmitted packet is composed of native packets, then it contains in its packet header the packet IDs. Depending on the feedback from the users and in accordance to RPM, either is moved as a whole to a real queue, or some of the packets are moved separately to real queues. More precisely, the following lemma follows immediately from RPM.
Lemma 5: After transmission of a packet at slot , let packet (not necessarily the transmitted packet) be placed at a queue of level . Then, either: a) is a combination of packets that at the beginning of slot were at queues of level less than ; or b)
is a copy of a packet that at the beginning of slot was either at level , , or at sublevel , .
To compute the overhead bits needed to implement the above mechanism, we need to find the maximum number of packet IDs that may be included in a packet that is placed in a queue of a certain level. This is expressed in Lemma 6, which follows from Lemmas 1 and 5 (see [9] for a proof by induction). In the following, when we say that a packet comes from level (or exits level ), we mean that it is an XOR combination of packets placed in queues of levels 1 to (with at least one packet being in a level queue).
Lemma 6: Under the coding scheme of Section III, the following hold. a) Any packet placed in queues at sublevel , , contains at most packet IDs. b) Any packet exiting level contains at most packet IDs. Up to level 4, the maximum number of packet IDs that may need to be included in a packet is . Assuming a packet ID of 20 bits and packet length of 1500 B, i.e., 12 000 bits, the overhead is approximately 4%. Hence, for receivers, the overhead of the proposed algorithm is fairly acceptable. However, the maximum number of packet IDs needed increases dramatically with the number of users . Hence, an issue to be investigated for large is the design of suboptimal policies that reduce the necessary number of packet IDs. For example, the transmitter may choose not to send packet combinations if the resulting packet header exceeds a certain number of packet IDs. Another policy toward this direction could involve coding of packets only until a certain level. Specifically, for users, only the queues until level could be created, where . In case a packet is received by more than users, additional receivers would be ignored, and the packet would be placed in one of the level queues. The detailed study of these possibilities and the performance of the resulting algorithm are subjects of future work.
B. Queue Stability at the Receivers
Another problem that may arise is possible instability of queues at the receivers, where all packets received by a certain user are stored. A simple way to avert this possibility is to take advantage of the fact that when the queues at the base station become empty, all packets formed during previous transmissions are not needed at the receivers. Therefore, we can let the base station inform all receivers when its queues become empty by, say, leaving the next slot idle. Under this modification, using standard results from regenerative theory (i.e., base station queue stability implies that the queue will empty infinitely often), it can be shown that the system is stable iff the total queue size at the base station is stable.
VIII. NUMERICAL RESULTS
Although we have analytically established the optimality of the proposed policy for and i.i.d. erasures, its performance for independent (but not identical) erasures is unknown. In this section, we perform a numerical investigation of the policy's performance for this case as follows: We discretize the erasure probabilities in increments of 0.05 so that , for . We also assume an arrival rate vector of the form , where is a 4-D vector indicating the relative incoming traffic of each user (e.g., means that user 1 has half the arrival rate of user 4, and one sixth the arrival rate of user 2) and is a scalar variable to be determined next. For a given , there clearly exists a maximum such that is stable under the proposed policy, i.e., it satisfies (5) and (7)- (9) . We denote this maximum value as . Using the outer bound expression in Section V, we can also compute the maximum such that ; hence, we have formulated the following LPs:
Although it is not known whether the rate is actually stable under the general class of XOR-based policies, the geometric interpretation of (respectively, ) is that it represents the amount of linear scaling to be performed in the direction of until we hit the boundary of the stability region of the proposed policy (respectively, the boundary of the outer bound stability region). Hence, a small relative difference (where we explicitly show the dependence of on the system parameters) indicates that the proposed policy operates very close to the outer bound.
We now compute for many different directions (over a discretized 4-D region) and different values of and plot the results in histogram form in Fig. 4 . The chosen discretization scheme resulted in 106 million different tuples (equivalently, LP instances), so that we have used a logarithmic scale for the number of instances in the vertical axis in Fig. 4 . We also consider two cases: In the first one, no cross-level combining is allowed in the BCR (e.g., the packet is not an allowed coding choice), while in the second case, this restriction is lifted and the general cross-level BCR is applied.
The numerical results clearly show that the proposed policy performs very well in all cases, with a maximum of 4% in the no-cross-level regime and 1% when cross-level combining is allowed. In fact, the histogram shows a huge number of instances to have less than 0.2% with the average (over all instances) being less than 0.03% so that the policy essentially achieves the stability outer bound for all practical purposes.
IX. CONCLUSION
In this paper, we presented a network coding scheme for the broadcast erasure channel with multiple unicast sessions based on the coding scheme we proposed in [3] . In this scheme, only XOR operations are allowed. Also, instant decodability, i.e., the ability of any user that receives a coded packet to instantly decode its own native packet, is ensured.
Furthermore, we assumed random packet arrivals and presented a stabilizing policy based on this coding scheme. We then derived an upper bound on the stability region of the system under examination. For the case of 4 users and i.i.d. erasure events, we proved that the stability region of the system is identical to the capacity outer bound of the BEC channel with feedback.
Finally, implementation issues were examined, such as the increase of packet overhead as the number of users increases, which is due to the number of packet addresses needed to completely describe a coded packet. The maximum number of addresses needed in the general case of users was found to be . Future work could be aimed toward the development of suboptimal variations of the proposed policy that will require a smaller number of packet addresses, thus reducing packet overhead.
APPENDIX
A. Proof of Lemma 4
Let the transmitted packet at slot have the form , where satisfy BCR. The proof is easier if we assume that any exogenous arrivals of native packets for user at slot enter the network after the transmission of takes place, i.e., any exogenous packet stays in the network for at least one slot. However, it should be emphasized that this assumption is only made to simplify the subsequent proof; Lemma 4 still holds regardless of this assumption. For brevity, we hereafter write "BP at " to mean the BP properties being true at the beginning of slot (which is the assumption in Lemma 4) and "BP at " as the BP properties being true at the end of slot , or beginning of slot (which is the result we wish to prove). Clearly, BP1 at follows immediately from BP1 at , so we concentrate on proving BP2-BP4 at . Notice that the exogenous arrivals that enter at slot automatically satisfy BP2-BP4 at . Since BP at is trivially true if , we hereafter assume . In the following, we only examine the case in detail since can be handled as a special case. We examine each case of the RPM separately. It will also be useful to have a graphical representation for the queue contents at , as shown in Fig. 5 . The following notation is introduced to illustrate Fig. 5 : We denote so that each set can be written w.l.o.g. as , for each . The real queues are shown in the left-hand side (LHS) of Fig. 5 , where the rectangles denote packets and the topmost packets (shown in bold edges) in queues , for , are the ones that comprise the transmitted packet according to the BCR. All other packets (including the ones contained in the queues , with , shown in the . The duality between a token and its corresponding native packet will be consistently used below.
A careful examination of the RPM leads to the following observation: In all cases, the non-bold-edged virtual and real packets in Fig. 5 are not affected by the RPM. Specifically, these packets possess the following properties.
Properties of Non-Bold-Edged Packets: 1) Non-bold-edged real and virtual packets (tokens) are not moved from the queues they are stored at , and the XOR decomposition of the non-bold-edged real packets remains the same between and . 2) None of the unknown native packets corresponding to nonbold-edged tokens in the virtual queues at is decoded at (i.e., these packets remain unknown at ). The second item in the above list follows from the fact that, by Corollary 1 and Fact 1, only the users in actually decode unknown native packets (i.e., the bold-edged native packets in Fig. 5 ) contained in the that comprise the transmitted packet . Since, by BP4 at , each unknown native packet is contained in exactly one real packet, it follows that no (non-bold-edged) native packet contained in a non-bold-edged real packet is decoded at . We now use the above observations to show that all non-boldedged real packets in Fig. 5 (which, by assumption, satisfy BP at ) satisfy BP at . Specifically, consider any non-bold-edged real packet (this packet must either be stored in a queue contained in the left circle of Fig. 5, or in queue , i.e., ). Any is, by BP2 at , a Destination for and, since the native unknown packet contained in is still unknown at (second non-bold-edged property) and retained its XOR decomposition (first non-bold-edged property), we conclude that is also a Destination for at . Also, any user that is a Destination of at is also a Destination of the same packet at since the XOR decomposition of did not change during slot . Hence, by BP2 at , it follows that . The absorbing property of Listeners for now implies BP2 at . Furthermore, any unknown native packet for some user contained in at is also unknown at (again, due to the non-bold-edged property) so that by BP3 at , user is a Destination for at and (by BP2 at ). Hence, BP2 at (which was proved in the previous paragraph) implies that is a Destination for at , which also proves BP3 at . Finally, BP4 at follows immediately from Fig. 5 since any unknown native packet is either a new exogenous arrival at for some user (and, by the scheme's construction, it is contained in exactly one packet in ) or it was already in the network at and, by BP4 at , was stored in exactly one non-bold-edged packet for some . Since the above arguments show that BP2-BP4 at is true for all non-bold-edged packets, it suffices to only examine whether the packets moved between different queues in the network according to RPM satisfy BP2-BP4 at . This is performed next.
Case 2.1: It holds (equivalently, ), so that all users in decode their unknown native packets. By the RPM in this case, all packets and tokens shown with bold edges in Fig. 5 leave the network at , whereas all other packets remain in their queues. Hence, the network representation at is the same as in Fig. 5 minus the bold-edged packets and tokens (and the possible addition of exogenous arrivals, which we have already shown to satisfy BP2-BP3 at ) so that no packets/tokens are moved between queues in the network and no further examination is necessary. BP4 at also follows trivially from BP4 at . Case 2.2.1: It holds and so that . Again, all users in decode the unknown native packets contained in the that comprise . Applying the RPM for this case to the network in Fig. 5, for each , bold-edged packet is moved to and, for each , bold-edged token is moved to , so that the queue contents at are pictorially shown in Fig. 6 . Recall also the convention mentioned in Section III-C that a packet actually leaves the network if . Hence, to prove BP2-BP4 for the moved packets, we can assume w.l.o.g. that , and we need to show the following. 
