Optimal control for an elliptic system with pointwise Euclidean norm constraints on the control variables is investigated. First order optimality conditions are derived in a manner that is amenable for numerical realisation. An efficient semismooth Newton algorithm is proposed based on this optimality system. Numerical examples are given to validate the superlinear convergence of the semismooth Newton algorithm.
Introduction
Optimal control problems with control constraints and their numerical realization have been studied intensively in recent papers, see e.g. [4, 5, 6, 7, 12, 15, 18] and the references cited there. In most previous discussions, the control constraints are taken as simple constraints (e.g unilateral or bilateral constraints). For systems with vector-valued controls the constraints on the controls may have more complicated structure. In [19, 20, 21] first order necessary and second order sufficient optimality conditions for general convex constraints are obtained. In [20] a numerical procedure is proposed which, however, does not concretely exploit the structure of the constraint set and for which no convergence analysis is given. In [14] an abstract semismooth Newton approach is investigated that is applicable for constraints on vector-valued controls. The detailed realization in that paper is also carried out for pointwise constraints on the components of the control vector. In [11] and [9] semismooth Newton methods are investigated for affine constraints and for constraints with convex polygonal type.
In this paper we focus on the investigation of the semismooth Newton approach for pointwise Euclidean norm constraints (i.e., u(x) ∈ K, where K is an ellipse) on the control variables. We provide a convergence analysis in function spaces and demonstrate that the numerical behavior is in accordance with the theory. In the context of partial differential equations, which we have in mind here, vector valued controls arise, in optimal control involving systems of equations as for instance in the context of the incompressible Stokes equations or the elasticity equations, where the control acts as external force which is bounded in its magnitude. Here we consider linear systems of equations. To treat nonlinear systems with the proposed techniques one can either apply a sequential quadratic programming procedure with an outer loop, within which the nonlinear differential equations are replaced by linearized ones, or one treats the nonlinear system simultaneously with the non-differentiable constraint. The analysis of this extension is conceptually quite straightforward and involves primarily regularity theory of partial differential equations.
Let us also recall that quadratic problems with Euclidean norm constraints on the optimization variables arise as auxiliary problems in trust-region methods, see e.g. [2] for the finite-and [17] for the infinite dimensional cases. The focus in this context lies in the succinct update of the trust region radius and efficient suboptimal solutions to the auxiliary problems.
For optimal control problem with unilateral or bilateral control constraints, semismooth Newton method have been proved to be an efficient, locally superlinearly convergent technique. In [5, 7] an algebraic manipulation linking a parameter of the complementarity system to the weight of the control cost, denoted by α below, was the key technical step for proving superlinear convergence of the semismooth Newton method. Here we cannot rely on this technique, but rather we have to express the complementarity system in a manner which lends itself to verify semismoothness in appropriately chosen function spaces.
Let Ω be an open bounded domain in R n , for n = 2 or 3 with smooth boundary ∂Ω. We choose a quadratic tracking type cost functional
where α is a positive constant and the target function y d ∈ (L 2 (Ω)) m . The control variable u has support in a sub-domainΩ ⊂ Ω, and the operator E : (L 2 (Ω)) m → (L 2 (Ω)) m denotes the extension-by-zero operator. The state and control variables satisfy an elliptic system with zero Dirichlet boundary condition:
where the vectors y and u have m-components and the elliptic operator Λ is a bounded linear operator (H 1 0 ) m → (H −1 ) m . Moreover, we assume that for v ∈ (L 2 (Ω)) m we have Λ −1 v ∈ (H 1 0 (Ω)) m ∩(H 2 (Ω)) m and for a constant C, independent of v
where · 2 denotes the norm on the vector -valued H 2 (Ω) space. Further notation will be specified below. The optimal control problem is given by
min J( y, u), such that equations (.) hold and |B u(x) − b| ≤ 1, a.e. in Ω.
The m × m matrix B is invertible, b is a given vector in R m , and | · | denotes the Euclidean norm in R m . This model problem is in the linear-quadratic form, but let us recall such problems also arise as the auxiliary problems in the sequentialquadratic programming approach to genuinely nonlinear optimal control problems.
The paper is organized as follows. The optimality system is derived in section 2. In section 3, we focus on a special case, whereΩ = Ω, B = I and b = 0 to avoid some tedious notations. For this case, we give the details of super-linear convergence for a semismooth Newton algorithm. In section 4, we point out that our results can be generalized in several directions, i.e., for a general subdomaiñ Ω, a general invertible matrix B and translation vector b. In the last section 5, numerical examples are given to depict the efficiency for the semismooth Newton Algorithm.
We use standard notation for the Sobolev spaces W r,p (Ω) and H r (Ω), r ∈ N, 1 ≤ p ≤ ∞, and simplify the expression for the norm of elements in H r as f r = f H r and f = f L 2 . If the domain is not specified it is considered as Ω. The vector function
if and only if each coordinate of z is an element in W r,p (Ω). We use (·, ·) as inner product in L 2 (Ω) (for scalar functions) or (L 2 (Ω)) m (for vector functions). We recall that H 2 (Ω) embeds continuously into C(Ω) since n ≤ 3 by assumption.
Optimality System
We define the closed convex set K m in R m by
It is clear that K is a bounded convex closed cone in (L 2 (Ω)) m . By solving the governing equation, we find the control to state mapping T : (L 2 (Ω)) m → (L 2 ) m , y = T u has form y = Λ −1 E u. Hence the cost functional J( y, u) can equivalently be represented asĴ
and Problem 1.1 can be rewritten in the following equivalent way:
Theorem 2.1. There exists a unique solution ( y * , u * ) for Problem 1.1.
Proof. We consider its equivalent form (.). It can be checked thatĴ is a lower semi-continuous convex functional in (L 2 (Ω)) m . Since K is bounded, closed and convex subset of (L 2 (Ω)) m , standard arguments imply the existence of an optimal solution, and strict convexity implies its uniqueness.
Next we will establish the optimality system. Since the reduced cost functional u →Ĵ(û) is quadratic and uniformly convex, the necessary and sufficient optimality condition can be written as
It can be equivalently written as
where θ is any positive constant and P K is the projection operator from (L 2 (Ω)) m to K. By virtue of the definition of projection operator, we find that (.) can be put into pointwise projection form (see also Lemma 2.2 in [9] ):
Here P is the projection operator onto
where we use that y * = T u * , E * is a restriction operator from (L 2 (Ω)) m to (L 2 (Ω)) m and hence E * E is identity operator on (L 2 (Ω)) m . Let p * = −Λ − * ( y * − y d ) and choose θ = 1 α in (.). Then (.) u * (x) = P ( 1 α E * p * (x)), a.e. inΩ. It remains to characterize the projection P in R m explicitly. By definition, for any
Otherwise, |BP ( v) − b| = 1 and the vector v − P ( v) points to the outer normal direction of the tangent space to K m at P ( v), or equivalently, we can find a positive number η = η(x), s.t.,
Using the above explicit expression of P , equation (.) can be written equivalently in complementary form by introducing a Lagrange multiplier-like function λ * (x):
This system holds a.e. inΩ. Combing the definitions of the control to state mapping and of the dual variable p * , and the complementary equations (.) -(.), we have:
Theorem 2.2. The optimality system for Problem 1.1 is given by
where the optimality condition is understood in the a.e. pointwise sense, and λ * ∈ L ∞ (Ω). Moreover, the solution of the optimality system is unique.
Proof. The optimality system have already been shown in previous discussion. To argue that λ * ∈ L ∞ (Ω) we first note that λ * = 0 on the complement of the active set
Moreover from the third equation in (.) we deduce that
Since u * ∈ (L ∞ (Ω)) m and p * ∈ (H 2 (Ω)) m → (L ∞ ) m for n ≤ 3, we have λ * ∈ L ∞ (A) and hence λ * ∈ L ∞ (Ω).
Due to the strict convexity of this optimization problem, the first order optimality system is also sufficient. Then by the uniqueness of optimal pair ( u * , y * ), we find the optimal adjoint state p * is also unique. Moreover, the above argument shows the Lagrange multiplier λ * has an explicit form:
Therefore the solution to the Lagrange multiplier is also unique.
Remark 2.3. The projection representation for the optimality condition was studied in earlier papers, see e.g. [19, 21] . Theorem 2.2 expresses the fact that the optimality condition in our Euclidean norm constraint case can be reformulated as a complementary condition. Later discussion will show that this optimality condition is equivalent to a nonlinear equation.
From now to the end of section 3, we will focus on a special case, i.e., Ω =Ω, B = I and b = 0. Extensions will be considered in Section 4. In this case, one can observe for any nonzero vector v in R m , its projection P ( v) is collinear to itself. Therefore, we have
The optimality condition for the special case reads
.
Setting β * (x) = max(α, | p * (x)|), the complementary condition in (.) is replaced by a nonlinear equation and the whole optimality system is given by:
From this optimality system, we deduce that the optimal solution ( y * , u * ) enjoys additional regularity. This is important to prove superlinear convergence of the semismooth Newton algorithm in the next section.
where p = 6 for n = 3, and p < ∞ for n = 2 with Ω ⊂ R n .
Proof. Let the index p = 6 for n = 3 and p < ∞ for n = 2. From the second equation in (.) and since y, y d ∈ (L 2 ) m , and by the Sobolev embedding theorem (c.f. Theorem 4.31 in [1] ), we have
This implies that | p * | ∈ C(Ω) and β * = max(α, | p * |) ∈ C(Ω). Therefore u * = p * β * ∈ C(Ω) as well. To check that the derivative is in L p , we define two subsets of Ω by
Thanks to | p * | ∈ C(Ω), these two set Ω i , i = 1, 2 are open.
In Ω 1 , we have
This implies that | p * | ∈ W 1,p (Ω 1 ). By max(0, ·) : W 1,p → W 1,p (see Corollary 6.18 in [10] ), and the third equation in (.), we obtain β * ∈ W 1,p (Ω 1 ). On the other hand, β * = α in Ω 2 .
Since
where the tensor product (· ⊗ ·) for two column vectors is defined by
As a consequence of Corollary 2.4 under additional regularity assumptions on the operator Λ (e.g. that its coefficients are C 0,1 (Ω)) and on the boundary of Ω (e.g. that ∂Ω is of class C 2,1 ) the optimal solution enjoys the additional regularity y * ∈ (W 3,p ) m .
Semismooth Newton Algorithm
We will use a semismooth Newton method to solve the nonlinear system (.). First u * can be replaced by p * β * . Let x = ( y, p, β) t , and
where max(α, | p|) is defined pointwise. Associated to p define the active set and inactive set as
The active set we defined here is different from the previous definition (.) which was used to in proof of Theorem 2.2. The Newton derivative of F at x can be written as follows, see e.g. [5] (.)
where χ A is a characteristic function. Now we introduce the semismooth Newton iteration from x k to x k+1 . Define the active sets and inactive sets at iterative level k as
Then the Newton step
is equivalent to the system of equations,
Existence of solution to (.) under the assumption that (β k , p k ) is sufficiently close to (β * , p * ) will be argued in Theorem 3.5 below.
We give the semismooth Newton algorithm in Algorithm 1.
Step 4 ensures that β k ≥ α, and hence the right hand side of first equation in (.) is well-defined.
Algorithm 1 Semismooth Newton Algorithm
3: Solve ( y k+1 , p k+1 , β k+1 ) from system (.).
4:
Replace β k+1 by max(α, β k+1 ). 5 : stop or update k = k + 1, and go to 2.
Next we will prove the superlinear convergence of Algorithm 1. For this purpose we introduce ( z k , q k , γ k ) = ( y k , p k , β k ) − ( y * , p * , β * ). This quantity satisfies the error equation
. Let us briefly outline the following arguments. We start with the technical Lemma 3.1. The Newton iteration (.) which is suggested by the structure of the error equation (.). Then in Lemmas . and . it is verified that the assumption of Lemma 3.1 are applicable for (.) so that we obtain the appropriate a-priori estimate which allows us to prove wellposedness and superlinear convergence in Theorem 3.5.
Lemma 3.1. Consider the elliptic system with zero Dirichlet boundary condition as
Then system (.) has a unique solution ( z, q) for any h ∈ (L 2 (Ω)) m , and we have the a-priori estimate
for a constant C independent of h.
Proof. We only need to check inequality (.), the existence being guaranteed by the Fredholm alternative (c.f. Theorem 5.11 in [3] ). Taking the inner product of (.) with q we have
and hence
Together with q 2 ≤ C Λ * q , this gives estimate (.).
We now return to the error equation. From the first and third equations of (.), we have (.)
Then we decompose M k into two parts
Proof. We first check that D k is nonnegative. From the optimality system (.), we find p * = 0 ⇔ u * = 0. Then defining
Hence for any q ∈ (L 2 ) m , we obtain
The last step is due to the constraint | u * | ≤ 1. Next we check that E k satisfies (.). By (.),
We need to estimate each term:
The last inequality follows from the fact:
If is sufficiently small, we obtain (.). Proof. Recall the definition (.),
which completes the estimate.
Remark 3.4.
Since Ω is bounded domain, the assumption p k − p * L 4 + β k − β * L 4 ≤ is stronger than the assumption in Lemma 3.2, and this technical assumption will be used to prove superlinear convergence. Now we move to our convergence result for the semismooth Newton method. 
is sufficiently small. We next argue superlinear convergence. Combining Lemma 3.1 and Lemma 3.3 we have
In particular this also implies that p k+1 − p * L ∞ = o( ). Then we notice that
Thanks to β * ≥ α, the projection step does not increase error, i.e.
Then we obtain
and this concludes the proof.
Remark 3.6. We eliminated the control variable u from the optimality system using p = β u. The semismooth Newton algorithm can also be applied if we treat u as an independent variable.
Generalization
We will discuss a few generalizations which are related to Problem 1.1. Recall the optimality system we have obtained in Theorem 2.2,
To apply the semismooth Newton algorithm in general case, we need to rewrite the optimality system in terms of a system of nonlinear equations which are Newton differentiable. Since the primal and adjoint equations are both linear, we only focus on the optimality and the complementary conditions.
In this section we generalize our previous work in three directions, namely the case where the control u is supported in a subdomainΩ ⊂ Ω, the case of an arbitrary translation vector b, and the case of an invertible linear transformation B. For simplicity of discussion, we take each generalization individually, but these generalization can be combined.
Our goal in the following subsections is to rewrite the optimality system into equivalent nonlinear equations and to prove that these nonlinear equations are actually Newton differentiable, and hence that the semismooth Newton method provides an efficient algorithm with locally superlinear convergence.
Extension to a control domainΩ ⊂ Ω.
Recall the definition of the bounded linear operator E : (L 2 (Ω)) m → (L 2 (Ω)) m as the extension-by-zero operator and its dual operator E * : (L 2 (Ω)) m → (L 2 (Ω)) m is the restriction operator E * f = f χΩ. Therefore the optimality condition can be equivalently expressed as pχΩ = α u + 2λ u.
Using the similar arguments as in equation (.), the optimality and complementary conditions can be expressed in the following nonlinear equation
For a given y d ∈ L 2 (Ω), the adjoint equation provides a solution p ∈ H 2 ∩H 1 0 (Ω) → C 0 (Ω). Then the mapping p → max(α, | p|) is Newton differentiable (c.f. [5] ) from L ∞ to L p , for any p < ∞. Hence this nonlinear equation can be solved by a semismooth Newton algorithm as in section 3.
Extension to a general translation vector b.
In this case, the optimality system reads
and it can be equivalently expressed as
We can then rewrite the optimality condition and complementary condition as
by applying the same argument as in equation (.). This is again a Newton differentiable function and the semismooth Newton algorithm is applicable. The first two generalizations are straightforward, but the next case which involves a general linear transformation B, is rather complicated.
Extension to a general invertible matrix B.
For a general m × m invertible matrix B, the optimality and the complementary conditions hold in a pointwise a.e. sense as in Theorem 2.2:
where D = (BB T ) −1 is a symmetric, positive definite (SPD) matrix. The eigenvalues of D satisfy Proof. First we observe for every λ > −αξ 1 , the matrix αD + λI is also a SPD matrix, hence it is invertible, and the function h p is well-defined. Now we check the monotone property. Let
Clearlyq is not the zero vector. Since matrices αD + λ 1 I and αD + λ 2 I commute, we have q 1 = (αD + λ 2 I)q, q 2 = (αD + λ 1 I)q.
Therefore,
which implies the strict monotonicity. The last claim lim λ→∞ h p (λ) = 0 is straightforward.
If h p (0) = |(αD) −1 B −T p| ≥ 1, then there exists by Lemma 4.1 a unique λ ≥ 0, such that h p (λ) = 1. With the help of this fact, we can define a mapping g : p → λ as (.) Proof. Throughout the proof we evaluate the operators at a fixed point x ∈ Ω which is not indicated in the notation. We first assume that (.) -(.) hold. If h p * (0) = |(αD) −1 B −T p * | < 1, we have |B u * | = h p * (λ * ) ≤ h p * (0) < 1 and hence λ * = 0 = g( p * ). On the other hand, if h p * (0) = |(αD) −1 B −T p * | ≥ 1, then a proof by contradiction implies that it must be an active point, i.e., |B u * | = 1. To see that, we assume this point is not active, i.e. |B u * | < 1. By the complementary condition (.), λ * = 0. Hence |B u * | = h p * (λ * ) ≥ 1 which is a contradiction. In this case, λ * satisfies h p * (λ * ) = 1, and hence λ * = g( p * ). By singular value decomposition, we can express D as
where Q is an orthonormal matrix andD is a diagonal matrix of the form diag(ξ 1 , ξ 2 , ..., ξ m ).
Then the equation
can be simplified as |(αD + λI) −1 QB −T p| = 1.
Letp
= QB −T p = (p 1 , ...,p m ).
We define the set
and observe that it can be equivalently expressed as
This follows from the fact that λ → |(αD + λI) −1 q |, with q ∈ R m , is strictly monotonically increasing on (−αξ 1 , ∞), which can be argued as in the proof of Proof. (1) By definition of O, for any p ∈ O, F( p) is not empty. We notice that 0 / ∈ O. Since λ → |(αD + 2λI) −1 p| is strictly monotonically decreasing from (0, ∞) to R, the operation F is a single valued.
(2) Let G : R m × (0, ∞) → R be given by
Then G is a smooth function in the domain R m × (0, ∞). At any point p = (p 1 , ..., p m ) ∈ O, there exists a unique λ ∈ (0, ∞), such that λ = F( p). This implies that G(p 1 , ..., p m , λ) = 0, and
By the implicit function theorem, (c.f. pp.224 in [13] ): there exists an open neighborhood U ( p) ⊂ R m , such that for any q ∈ U ( p), we can find a unique τ ∈ (0, ∞), such that G( q, τ ) = 0. This defines a smooth map τ = τ ( q) from U ( p) to R. From this result, we conclude that U ( p) ⊂ O, which implies that the set O is open. From (1) we find that τ = F( q) for any q ∈ U ( p). Therefore, the function F is continuously differentiable in O.
We next extend F from O to all of R m by setting
From (.) it follows that O c is a closed convex neighborhood of the origin. Proof. The set of concern is the boundary Γ of O. On this setF is assigned the value 0. Moreover by construction, if q n → q with q n ∈ O and q ∈ Γ then lim qn→q F(q n ) = 0, and hence F is continuous on R m . Next we characterize the derivative of q → λ( q) at some q ∈ int O. We observe that F( q) = λ is equivalent to | (αD + λI) −1 q | 2 = 1. LetF =F ( q) h denote the derivative of λ at q in direction h and set
Then
For q ∈ Γ, expression (.) provides the directional derivative into the exterior of O c . SinceF( q) = 0 for q ∈ Γ we find (.)
where (F ) + denotes the directional derivative ofF at q ∈ Γ into the exterior of O c , whereas the directional derivative (F) − at q ∈ Γ into the interior of O c is clearly 0. From this discussion and (.), (.) we also conclude thatF is locally Lipschitz continuous on R m . We next argue thatF is globally Lipschitz continuous on R m . In view of (.), (.) and sinceF = 0 in the interior of O c it suffices obtain a bound on the operator norm ofF (q) for q → ∞. For this purpose observe from (.) that asymptotically for |q| R m → ∞ we have that λ(q) behaves like |q| R m . Together with the fact that there exists a constant k 1 independent of q and λ such that 
whereF is defined in (.). From Lemma 4.4 and the techniques utilized in its proof it follows that g : R m → R 1 is semismooth. This mapping induces in a canonical way a substitution operator from (L p1 (Ω)) m to L p2 (Ω) which we denote by the same symbol. The following result addresses its semismoothness. Proposition 4.5. If 1 ≤ p 2 < p 1 ≤ ∞, then the substitution operator associated to g considered as mapping from (L p1 (Ω)) m to L p2 (Ω) is semismooth.
Proof. This follows from well-known results on substitution operators for semismooth functions, see [15] , or [16] , pg. 56, 61, or [8] , pg. 235.
The optimality and complementarity involving a general matrix B can therefore be expressed as
where the semismooth function g( p) is defined as in (.) Here p can be considered as independent variable, satisfying primal and adjoint equations, or as dependent variable, considered as function of u * ∈ (L 2 (Ω)) m . In any case under appropriate regularity condition on ∂Ω and the coefficients of Λ, p can be considered as element of (H 2 (Ω) ∩ H 1 0 (Ω)) m . Considering the product structure involving g( p * ) and u * , equation (.) is a semismooth equation in (at least) L 1 (Ω). Even though the function g( p) is well defined and serves for verifying the local superlinear convergence of the semismooth Newton method, it may be difficult to realize it in practice since we need to solve the 2m-order polynomial equation in the algorithm,
When m = 2, this can be solved explicitly. If m ≥ 3, the explicit solution does not exist in general. Therefore the implementation is still a challenging problem.
Numerical test
Here we validate the superlinear convergence for a few simple test problems. Our first example involves the construction of an the exact solution as follows: given a function p * with enough regularity, define β * = max(α, | p * |), u * = 1 β * p * , y * = (− ) −1 u * and let y d = y * − p * . Then for any given initial guess p 0 , β 0 , we can apply Algorithm 1 to find the solution to this problem, and we choose the residual level as a stop criterion.
In the numerical test, we choose p * = α(sin(4πxy), sin(8πxy) + x(1 − x)y(1 − y)), and compute β * , u * , y * and y d accordingly. For this example, we observe superlinear convergence in Table 1 for α = 0.001 and random initial guess p 0 , β 0 . It is also noted from Table 2 , that for a decreasing sequence of α values and large random initial guesses, the algorithm always convergence in a few steps except in the most extreme case.
Our second example is slightly different. This time we do not construct an exact solution to compare with our approximation. Instead we let y d = cα(sin(πxy) + x + 3y, sin(2πx) + cos(2πy)), where c is a constant between 10 to 100 to make the constraint active at the optimal solution. We observe that for a relatively large α Table 3 . number of iterations for Algorithm 2 α k 0.1 0.01 0.001 0.0001 α = 0.001 3 3 10 α = 0.0001 3 3 4 9
(α > 0.02), the convergence is not sensitive to the initial guess. After decreasing α, the convergence region becomes smaller. With randomly chosen initial data the algorithm may not converge. We therefore introduce a continuation technique which is explained in Algorithm 2. With this procedure the algorithm is robust. We use it with α 0 = 0.1 and ρ = 0.1 for the following two test problems:
(1) α = 0.001, c = 30, i.e., y d = 0.03(sin(πxy) + x + 3y, sin(2πx) + cos(2πy)).
(2) α = 0.0001, c = 80, i.e., y d = 0.008(sin(πxy) + x + 3y, sin(2πx) + cos(2πy)). In Table 3 , we record the number of iterations at each sub-problem as α k becomes small with ( p k , β k ) as the initial guess. The total number of iterations is less than 20. Figure 1 depicts the Lagrange multiplier for each of the two cases (we plot β = α + λ). As expected these quantities are W 1,p regular.
Algorithm 2 Continuation Algorithm
1: Choose a large α 0 (e.g. α 0 = 0.1), and random initial guess ( p 0 , β 0 ), apply Algorithm 1, let it converges to ( y 1 , p 1 , β 1 ).
2:
For k = 1, 2, ..., let α k = ρα k−1 , where ρ is a constant less than 1 (e.g. ρ = 1 3 ). 3: Apply algorithm 1 for α k , with ( p k , β k ) as our initial guess, let the algorithm converges to ( y k+1 , p k+1 , β k+1 ).
4:
Stop (if the desired α value is achieved) or go to 2. For the last numerical example we consider the Lamé system from the theory of linearly elastic materials. The governing equation is given by −ν y − (λ + ν)∇div y = u, y| ∂Ω = 0, −ν y − (λ + ν)∇div y = u, y| ∂Ω = 0, −ν p − (λ + ν)∇div p = y d − y, p| ∂Ω = 0, p = β u, β = max(α, | p|).
We apply Algorithm 1 to solve the above optimality system. In our numerical test, the Lamé coefficients are chosen to be ν = 1, λ = 1000, α = 0.01, y d = (5 + sin(xy), 2 − cos(2x − y 2 )). The initial guess is taken to be β 0 = α, p 0 = 0. To discretize the optimality system, we use conforming P 2 finite element to avoid possible locking phenomena due to λ ν. From Table 4 , we can observe that the number of iteration is larger than for the first two numerical examples, but the algorithm again converges super-linearly at the end.
