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Obtaining measurements of flight environments on ablative heatshields is both critical
for spacecraft development and extremely challenging due to the harsh heating environment
and surface recession. Thermocouples installed several millimeters below the surface are
commonly used to measure the heatshield temperature response, but an ill-posed inverse
heat conduction problem must be solved to reconstruct the surface heating environment
from the embedded thermocouple measurements. The material properties of typical abla-
tors make the reconstruction process more challenging when the measurements are deep,
but measurements often must be located deep to allow for surface recession. Compound-
ing the complexity of the surface reconstruction problem, surface recession can contribute
substantially to the measurement response, but it is generally poorly predicted. Two meth-
ods are proposed in this dissertation to address these issues. To address reconstructions
of deeply located measurements, a hybrid sequential/whole domain algorithm called the
sequential subdomain algorithm is presented and demonstrated to show improved perfor-
mance for applications similar to common low density carbon ablators used on the NASA
Mars Science Laboratory and Orion capsules. To address uncertainty in surface reces-
sion prediction, a method for decoupling the surface recession evaluation from the inverse
heat conduction problem is presented to allow more rapid and detailed analysis of differ-
ent recession models. The decoupled method is shown in verification exercises to provide
reconstructions of equivalent accuracy to the traditional coupled method but with reduced
computational effort. These methods are applied to reconstruct the environments on the
Mars Science Laboratory heatshield using several kinetically limited recession models.
11. INTRODUCTION
1.1 Motivation
Validation of aerothermal environments developed for atmospheric entry of a space-
craft can be incrementally performed in carefully scaled ground tests; however, only flight
can capture all of the relevant physics and their interactions, making flight data extremely
valuable to the design and development of a practical spacecraft. In a reentry environment
database validation assessment, a number of terms in the energy balance equation are of in-
terest to the aerothermodynamicist, but perhaps the most fundamental quantity of interest is
the net heat flux from the environment to the surface of the heatshield. One of the primary
purposes for predicting aerothermal environments is to size the thermal protection system
(TPS) heatshield, and errors in the heat flux predictions can lead to heatshield failure or un-
necessarily massive heatshields, which deprive the system of valuable payload mass. When
flight data is obtained to validate predicted environments, measurement and processing er-
rors can likewise contribute to the likelihood of heatshield failure or over-conservatism if
they falsely ‘validate’ bad predictions or ‘invalidate’ good predictions. Care must be taken
to reduce experiment errors to every extent possible.
Heat flux can be a difficult quantity to measure. It is not an intrinsic property, like
temperature or pressure, and it can only be inferred from measurements of other properties.
Commonly available sensors that ‘directly’ measure heat flux, such as Schmidt-Boelter
and Gardon gages, actually use temperature measurements on either side of a material
with known configuration and thermal properties, and the heat flux is inferred from the
temperature difference. Other sensors, such as slug calorimeters, measure the time rate of
change of temperature of a carefully-designed mass with known thermal properties to infer
the influx of thermal energy. Still another family of sensors operate by measuring as near
as possible the surface temperature, and as with the calorimeters, the heat flux is inferred
2from the time rate of change of the surface temperature and heatshield thermal properties.
This reliance on inference places considerable restrictions on the operational conditions of
heat flux sensors. There are few sensors that can operate accurately at the conditions seen
in atmospheric reentry.
A further complication in the effort to measure heat flux is the behavior of the heatshield
on which the environments are being assessed. The windward side heatshields for NASA’s
Mars Science Laboratory (MSL) and Orion capsules, SpaceX’s Dragon, and Boeing’s Star-
liner capsules are all charring ablators, so it is expected that the heatshield will ablate, leav-
ing anything embedded in the heatshield to protrude into the oncoming flow. A protruding
sensor can amplify heating in the vicinity of the measurement and therefore measure heat-
ing higher than intended. Furthermore, the thermochemical state of the gas at the interface
between a charring ablator and a high-temperature boundary layer is affected by a large
number of physical processes. Most significantly for the issue of flight data interpreta-
tion, the gas mixture enthalpy at the surface and net chemical energy release via surface
carbon oxidation can vary considerably with recession rate and chemical non-equilibrium
effects. Since the mixture enthalpy is a key term in the film coefficient model frequently
employed in scaling computational fluid dynamics (CFD) and engineering model environ-
ments to flight conditions for thermal analysis, uncertainties in the surface recession model
can yield considerable uncertainty in heating estimates obtained from flight data.
The Apollo Program instrumented a few of the flight test vehicle ablative heatshields
with sacrificial calorimeters [1], but this path was not followed for the Orion EFT-1 flight
test, nor the MSL Entry Descent and Landing Instrumentation (MEDLI) program [2–5].
These vehicles used embedded thermocouples (TCs) inside their respective heatshields
with the TCs set deep enough that they would survive through the relevant part of reen-
try. As with the other types of heat flux sensor, the surface heating must be inferred from
the actual sensor measurements by solving a problem known as the inverse heat conduc-
tion problem (IHCP). The solution of the inverse problem, a process which is often referred
to as surface condition reconstruction, is not always straightforward, and both the Orion
3and MEDLI teams encountered a number of challenges in the reconstruction process. The
MEDLI experience is considered further in this work.
1.2 MEDLI Flight Data
The phenolic-impregnated carbon ablator (PICA) heatshield of the MSL capsule was
fitted [2, 3, 5] with seven instrumented plugs to gather temperature data during its August
2012 entry into the Martian atmosphere. These plugs contained four TCs embedded within
the PICA plug at various depths, nominally 0.1 in, 0.2 in, 0.45 in, and 0.7 in from the initial
un-ablated surface. An unexpected result of the flight was that none of the near-surface
TCs failed during the entry. This indicates that the surface recession was less than 0.1 in,
suggesting that the surface recession model used in design and post-flight analysis is no-
tably over-conservative since it predicted that much more recession would occur. Given
this observation and the potential benefit to payload capacity enabled by reducing TPS
conservatism, it would be desirable to consider the recession assumptions more carefully
to determine if the data supports the use of less conservative models on future missions.
The physical mechanisms of carbon ablation is an area of active research, and most
models being proposed require tight coupling between CFD and ablation response. At the
present time, this capability is not developed enough to be a feasible means of analysis
on a problem of this scale and complexity. Instead, the MSL heatshield ablation analysis
is performed using Apollo-era models of ablation. More detail is provided in Chapter 5;
however, summarizing in order to motivate this work, these Apollo-era models introduce a
number of assumptions to decouple the flowfield, ablation, and thermal response models.




where q˙′′aero is the net heat flux from the boundary layer, C
∗
h is the film coefficient, Hrec
is the boundary layer recovery enthalpy, and Hw is the wall enthalpy. The film coefficient
and recovery enthalpy are provided by separate CFD or boundary layer analysis, the wall
4enthalpy is defined by the ablation response, and Equation 1.1 provides the resulting bound-
ary layer heat flux contribution to the energy balance at the surface of the ablator. Using
the same film coefficient as a non-dimensionalization parameter, it is possible to formulate
a certain class of ablation problems in such a way that ablation rates and surface energy
balance terms resulting from ablation can be pre-computed and passed to the thermal re-
sponse code in table form. Solution of the surface energy balance then yields the boundary
condition required for the thermal response analysis.
Mahzari et al. [6,7] used inverse methods to reconstruct the flight aerothermal environ-
ment from the obtained data. Because the PICA surface recession model is formulated in
the way described in the previous paragraph, they initially attempted to directly reconstruct
the film coefficient. However, they encountered difficulties in this task because the recov-
ery and wall enthalpies were too similar in magnitude (the reason this poses a challenge in
the solution of the IHCP will be make clear in Section 4.3). When faced with this chal-
lenge, Mahzari et al. performed their reconstructions for the net heat flux into the surface
assuming no recession occurred. They then assumed a surface recession profile (in this
case, based on a uniformly-scaled profile predicted using CFD-derived estimates of heat-
ing) and evaluated a “heat rate” that contained the combined effects of environment heating
(boundary layer diffusion, convection, and shock-layer radiation) and energy release due to
the assumed ablation.
It is shown by Bose et al. [3] that predicted heating environments and the PICA thermal
response model under-estimated the temperature near the stagnation point, with the pre-
dicted integrated heat load 33% below the reconstructed heat load determined by Mazhari
et al. Cruden et al. [8] theorized that shock-layer radiation, which was not accounted for
in the predicted environments, could be contributing to the discrepancy. Consequently,
Cruden et al. performed some testing and analysis activities to generate shock-layer radia-
tion estimates for the flight and show that nearly half of the discrepancy can be attributed
to radiation by including their radiation estimates in the direct thermal analysis. They pro-
pose several different radiation profiles combined with different recession assumptions to
show the temperature and load predictions improve, but it is unclear which profile is ‘right’
5and what other models used in the direct analysis could be contributing to the remaining
discrepancy.
This highlights a key limitation of so-called direct comparisons to flight data. Espe-
cially on ablators, many models must be used in concert before a comparison may be made
to available data. An error in a model applied early in the process could drive an otherwise
accurate model applied later in the process to provide the wrong result. As a thought exper-
iment, imagine the case of under-predicted environments that drive surface temperatures
to a low enough value that an accurate temperature-dependent recession model does not
predict enough recession. It would be easy to suggest that the recession model is inaccu-
rate, especially if the environment prediction were difficult and costly (thereby implying a
higher level of accuracy than may be truthfully warranted). If the recession model could
have been applied with surface temperatures more representative of reality, it would be al-
lowed to demonstrate its accuracy and the fault in the environments could more accurately
be identified. A process is proposed in this work which permits this reverse application of
the models, providing additional insight into the complicated problem of surface ablation.
1.3 Objectives
The objective of this work is to develop two aspects of the reconstruction process nec-
essary to obtain useful heating measurements on ablative heatshields:
1. Develop an improved IHCP algorithm to permit accurate and largely automated re-
construction of the temperature field based on sub-surface thermocouples for mate-
rials exhibiting significant non-linearity in the material properties.
2. Develop a method to decouple surface thermochemistry assumptions from the IHCP
reconstruction to permit a more focused evaluation of recession models in light of
flight measurements.
This dissertation will describe the methods implemented to address the two objectives
above. Numerical experiments are used to demonstrate each method. They are then used
6together to reconstruct a subset of the MSL flight data to build on to the work of Mahzari
et al. [6, 7].
Chapters 2-4 consider the first objective and discuss the inverse heat transfer algorithm
implemented for this study neglecting surface recession. Chapter 5 introduces some back-
ground on the physical modeling of surface ablation and discusses the impact on environ-
ment reconstruction. Chapter 6 presents a proposed algorithm for addressing ablation in
reconstructions and demonstrates its performance in numerical examples. The MEDLI data
is addressed in Chapter 7 before a summary and conclusions are presented in Chapter 8.
72. RECONSTRUCTION BACKGROUND
2.1 Problem Definition
In an inverse heat conduction problem, the objective is to estimate the boundary condi-
tions given temporally and spatially discrete solutions interior to the domain of a standard
























= h(t)[T (L, t)− T∞] (2.3)
T (x, 0) = f(x) (2.4)
T (xi, tj) = yij + ij (2.5)
Find:
q(t) and h(t) for t > 0 (2.6)
where coefficients C, k, L, and T∞ are assumed known, as are the measurement locations
xj , times ti, and values yij (to some limited accuracy because of unknown ij), and the
initial condition f(x) is assumed known. Note that different boundary conditions than
specified above can be used; these are included as common examples. By contrast, for a
direct problem, q(t) and h(t) are known, and T (x, t) is determined. Alternatively, Ozisik
and Orlande [10] describe the problem as such:
8In the direct problem the causes (heat flux) are given, the effect (temperature)
is determined; whereas in the inverse problem the effect is given, the cause (or
causes) is determined.
The problem is an ill-posed problem, meaning that solutions are not guaranteed to be
unique and that the solution does not always vary smoothly with small perturbations on
the inputs. Frequently, optimization methods are used to obtain the desired boundary con-
dition values. Given sufficiently accurate measurements and sufficient knowledge of the
material thermal properties, very accurate estimates (sometimes termed reconstructions)
of the boundary conditions can be obtained. However, the problem’s ill-posedness means
that the reconstruction will be very sensitive to measurement or modeling errors, and slight
measurement noise could render an algorithm unstable. Any algorithm proposed to solve
the IHCP must address the manner in which smoothing is applied to handle this tendency.
A class of problems similar to the IHCP are problems involving measured surface tem-
peratures, such as those often employed in aerothermal ground testing. These problems
have measurements on the domain boundary and therefore do not strictly fit the definition
above. In many cases these problems can be well posed and solved by straightforward tech-
niques such as the Cook-Felderman [11,12] method. However, limitations on measurement
spatial and temporal resolution lead to an incompletely-defined or noisy boundary condi-
tion, which can introduce many problems similar to those introduced by the IHCP. Often,
these problems can be solved with IHCP algorithms and so they frequently get lumped into
the same class of problem.
Depending on the problem of interest, the unknown boundary conditions can take sev-
eral forms. They can be temporally varying, spatially varying, or both. In most cases in the
literature, IHCP algorithms tend to focus on problems for which the boundary conditions
are temporally varying, sometimes defined as function estimation problems. If the bound-
ary conditions are fixed in time and only vary in space (or are just simply constant) the
problem is generally classified as a parameter estimation problem. The gulf between func-
tion and parameter estimation techniques is not very large, but IHCP algorithms are often
built to explicitly address issues introduced by temporally varying boundary conditions.
9A large number of approaches have been proposed to solve the IHCP. A fairly common
and well characterized approach is to discretize the boundary condition (BC) in the time
domain and compute BC values that minimize the least-squares difference of the measured
and computed temperatures,
Minimize
q (Y− T(q))T (Y− T(q)) (2.7)
where Y is a vector of temperature measurements and T(q) is a vector of computed tem-
peratures given the vector of boundary condition values q. Frequently, the derivative of
Equation 2.7 is taken with respect to the boundary condition values and set equal to zero to
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which are known as sensitivity coefficients. As is shown in Section 2.3, the sensitivity co-
efficients drive IHCP algorithms, and depending on how they behave for certain problems,
the ideal IHCP approach may change.
2.2 Common Algorithm Classifications
A review of the literature reveals many different algorithms and approaches that have
been proposed for solving the IHCP. There are many different ways that these algorithms
can be categorized to help identify which ones may work for a given problem. A brief
overview of several methods of categorization is described.
The first, and perhaps easiest categorization metric describes the nature of the underly-
ing direct problem. The spatial dimensions of the system (1-D, 2-D, or 3-D) can influence
the choice of algorithm, particularly from a cost perspective. More selective for IHCP
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algorithms, however, is whether the problem is linear or non-linear. If the sensitivity coef-
ficients depend on any values in the the boundary condition vector, or if any of the boundary
condition functions are affected by multiple elements of the boundary condition vector, the
IHCP is non-linear. Temperature-dependent thermal properties introduce non-linearity, as
do convective boundary conditions (through the dependence on surface temperature). So-
lutions to linear IHCPs are considerably faster and generally do not require iterations as
non-linear IHCPs do.
There can be one or multiple boundary conditions to a given system at a given time that
influence the sensor response (e.g. different heating levels to different parts of the domain).
Given that many IHCP algorithms can handle spatially multiple dimensional systems with
one or several unknown boundary conditions, the term multi-dimensional inverse can be
ambiguous. In this work, the term multi-component is used to describe problems with
multiple time-varying boundary conditions.
Another key categorization metric that strongly influences IHCP algorithms is the time
in which a solution is required. Many applications require the solution of the IHCP in a
control system feedback loop and need to obtain a solution as quickly as possible, whereas
other applications are not as time-critical and can instead focus on accuracy in a detailed
reconstruction. Algorithms for real-time applications, such as the future time filter coeffi-
cient method [13,14], neural network algorithms [15], Kalman-filter methods [16], and the
calibration integral method [17,18], must attempt to infer the boundary conditions without
use of extensive ‘future time’ data (temperature data at times after the time interval for
which the boundary condition is being estimated) as this introduces a lag in time before the
solution can be evaluated and used. This puts significant constraints on the physical system
being analyzed as instrumentation locations become of critical importance [19]. Real-time
applications often require assuming linear system response, although some methods such
as the calibration integral method can handle non-linear problems by spending time upfront
on detailed calibration efforts to achieve more accurate results in near-real-time. For post-
test analysis applications, more leniency in instrumentation responsiveness and non-linear
systems can be tolerated as all of the data is available to work with and time-to-solution is
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generally not as important as solution accuracy. This work will focus on post-test analysis
applications.
It was touched on earlier that the unknowns could be fixed or varying in time, with
function specification problems handling time-varying unknowns and parameter estima-
tion addressing time-invariant unknowns. An alternative interpretation of these terms in
the literature [10] is that if the functional form of a boundary condition is known, then
the problem is a parameter estimation problem for the function coefficients; otherwise it
is a function estimation problem. This is a helpful interpretation, however as shown later,
the introduction of spatial variation can confuse this interpretation, as time-varying coef-
ficients of a functional form describing the boundary condition spatial distribution can be
addressed. Furthermore, in the strictest sense, all IHCP algorithms make some form of
assumption of the temporal functional form of the boundary condition, whether it is piece-
wise constant, piecewise linear, or some other functional (e.g.: polynomial or spline) with
coefficients for these functionals forming the IHCP solutions.
One of the most quoted categorization metrics in the literature concerns how the tem-
porally discretized values of the unknown boundary condition are evaluated. In sequential
algorithms, they are estimated one at a time, in order, from the earliest time to the latest.
By contrast, whole domain algorithms simultaneously estimate all of the values in one step.
Each method has strengths and weaknesses. Sequential algorithms can be computationally
more efficient for non-linear problems as less time is spent computing temperature esti-
mates and sensitivity coefficients at times where the initial guess is poor. On the other
hand, whole domain algorithms perform much better when measured temperatures take a
substantial amount of time to respond to changes in the boundary condition. Neither is uni-
versally better than the other; the optimal choice comes down to the sensitivity coefficients
of the specific problem. Some examples of sequential algorithms are the future time family
of algorithms from Beck et al. [14] (which range from the Stoltz algorithm to the sequential
function specification algorithm), and some examples of whole domain algorithms are the
Gauss-Newton method [6] and conjugate-gradient methods (with and without the adjoint
equation) [10,20]. Perhaps a bit tangent but still related to this metric, space marching tech-
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niques [21, 22] swap a spatial dimension for time and compute temperatures sequentially
in space from the sensor location to the boundary.
Because of the ill-posed nature of the IHCP and the inevitable presence of measurement
noise (ij in Equation 2.5), all practical IHCP algorithms require some form of smoothing,
regularization, allowed bias, or other treatment of the solution sensitivity to data noise. One
method that Beck’s future time algorithms rely on is to integrate a BC interval over several
measurements to average out noise. Probably the most common method of smoothing is
Tikhonov regularization [9, 10, 14], where a penalty function is added to the minimization
objective function (Equation 2.7) that penalizes when elements of the solution vector q
vary in certain undesirable ways. For instance, adding the term αHq to Equation 2.7 (with
α being the regularization parameter, and H being the regularization matrix) can bias the
predicted temperatures when elements of q become unreasonably large or if they vary too
rapidly, depending on the choice of H. These are both examples of a regularization op-
erator. An alternative approach is to regularize the data, as is done in the mollification
method [22]. Alternatively, the iterative regularization principle of the conjugate-gradient-
based methods does not bias the solution, however it uses an intricate iteration stopping
criteria [10] to establish when the solution is close enough to the data that the gross char-
acter of the data is matched, but the noise is not.
Since sensitivity coefficients are often needed for IHCP algorithms, the manner in
which these are computed can be a discriminator between different methods. Sometimes
analytic formulations are available for simple linear problems, but more frequently they
must be computed by finite differences or specially formulated sensitivity equations. The
adjoint equation used in some conjugate-gradient based methods is an example of a sen-
sitivity equation, but sensitivity equations can be defined even for regular non-linear heat
conduction problems [23].
For completeness, it should be noted that the IHCP as it has been described so far
(with the unknowns being boundary conditions that vary in time) is itself only a subset of
related problems that have been investigated as inverse heat conduction problems. Many
early efforts to define algorithms for the IHCP were directed at solving for an unknown
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initial condition. Other problems that are often identified as IHCP problems attempt to
estimate unknown source terms or varying geometry (a problem frequently addressed for
solidification and material processing applications).
2.3 Sensitivity Coefficients
As stated in Section 2.1, IHCP algorithms are generally built on a least-squares opti-
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As this is a minimization problem, the objective function will be minimized at a stationary











are called the sensitivity coefficients and are often arranged into matrix form
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Physically, these represent the sensitivity of each temperature in the vector T to each model
parameter or boundary condition value in the vector q that is sought in the IHCP solution.
As most IHCP algorithms are fundamentally optimization algorithms, they often account
for the physics of the problem through standard routines for evaluating T(q) and ∂T
∂qT . Eval-
uation of T is necessary for objective function evaluation, but the sensitivity coefficients are
what really drive the updated estimates of the unknown parameters. As such, a close study
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of the sensitivity coefficients can provide invaluable insight to how a particular IHCP algo-
rithm will perform for a given problem.
With careful accounting of ordering (described in Section 3.2), temperatures at several
distinct spatial locations xj at multiple distinct times ti can be included in the sensitivity
coefficient matrix, with each time and location combination providing a row of the ma-
trix. Likewise, the unknowns vector can contain elements that apply at multiple distinct
locations (or represent different physical values) xn at multiple distinct times tm, with each
combination providing a column of the matrix. There is no requirement that the time di-
visions of the temperatures match that of the times in the unknowns vector. Therefore,
assuming J measurement locations sampled at I times for a problem described by N dis-
tinct boundary conditions each defined on M time intervals, the total size of the sensitivity
coefficient matrix is (JI)× (NM).
Generalization of the sensitivity coefficient matrix can be difficult without putting con-
straints on it according to the problem of interest, but one general statement that can be
made is that an IHCP is linear if: 1) the elements of the sensitivity coefficient matrix are
independent of the unknowns vector, and 2) the boundary condition values at any given
time are only dependent on a single element in the unknowns vector. In this instance, given
a uniform initial temperature T0, any temperature element in the T vector can be evaluated
as










for any given estimate of q. As in most cases, linear problems are much easier to solve,
and many algorithms for non-linear IHCP problems linearize about a specific q inside an
iteration loop to advance the solution.
However, to build intuition necessary for IHCP analysis, it is beneficial to simplify the
problem. In the remainder of this section, we will limit ourselves to a transient, 1-D, semi-
infinite solid heat conduction problem with temperatures evaluated at a single location at
times consistent with the unknown values. The unknown values are a piecewise-constant
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representation of a time-varying heat flux on the exposed boundary. In this case, the sen-
sitivity coefficient matrix becomes a square lower-triangular matrix as the parabolic nature
of the heat equation suggests that temperatures are unaffected at time ti by a boundary
condition applied at a later time tm (i.e. ∂Ti∂qm = 0 if ti < tm).
If we assume constant thermal properties and a constant heat flux boundary condition,
the exact solution [24] of the posed problem is






















with α the thermal diffusivity (α = k/ρCp, with k the thermal conductivity, ρ the density,
and Cp the specific heat), T0 the initial uniform temperature, and q˙′′o the applied heat flux.
Because the heat equation with constant properties is a linear differential equation, the
principle of superposition can be used to construct the solution corresponding to a transient
piecewise-constant heat flux boundary condition. The building block solution used is the
solution to a unit step heat flux
q(t) =
0, t < 01, t > 0 (2.14)
given by
φ(x, t) =
















, t > 0
(2.15)
where φ(x, 0) is defined to be 0 and T0 is treated as a separate solution. Note that dif-
ferentiation of Equation 2.13 with respect to q′′o yields φ(x, t). Because of this, φ(x, t) is
sometimes referred to as the step sensitivity coefficient.
The transient heat flux boundary condition function is approximated by a piecewise-
constant function with interval boundaries defined by times 0, λ1, λ2, ..., λM . The boundary
flux values are denoted by qm = q(λm−1/2), where q(λm−1/2) indicates the flux value
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between times of λm−1 and λm. With this definition, the contribution to the temperature of




φ(x, ti − λm−1)− φ(x, ti − λm), i ≥ m0, i < m (2.16)
Equation 2.16 is known as the pulse sensitivity coefficient, though the word ‘pulse’ is often
omitted in discussion. Given the linearity of the problem, the temperature at time ti can be
evaluated as







This is consistent with the approximate numerical solution using the Duhamel method pre-
sented by Beck et al. [14]
Consider the case of a temperature 2 mm below the surface of a material with constant
properties (ρ = 280 kg/m3, k = 0.5 W/mK, and Cp = 1860 J/kgK) shown in Figure 2.1. The
heat flux profile for this case is shown in Figure 2.1(a) with the piecewise-constant flux
intervals taken to be 1 s long. The sensitivity coefficients evaluated with Equation 2.16
are shown in Figure 2.1(b). The temperature evaluated by Equation 2.17 is shown in Fig-
ure 2.1(c) with the contributions from each flux interval index m indicated with different
colored regions and T0 = 0 K. Note that all three plots in Figure 2.1 are color-consistent,
with each color representing an index m in Equation 2.17. For example, the first green
curve represents m = 3: the heat flux interval active from t = 2 s to 3 s, the corresponding
sensitivity coefficient which appears shortly after t = 2 s, and the corresponding tempera-
ture contribution, the lowest of the green bands.
Two observations can be made regarding the results of this example case. First of
all, note that because this is a constant-property system, each of the sensitivity coefficient
curves shown in Figure 2.1(b) is identical except for a time shift (this is not generally the
case for non-linear problems). Indeed, as suggested by Equation 2.16, each coefficient is a
function of the time difference between the current time ti and the time that the respective
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heat flux interval began λm−1. This time difference is termed the development time of the
sensitivity coefficient. As is shown later, the development time required for the sensitivity
coefficient to grow to substantial values is a strong function of the physical system and
can have considerable impact on the performance of IHCP algorithms. For this case, the
coefficients develop to a peak in approximately 2.5 s, and decay slowly from there.
Secondly, Figure 2.1(c) breaks out the individual components of the summation in
Equation 2.17 in this manner to show how long it can take for a particular flux interval
to affect the overall temperature response relative to the contributions from all other flux
intervals. The thickness of the bar at a particular time is the product of the developed sensi-
tivity coefficient and the corresponding flux magnitude (in this regard, the width of the band
is consistent with the scaled sensitivity coefficient). A careful study of this plot shows that
for this case, it takes a short time for a particular intervals contribution to become visible,
and the contribution can linger for a considerable time since the sensitivity coefficients do
not decay rapidly, especially when the corresponding flux value is large.
The significance of both of these points can be seen in Figure 2.2. In this case, the same
thermal properties are assumed, however temperatures at two different depths, 1 mm and
5 mm, are considered. Both cases are exposed to the square-wave heating profile shown
in Figure 2.2(a). Very different character is observed in the sensitivity coefficients (1 mm
in Figure 2.2(b) and 5 mm in Figure 2.2(c)), as the shallow location develops and decays
rapidly, but the deep location develops much more slowly and does not significantly decay
in the overall time domain. The impact this has on the temperature response is shown in
Figure 2.2(d) for the shallow case and Figure 2.2(e) for the deep case. In the shallow case,
the contribution from early components is seen to grow and decay rapidly, and when the
step increase in heating arrives, the blue component (the first with elevated heating) leads
the charge. In fact, the coefficients decay so rapidly that the total temperature response
is shown to decrease at the end of the square wave without the flux going negative. By
contrast, the deep case shows that it takes considerable time to even see the effect of the
components with increased heating, and nearly all of the intervals are still contributing
significantly to the total response at the end of the time domain.
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(a) Heat flux profile
(b) Pulse sensitivity coefficients
(c) Temperature Response
Figure 2.1. Duhamel solution for example case with x = 2 mm, ρ = 280 kg/m3, k =
0.5 W/mK, and Cp = 1860 J/kgK.
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The practical implication of the differences between to two responses in Figure 2.2 to
an IHCP is now considered. For a measurement at a given time (say t = 8 s), how strongly
is the measurement (the total temperature response) affected by each of the unknown heat
flux components being sought? In the case of the shallow measurement, nearly half of the
temperature response at t = 8 s is provided by the two intervals that immediately precede
the measurement. For the deep measurement at t = 8 s, the two preceding intervals have
only just become visible. An inverse algorithm trying to piece together the magnitude
of these two heat flux components will have plenty of ‘information’ on the intervals of
interest by looking at measurements near 8 s in the shallow case. However, for the deep
case, it will need to use lots of measurements after 8 s to gather sufficient information, and
it will have to try and untangle that information from the information on neighboring flux
intervals. Furthermore, the sharp reduction in magnitude of the sensitivity coefficients as
the measurement moves deeper means that any measurement noise (presumably at some
fixed level of units K) will wipe out considerably more usable information in the deeper
case than in the shallow case.
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(a) Heat flux profile
(b) Pulse sensitivity coefficients, shallow (c) Pulse sensitivity coefficients, deep
(d) Temperature Response, shallow (e) Temperature Response, deep
Figure 2.2. Duhamel solution for example case with two TC depths (x = 1 mm and x =
5 mm) exposed to the same heating profile to illustrate how different sensitivity coefficients
will affect the thermal response.
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2.4 Motivation for New Algorithm
As was indicated in Section 2.2, one common and significant discriminator between
IHCP algorithms is the sequential vs. whole-domain approach to determining the unknown
boundary condition values. The choice of approach primarily influences how the sensitivity
coefficients are calculated and used. A whole domain algorithm computes the full sensi-
tivity coefficient matrix and solves a system of equations similar to Equation 2.17 (one
equation for each measurement) simultaneously for every unknown value. A sequential
algorithm, however, will only compute the step sensitivity coefficient for the component
being evaluated (only for a short development time known as the future time window) and
solve for the temperatures (using Equation 2.17) that appear in this future time window.
From a cost perspective, sequential methods are considerably more desirable than whole
domain methods. Recall that the sensitivity coefficient matrix will have dimensions of num-
ber of measurements by number of unknowns. If the problem is linear and exact solutions
are available (like the example in the previous section), this may not be much of a problem.
However, for many realistic problems, a finite-difference approximation to the sensitiv-
ity coefficients is used in the inverse algorithm which can become costly if the numerical
model for the system is expensive. As an example (described in more depth in Seciton 3.4),
a sequential reconstruction of the MSL dataset presented by Mahzari et al. [6] would re-
quire the ablator material response model integrating 1.95 · 103 s of thermal response to
complete the reconstruction. By contrast, the whole domain reconstruction presented by
Mahzari et al. required the integration of 1.08 · 106 s of thermal response, nearly three or-
ders of magnitude more effort! With this sort of difference in cost, there must be a good
reason to use a whole domain algorithm, and indeed there is a very good reason.
Conventional sequential algorithms make two key assumptions: 1) that the boundary
condition values through the future time window follow an assumed pattern that is reduced
to one unknown (typically the value is constant through the whole window), and 2) that
there is a discernible amount of ‘information’ in the measurement due to the unknown BC
(relative to measurement error) for the measurements in the future time window. With these
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assumptions, the effect of the unknown BC can be identified and the value calculated. If
the future time window is too short, assumption 2 breaks down and the algorithm becomes
unstable and driven by measurement error. As such, the future time window must be cho-
sen for each problem to ensure assumption 2 is valid. Recalling the example in Figure 2.2,
if the sensitivity coefficients develop rapidly, the BCs will contribute significantly to mea-
surements near the BC interval, but if they develop slowly, that may not be the case. If the
coefficients develop too slowly, a long future time window is required and the first assump-
tion begins to break down, yielding poor results that appear overly ‘smoothed.’ In this case,
a whole domain algorithm performs much better since measurements can contribute their
information to all of the BC values as they are all solved simultaneously.
The conditions used in the examples of Figures 2.1 and 2.2 are not completely arbitrary;
they are approximations of the TACOT [25] material model, which is representative of a
low density charring ablator similar to what is used on MSL and Orion. As such, the range
of development times for sensitivity coefficients illustrated in these figures is representative
of that which would be seen in flight. An effect of surface recession is that the measurement
depth gets closer to the surface as the surface ablates, so to ensure survival, thermocouples
(TCs) are typically embedded at a depth greater than 2 mm. This required depth forces se-
quential algorithms to use a long future time window as sensitivity coefficients can develop
slowly. The computational cost of solving the additional equations necessary in ablation
simulations is non-negligible and properties are highly non-linear, so the reduced simula-
tion time of a sequential algorithm is strongly desirable. Additionally, ablation simulations
are only modestly robust (it is very easy to go out of bounds in one of many required tables
of input properties), so wild excursions of boundary conditions that could be seen in a non-
linear iteration of a whole domain algorithm can lead a reconstruction to fail. Finally, finite
difference approximations to the sensitivity coefficients can become poor at times far from
the perturbation due to accumulation of numerical error if highly stringent convergence
tolerances are not imposed on the ablation simulation (generally well in excess of what is
required for conventional ablation analysis). An algorithm that is predominantly sequential
but draws from the whole domain algorithm to permit longer sensitivity coefficient devel-
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opment time would be quite useful for reconstruction of heating environments on ablative
materials.
Another situation that can arise in a practical flight experiment is a large, localized
change in relevant timescales of the heating profile. An example of this would be a rapid
spike in heating caused by a steering jet firing in an otherwise slowly changing heating
profile. In this case, the sensitivity coefficients of a near-surface TC could develop rapidly
enough compared to the rate change of the overall heating that a sequential algorithm would
be quite satisfactory, but so slowly compared to the change in heating during the jet firing
that a whole domain method would be required to characterize the jet heating augmentation.
An algorithm that could seamlessly switch from a predominantly sequential algorithm to a
predominantly whole domain algorithm in a local region would have considerable practical
application.
Finally, both flight and wind tunnel applications could benefit from an inverse capability
that will permit the reconstruction of heating environments on models too small, made of
materials too conductive, or tested in facilities with run times long enough that lateral
conduction errors prevent the use of conventional 1-D reconstruction methods like Cook-
Felderman. In this case, the computational cost of a multi-dimensional simulation could
make a pure whole domain reconstruction infeasible. However, if the traits of a sequential
algorithm could be obtained with an algorithm that allows sensitivity coefficients to develop
enough to account for lateral conduction, there is potential that existing test facilities could
be used to obtain useful measurements on a wider range of model geometries than currently
possible.
In the present work, a hybrid sequential/whole domain algorithm, named the Sequen-
tial Subdomain (SSD) algorithm, is proposed that permits the solution of multiple unknown
boundary condition intervals on an otherwise sequential future time window. It is defined
in such a way that allows the analyst to tailor the algorithm to the sensitivity coefficients
of the physical system. Depending on the values of a few parameters, Beck’s Future Time
algorithm or a whole-domain Gauss-Newton method can be obtained. In the hybrid mode,
it allows sequential specification of the unknown boundary condition values, allowing re-
24
duced computational effort than the pure whole domain approach without having to accept
the excessive smoothing introduced for slowly responding sensors in the sequential func-
tion specification algorithm.
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3. RECONSTRUCTION ALGORITHM FORMULATION
3.1 Derivation
The algorithm implemented here is based on the trial function specification algorithm
of Beck et al. [14]. It is a least-squares optimization of the modeled temperature to the
measured temperatures with a Tikhonov regularization term for stability. The function to
be minimized is given by
S = (Y− T)T Ψ−1 (Y− T) + αh [Hh (q− q˜)]T W [Hh (q− q˜)] (3.1)
where Y is the vector of temperature measurements (the reconstruction target), T is the
temperature resulting from the numerical model of the system, Ψ−1 is a covariance matrix
describing Y, αh is the hth-order regularization parameter, Hh the hth-order regularization
matrix, W is the regularization weighting matrix, and q is the vector of boundary condition
values. The term q˜ is a vector of expected boundary condition values that can be used to
fine-tune regularization, if desired. It is assumed to have the form q˜ = Bq + q˜f with B and
q˜f specified by the user. Note that an arbitrary number of regularization terms of this form
can be applied as desired, but only one is shown here to simplify the presentation. The spe-
cific structure of all of these matrices is described in Section 3.2. Depending on how they
are defined, sequential function specification or whole domain solutions (or combinations
in between those limits) can be obtained.
We seek to minimize the objective function S, so we take the derivative of Equation 3.1
with respect to each of the boundary condition values
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is the sensitivity coefficient matrix evaluated around the current solution vector q∗ whereK
indexes the total number of measurements and L indexes the total number of unknowns1.
Computation of the objective function requires temperatures corresponding to the new flux
vector, so a Taylor series expansion about the current solution yields
T = T∗ + X∆q (3.4)
where T∗ is the temperature evaluated with the solution vector q∗, and ∆q = (q− q∗) is
the update to the estimated solution vector. Setting the objective function derivative (Equa-
tion 3.2) to zero, substituting in the Taylor series expansion (Equation 3.4), and rearranging
yields the system
L∆q = R (3.5)
where
L =XTΨ−1X + αh [Hh (I− B)]T W [Hh (I− B)] (3.6)
R =XTΨ−1 (Y− T∗)− αh [Hh (I− B)]T WHh
(
(I− B) q∗ − q˜f
)
(3.7)
The term containing q∗ does not appear in the derivation of Beck et al. [14] as their deriva-
tion makes the assumption that q∗ = 0 when evaluating T∗ (implicitly assuming that itera-
tion is not required). For non-linear problems, this term is necessary for the regularization
1Recall that temperatures are measured at locations xj and times ti so K = JI . Unknowns are defined at xn
distinct locations and at times tm, so L = NM . However, as described in the next section, K and L can be
smaller if only a subset of the unknowns are evaluated.
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to appropriately smooth the solution q if T∗ and X are evaluated using non-zero values of
q∗. If this term is omitted, the regularization smooths the update ∆q. Introducing the Tay-
lor series approximation (Equation 3.4) linearizes the problem about q∗, so iteration will
likely be required to converge the solution q if the problem is non-linear.
3.2 Matrix Definition
It is common in the literature to assume that boundary condition values are estimated
on a uniform time scale that is consistent with measurement times. This is notationally
convenient; however, it can cause difficulties in practical applications. As is shown in
Section 3.4, the cost of a reconstruction scales with the number of unknowns estimated, so
it may be desirable to reconstruct at a lower frequency than data is available. Additionally,
reconstructing boundary conditions on a different time scale could also be motivated by
missing or otherwise compromised data, changes in data rate near an expected transient
event, or a mismatch in measurement times of data supplied by multiple sensors. In an
attempt to make this as general and flexible as possible, the algorithm has been defined to
allow measurement and boundary condition estimation times to be completely flexible, and
it is up to the user to specify a reasonable problem for which a solution exists. This choice
will make the notation more complex.
The algorithm presented in this work permits sequential evaluation of the terms in q.
Each of the sequential evaluation steps is referred to as a local solution. A local solution
will solve the non-linear system of Section 3.1 for a subset of the q vector on an appropri-
ate subdomain. Introduction of the local solution and keeping the global and local index
systems distinct further complicates the notation. Furthermore, an arbitrary number of sen-
sors can be providing data and multiple distinct unknown boundary conditions could be
estimated at a given time, further complicating the notation.
Given the complexity of this system, the notation is explained in detail. Figure 3.1
presents an illustration of how time is indexed in this definition using two timelines. The
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Figure 3.1. Summary of nomenclature describing the time-scales of the reconstruction.
The top timeline represents the global problem, and the bottom line represents the timeline
for a local solution starting with the global BC interval m = 4.
the nomenclature for a specific local solution. The top row of each timeline denotes the
measurement times for which target data is provided to the algorithm, with the letter i
identifying the global index and r identifying the local index. Note that the spacing between
these times are not uniform, but the times in the local solution are a subset of the global
measurement times. The bottom row of each line denotes the time intervals for which
boundary condition (BC) values are to be estimated, with the letter m indexing the global
set and f indexing the local set. There is no requirement that these intervals be regularly
spaced, and the BCs defined in each interval are assumed to be constant through the interval
(the estimated function is assumed to be piecewise-constant). The max measurement time
in the global problem is denoted by I , the max measurement time index in a particular
local solution is R, the max BC interval index in the global problem is M , and the max BC
interval index in a particular local solution is F . Note that for different local solutions in the
same global problem, R and F may change based on the length of the future time window
(the length of the local solution) and the defined global measurement and BC intervals.
Beyond the times described in Figure 3.1, there may be input from multiple sensors at
each measurement time (for instance, if there are several TCs in the system), and there may
be multiple distinct BC values estimated on each interval. Multiple measurement locations
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are indexed using the letter j (max J) in the matrix definitions, and multiple BCs on each
interval are indexed with the letter n (max N ). In the present derivation, it is possible to
have only a subset of sensors providing data for a specific measurement time by using a
special blanking matrix (whereby contributions from ‘missing’ data are ignored). However,
at this time, it is not possible to define separate intervals for each of the distinct BCs; all
distinct BCs are estimated on every BC interval. Given this, there will always be (N × F )
BC values estimated in each local solution, and this dimension is given a special symbol
P . A summary of the index system described is presented in Table 3.1.
Table 3.1. Summary of indices used in matrix definitions
Global Solution Indices:
j TC number (max J)
i Global measurement times (max I)
m Global boundary condition time intervals (max M )
n Distinct boundary conditions (max N )
Local Solution Indices:
r Measurement times in current local solution (max R)
f Boundary condition time intervals in current local solution (max F )
k Boundary condition values in current local solution (max P = FN )
All of the matrices presented herein are built for a specific local solution with i referring
to the first global measurement time in a local solution and m the first global BC interval
in the local solution domain.
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The vectors that represent temperature (either the target data Y or modeled temperatures






















If any data is unavailable from either Y (due to missing measurement) or T (possible due
to surface recession in ablation problems), those elements in Y and the corresponding el-
ements in the T matrix are both set to zero to prevent that time point from contributing to
the objective function (Equation 3.1).
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q(m+ F − 1)

F blocks
(P = FN elements)
1
(3.10)


























a11(r) a12(r) . . . a1F (r)
a21(r) a22(r) . . . a2F (r)
...
... . . .
...
aJ1(r) aJ2(r) . . . aJF (r)

F blocks (P = FN columns)
J
(3.13)
and each term in a˜(r) is of the form
ajf (r) =
[









Note that in Equation 3.15, tf refers to the BC time interval f and not a specific time.
The regularization matrix Hh governs how the algorithm attempts to provide stability by
smoothing the solution. Tikhonov regularization is a penalty function, where the penalized
condition is defined by Hh. One common regularization method is to penalize based on




i , which is often referred to as 0
th-order
regularization. Alternatively, 1st-order regularization penalizes based on the difference of
one solution value compared to the next, α1
∑F−1
i=1 (qi+1−qi)2. For 0th-order regularization,
the definition of H0 is straightforward. However, for higher-order regularization where
multiple solution terms are included, the structure of Hh will be different if the smoothing
is applied to multiple BCs in space, multiple BC values in time, or both.
In a departure from the method described in Beck et al. [14], temporal and spatial
regularization are handled in separate regularization terms, each with their own H (with
dimensions P ×P ) and α. Spatial regularization is highly problem dependent and requires
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the user to input a matrix hx of dimensions N × N that provides the desired mapping
between uncertain components. The overall spatial regularization matrix is then given by
organizing F copies of hx in block diagonal form
Hx = diag
[




Temporal regularization is a bit more straightforward given the known temporal connec-
tivity of the solutions. 0th-order temporal regularization is obtained by setting H0,t = IP .
1st-order regularization is obtained by defining the temporal regularization matrix as the
block (F × F ) matrix of the form:
H1,t =

−IN IN 0 0 . . . 0
0 −IN IN 0 . . . 0
...
... . . . . . . . . .
...
0 . . . 0 0 −IN IN




Selection of the value for the regularization parameter αh is a common topic in the
literature. A too-small value of αh will not provide the desired smoothing effect, but a too-
large value will overly smooth the solution and introduce too much bias in the reconstructed
temperature vector. As pointed out by Mahzari et al. [6], the value of αh will depend on
the magnitude of the unknowns (in their case, small values of the heat transfer coefficient
in their reconstructions required regularization parameters that were orders of magnitude
greater than those needed for heat flux reconstructions in the literature). Many authors re-
sort to a trial-and-error method for defining appropriate values for αh. The “discrepancy
principle” described by Woodbury [9] captures a commonly stated notion that αh should be
chosen as the minimum value that will yield an average difference between measured and
modeled temperatures that is consistent with the expected accuracy of the measurements.
The cross-validation method [22, 26, 27] is a commonly cited method to quantitatively de-
fine an optimum value. In the present implementation, it was observed that the αh term
34
seemed to work the best when the two terms in Equation 3.6 contained elements of approx-
imately the same magnitude. To this end, the user may indicate that αh should be chosen
for every local solution iteration to be a constant input factor a h of the maximum element
of the squared sensitivity coefficient matrix
αh = a h ·
∥∥XTΨ−1X∥∥∞ . (3.18)
A degree of experimentation is still required as this metric does not fully take into consid-
eration how much noise is present in the data to be fit (especially if Ψ−1 is neglected, as
is often done in practice). However, a value of a h = 1 generally provides a good starting
point considering the thermal properties of the system and the magnitude of the solution
vector.
The regularization weighting matrix W has taken on a novel form to permit ‘focusing’
the regularization for sequential subdomain solutions. For pure whole domain solutions,
shifting the emphasis of the regularization likely will not have any benefit. However for
certain sequential problems, it appears that it may be advantageous to suppress the regular-
ization at one end of the local solution time domain (different f indices) with the following:
W = diag
[


















where Wf is a user input factor. For pure whole domain solutions, Wf can be set to 0 to
obtain W = IP as desired. However, a positive value ofWf will result in less regularization
at later f , whereas a negative Wf will yield less regularization on earlier f . Complete
characterization of the behavior of this term is left to future work, so the parameter Wf is
taken herein to be 0.
The covariance matrix Ψ describes the nonsystematic errors in the measurements pro-
vided to the algorithm. While this matrix can be of considerable concern in parameter
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estimation and experiment design [28], the transient nature of the IHCP complicates the
computation of this matrix. When several “standard” assumptions are made of the mea-
surements, specifically that the measurement errors are uncorrelated, additive, normally





















where σY (t) is the standard deviation of measurement Y at time t. In this form, this matrix
effectively scales the difference between the measurements and numerical model in such
a way that the least-squares objective function contribution is reduced if the difference is
less than the measurement uncertainty, the least-squares contribution is increased if the
difference is larger than the measurement uncertainty. If off-diagonal elements of Ψ are
included, then additional contributions of 2Ψ−1kl (Yk − Tk)(Yl − Tl) for k 6= l are added to
the least-squares objective function to similarly weight contributions according to expected
correlated deviations of the measurements.
For the present work, Ψ−1 is taken to be the identity matrix. It is shown by Beck
et al. [14] that Ψ−1 cancels out under the “standard” measurement assumptions unless
regularization terms are present. If regularization is present, neglecting Ψ will simply
change the effective value of the regularization parameter. However, if the variance of
measurements are not equal in space or time, then including Ψ will result in modeled
errors at more precise measurements being weighted more heavily in the objective function
and potentially reduce the reconstruction bias at those measurements.
At the present time, very little has been done to characterize the behavior of the B




The algorithm presented here has a number of parameters, set by the user, which signif-
icantly alter the behavior of the algorithm and yield performance ranging from pure whole
domain Gauss-Newton to Beck’s Future Time algorithm.
• Length of the future time window. This determines the length of time covered in
a specific local solution. It affects how many measurements will inform this recon-
struction step, and what period of time over which sensitivity coefficients must be
calculated.
• Discretization of BC interval times. Determines how many boundary condition
values must be estimated and how many measurements will inform each boundary
condition interval. Note that having multiple measurements inside a boundary con-
dition interval implicitly adds stabilization to the algorithm in the same manner as
Beck’s future time algorithm.
• The number of considered BC intervals (parameter F ). If the user specifies F
to be lower than the number of intervals covered by the future time window, then it
will ignore the intervals f > F . The f = F interval is assumed to apply all the way
to the end of the future time window (equivalently, all intervals f > F are assumed
equal to F ). The step sensitivity coefficient is evaluated for interval F whereas pulse
sensitivity coefficients are calculated for f < F .
• The number of estimated BC intervals that are ‘retained’ after a local solution.
This algorithm allows the user to ‘retain’ a subset of the estimates calculated in a
given local solution. In this way, solutions earlier in the future time window, which
have sensitivity coefficients that have had time to develop, are retained as they are
likely more accurate, and estimates at later times go towards improving the initial
guess of those intervals.
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• Regularization parameters: α and Wf . If F > 1, these options control solution
stabilization beyond that implicitly included if multiple measurements are included
in the defined solution intervals.
All of these options can be varied for different local solutions in a global problem if it is
desirable for a particular reconstruction.
3.3.1 Beck’s Future Time Algorithm
The Future Time (FT) algorithm of Beck et al. [14] can be obtained by setting F = 1,
discretizing the boundary condition intervals to match the measurement times, and setting
the length of the future time window to the appropriate number of ‘future times’ in Beck’s
algorithm. Since F = 1, the heat flux is assumed constant through the future time window
(alternatively, the boundary condition intervals on the future time window are assumed
equal to the first). A couple steps of this algorithm are illustrated in timeline form in
Figure 3.2.
time
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q′1 q′2 q′3 q′4 q′5 q′6 q′7 q′8
Local Solution 3:
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Local Solution 4:




Figure 3.2. Timeline illustrating two local solutions of a Future Time reconstruction.
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q1 q2 q3 q4 q5 q6 q7 q8
8 measurements
8 unknowns
Figure 3.3. Timeline illustrating the local solution of a pure Whole Domain reconstruction.
3.3.2 Whole Domain Algorithm
On the other end of the spectrum, a pure Whole Domain (WD) algorithm solution can
be obtained by setting F = M to include all intervals, discretizing the boundary condition
intervals to match the measurement times, and setting the length of the future time window
to the whole problem domain. Regularization will need to be specified to stabilize the
solution, and all solution values must be retained. This is illustrated in timeline form in
Figure 3.3.
3.3.3 Sequential Subdomain Algorithm
An example illustrating the proposed hybrid algorithm, which we will refer to as the
Sequential Subdomain (SSD) algorithm, is obtained by setting F to a value in the range 1 <
F < M , setting the length of the future time window long enough to cover the F boundary
condition intervals, and setting the terms retained in each local solution to a desired value
(typically 1). In Figure 3.4, the values of q3 through q6 are estimated in Local Solution 2,
but only q3 and q4 are retained. The initial guess for q5 and q6 are updated based on the
results of Local Solution 2, but they are re-estimated in Local Solution 3. This algorithm
is proposed to address the concerns raised in Section 2.4. It was shown that the minimum
length of the future time window is a constraint imposed by the material properties, the
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4 unknowns
Figure 3.4. Timeline illustrating two local solutions of a Sequential Subdomain reconstruc-
tion with two retained terms.
measurement distance from the boundary, and the accuracy of the measurements. Given
that constraint, Figure 3.2 shows why the future time algorithm can perform poorly if BC
intervals necessary to capture the relevant behavior are short compared to the future time
window: the estimated flux is essentially going to be the ‘average’ of the true solution over
all solution intervals in the future time window. To get around this, the SSD algorithm
draws on the whole domain approach of evaluating pulse sensitivity coefficients to the
end of the future time window for all solution intervals in the future time window and
performs a simultaneous estimation of all of the boundary condition values touched. Since
the true ‘whole domain’ is not considered, the solution estimates at later times are not
necessarily very accurate due to the shorter development time allowed for their sensitivity
coefficients. As a result, these estimates are not retained for the final solution. They are,
however, retained as an improvement to the initial guess for those intervals. If the problem
is defined carefully, many problems using this approach will benefit from greatly improved
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reconstructions compared to the future time algorithm and greatly reduced computation
times compared to the whole domain algorithm.
The SSD algorithm appears similar in several aspects to Lamm’s modified local Tikhonov
regularization algorithm [29, 30]. Both methods utilize Tikhonov regularization on re-
stricted ‘local’ domains and allow the extent of these local domains to vary in size through-
out the overall problem domain. SSD seems to differ from Lamm’s algorithm in that SSD
considers only data at future times relative to the component being estimated (as opposed
to applying the Tikhonov regularization considering data on an interval centered on the
component being estimated), it estimates multiple components on the local domain, and it
performs the overall estimation on a single sequential pass through the time domain as op-
posed to iterating with multiple passes over the full domain. There is quite a bit of material
in the applied math community on problems of this nature, and more investigation of the
literature is necessary to establish the novelty of the proposed algorithm.
3.4 Computational Cost
This implementation provides considerable flexibility for reconstruction problems. How-
ever, each option has an impact on the overall computational effort required to complete the
reconstruction. Two metrics can be defined to compare the computational cost of different
modes: linear system cost, and sensitivity coefficient cost.
The linear system cost describes the computational effort required to solve Equation 3.5
once it has been defined. General dense matrix algorithms such as LU or QR decomposi-
tions can be used to solve such a system. Generic implementation of these methods usually
require orderO(n3) operations, though more efficient algorithms can provide some advan-
tage. This is a fairly straightforward and intuitive metric: increasing the number of total
unknowns rapidly increases the cost. For the algorithm modes described, all solve Equa-
tion 3.5 at the local solution level, so the linear system cost scales by the unknowns in
a local solution. For the Future Time (FT) algorithm the number of unknowns is N . At
the other end, the Whole Domain (WD) algorithm, the number of unknowns is NM . The
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number of unknowns in the SSD algorithm is NF . However, each algorithm will compute
a different number of local solutions, so the total cost will be higher.
The FT algorithm requires the solution of M local solutions; however, it generally does
not require any non-linear iteration, so the total linear system cost of the FT algorithm is
O(MN3). The WD algorithm, on the other hand, only requires a single local solution, but it
will most likely require iteration. If νWD iterations are assumed, the total linear system cost
for the WD algorithm isO(νWD(NM)3). The SSD algorithm will likely require some non-
linear iteration, though it is hoped that the sequential evaluation will reduce the number of
non-linear iterations relative to the WD algorithm, so νSSD < νWD iterations are assumed.
The number of local solutions needed in the SSD algorithm is M/Nret, where Nret is how
many solution intervals are retained from each local solution. With these assumptions, and
neglecting that the linear system will be smaller for local solutions containing the end of
the global problem, the linear system cost of the SSD algorithm is O(νSSD MNret (NF )3).
Despite the cubic scaling of the linear system cost, far more time will generally be
spent evaluating sensitivity coefficients, unless a problem is linear and special accounting
is made for that fact. In this work, sensitivity coefficients are assumed to be computed
by a finite-difference approximation, which means a number of direct material response
simulations must be computed. Depending on the specific problem, the material response
evaluation could be cheap (if, for instance, Equation 2.13 is used) or very expensive (if a
multi-dimensional finite-element model must be evaluated). To generalize the cost of the
methods, the sensitivity coefficient cost is measured by accumulated simulated time (AST).
This measures the total amount of material response time integrated over the course of the
reconstruction, both for sensitivity coefficient evaluation and temperature residual evalua-
tion. For example, evaluating a finite-difference sensitivity coefficient on a 5 s future time
window using central differences will require two evaluations of the 5 s domain (each re-
ferred to as a future time track) with perturbed boundary conditions, so 10 s is added to the
accumulated system time for every non-linear iteration. This metric is not a direct mea-
sure of wall-time required to compute a reconstruction as wall-time per unit of simulated
time will be problem specific. This metric also does not take into account differing par-
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allel efficiencies of different reconstruction approaches. However, it provides a means of
comparing to first-order the different costs of reconstruction algorithms.
The accumulated simulated time of any local solution is the number of required tracks
multiplied by the length of each track. In the present implementation, one track must
be evaluated in each local solution for residual evaluation (T∗ in Equation 3.7), and two
tracks for every unknown for sensitivity coefficient evaluation (one each for the positive
and negative perturbations). For a generic solution, this yields an AST of (1 + 2NF )tFT ,
where tFT is the length of the future time window. As with the linear system time, the cost





(1 + 2NF )tFT . (3.23)
For the FT algorithm, this simplifies to M(1 + 2N)tFT as ν, Nret, and F are all 1. For
the WD algorithm, it simplifies to νWD(1 + 2NM)tfull as only one local solution is used,
F = M , and tFT = tfull. Note that in this implementation, the WD algorithm does not
take advantage of the parabolic nature of the problem. A more optimal WD implementation
could evaluate sensitivity coefficients using tracks that start at the first time for which the
corresponding unknown can affect the solution. If a uniform discretization of the boundary
conditions is assumed, this could theoretically reduce the cost of sensitivity coefficient
evaluation by a factor of 2. The SSD algorithm AST takes the form of Equation 3.23 with
ν = νSSD. These costs are summarized in Table 3.2.
Table 3.2. Summary of cost metrics for different algorithm modes.
Algorithm Mode Linear System Cost Accumulated Simulated Time (AST)
Future Time O(MN3) M(1 + 2N)tFT
Whole Domain O(νWD(NM)3) νWD(1 + 2NM)tfull
Sequential Subdomain O(νSSD MNret (NF )3) νSSD MNret (1 + 2NF )tFT
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The formulae in Table 3.2 are not easily comparable due to the variable algorithm pa-
rameters. For some combinations of parameters, the SSD algorithm can provide significant
computational savings over a pure WD algorithm. However, with other combinations of
parameters, it is possible for the SSD to cost as much or more than a WD solution. For
the sake of example, assume a problem with N = Nret = 1 with uniform distribution
of boundary condition intervals such that tft ≈ tfullM/F . With this, the ratio of accumulated




νSSDF (1 + 2F )
νWD(1 + 2M)
. (3.24)
If νSSD < νWD and F 2 < M , the SSD can be expected to provide a computationally
cheaper result. However, if the local solution size (F ) is too large relative to the total
problem size (M ), the SSD reconstruction could rapidly become the most expensive.
If we consider a numerical example, Mahzari et al. [6] considered a time domain of
tfull = 130 s with a reconstruction frequency of 1 Hz (N = 1, and M = 130) and ν =
30 non-linear iterations for the MSL reconstruction2. This means that a whole domain
reconstruction requires 1.08 · 106 s of AST. If this were done with a sequential method with
a future time of tFT = 5 s, the AST would be 1.95 · 103 s–almost three orders of magnitude
less. The SSD algorithm in this instance, with F = 5 and the same number of non-linear
iterations, would have an AST of 2.2 · 105 s. However, if the future time window were 15 s
with a corresponding F = 15, the AST would jump to 1.81 · 106 s. While the accuracy
of an SSD reconstruction relative to a WD reconstruction must be taken into account, the
potential for cost savings with SSD is clear.
3.5 Implementation
The IHCP algorithm presented in this chapter has been implemented as the INHEAT
module in the CHAR code for general reconstruction activities. Furthermore, a stand-alone
2Reference [6] used 200 non-linear iterations for benchmark cases with poor initial conditions; however, per
private communication with the authors, only 30 non-linear iterations were used for reconstructions of flight
data.
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IHCP code has been developed for linear inverse problems to take advantage of some com-
putational efficiencies that are not available in the general case. This section will summarize
the capabilities of the specific implementations used in this work.
3.5.1 CHAR Description
CHAR is a 1-D/2-D/3-D material thermal response code that solves general heat transfer
problems on decomposing ablators as well as non-decomposing, non-ablating TPS mate-
rials. It uses a finite-element discretization with first- and second-order implicit time inte-
grators. The pyrolysis gas and solid energy governing equations are solved fully-coupled
and fully-implicit in serial or parallel. A rich and flexible suite of boundary conditions are
implemented, and rigorous verification using the method of manufactured solutions is used
to assure accurate implementation of the governing equations. It has been developed over
several years in the NASA Johnson Space Center Applied Aeroscience and CFD Branch to
improve methods of integrating products between the aerothermal environment and ther-
mal protection disciplines. It is implemented in the C++ programming language and is built
on the libMesh finite-element/adaptive mesh refinement library [31]. A more complete de-
scription can be found in Amar et al. [32, 33] and the CHAR modeling document [34].
3.5.2 INHEAT Capabilities
INHEAT has been developed and integrated with CHAR with the goal of maximizing
the user’s flexibility in specifying an inverse problem. Any time-varying boundary condi-
tion value that can be specified in a CHAR boundary condition file can be the unknown
parameter estimated in an inverse run. This includes values that serve as input to runtime-
evaluated expressions which themselves can be functions of time, space, ‘spatial’ BC in-
put files, and temperature/pressure/location values at ‘monitor points’ defined at fixed or
node-following locations. Any number of temperature targets can be specified and moving
targets are permitted (in order to make use of data provided by isotherm tracking sensors).
This places a fair bit of responsibility on the user to define a problem that can actually
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be solved. However, this is believed to be a small cost compared to the flexibility pro-
vided. It has also been implemented in such a way as to put as few restrictions on standard
CHAR capabilities as possible (adaptive mesh refinement is the key feature not permitted,
dynamically variable time-stepping is permitted).
As the cost of computing required sensitivity coefficients can be significant, INHEAT
has been implemented with a limited threading capability over and above CHAR’s own
ability to solve a direct problem on multiple processors using MPI. The majority of time
in an inverse solution is spent evaluating sensitivity coefficients. INHEAT has been im-
plemented to compute sensitivity coefficients using finite-difference approximations. As
previously noted, each direct simulation of the future time window with a perturbed BC
value is referred to as a future time track. Evaluation of the future time tracks needed
for sensitivity coefficient evaluation is an embarrassingly-parallel problem, so parallel ef-
ficiency is maximized by assigning minimum-sized ‘threads’ to solve the tracks in parallel
as opposed to all processors working on one track at a time (which maximizes parallel
communication inside the direct solver). The desired number of threads are specified, the
available processors are divided up between the threads, and future time tracks are divided
up between threads for evaluation. If a direct problem is too large to fit on a single pro-
cessor, the threads may themselves use multiple CPUs managed by CHAR. At this time,
INHEAT is not capable of dynamically adjusting the number of threads to optimally fit the
specified problem. Since the future time window will generally be evaluated many times
in a given local solution, CHAR has been given the ability to internally save the state of
the numerical system at the beginning of the future time track, and return to this previously
saved state once temperatures computed in a specific future time track have been retrieved.
This internal restart capability saves a considerable amount of effort since the solution time
prior to the start of the future time window does not need to be recomputed. It should
be noted that solving sensitivity coefficients using dedicated sensitivity equations could be
more computationally efficient, however this greatly complicates the addition of physical
models. CHAR has been developed with the intention that physical models can be quickly
added, so finite-difference sensitivity coefficients maintains this development paradigm.
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INHEAT has been used for several recent flight and ground test data reconstruction
activities and has a small user base that has assisted with identifying bugs and providing
advice on desirable input options and capabilities. It is now a standard component included
with the CHAR distribution.
3.5.3 Linear IHCP Solver
For a subset of IHCP problems, reconstructions can be evaluated much more rapidly
using a different strategy than that implemented in INHEAT. For linear problems, the sen-
sitivity coefficients do not need to be recomputed; they only need to be appropriately shifted
in time (recall Equation 2.16). INHEAT does not have the mechanism implemented to save
and shift coefficients in this manner, so a separate stand-alone code was implemented for
these problems.
The linear IHCP solver is a C++ code that reads sensitivity coefficient information
from a file and solves the inverse problem described in Section 3.1. The Eigen library3
is used to simplify matrix math and solution of the linear system of Equation 3.5. The
scope of problems that may be solved by this tool is somewhat limited, as time-scales of
input measurements are expected to be uniformly distributed, and pulse sensitivity coef-
ficients must be provided on a consistent time scale, with the pulse width identical to the
time between measurements (implying solution intervals also consistent with time between
measurements). To accommodate future time smoothing which needs step sensitivity coef-
ficients (instead of pulse sensitivity coefficients), the sensitivity coefficient matrix must be
adjusted.
The sensitivity coefficient matrix with solution intervals consistent with the measure-
ment time scales is denoted by Xm. It has the same structure as Equation 3.12 except that
F = R, therefore has dimensions (JR× RN). It is populated with sensitivity coefficients
read from a user-specified file, with the appropriate time-shifting performed to populate
the columns representing the R different solution intervals. If reconstruction solution in-
3Freeware available at: http://eigen.tuxfamily.org
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tervals are desired on a time-scale different from the measurement time scales, the required
(JR× FN) sensitivity coefficient matrix can be obtained by
X = XmA (3.25)
where the pulse integration matrix A is given by
A =

a¯11 a¯12 . . . a¯1F
a¯21 a¯22 . . . a¯2F
...
... . . .
...






IN , λj−1 < ti ≤ λj0N , otherwise . (3.27)
Note that with this implementation, solution intervals are constrained to be integer multi-
ples of the measurement time scales.
Any source may be used to generate sensitivity coefficients (both CHAR and Equa-
tion 2.13 are used in this work), and any number of uncertain BCs can be solved based on
any number of supplied measurements (as long as measurement times are consistent). As
this is only valid for linear cases, iteration is not used. Temperatures are evaluated with the
Duhamel approximation (Equation 2.17), except that a time-varying ‘initial’ temperature,
T0, may be specified to permit solution on systems that begin with non-uniform tempera-
tures. Time-varying T0 values are computed using CHAR by starting with the non-uniform
initial temperature and integrating in time with heat flux boundary conditions set to zero.
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4. NON-ABLATING RECONSTRUCTION EXAMPLES
The behaviors of the different algorithms are perhaps best described by illustration. Two
standard linear benchmark cases are considered to demonstrate the basic performance of
the different algorithm modes. Following those, a reconstruction of a decomposing ablator
is considered to assess the non-linear performance of the proposed algorithm. Next, a
reconstruction of a highly-transient heating profile similar to steering jet augmented heating
on a flight test is considered to demonstrate performance when representative time-scales
change during a reconstruction. Finally, a multi-component/multi-dimensional benchmark
case is shown to demonstrate INHEAT’s multi-component capability. All cases in this
chapter neglect the effects of surface recession and leave that issue for Chapter 6.
4.1 Standard Benchmark Cases
Two commonly used [14] benchmark cases are considered: a square pulse heating pro-
file and a triangular pulse heating profile. Both cases model 1-D semi-infinite slab of
material with the constant properties (ρ = 280 kg/m3, k = 0.4 W/m·K, Cp = 1000 J/kg·K). A
single thermocouple is placed at a depth of 3.8 mm below the heated surface and is sampled
at 10 Hz. This combination yields a sensitivity coefficient (evaluated using Equation 2.16)
that peaks at approximately 5 s, as seen in Figure 4.1. With this profile, the regularization
parameter suggested by Equation 3.18 is approximately 2 · 10−9. This is a relatively simple
linear problem and therefore does not necessarily tax the different algorithms, but it does
demonstrate the general characteristics of the converged result of a more realistic non-linear
problem. The linear IHCP solver described in Section 3.5.3 is used for all results presented
in this section.
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Figure 4.1. Sensitivity coefficient curve for example problem
4.1.1 Square Heating Pulse
The square heating profile shown in Figure 4.2 is used to generate artificial ‘measure-
ments’ for reconstruction. The resulting temperature data is also shown in Figure 4.2. In
addition to the ‘clean’ temperature profile (which is the direct thermal result of the applied
heating profile), a ‘noisy’ profile is also generated from the clean profile by adding random
samples from a normal distribution with zero mean and a standard deviation of 0.2% of the
clean temperature at the sample time. This level of noise is somewhat larger than would be
expected from most well-designed experiments. However, it will provide a stressing case
to demonstrate how the various algorithms respond to random measurement errors. More
realistic levels of noise are considered in later examples.
Reconstruction results using Beck’s Future Time (FT) algorithm are shown in Fig-
ure 4.3. Errors introduced by measurement noise are clearly visible in the reconstruc-
tions with shorter future time windows (4.3(b)). While the errors are clearly reduced by
increasing the future time window, the reconstructions also considerably smooth over the
true discontinuities in the heating profile. This is consistent with expectations, as the con-
stant flux through the future time window assumption that is central to the FT algorithm is
essentially averaging the true heat flux over the future time window.
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Figure 4.2. True heating profile and target temperature data for the square pulse example
problem.
True Heating FT=2 s FT=3 s FT=4 s FT=5 s
(a) Clean Data (b) Noisy Data
Figure 4.3. Reconstruction results using the Future Time algorithm for several future time
window lengths
Reconstruction results using the Whole Domain (WD) algorithm are shown in Fig-
ure 4.4. Increasing the first-order regularization factor increases smoothness of the recon-
struction in the presence of noise as expected, but significantly smooths out discontinuities
in the solution relative to the true results, much like the FT algorithm. In this case though,
the smoothing is more balanced before and after a discontinuity, though the noise seems
to adversely affect the reconstructions more so for the WD reconstructions than the FT re-
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constructions. The regularization parameter suggested by Equation 3.18 of α1 = 2 · 10−9
appears to be too small considering the relatively high level of noise.
True Heating α1 = 2 · 10−5 α1 = 2 · 10−6
α1 = 2 · 10−7 α1 = 2 · 10−8 α1 = 2 · 10−9
(a) Clean Data (b) Noisy Data
Figure 4.4. Reconstruction results using the Whole Domain algorithm for several values of
the first-order regularization factor α1
Reconstructions using the Sequential Subdomain (SSD) algorithm are shown in Fig-
ure 4.5. It is interesting to note that with a future time window of 2 s (before the peak in
sensitivity coefficient), the SSD algorithm is largely unaffected by the regularization pa-
rameter. Conversely, for the longer future time windows, the solution becomes defined by
the regularization parameter and independent of the future time window. Given the for-
mulation of the SSD algorithm, it is to be expected that as the first-order regularization
parameter is increased, the solution components on the future time window will be driven
to a constant value. This is consistent with the assumptions of the FT algorithm, so FT
behavior should be recovered. Similarly, if the future time window is long enough that
the sensitivity coefficients develop sufficiently and regularization is low enough that the in-
fluence of later flux components in the future time window (which have poorly developed
sensitivity coefficients) is sufficiently reduced, WD behavior should be recovered. Indeed,
this is the trend that is seen when the three algorithms are compared on the same plot.
Figure 4.6 shows select reconstructions from each of the three algorithms on clean and
noisy data. For both sets of results, SSD reconstructions with short future time windows and
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(a) Clean Data
Future Time = 2 s
(b) Clean Data
Future Time = 3 s
(c) Clean Data
Future Time = 4 s
(d) Clean Data
Future Time = 5 s
True Heating α1 = 2 · 10−5 α1 = 2 · 10−6
α1 = 2 · 10−7 α1 = 2 · 10−8 α1 = 2 · 10−9
(e) Noisy Data
Future Time = 2 s
(f) Noisy Data
Future Time = 3 s
(g) Noisy Data
Future Time = 4 s
(h) Noisy Data
Future Time = 5 s
Figure 4.5. Reconstruction results using the Sequential Subdomain algorithm for various
values of α1
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larger regularization parameters very closely match FT reconstructions (the FT results are
completely hidden by the SSD results in both 4.6(b) and (f)). Similarly, for longer future
time windows and smaller regularization parameters (4.6(c) and (g)), the SSD algorithm
closely matches WD reconstruction. This exemplifies the point alluded to in the previous
paragraph: the future time window in the SSD algorithm is not necessarily a smoothing
parameter, it is a computational cost control. If the future time window is too short in the
presence of data noise, it can do no better than the FT algorithm (4.6(f)). If the future time
window is very long, the regularization parameter controls the smoothing and therefore the
accuracy of the result, providing results consistent with the WD algorithm (4.6(g)). Fur-
ther increasing the future time window from this point does not improve the result, it only
increases the computational cost. The ideal future time window for an SSD reconstruction
is as short as possible that still allows the sensitivity coefficients to develop sufficiently
relative to the noise level. In this instance, a hybrid Tikhonov/future-time smoothing can
be obtained that can provide better results (note the SSD results do not overshoot in Fig-
ure 4.6(h) as the WD results do) at an optimal cost.
To this point, reconstruction ‘goodness’ has only been qualitatively defined with regards
to solution smoothness and how close the solution matches the true value. In practice, the
true value will not be known and will not be available to guide the effort to select ideal
reconstruction parameters. Quantitative comparisons of how well a reconstruction matches
the provided temperature data can be made and can be quite useful. Two metrics are used
here: the residual temperature error (T − Y) as a function of time, and the sum-squared
temperature error (T− Y)T (T− Y). The sum-squared error is discussed in this example;
the residual temperature error is demonstrated in the next section.
Figures 4.7 and 4.8 both show the value of the sum-squared temperature error for each
reconstruction presented in two different ways: 4.7 plotting the FT and SSD solutions’ re-
sponse against the length of the future time window, and 4.8 plotting the WD and SSD
solutions’ response against the regularization parameter. The most obvious feature to note
in these figures is the stark difference between clean and noisy data reconstructions. For
most of the clean reconstructions in 4.7(a) and 4.8(a), the error is seen to decrease as the
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(a) Clean Data
Future Time = 2 s
α1 = 2 · 10−8
(b) Clean Data
Future Time = 2 s
α1 = 2 · 10−5
(c) Clean Data
Future Time = 5 s
α1 = 2 · 10−8
(d) Clean Data
Future Time = 5 s
α1 = 2 · 10−5
True Heating Future Time Sequential Subdomain Whole Domain
(e) Noisy Data
Future Time = 2 s
α1 = 2 · 10−8
(f) Noisy Data
Future Time = 2 s
α1 = 2 · 10−5
(g) Noisy Data
Future Time = 5 s
α1 = 2 · 10−8
(h) Noisy Data
Future Time = 5 s
α1 = 2 · 10−5
Figure 4.6. Comparison of algorithms on square heat pulse test case
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smoothing parameters are reduced. For the noisy data reconstructions in 4.7(b) and 4.8(b),
however, a level is reached below which the sum-squared temperature error does not signif-
icantly decrease. Recall that the ‘noisy’ data in this example was created by adding noise
to the clean temperature profile. The clean profile would represent the reconstructed tem-
perature of an ideal heating profile reconstruction, so the sum-squared error of the noisy
temperature profile (Figure 4.2) can be calculated here and is found to be approximately
137.93 K2. A reconstruction with an error lower than this level is not necessarily better than
another reconstruction closer to this level; it means that the reconstructed heating profile is
departing from the true heating to follow the noise. Consulting Figures 4.4(b) and 4.5(h), it
would seem that most of the oscillatory reconstructions also show sum-squared temperature
errors lower than the error level of the noisy data trace (4.8(b)). From this, we can conclude
that sufficient regularization is obtained when the error just reaches the plateau error level
(in Figure 4.8(b), α1 ≈ 10−6 for the WD algorithm and 10−7 for the SSD algorithm).
Figure 4.7(a) provides further support for the earlier observation that the SSD is inde-
pendent of the length of the future time window if the regularization parameter is small, and
also corroborates the similarity of the temperature reconstructions to the FT algorithm if
α1 is large. Contrary to the qualitative observation earlier, this plot would seem to indicate
that the regularization parameter sill has an effect even for the shortest future time window.
In comparison to the WD algorithm, Figure 4.8(a) indicates that the SSD algorithm will
introduce more error for a given α1 if the future time window is long enough to be free of
future time smoothing (seen when the SSD curves flatten out at higher α1). This suggests
that even with longer future time windows, truncating the sensitivity coefficients to only the
future time window does introduce some additional bias in the reconstructed temperature.
The slope of the SSD errors with respect to the regularization level parallels the WD slope
quite well, again as long as the future time window is long enough to be free of significant
future time smoothing.
To summarize this test case, a first demonstration of the three algorithms considered
in this document has been presented, and it has been shown that the SSD algorithm pro-
vides additional control over the smoothing applied to reconstruct a heat flux profile when
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Future Time
α1 = 2 · 10−4
α1 = 2 · 10−5
α1 = 2 · 10−6
α1 = 2 · 10−7
α1 = 2 · 10−8
α1 = 2 · 10−9
α1 = 2 · 10−10
(a) Clean Data (b) Noisy Data
Figure 4.7. Effect of future time window on sum-squared temperature error in square pulse
reconstructions for FT and SSD algorithms.
Whole Domain FT = 2 s FT = 3 s FT = 4 s FT = 5 s
(a) Clean Data (b) Noisy Data
Figure 4.8. Effect of regularization parameter on sum-squared temperature error in square
pulse reconstructions for SSD and WD algorithms.
substantial noise is present in the target temperature data. In this case, however, the noise
applied is not particularly realistic, and the case of a step change in heating is much more
difficult reconstruction task then typically present in flight data reconstruction efforts. The
cases in the subsequent sections will introduce more smoothly varying heating profiles and
more realistic noise levels to demonstrate the behavior of the three algorithms under these
conditions.
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4.1.2 Triangular Heat Pulse
The triangular heating profile defined in Figure 4.9 is another common benchmark case
for IHCP evaluation as the slope is more representative of many realistic heating profiles,
and reconstruction of the peak of the triangle can be challenging. In this section, the resid-
ual temperature error is plotted along with the reconstructed heat flux to demonstrate how
characteristics of the solution can be identified by looking for certain features in the error
plots.
Figure 4.9. Truth heating profile and target temperature data for triangular heating profile
example problem.
The temperature profile corresponding to this heating profile is also shown in Figure 4.9.
For this case, the ‘noisy’ reconstructions will use temperature data that has been truncated
to a resolution of 0.2 K, simulating a low resolution data acquisition system. As with the
square heating profile test case before, TC data is provided to each algorithm at 10 Hz.
The FT algorithm results are presented in Figure 4.10. The more gradual change in
heating subdues, to an extent, the early rise seen in the square pulse (Figure 4.3(a)). How-
ever, the smoothing from this algorithm strongly smooths over the peak of the triangle,
yielding a general under-prediction of the peak heating that increases with increasing fu-
ture time window. For this test case with a more realistic noise profile, the future time
algorithm is seen to smooth the noise reasonably well, with significant deviations only vis-
ible for the shortest future time window. Since the future time window is not centered on
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True Heating FT=2 s FT=3 s FT=4 s FT=5 s
(a) Clean Data (b) Noisy Data
(c) Clean Data (d) Noisy Data
Figure 4.10. Reconstruction results of triangular heating profile using the Future Time algo-
rithm for several future time window lengths, along with residual error in the reconstructed
temperatures.
the solution interval that it defines, the FT smoothing produces a tendency for this algo-
rithm to ‘lead’ a transient heating profile. This can be seen in Figure 4.10(a) and (b) as
the peak reconstructed values are seen to gradually shift earlier in time as the future time
window is increased. This effect can also be seen in the residual temperature errors shown
in 4.10(c) and (d). Recall that the residual temperature error is the reconstructed tempera-
ture minus the target temperature, evaluated at each measurement time. The jagged shape
of the temperature error in 4.10(d) is due to the finite resolution of the noisy target data,
but of more interest is the larger trends seen in both clean and noisy data error plots. The
larger departures from zero are referred to here as a bias in the reconstructed temperature.
In general, the smaller the biases in the reconstruction, the more accurate the heat profile
reconstruction is. The large positive bias when the slope of the heat flux profile is positive
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and negative bias when the slope of the heat flux profile is negative is characteristic of the
reconstruction being driven by behavior farther ahead in time. This character is clearly seen
in both 4.10(c) and (d).
True Heating α1 = 2 · 10−5 α1 = 2 · 10−6
α1 = 2 · 10−7 α1 = 2 · 10−8 α1 = 2 · 10−9
(a) Clean Data (b) Noisy Data
(c) Clean Data (d) Noisy Data
Figure 4.11. Reconstruction results of triangular heating profile using the Whole Domain
algorithm for several values of the first-order regularization factor, along with residual error
in the reconstructed temperatures. α1
The WD algorithm results in Figure 4.11 show some interesting contrasts with the FT
results. Even with fairly strong regularization, the peak heating is much more accurately
resolved, and there is no apparent shift in time. These observations can also be noted in the
residual temperature error, as the biases are relatively small for all regularization param-
eters and do not show the clear bias trends that were seen in the FT algorithm. The WD
reconstructions appear to degrade more than the FT due to measurement noise. However,
close examination of the higher values of the regularization parameter yield reasonable re-
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constructions. This characteristic is identified in the temperature error plot (4.11(d)) by the
overall collapse of multiple temperature error curves with no clearly identifiable bias; only
regularization parameters greater than 10−6 seem to show errors in excess of the precision
of the noisy data. Reducing α1 much below this leads only to more accurate reconstruction
of the noise, and spuriously noisy reconstructed flux profiles.
The SSD algorithm results are presented in Figures 4.12 and 4.13. Trends are consistent
with before, as the SSD solution tends from the FT to WD solution as the regularization
parameter is reduced. The ‘S’-shaped nature of the clean data, high regularization WD
solution is considerably reduced in the equivalent SSD solutions. For the longer future time
window, even with a larger α1, the time shift in the peak heating is largely removed. When
noise is introduced, the SSD results show more effects of the noise than the FT results;
however, for higher regularization parameters, they are a little bit smoother than the WD
reconstructions. The residual temperature error in general shows the general character of
the FT results, albeit at a greatly reduced magnitude, but there are some additional features
in the longer future time window results (e.g. near 5 s and 13 s in 4.12(h)) that appear in the
WD results.
Figure 4.14 shows select reconstructions from each of the three algorithms on clean and
noisy data. For this heating profile, the tendency of the SSD to mimic the FT with large
regularization and mimic the WD with small regularization is even more apparent than in
the square heating pulse. It is also apparent in this figure that the time shift introduced by
the FT algorithm is mitigated in the SSD algorithm (provided the regularization is not too
strong).
Consideration of the sum-squared temperature error in Figures 4.15 and 4.16 yields
many conclusions in common with the square heating case. The sum-squared error in the
noisy data is approximately 3.872 K2 in this case. The WD solution errors are all lower than
the error inherent in the noisy temperature trace, except for the case with αi = 2 · 10−4,
as are most of the lower regularization SSD cases. The reconstructions in Figures 4.11
and 4.13 do not show the corresponding oscillations in these low-error reconstructions
that were seen in the square heat pulse case. This is explained by the nature of the noise
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(a) Future Time = 2 s (b) Future Time = 3 s
(c) Future Time = 4 s (d) Future Time = 5 s
True Heating α1 = 2 · 10−5 α1 = 2 · 10−6
α1 = 2 · 10−7 α1 = 2 · 10−8 α1 = 2 · 10−9
(e) Future Time = 2 s (f) Future Time = 3 s
(g) Future Time = 4 s (h) Future Time = 5 s
Figure 4.12. Reconstruction results of triangular heating profile using the Sequential Sub-
domain algorithm with clean temperature data for various values of α1.
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applied in the two cases: truncation of precision in the present case, and additive noise of
magnitudes in excess of the precision limit in the square pulse case. The errors in the noisy
temperature profile are not zero-biased, but the reconstruction algorithms are all treating
them as such. This leads to the sum-squared error plateau appearing lower than the error
level of the noisy temperature trace. Finally, the flattening of the WD curve at low α1 in
Figure 4.16(a) is likely due to the limited precision of the clean temperature data used for
reconstruction (10 significant digits).
In this test case, with more realistic heating and noise profiles, the SSD algorithm is
seen to provide improvements over both FT and WD reconstructions. With sufficiently
long future time windows, it is seen to eliminate the tendency of the sequential FT method
to ‘lead’ the true heating profile. It does not show considerable improvement over the WD
reconstructions with sufficient regularization, however it does seem to be less affected by
noise than the pure WD algorithm. This simple linear case is not optimal for assessing
computational effort on real problems, so that is addressed in the next example.
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(a) Future Time = 2 s (b) Future Time = 3 s
(c) Future Time = 4 s (d) Future Time = 5 s
True Heating α1 = 2 · 10−5 α1 = 2 · 10−6
α1 = 2 · 10−7 α1 = 2 · 10−8 α1 = 2 · 10−9
(e) Future Time = 2 s (f) Future Time = 3 s
(g) Future Time = 4 s (h) Future Time = 5 s
Figure 4.13. Reconstruction results of triangular heating profile using the Sequential Sub-
domain algorithm with noisy temperature data for various values of α1.
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(a) Clean Data
Future Time = 2 s
α1 = 2 · 10−8
(b) Clean Data
Future Time = 2 s
α1 = 2 · 10−5
(c) Clean Data
Future Time = 5 s
α1 = 2 · 10−8
(d) Clean Data
Future Time = 5 s
α1 = 2 · 10−5
Truth Future Time Sequential Subdomain Whole Domain
(e) Noisy Data
Future Time = 2 s
α1 = 2 · 10−8
(f) Noisy Data
Future Time = 2 s
α1 = 2 · 10−5
(g) Noisy Data
Future Time = 5 s
α1 = 2 · 10−8
(h) Noisy Data
Future Time = 5 s
α1 = 2 · 10−5
Figure 4.14. Comparison of algorithms on triangular heating profile test case
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Future Time
α1 = 2 · 10−4
α1 = 2 · 10−5
α1 = 2 · 10−6
α1 = 2 · 10−7
α1 = 2 · 10−8
α1 = 2 · 10−9
α1 = 2 · 10−10
(a) Clean Data (b) Noisy Data
Figure 4.15. Effect of future time window on residual temperature error in triangular pulse
reconstructions for FT and SSD algorithms.
Whole Domain FT = 2 s FT = 3 s FT = 4 s FT = 5 s
(a) Clean Data (b) Noisy Data
Figure 4.16. Effect of regularization parameter on residual temperature error in triangular
pulse reconstructions for SSD and WD algorithms.
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4.2 Decomposing TACOT Test Case
The problems considered so far have been linear and iteration has not been required of
the SSD or WD algorithms. Recall that an inverse problem is non-linear if the sensitivity
coefficients depend on the boundary condition solution. Sequential algorithms such as
the FT algorithm generally do not require iteration as the sequential estimates provide an
initial guess of the boundary condition solution sufficiently close to the correct value that
the sensitivity coefficient evaluation is accurate. The SSD algorithm was designed to take
advantage of this to reduce the number of required iterations in a non-linear problem.
To demonstrate the non-linear performance of the SSD algorithm, a 1-D decomposing
ablator is considered. Temperature-dependent thermal properties introduce a degree of non-
linearity, and decomposing ablators also experience a change of state in response to heating
that further complicates the problem. As illustrated in Figure 4.17, a decomposing ablator
starts out as a virgin composite material containing volatile and non-volatile constituents.
After sufficient heating, volatile constituents begin to thermally decompose into pyrolysis
gas in an endothermic reaction. The pyrolysis gas percolates through the remaining non-
volatile material (referred to as char) and out of the domain. The thermal properties of
the virgin and char states are typically quite different, and a mass-weighted interpolation
of properties is generally used in the decomposition zone. All of these effects result in a
highly non-linear thermal response, and sensitivity coefficients will have to be evaluated
from perturbations very near the correct solution values in order to be accurate.
The domain in this example consists of 40 mm of TACOT [25] on 3.175 mm of alu-
minum (ρ = 2700 kg/m3, k = 237 W/mK, and Cp = 896.91 J/kgK). TACOT is a fictitious low
density charring ablator model that was developed to permit open publication of ablation
modeling results. However, the model responds similarly to models for real materials such
as PICA and Avcoat and should be sufficiently realistic to assess the performance of IN-
HEAT on those materials. An array of thermocouples are placed below the heated surface
at depths of 3.175 mm, 6.35 mm, and 9.525 mm. Surface recession is neglected in this
example to avoid issues of missing data due to thermocouple burn-through.
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Figure 4.17. Regions of interest in a charring ablator. Used with permission [35].
Figure 4.18. Heat flux and pressure boundary conditions for TACOT example problem.
Figure 4.18 shows the heating and pressure profile used as the reference in this exam-
ple (the back face is assumed impermeable and insulated). The resulting simulated TC
measurements are shown in Figure 4.19. Representative sensitivity coefficients for this
problem are shown in Figure 4.20. Sensitivity coefficients for 1 s intervals starting every
50 s are shown to illustrate the extent to which the coefficients change through the entry.
The heating profile and the decomposition state of the material at depth during the simu-
lated entry (with TC depths indicated) are shown on the same time scale to provide context.
Several observations can be made. First, note that TC #1 sensitivity coefficients peak after
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Figure 4.19. Simulated measured temperatures for TACOT example problem.
approximately 4 s of development time when the TC is in virgin material, and this reduces
to approximately 3 s when the TC is in charred material. TC #2 shows a similar trend
with the peak moving from 13 s in virgin to 10 s in char. TC #3 peaks after about 25 s but
does not get into enough char by the end of the trajectory to see much of a shift in time.
Secondly, the amplitude of the coefficients vary through time, with the TCs being gener-
ally more sensitive in virgin material than in charred material. The sensitivity coefficients
that start at 50 s have a somewhat depressed nature because of the ablator decomposition
process. Decomposition is typically modeled as a temperature driven endothermic reac-
tion [36]. An increase in heat flux to a decomposing material element will increase the
rate of decomposition, which leads to more heat being carried away in the pyrolysis gas
and proportionally less heat available to heat up the material element and those below it.
The TACOT material model assumes a two-reaction decomposition model, which leads to
the two local minima in the TC #1 response (at shallow depths, the reactions advance fast
enough for their effects to appear separate). Finally, though it may be intuitively obvious, it
is worth repeating that a different heating profile would lead to decomposition occurring at
different times and rates, which would yield significantly different sensitivity coefficients,
making this inverse problem highly non-linear.
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Figure 4.20. TACOT sensitivity coefficients for 1 s interval perturbations from the true
environment relative to applied flux and material decomposition state.
INHEAT is used for the reconstructions presented. CHAR settings used in sensitivity
coefficient evaluations are consistent with those in the direct problem. The TACOT domain
is represented by 300 uniformly spaced elements and 0.5 s time steps are used in time inte-
gration. The domain was initialized to 300 K and 20 Pa. INHEAT was set to use un-scaled
sensitivity coefficients with regularization applied to the solution magnitude. All unknown
boundary conditions values were initialized to 10 W/m2 with a minimum finite-difference
perturbation of 5 W/m2 (nominal perturbations are 0.1% of the boundary condition value).
Reconstructions using the Future Time algorithm are shown in Figure 4.21. In Fig-
ure 4.21(a), reconstructions based on TC #1 are shown for several values of the future
time window. As expected from previous examples, longer future time windows lead to
overly-smoothed peaks. Figure 4.21(b) shows reconstructions based on the three different
TCs holding the future time window constant at 8 s. In this instance, the results may seem
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counter-intuitive, as the deepest TC produces the most accurate reconstruction. However,
if we consider the differences in development time of the sensitivity coefficients at each
TC, it becomes apparent that 8 s is too long for the shallow TC, but more appropriate for
the deeper ones.
(a) TC #1 (b) Future Time= 8 s
Figure 4.21. Reconstructions of TACOT test case using Future Time algorithm using dif-
ferent TCs and future time windows.
Reconstructions using the Whole Domain algorithm are shown in Figure 4.22. Given
the dependance of the sensitivity coefficients on the unknown solution, the regularization
parameter was specified using a 1 from Equation 3.18 as 1st-order regularization is used
(recall that this means the actual regularization parameter is taken to be a factor of a 1
of the largest element in the sensitivity coefficient matrix). Figure 4.22(a) shows the re-
constructions obtained from each of the three TCs with a 1 = 1.0. Visible differences are
apparent, with the regularization having a much stronger effect on reconstructions based on
the deeper TCs. Figure 4.22(b), in contrast, shows all three reconstructions collapsing to
the resolution of the plot with a 1 = 0.001 (three orders of magnitude less regularization).
Reconstructions using the Sequential Subdomain algorithm are shown in Figure 4.23.
All successful reconstructions using future time windows of 3 s, 5 s, and 8 s, each with val-
ues of the 1st-order regularization scaling parameter a 1 of 1.0, 0.1, 0.01, and 0.001, are
shown on the plot with all virtually collapsing onto a single line at this resolution. Some
combinations of future time window and regularization scaling parameter (noted later)
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Truth TC #1 TC #2 TC #3
(a) a 1 = 1.0 (b) a 1 = 0.001
Figure 4.22. Reconstructions of TACOT test case using Whole Domain algorithm using
different TCs and regularization scaling parameters.
yielded insufficient smoothing and were either clearly unstable or resulted in CHAR/INHEAT
aborting when material property table bounds were exceeded. While both of the individual
FT and WD algorithms show some sensitivity to the input parameters, it is perhaps inter-
esting to note that the SSD is much less sensitive to the input parameters. This insensitivity
is a desirable feature of the SSD, as this suggests that the reconstruction results may be less
sensitive to the particular choices an analyst may make in performing the reconstruction. A
common criticism of inverse reconstructions, particularly ones using algorithms with many
variable parameters, is that two different analysts are likely to arrive at different results
using the same data. Figure 4.23 suggests that the SSD algorithm with the regularization
scaling method of Equation 3.18 reduces this likelihood, at least for cases with minimal
data noise.
The sum-squared temperature error of each presented reconstruction is shown in Ta-
ble 4.1 and the maximum instantaneous relative solution error,
∥∥∥ qm,reconstructedqm,truth − 1∥∥∥∞ over
the first 200 s of the trajectory1, is shown in Table 4.2. These tables show variation in the
error metric as a function of the future time window length across the horizontal dimen-
sion (with the WD results in the red-highlighted column) and the regularization scaling
1The final 37 s of the trajectory were discarded for this assessment as the end of the reconstructions can
become erratic as later coefficients do not have time to fully develop.
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Figure 4.23. Reconstructions of TACOT test case using Sequential Subdomain algorithm.
All successful reconstructions of TCs 1, 2, and 3 with future time windows of 3, 5, and 8 s
and values of a 1 = 1.0, 0.1, 0.01, and 0.001 are included, with the collapse showing in-
sensitivity to reconstruction parameters.
parameter in the vertical dimension (with the FT results in the gray-highlighted row), with
a separate table for reconstructions based on each TC. In general, trends are as would
be expected: increasing smoothing (either by increasing the future time window or regu-
larization parameter) increases the error for this case with no measurement noise. Even
without explicitly added noise2, reconstructions based on the deeper TCs became unstable
and failed to complete for FT and SSD reconstructions with shorter future time windows.
A stark observation from these tables is that the SSD–if it converges–produces a result
that is more accurate than WD and FT solutions with the same reconstruction inputs. Fur-
thermore, there is less variation in the accuracy of the results across the same spread of
reconstruction inputs for the SSD reconstructions than for the FT and WD algorithms.
Part of the reason that the SSD performs better than the other algorithms is that the
actual regularization parameter derived from Equation 3.18 is different for the SSD and the
WD algorithms for the same value of a 1. Because α1 is made a function of the sensitivity
coefficients, differences in the development time for the different algorithms (and different
2Note that even though explicit noise is not added, there is still some noise introduced by rounding the
measurement data to 10 significant digits as was done in this example
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Table 4.1. Sum-squared temperature error [K2] in reconstructions of TACOT example.
(a) Reconstructions using TC 1
WD FT = 3 s FT = 5 s FT = 8 s
FT algorithm 18.90 73.36 211.5
SS
D
a 1 = 0.001 0.102 0.076 0.094 0.144
a 1 = 0.01 0.377 0.169 0.534 0.703
a 1 = 0.1 1.514 1.600 2.012 3.119
a 1 = 1.0 7.889 9.696 10.58 11.91
(b) Reconstructions using TC 2
WD FT = 3 s FT = 5 s FT = 8 s
FT algorithm 1.086 8.333 41.22
SS
D
a 1 = 0.001 1.464 Failed 0.035 0.058
a 1 = 0.01 0.292 0.043 0.055 0.294
a 1 = 0.1 1.463 0.385 0.520 0.858
a 1 = 1.0 8.826 0.923 3.584 4.283
(c) Reconstructions using TC 3
WD FT = 3 s FT = 5 s FT = 8 s
FT algorithm Failed 0.744 5.424
SS
D
a 1 = 0.001 0.062 Failed Failed 0.022
a 1 = 0.01 0.306 Failed Failed 0.053
a 1 = 0.1 1.828 Failed Failed 0.199
a 1 = 1.0 8.405 Failed 0.540 1.602
future time windows within the SSD) can lead to different values of α1. Furthermore, the
SSD will derive α1 based only on sensitivity coefficients within the future time window,
whereas the WD will derive α1 based on the whole time domain. As is seen in Figure 4.20,
the peak values occur early and drive the values for the WD reconstructions, but the SSD
can pick a value based on the solution intervals it is dealing with in a particular local
solution. The actual values of α1 used in the reconstructions using a 1 = 1.0 are shown
in Figure 4.24. For all three TCs, the SSD regularization parameter is one to three orders
of magnitude lower than the WD regularization parameter, with greater discrepancies at
deeper TCs where the shorter future time windows do not allow the sensitivity coefficients
to fully develop. The SSD regularization parameter is also seen to vary by an order of
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Table 4.2. Maximum instantaneous error in reconstructed heat flux for TACOT example.
(a) Reconstructions using TC 1
WD FT = 3 s FT = 5 s FT = 8 s
FT algorithm 2.3% 4.7% 10.0%
SS
D
a 1 = 0.001 0.3% 0.1% 0.2% 0.2%
a 1 = 0.01 0.4% 0.2% 0.3% 0.3%
a 1 = 0.1 0.9% 0.7% 0.4% 0.6%
a 1 = 1.0 2.4% 1.7% 2.2% 1.4%
(b) Reconstructions using TC 2
WD FT = 3 s FT = 5 s FT = 8 s
FT algorithm 1.9% 3.1% 6.7%
SS
D
a 1 = 0.001 0.5% Failed 0.3% 0.3%
a 1 = 0.01 0.8% 0.9% 0.3% 0.4%
a 1 = 0.1 1.8% 0.9% 1.0% 0.5%
a 1 = 1.0 3.7% 1.0% 2.5% 2.8%
(c) Reconstructions using TC 3
WD FT = 3 s FT = 5 s FT = 8 s
FT algorithm Failed 2.3% 4.5%
SS
D
a 1 = 0.001 0.6% Failed Failed 1.1%
a 1 = 0.01 1.4% Failed Failed 0.5%
a 1 = 0.1 2.7% Failed Failed 0.9%
a 1 = 1.0 5.2% Failed 1.7% 3.6%
magnitude or more during the course of a reconstruction. Note that all presented results
were taken from the final non-linear iteration of a given local solution. As the sensitivity
coefficients change through the non-linear iterations, different α1 values are used in each
iteration. Understanding this fact, it perhaps makes more sense to compare the accuracy of
the SSD reconstruction of TC 1 with an 8 s future time window and a 1 = 1.0 to the WD
reconstruction of TC 1 with a 1 = 0.1 which brings the accuracy of the SSD more in line
with observations from the previous sections.
A goal of the SSD was to reduce the computational expense of non-linear inverse prob-
lems. Thus we will now consider the convergence behavior of the SSD and WD implemen-
tations in INHEAT. Figure 4.25 shows the non-linear convergence of the residual temper-
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(a) TC #1
(c) TC #2 (d) TC #3
Whole Domain
SSD, FT = 8 s
SSD, FT = 5 s
SSD, FT = 3 s
Figure 4.24. Regularization parameter value for WD and SSD reconstructions for a 1 =
1.0.
ature error and the normalized update vector ‖∆q‖2 (normalized by the value at the first
iteration). All local solutions are run for 30 iterations regardless of convergence level to
show the full behavior. Both plots show the error metric at the next iteration plotted against
the error metric at the current iteration. As the Taylor series approximation for the mod-
eled temperature (Equation 3.4) which introduces the sensitivity coefficients that form the
Jacobian matrix is 2nd-order accurate, it is expected that points on this plot for a solution in
the asymptotic range with exact Jacobians should move down and to the left parallel to the
2nd-order reference line until the precision limit is reached.
For the sum-squared temperature error convergence in Figure 4.25(a), the early itera-
tions loosely follow the 2nd-order reference line until the limit allowed by the regularization
is reached, at which point the iterations stall (denoted by points on the diagonal of the plot).
It is expected that the final converged level of residual error varies according the magnitude
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of the regularization scaling parameter as the sum-squared temperature error is only a part
of the non-linear system residual (Equation 3.7) which is actually being driven to zero in
the iteration loop. The normalized update vector trend in Figure 4.25(b), however, does not
show any significant difference in convergence behavior based on the regularization scaling
parameter. Similar nearly 2nd-order behavior is seen in the normalized update vector, how-
ever all solutions appear to have a larger error at the second iteration than the first, before
beginning to converge at nearly 2nd-order rates. Neither error metric shows inconsistent or
distinct behavior for reconstructions based on different TCs.
a 1 = −0.001 a 1 = −0.01 a 1 = −0.1 a 1 = −1.0
TC 1 TC 2 TC 3
(a) Temperature Error (b) Update Vector Magnitude
Figure 4.25. Non-linear convergence for WD reconstructions.
Exact 2nd-order convergence is expected if Jacobians are exact; however, the sensitivity
coefficients that compose the Jacobian matrix are evaluated by a finite-difference approx-
imation, so it is not anticipated that exact 2nd-order convergence can be obtained. The
default method used for reconstructions in Figure 4.25 is to perturb the current boundary
condition estimate by ±0.1% of the currently estimated value. To assess the sensitivity of
this assumption, results using two additional perturbation levels are shown in Figure 4.26,
with ±5% perturbations in green and ±0.01% perturbations in blue. Neither perturbation
level significantly changes the rate of convergence. However, the normalized update vector
appears to stall at a different value in Figure 4.26(b) as the magnitude of the first iteration
(the normalizing iteration) is different for the three cases. As the final accuracy of the three
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cases are virtually identical (Figure 4.26(a)), the reconstruction is not strongly dependent
on the perturbation sizes of this range.
The smaller perturbation appears to suffer more of a setback at the first iteration than
the others do, although it still reaches convergence in a similar number of iterations. This
can be explained by the second requirement of well-behaved 2nd-order convergence: the
solution must be “close” to the correct answer before 2nd-order convergence is expected.
In this example, the solution is initialized to a uniform value of 10 W/m2, which is not very
near the correct solution. At this low level of heating, decomposition does not begin at the
appropriate time, and most of the sensitivity coefficients are more like virgin coefficients
than decomposing or char coefficients. However, the heat flux profile that results from
that iteration is sufficient to cause decomposition to occur, so the sensitivity coefficients
computed in the second iteration are more representative of the true converged coefficients
and well-behaved non-linear convergence results. This can be seen in Figure 4.27, where
the solutions obtained on the first three iterations are plotted relative to their respective ini-
tial guess. Using an initial guess with enough heating to cause decomposition yields much
more rapid convergence. The convergence behavior of the solution shown in Figure 4.27(b)
is shown in Figure 4.26 as the magenta line, where the initial increase in the solution update
vector magnitude is seen to be absent.
Now that the general non-linear convergence trends of an inverse ablation problem are
better understood, the specific behavior of the SSD is considered. Figure 4.28 shows the
sum-squared temperature error and normalized update vector convergence plots for the
SSD case with FT = 8 s and a 1 = −0.001. These plots show the accumulated behavior
of all local solutions (recall the SSD involves 473 sequential non-linear solutions of up to
16 unknowns instead of 1 non-linear solution with 473 unknowns) as points on these plots.
One particular solution, m = 83, has been shown with lines connecting the iterations to
show the general behavior. Even with all the data plotted in this way, it is apparent that
there are only a few local solutions that experience much of any improvement with more
than one or two non-linear iterations. The update vector generally sees greater than 3 orders
of magnitude reduction between the first and second iteration and the solutions move out
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(a) Temperature Error




(b) Update Vector Magnitude (c) Update Vector Magnitude Detail
Figure 4.26. Non-linear convergence sensitivities for WD reconstruction of TC 1 with
a 1 = 0.01.
Initial Guess Iteration 1 Iteration 2 Iteration 3
(a) Constant Initial Guess (b) Improved Initial Guess
Figure 4.27. Solution convergence for WD reconstruction of TC 1 with a 1 = 0.01.
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to the diagonal. This interpretation is confirmed by looking at Figure 4.29 which shows the




dropping below the specified level). It indicates that for nearly every non-linear
solution, three iterations are all that is required to converge the solution to better than 6
significant digits.
(a) Temperature Error (b) Update Vector Magnitude
Figure 4.28. Non-linear convergence for SSD reconstruction of TC 1 with a 1 = 0.001.
∥∥∥∆qq ∥∥∥2 < 10−4∥∥∥∆qq ∥∥∥2 < 10−5∥∥∥∆qq ∥∥∥2 < 10−6∥∥∥∆qq ∥∥∥2 < 10−7∥∥∥∆qq ∥∥∥2 < 10−8
Figure 4.29. Non-linear iterations used in SSD reconstruction of TC 1 with a 1 = 0.001
as a function of the scaled solution convergence tolerance.
The final aspect the SSD was developed to improve is the amount of computational
effort required to perform a reconstruction. Figure 4.30 shows the accumulated simulated
time (AST) for each of the reconstructions presented in this section. Recall that the AST
quantifies the total amount of time (simulation time, not CPU or wall time) that must be
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computed by the direct solver to evaluate the sensitivity coefficients. Figure 4.30(a) com-
pares the FT, SSD, and WD algorithms as a function of the length of the future time win-
dow. For this case, the SSD required fewer simulated seconds than the WD algorithms
when both algorithms take the same number of non-linear iterations (30 in this instance).
Figure 4.30(b) shows the AST required for sensitivity coefficient evaluation if convergence
tolerances are used to limit iteration. The WD solutions plateau to a value of
∥∥∥∆qq ∥∥∥∞ be-
tween 10−5 and 10−6 in 6 iterations, so cases with tolerances of 10−5 and greater see a
factor of 5 reduction in effort (from 30 to 6 non-linear iterations). The SSD algorithm
shows a wider spread in the plateau levels, but iterations can be limited with convergence
tolerances above 10−8.
Future Time Sequential Subdomain Whole Domain
(a) Algorithm Comparison (b) SSD, FT = 8 s
Figure 4.30. Amount of time simulated to evaluate sensitivity coefficients.
For this example, the SSD clearly requires less overall computational effort. This is
not necessarily reflected in Table 4.3 which shows the wall time in hours for WD and
SSD reconstructions with loose and tight non-linear convergence tolerances. For the loose
convergence tolerance of 10−3, the difference in simulated time results in faster SSD re-
constructions; however, for the tighter tolerance where both WD and SSD run the full 30
non-linear iterations, the WD is a bit faster. This can be attributed to the embarrassingly-
parallel nature of the WD algorithm and the limited parallel scalability of the SSD algo-
rithm due to its sequential nature. Recall that in the present implementation, the sensitivity
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coefficient matrix for any local solution includes an independent column for each unknown
considered in the local solution. The present implementation utilizes a threading approach
to parallelize the sensitivity coefficient matrix evaluation whereby a user-specified number
of threads independently evaluate future time tracks needed to compute each column of the
matrix (for central finite-differences, two independent future time track evaluations pro-
duce a single column of the matrix). For the WD reconstructions, there are 473 columns
(946 future time tracks) that can be each evaluated using a single CPU, thereby eliminating
parallel communication during the evaluation of an individual track. For SSD reconstruc-
tions with a future time window of 8 s, there are only 16 independent columns (32 tracks),
so no more than 32 threads can be used. Assigning more CPUs than threads means that
multiple CPUs are assigned to some threads introducing parallel communication in the so-
lution of each future time track. Furthermore, the local solution must be completed before
the sensitivity coefficients for the next local solution can be processed3. As such, if a large
number of CPUs are available and the total number of unknowns is manageable (the present
implementation solves the linear system of each local solution on a single CPU, limiting
the total number of unknowns), a WD reconstruction could end up more computationally
efficient, even if it is not computationally cheaper.
Table 4.3. TACOT example reconstruction wall time [hours].
(a) Reconstructions using
∥∥∥∆qq ∥∥∥2 < 10−3
CPUs WD
SSD
32 threads 16 threads
16 2.2 - 0.63
32 1.12 0.43 0.40
64 0.59 0.26 0.27
(b) Reconstructions using
∥∥∥∆qq ∥∥∥2 < 10−12
CPUs WD
SSD
32 threads 16 threads
16 11.4 - 9.7
32 5.9 6.4 5.9
64 3.1 3.9 4.0
Computed on cluster utilizing Intel Westmere X5650 processors (12 per node) running at 2.67 GHz with 24 GB of RAM per node.
3One additional un-perturbed track evaluation is needed for each local solution, and this must be evaluated be-
fore sensitivity coefficient evaluations can begin. The CPU/thread allocation is not altered for this evaluation,
so a single thread performs this. This additional serial operation leads to the 32 thread, 32 CPU computations
taking longer than the 16 thread, 32 CPU reconstructions in Table 4.3, since only a single CPU performs the
serial operation as opposed to two.
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This example investigated the performance of the INHEAT implementation on a non-
linear inverse problem. The SSD algorithm using the regularization scaling parameter a 1
(Equation 3.18) is shown to provide accurate reconstructions with a higher degree of in-
put parameter independence than the FT or WD algorithms due to the ability to scale the
regularization to the level needed in each local solution. The non-linear convergence behav-
ior of the INHEAT implementation is shown to have nearly second-order convergence, as
would be expected, and the SSD algorithm is shown to require fewer non-linear iterations
in each local solution than the WD requires. The resulting increase in computational effi-
ciency is shown, although it is noted that due to the limited parallel scalability of the SSD
algorithm, this efficiency may not lead to reduced wall-time if many CPUs are available for
the analysis.
4.3 High-frequency Transient Event Reconstruction
Transient events which significantly decrease the representative time-scale of a heating
profile are not uncommon in flight testing, and in some instances it would be desirable to
be able to accurately characterize the heating profile during these events. In this example,
the transient event in question is the aerodynamic heating augmentation due to the firing of
a nearby steering jet.
Rapid changes in relevant time-scale can pose a challenge to IHCP algorithms, par-
ticularly with regards to the regularization approaches employed. Transient events of this
nature can increase the required reconstruction frequency and greatly increase the over-
all number of unknowns. While a WD algorithm would generally be most able to cope
with the changing time-scales, the number of total unknowns can increase to a point that
would make solution of the problem infeasible without special treatment of the numeri-
cal solution. In this situation, the SSD algorithm provides a means of obtaining a nearly
WD-quality result without the computational expense or complexity of solving the whole
problem simultaneously.
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In examples shown to this point, the heat flux on the boundary has been the parameter
evaluated in the inverse solution, as this is generally how the IHCP is presented in the
literature. However, for practical problems, the boundary heat flux can be taken as the
result of a model combining a number of parameters, one of which may be the solution
variable for the inverse problem. In this instance, the boundary condition is defined in
terms of the film coefficient model given by
q˙′′ = C∗h(Hrec −Hw), (4.1)
where q˙′′ is the heat flux, C∗h is the film coefficient, Hrec is the recovery enthalpy, and
Hw is the wall enthalpy. The film coefficient is the reconstructed term. The recovery
enthalpy is assumed to be known, and the wall enthalpy is taken to be the enthalpy of
an equilibrium mixture of air at the surface pressure (assumed known) and temperature
(a result of the thermal response). Aside from the requirement that the other terms in the
model (recovery enthalpy, surface pressure) be known, it is shown that this model affects
the IHCP regularization in a manner that makes standard WD algorithms yield undesirable
results that can be mitigated by the SSD algorithm.
The material properties assumed in this example are representative of a reusable silica
tile like those used on the heatshield of the Space Shuttle Orbiter (25.4 mm of LI-900
coated with 0.5 mm of black reaction-cured glass (RCG), with material properties obtained
from Williams et al. [37]). A film coefficient boundary condition is assumed on the RCG
surface with the film coefficient and recovery enthalpy shown in Figure 4.31. Each of the
film coefficient spikes represent augmented heating levels caused by steering jet firings.
The firings are arbitrarily assumed to augment the nominal film coefficient by a factor of
2 for 0.5 s, with the middle 0.1 s being augmented by a total factor of 3.2 to simulate an
overlapping firing of a second jet. The surface is assumed to reradiate to a 300 K far field,
and the surface pressure used in the wall enthalpy calculation is shown in Figure 4.18. The
simulated thermocouple is placed at a depth of 0.5 mm at the interface between the RCG
and LI-900. The TC is sampled at 50 Hz, and a noisy trace is constructed by truncating
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the resolution of the sampled TC data to approximately 0.45 K, a level representative of a
12-bit data acquisition system often used in practice (Figure 4.32).
Figure 4.31. Film coefficient and recovery enthalpy for jet augmentation example problem.
Inset figure shows film coefficient detail of typical steering jet firing.
The sensitivity coefficients that result for this case are shown in Figure 4.33. Note that,
unlike those shown previously, these coefficients represent the sensitivity of the in-depth
temperatures to the film coefficient. Consequently, they are markedly different than those
from earlier problems, and the effects of this is seen in the results. The coefficients at early
times show a very rapid rise (peaking approximately 0.3 s from the start of the interval)
followed by a slow decay. The magnitude of the peaks is observed to decrease rapidly in
time, with the coefficients for intervals after 100 s becoming very small by comparison.
This reduction is due to the fact that the aerodynamic heat flux in Equation 4.1 is scaled by
the recovery enthalpy. The TC responds to the heat flux, and the heat flux and TC response
become less sensitive to changes in the film coefficient because the recovery enthalpy drops
during the entry profile. The slight variation of the peaks relative to the recovery enthalpy
profile is caused by non-linearities in the thermal properties and reradiation which is a
strong function of surface temperature.
Reconstructions are performed with the same integration time as the direct problem




Sub-sampled 50 Hz 12-bit Resolution
(b) 150 s Firing Detail
Figure 4.32. Aeroheating flux and temperature response at thermocouple location for jet
augmentation case. In the detail plot, symbols denote sub-sampled (red) and 12-bit reso-
lution quantized (blue) representations of temperature response for use as reconstruction
target temperatures.
posed of uniformly distributed 0.1 s intervals, so there is an implicit factor of 5 future-time
smoothing since the data rate is higher than the reconstruction rate.
86
Figure 4.33. Sensitivity coefficients for jet augmentation example problem.
Figure 4.34 shows the reconstructions produced by the FT algorithm for several fu-
ture time window lengths. Two features of the overall solution stand out: the spurious
oscillatory spike seen at approximately 110 s and the growing instability of the noisy re-
constructions at later times. The spike at 110 s occurs at the time that the aerodynamic
heat flux passes through zero (when the recovery enthalpy drops below the wall enthalpy
at the onset of cooling, see the flux in Figure 4.32). At this point, the term (Hrec − Hw)
is very near zero, so the TCs become very insensitive to the film coefficient, making the
IHCP particularly ill-conditioned. The growing noise later in time is caused by a com-
bination of the small sensitivity coefficients for later time and the relatively large amount
of noise introduced by quantizing the temperature measurements to a 12-bit level. As the
nominal signal is slowly decaying, the truncation operation yields correlated errors in the
noisy trace, which the reconstruction algorithm tries to reproduce. The reconstruction with
a future time window of 1 s is seen to significantly smooth out the transient profile of the jet
firing and significantly lead the actual heating profile, and even the shortest future time win-
dow of 0.3 s under-predicts the magnitude of the peak augmentation. The general character
of the reconstructions are consistent between the 75 s firing and the 150 s firing.
Reconstructions using the WD algorithm are shown in Figure 4.35. In contrast to the
FT reconstructions, the spike at 110 s and the instabilities at later times do not occur. Also
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Truth FT = 0.3 s FT = 0.5 s FT = 1.0 s
(a) Overall Solution
(b) 75 s Firing Detail (c) 150 s Firing Detail
Figure 4.34. Reconstructions of jet augmentation test case using Future Time algorithm.
in contrast to the FT reconstructions, the nature of the reconstructions of the 75 s firing
are quite different from the reconstructions of the 150 s firing. The increased smoothing
observed in the later firing is a direct result of the reduced sensitivity coefficients at later
times. Recall that the WD algorithm as-implemented uses a single regularization parameter
across the whole time domain. As a result, the regularization term in the objective function
(Equation 3.1) is quite a bit larger than the sensitivity coefficient term for the later firing,
while the difference is not as large for the earlier firing. It is also the increased smoothing
at later times that suppresses the onset of the instabilities noted in the FT reconstructions.
It is notable that the WD reconstruction of the earlier firing is quite good, with no clear
bias in time and a reasonable prediction of the peak for the lowest regularization parameter
value considered.
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Truth a 1 = 10−5 a 1 = 10−3 a 1 = 10−2
(a) Overall Solution
(b) 75 s Firing Detail (c) 150 s Firing Detail
Figure 4.35. Reconstructions of jet augmentation test case using WD algorithm.
Reconstructions using the SSD with a future time window of 1 s are shown in Fig-
ure 4.36. The overall solutions show similar behavior as the FT reconstructions, however
the detail views show significantly improved reconstructions of the two firings. The con-
sistent reconstructions of the two firings, and also the increased sensitivity to noise later
in time, are enabled by the local regularization scaling parameter approach that scales the
regularization to follow the magnitude of the sensitivity coefficients. The instabilities later
in time imply that the sensitivity coefficients alone are not sufficient for defining the opti-
mal regularization parameter; the noise level must be considered as well. From the trend
of the reconstructions in the detail views with increasing regularization scaling parameter,
is reasonable to expect that increasing the regularization to address the later instabilities
would lead to a poorer reconstruction of the 150 s firing, so there is a limit to what may be
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obtained with the available data. Should this sort of reconstruction be desired in practice,
higher resolution measurements are likely needed.
Truth a 1 = 0.01 a 1 = 0.1 a 1 = 1.0
(a) Overall Solution
(b) 75 s Firing Detail (c) 150 s Firing Detail
Figure 4.36. Reconstructions of jet augmentation test case using SSD algorithm with a 1 s
future time window.
The different reconstruction algorithms are compared in Figure 4.37. In this case, the
minimum-regularization reconstruction from each method has been chosen for comparison
to estimate the best each method could do at resolving the transient event heating profiles.
The WD reconstruction performs clearly better than the other two at predicting the peak
heating of the 50 s firing but worse than the other algorithms for the 150 s firing. With the
short future time window, the FT reconstruction does not introduce too much of a time shift,
however the SSD still performs marginally better at predicting the peak heating level. It is
worth noting, however, that the accuracy of the FT and SSD reconstruction of the transient
heating events comes at the cost of unstable reconstructions of the nominal heating profile
at later times. For this test case and level of noise, none of the algorithms as-presented are
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capable of providing good reconstructions of all aspects of the present heating profile in a
single reconstruction.
Run times for the results presented in Figure 4.37 were taken from computations per-
formed on a cluster utilizing Intel Westmere X5650 processors (12 cores per node) running
at 2.67 GHz with 24GB of RAM per node. The FT reconstruction required 5.6 min of
wall-time using only 2 cores, the SSD reconstruction required 0.90 hr of wall-time using
20 cores, and the WD reconstruction required 4.9 hr of wall-time using 120 cores. To more
directly compare the WD and SSD performance, the WD reconstruction required 14.3 hr
of wall-time to complete the reconstruction using only 20 cores (only 10 cores per node
were used since more than 2GB of memory was required for the construction and solution
of the IHCP linear system). A notable qualification of these comparisons is that the WD
reconstruction assumed one-sided differences in the sensitivity coefficient evaluation (re-
ducing the computational effort of evaluating the sensitivity coefficient matrix by a factor
of two) while the SSD and FT reconstructions used central-differences. For this problem,
the computational efficiency of the SSD algorithm relative to the WD algorithm is clearly
apparent. The FT algorithm is considerably cheaper than the SSD algorithm, though, as is
noted in the previous paragraph, the transient event reconstruction is not as accurate.
This test case demonstrates some of the complexities in reconstructing transient events
with a realistic level of measurement noise. Furthermore, it demonstrates some some prac-
tical issues in attempting to reconstruct the film coefficient during a typical reentry as op-
posed to the heat flux usually discussed in the literature. In regards to reconstructions of the
transient event profiles, the WD algorithm appears to perform well for jet firings early in the
entry trajectory; however, the reduced sensitivity of the measurement to the film coefficient
caused by the decreasing recovery enthalpy leads to considerable over-smoothing of later
firings. The SSD algorithm with the local solution regularization scaling does not suffer
from this change in behavior and produces consistent reconstructions of the jet firings. The
level of data noise applied is seen to be too large relative to the sensitivity coefficient mag-
nitudes for the IHCP to yield stable reconstructions at later times without over-smoothing
the transient events. The FT and SSD algorithms both provide unstable reconstructions
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Truth FT (FT = 0.3 s)
SSD (FT = 1 s, a 1 = 0.01) WD (a 1 = 10−5)
(a) Overall Solution
(b) 75 s Firing Detail (c) 150 s Firing Detail
Figure 4.37. Comparisons of jet augmentation test case reconstructions using ‘best’ regu-
larization combinations for each algorithm.
unless smoothing is increased to the point that the transient features lose most of the detail
of the event. The high level of smoothing applied at later times for the WD algorithm that
over-smooths the later firings eliminates the instability at later times.
It should be noted that in instances like this where the cause of the change in sensitivity
coefficient is well known prior to the reconstruction, the regularization applied in a WD
reconstruction can be made to scale in a manner similar to the SSD algorithm. Achiev-
ing this, however, involves a custom defined regularization weighting matrix, W in Equa-
tion 3.1. This has not been pursued in this work as the same effect can be achieved much
more simply with the SSD algorithm.
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4.4 Multi-Component Reconstruction
To demonstrate the algorithm performance in the presence of multiple BCs with spatial
regularization, the system illustrated in Figure 4.38 is considered. The planar 2-D domain is
20 mm wide and 25.4 mm deep with constant properties used in the example of Section 4.1.
The top surface is exposed to a time- and space-varying heat flux boundary condition, while
the remaining three boundaries are insulated. The heating boundary condition is assembled
by the linear combination of 21 ‘tent’ basis functions. Each basis function is invariant in
time, but in the linear combination, each is scaled by the time-varying (piecewise constant)
value of the heat flux at the node of the function. The nodes are uniformly distributed along
the heated surface. As a result, the boundary condition is a piecewise linear function in
space, and a piecewise constant function in time4.
20 mm
25.4 mm


























































































Figure 4.38. Schematic of physical domain for spatial reconstruction example case.
An array of 21 thermocouples are placed 3.8 mm below the heated surface, and each
is centered under the boundary condition nodes. The sensitivity coefficients for these lo-
cations are evaluated in CHAR and presented in Figure 4.39 (as the domain is symmetric
4To simplify the presentation, only the value at the end of a solution interval is plotted in the results, which
makes the results appear piecewise linear in time. However, the actual solution is evaluated assuming piece-
wise constant temporal variation of the boundary condition nodal values in the sensitivity coefficient evalua-
tion.
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about x = 10 mm, only nodes located on 0 mm ≤ x ≤ 10 mm are shown). As these
properties and thermocouple depths are identical to those used in Section 4.1, it might be
expected that the coefficients for TCs directly beneath a node would be consistent with
those in Figure 4.1. However, due to relief from conduction in the additional spatial di-
mension, the coefficients in this instance peak earlier, at about 3 s, and to a much lower
level. As would be expected, the peak is observed to occur later and to lower levels at TCs
farther from the node that is being perturbed, and the coefficients for node 11 display sym-
metry about the center of the domain. The sensitivity coefficient peak is much higher for
the nodes near the boundaries because of the influence of the insulated boundary condition
limiting the lateral conduction. The nodes on the boundaries (1 and by symmetry 21) are
lower due to the fact that the surface area for which their basis functions are non-zero is
half of that of all the other nodes. Given the linearity of the material properties, the sensi-
tivity coefficients were evaluated using a one-sided finite-difference assumption. Perturbed
temperatures were computed assuming an applied flux pulse-width of 0.1 s on a grid of
quad elements 149 × 74 (149 elements in the x-direction) with 0.15 mm thick elements at
the heated surface. CHAR defaults for the numerical tolerances were used, but the timestep
was set to be 0.005 s to improve the accuracy of the solution.
CHAR was used to generate simulated measurements based on the heating profile shown
in Figure 4.40. The 5 nodes closest to the edges of the domain are exposed to constant heat-
ing and the remaining nodes are exposed to the triangular heating profile from Section 4.1.2.
The heating profile is symmetric about node 11. The spatial variation of heating to the
nodes is a step function, however the basis functions used to construct the boundary con-
dition provide a linear change from constant heating at node 5 to the full triangular profile
at node 6. Temperatures obtained with this heating profile are shown in Figure 4.41, along
with profiles with white noise superimposed to test the regularization of the reconstruction
algorithms (given the symmetry of the profile, only the unique TC traces are shown). While
CHAR was used to generate the simulated data, the linear IHCP solver is used in the recon-
structions presented in this section. For all results, reconstruction is performed at 2 Hz, so
all reconstructions will have an additional 0.5 s of implicit future time smoothing.
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(a) Node 1 (b) Node 2
(c) Node 3 (d) Node 4
(e) Node 5 (f) Node 6
(g) Node 10 (h) Node 11
Figure 4.39. Representative sensitivity coefficients for spatial reconstruction example.
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Figure 4.40. Applied heat flux profile for spatial reconstruction example.
Figure 4.41. Simulated temperature data for spatial reconstruction example. ‘Clean’ tem-
peratures superimposed on corresponding ‘noisy’ temperature traces. Only half of the tem-
peratures shown given the symmetry of the problem.
The key difference between this case and those in Section 4.1 is that multiple distinct
BCs are considered (in this case, the nodes). Just as some form of regularization is neces-
sary to maintain smoothness between temporally-adjacent elements of the solution vector
q, some regularization is necessary between spatially-adjacent elements of the solution
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vector to maintain an overall smooth and stable solution. For this example, the spatial
regularization component matrix of Equation 3.16 has been set to
hx =

−1 1 0 0 . . . 0
0 −1 1 0 . . . 0
...
... . . . . . . . . .
...
0 . . . 0 0 −1 1




in order to provide first-order spatial regularization. Figure 4.42 shows the effect of varying
the spatial regularization parameter αx when used with the FT algorithm. In these figures,
the translucent blue surface is the ‘true’ heating profile and is included for reference. Fur-
thermore, each grid line on the reconstruction surface corresponds to a reconstructed node
and time interval. As expected, larger values of the spatial regularization parameter lead to
smoothed out reconstructions of the spatial distribution of heating. Reducing the regular-
ization increases the sharpness of the spatial distribution, though over- and under-shoots,
leading to the multimodal surfaces, are still present on either side of the heating profile
discontinuity. This spatial distribution is qualitatively consistent with the WD temporal re-
constructions of the square heating pulse example considered earlier (Figure 4.4(a)). This
should be expected since the first-order spatial regularization of Equation 4.2 used here is
identical to the first-order temporal regularization used in the previous example, and both
are subjected to a step change in the target heating profile.
The temporal behavior of the node at the center of the domain is very similar to what
would be expected from the FT algorithm (recall that due to similar properties and heating
profile definitions, the temporal reconstruction of the centerline should be similar to that in
Figure 4.10(a)). This point is supported by the results in Figure 4.43, which shows equiv-
alent reconstructions using the FT, WD, and SSD algorithms. The temporal reconstruction
of the center of the profile follows expectations for each algorithm (FT: Figure 4.10(a),
SSD: Figure 4.12(b), and WD: Figure 4.11(a)), and spatial reconstructions are similar,
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with the SSD and WD reconstructions slightly smoother due to additional smoothing pro-
vided by the temporal regularization parameter. For completeness, Figure 4.44 shows how
the mulit-component algorithm responds to noisy TCs. Keeping in mind that the spatial
terms are always evaluated in a whole-domain sense with Tikhonov regularization (this
algorithm does not support ‘sequential’ evaluation of components within a single solution
time interval), results are consistent with single component reconstructions. Because the
present formulation limits all spatial boundary conditions to be defined on a consistent time
scale (with all being estimated at the same frequency), the number of total unknowns can
become very large. This can pose a challenge for the WD algorithm as the linear system
can become quite large, so the SSD algorithm provides a means of achieving improved re-
sults over the FT algorithm without the special handling of a very large numerical system.
The WD algorithm required 147 s of wall-time5 to evaluate the linear system, whereas the
SSD algorithm was able to perform the reconstruction in only 13.6 s of wall-time (recall
that this is performed with the linear IHCP tool, so sensitivity coefficient evaluation time is
negligible here). The FT algorithm required 5.4 s of wall-time to complete the reconstruc-
tion.
5Computed on a single core using a MacBook Pro 2.8 Ghz Intel Core i7 CPU (8 cores) with 16 GB of 1600
MHz DDR3 RAM.
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(a) αx = 10−5
(b) αx = 10−6
(c) αx = 10−7
(d) αx = 10−8
Figure 4.42. Spatial reconstruction results for Future Time algorithm with a 3 s future time
window and various values of the spatial regularization parameter αx.
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(e) αx = 10−9
(f) αx = 10−10
(g) αx = 10−11
(h) αx = 10−12
Figure 4.42. (continued) Spatial reconstruction results for Future Time algorithm with a 3 s
future time window and various values of the spatial regularization parameter αx.
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(a) Future Time: FT window 3 s
(b) Sequential Subdomain: FT window 3 s and α1 = 10−8
(c) Whole Domain: α1 = 10−8
Figure 4.43. Spatial reconstruction of clean TC data for different algorithms with αx =
10−7.
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(a) Future Time: FT window 3 s
(b) Sequential Subdomain: FT window 3 s and α1 = 10−8
(c) Whole Domain: α1 = 10−8
Figure 4.44. Spatial reconstruction of noisy TC data for different algorithms with αx =
10−7.
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5. ABLATION CONSIDERATIONS IN ENVIRONMENT
RECONSTRUCTION
5.1 Background
Figure 5.1 shows an illustration of the two-step process that a decomposing ablator ex-
periences upon sufficient heating. In the first step (described earlier in Section 4.2), the
virgin composite material thermally decomposes (or more precisely, pyrolyzes), producing
char and pyrolysis gas which percolates through the char to the surface. Second, a num-
ber of physical processes may occur at the surface to consume or otherwise remove char
from the surface leading to surface recession, a process generally referred to as ablation.
These two processes are separate and distinct. Most low density ablative TPS materials
(e.g. PICA, SLA, and Avcoat) experience both decomposition and ablation. However, not
all ablators decompose (graphite and teflon are common examples) and nor do all decom-
posing materials ablate under design conditions (e.g. SIRCA). If decomposition is present,
it will affect ablation by the introduction of pyrolysis gas.
Figure 5.1. Illustration defining regions of interest in a charring ablative TPS. From [35],
used with permission.
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Ablation can be caused by a number of physical processes. Several mechanical fail-
ure modes (i.e. erosion, spallation, and structural failure) can result in char removal with-
out any change of phase occurring. With sufficient heating, surface char may undergo
a phase change through melting or sublimation before being swept away by the boundary
layer. Finally, surface material can be consumed through heterogeneous chemical reactions
(e.g. oxidation) with the boundary layer gas in a process called thermochemical ablation.
Depending on the specific composition of a given TPS material, one or more of these modes
are generally dominant. For instance, teflon is generally regarded as a melter/sublimer [38],
and low density carbon ablators tend to oxidize with limited spallation. Each physical pro-
cess is governed by different parameters and has a different net effect on the heat conduction
into the TPS.
Regardless of the dominant ablation mode, two balances must be maintained: a mass





c ω˜kc − (ρv)wω˜kw − m˙′′f ω˜kf = 0 (5.1)
where j˜kw is the rate of diffusion of atoms of element k to the surface per unit area through
the boundary layer; m˙′′ and ω˜k are the mass flux rates and elemental mass fractions of
the pyrolysis gas (subscript g), ablating char (subscript c), and mechanically failing char
(subscript f ); and (ρv)w is the mass flux of the combined ablation products leaving the
surface with an elemental mass fraction of ω˜kw . All fluxes in Equation 5.1 are positive per
orientations in Figure 5.2. The elemental formulation here does not place restrictions on the
particular species in each term, allowing chemical reactions to occur between constituents
in the infinitesimal volume of the surface.
Kendall et al. [39] pointed out that if the boundary layer species are assumed to have
equal diffusion coefficients and unity Lewis and Prandtl numbers, the boundary layer dif-
fusive flux of element k at the surface can be modeled by













Figure 5.2. Elemental mass fluxes into the surface control volume.
where ρe is the boundary layer edge density, ue the edge velocity, Cm the mass transfer
coefficient, and ω˜ke is the elemental mass fraction at the boundary layer edge. Substituting
into the mass balance equation, setting (ρv)w = m˙′′g + m˙
′′
c − m˙′′f to balance the total mass

















is a nondimensionalized mass flux. This indicates that, under the assumptions of Equa-
tion 5.2, the elemental composition of the ablation products is a mass-weighted average of


















Figure 5.3. Energy fluxes into the surface control volume.
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+ q˙′′abs − q˙′′rerad + q˙′′c + q˙′′g − q˙′′w − q˙′′f − q˙′′conds = 0, (5.5)
where the energy fluxes in each term are attributed to










Absorbed shock layer radiation: q˙′′abs = αq˙
′′
rad (5.6c)
Surface reradiation: q˙′′rerad = σ(T
4
s − T 4∞) (5.6d)
Mass flux of char material: q˙′′c = m˙
′′
cHc (5.6e)
Mass flux of pyrolysis gas: q˙′′g = m˙
′′
gHg (5.6f)
Mass flux of ablation products: q˙′′w = m˙
′′
wHw (5.6g)
Mass flux of failed species: q˙′′f = m˙
′′
fHf (5.6h)




with q˙′′ a heat flux per unit area, x the wall-normal direction, hoi the heat of formation of
species i, k the thermal conductivity of the near-surface fluid (subscript fl) or solid (sub-
script s), α the surface absorptivity,  the surface emissivity, and H a mixture enthalpy.
All flux terms are positive if oriented according to Figure 5.3. The first two terms collec-
tively represent the convective heating to the surface by the boundary layer. Using film
coefficient models, assuming equal diffusion coefficients, and assuming the heat and mass









= ρeueCh(Hrec −Hw), (5.7)
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the form commonly used in engineering-level ablation analysis, where ρeueCh = C∗h is the
commonly referred to film coefficient, Hrec is the recovery enthalpy of the boundary layer,
and Hw is the mixture enthalpy of the ablation products at the wall. Substitution of these
terms back into Equation 5.5 yields
q˙′′conds =
Environment︷ ︸︸ ︷
C∗h(Hrec −Hw) + αq˙′′rad −
Reradiation︷ ︸︸ ︷
σ(T 4s − T 4∞)
+
Ablation Terms︷ ︸︸ ︷
m˙′′cHc + m˙
′′
gHg − (m˙′′c + m˙′′g)Hw − m˙′′fHf . (5.8)
The terms highlighted in blue are typically provided by separate CFD or boundary layer
analysis, and the red terms are material properties and assumed known (possibly functions
of temperature and pressure). The remaining terms must be determined by the ablator
response model and the recession model.
Generally, in a direct solution of an ablator response, the SEB is solved to obtain q˙′′conds
and m˙′′c . The first term is the actual flux boundary condition for the governing heat equation,
and the other determines the surface recession rate. The enthalpy of the ablation products,
Hw, depends on the state and composition of the ablation products (Equation 5.3), so it will
be strongly dependent on the mass fluxes, including m˙′′c . Since m˙
′′
c varies, the solution of
the SEB requires a non-linear approach.
To reduce the computational cost of this solution, Moyer et al. [36] and Kendall [40]
non-dimensionalized the ablation terms in the SEB using B′ (Equation 5.4) so that re-
cession model solutions could be pre-computed and packed into a so-called B′ table that
provides B′c and Hw as a function of temperature, pressure, pyrolysis gas rate B
′
g. Given
these terms, m˙′′c and q˙
′′
conds
can be readily evaluated. Though convenient, this approach
places some constraints on the physical recession models that can be considered.
5.2 Recession Models
Recession model is the term used here to describe the physical model that determines
the rate of char mass loss, m˙′′c , and the corresponding enthalpy of the ablation products,
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Hw, at a given time in an ablation simulation. As described earlier, a number of different
physical processes can cause ablation, so recession models can take a wide range of forms,
many of which are not compatible with the B′ table approach described above.
The Diffusion Limit
The B′ table approach was developed for materials that primarily experience thermo-
chemical ablation (recall that this is driven by heterogeneous chemical reactions with the
boundary layer gas) at conditions where reaction rates are fast enough that the char and
ablation products are in a state of chemical equilibrium. Under this assumption, the mass
balance equation (Equation 5.3) defines the elemental composition of the ablation products,
and the gas species concentrations are calculated by minimizing the Gibbs free energy at a
given temperature and pressure [40–45]. The largest amount of B′c which does not result in
condensation is determined, meaning that the gaseous ablation products will be saturated in
at least one element that makes up the char (this can be complicated if the char is composed
on multiple constituents [44]). As the film coefficient is the nondimensionalizing factor, the
rate of surface mass loss scales directly by the rate that boundary layer edge species diffuse
to the surface. Thus this recession model is called the diffusion limit. It represents the max-
imum recession rate possible at a specific condition in the absence of mechanical failure.
As the enthalpy of the equilibrium mixture is an intrinsic property for a given composition,
it can be tabulated along with B′c for each chosen combination of temperature, pressure,
and B′g.
Plots of two B′ tables are shown in Figure 5.4. Figure 5.4(a) shows the diffusion limit
recession solution for graphite for several pressure values. Graphite does not pyrolyze, so
these solutions are not a function of B′g. This plot shows the typical solution for carbon
ablation, with a plateau in the recession rate at the low temperatures (where the primary ab-
lation product is CO2), followed by a transition to the higher CO plateau at mid-range tem-
peratures, before rapid recession begins as temperatures approach the sublimation asymp-
tote (with sublimation temperature increasing with pressure). Note that when sublimation
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is occuring, B′c evaluated in this manner would be infinite, and a separate modeling ap-
proach is required (Section 5.2). Figure 5.4(b) shows the corresponding enthalpy of the
ablation products, with the key point being the predominantly negative enthalpies (due to
the negative heat of formation of CO and CO2). Figure 5.4(c) shows the B′c solution for
the TACOT material for a pressure of 1 atm, and Figure 5.4(d) shows the matching abla-
tion product enthalpy. This material does decompose, so different solutions are obtained
with different pyrolysis gas blowing rates, B′g. Several curves associated with B
′
g values
of 0, 0.25, 1.0, and 10 are shown in different colors so that trends with increasing B′g may
be identified. In general, increasing the blowing rate will decrease the recession rate since
carbon in the pyrolysis gas reduces the amount of carbon from the char that is needed to
saturate the ablation products (note that if the ablation products become over-saturated in
carbon, carbon would condense back onto the surface instead of ablate away). At some
point, recession will not occur as the pyrolysis gas is capable of saturating the ablations
products on its own. Closer to sublimation, hydrogen introduced by pyrolysis allows the
ablation products to hold more carbon before condensation, so recession increases.
Kinetic Limiting
The diffusion limit model works well at high temperatures and pressures where chem-
ical reactions proceed at a rapid rate. At lower temperatures, heterogeneous reactions may
progress at a rate that is slow relative to the rate that species diffuse across the boundary
layer, and will consume char slower than the diffusion limit rate. This condition is gener-
ally referred to as kinetically limited recession. Many different models have been proposed
to predict kinetically limited recession and summarizing them is beyond the scope of this
work. However, the model used in the present MEDLI analysis is discussed.
The Kinetic Limit
At the lowest temperatures where ablation occurs, the boundary layer is able to diffuse
reactant species to the surface much faster than the reactions can consume them. This is
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P = 1.0 atm P = 0.1 atm P = 0.01 atm P = 0.001 atm
(a) Graphite B′ (b) Graphite Hw
B′g = 0.0 B′g = 0.1 B′g = 0.25 B′g = 1.0 B′g = 10.0
(c) TACOT B′, P = 1atm (d) TACOT Hw, P = 1atm
Figure 5.4. Example B′ tables for two carbon ablators.
called the kinetic limit. This case can provide simple recession models as the boundary
layer solution will not be significantly altered by the recession rate. A commonly cited











where ko is the pre-exponential factor, Rb is the reference nose radius, PO2 is the par-
tial pressure of molecular oxygen at the surface, Ea is the reaction activation energy, R
is the universal gas constant, and T is the surface temperature. Based on the initial as-
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sumption that diffusion is much more rapid than the reactions, the partial pressure of
oxygen at the wall is the same at the edge. Scala notes that the reaction rates suggested
by experiment vary widely based on the type graphite tested. He proposed rate coeffi-
cients that bounded “fast” and “slow” variants of graphite with values of Ea = 184 kJ/mol
and ko = 10.321 · 106 kg/m3/2sPa1/2 for “fast” reactions, and Ea = 177 kJ/mol and ko =
686.1 kg/m3/2sPa1/2 for “slow” reactions1. Note that since this model is a function of temper-
ature and partial pressure of oxygen, and not a function of the film coefficient, the mass loss
rate cannot be packed into a B′ table without assuming a normalizing film coefficient. In
the true kinetic limit, the enthalpy will be defined by the edge gas composition (neglecting
the influence of pyrolysis gas) as rapid diffusion equilibrates the composition. Often, this
will be assumed to be in chemical equilibrium as dissociated species are likely to recom-
bine at the low temperatures where the kinetic limit applies, especially in the presence of
highly catalytic condensed carbon surface.
Transition Regime
In the transition regime, heterogeneous reaction rates are high enough relative to bound-
ary layer diffusion rates that the reactions will be limited to a certain extent by the avail-
ability of gas phase reactants, but the rates are not high enough to completely consume the
reactants as in the diffusion limit. Analysis of the transition regime generally focuses on
reacting CFD or boundary layer analysis coupled with a heterogeneous reaction mecha-
nism driving the surface boundary condition (i.e. neglecting surface shape change). Two
early examples are those of Scala [46] and Welsh and Chung [47]. Many modern reaction
mechanism studies build on the model of Zhulktov and Abe [48]. Due to the complexity of
analysis required, this regime will not be considered in the present MEDLI reconstructions
and is left as an opportunity for future work.
1Tim Risch pointed out in private communication that there was an error in the units published by Scala and
their subsequent use in the ACE manual sample problem set. This can be attributed to a missing Rb term in
the text of [46], which has been included in Equation 5.9.
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ACE Kinetics Model
In seeking to obtain an approximate solution for kinetically-limited recession, Kendall
proposed a model in the Aerotherm Chemical Equilibrium (ACE) code [40] (later extended
by Milos and Chen [45]) assuming that one or a small number of heterogeneous reactions
are slow relative to all of the other homogeneous and heterogeneous reaction rates. In this
scenario, the gas phase ablation products are assumed to be in chemical equilibrium, but
only a portion of the char atoms (determined by the slow reactions) are able to “react” with
atoms from the boundary layer and pyrolysis gas. To simplify the following discussion, it
is assumed that the char is pure carbon.
Limiting the amount of char that can enter the ablation products is enabled by defining a
new element of non-reactive carbon (denoted here by atomic symbol C(nr)) with the same
atomic weight as normal reactive carbon (denoted with the conventional atomic symbol
C). Most carbon-containing species in the chemical equilibrium solution, such as CO and
CO2, are defined to exist with reactive carbon and reactive carbon can only exist in gas
phase. Non-reactive carbon can exist in condensed and gas phase, but only exists in gas
phase as sublimation species (species containing only carbon such as C(nr) and C(nr)3 ).
With this chemical system established, the carbon content in char is defined to be non-
reactive carbon in ω˜kc . The heterogeneous reaction model then converts an appropriate
amount of non-reactive carbon to reactive carbon through the B˜′r term in a modified mass






gω˜kg −B′f ω˜kf + B˜′r
1 +B′g +B′c −B′f
. (5.10)
Using this mass balance, the typical diffusion limit solution approach is followed, whereby
B′c is determined such that non-reactive carbon is saturated in the ablation products. Keep-
ing in mind that non-reactive carbon can only exist as sublimation species, only a small
amount of non-reactive carbon will be present, and B′c will be largely driven by the carbon
called for by the heterogenous reaction. This will leave the ablation products undersatu-
rated in reactive carbon and the recession rate will be less than the diffusion limited value.
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whereMk is the atomic weight of the limited element, µRin is the reaction stoichiometric
coefficient for reactant species i of reaction n, µPin is the reaction stoichiometric coefficient
for product species i of reaction n, νki is the number of atoms of element k in species i,
















where the products are only evaluated over gaseous species, and Pi is the partial pressure
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with gˆi is the standardized Gibbs function for species i, and the sum is over gaseous and
condensed species. If the reaction is considered irreversible, the second term in Equa-
tion 5.12 is neglected.
Considering Equation 5.12, it is apparent that the reaction rate is controlled by the
quantity of available reactants. The quantities of these reactants depend on the equilibrium
composition and not on any limits imposed by the rate of diffusion through the bound-
ary layer. As such, this model is a kinetic limit model and not a true transition regime
model. However, it does incorporate, to some extent, the competition between reaction rate
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and available reactants, so it sometimes is used in place of much more complex transition
regime models.
Since an explicit film coefficient is present in the definition of B˜′r which must be com-
puted to evaluate the mass balance, a non-dimensionalizing film coefficient must be pro-
vided to obtain a recession solution. Propagating the non-dimensionalizing film coefficient
term from Equation 5.11 into Equation 5.13, this coefficient is seen to essentially scale the
pre-exponential constant, Bn, in the Arrhenius model. Therefore, even though the result of
this model is a B′c and corresponding Hw that can be put into a B
′ table, the evaluated so-
lutions are only valid for the film coefficient used to compute the table (the film coefficient
is not scaled out of the problem as it is in the diffusion limit). Accurate implementation of
this model requires that either the table dimensions be increased to include the film coeffi-
cient, or the evaluation of the recession rate must be incorporated directly into the ablation
simulation.
Figure 5.5 shows the recession predicted by the ACE kinetic model with coefficients
defined to match the Scala “fast” and “slow” models. For comparison, the equivalent dif-
fusion limit and pure kinetic limit solutions are also shown. A number of features can be
identified. First of all, note the perhaps obvious difference between the two Scala mod-
els, with the “fast” model showing more recession at a given temperature than the “slow”
model. Also note that the ACE model yields the same results as Equation 5.9 plotted with
green lines when the reaction model is defined consistently. Note, however, that the ACE
model departs from Equation 5.9 as the recession rate approaches B′c of about 10
−2. This
is caused by the ablated carbon reducing the partial pressure of O2 in the equilibrium ab-
lation products mixture from the value of PO2 = 0.21 atm used in the Scala model. Once
this happens, the ACE models show similar two-plateau responses as the diffusion limit
model does, albeit with transitions at increasingly higher temperatures as the heteroge-
neous reaction rates are decreased. In this regard, the ACE model is a desirable practical
implementation of a kinetics model as it provides a smooth transition to a diffusion limit-
like solution at higher temperatures, as opposed to the unreasonably high recession rates
predicted by Equation 5.9 at high temperatures.
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Diffusion Limit ACE: Scala “fast” ACE: Scala “slow” Eqn. 5.9: Scala “fast” Eqn. 5.9: Scala “slow”
Figure 5.5. ACE implementation of Scala “fast” and “slow” carbon kinetics. Nondimen-
sionalized by C∗m = 0.14647 kg/m2s and Rb = 1 m.
Fail and Phase Change Recession
Fail recession is the term used to describe recession that does not alter the thermochem-
ical state of the gaseous ablation products. This includes mechanical failure (spallation,
erosion) and melting followed by melt flow. Fail recession, melting notwithstanding, will
not alter the enthalpy of the recessing material. The fail enthalpy, Hf , in this case is set to
match the char enthalpy to offset the additional energy flux in the m˙′′cHc term. The fail re-
cession rate, B′f , can be set to a function of shear stress if desired, or it can also be modeled
as a percentage of the thermochemical B′c.
Recession due to phase change is generally assumed to occur at a constant temperature





where ∆Hof is the latent heat of fusion, q˙
′′
inc is the net incident heat flux into the surface,
and q˙′′conds is the solid conductive heat flux necessary to maintain the constant surface tem-
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perature. Melting is considered a form of fail recession, so it leaves the surface as m˙′′f with
an enthalpy of Hf . Sublimation is not typically considered a form of fail recession as the
mixture enthalpy of the ablation products will be affected. However, if sublimation is the
dominant recession mechanism, Equation 5.15 is used to define the recession rate given the
heat flux and the heat of sublimation. For both melting and sublimation, the mass loss rate
does not scale uniformly with film coefficient, and cannot be reasonably represented with
a B′ table.
5.3 Roughness and Blowing Effects
In conventional engineering-level ablation analysis, the evaluation of the environment
terms in the SEB (Equation 5.8) is decoupled from the ablation analysis. However, the
physical fluid and solid systems are strongly coupled. Some of the species diffusion effects
are addressed by the assumptions that go into the B′ recession model, and will not be
addressed here. Of interest here is the fact that the convection of the ablation products
from the surface, generally referred to as blowing, changes the wall boundary condition for
the boundary layer analysis from an impermeable wall condition to one with a specified
wall-normal velocity. This has an impact on the heat and mass transfer film coefficient of
the boundary layer, generally reducing it. Furthermore, an ablated surface will generally
be rough, so heat and mass transfer coefficients can be further augmented if the boundary
layer becomes turbulent. Finally, the film coefficient may also be a function of surface
temperature. In order to decouple the analysis, models must be used to account for these
effects.
The effects of surface roughness and hot wall corrections will not be explicitly ad-
dressed in this work and are only mentioned here for completeness. Blowing, on the other
hand, is addressed by the blowing model used in the CMA code [36], described further by














and C∗h|o is the film coefficient evaluated by boundary layer analysis with a smooth and
impermeable wall (sometimes referred to as the unblown film coefficient). The variable λ is
the blowing reduction parameter and is taken to be 0.5 for laminar flow and 0.4 for turbulent
flow. All instances of C∗h mentioned previously in this chapter use the film coefficient cor-
rected for the effects of blowing (sometimes referred to as the blown film coefficient). The
dependence of the film coefficient on the blowing rate (and roughness model, if included)
introduces further non-linearity to the SEB which must be accounted for in the solution.
5.4 Reconstruction Considerations
Much of the discussion in this chapter has focused on typical forward, as opposed
to inverse, analysis used to predict material response given boundary conditions. In this
section, complications introduced in inverse analysis is discussed.
In reconstruction problems to this point, it has been generally assumed that the IHCP
boundary condition is the heat flux as that is typically how the problem is addressed in the
literature. However, as was shown in Section 4.3, it is possible to formulate the IHCP to
reconstruct the film coefficient (or any other environment term in Equation 5.8) as long
as the other environment variables are known. If a B′ recession model is used, the film
coefficient must be determined since it is needed to define the dimensional mass flux for
the surface recession calculation. Since the film coefficient is likely the most uncertain term
in the SEB, it will generally be the environment variable of interest in a reconstruction on an
ablator. Contributions from other terms and from surface recession can have a considerable
effect on the behavior of the sensitivity coefficients and the stability of the IHCP problem.
First of all, an ablating surface can recess past an embedded thermocouple (sometimes
referred to as burn-through), either in the physical experiment or in the material response
model. This is not necessarily a problem if the recession model is physically accurate.
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However, the recession model is generally inaccurate and introduces non-negligible mod-
eling errors that lead to a difference in burn-through times. Once burn-trough occurs, com-
parisons between measurement and model cannot be made and the reconstruction will be
unable to continue unless other measurements at greater depth are available to inform the
reconstruction.
Secondly, variations in the other terms of the SEB, such as the radiation and net ablation
energy release, can lead the TC response to be more or less sensitive to the film coefficient
at different times in the reconstruction, the extent of which can be dependent on the film
coefficient. This can increase the non-linearity of the IHCP. In extreme cases, such as those
experienced on MSL, the TCs can become completely insensitive to the film coefficient.
Recall that the film coefficient is multiplied by the term (Hrec − Hw) in Equation 5.8. If
this goes to zero, the TCs will become insensitive to C∗h and the reconstruction will likely
become unstable (recall the example in Section 4.3).
However, in a reconstruction the SEB does not have to be evaluated in the traditional
forward sense. In a forward problem, the desired result of the SEB is the solid conductive
heat flux. The solid conductive heat flux is the term that the TCs actually respond to, be-
cause this is the actual boundary condition driving the governing heat equation. If an IHCP
reconstruction algorithm were able to define the conductive heat flux on the surface, the
SEB could be solved in a separate step for the environment term of interest, and could pos-
sibly recover from the film coefficient becoming momentarily undefined due to modeling
errors.
As was mentioned in Section 1.2, the nominal recession model used for the MEDLI
analysis was demonstrated to over-predict the recession seen in flight, which means that
reconstructions will be challenged by the near surface TC burning out earlier than it should
in most models. The fact that the recovery enthalpy and wall enthalpy are of similar magni-
tude shortly after peak heating means that the film coefficient will likely become insensitive
at this point as well. In order to provide a means of working around these issues and ro-
bustly reconstructing the film coefficient from the MEDLI data, a decoupled approach is
proposed herein in which the IHCP will determine the solid conductive heat flux and the
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SEB will be solved in a separate step for the film coefficient. It is also shown how this
approach can be used to evaluate the feasibility of different recession models based on a
single IHCP reconstruction.
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6. DECOUPLED SEB RECONSTRUCTION APPROACH
To address some of the limitations mentioned in Section 5.4, a method is proposed in this
chapter whereby the surface energy balance solution (and any associated surface reces-
sion) is decoupled from the IHCP reconstruction and solved in a separate step following
the IHCP reconstruction. The theoretical basis for this method is presented, the code im-
plementation is briefly described, and finally two verification examples and a comparison
to a conventional coupled reconstruction are presented to demonstrate the level of error
introduced by the decoupling.
6.1 Decoupling Theory













x0 ≤ x ≤ L (6.1b)






T (L, t) = g(t) (6.1d)
T (x, 0) = f(x) (6.1e)
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that satisfy all conditions necessary to yield a unique solution for T (x, t) for t > 0. Two
time-varying locations on the domain are defined such that
x0 ≤ xs(t) ≤ xm(t) ≤ L, (6.2)
for t > 0 (the temporal dependance is omitted from subsequent nomenclature for clarity).












on the restricted spatial domain
xs ≤ x ≤ L (6.3b)
with boundary and initial conditions given by
Y (xs, t) = T (xs, t) (6.3c)
Y (L, t) = g(t) (6.3d)
Y (x, 0) = f(x), (6.3e)
and C, k, g, and f identical to those in the first problem (only Equation 6.3c changes), then
the uniqueness of the solution to Equation 6.1 implies that
Y (xm, t) = T (xm, t) (6.4)
for any xm on [xs, L] for t > 0. In the subsequent discussion, the system given by Equa-
tion 6.1 is referred to as the full system, and the system given by Equation 6.3 is referred to
as the restricted system.
Taken one step further, if the two problems are identical except for the extent of the
spatial domain and if the equality of Equation 6.4 is enforced, then the uniqueness proper-
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ties of the heat equation solution require that the boundary condition on the surface of the
restricted system must be given by Equation 6.3c (or the Neumann equivalent). Notice that
stated this way, the problem takes the general form of an inverse problem. Also notice that
the only restrictions on the interior points xs and xm above are that they are on the domain
and that xs ≤ xm. The implication of this is that an IHCP reconstruction is not only a re-
construction of the boundary condition, but a reconstruction of the whole temperature field
consistent with the governing equation and measurements at a point, xm, on the domain.
This result can be used in the reconstruction of boundary conditions when the location
of the true boundary is unknown at the time of reconstruction. The restricted system rep-
resents the true physical system with the surface at xs and the measurements describing
Y (xm, t). IHCP algorithms are used to reconstruct an appropriate boundary condition at x0
(q˙′′(t) in Equationn 6.1c) for the full system that yields T (xm, t) = Y (xm, t). The resulting
solution of the full system can then provide the T and ∂T
∂x
needed to compute q˙′′conds in the
surface energy balance (Equation 5.8) for any possible surface location on x0 ≤ xs ≤ xm
that is consistent with the measurements. Any information regarding the location of xs can
then be incorporated to define the boundary conditions, or a separate model describing the
motion of xs with time (even one that is a function of T and ∂T∂x at xs) can be evaluated
separate from the IHCP solution. The key is that the temperature field reconstruction is
decoupled from the surface recession evaluation.
These concepts are illustrated graphically in Figures 6.1 and 6.2. Figure 6.1 shows the
temperature solution at time t1 of the full system that has been reconstructed to provide
the measured temperature at the measurement location xm. Two potential values of xs are
shown as x1 and x2. Under a set of assumptions that specifies x1 as the true surface loca-
tion, the surface temperature must be 1200 K in order to provide the proper response at the
sensor. In this case, the temperature at x2 is simply an internal temperature. Alternatively,
under a different set of assumptions that suggest x2 is the true surface location, the surface
temperature must be 900 K to satisfy the governing equation and match the sensor measure-
ment. In this case, the temperature at x1 is outside the true domain and is un-physical under
these recession assumptions. Figure 6.2 shows a plot of the entire temperature field, with
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contours of both full (thin black lines) and restricted (colored lines) systems co-plotted.
The thick black line indicates the location of the true surface defining the restricted sys-
tem. A slice through this surface at constant depth (magenta line) shows the temperature




Tsensor(t1) = 750 K
Figure 6.1. Illustration of a heat equation solution at a specific time showing how different
combinations of boundary location and boundary value could yield an internal temperature
value consistent with measurement.
These two figures highlight a significant caveat that should be addressed: the solutions
on the extended domain (x0 ≤ x < xs) are fictitious with respect to the real system and
they can include physically impossible temperatures (for example on a melting material,
temperatures in this region will exceed the melt temperature). The uniqueness property
only requires that the restricted system solution and any full system solution be equal on
the restricted domain. If C and k are functions of temperature and the full system solution
on the extended domain includes values of T that are outside the range of Y , then it may
be possible to obtain multiple different solutions to the full system that differ only on the
extended domain if different functions for C(T ) and k(T ) are used (clearly, these functions
will only differ for values of T outside the range of Y ). Since material properties at ficti-
tious temperatures are fictitious themselves, they may be carefully chosen to improve the
stability of the full system inverse reconstruction.
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Figure 6.2. Illustration of a temperature field with a recessed surface shown relative to the
fictive non-recessed surface. Note that a cut at a constant depth gives a temperature trace
that corresponds to the expected response of a TC at that depth (shown as magenta lines),
while the thick black line indicates the location of and conditions on the recessing surface.
6.1.1 Pyrolysis Gas Decoupling
It has been shown that the temperature field reconstruction can be computed without
knowledge of the exact surface location. Decomposing ablators will have an additional
partial differential equation governing the flow of pyrolysis gas. In order to fully reconstruct
the behavior of these materials, additional constraints must be addressed. Development of
models for the true physical nature of the pyrolysis gas flow is an area of open research and
is beyond the scope of this work. However, there are two common modeling assumptions
made regarding the flow of pyrolysis gas relevant here: zero residence time and steady
porous flow.
Older ablation models used for the majority of engineering-level ablation analysis (such
as CMA [36] and FIAT [50]) assume that the pyrolysis gas residence time in the interior
of the ablator domain is negligible. The decomposition models are integrated through
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the domain and any pyrolysis gas produced is assumed to be immediately present at the
surface. With this assumption, there is no additional partial differential equation required,
and a reconstruction can be completed as previously discussed.
As modeling capability is developing to handle multi-dimensional problems, this as-
sumption becomes difficult to implement since it is not clear where on the surface the
pyrolysis gas should emerge from. Consequently, governing equations for the pyrolysis
gas flow are necessary. The CHAR code used here assumes that the pyrolysis gas adheres
to the steady Darcy’s law for flow in porous media which relates the gas flow rate to the






where m˙′′g is the local mass flux of pyrolysis gas, ρg is the gas density, µ is the gas viscosity,
κ˜ is the permeability tensor of the porous medium, and P is the internal pressure. While
the details of derivation are left to reference [34], CHAR solves an additional parabolic
partial differential equation for the internal pressure field that satisfies the gas continuity
(conservation of mass) equation. With this approach, the pyrolysis gas can stay resident in
the ablator for a finite amount of time, and the flow rate (and direction in multi-dimensional
problems) is dependent on permeability. The permeability is generally defined to be a
function of the state of decomposition, with higher permeability in decomposed char than
in virgin material. When CHAR is used to calculate the response of a material for which
the model was developed with the zero residence time assumption, the permeability of the
virgin and char states are set as low and as high as possible, respectively, that provide stable
solutions. In this way, the pyrolysis gas residence time is minimized.
For the decoupled SEB approach proposed here, the pyrolysis gas mass flow rate at the
surface must be determined since that will likely influence any thermochemical ablation
model. For a reconstruction where pyrolysis gasses are handled with the zero residence
time assumption, the surface pyrolysis gas mass flux can be determined by integrating the
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decomposition model on the restricted domain [xs, L]. For a model that implements addi-
tional governing equations, the pyrolysis mass flux must be determined from the coupled
solution of the governing equations. This introduces a scenario in which the decoupling
approach may break down.
Depending on the material permeability, the internal pressure gradient can be large and
non-linear. By itself, this does not invalidate the decoupling theory, at least for the steady
porous flow assumption, as the pressure field is governed by a parabolic PDE like the tem-
perature field. However, in most reconstructions, the pressure will not be known at an
internal location like the temperature will, the pressure will generally only be known on
the true surface. Using the known pressure boundary condition on the full system bound-
ary with a material having low permeability will yield internal pressures that are too high
relative to the case where the known pressure boundary condition is applied on the bound-
ary of the restricted system. If the pyrolysis gas enthalpy or the solid thermal conductivity
are functions of pressure, errors will be introduced (although they will likely be small as
these properties generally vary with the log of pressure). More significantly for this case,
though, is that if the mass flux field is not uniform in the vicinity of xs, then the decoupled
reconstruction may not be able to define m˙′′g with sufficient accuracy.
To illustrate this, Figure 6.3 shows an example of a full system reconstructed pressure
field overlaid on a true restricted system pressure field with “low” char permeability (using
values recommended for the TACOT material of κ˜c = 2.0 × 10−11 m2 and κ˜v = 1.6 ×
10−11 m2). Although the differences are not very large, some differences are seen between
the contour lines in the region of most rapid decomposition (70 s-130 s). At a fixed depth,
the top plot indicates that the full system reconstruction pressure exceeds that of the true
system. However, if the permeability values are set to artificial values to mimic CMA
(κ˜c = 1.0×10−8 m2 and κ˜v = 5.0×10−14 m2), the pressure field comparison in Figure 6.4
is obtained. In this case, the full system reconstruction pressure matches the true restricted
system pressure very closely.
For the MEDLI data being addressed in this work, the PICA material model was devel-
oped in FIAT using the zero residence time assumption. As such, the CHAR implementa-
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Figure 6.3. Illustration of pressure field with a full system reconstruction overlaid on a
true restricted system solution. TACOT recommended permeability values of κ˜c = 2.0 ×
10−11 m2 and κ˜v = 1.6× 10−11 m2. Note that line contours are not uniformly spaced. The
thick black line indicates conditions on the recessing surface, the indicated 10% pyrolysis
line denotes the boundary between virgin and pyrolyzing material, and the indicated 90%
pyrolysis line denotes the boundary between the pyrolyzing and char material.
tion of the model uses an artificially high permeability in the char, which leads to a low and
linear pressure gradient that minimizes the effect of this modeling assumption. However,
a different approach may be required to perform this sort of analysis with future material
models that use more realistic permeability models.
6.1.2 Previous Uses of Decoupled SEB Reconstruction
This approach of decoupling the surface recession calculation from the IHCP solution
has been used to some extent in two previous studies of reconstruction of environments on
ablative heatshield materials. These are presently described and the differences proposed
in this study are outlined.
127
Figure 6.4. Illustration of pressure field with a full system reconstruction overlaid on a true
restricted system solution. CMA-like behavior of pyrolysis gas flow obtained with perme-
ability values of κ˜c = 1.0× 10−8 m2 and κ˜v = 5.0× 10−14 m2. Note that line contours are
not uniformly spaced. The thick black line indicates conditions on the recessing surface,
the indicated 10% pyrolysis line denotes the boundary between virgin and pyrolyzing ma-
terial, and the indicated 90% pyrolysis line denotes the boundary between the pyrolyzing
and char material.
As was described in Section 1.2, the team reconstructing the MEDLI flight data encoun-
tered problems with the recession model in their reconstructions. After discussions and col-
laboration among several individuals at NASA (present author included), it was proposed
that reconstructing on a system with suppressed recession would be a meaningful bounding
case, and the decoupling approach above was identified. Mahzari et al. used this idea in [7]
to show bounding environments and assessed the sensitivity of a combined convection and
ablation “heat rate” given by q˙′′s = C
∗
h(Hrec −Hw) + m˙′′cHc + m˙′′gHg − (m˙′′c + m˙′′g)Hw for
several assumed recession profiles using the temperature derivative evaluated from the no-
recession reconstruction. The assumed recession profiles were defined by using uniformly-
scaled pre-flight recession estimates. As they did not evaluate a recession model needed to
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calculate the ablation terms, they could not isolate the film coefficient in their reconstruc-
tions.
Frankel et al. [18] have recently proposed a similar two-step reconstruction process,
albeit with a different approach on the IHCP algorithm. However, in their paper, they
provide very little discussion about how the surface energy balance affects recession and
environment reconstruction. They only consider melting materials, so the surface location
is easily identified by the isotherm corresponding to the material melt temperature.
The current work advances this concept by incorporating the thermochemical ablation
surface energy balance into the process for reconstruction of environments on materials
with more complicated oxidation recession mechanisms. It is also shown how this approach
can be used to assess the feasibility of proposed recession models.
6.2 Implementation
A code has been developed to evaluate the SEB and recession model given a set of
CHAR solution files. A number of support modules are implemented to manage the large
array of data required. Each module reads in files in the same format that CHAR either
reads or writes to enable seamless integration, and the material model routine has been
built to provide consistent behavior with the model implemented in CHAR (refer to [34]
for details of the model form). For the data structures that fulfill largely tabulation and
lookup functions (trajectory, material model, and temperature field), routines have been
implemented to verify the accuracy of the interpolation and computation routines. It is
implemented in the C++ language and utilizes approximately 5,000 lines of code.
While many aspects of the code focus on managing data from other codes and models,
the thermochemical ablation model is the core element of this code. The ACE kinetics
model presented in Section 5.2 is the primary physics-based kinetics model implemented.
Several attempts have been made to implement a stand-alone chemical equilibrium solver
(based on [41–43]) with the reaction model and its analytical Jacobians built into the solver.
However, the chemical equilibrium problem is well known to be somewhat unstable [41,
129
42, 51] and the algorithms implemented could not obtain solutions with enough reliability
to work in this application. The multiphase Gibbs function continuation method (MPGFC)
presented by Scoggins and Magin [43] is purported to be completely robust in solving the
chemical equilibrium problem. This algorithm fundamentally requires that the elemental
composition of the mixture under consideration be constant through the solution process1.
Unfortunately, the elemental composition in the ACE recession model varies based on the
solution species composition, which will vary through the solution2.
In order to implement the ACE kinetics model with sufficient reliability to complete this
work, some simplifications were required. First of all, the implementation of the MPGFC
in the Mutation++ library [52] was used, with only minor modifications, to evaluate the
multi-phase chemical equilibrium solutions. Secondly, to get around the requirement that
the elemental composition remain fixed, the solver must be formulated in such a way that
the Mutation++ algorithm can be used to compute the diffusion limited recession solution
for an elemental composition defined by estimated values of B′c and B˜
′
r, after which the
solution is used to update the estimates of B′c and B˜
′
r until convergence is obtained. The
process is slow but reliable; however, it limits problems to a single limiting kinetic reac-
tion. Finally, this implementation presently limits problems to those with the char being
composed of pure carbon.
The algorithm to evaluate a kinetically limited recession rate is shown graphically in
Figure 6.5. Each of the three colors denotes a different logical routine in the code, with




c, and green denoting
evaluation of the diffusion limit solution using the Mutation++ library given B′c and B˜
′
r.
This final step performed by Mutation++ provides an evaluated B′c and a corresponding
vector of species mole fractions. The species mixture is used to evaluate B˜′r according
to Equation 5.11 which is then compared to the guessed value. Once the red routine has
converged to a value of B˜′r, the B
′
c value provided by Mutation++ is compared to the
1In order to solve for B′c in Equation 5.3, the MPGFC algorithm defines the wall gas elemental composition
containing a large amount of char and solves for multi-phase equilibrium. At the conclusion of the iteration,
the amount of char that was actually taken into gas phase is computed and used to determine B′c.
2It seems likely that this additional non-linearity undermines the solution robustness for the Gibbs free energy
minimization algorithms tested as kinetic solutions are generally more unstable than diffusion limit solutions.
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B′c guess in the blue routine and updated until convergence. Both of these convergence
routines use a bisection-limited Newton solver (if the Newton update is undesirable, the
update is chosen to halve the bounding interval) since natural bounds are inherent in the
problem (0 ≤ B˜′r ≤ B′c, and 0 ≤ B′c ≤ 100, where B′c = 100 is an unrealistically large
value). Finite-difference approximations of the function residual derivative are used, and if
the derivative evaluates to zero, the guess is updated by bisection. In Figure 6.5, the boxes
“Compute B′c” and “Compute B˜
′





respectively for the finite difference derivative calculation.
Verification of the surface thermochemistry module was performed by code-to-code
comparison and comparison to an analytic solution. For the diffusion limit case, com-
parison was made to the TACOT B′ table, which is shown in Figure 6.6, with excellent
agreement seen3. To verify the kinetic reactions, comparison was made to the models of
Scala, and were shown previously in Figure 5.5, again with excellent agreement at low
temperatures where it is expected to agree.
Recession models are specified by chemistry files (which define the permissible species
in the gas phase and the mole fractions of the edge and pyrolysis gases) and the ACE model
inputs. The pre-exponential factor in the ACE model, Bn, can optionally be entered as a
function of temperature. In addition to these model parameters, the code can compute
recession based on a “scaled” recession model. This model evaluates the diffusion limit
recession rate, scales B′c down by a constant percentage, and then recomputes the corre-
sponding enthalpy of the ablation products.
The code is setup to compute SEB reconstructions for a range of recession model inputs
in a single execution. After reading input and data structure initialization, the trajectory is
reconstructed for each combination of recession model inputs specified. Two options are
3A comment on the physics modeled in the presented table: in order to match the enthalpy at the higher
B′g values in the published TACOT table, it was necessary to allow excess carbon in the pyrolysis gas to
condense. Technically this means that B′c was negative, however the value of B
′
c was simply zeroed out.
This is a physical inconsistency in the published TACOT tables as the enthalpy of the condensed pyrolysis
carbon is not accounted for. On the other hand, algorithms which solve for B′c without explicitly solving for
a condensed species mole number will not suffer from this, but will instead have an ablation product mixture
that is over-saturated in carbon. In reality, this carbon likely would have condensed out inside the char layer



















Figure 6.5. Flowchart for present implementation of ACE kinetic recession model.
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B′g = 0.0 B′g = 0.25 B′g = 1.0 B′g = 10.0
(a) B′, P = 0.01 atm (b) Hw, P = 0.01 atm
(c) B′, P = 1.0 atm (d) Hw, P = 1.0 atm
Figure 6.6. Verification of surface thermochemistry module by comparison to existing
TACOT 3.0 B′ table [25]. Lines evaluated by present implementation and symbols repre-
sent published table.
available for computing the SEB reconstructions, one explicit and the other implicit. The
primary difference between the two options is the handling of the surface location (where
properties are extracted for use in computing the recession and balance the SEB). The
explicit algorithm determines the recession rate using properties from the surface location
from the previous time step, whereas the implicit algorithm determines recession rate based
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on properties that result from recession predicted in the current time step. This could
alternatively be expressed as
Explicit solution: s˙ν=i|xν=i−1s (6.6a)
Implicit solution: s˙ν=i|xν=is (6.6b)
where s˙ denotes the surface recession rate (and represents here all variables evaluated to
balance the SEB) and ν denotes the time step index.
In the explicit algorithm, the surface location xs from the previous time step is used to
extract the temperature, conduction flux, pressure, m˙′′g , and solid density from the appropri-
ate time solution in the temperature field data structure. The remaining material properties
are evaluated at the corresponding conditions and time-dependent trajectory parameters
are obtained. With that information, the explicit SEB kernel is called to find C∗h which,
along with the ablation terms determined from the specified recession model, balances the
SEB. At this point, the computed C∗h and ablation terms are written to an output buffer, the
surface recession is calculated, and the loop repeats on the next time step. If the surface
recession is seen to exceed a user-specified depth constraint prior to a specified time, the
trajectory reconstruction is terminated.
The explicit SEB solution is obtained using an under-relaxed Newton method that seeks
to sum all of the terms in Equation 5.8 to a tolerance of less than 10−8 W/m2. The solver
contains logic to detect and attempt to recover from an oscillating solution, and if the
Newton solver fails, it will attempt to bracket the solution and converge using a bisection
method. If the solver fails to find a solution, the trajectory reconstruction is terminated.
The implicit algorithm is similar, though instead of iterating onC∗h, it iterates on m˙
′′
c . By
doing this, the surface location at the end of the time step can be defined, allowing solution
and material properties to be extracted for use in balancing the SEB. Balancing the SEB
in this manner, however, requires two nested Newton solvers, as C∗h must be determined
at the m˙′′c specified in each iteration of the external solver seeking to satisfy the SEB. As
a result, the implicit algorithm requires considerably more computational effort than the
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explicit algorithm, but it is believed that it may be more stable and accurate if the recession
rate becomes large.
In an effort to minimize errors resulting from using the pressure boundary condition on
a non-recessed surface when the char permeability is low, the temperature data structure has
been designed to read in multiple fixed surface reconstructions, with each reconstruction
having a different surface location. When properties are requested at a specific depth,
the structure will provide results from the deepest surface reconstruction for which the
requested point is in the domain.
6.3 Examples
The decoupled SEB reconstruction approach is demonstrated with two benchmark cases.
A simulated graphite test case is considered first to point out several characteristics of the
method without having to consider the contribution of pyrolysis gas. A similar TACOT
case is then considered to address the complications introduced by pyrolysis gas. Both
cases use the boundary conditions4 shown in Figure 6.7; however, the film coefficient for
the TACOT case is taken to be 20% of the value shown to maintain similar recession levels
on the lower density material.
The task of verifying5 the decoupled SEB tool is a challenging one. In this instance,
much like IHCP examples presented earlier, verification is performed by producing simu-
lated thermocouple data with CHAR, and comparing the reconstructed boundary conditions
(based on the simulated data) to the original boundary conditions. An implicit assumption
of this process is that CHAR is capable of producing simulated data consistent with the
proposed physical model. Unfortunately, this is not strictly true, and in some cases the
modeling fidelity of the decoupled SEB tool exceeds that of CHAR.
4Representative of the stagnation point of a ballistic low Earth orbit reentry of a blunt sphere-cone approxi-
mately the size of a CubeSat.
5Note that the nomenclature of Roache [53] is used here, with verification demonstrating an accurate imple-
mentation of a presented mathematical model. Whether or not the presented model accurately represents the
physical system is the subject of validation and requires comparison to carefully designed experiments.
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Figure 6.7. Boundary conditions for decoupled SEB example problems.
CHAR uses the B′ table approach to compute surface recession, so all of the assump-
tions and limitations associated with that approach are contained in the simulated data of
this exercise. One problem introduced here is that CHAR interpolates between solutions
provided in the B′ table to obtain terms needed to solve the SEB at the specific surface
conditions. The decoupled SEB tool, on the other hand, computes the surface recession
at the local conditions on the boundary, making interpolation between previous solutions
unnecessary. In this regard, the decoupled SEB tool can more faithfully represent the pro-
posed recession model than CHAR can. The effect of this inconsistency can be minimized
by using an extremely refined B′ table when generating the simulated data.
The other problem introduced by CHAR’s reliance on theB′ model is that a kinetically-
limited recession model cannot be faithfully represented. Recall from Section 5.2 that a B′
table is formulated specifically to scale out the influence of the film coefficient, however
kinetic models depend on film coefficient in a manner that cannot be scaled out. In order to
faithfully represent a kinetically-limited recession model, CHAR would need to be modi-
fied to compute the recession thermochemical solutions needed to evaluate the SEB at each
iteration of the thermal response solution. This capability is a goal of the CHAR develop-
ment team and the thermochemistry module of the decoupled SEB tool has been designed
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with eventual inclusion in CHAR in mind. As such, implementing this capability would not
be beneficial for the present exercise as the module would essentially be used to verify it-
self. However, it is important to note that the goal of the present verification exercise is not
to verify the accuracy of the recession thermochemical solution, but to verify the concept
of evaluating recession based on solution of the SEB using inputs from a recession model
and conditions from a non-recessing reconstruction of thermocouple data. It is possible to
complete this verification using a diffusion limited recession model that can be placed in a
B′ form for CHAR to use in generating the simulated data.
Other limitations in CHAR affect the present exercise, but these are addressed as they
are encountered in the following discussion.
6.3.1 Graphite
The material properties used in this case (ρ = 1610 kg/m3, k = 8.7 W/m·K, Cp =
697 J/kg·K, and  = 0.9) approximately represent graphite, a commonly considered abla-
tor. It does not thermally decompose internally, so the effects of pyrolysis gas are not
modeled. As it is pure carbon, the surface recession model shown in Figures 5.4(a) and (b)
is representative of this material. However, the B′ table used was much more refined than
that presented in Figure 5.4, containing solutions on 5 K temperature intervals at 275 differ-
ent pressure levels (approximately 2·105 individual thermochemical solutions) to minimize
the error introduced by interpolation in CHAR. In order to similarly reduce the numerical
error introduced by CHAR, 1000 elements are used to discretize the 40 mm domain, and
the solution is integrated through time with 0.05 s time steps. Figure 6.8 shows the temper-
atures at depths of 3.175 mm, 6.35 mm, and 9.525 mm. Since the IHCP solution is not the
objective of the present verification, the simulated TC data was recorded with 16 significant
figures to minimize quantization error. The similarity of the three TC traces is attributable
to the relatively high thermal conductivity of the material. Note that recession in this case
exceeds the depth of TC #1 at approximately 180 s, thus TC #2 is used for reconstruction.
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Figure 6.8. Simulated measured temperatures for graphite example problem reconstruction.
The non-recessing reconstructed temperature field is shown in Figure 6.9 (black lines)
overlaid on the true temperature field (colored lines). Reconstruction of the heat flux on
the surface of the non-recessing domain was performed using the SSD algorithm with a
future time window of 3 s, a regularization scaling parameter a 1 = −0.01, and solution
intervals of 0.05 s. Since the material properties are not functions of temperature and heat
flux was the reconstructed value, the inverse problem is linear and iterations were not used.
Reconstruction was performed using a grid with 301 uniformly distributed elements, and
the boundary of the non-recessing domain was located such that the restricted system initial
surface location of x = 0 mm was one element into the domain. Padding the reconstructed
domain in this regard is done for two reasons, but the reason relevant to this case is that
the decoupled SEB tool computes the conduction flux on the reconstructed domain using a





with Ts defined on the mesh nodes. Second-order central differences are used on most of
the domain, but first-order one-sided differences must be used in the boundary elements.
Padding the domain in this regard ensures that only the higher accuracy approximation
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of q˙′′cond are used in the SEB reconstruction. The additional reason to pad the domain is
discussed in Section 6.3.2.
Figure 6.9. Reconstructed temperature field overlaid on the true temperature field. Thick
black line indicates true recessed surface location.
Given the reconstructed temperature field shown in Figure 6.9, a number of options are
available to the analyst with regards to reconstructing the recession profile with the decou-
pled SEB tool. First of all, explicit and implicit algorithms are available. Secondly, the
time between SEB evaluations (i.e. the SEB reconstruction time step) can be varied. In this
case, the temperature field is available with a resolution of 0.05 s, but a coarser resolution
could be used in reconstruction to assess the convergence behavior of the decoupled SEB
algorithms and to approximate the results of using a temperature field evaluated at a coarser
resolution6.
Results of the SEB reconstruction are shown in Figure 6.10, with the film coefficient
shown in 6.10(a), the surface location shown in 6.10(b), the enthalpy of ablation products
shown in 6.10(c), and the aeroheating flux (Equation 5.7, the combination of the fluid con-
duction and boundary layer diffusion terms) shown in 6.10(d). For all of these quantities,
plots of the reconstructed values differ from the true values by less than the line with of a
6The tool does not support interpolation in time, so only integer multiples of coarsening can be used.
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legible plot, so separate plots are not made. Instead, this figure presents the percent error
in each reconstructed value, and the absolute reconstructed values are shown qualitatively
with the desaturated lines and symbols in these plots (symbols represent the true values).
Both implicit and explicit solutions are included, and solutions with SEB reconstruction
time steps of 0.5 s, 0.1 s, and 0.05 s are shown for each. Two qualifications on the presented
results are the following: the relative error in the enthalpy of ablation products spikes as
the nominal value passes through zero (high temperatures at peak heating are enough to
offset the low heat of formation of ablation products to yield a positive value in this time
period), and the high relative errors in surface recession at early times are due to the true
value being very near zero.
Several observations can be made. It can be seen in all four plots that for both explicit
and implicit algorithms, reducing the SEB reconstruction time step reduces the reconstruc-
tion error, as expected. Note particularly that the error in the finest explicit solution of
the surface recession in 6.10(b) shows virtually no error, whereas the equivalent resolution
implicit solution still shows errors reaching 0.75%. Even though the implicit algorithm is
presumably more physically accurate since the recession depth and recession rate are time-
consistent, CHAR is explicit in mesh motion. The explicit decoupled SEB algorithm makes
that same assumption and yields the same result as CHAR. The better physical accuracy of
the implicit algorithm is demonstrated by the improved accuracy and relative insensitivity
of the implicit q˙′′aero solution (one of the terms directly balanced in the SEB) compared to
the explicit algorithm. Recall from Figure 5.4 that B′c for this material exhibits a dual-
plateau behavior, with the transition between plateau levels being pressure and temperature
dependent. The peak in SEB reconstruction errors observed at 59 s appears because the
temperature and pressure at this time place B′c in this transition regime, and interpolation
error was introduced by CHAR when simulated data was generated.
Of the four quantities presented, only the film coefficient in 6.10(a) is an actual bound-
ary condition (the others are the result of boundary condition and thermal response). Given
that, it is fortunate that the decoupled SEB produces reconstructions accurate to better than
0.1% for both algorithms and all temporal resolutions. In general, the explicit algorithm
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Figure 6.10. Percent error in reconstructions performed with decoupled SEB method on
diffusion limited graphite case for both explicit and implicit algorithms for different recon-
struction time steps. Reconstructed values shown with desaturated colors and true values
shown as symbols.
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does a better job at reproducing the true film coefficient, probably because CHAR is explicit
in recession, as noted earlier. Both algorithms yield slightly high values of the film coeffi-
cient (but still less than 0.01%) before the heating reaches significant levels at around 70 s.
Interestingly, the explicit and implicit algorithms yield errors of opposite sign, and both
appear to change sign based on the sign of the first derivative of the film coefficient. Re-
call from the definition of B′ (Equation 5.4) that recession rate scales with film coefficient;
when the film coefficient is increasing, recession rate is increasing as well. The decoupled
SEB tool holds recession rate constant over the time between SEB reconstructions, with
the explicit algorithm using the recession rate at the start of this interval and the implicit
algorithm using the recession rate at the end of this interval. For a large time step when the
film coefficient is increasing, the explicit algorithm will use a the lowest recession rate in
the integration, leading to an under-prediction of total recession. The film coefficient must
then be larger to compensate for the shortfall of energy released by the exothermic reces-
sion reaction. The reverse of this is true for the implicit algorithm, leading to the opposite
behavior for those results.
The high frequency waviness that is observed in each curve is an artifact that results
from numerical issues in the direct CHAR solution7. The larger spikes in all of the recon-
structions correspond to discontinuities in the first derivative of the film coefficient (see
Figure 6.11). The first-order regularization in the temperature field reconstruction will
make it difficult to perfectly resolve these discontinuities, introducing the slight errors that
are present at these times.
This example demonstrates that the decoupled SEB process and tool is capable of accu-
rately reconstructing environments on a recessing ablator without considering the effects of
pyrolysis gas. Some implications of the implicit/explicit assumption have been discussed,
particularly in light of the SEB reconstruction time step. The next example will address the
effects of pyrolysis gas in this process.
7CHAR uses a compressing-mesh approach to modeling the spatial domain with recession. The spikes corre-
spond to times when the point specified for temperature extraction for use as the simulated TC trace (which
is fixed in space) moves across a gridline and into a neighboring element, changing the interpolation basis
nodes. Using coarser meshes for the direct problem yielded fewer spikes in the reconstructed film coefficient,
however the spikes were larger.
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Figure 6.11. Film coefficient and first derivative with respect to time for decoupled SEB
example problems.
6.3.2 TACOT
The effect of the ablator permeability on the validity of the decoupling assumptions on
the pyrolysis gas flow field were described in Section 6.1.1. The TACOT material model
has been defined with permeability values that support modest internal pressure gradients,
which undermines the decoupling assumptions given that only the true surface pressure is
known. However, the PICA material model for which the decoupled method is applied
was built assuming negligible pyrolysis gas residence time. In this section, the TACOT
model is used with both pyrolysis gas assumptions to show the validity of the method
when assuming negligible residence time, as well as the potential errors introduced with
more realistic physical assumptions. Furthermore, two methods of incorporating the zero
residence time assumption into a 1-D CHAR solution is presented to determine the best
strategy for reconstructions using the proposed decoupled approach.
The three permeability models considered in this example are provided in Table 6.1.
Model A is the realistic permeability model assumed in the standard TACOT model, with
the virgin permeability slightly lower than the char permeability. Model B is the model
typically used when the CMA zero-residence-time assumption is used in a CHAR solution,
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with a small permeability in virgin and a large permeability in char. Model C is introduced
in this work to attempt to improve decoupled SEB reconstructions and assumes that both
virgin and char use the same large value for the permeability. The motivation for this model
is explained later.
Table 6.1. Permeability models used in TACOT example problem in units of m2
Material State Model A Model B Model C
Virgin 1.6 · 10−11 5.0 · 10−14 5.0 · 10−9
Char 2.0 · 10−11 5.0 · 10−9 5.0 · 10−9
The direct thermal response to generate simulated TC data was integrated using 0.05 s
time steps. To minimize interpolation error introduced by CHAR relying on the B′ table
recession model, the TACOTB′ table was recomputed with 139 logarithmically-distributed
pressure tables, each with 244 linearly-distributed B′g entries, each containing temperature
solutions at 5 K intervals (totaling more than 25·106 individual solutions, occupying 1.2 GB
on disk and 603 MB in memory). The Kays blowing reduction model (Equation 5.16) was
used. The 40 mm domain was represented by geometrically stretched elements with the
first element size being 10−4 mm and a stretching ratio of 1.005 (approximately 1500 ele-
ments), with 13 more elements for 3.175 mm of aluminum backing. Whereas the graphite
example shown previously could use a uniformly-spaced grid, this example requires the
use of a stretched grid because of an implementation limitation in CHAR regarding the
pyrolysis gas. Recall from Equation 6.5 that CHAR defines the pyrolysis gas mass flux
using the gradient of pressure, which is evaluated at element nodes. In the finite-element
method, derivatives of field variables are defined on the element interiors, but are unde-
fined on nodes. The boundary is on a node, so in order to obtain the mass flux at the
surface (necessary to solve the SEB and evaluate the recession model), a projection is per-
formed to extrapolate the mass flux field onto the nodes from quadrature points interior
to the elements. This projection yields a first-order finite difference approximation of the
mass flux on the boundary. The first-order nature of the result necessitates the use of a very














(a) Temperature at 6.35mm
3.175 mm deep
(b) Pressure at 6.35mm
(c) Surface B′g
(d) Surface Recession
Figure 6.12. Effect of permeability and grid resolution on the direct problem.
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Figure 6.12 shows comparisons of the temperature and pressure 6.35 mm below the
surface, the surface pyrolysis gas blowing rate, and the surface recession of the direct prob-
lem using two mesh levels: the fine grid is described in the previous paragraph and the
coarse grid is the 1000 element uniformly-spaced grid used in the graphite example. Fur-
thermore, these results are presented for all three permeability models shown in Table 6.1.
First of all, the grid resolution does have a small but noticeable effect in the temperature
and pressure at the internal thermocouple location as well as in the surface recession. The
pyrolysis gas blowing rate at the surface is strongly affected by the refined resolution at the
surface in the fine grid. With regards to the effect of the permeability assumptions, note
that the temperature and surface recession solutions with the different permeability models
converge to nearly identical solutions on the fine grid. The solutions for the internal pres-
sure make sense given the permeability values in Table 6.1: the low virgin permeability
of Model B leads to higher internal pressures until that depth decomposes to char (since
large pressure gradients are needed to provide the mass flux driven by decomposition); the
high permeability of Model C yields very low pressure gradients so the internal pressure is
very nearly the same as the pressure enforced at the boundary; and Model A responds in-
between the other two. Note that for the pressure plot in 6.12(b), the pressure at 3.175 mm
on the fine grid is also shown for models A and B, and both support the observation that
lower permeabilities support larger internal pressure gradients.
The pyrolysis gas blowing rate in Figure 6.12(c) is interesting for two reasons. First,
as expected from the discussion in the previous paragraphs, this parameter is the most
sensitive of those shown to grid resolution. More importantly, though, is the differing
behavior among the three permeability models on the fine grid. Both models A and C
show an earlier increase in B′g than model B, though all three collapse to virtually the same
result after 68 s. Figure 6.13 shows that this may be attributed to the permeability of the
material at the surface. Models A and C have high virgin permeability and therefore provide
little resistance to the initial gasses produced in decomposition. Model B, however, has a
very low permeability and substantial decomposition must occur before the permeability
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increases enough that gas may freely flow from the surface. As discussed later, this affects













Figure 6.13. Pyrolysis gas blowing rate and permeability of the direct problem.
To assess the performance of the three different permeability models in the decoupled
SEB reconstruction approach, the simulated TC data at 6.35 mm produced by permeability
model A are used as the reconstruction target since that is believed the most realistic of the
three models. Whole domain reconstructions of the surface heat flux are performed with
solution intervals of 0.5 s, a regularization scaling parameter of a 1 = −0.001, and a rel-
ative L∞ convergence tolerance of 10−5 yields convergence in approximately 6 non-linear
iterations. The 40 mm TACOT domain is discretized using 900 uniformly spaced elements,
with the first six elements located outside of the true domain initial surface (recall that the
domain was padded by one element in the graphite example). Multiple elements are used
for padding to avoid numerical artifacts of the mass flux projection process. Figure 6.14
shows contours of the reconstructed mass flux fields overlaid on the true mass flux contours
at the times when the surface is decomposing from virgin to char. Vertical grid lines denote
times at which the reconstruction solutions are available, the horizontal grid lines denote
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nodes on the reconstruction grid, and the thick black line denotes the recessing surface of
the direct problem. The reconstructed mass flux contours appear discontinuous in the first
two elements, but generally continuous in the remaining elements. Because the discontinu-
ity appears to be more severe for Models A and B with lower virgin permeabilities, model
C is proposed here in an attempt to reduce spurious reconstruction results from the discon-
tinuity. Beyond the numerical artifacts in the first two elements of the reconstruction, all
of the permeability models show slight discrepancies between the reconstructed and true
mass flux fields. In general, Model A is better before the peak around 80 s, Model B is
better after, and Model C leads the true values most of the time.
Figure 6.15 shows the reconstructed values (desaturated colored lines) of film coeffi-
cient (6.15(a)), surface recession (6.15(b)), aeroheating flux (6.15(c)), pyrolysis gas blow-
ing rate (6.15(d)), and surface temperature (6.15(e)) with the true values plotted with sym-
bols. The percent error of each reconstruction is shown using saturated colored lines. The
red, green, and blue lines denote results utilizing thermochemical solutions computed at the
local conditions, whereas the magenta dashed line utilizes thermochemical solutions in the
highly-refined B′ table used in the direct problem. The thermochemical solution algorithm
at early times where temperatures are very low is not robust enough to yield a solution to
the SEB. To work around this issue, the reconstructions are started at 30 s assuming that no
recession has occurred to that point. The reconstruction utilizing the B′ table did not suffer
from this limitation, so it is started at 0 s. This is the source of the large errors noted in
surface recession in Figure 6.15(b), as a very small amount of recession occurs early in the
direct problem. Once significant recession begins around 80 s, the reconstructions quickly
come back in line with the true values. The difference in recession does not significantly
affect the reconstructed film coefficient values, as can by seen by the close agreement be-
tween magenta and red lines in Figure 6.15(a).
For each permeability model, over- or under-prediction of the film coefficient or aero-
heating flux tends to correlate with similar over- or under-prediction of the reconstructed
surface temperature. Since the general trend is to over-predict prior to peak heating and
under-predict after peak heating, the errors are likely the result of the reconstructed tem-
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(a) Permeability Model A
(b) Permeability Model B
(c) Permeability Model C
Figure 6.14. Reconstructed pyrolysis gas mass flux field (black lines) for each permeability
model overlaid on the true flux field (colored lines) for permeability model A. Grid indi-
cates reconstructed times and mesh density, thick black line indicates true recessed surface














Figure 6.15. Percent error in reconstructions performed with the explicit decoupled SEB
method on diffusion limited TACOT case for each permeability model. The Model A
permeability model is used to generate the simulated data and provide the basis for the
error calculation. The curve denoted with B′ interpolates in a highly-refined B′ table for












(d) Dimensional Pyrolysis Gas Blowing Rate
(e) Surface Temperature
Figure 6.15. (continued) Percent error in reconstructions performed with the explicit de-
coupled SEB method on diffusion limited TACOT case for each permeability model. The
Model A permeability model is used to generate the simulated data and provide the basis
for the error calculation. The curve denoted with B′ interpolates in a highly-refined B′
table for the thermochemical solutions, the remainder of the reconstructions evaluate the
solution at each point.
perature field leading the true temperature field due to the long solution intervals. This
explanation is supported by the generally positive bias in the reconstructed temperatures
relative to the target temperature (Figure 6.16)8 in this time period. The under-prediction
in the aeroheating flux shortly after peak heating can be explained in the same manner.
8The oscillatory temperature errors presented in Figure 6.16 can be explained by the assumptions that go
into simplifying the boundary condition profile in the reconstruction problem. In general, the reconstruction
algorithm will maintain the ‘heat load’,
∫
q˙′′dt, of the true heating profile. Simplifying a smoothly increasing
heating profile to piecewise-constant steps that maintain the heat load of the true heating profile will result
in temperatures that over-predict the true temperatures early in a solution interval. The converse is true for
an overall decreasing heating profile. The reconstruction algorithm is attempting to drive errors down taking
sensitivity coefficients into account. Since the coefficients are better developed later in the solution intervals,
these errors are more effectively driven to zero, leading to the relative lack of bias seen by the solid-line
bounding curves that represent these later times.
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Model A Model B Model C
Figure 6.16. Error in reconstructed temperatures at 6.35 mm depth. Note that the tempera-
ture is evaluated every 0.05 s but the reconstructed boundary condition is assumed constant
over 0.5 s intervals, which leads to the oscillatory behavior of the temperature error shown
in the inset plot. The main plot shows the bounding curves over the full reconstruction time
with the solid line denoting times consistent with the end of reconstructed solution intervals
and the dash-dot line consistent with the middle of the reconstructed solution intervals.
The reconstructed pyrolysis gas mass flux in Figure 6.15(d) does not seem to show the
same trends noted before, as Model C performs generally better over the time considered
and Model A shows some notable (4%) error prior to 100 s. Though not clearly visible in
Figure 6.14 due to the much finer grid resolution, the “true” mass flux field also contains
the discontinuity in mass flux in the two elements nearest the surface, making the “true”
mass flux used to calculate the errors in Figure 6.15(d) somewhat different that the contour
lines visible in Figure 6.14. Note also that Figure 6.14 only shows a small portion of the
time range considered in Figure 6.15(d) and that the dimensional pyrolysis gas blowing
rate is shown instead of B′ to remove the error introduced by the estimated film coefficient.
Recall from the discussion earlier in this section that the direct problem required ap-
proximately 1500 geometrically-distributed elements, whereas the reconstruction was per-
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formed on 900 uniformly-distributed elements. To assess the adequacy of this assumption,
a grid refinement study is performed on reconstructions of permeability model A TC data.
The reconstruction obtained using four increasingly refined uniformly-distributed element
grids is presented in Figure 6.17. The introduction of the pyrolysis gas mass flux field
increases the necessary grid resolution for this example to at least 600 uniformly-spaced
elements, and the present resolution is sufficiently grid converged.
The performance of the three different permeability models in this reconstruction prob-
lem varies and there is no clear ‘best’ model. It is clear, however, that using the proposed
Model C to improve the pyrolysis gas decoupling does not lead to better overall recon-
structions. The SEB is highly non-linear, so the errors introduced by the temperature field
reconstruction and errors introduced by errors in the pyrolysis gas blowing rate combine to
yield the net error in the film coefficient. However, these errors in the final result are small;
none of the reconstructions considered exceeds 3% (1% if Model C is excluded).
6.4 Comparison to Film Coefficient Reconstruction
The proposed decoupled SEB reconstruction approach is an alternative to performing an
inverse reconstruction directly for the film coefficient, with the recession model evaluation
involved in the sensitivity coefficient evaluation. For recession models provided in B′ table
form, INHEAT is capable of performing a reconstruction in this manner; however, the
decoupled reconstruction approach provides a number of advantages for some problems.
These advantages are discussed in this section as these two approaches are compared on
the graphite and TACOT examples from the previous section.
Direct reconstruction of the film coefficient requires sensitivity coefficients for the film
coefficient. As was shown in Section 4.3, the recovery enthalpy affects the sensitivity of the
TC to the film coefficient. Surface recession also affects the sensitivity coefficients as the
distance between the surface and the TC decreases. On charring ablators, the decomposi-
tion state further alters the sensitivity coefficients, introducing even more non-linearity into













(c) Dimensional Pyrolysis Gas Blowing Rate
(d) Aeroheating Flux
Figure 6.17. Comparison of permeability model A reconstructions on four levels of grid
refinement. The Model A permeability model is used to generate the simulated data and
provide the basis for error calculation.
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in Figure 6.18, with the graphite coefficients in 6.18(a) and TACOT coefficients in 6.18(b).
A minimum in the peak value of the sensitivity coefficients is seen for boundary condition
intervals in the vicinity of t = 115 s. This minimum occurs because the decreased sen-
sitivity due to the dropping recovery enthalpy is offset by the increased sensitivity due to
the surface moving closer to the measurement location. With this wide variation, it is not
expected that a WD reconstruction would perform well. Furthermore, the coefficients take
a relatively long time to develop, so a FT reconstruction will also likely perform poorly. As
a result, the SSD algorithm is used for this effort. Considering the more rapid growth of
the graphite coefficients, a smaller future time window is justified.
In order to isolate the differences between the two reconstruction approaches, the direct
reconstruction and the decoupled temperature field reconstruction are performed with the
same algorithm and regularization parameters. The graphite case uses a future time window
of 3 s with solution intervals of 0.05 s to compare to the more accurate decoupled SEB result
from the previous section. For the TACOT case, the future time window is taken to be 5.5 s
with solution intervals of 0.5 s to represent a more practical engineering case. Both cases
use a regularization scaling parameter of a 1 = −0.01 and one-sided finite-differences
for sensitivity coefficient evaluation. Graphite cases are computed with a single non-linear
iteration and the TACOT cases are allowed 4 non-linear iterations if the L∞ norm of the
relative update vector does not drop below 10−5. TACOT reconstructions use permeability
Model A and both TACOT cases included in the timing comparison were run using 12
threads on 12 processors9. The temperature errors for the reconstructions are shown to be
very small in Figure 6.19, with all reconstructions showing consistent results with those in
the previous section. The direct film coefficient reconstructions begin to become unstable
in the final 2 s of the problem, leading to the oscillations on the far right side of the plots in
Figure 6.19.
Although the INHEAT parameters are consistent, the TACOT temperature field recon-
struction for the decoupled SEB method is performed on the 900 element uniform mesh
described before, whereas the direct film coefficient reconstruction must use the 1500 ele-
9The Thinkmate VSX R5 760V3 workstation used has 2 Intel XeonTM E5-2697 v3 2.60 GHz CPUs (a total




Figure 6.18. Film coefficient sensitivity coefficients for TC 6.35 mm below the surface.
ment stretched mesh since the pyrolysis gas mass flux at the surface must be resolved. This
contributed to an increase in the computational cost of the direct film coefficient reconstruc-
tion. Table 6.2 shows the accumulated simulated time and the wall time that each solution
required. The accumulated simulated time is similar, but that should be expected with the
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Direct Film Coefficient Decoupled SEB
(a) Graphite
(b) TACOT
Figure 6.19. Residual error in reconstructed temperatures at 6.35 mm depth.
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Table 6.2. Computational cost metrics for direct film coefficient and decoupled SEB recon-
struction methods on TACOT example problem
Method Accumulated Simulated Time Wall Time
Decoupled SEB 187 hr 3.0 hr
Direct film coefficient 194 hr 5.8 hr
same INHEAT parameters. The slight increase in accumulated simulated time for the direct
film coefficient reconstruction is attributed to the increased non-linearity of the sensitivity
coefficients, as that method evaluated more non-linear iterations than the decoupled SEB
temperature field reconstruction. More importantly, the wall time required to complete the
direct film coefficient reconstruction is higher than the decoupled SEB temperature field
reconstruction. The difference in mesh size certainly contributes to this difference. How-
ever, the direct problem solutions for the decoupled SEB temperature field reconstructions
are considerably cheaper due to the linearity of the boundary conditions, the boundary con-
dition not needing to iterate on the blowing correction, and mesh motion not needing to be
considered.
To keep the recession models on similar terms for comparison, the decoupled SEB re-
sults are evaluated using the same high-density B′ tables used by the direct film coefficient
reconstructions. Figure 6.20 shows the comparison of the reconstructed surface conditions
for the graphite example. While generally very similar with very little reconstruction error,
the direct film coefficient reconstruction results are less accurate than the decoupled SEB
results, likely due to the fact that the regularization is directly applied to the film coefficient
which impacts the other parameters through the recession model. Figure 6.21 shows the
comparison of the reconstructed surface conditions for the TACOT example. Both algo-
rithms have large errors at the very beginning of the problem when the true film coefficient
is small, but have come to reasonable values before the heating rate becomes significant.
The direct film coefficient reconstruction performs markedly better in computing the pyrol-
ysis gas blowing rate and surface recession. Presented this way, the spike in recession error










Figure 6.20. Comparison of reconstruction method results on the diffusion limited graphite
case.
caused by the over-prediction of surface blowing. The improved accuracy in blowing and
recession for the direct film coefficient method does not translate to more accurate film co-
efficients or aeroheating fluxes, with the latter two quantities being more relevant for flight
vehicle design. The decoupled SEB method tends to provide a more consistently accurate
estimate of the aeroheating flux. In terms of the film coefficient estimate, neither method is









(c) Dimensional Pyrolysis Gas Blowing Rate
(d) Aeroheating Flux




In this chapter, the theory for the decoupled SEB reconstruction approach is presented
and discussed. The role of the ablator permeability on the internal pressure field is dis-
cussed and it is described how this could undermine the validity of a decoupled recon-
struction. Following a description of the code used to execute the proposed algorithm, sev-
eral examples are presented. The first shows that the decoupled SEB algorithm is capable
of producing very accurate reconstructed film coefficients (better than 0.1%) on materials
without internal decomposition and pyrolysis gas. Furthermore, the differences between
explicit and implicit SEB reconstruction algorithms are demonstrated, although the ap-
parent result that the explicit algorithm is more accurate is likely biased by an explicit
assumption in CHAR which produced the simulated data for reconstruction. Incorporating
pyrolysis gas decreases the accuracy of the reconstructions, although the film coefficient
errors remained less than 3%. Several different models for accounting for the ablator per-
meability are assessed with the apparent result that there is no justifiable reason to use
an artificial permeability in the decoupled reconstruction process if a physically-accurate
value is available. Finally, the decoupled SEB reconstruction algorithm is compared to the
conventional direct film coefficient reconstruction method, where it is shown that the de-
coupled SEB method is similarly accurate to the conventional method, but notably cheaper
to evaluate.
Though not demonstrated here, one more key advantage of the decoupled SEB method
is that it permits evaluation of multiple recession models using the same reconstructed tem-
perature field. Considering that there is often significant uncertainty in the physical models
describing recession and the dependence on the reconstructed flux to energy release in the
recession process, it is reasonable to expect that an assessment of the sensitivity of recon-
structions to the recession model parameters will be performed. Performing this type of
assessment with a conventional direct film coefficient method would require recomputing
the full reconstruction for every recession model, which can become prohibitively expen-
sive. With the decoupled approach, many different recession models can be assessed (even
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ones which cannot be described by a B′ table) without duplicating the effort of solving for
the response of the ablator interior. This capability is demonstrated in Chapter 7.
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7. MEDLI FLIGHT DATA RECONSTRUCTION
This chapter applies the techniques presented in this document to two of the MEDLI ther-
mocouple plugs previously discussed in Section 1.2. The SEB reconstruction results for a
number of recession and environment assumptions are discussed. In some instances, mod-
els are shown to provide infeasible results thereby allowing some conclusions to be made
regarding the applicability of certain assumptions. That said, it should be cautioned that this
approach is not guaranteed to provide clear statements on the adequacy of specific models.
The environment and surface thermochemistry form a tightly-coupled system, and the in-
terdependence of each component means that no single aspect can be clearly addressed by
one measure of the overall response. This is an unfortunate example of the possible non-
uniqueness in the inverse problem. The proposed approach does, however, allow viewing
the system response in a different light, providing another measure of the performance of
each part of the complicated mechanism.
7.1 Flight Information
The layout of the temperature plugs and pressure ports are provided in Figure 7.1. Tem-
perature data (shown in Figure 7.2(a)) from the nearest-surface thermocouples in MISP 1
(2.65 mm deep, near the stagnation point) and MISP 7 (2.39 mm deep, observed the highest
temperatures and clear laminar/turbulent transition) are used for reconstruction. Pressure
ports MEADS 2 and MEADS 5 are assumed to be close enough to MISP 1 and MISP 7,
respectively, that the measured pressures are used as the respective reconstruction surface
pressures without spatial interpolation. For the SEB reconstruction, the recovery enthalpy
was taken to be the total enthalpy calculated using the altitude, velocity, and atmospheric
properties reconstructed from MEADS and IMU (inertial measurement unit) data. The
surface pressure and recovery enthalpy are shown in Figure 7.2(b).
163
Figure 7.1. MEDLI instrumentation layout. The nominal stagnation point is in the vicinity
of MISP 1 and MEADS 2.
Three assumptions of the shock-layer radiation profile are used in the present work.
Figure 7.3 shows the shock-tube data corrected prediction of shock-layer radiation heat-
ing on the MSL stagnation point from Cruden et al. [8] along with uncertainty estimates.
Two spline-fit curves are derived: the nominal profile in red that fits the indicated heating,
and the minimum profile in green that fits the lower end of the uncertainty bound. These
two curves and the assumption of no shock-layer radiation is used for the presented SEB
reconstructions.
The temperature data in reference [2] is provided with a resolution of 0.1 ◦C. Aside
from this quantization error, there is very little evidence of high-frequency noise in the TC
data. As a result, the TC data was not filtered prior to the reconstruction. To assess the
noise level that should be expected in the reconstruction, the TC data was filtered using a
Savitsky-Golay [54] filter with filter coefficients for a 4th-order polynomial calculated from
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MISP 1 MISP 7 Recovery Enthalpy
(a) TC 1 Temperature
(b) Pressure and Recovery Enthalpy
Figure 7.2. Temperature, surface pressure, and recovery enthalpy used for reconstruction
of MISP 1 and 7.
the Table II formula provided by Madden [55] for a filter half-width of 5 points to provide
a baseline for comparison. Comparison to the filtered temperature samples yields standard
deviations of 0.052 K and 0.102 K for MISP 1 and 7, respectively, with corresponding sum-
squared temperature errors of 8.338 K2 and 5.579 K2.
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Nominal Profile Minimum Profile ”Corrected NEQAIR” per [8]
Figure 7.3. Shock layer radiation used for reconstruction of MISP 1 and 7.
7.2 Temperature Field Reconstructions
The SSD algorithm is used to produce the temperature field reconstructions. Publication
limits on the PICA material model prevent showing the results of the sensitivity coefficients
study performed for the present problem; however, it is sufficient to note that the general
character is consistent with that of the TACOT examples shown previously in Section 4.2.
Based on this study, the reconstruction future time window was taken to be 5 s long. The
boundary conditions were reconstructed at frequencies for which data is available: 8 Hz for
MISP 1, and 2 Hz for MISP 7.
The temperature field was reconstructed in 1-D using the full as-designed material
stack-up thicknesses, including adhesive and substructure layers. Time was integrated with
0.0625 s time steps from a uniform initial condition that matched the temperature mea-
surement at entry interface. A grid refinement study was performed regarding the density
of elements required in the PICA layer. Temperature field reconstructions and SEB re-
constructions (assuming diffusion limited recession) of MISP 1 were computed with grids
ranging from 100 to 1000 elements in the PICA layer. Results of the reconstructed film co-
efficient are shown in Table 7.1. Based on these results, the grid consisting of 800 elements
was used for the presented results.
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Table 7.1. Grid convergence study results for MEDLI reconstructions.







All values at time 70 s.
First-order regularization was used with locally-scaled regularization factors (Equa-
tion 3.18), with four scaling parameters from 1.0 to 0.001 considered. Figure 7.4(a) shows
the reconstructed temperatures at peak heating and Figure 7.4(b) shows the difference be-
tween the reconstructed and measured temperatures (residual temperature error) for MISP
1. Results using the regularization scaling parameter a 1 = 1.0 visibly under-shoot the
peak temperature in 7.4(a) and also demonstrate visible bias relative to the data and other
reconstructions in 7.4(b). By contrast, results for the next largest value of the scaling pa-
rameter do not show these traits, therefore this value (a 1 = 0.1) is used for the presented
results. Since the data rate is lower for MISP 7, it is possible that a different regulariza-
tion parameter would perform better on that case. Figure 7.5 shows the equivalent data for
MISP 7. In this case, a 1 = 1.0 and 0.1 both show characteristics of over-smoothing, so
results for MISP 7 are presented using the reconstruction with a 1 = 0.01.
Reconstructed surface temperatures (neglecting recession) are shown in Figure 7.6,
along with temperatures at the first two TC locations. As expected given the measurements
at the TCs, the surface temperature for MISP 7 is quite a bit higher than that for MISP
1. The sharp temperature increase at approximately 65 s (that can be attributed to higher
heating due to laminar to turbulent boundary layer transition) on MISP 7 is much more
pronounced at the surface compared to the first TC depth, which is used as the reconstruc-
tion target. Furthermore, the good comparison of the modeled and measured temperatures
at the second TC (blue line) show the relatively high-quality of the conduction and decom-
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a 1 = 1.0 a 1 = 0.1 a 1 = 0.01 a 1 = 0.001 Measurement
(a) Temperature
a 1 = 1.0 a 1 = 0.1 a 1 = 0.01 a 1 = 0.001 Measurement
Filtered
(b) Temperature Error
Figure 7.4. Reconstructed temperature and residual temperature error at 2.65 mm depth on
MISP 1 using four different values of the first-order regularization scaling factor.
position components of the PICA thermal response model, since measurements from the
second TC did not influence the reconstructed boundary conditions.
7.3 SEB Reconstruction
There are a large number of physical effects that contribute to the net response at the
surface of an ablator. To help orient the reader, results on MISP 1 and 7 are shown in a
progressive manner, with additional physical phenomena and recession models introduced
gradually.
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a 1 = 1.0 a 1 = 0.1 a 1 = 0.01 a 1 = 0.001 Measurement
(a) Temperature
a 1 = 1.0 a 1 = 0.1 a 1 = 0.01 a 1 = 0.001 Measurement
Filtered
(b) Temperature Error
Figure 7.5. Reconstructed temperature and residual temperature error at 2.39 mm depth on
MISP 7 using four different values of the first-order regularization scaling factor.
7.3.1 No Recession
The first reconstructions presented in Figures 7.7 and 7.8 show SEB reconstructions on
MISP 1 and 7, respectively, assuming that surface recession does not occur (recession is
forced to zero in the SEB reconstruction). Each figure consists of four time-synchronized
plots that show the reconstructed aeroheating flux, the shock-layer radiation flux, the wall
enthalpy (enthalpy of ablation products with the recovery enthalpy also shown), and fi-
nally the film coefficient. There are six curves shown, though only three are visible in the




Figure 7.6. Reconstructed surface temperatures and TC temperatures relative to measured
data. A subset of the measured data is denoted by filled circles. Recall that the shallow TC
(red line) is used as the reconstruction target.
composition in the surface gas mixture, dashed lines denote a frozen species composition
(described more later). The line color identifies the shock-layer radiation profile assumed
in the reconstruction (blue for no applied shock-layer radiation, red for the nominal profile,
and green the minimum profile).
Based on the three equilibrium curves, two things are worth noting. First, the heat flux
needed from the boundary layer to balance the SEB decreases when radiation is consid-
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ered. This makes sense from a reconstruction point-of-view; the heat flux conducting into
the heatshield is constant, so if more heat comes from one source (radiation) then less is
required from another source (boundary layer). Second, the aeroheating flux on MISP 1
(Figure 7.7) is negative near 100 s with the assumed nominal radiation profile. This implies
that there is more radiation absorbed in this case than is needed to produce the observed
TC response. Examining the film coefficient and enthalpy curves in this figure, it is clear
that the wall enthalpy exceeds the recovery enthalpy, permitting negative flux with a pos-
itive film coefficient, and that the film coefficient decreases to allow the wall enthalpy to
increase. This second point may not be obvious. The Martian atmosphere is predominantly
CO2, which has a considerably negative heat of formation. Increasing the film coefficient
increases the fraction of the wall gas mixture that is edge gas relative to the pyrolysis gas
which is also present here. CO2 from the boundary layer edge drives the wall enthalpy
more negative, so the proportion of the edge gas must be reduced to allow the pyrolysis gas
to bring the wall gas enthalpy up to the level that will permit the negative aeroheating flux
needed. The negative flux is not seen in the MISP 7 reconstruction (Figure 7.8), although
the film coefficient does have to drop (with its corresponding increase in wall enthalpy) to
achieve the low aeroheating flux needed.
Considering the difference between equilibrium and frozen species composition, one
must first clarify what the frozen composition represents. In this case, the species com-
position for the frozen case (dashed lines) is computed by evaluating, separately, the equi-
librium species composition of the edge gas and pyrolysis gas at the surface temperature
and pressure. These species mixtures are then combined into a mass-weighted average us-
ing the non-dimensional blowing rate, B′g, as the weighting parameter before evaluation
of the mixture enthalpy. The particular assumption of the species does not affect the net
aeroheating flux, since this is the amount required to balance the other flux terms in the
SEB. It does, however, affect how the aeroheating flux is generated, which can be seen in
the different wall enthalpies and film coefficients shown with dashed lines. In general, the
frozen composition yields a more negative wall enthalpy, likely because the CO2 from the
boundary layer edge is not allowed to react and form other species. As a result, the film
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Figure 7.7. MISP 1 SEB reconstructions with no recession permitted. Line colors denote
different shock-layer radiation assumptions (blue: no radiation, red: nominal predicted
radiation, green: minimum predicted radiation), solid lines denote equilibrium chemistry
assumption, dashed lines denote frozen chemistry assumption.
coefficients required to achieve the needed aeroheating flux are reduced. Note, however, in
the case of MISP 1 with the nominal radiation profile, the required negative flux could not
be produced with the frozen chemistry assumption, so the solution fails before 100 s.
7.3.2 Scaled Diffusion Limit Recession
Effects of surface recession are introduced in Figures 7.9 and 7.10 for MISP 1 and 7,
respectively. In these plots, the recession model considered is taken to be uniformly-scaled
diffusion limited recession. At each point in the reconstruction, the diffusion limited B′c
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Figure 7.8. MISP 7 SEB reconstructions with no recession permitted. Line colors denote
different shock-layer radiation assumptions (blue: no radiation, red: nominal predicted
radiation, green: minimum predicted radiation), solid lines denote equilibrium chemistry
assumption, dashed lines denote frozen chemistry assumption.
is evaluated (refer to Section 5.2), B′c is then scaled by a number less than 1 to yield the
scaled recession (values of 0, 0.1, 0.2, 0.3, 0.6, and 1.0 are shown), which is then used to
evaluate the wall enthalpy (assuming chemical equilibrium)1. Two additional plots have
been added to these figures, showing the dimensional char mass loss rate and the surface
recession. The frozen chemistry assumption is not considered here; instead the dashed lines
represent reconstructions that demonstrate clearly infeasible behavior (predicted recession
1Note that this is not the same thing done by Mazhari et al. in their original reconstructions. In their work,
they evaluated the recession profile assuming the diffusion limit throughout, then scaled the resulting surface
profile. These methods will yield different results as the surface temperature will be different at the differing
surface locations.
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greater than the first TC depth or failure to find a solution during the heat pulse). Since
trends are consistent, arrows are included on the plots to denote the direction the result
moves as the B′c scale factor is increased from 0 to 1.
Considering the aeroheating flux in both figures, the effect of increasing recession is
to decrease the amount of heat required from the boundary layer. The balance of energy
is made up by the energy released in the exothermic recession process. Much like the
no-recession cases with nominal radiation sometimes required negative aeroheating flux
to balance out the flux due to radiation, increasing the surface recession leads to the need
for negative heat fluxes. Increasing surface recession denoted by increasing B′c leads to
higher wall enthalpy (indicated by upward pointing arrows on enthalpy plots in Figures 7.9
and 7.10) as the additional carbon encourages the formation of more CO instead of CO2
in the ablation products. This increase in wall enthalpy with increased recession means
that film coefficients must be larger to produce the required aeroheating flux (indicated by
upward pointing arrows on film coefficient plots in Figures 7.9 and 7.10). However, since
the rate of recession scales with the film coefficient in diffusion limited (or derived) models,
this can lead to a feedback loop, whereby the increased film coefficient to offset the energy
released by recession leads to even more recession. As a result of this, reconstructions with
B′c scale factors in excess of 0.3 on MISP 1 and 0.2 on MISP 7 result in un-realistically high
recession amounts or lead to solution failure prior to the end of the heat pulse. Shock-layer
radiation does not appear to have a strong influence on this process above and beyond what
it does for the no-recession case, however consideration of the lowest ‘failed’ B′c curves in
Figure 7.10 suggests that radiation is probably increasing theB′c value at which the solution
becomes unstable. Aside from the fact that none of the ‘successful’ reconstructions on
MISP 7 show negative aeroheating flux, there are no substantial differences in observations
between MISP 1 and MISP 7.
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Figure 7.9. MISP 1 SEB reconstructions with B′c evaluated as fixed percentages of the
diffusion limit B′c. Scale factors shown are 0, 0.1, 0.2, 0.3, 0.6, and 1.0. Line colors denote
different shock-layer radiation assumptions (blue: no radiation, red: nominal predicted
radiation, green: minimum predicted radiation), with infeasible reconstructions shown with
dashed lines.
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Figure 7.10. MISP 7 SEB reconstructions with B′c evaluated as fixed percentages of the
diffusion limit B′c. Scale factors shown are 0, 0.1, 0.2, 0.3, 0.6, and 1.0. Line colors denote
different shock-layer radiation assumptions (blue: no radiation, red: nominal predicted
radiation, green: minimum predicted radiation), with infeasible reconstructions shown with
dashed lines.
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7.3.3 Kinetically Limited Recession
The uniformly scaled diffusion limit recession model is particularly easy to implement
in the present framework and instructive in terms of identifying trends in behavior, but there
is little theoretical or experimental basis for using such a model for design purposes. In the
event that some kinetic mechanism is preventing recession from achieving the diffusion
limit rate, the actual recession rate will likely vary with temperature and species compo-
sition. It is not likely that these trajectory-specific conditions will lead to recession rates
that are a consistent factor below the diffusion limit rate. Therefore, the next step of this
analysis is to incorporate, to the extent presently possible, more realistic kinetically limited
reaction mechanisms. The qualification ‘to the extent possible’ in the previous sentence
is a significant one; the present implementation of the decoupled SEB code only permits
a single heterogeneous reaction with the gas phase in chemical equilibrium. Physically,
this represents the assumption that all heterogeneous reactions are slow compared to one
modeled reaction, which itself is slow compared to all gas-phase homogeneous reactions.
While this assumption is likely insufficient to safely design a vehicle, single-reaction mod-
els will suffice to demonstrate the capability provided by the decoupled SEB reconstruction
method and can provide some insight into how more complete kinetic mechanisms could
behave under MSL flight-like conditions.
Three individual reactions are considered beyond the full diffusion limit: the Scala
“fast” graphite ablation model2 [46] (assumingRb = 1 m), the Park atomic oxygen reaction
with solid carbon [56], and a simple model for the reaction of CO2 with graphite3 based
on the data of Gulbransen [57]. Table 7.2 presents the reaction rate coefficients used and
Figure 7.11 shows the resulting forward rate (Equation 5.13) for each model as a function
of temperature. Comparing the forward rates in Figure 7.11 reveals that the Park model
2It is worth noting the impracticality of using this recession model for design purposes. The Scala models
are empirical in nature, so it is risky to apply them in contexts far removed from those for which they were
developed. In this case, ablation of a lightweight carbon ablator in a CO2 atmosphere on a 70◦ sphere-cone
heatshield at an angle of attack is probably an unreasonable departure from spherical high-density graphite
nose tips in air for which the models were developed.
3Note that this CO2 model was developed (in Appendix A) for demonstration purposes in the present work
and has neither been peer-reviewed nor validated against other data sets.
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does not show nearly as much temperature dependence as the other two models, and that
the CO2 reaction is considerably slower than the oxygen reactions (which is a common
reason for omitting this reaction from air-based multiple surface reaction mechanisms).
Table 7.2. Heterogeneous reaction models used for SEB reconstruction.
Model Reaction B[mol/m2sPan] Ea[kJ/mol] φ[−]
Scala “fast” [46] 0.5O2 + C(s)→ CO 8.593 · 108 184 0
Park [56] O + C(s)→ CO 0.689 9.64 −0.5
Simple CO2 [App. A] CO2 + C(s)→ 2CO 3.356 · 109 341 −0.5
Figure 7.11. Temperature-dependent heterogeneous reaction rate models used for MEDLI
SEB reconstruction.
Note that each model reacts a different gas-phase species with solid carbon to form car-
bon monoxide: the Scala model considers molecular oxygen, O2; the Park model considers
atomic oxygen, O; and the simple CO2 model considers carbon dioxide. This is important
as the different species are present at the surface in different amounts at different points
in the entry trajectory, and recession is greatly limited if the required gas-phase species is
not present in sufficient quantity. Figure 7.12 shows the mole fraction of these species for
both plugs for the reconstructions assuming no recession and the nominal shock-layer radi-
ation profile (reconstruction assumptions are necessary for this comparison since pyrolysis
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gas and atmospheric gas are both present in proportions that scale with the film coeffi-
cient). The higher heating experienced by MISP 7 leads to considerably more molecular
and atomic oxygen during peak heating than on MISP 1, and CO2 is present in significant
amounts through most of the trajectory, although dissociation and pyrolysis gas lead to
lower CO2 concentrations than might otherwise be expected in a mostly CO2 atmosphere.
As a result, it should be expected that the Scala and Park recession models will only show
meaningful recession during the window between 60− 100 s, and that even though the re-
action rate for CO2 is considerably lower than the oxygen reactions, the abundance of CO2
may yet lead to comparable recession via this mechanism.
SEB reconstruction results for MISP 1 and MISP 7 using the presented kinetic models
are shown in Figures 7.13 and 7.14. Considering first MISP 1 in 7.13, it is seen that the
two oxygen-based kinetic models (the Scala model shown with dashed lines and the Park
reaction model shown with dashed-dot lines) show very little recession (note in particular
the plot showing the char mass flux), especially compared to the full diffusion limit (shown
with desaturated solid lines). The Scala model does show a very small amount of recession
at about 75 s, but it makes a relatively minor impact on the reconstructed film coefficient
and aeroheating flux. On MISP 7 in 7.14, however, the Scala model shows quite a bit of
recession between 65 and 90 s, even approaching the diffusion limit rate in this time period.
Based on Figure 7.12, this could easily be attributed to the increased amount of molecular
oxygen present, although the surface temperatures on MISP 7 can be up to 400 K higher
than MISP 1 (based on Figure 7.6), which can drive up the ablation rates as well. The Park
model does not show significant recession on either plug, suggesting that the additional
recession due to the Scala model is due to the increased surface temperature. Despite the
abundance of CO2 to drive the simple CO2 recession model, it would seem that only the
high temperatures during peak heating on MISP 7 are sufficient to drive notable recession.
None of the kinetic recession models considered allows for adequate recession to ablate
through the first TC, so it is not possible to invalidate any of the models based on the
flight data. It is interesting to note, however, that all models are in agreement that there is




Figure 7.12. Mole fraction of select gas-phase species in wall gas mixture of SEB re-
constructions assuming no recession and the nominal shock-layer radiation profile. Note
the split ordinate due to the considerable difference between oxygen and carbon species
concentrations.
supporting more gas-phase carbon. It would seem that the surface temperatures are simply
too low to drive this carbon from solid to gas phase.
Because all of the kinetic models predict that recession has largely stopped by the time
the recovery enthalpy reaches the level of the wall enthalpy, the net impact on the aero-
heating flux and film coefficient are slightly different than might be expected based on the
uniformly scaled diffusion limit results in Figures 7.9 and 7.10. Since MISP 1 recorded very
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Figure 7.13. MISP 1 SEB reconstructions using Scala “fast” carbon oxidation model
(dashed lines), Park atomic oxidation model (dash-dot lines), simple CO2 model (solid
lines), and the diffusion limit model (desaturated solid lines). Line colors denote different
shock-layer radiation assumptions (blue: no radiation, red: nominal predicted radiation,
green: minimum predicted radiation).
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Figure 7.14. MISP 7 SEB reconstructions using Scala “fast” carbon oxidation model
(dashed lines), Park atomic oxidation model (dash-dot lines), simple CO2 model (solid
lines), and the diffusion limit model (desaturated solid lines). Line colors denote different
shock-layer radiation assumptions (blue: no radiation, red: nominal predicted radiation,
green: minimum predicted radiation).
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little kinetically-driven recession, the discussion here will focus on MISP 7 (Figure 7.14).
Much like before, recession proportionally decreases the necessary aeroheating flux, as re-
cession adds another energy source in the SEB that decreases the amount of energy required
from the boundary layer. Also like before, adding ablated carbon to the ablation products
leads to increased wall enthalpy. The reconstructed film coefficient, however, shows an in-
crease in film coefficient prior to 80 s, but a decrease after. Differences in the reconstructed
terms after recession has ceased are due to variations in the location of the surface and the
corresponding surface temperature.
The net effect of the isolated recession is a more exaggerated film coefficient profile,
although it would seem that the only potentially unreasonable characteristic of the recon-
structed profile (the peak or valley around 100 s) is more strongly influenced by the shock-
layer radiation assumption than by recession. While the author has not seen detailed CFD
predictions of the MEDLI heatshield on the best estimated trajectory, given the sensitivity
of the reconstructions to the shock-layer radiation input, it seems likely that comparison to
CFD predictions around 100 s could lead to better estimates of the absorbed shock-layer
radiation (by either changes in the assumed incident radiation or the absorptivity of the
material model) particularly on MISP 1 where turbulence and recession do not play a sig-
nificant role. However, given a desire to use flight environment reconstructions to validate
CFD prediction tools for complicated entry flows, it may be inappropriate to incorporate
CFD prediction into the reconstruction process in this manner.
It is an unfortunate result of the non-uniqueness of the inverse problem that without
clear knowledge of what radiation profile and what recession model is most accurate, the
specific film coefficient cannot be computed for a true validation of CFD predictions. Fur-
thermore, recall that the film coefficient that balances the SEB represents the rough-surface,
blown film coefficient, so comparison to smooth-wall CFD predictions requires the appli-
cation of yet another empirical model for the effects of surface blowing (this model has
been applied for presented results, yielding the presumed unblown film coefficient). For
flight data of this nature to yield insight into the accuracy of high-fidelity prediction tools
at flight conditions, the experiment must be designed differently such that more information
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on recession and shock-layer radiation are obtained and incorporated into the reconstruc-
tion process. The presented decoupled SEB method should be able to incorporate additional
recession and radiation information to produce refined estimates of the true film coefficient.
7.4 Summary
In this chapter, two plugs from the MEDLI flight data set are reconstructed using the
techniques proposed in this document. Two key uncertainties that impact the reconstructed
film coefficient are discussed: the shock-layer radiation experienced in flight, and the reces-
sion model. The shock-layer radiation sensitivity is addressed by carrying three assumed
profiles through the full analysis process. The recession model sensitivity is addressed by
observing the response of two classes of recession model: scaled diffusion limit models
and single-reaction kinetic models. It is shown that for all of the shock-layer radiation as-
sumptions, the diffusion limit recession model shows too much recession considering that
at upper bound on recession is known. Uniformly scaling the diffusion limit B′c down by
a constant factor suggests that recession proceeded at no greater than 20% of the diffusion
limit rate integrated over the whole entry. The three single-reaction kinetic models consid-
ered, each based on a different reacting gas-phase species, show that recession only occurs
near peak heating when temperatures are high and reactive species are abundant. None
of the kinetic models predict recession in excess of the depth of the first TC. The shock-
layer radiation assumption is shown to have a considerable effect on the reconstructed film
coefficient. Since an embedded TC is unable to distinguish heating to the TPS surface
via radiation from heating through convection, future flights must incorporate sensors to
quantify the radiation component if an accurate film coefficient reconstruction for CFD
validation is desired.
For the present dataset, if reasonable bounds of the CFD uncertainty can be formed, it
may be possible to use the present reconstruction techniques to refine the range of possible
absorbed shock-layer radiation profiles due to the considerable sensitivity of the recon-
structed film coefficient to this parameter. This is a notable finding permitted only by in-
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verse reconstruction. It has been noted previously through direct comparisons of predicted
environments to flight data that predictions fail to capture the full heating level observed,
and radiation was proposed as a possible solution to the shortfall. The proposed radiation
profiles, however, failed to completely make up for the shortage. By fixing the total envi-
ronment heating to that necessary to match the thermal response at the TC locations, the
surface thermochemistry models can be applied at more accurate conditions, and the im-
pacts of the balance between radiation and convection can be identified more clearly. In
this instance, the considerable sensitivity of the reconstructed film coefficients to the shock
layer radiation near 100 s means that it may be possible to refine the radiation contribution
estimate in this time period with an estimate of the film coefficient, even if the film coeffi-
cient estimate is reasonably uncertain. More work will be necessary to determine to what
extent the radiation estimate can be confidently refined.
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8. SUMMARY
An alternative approach for reconstructing surface heating environments in practical flight
experiments with particular emphasis on reconstructions on ablative TPS materials is pre-
sented. Current methods are shown for several practical examples to be overly dissipative,
computationally expensive, or subject to modeling errors for physically complicated sys-
tems. Two distinct methods are proposed to improve upon these limitations.
First, the hybrid Sequential Subdomain IHCP algorithm is developed and demonstrated
to provide many of the computational benefits of sequential IHCP methods, while retaining
the accuracy of whole domain methods for sensors moderately insensitive to the boundary
condition. It is shown that the presented implementation is flexible enough to afford the
user the freedom to fine-tune the regularization to optimize the accuracy and computa-
tional effort in a reconstruction. The local regularization scaling option implemented is
shown to reduce the sensitivity of the end result to choices made by the user (leading to
improved analyst-independence of the results) and accommodates problems where the sen-
sitivity coefficients, and therefore the required regularization, vary considerably through the
course of the flight. Improvements in run-time are demonstrated for non-linear reconstruc-
tion problems, and the capability to handle problems with multiple relevant time-scales is
demonstrated. Finally, the specific implementation is shown to be capable of performing
multi-component reconstructions with spatially-varying unknown boundary conditions.
Second, the decoupled SEB reconstruction approach is developed to separate the sur-
face thermochemistry and the surface recession problems from the computationally expen-
sive IHCP solution. The theoretical basis and limitations of the decoupling assumptions are
presented, and a number of verification cases are presented to demonstrate the method with
and without the presence of pyrolysis gas. The decoupled SEB reconstruction is compared
to a conventional IHCP film coefficient reconstruction to demonstrate the advantages of the
decoupled approach and the accuracy of the end result.
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To demonstrate the capabilities of the proposed methods, two instrumented plugs from
the MEDLI flight data set are reconstructed and two particular uncertain terms in the
SEB are addressed: the shock-layer radiation and recession models. A number of scaled
diffusion-limited recession models and kinetically-limited recession models are consid-
ered in the reconstructions, with the specific impact of each model on the reconstruction
discussed. The reconstructions are seen to be particularly sensitive to the assumptions
made regarding the shock-layer radiation. While the non-uniqueness of the inverse prob-
lem means that the specific instrumentation used is not able to distinguish between radiative
and convective heating, the decoupled SEB reconstruction approach allows the rapid eval-
uation of multiple recession and radiation assumptions, and additional information can be
incorporated to determine feasible and infeasible combinations of environment assump-
tions.
Two primary limitations of the present reconstruction tools are identified. First, while
multi-component reconstructions can be performed and are demonstrated, the specific im-
plementation is not optimized for efficient solution of a large number of unknown spatially-
varying boundary conditions. Furthermore, the IHCP implementation is constrained to as-
suming piecewise-constant variation of the boundary conditions in time, whereas piecewise-
linear would likely yield smoother results when the reconstruction frequency is low. Sec-
ond, the decoupled SEB tool is limited by the fact that only very simple kinetically-limited
recession models may be considered. Much more detailed heterogeneous reaction mech-
anisms are available in the literature, however more robust solution algorithms for the
chemical equilibrium problem must be implemented and more advanced models may be
required to incorporate more accurate species diffusion assumptions. Present needs in the
aerothermal community suggest that improvements in reconstructions on ablators are prob-
ably more important than the improvements for multi-component reconstructions, so future
efforts are going to be dedicated to improving the surface thermochemistry capabilities of
the decoupled SEB tool.
The discussion in this work has focused primarily on the reconstruction of flight data to
support design model validation. This is not to downplay the importance of well-designed
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ground testing in the validation process. Many aspects of an aerothermal environment
database can, and should, be validated using available wind tunnels where conditions can
be more carefully controlled than in flight. Likewise, material response models can be
validated using arc-jet and plasma torch facilities. Neither of these options will be able to
match all of the relevant conditions and scaling conditions may not always be straightfor-
ward. Flight testing is necessary as a final check to verify that scaling assumptions required
in ground testing do not result in insufficient heatshield designs.
Given the generally high costs of performing flight tests, it is desirable to maximize the
amount of information that can be extracted from the data and use that information to im-
prove the models and heatshield designs. It is towards this end that the methods described
in this work have been developed. However, it is worth noting that these methods may also
be used to augment the analysis of arc-jet test data. Decoupled SEB reconstruction from
temperatures in an arc-jet tested ablator sample can permit efficient evaluation of different
recession models, which is particularly helpful in model development as the true recession
profile will likely be known. Furthermore, if the arc-jet flowfield is well characterized, the
true film coefficient may be known well enough to provide insight into other aspects of the
material response model. Flight and ground test data processed with these methods will
be used in conjunction with more conventional data obtained in wind tunnels, arc-jets, and
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A. CO2 RECESSION MODEL DERIVATION
Gulbransen et al. [57] measured the rate of consumption of spectroscopic-grade graphite by
CO2 gas at a range of elevated temperatures. A number of parameters were varied, but the
most significant parameters were the temperature and gas flow rates. Ablation was mea-
sured by the weight of the solid specimen, and ablation rate was computed using a curve fit
of weight vs. time at the initial time when the specimen surface area was best characterized.
A high level summary of the observations is that ablation rate was seen to be insensitive
to the gas flow rate at temperatures below 1350 ◦C, indicating reaction-rate controlled ab-
lation, and the ablation rate could be correlated to gas flow rate above 1400 ◦C, indicating
diffusion limited ablation. The pressure was held constant at approximately 2.5 kPa, how-
ever the pressure was varied for a diffusion limited temperature with little change in the
ablation rate noted. Carbon consumption rate was presented in a tabular form that permits
further processing to construct a recession model that can be used to approximate how the
Martian atmosphere might drive ablation of carbon heatshield materials.
The present recession model assumes a temperature-varying reaction probability on the
kinetic gas theory expression for gas molecule collisions with the surface. The model takes
the form
m˙i = Kf,iρi, [kg/m2s] (A.1)
where m˙i is the consumption rate of solid due to gas phase species i, Kf,i is the forward
reaction rate due to species i, and ρi is the density of species i. The forward reaction rate
has the form





where γ(T ) is the reaction probability,R is the universal gas constant (8.314 J/mol−K),Mi
is the molecular weight of species i, and T is the temperature (K). The term in the radical
is closely related to the kinetic theory of gases expression for the number of gas particle
collisions with a surface per unit area (the impingement rate). If every surface collision
resulted in reaction with a carbon atom from the surface, the atomic carbon consumption
rate would match this rate. Heterogeneous reaction physics are much more complicated
(often involving specific reaction sites and adsorbed species), so an empirical expression
for the reaction probability is derived from test data to approximate the true behavior.
The ACE kinetics model implemented in this work takes the reaction parameters in a
slightly different form than Equations A.1 and A.2. As was shown in Section 5.2, this
model computes the ablation rate using the gas species partial pressure (Equation 5.12).
Furthermore, the forward rate is given by an exponential model (Equation 5.13). The code
is capable of taking the parameterBn of Equation 5.13 in table form as an arbitrary function
of temperature for more complicated models; however, if the only temperature dependence
in γ(T ) is exponential, ACE inputs may be used directly. Substituting in the ideal gas law







If the individual ACE inputs are used, the ACE term φn takes a value of −0.5, Ean is
defined to yield the appropriate exponential term in γ(T ), and Bn is defined to account for
the remaining terms in Equation A.3.
The reaction probability of the ablation data was evaluated by dividing the experimen-
tally observed ablation rate (atoms per second) by the corresponding impingement rate.
Figure A.1 shows the resulting reaction probabilities of the dataset, along with a best fit
exponential curve. It should be noted that this curve fit will yield reaction probabilities
greater than unity for temperatures in excess of 2233 K, so it is not expected that this will
yield useful results beyond this. A more significant limitation of this model, however, is
the assumption that only CO2 molecules were present in the experiment. If CO2 is allowed
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to dissociate into CO and O2, it will do so beginning at 1500 K based on equilibrium cal-
culations. This was not taken into account in the presented evaluation of the experimental
reaction probability and could lead to over- or under-prediction of the recession rate de-
pending on the relative proportion of O2 and CO2 after dissociation in the experiment as
compared to application at flight conditions.
Figure A.1. Fit of reaction probability of Gulbransen et al. [57] ablation data.
Given the partial pressure of CO2 and surface temperature, the reaction probability
and impingement rate can be used to obtain the overall recession rate per unit area of
carbon. Because PICA is a porous low density material, it is assumed that the actual surface
area of carbon per unit of heatshield area is somewhat larger than unity. As such, the
forward reaction rate is augmented by a factor of 50 to account for this fact. This factor is
a rough estimate based on the surface areas of pure carbon cylinders of a diameter roughly
equivalent to the fibers in PICA char with a density consistent with that of PICA char.
The final recession model coefficients used in the analysis representing the reaction of
CO2 + C(s)→ 2CO (A.4)
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is given by
Bn = 3.356 · 109 mol/m2sPa (A.5)
Ean = 341 kJ/mol (A.6)
φn = −0.5. (A.7)
It should be noted again that this model was developed simply for demonstration pur-
poses in this work to approximate how CO2 driven ablation might behave. This model has
not been peer-reviewed, nor has any attempt yet been made to validate this model against
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