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ABSTRACT

Children with specific language impairment are a group of children who experience
severe difficulty learning and using language, despite the absence of any intellectual,
hearing, vision or emotional difficulties (Beverly & Williams, 2004). Compared to
children with normally developing language, children with specific language
impairment have been shown to experience difficulty learning grammar, with many
also believed to experience working memory deficits (Archibald & Gathercole, 2006;
Gathercole & Baddeley, 1990; Montgomery, 2004). Cognitive load theory (CLT –
Sweller, 2010a) is based on the assumption that human cognitive architecture plays a
major part in learning, in particular when instructional design takes into account our
limited working memory. A feature of cognitive load theory is the split-attention
effect, which examines the increase in cognitive load experienced when two sources
of information, which are necessary for learning to take place, are physically or
temporally separated. Learners are, therefore, required to mentally integrate these
sources of information in order to understand what is being taught. This mental
integration places an increased load on the capacity of an already limited working
memory, to such an extent that schema construction and automation may be impeded
and learning becomes more difficult.

The three studies reported in this thesis were developed based on cognitive load
theory and how this theory applies to children with specific language impairment in
regular school settings. Traditionally, most students in Australian primary schools
use a conventional, split-source format during grammar instruction rather than an
integrated format. These experiments investigated whether children with specific
language impairment could improve their identification of verbs found in a factual
iii

text by using an integrated format designed to reduce the split-attention effect. No
time limit restrictions was given to students in Study 1 to complete the test phase but
a time limit of fifteen minutes and eight minutes was imposed on both groups of
students during the test phase for Studies 2 and 3 respectively. A mental effort rating
scale was introduced to students in Studies 2 and 3 in an attempt to measure the
mental effort of the students in both the conventional format and integrated format.

It was hypothesised that students in the integrated format would be more accurate in
finding present-tense verbs than students in the conventional, split-source format for
the test phase and they would respond more accurately in the post-test phase.
Furthermore, in Study 2 and Study 3, it was hypothesised that the students in the
conventional, split-source format would nominate a higher mental effort score than
the students in the integrated format due to the effects of the split attention on a fivepoint subjective mental effort scale.

A one-way ANOVA design was used to analyse the results of the three studies.
Study 1 (n = 18) showed no significant difference (p = 0.12) between the
conventional (M = 47.78, SD = 21.67) and integrated formats (M = 66.67, SD =
27.39) in the test phase when there was no time limit imposed. Study 2 (n = 16) also
showed no significant difference (p = - 0.0 9) between the two formats when a time
limit of fifteen minutes was imposed (conventional: M = 36.25, SD = 29.25 and
integrated: M = 60.0, SD = 23.30). A significant difference (p = 0.02, d = 0.49),
however, was found in Study 3 (n = 20) when the time limit was restricted to eight
minutes with integrated format (M = 44.0, SD = 33.39) significantly more accurate
(p = 0.02, d = 1.22) than the conventional format (M = 14.0, SD = 15.78). The results
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for mental effort rating in Studies 1 and 2 were not so positive with students in
neither condition showing significantly higher mental rating scores.

Overall, the results of these studies showed that cognitive load theory can make a
difference to children with specific language impairment and can support their
learning of grammar. The effect of split attention was not as large with children with
SLI as might have been expected with normally developing children, especially
when students were able to self-pace their responses. A more clear effect of split
attention may have been observed with larger sample sizes and more rigorous
selection criteria. Future research into CLT and children with SLI could examine
other cognitive load effects in a range of learning domains.
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CHAPTER 1: INTRODUCTION

Language acquisition is a series of developmental milestones and, for most children,
it proceeds rapidly and without complications. However, for some children, language
fails to develop normally despite a lack of evidence of intellectual impairment,
physical, social or emotional problems, or any sensory or neurological problems. In
the language literature these children are classified as having specific language
impairment (SLI). When compared to children with normally developing language,
children with SLI experience varying degrees of difficulty in language production
and language comprehension. They particularly experience difficulty with grammar,
morphology and syntax. Current theories of SLI have attempted to explain these
difficulties, in particular, the extraordinary difficulty these children have with
grammar production (Conti-Ramsden & Jones, 1997; Grela & Leonard, 2000;
Leonard, Miller, Grela, Holland, Gerber & Petucci, 2000; Oetting, Rice & Swank,
1995). Montgomery, Evans and Gillam (2009) suggested that even simple grammar
is difficult for children with SLI but not for language-matched children and, in their
studies, found children with SLI needed greater mental effort to process both
complex and simple grammar.
In more recent times researchers have also highlighted the link between poor
language skills and delayed reading development (McArthur, Hogben, Edwards,
Heath & Mengler, 2000; Snowling, Bishop & Stothard, 2000). These studies and
others have examined the extent to which SLI and dyslexia overlap. The
developmental link between language and literacy has been demonstrated in studies
of preschool children, showing delays in oral language skills including vocabulary
and grammar as well as phonological deficits, putting children at greater risk of
1

literacy problems during the school years (Nation, Clarke, Marshall & Durand,
2004).

The challenge for teachers is to develop instruction that is efficient as well as
effective. To do this, teachers need to consider the cognitive structures and processes
that underlie learning and effective instructional design. Many learning theories have
suggested various ways learners can successfully assimilate new information. These
theories range on a continuum from the less-structured discovery learning (e.g.,
Bruner, 1961; Tuovinen & Sweller, 1999) to the more-structured approach of direct
instruction (e.g., Engelmann & Carnine, 1982; Stein, Carnine & Dixon, 1998).
However, the challenge for these theories is how effective they are in assisting
learners to acquire more-complex skills. Halford (1989) presented the idea that the
way an individual learns complex information may be a reflection of working
memory capacity. He questioned whether increasing capacity will correspond to
more-effective learning and what mechanism would encourage an increase in
capacity?

Recent trends in cognitive psychology have explored the role of mental processes
and memory structures in learning complex information and skills. Learning is a
product of what learners already know, what information they are given and what
they will do with this information as they learn. Learning is, therefore, not just an
accumulation of knowledge and acquired skills but rather it is concerned with the
learner being able to construct meaning from information presented. Over the last
few decades, researchers have acquired considerable knowledge that can be used to
formulate new instructional procedures to facilitate learning of complex intellectual
tasks.
2

Research within cognitive load theory focuses on the effective and efficient
instructional strategies to support initial skill acquisition in educational settings.
Cognitive load theory takes into account the structures and processes of human
cognitive architecture. It assumes that working memory limitations should be a major
concern when designing instructions, particularly for material that is high in
complexity. Instruction should keep working memory load to a minimum and
increase opportunities for schemas to be constructed and automated. Any
instructional design that engages learners in activities that prevent cognitive
resources being used for schema construction and automation is not efficient
(Sweller, Ayres & Kalyuga, 2011).

Cognitive load theory distinguishes three types of cognitive load. Intrinsic cognitive
load is determined by a combination of complexity of the content to be learned and
the expertise of the learner. When complexity of the instructional material is greater
than mental resources in working memory then the material is said to have high
intrinsic cognitive load. Intrinsic cognitive load depends on the relational complexity
of the materials to be learned (that is, element interactivity) and learner’s prior
knowledge (that is, available schema). It is commonly assumed that intrinsic
cognitive load cannot be initially changed by instructional design (Gerjets, Scheiter
& Catrambone, 2004).

Extraneous cognitive load, on the other hand, is the extra load imposed by
instructional materials used to present information to the learner. The load is called
extraneous as it does not assist learning. It requires the learner to find, relate and
integrate information. Poorly designed instruction may have a negative effect on the
learner and result in unnecessary extraneous cognitive load. Instruction that does not
3

facilitate schema acquisition and automation imposes extraneous cognitive load on
the learner. If extraneous cognitive load, together with intrinsic cognitive load, is
greater than available working memory resources then learning will be hindered.

Intrinsic and extraneous cognitive load relate to the material to be learned. Germane
cognitive load differs from intrinsic and extraneous cognitive load in that it is
concerned predominantly with learner characteristics. It relates to information and
activities that assist in the construction and automation of schemas. Germane
cognitive load is necessary when the learner is involved in deep cognitive processing
such as mentally organising information and relating it to prior knowledge (Sweller,
2010b).
The limited capacity of working memory is a central aspect of cognitive load theory.
It assumes that any information presented to learners should take into account the
limited nature of working memory so that any cognitive load imposed by the task
that interferes with learning should be eliminated or reduced so schema construction
can be maximised. Teachers in primary schools have traditionally not considered
cognitive load when designing instruction for young children. For example,
conventional instruction has often imposed unnecessary or extraneous cognitive load
on the learner by requiring the student to split their attention between diagram and
text, that are both necessary to understand the diagram, or between a text and
questions related to the text. This ongoing behaviour of continually holding small
segments of information in working memory while searching the matching diagram
or text has been identified as split attention. Research has shown that traditional splitattention formats detract from learning.

4

The process of mentally integrating information is not related to learning and
imposes an extraneous cognitive load on working memory, which limits the
resources available for construction and automation of schemas. Cognitive load
theory would suggest an alternative format for instruction, where all information
necessary to understand the diagram or text is physically located together, thereby,
avoiding unnecessary searching and matching behaviour. If implemented, the
integration of material necessary for understanding would have a major positive
impact on conventional instruction in primary schools.
Many researchers have explored and demonstrated the split-attention effect (e.g.,
Mayer, 2009; Ginns, 2006; Bodemer, Ploetzner, Feuerlein & Spada, 2004; Chandler
& Sweller, 1991, 1992; Kalyuga, Chandler & Sweller, 1999; Sweller & Chandler,
1994; Sweller, Chandler, Tierney & Cooper, 1990). These researchers have shown
that integrated presentations of text and diagram have facilitated improved
performance. Experiments have been carried out in a number of domains (e.g.,
mathematics, science, technical training, studies of Shakespeare, electrical
engineering and paper folding) that examine the effectiveness of placing statements
connected to a diagram at appropriate places in the diagram rather than a place
separate to the diagram.

Some research has been conducted in the mathematics domain (e.g., Bobis, Sweller
& Cooper, 1993; Oksa, Kalyuga & Chandler, 2010) and the language arts domain
(e.g., Yeung, 1999) with primary-aged students. In light of this research into the
effects of cognitive load on learning for typically-developing children the effect of
extraneous cognitive load on children with special needs would seem to be a
significant area of research for both teachers and students. There has been no
5

previous research published on the effects of split attention within primary-aged
students with learning needs, especially those with specific language impairment.
Although there have been a large number of studies involving working memory and
children with SLI (e.g., Archibald & Gathercole, 2006; Gathercole & Baddeley,
1990; Montgomery, 2004; Montgomery, Evans & Gillam, 2009), very few, if any,
have studied children with SLI and the split-attention effect. The studies by language
researchers have highlighted the working memory limitations of children with SLI,
which would suggest that these children would be particularly susceptible to the
split-attention effect and this would further impact on their language learning.

The focus of this thesis is to examine split-attention effect in the language arts
domain of English, and in particular grammar, on primary-aged children with SLI.
The studies in this thesis concentrate on learning grammar among children with SLI
only although the split-attention effect has been proven to affect the learning of
novice students without SLI. The studies described later in this thesis will examine
the effect on the grammar learning of children with SLI of placing cloze sentences
with missing verbs at the end of a factual text (conventional, split-source format) or
embedded within the text (integrated format). The current understanding of human
cognitive architecture and cognitive load theory would suggest that having cloze
sentences separate from the text would substantially decrease the verb accuracy and
impede the learning of the students, whilst using cloze sentences embedded within
the text would encourage learning and improve the verb accuracy.
This thesis is concerned with the design of instruction that will better support the
learning of grammar and comprehension for students with SLI. The theoretical
underpinnings of cognitive load theory and the impact of working memory deficits
6

on children with SLI will be discussed in the subsequent chapters followed by the
description and findings of three studies examining the split-attention effect.

7

CHAPTER 2: HUMAN COGNITIVE ARCHITECTURE
Human cognitive architecture is the mechanism through which our cognitive
structures are organised. Our modern understandings of human cognitive architecture
are largely based on the work of Atkinson and Shiffrin (1968), who described human
cognitive architecture based on a model that includes sensory memory, working
memory and long-term memory. This view places an emphasis on the limited
working memory, which deals with conscious thought and the relatively unlimited
storage of information in long-term memory.

2.1 Modal model of memory
Recent research into human cognitive architecture, that is, how we remember, learn,
think and solve problems, has attempted to examine the manner in which we learn
complex tasks and how educators can facilitate the learning of such tasks (Plass,
Moreno & Brünken, 2010). Since the early 1970s, research has focused on the
performance of memory during learning. The modal model of memory provides a
way of organising how we think of different memory structures (Healy &
McNamara, 1996). Figure 2.1 presents a schematic representation of the modal
model of human memory.

8

Retrieval

Sensory
Memory

Short-Term
Memory
Encoding

Long-Term
Memory
1. Declarative
Knowledge
2. Procedural
Knowledge
3. Conditional
Knowledge

Rehearsal

Figure 2.1: The modal model (Bruning et al., 2004, p.16)

The modal model of memory assumes that information is processed through a series
of discrete systems, each of which has a specific function. Sensory memory involves
the initial perceptual processing of visual and auditory stimuli. This information then
moves to short-term memory where it receives additional processing. Information is
then encoded in long-term memory for retrieval at a later time. The modal model
helps us understand how information is moved between various memory systems.
Skilled learners use a variety of strategies to encode new information from shortterm memory to long-term memory and to be able to retrieve information from longterm memory to be used in short-term memory. These structures will be discussed in
this chapter.
2.1.1

Sensory memory

Information is initially processed through sensory memory, which refers to
perceptual processing. Sensory memory identifies incoming stimuli, which are
9

briefly held in sensory registers so that they can be analysed. Information in sensory
memory cannot be retained in these registers for long periods as it decays quickly.
The visual register of sensory memory holds approximately 7–9 items or chunks of
information for about 0.5 seconds. The auditory register holds 5–7 items of
information for about four seconds. The incoming stimuli are perceived by the
sensory register and then matched to patterns before meaning is given to the stimuli.
How much information is processed is dependent on the complexity of the
information and the amount of available mental resources.
2.1.2. Working memory
A development of this modal model is reflected in a change of language from shortterm memory to working memory, which recognises the more-active role of shortterm memory from being one of just passive processing to one of more-active
processing. Baddeley (1986; 1996) proposed a model of working memory that
consists of three components (see Figure 2.2). These components are:
1. The central executive control system, which is a limited-capacity control
system. Its function is to control what information enters working memory, to
select the relevant strategies to process the information and to control the two
slave systems, known as the phonological loop and the visuo-spatial
sketchpad. The central executive is considered to be domain-general and has
been linked to a number of control processes, such as temporary activation of
long-term memory, coordination of multiple tasks, shifting between different
tasks or retrieval strategies as well as selective attention and inhibition
(Archibald & Gathercole, 2006).
2. The visuo-spatial sketchpad (also referred to as visual-spatial sketchpad) is
domain-specific and is the slave system that holds and manipulates visuo10

spatial information in working memory. For example, in Appendix 2 the
study materials are presented in written mode for students to read.
3. The phonological loop (also referred to as the articulatory loop) is also
domain-specific and is the slave system, which temporarily holds acoustic
information for 2–4 seconds to allow for rehearsal of this material. For
example, the study materials in Appendix 2 were also presented in aural form
so students were able to listen to the materials needed rather than rely only on
the visuo-spatial sketchpad to comprehend the materials. The phonological
loop is made up of a phonological short-term store and vocal rehearsal
process and, therefore, holds material in a phonological code. This code is,
however, subject to decay. The rehearsal process can be used to refresh
decaying representation or to recode non-phonological input such as pictures
or printed words into phonological form.

1
Visuo-spatial

Phonological

Central

Sketchpad

Loop

Executive

Figure 2.2: Adapted from the three-component model of working memory proposed by
Baddeley and Hitch (1972, cited in Baddeley & Della Sala, 1996, p.1398)
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Baddeley’s working memory model makes some assumptions about the components
of working memory. The first assumption is that each of the components of working
memory has mental resources available to it and can use these resources to perform
mental tasks without draining the mental resources of the other components. The
second assumption is that the central executive is able to organise the two slave
systems so that the more calculated the central executive is, the more efficient the
slave systems are. A number of questions have been raised concerning: 1) whether
the slave systems have access to their own independent resources or whether they
compete with each other for resources; 2) what the specific role of the central
executive is or, in fact, does it take on the role of the two slave systems; and 3) how
much information in the phonological loop is stored temporarily, with or without
rehearsal. Sections 2.2 and 2.3 of this chapter will discuss more recent findings of
researchers on the impact of working memory on language acquisition and language
impairment. In Chapter 3 the significant effect of cognitive load on working memory
will then be discussed.

More recently, Baddeley (2000) has modified his working memory model to include
a fourth component called the episodic buffer (see Figure 2.3). This episodic buffer is
a separate limited-capacity system and provides an interface between the other two
slave systems (that is, the visuo-spatial sketchpad and the phonological loop) and
long-term memory. The term ‘episodic’ refers to the interface of complex structures
or episodes while the term ‘buffer’ specifies that the episodic buffer interacts with
other perceptual and mnemonic systems (Rudner & Ronnberg, 2008). The episodic
buffer is responsible for a range of regulatory functions including attention, control
of action and problem solving (Gathercole, Pickering, Ambridge & Wearing, 2004).
The buffer integrates inputs from the phonological loop and visuo-spatial sketchpad
12

into representations that are believed to be important for processing and retention of
large chunks of language (Baddeley, 2003).

Central Executive

2

Visuospatial
Sketchpad

Visual
Semantics

Fig 3

Episodic
Buffer

Episodic LTM

Current variation of multi-component WM model

Phonological
Loop

Language

Baddeley, 2000: 421

Figure 2.3: Current variation of the multi-component working memory model
(Baddeley, 2000, p.421)

The episodic buffer, like the visuo-spatial sketchpad and the phonological loop, is
assumed to be a temporary store that is controlled by the central executive. It is also
assumed to play an important role in passing information into episodic long-term
memory and retrieving information from long-term memory (see Figure 2.3). The
function of the episodic buffer is seen as involving both temporary storage and
processing. In regard to processing, the buffer is a “workbench assembling unitary
multidimensional representations in different codes (visual, phonological and
semantic), from different perceptual (visual, auditory, tactile etc.) and mnemonic
(episodic, semantic etc.) sources” (Rudner & Ronnberg, 2008, p.21). The buffer also
provides temporary storage for these multidimensional representations. However, the
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model of an episodic buffer as a part of working memory still requires more
theoretical and empirical validity.
2.1.3 Long-term memory
The third part of the modal model is long-term memory; the memory used to add
meaning to what individuals do. It is the structure that holds more-permanent
knowledge and skills (Kirschner, 2002). Sensory memory and working memory
consciously process information and recent experiences and events. Awareness of
long-term memory is filtered through working memory, which may explain why
knowledge of long-term memory characteristics has developed more slowly than the
characteristics of working memory (Sweller, van Merriënboer & Paas, 1998). Longterm memory involves memory that has been accumulated over an extensive period
of time.

Our understanding of the role of long-term memory has changed over the past few
decades. It is no longer seen as a passive store of isolated pieces of information that
allows a repetition of what has been learnt. Rather, long-term memory is now seen as
a relatively larger permanent store of our past experiences and information that has
been previously processed for meaning. It is the central structure of human cognitive
architecture. As Kirschner, Sweller and Clark (2006) state “everything we see, hear
and think about is critically dependent on and influenced by our long-term memory”
(p.76).

The storage capacity of long-term memory, unlike that of sensory memory and
working memory, is thought to be infinite. The constant repetition and rehearsal that
is necessary for working memory is less important for long-term memory.
Individuals are not conscious of long-term memory but awareness of contents is
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filtered through working or conscious memory (Kirschner, 2002). As indicated in
Figure 2.1, long-term memory allows information that enters the cognitive system
through sensory memory, and processed in working memory, to be organised and
stored as structures known as schema, which can then be retrieved and used at a later
time. This construction and automation of schema in long-term memory (discussed
in the next section) allows learners to use prior knowledge to develop new
knowledge, which is one of the goals of instruction.

The change in understanding of the role of long-term memory began with the work
of de Groot (1965) and the study of chess expertise. De Groot found that chess
grandmasters were successful at chess because they could recognise most chessboard
configurations that they had previously experienced. He presented chess players,
grandmasters and less-able players, with board configurations for five seconds and
they were asked to reproduce these configurations. The grandmasters were able to
correctly place more pieces than less-able players. However, the grandmasters could
only do this with configurations from real games. De Groot concluded that the
grandmasters were able to hold thousands of board configurations of real chess
games, and the moves associated with them, in long-term memory. This suggested
that expert problem solvers were able to use the extensive experience stored in longterm memory to apply the best procedures to solve problems (Kirschner et al., 2006).
Chase and Simon (1973) replicated De Groot’s work using random board
configurations. They demonstrated that this ability of chess experts to reproduce
board configurations in real games was not due to differences in working memory
and found that skilled chess players were able to recognise board moves they had
experienced. These moves are held in long-term memory after years of practice and
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reduced the need to use working memory to search for appropriate moves, as lessable chess players are required to do (Sweller et al., 1998).
2.1.3.1 Schema theory
As discussed in the previous section, working memory has limited capacity and
involves conscious activation. Long-term memory, on the other hand, has relatively
unlimited capacity due to its ability to construct and automate structures known as
schemas and store these structures in long-term memory. Schema theory (Bartlett,
1932, cited in Pollock, Chandler & Sweller, 2002) is concerned with the storage of
knowledge in long-term memory and provides a theoretical explanation of how
information is learned and recalled. Schemas are cognitive structures that categorise
elements or chunks of information according to how they will be used. For example,
when students begin to learn to read they learn letters of the alphabet and the
corresponding phonemes associated with these letters. These form lower-level
schema to which more phonemes are added, as well as combinations of phonemes.
As more phonemes are added and students learn to segment words into these sounds
the schema becomes more complex and, with practice, the schema is more
automated. Schemas can be considered as units of knowledge about particular
objects and events as well as general classes of objects and events. As has been
discussed previously, working memory is only capable of processing a small number
(between five and nine) of elements. The capacity of long-term memory, however, is
capable of processing unlimited elements, as schema of any size or complexity
acquired over time can be treated as a single element (Sweller, 1999).

Schema construction is concerned with encoding new information into existing
schema by modifying the existing schema or creating a new schema, which is the
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aim of learning. As Kester, Kirschner, van Merriënboer and Baumer (2001) stated,
“schema construction is a process of mindful abstractions from concrete
experiences” (p.376). Schemas allow a variety of information to be ignored and
reduce the load on working memory. Once schemas are constructed they can become
automated with deliberate practice.

Schemas are constructed using two processes: 1) the process of elaboration, that is,
the process where relationships are established between new information elements
and the learner’s prior knowledge (van Merriënboer, Kirschner & Kester, 2003); and
2) the process of induction, that is, the use of concrete experiences, or new
knowledge, to actively construct or reconstruct schemas in order to make
connections between these experiences and adapt these to a new situation (van
Merriënboer, Clark & de Croock, 2002). The process of induction is used for
constructing new knowledge and for adapting existing schemas to the new situation.

For example, in the study materials in Appendix 2, Phase 1 materials examine the
prior knowledge of the students about the tense of verbs by asking students to
nominate the tense of a sentence. Phase 2 gives some instruction about verb tense by
giving examples of the different tenses and asking students to choose a verb from a
nominated tense. Phase 3 materials investigate whether students can identify a
present-tense verb in the context of a factual text. Phase 4 materials ask students to
use their knowledge of present-tense verbs to identify these verbs in sentences taken
from the factual text they have already seen but also identify the same verbs in
sentences depicting a different or new context, thereby identifying those students
who were able to show schema construction by adapting their schema for presenttense verbs to new situations.
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Two types of information, supportive information and procedural knowledge, are
also important in constructing schemas. Supportive information is best presented
before learning a task and is more relevant when the information is necessary for
problem solving and reasoning. Procedural knowledge, on the other hand, is best
presented when it is needed during a task, as it is relevant for application of rules
(Kester et al., 2001).

Schemas allow information presented in one context to be used in different contexts
(Pollock et al., 2002). This transfer of knowledge from one context to another exists
in a continuum from near-transfer tasks at one end to far-transfer tasks at the other
end. Near-transfer tasks are similar to tasks previously used while far-transfer tasks
are more different than the original tasks. Far-transfer tasks rely more on schemabased transfer than near-transfer tasks.

Schema construction is necessary for learning as it allows: a) structural
understanding, that is, schema provide the link between what the learner already
knows and what they need to know in order to perform the task; and b) chunking,
that is, newly constructed schema can be treated as one item or element of
information (Gobet et al., 2001). For example, when learning to read, letters and their
corresponding sounds are first learnt as single elements. With deliberate practice
these letters and sounds are chunked into groups of sounds and, eventually, words, so
words can then be treated as one element in long-term memory. This information can
then be more easily retrieved from long-term memory and be accessed in working
memory.
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However, once a schema has been constructed it is necessary for it to become
automated through extensive practice so that it requires little cognitive effort to be
activated. For example, expert writers, through concerted deliberate practice, learn to
reproduce and manipulate letters into words and words into well-structured sentences
with little conscious effort. This frees working memory resources to allow the learner
to use complex grammatical structures to reconstruct thoughts and ideas in written
form. The major function of learning, according to schema theory, is to store
information in long-term memory through the acquisition and automation of schemas
and, thereby, reduce the demands on cognitive load. Automaticity of schema is the
ability to activate knowledge stored in long-term memory in order to perform a task
with limited use of cognitive resources. Automated schemas allow learners to avoid
working memory capacity limitations. When schemas are processed automatically
they require little conscious effort and, consequently, require little working memory
resources (Mayer, 2009: Sweller, Ayres & Kalyuga, 2011).

Schemas are automated by the amount and quality of practice. These automated
schemas allow experts to free working memory resources to allow them to engage in
other more-complex tasks, for example, problem solving (Kalyuga, Ayres, Chandler
& Sweller, 2003). Automated schemas benefit learners in a number of ways: 1) they
provide a method of transfer; 2) they require little cognitive resources; and 3) they
allow for extra cognitive resources to be used for learning.

The degree of learner expertise in a particular domain is influenced by the extent to
which schemas can be retrieved into working memory to organise other tasks.
Expertise develops through construction of increasing numbers of more-complex
schemas by combining elements of lower-level schemas into higher-level schemas.
19

Novices have less-developed schemas and, consequently, have less guidance by the
relevant schemas in a new situation (Paas, Renkl & Sweller, 2004). The construction
and automation of schema plays a major role in reducing the load on working
memory, in particular, when dealing with complex information or information with
multiple interacting elements. Multiple interacting elements of information can be
integrated into a schema that then acts as a single element and, consequently,
imposes minimal load on working memory (Pollock et al., 2002).

Later, in Chapter 3, the connection between our cognitive architecture and learning
will be further explored. In particular, the significant role interacting elements and
working memory play in facilitating or inhibiting learning will be addressed. The
next section will examine in more detail the developmental nature of working
memory in children especially children with language impairments.
2.2 Working memory and language in typically developing children
As discussed previously in this chapter, Baddeley’s model of working memory is a
multi-component structure consisting of a central executive component, a
phonological loop component and a visuo-spatial component. As also discussed,
Baddeley (2002) has proposed a fourth component, the episodic buffer, a mechanism
believed to be part of the central executive and responsible for a range of regulatory
functions as well as temporary processing and storage.
Researchers in the area of language acquisition also make a distinction between
working memory and short-term memory. As seen in the previous section working
memory is concerned with the capacity to store information while taking part in other
cognitively demanding activities. Short-term memory on the other hand is related to,
but can be distinguished from, working memory in that short-term memory is
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concerned only with the capacity to store information over a short-term period of
time. Short-term memory and working memory are differentiated by the storage-only
capacity of short-term memory compared with the more-flexible features of working
memory (Gathercole, Alloway, Willis & Adams, 2006). Short-term memory and
working memory both involve storage but can be distinguished by determining if
significant concurrent processing is required. In short-term memory tasks, learners
engage in activities that impose storage demands but minimal processing demands.
In working memory tasks, however, learners engage in activities that involve
significant processing demands as well as storage demands. According to Gathercole
et al. (2004) measures of learning during childhood are related to working memory
rather than short-term memory. Baddeley, Gathercole and Papagno (1998) suggested
that the primary role of short-term memory is to support the phonological learning
structures of language. Consequently, short-term memory is described as
phonological

short-term

memory (pSTM)

by some

language

researchers

(Montgomery, Magimairaj & Finney, 2010).
The studies of the current thesis were designed to directly frame our knowledge of
human cognition and cognitive load theory to support the language learning of
students with language disorders. In particular, the studies in the current thesis will
examine the cognitive load imposed on working memory capacity through design of
instruction. Consequently, for the purpose of this thesis, the term working memory
will be used rather than short-term memory as working memory emphasises the
learner as an active processor of information.
The basic architecture of working memory is thought to be developed by
approximately six years of age. Each component of working memory increases from
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early childhood to adolescence (Gathercole et al., 2004). Recent research in language
learning has focused on the contribution of working memory and processing speed in
relation to performance. Magimairaj, Montgomery, Marinelle, and McCarthy (2010)
replicated the findings of Bayliss, Jarrold, Baddeley and Leigh (2005), concerning
the individual and combined contribution of short-term storage, processing speed and
attentional resource allocation to working memory capacity of children between six
and ten years of age. In the study by Magimairaj et al. (2010), with six- to twelveyear-old students’ performance on complex span tasks, it was argued that the lack of
correlation between processing speed and storage suggested an age-related variance
in storage capacity unrelated to processing speed. The findings of this study
concurred with the findings of Bayliss et al. (2005), that school-aged children are
able to allocate attentional resources to processing and storage (Magimairaj et al.,
2010).

Hansson, Forsberg, Lofqvist, Maki-Torkko and Sahlen (2004) completed a study of
children with hearing impairments that assessed the simultaneous components of
processing and storage of verbal information, which they termed complex working
memory. They concluded that working memory is the strongest predictor of novel
word learning in children with normal language. This was also reported in Fries and
Homber (2001, cited in Hansson et al., 2004) who supported theories emphasising
the role of complex working memory in vocabulary acquisition, particularly in older
children. Typically developing children may show comprehension errors in the
following ways:
1. Slower processing due to the lack of a more mature adult-like processing,
which could lead to inaccurate syntactic structure
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2. The beginning of a sentence could be correctly analysed but the structure may
decay before the whole sentence can be processed.

Working memory can be seen to have a significant impact on the acquisition and
development of language in typically developing children. Working memory is
important in language acquisition as it allows the learner to analyse and understand
language structure (Marton & Schwartz, 2003). The studies to be outlined in Chapter
5 will examine the effect of cognitive load on working memory capacity in children
with specific language impairment (SLI), which impacts on the acquisition and
development of language and literacy. The following section will discuss the
heterogeneous nature of SLI and look more closely at the working memory deficits
in this group of children.
2.3 Working memory and language in children with specific language
impairment
2.3.1

Specific language impairment

Children with specific language impairment (SLI) are characterised by difficulties
with many aspects of language development. These children demonstrate severe
and/or receptive language learning difficulties in the absence of a developmental
disability, that is, they have normal cognitive development, normal range non-verbal
abilities and normal hearing ability (Beverly & Williams, 2004). Characteristically,
children with SLI experience late onset of first words, word combinations and have
difficulty with grammatical morphology as preschoolers (Leonard, 1989).
Nevertheless, there is still debate over the heterogeneous nature of children with SLI
and, indeed, the usefulness of the term ‘specific language impairment’. Researchers
have argued that children with language impairment are not a homogeneous group
but rather there are possibly six subgroups of language impairment (Bishop &
23

Edmundson, 1987, cited in Conti-Ramsden & Botting, 1999). Much of the research
into language impairment has investigated different profiles of children with SLI
using cross-sectional methods, that is, subgroups are identified from groups of
children of different ages where data is available at a single point in time. ContiRamsden and Botting (1999) expressed an interest in determining the usefulness and
reliability of a classification system of language impairment over time.

The study conducted by Conti-Ramsden and Botting (1999) attempted to further
develop an understanding of SLI subgroups by studying a large group of eight-yearold children with SLI for whom data was available at seven years of age. They were
interested in ascertaining the extent to which children with SLI remain in their
subgroup of impairment after one year. The question they were interested in solving
was whether there was a crossover of subgroups or whether groups remain stable.
Conti-Ramsden and Botting studied 242 children with SLI from 118 language units
attached to English mainstream schools. The criteria for selection was that the
children had normal-range IQ on non-verbal measures, that language was the
primary disorder, that the child would find it difficult to learn in a mainstream class
and that any child from a non-English-speaking background should experience the
same difficulties in any other language they spoke. The children were classified into
six clusters or subgroups of language impairments, based on teacher opinion and
standardised assessments (Time 1). Two hundred and thirty-four out of the 242
children were seen again one year later (Time 2). Conti-Ramsden and Botting (1999)
found considerable stability between Time 1 and Time 2 in the various clusters.
However, membership of the subgroups was not particularly stable with 45% of the
children showing movement across subgroups from Time 1 to Time 2. They
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maintained these moves were substantial clinical changes and could not be explained
by measurement errors.

The conclusion drawn by Conti-Ramsden and Botting (1999) was that SLI was not a
unitary, stable condition but that difficulties associated with SLI develop over time.
They argued that the result of this study further supports the proposition that children
with SLI can be categorised into distinctive subgroups showing profiles of strengths
and weaknesses. However, the strengths and weaknesses of individual children
within these subgroups change over time while the subgroups themselves appear to
remain stable. Conti-Ramsden and Botting stated that it “appears that SLI is a
dynamic condition that changes with developmental time and very likely with the
influence of other important factors such as intervention” (1999, p.1204). This
finding is particularly relevant to the studies described in Chapter 5 of this thesis as
the aim of these studies was to determine if changing the format of instruction can
have a positive effect on grammar learning among students with SLI. If, as ContiRamsden and Botting suggested, children with SLI can be influenced by learning
interventions, then changes to the instructional format proposed in this thesis should
be especially beneficial to these students.
2.3.2

Working memory and SLI

Despite the dynamic nature of SLI, a common characteristic of children with SLI is
reduced performance on working memory tasks when compared to age peers,
regardless of the task (Archibald & Gathercole, 2006; Gathercole & Baddeley, 1990;
Montgomery, 2004). Lum and Bavin (2007) and other researchers (Gathercole &
Baddeley, 1990; Gillam, Cowan & Marler, 1998; Weismer, Evans & Hesketh, 1999)
have proposed that language difficulties that children with SLI experience may be
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associated with limitations in processing and storing information in working
memory. They suggested that children with SLI differ from normally developing
(ND) children in a number of ways: the capacity of phonological memory (ContiRamsden, Botting & Faragher, 2001; Gathercole & Baddeley, 1990); the allocation
of resources for storage and processing of information (Weismer et al., 1999); and
processing speed (Miller, Kail, Leonard & Tomblin, 2001).

Gathercole and Baddeley (1990) view language impairment in children with SLI as
secondary to deficits in phonological storage. Evidence of working memory deficits
of children with SLI seems to be confined to the verbal modality as children with SLI
perform equally as well as typically developing children on visuo-spatial tasks
(Alloway & Archibald, 2008; Archibald & Gathercole, 2006). Similarly, Marton and
Schwartz (2003) reported that children with SLI have difficulty with tasks that
involve verbal working memory, which, according to Marton and Schwartz (2003),
is synonymous with language processing. Verbal working memory is also related to
vocabulary acquisition (Gathercole & Baddeley, 1990), language comprehension
(Just & Carpenter, 1992), syntactic processing (King & Just, 1991) and reading
comprehension (Daneman & Carpenter, 1980).

Working memory continues to play a role in processing language long after language
has been acquired. It plays a role in building syntactic and discourse structures
through connecting linguistic units across a number of words and syllables in
increasing lengths of time. However, the relationship between working memory and
syntactic processes has not yet been extensively studied in children with SLI (Marton
& Schwartz, 2003).
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In their study, Marton and Schwartz (2003) examined the connection between
working memory and language comprehension in children with SLI by looking at
how syntactic complexity and sentence length affected language performance. They
were especially interested in the central executive component of working memory
and its interaction with the phonological loop during complex working memory
tasks. They used tasks that required semantic and syntactic information to be
processed simultaneously with phonological patterns of non-words. Using two
groups of primary-aged children (aged 7–10 years), one group with SLI and a control
group, Marton and Schwartz used a number of different tasks to assess working
memory. These tasks were: non-word repetition, which measured phonological
encoding and storage in the phonological loop; non-word discrimination; two
modified listening tasks, which measured processing and storage of semantic and
syntactic information; and list recall, in which participants listened to sets of
sentences and recalled the final words after the final sentence.

The results of this study showed that children with SLI performed less accurately
than age-matched peers on all working memory tasks that involved word/non-word
repetition. In addition, this repetition accuracy decreased as the complexity of the
task and the length of the words increased. The authors suggested that this poor
performance on repetition tasks indicated more than difficulty encoding and
analysing phonological structures. Rather, more importantly, children with SLI
experience difficulty with simultaneously processing the encoding into long-term
memory and rehearsal of the words/non-words. This view aligns with cognitive load
theory, which states that having to mentally integrate multiple sources of information
places more cognitive load on working memory than physically or temporally
integrating the sources of necessary information. Children with typically developing
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language are more likely to be able to remember list-initial and list-final words than
words in the middle of the list. They were also more able to switch their attention
from encoding to rehearsing, and vice versa, than children with SLI. Both groups of
children showed similar patterns of errors. For example, children with SLI recorded a
greater number of multiple errors for three- and four-syllable non-words than their
age-matched peers, but for children with typically developing language only foursyllable words caused the greatest number of errors.

i. Ignoring irrelevant information
As mentioned earlier in this chapter, the central executive component of working
memory, although not directly linked to language acquisition, plays a role in
coordinating information that enters working memory, coordination of multiple tasks
as well as controlling the two slave systems, the phonological loop and the visuospatial sketchpad. A further function of the central executive is concerned with
selective attention and inhibition (Archibald & Gathercole, 2006). Research has
suggested that children with SLI experience difficulty reorganising information as
well as ignoring irrelevant information in recall tasks (Hoffman & Gillam, 2004;
Marton & Schwartz, 2003; Montgomery, 2000). Children with SLI in a list-recall
task made more interference errors than children with typically developing language.
These types of errors indicate processing and attentional capacity limitations, which
suggest that children with SLI encounter difficulties with ignoring non-target
information (Marton & Schwartz, 2003).

In another study of children with SLI, Montgomery (2000) examined the recall of
word lists under three conditions: 1) a no-load condition, where children were asked
to recall as many words as possible from a list of words; 2) a single-load condition,
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where children were asked to recall word lists but in the order of the physical size of
the referent; and 3) a dual-load condition, where children were asked to recall word
lists according to size and semantic category. The results of this experiment showed
that children recalled fewer words in dual-load conditions when compared to no-load
and single-load conditions (Montgomery, 2000). Montgomery suggested that one
distinction between the recall conditions was the need to reorganise information so
that recall for single- and dual-load conditions depended on the children’s ability to
categorise words in different ways.

Ignoring irrelevant or redundant information was found to be problematic for
children with SLI by Weismer et al. (1999) and Marton and Schwartz (2003). In both
studies children with and without SLI were asked to recall sentence final words when
presented with lists of several sentences. Children with SLI were found to recall
fewer sentences than age-matched controls. Additionally, in analysing the errors, it
was found that children with SLI either recalled sentence final words for the previous
sentence or reported non-target words within a sentence, while the errors made by
children without SLI were reportedly a non-response. Lum and Bavin (2007)
suggested that these results indicated that children with SLI experience difficulty
ignoring irrelevant information. Further to this, researchers suggest that reorganising
information and ignoring irrelevant information are the two processes considered to
be involved in grammatical judgement tasks. In these types of tasks participants are
given a sentence and asked if the sentence is grammatically correct, for example, ‘Is
this sentence good or bad?’ This is a particularly relevant finding in relation to the
studies described in Chapter 5, where participants need to ignore other words in a
sentence in order to identify the relevant verb in the sentence.
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Lum and Bavin (2007) examined the work of Bialystok and Ryan (1985, cited in
Lum & Bavin, 2007) who proposed the idea of analysis and control as being
important in tasks requiring grammatical judgement. Analysis is described as an
operation where previously implicit language representations “are reorganised and
restructured to become more explicit and more integrated with other knowledge”
(Bialystok, 1993, cited in Lum & Bavin, 2007, p. 619). Control, on the other hand, is
required to suppress or ignore distracting information. The levels of analysis and
control depend on the semantics and grammar of the sentence.

Lum and Bavin (2007) studied analysis and control processes with a group of
children with SLI (ages 8 years, 8 months to 10 years, 5 months) using a
grammatical-judgement task. They examined children, with and without SLI, and
targeted their knowledge of past-tense and third-person-singular grammatical
morphemes in conditions that required both analysis and control. In this study,
analysis was assessed by asking children to judge how grammatical a sentence was,
when presented in a plausible semantic context, and response times were used to
measure efficiency. Control was assessed by presenting grammatical and
ungrammatical sentences in implausible contexts. The children were not asked to
correct the ungrammatical sentences.
The results of Lum and Bavin’s (2007) experiment suggested that children with SLI
experience difficulties with both processes – analysis and control – when compared
with typically developing children of comparable age and non-verbal intelligence.
This impairment in analysis and control is consistent with our understanding of
working memory impairments. Baddeley (2000) suggested that working memory
involves the short-term storage and manipulation of information. The process of
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control is also concerned with the short-term storage of sentences as well as moving
attention from the semantics of the sentence. The analysis process involves the
presentation of sentences, which must be temporarily stored while a judgement is
made about correct grammar. Lum and Bavin, therefore, believed that the problems
children with SLI have with analysis and control is perhaps due to their reported
impairment in working memory.
ii. Processing speed
Processing speed, as defined by Montgomery, Polunenko and Marinellie (2009) is
the same as processing efficiency. In other words, processing speed is described as
the amount of cognitive processing completed in a set time. Furthermore, Gathercole
et al. (2004) suggested that individuals who are able to process information at a faster
rate are able to remember more information than those who process information at a
slower rate. Nevertheless, processing speed increases from early childhood to young
adulthood (Kail & Miller, 2006). For children with SLI, however, many researchers
have suggested that slower processing speed is a significant factor in their poorer
performance in language activities. Compared to age-matched peers, children with
SLI have performed more slowly and less efficiently when processing simple
grammar activities (Montgomery, 2006, 2008). Kail and Miller (2006) proposed that
processing speed is an indication of mental effort. Similarly, Montgomery and Evans
(2009) proposed that children with SLI need to exert greater mental effort to process
both simple and complex grammar. Mental effort in relation to cognitive load will be
discussed further in Chapter 3 and its relationship to children with SLI, in particular
their understanding of grammar, is pertinent to the studies described in Chapter 5.
This section will describe other research into the impact of processing speed on
children with SLI.
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Studies of processing speed in relation to working memory have examined it from
two different points of view: 1) a rapid-rate temporal processing (Tallal, Stark &
Mellits, 1985a, 1985b); and 2) an overall cognitive slowing (Miller et al., 2001). The
first view, of Tallal et al., is that language development is delayed or impaired due to
the inability of some children to process rapidly presented non-verbal stimuli and
speech sounds. These deficits in “temporal acoustic analysis” (Tallal et al., 1985a,
p.528) delay the development of normal speech perception and production, which
can result in delayed or impaired language development. The latter point of view
(Miller et al, 2000) examines processing speed from a broader viewpoint by
suggesting that children with SLI are slower in all mental processes including
perceptual, cognitive and linguistic processes when compared to age peers. If
material is not processed with sufficient speed then it is more susceptible to decay
and/or interference (Montgomery, Magimairaj & Finney, 2010). This slower
processing speed in children with SLI compared to age peers is likely to continue
from childhood through to adolescence with some improvement in linguistic and
non-linguistic processing speed more likely to be seen between six and eleven years
(Montgomery, 2005).

Archibald and Gathercole (2007) examined working memory deficits in children
with SLI related to limitations in short-term memory and processing speed. They
compared children with SLI to age peers and younger children matched for receptive
vocabulary. The participants completed separate verbal and visuo-spatial tasks that
examined storage, processing speed and working memory capacity. The results
showed that the SLI group performed similarly to age peers and better than language
controls in short-term memory tasks. The SLI group was significantly slower in both
domains for processing speed compared to age peers but faster than language32

matched controls. In the working memory tasks the SLI group performed
significantly worse than their age peers in tasks that involved verbal storage but
performed significantly better on working memory tasks involving visuo-spatial
storage than language controls. The SLI group showed comparable performance on
tasks that involved verbal storage compared to the language controls. These results
were interpreted to demonstrate that, relative to age peers, children with SLI had
limited working memory capacity due to a combination of verbal-specific storage
deficit and slower domain-general processing.
Processing speed was also a factor in the performance of children with SLI when
Owen (2010) examined the linguistic factors that could explain the variable use of
grammatical morphemes. Owen hypothesised that: increases in linguistic complexity
would impact on performance of children with SLI more than children with typically
developing language; and more errors would be evident as a direct result of increases
in processing demands. The participants in this study included 14 children with SLI
(aged 5 years to 8 years, 1 month) and 24 typically developing children, who were
assigned to two groups. One group of typically developing children (AGE group)
included 13 typically developing children age-matched with the SLI group. The
second group (MLU group) included 11 typically developing four-year-old children
who were matched to SLI group on expressive vocabulary as well as mean length of
utterance.
The participants in the Owen (2010) study were presented with three different
sentence types: 1) two coordinated clauses; 2) a main clause and a temporal clause,
and; 3) a main clause and a complement clause. In all sentences the main clause
included a subject and a verb followed by a finite verb. The second clause of all three
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sentences types was systematically varied to change the number of arguments in each
sentence as a second source of complexity. One-third of sentences included transitive
verbs and two-thirds of the sentences included intransitive verbs while half of the
second clauses for each type of sentence included a regular past-tense verb as the
target verb and half of each sentence type included an irregular past tense. After the
children watched a short scenario for each sentence type the children were asked a
prompt question. The children were provided with the first word of the response
while toys and props used in the scenarios remained in view of the children while
they answered the questions.
Results showed that the AGE group produced more two-clause responses in
coordinate and temporal conditions and there were fewer target responses for the SLI
and MLU groups than for the AGE group. The longer utterance targets were less
likely to result in correct responses for SLI and MLU groups. All three groups were
able to produce temporal and coordinate responses. However, both MLU and SLI
groups experienced difficulty with the complement-clause condition. All groups
produced past-tense markers in the first clause of coordinate and complement
conditions but the SLI group were less likely to produce past-tense markers in first
clauses than the AGE and MLU groups. Similarly, the AGE and MLU groups
maintained comparable accuracy in the second clauses while the SLI group showed a
significant decline in accuracy. All groups, however, showed a decline in producing
past-tense markers in second-clause and complement-clause conditions. In temporalclause conditions the opposite pattern was demonstrated, in that the first clause was
less accurate than the second clause for all three groups.
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Owen (2010) maintained that her study revealed that participants made more errors
with complex sentences than compound sentences. This finding will be relevant to
the current studies of the thesis, which utilised complex sentences. The effect of
clause order, that is, the first clause being more accurate than the second clause, was
supported for complement clauses but not for temporal clauses. The prediction that
argument structure would affect the accuracy of the sentences was not supported in
any of the three groups of participants. The prediction, that the SLI group would
experience more difficulty with increasing complexity than the AGE or MLU
groups, was not totally supported. The SLI group’s scores started lower than the two
typically developing (TD) groups but the pattern of performance for the SLI group
on the three sentence types presented as a similar but lower performance than the
AGE group, rather than showing a distinct rapid decline in accuracy as the linguistic
complexity increased. Owen (2010) maintained that the results suggested that
morpheme production was affected by complexity in two ways – sentence type and
clause position – in all three groups of participants to varying degrees.

According to Owen (2010), these findings add evidence to the view that, similar to
their age-matched peers in past-tense production, children with SLI are influenced by
factors that increase cognitive processing demands. She found that the processing
demands of linguistic complexity affected production of past-tense verbs for all
participants, even those with proficient language. These observed results, Owen
suggested, were consistent with other studies that showed children with SLI have
impaired performance due to slower cognitive processing speed. Other studies (e.g.,
Miller et al., 2001) demonstrated that children with SLI have proportionally, but not
exponentially, slower linguistic processes. Children with SLI have a uniformly
slower pattern of results than their age-matched peers.
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In a longitudinal study comparing students with language difficulties to students with
normal language development, Leonard, Weismer, Miller, Francis, Tomblin and
Krail (2007) examined whether processing speed was a factor in language
impairment or did processing speed vary depending on the task. Children were tested
at eight years and fourteen years using a wide range of tasks, including linguistic,
verbal working memory (non-word repetition and listening span) and non-verbal
working memory (spatial tasks). Leonard et al. (2007) found that processing speed
and working memory were separable measures. However, they viewed working
memory deficits, rather than processing speed, as the major contributing factor
affecting the observed past-tense deficits in children with SLI, which will be
discussed in the next section.
In conclusion, children with SLI characteristically present with slower processing
speed due to either the inability to rapidly process non-verbal stimuli and speech
sounds (Tallal et al., 1985a, 1985b) or slower mental processes (Miller at al., 2000).
Other possible causes for slower processing speed suggested by researchers are
limited verbal-specific storage as well as slower domain-general processing
(Archibald & Gathercole, 2007). Similarly, Owen (2010) found that all children in
her study showed some decline in accuracy when sentences were more complex.
However, children with SLI have a greater difficulty when sentences and longer and
more complex. Leonard et al., (2007) concluded that, in their longitudinal study,
working memory and processing speed were separable measures. The major
contributing factor to grammar deficits in children with SLI, in their opinion, was
working memory deficits.
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2.4 Specific language impairment and grammar
As discussed previously in this chapter, children with SLI exhibit many deficits in
language acquisition due primarily to cognitive impairments in processing. Of
particular relevance to this thesis, children with SLI experience difficulty with
grammar. Grammar deficits are obvious in many children with SLI when compared
to normally developing age-matched peers (Grela & Leonard, 2000). In many cases
children with SLI show a marked difference in their misuse and/or omission of
grammar morphemes when compared to younger, language-matched typically
developing children, and this difference is significant. A common profile in children
with SLI is a mild to moderate deficit in a range of language areas, but also a severe
weakness in grammar usage (Leonard et al., 2000). The use of verbs is a particular
problem for children with SLI, especially in the ability to control and use language.
There is much evidence that verbs are more difficult for children with SLI to learn
than any other word types (Conti-Ramsden & Jones, 1997; Oetting et al., 1995). A
summary of the research into children with SLI and grammar difficulties can be
found in Table 2.1.

Syntactic bootstrapping theory was developed to explain how children use syntactic
cues to support lexical mapping. In other words, syntactic bootstrapping suggests that
verb learning is greatly dependent on syntactic information. Syntactic bootstrapping
was originally suggested by Landau and Gleitman (1985, cited in Oetting, 1999).
They suggested that children made use of the correlation between semantics and
syntax to infer the meaning of verbs, so that clues within a sentence can help children
focus on a particular action referred to by a verb.
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In a study by van der Lely (1994), six children with SLI (aged 6–9 years) were found
to be less able to act out novel verbs than language-matched controls when sentence
cues were used to determine verb meaning. Similarly, a study by O’Hara and
Johnston (1997) found that seven-year-old children with SLI produced fewer correct
responses than language-matched peers when required to act out novel verbs. Both
these studies would suggest that children with SLI experience difficulties processing
the structural features of language (Oetting, 1999).

A study was also conducted by Oetting (1999) to examine the use of syntactic cues in
verb learning. In her study twenty six-year-olds with SLI, twenty six-year-old
normally developing peers and twenty four-year-old normally developing languagematched children were given two grammar tasks. The first task incorporated
syntactic bootstrapping methods used in Fisher, Hall, Rakowitz and Gleitman (1994).
The children heard a nonce verb, that is, a verb invented for this particular occasion,
placed within transitive or intransitive sentences while watching a video of two
characters involved in a complex action. The children were asked to demonstrate the
use of sentence cues to infer meaning by telling a puppet the meaning of the nonce
verb. In the second task, nonce verbs were placed in either transitive or intransitive
sentences and presented to the children as a videotaped story. The children
demonstrated the use of sentence cues by pointing to the action that matched the
nonce verbs.

Results of the study demonstrated that, although children with SLI were able to use
cues to interpret verbs, they were not able to retain the verb meanings. Retention of
verbs for children with SLI was significantly below that of age-matched peers.
Oetting (1999) suggested four possible explanations for why children with SLI do
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not seem to retain verb meanings: 1) the poor attentional efforts of the children
during viewing and testing; 2) the inability to follow narrative structure; 3) a specific
deficit in the processing of cue content; and 4) a general limitation in working
memory or processing capacity.
Informal observations during testing showed that all groups frequently and
spontaneously were able to identify which pairs of characters came next and, as well,
children with SLI were able to choose verb meanings 8% of the time, which was
similar to both control groups (7% and 4% respectively). Oetting (1999) proposed
that these results supported the view that children with SLI had learned and retained
some novel verb meanings, or at least understood that novel verbs referred to actions
rather than objects. Also, the children with SLI, as well as the control groups, were
able to choose target verbs more often than either phonologically similar or
dissimilar items. Similarly, scores on story-viewing tasks for the children with SLI
were not significantly different from language-matched peers. These results are of
particular interest to the experiments described in Chapter 5 of the current thesis. If
the children in Oetting’s study were able to recognise and learn verbs then students
in the studies of this thesis, being older than Oetting’s participants, should be able to
identify the verb missing from sentences presented to them within a factual text.
The conclusion drawn by Oetting (1999) was that perception and encoding of cues
was not a problem for children with SLI. She believed that if a specific deficit in cue
storage and retrieval was not a cause of the problem then the problem for these
children may more likely be a problem with general working memory limitations or
processing capacity. Children with SLI are just as capable as language-matched peers
to use clues to interpret novel verbs but they are unable to retain verb meaning.
Oetting concluded that specific deficits in storage and retrieval of grammar and/or a
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general limitation in working memory may be a possible explanation for verb
retention difficulties.

In a study by Grela and Leonard (2000) an investigation was conducted on the
impact of sentence complexity on the grammatical errors made by children with SLI.
They put forward two possible reasons for the difficulties children with SLI
experience when using the auxiliary verb ‘be’. One possible explanation, according
to Grela and Leonard (2000), is limited linguistic knowledge held in long-term
memory. Normally developing children progress through a period of development
where, even though they know the correct grammatical properties of finiteness, they
consider the use of tense to be optional. In other words, normally developing children
will produce infinitives in place of verbs with past tense ‘ed’ and third-person
singular ‘-s’. Children with SLI are older than most children who demonstrate this
difficulty of limitations with tense and agreement. This extended period is known as
extended optional infinitives (see Rice & Wexler, 1996).

Leonard et al. (2007) also reported the optional use of finite verbs in children with
SLI. They argued that children with working memory limitations process the final
clauses of sentences such as ‘We saw him running’ but the link to the beginning part
of the sentence is lost, which results in children with SLI responding with ‘him
running’. This can lead to sentences such as ‘He’s running’ and ‘Him running’ being
judged as equally correct.

Another possible explanation, according to Grela and Leonard (2000), which is also
consistent with Oetting (1999), is that these grammar difficulties may be caused by
limitations in processing capacity in children with SLI. They suggested that because
our working memory can only process a limited amount of information at any one
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time, then dealing with complex tasks leads to cognitive ‘trade-offs’. For example, a
child may be capable of using a particular grammar form but this form may be
omitted when processing load becomes overwhelming and other forms that use fewer
resources may be used instead.

Bock and Levelt (1994) proposed a framework to explain the complexity of sentence
production, which suggests that the speaker moves through a series of steps before
uttering a sentence. First, the speaker selects lexical items to match the intended
message and then grammar functions (subject and object) are given to these lexical
items based on the argument structure of the verb. Bock and Levelt assumed that the
more complex the lexical item(s), that is, the greater the amount of grammatical
functions or items, then the more time is needed for processing to be completed.
When the grammar functions are put in place a syntactic frame that matches the
lexical items and the argument structure is retrieved. Closed-class morphemes, such
as the auxiliary ‘be’ that are necessary for the syntactic frame, are retrieved from a
separate source. Finally, the elements of the sentence are integrated into a prosodic
structure.

Support for the framework of Bock and Levelt (1994) can be found in Leonard
(1989), who suggested that children with SLI have slow or inefficient working
memory processing capacity which, in turn, leads to a competition of resources. The
child has to choose between completing the final steps of the sentence production
(retrieval of closed-class morphemes) and formulating the remainder of the sentence.
Leonard (1989) maintained that when children with SLI are required to make this
trade off due to their limited WM capacity, the completion of sentences may take
more importance. This results in sentences being produced with missing closed-class
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morphemes. This finding suggests that as informational complexity increases the
ability of SLI students to process such information decreases and, subsequently,
affects their performance.
In their study, Grela and Leonard (2000) examined Bock and Levelt’s (1994) model
of limited capacity by manipulating grammatical requirements with differing
complexities. They explored the effects of argument-structural complexity and
increasing sentence length on auxiliary ‘be’ forms on children with SLI. They
defined argument–structural complexity as the number and kinds of structural
information arranged against verbs. Sentences with ditransitive verbs are considered
more complex than sentences with transitive verbs which, in turn, are considered
more complex than sentences with intransitive verbs (Shapiro, Brookins, Gordon &
Nagel, 1991).
Grela and Leonard (2000) examined the ability of three groups of children – a group
with SLI (4 years, 2 months to 6 years, 7 months), an age-matched control group and
a language-matched group – to produce sentences of varying complexities by using
sentences containing verbs from three argument categories (intransitive, transitive
and ditransitive). A story completion task was used to identify how children
produced target sentences. These target sentences were used to measure the
production of auxiliary verbs when the complexity of the sentence was varied by
increasing the number of obligatory arguments and/or the length of the sentence. The
results of the study added support to the argument that children with SLI omit
auxiliary verbs more often than younger normally developing children, as well as
more often than their age-matched peers, which is consistent with other studies (Rice
& Wexler, 1996; Rice, Wexler & Hershberger, 1998).
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Both SLI children and language-matched controls omitted auxiliary ‘be’ forms more
often when producing sentences with ditransitive verbs. However, children with SLI
omitted more auxiliary verbs than language-matched children. In addition, results of
this study also showed than children with SLI and language-matched controls also
omitted other sentence elements, for example, progressive inflection –ing, when a
ditransitive sentence was used. The length of the sentence may have had an effect, as
longer sentences were associated with the largest number of omissions for most
children. Grela and Leonard (2000) believed that all ditransitive sentences present
difficulties for children with SLI but sentences that were particularly lengthy caused
the greatest difficulties.

In the discussion of their findings Grela and Leonard (2000) proposed the results
supported the extended optional infinitives theory of Rice and Wexler (1996), that is,
those children with SLI fail to use tense-related grammatical morphemes, as they
consider tense to be an optional factor in sentences. They disagreed with the processcapacity limitation theory, which proposed that children with SLI show a limitation
in processing capacity (Weismer et al., 1999). They maintained that if any argumentstructure difficulty does affect processing demands then it does so in the same
manner with normally developing children as with children with SLI. They viewed
all children’s pre-mastery level of use of auxiliary ‘be’ forms are affected in the same
way and, therefore, processing limitations are not responsible for the special
problems of children with SLI.
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Table 2.1: SLI and grammar - summary of research
Research
Bock & Levelt (1994)

Leonard (1989)

Grela & Leonard (2000)

Leonard et al., (2007)

Findings



Framework to explain complexity of
sentence production;



Speaker moves through a series of steps
before uttering sentence;



The greater amount of grammatical
functions, the more time needed for
processing.



Children with SLI have slower more
inefficient and this leads to competition
for resources;



Children with SLI may need to choose
between completing the final steps of a
sentence, e.g. using auxiliary verbs, or
form the remainder of the sentence;



When required to make the choice,
children with SLI complete the sentence
and omit the closed-class morpheme,
such as, ‘be’



Explored argument-structural complexity
and increased sentence length on
auxiliary verb ‘be’ in sentences with
ditransitive verbs;



Children with SLI omit auxiliary verbs
more often than ND children and agematched peers – supported extended
optional infinitive theory of Rice & Wexler
(1996);



Length of sentence may have an effect –
longer the sentence the more omissions
made;



Children with SLI also omitted
progressive inflection ‘ing’ when
ditransitive verbs used.



Optional use of finite verbs in children
with SLI;



Children with SLI will process the final
clause of a sentence but the link to
beginning of sentence is lost.
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2.5 Specific language impairment and reading
A strong relationship between language skills, in particular phonological processing
and reading, has been shown in studies of normally developing children. The
language basis of literacy and reading disabilities has been well documented in
research over the past few decades and this research has confirmed the relationship
between language ability and reading achievement (Fletcher et al., 1994).
Longitudinal studies of children with language impairments have found a link
between poor academic performance, particularly reading ability, and poor spoken
language (Tomblin, Zhang, Buckwalter & Catts, 2000). The language basis for
reading and reading disabilities may be more than just phonological processing but
involve other aspects of language skills, with studies showing performance in
language skills such as vocabulary, syntax, and text-processing skills to be predictors
of reading achievement (Bishop & Adams, 1990).
A number of reasons why children with SLI become poor readers were proposed by
Snowling et al. (2000). Firstly, the increase in phonological demands imposed by
reading longer and less-familiar words makes reading more difficult and, therefore,
errors increased. Secondly, children with SLI rely heavily on phonological processes
due to their lack of vocabulary and contextual understanding and this causes
difficulties with word recognition. Finally, the lack of reading skills leads to less
motivation for reading and, therefore, less exposure to print.

Consequently, Tomblin et al. (2000) conducted a study to determine what
association, if any, could be found between reading problems and language
impairments but, in addition, they included behavioural problems as another factor.
They followed a group of 581 children two years after an initial assessment in
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kindergarten. Children were in Grade 2, were an average of eight years of age and
did not have any other comorbid difficulties, such as intellectual disabilities, autism
or sensory impairments. A set of measures was obtained for each child concerning
their reading, spoken language and behaviour.

The results of this study, in regard to reading and language development, showed a
significant association between reading disability and language impairment, with
52% of children with language impairment also showing a reading disability
compared to 9% of controls. In this study, children with language impairment were
six times more likely to have a reading disability than children without language
impairment. Reading disability was demonstrated as deficits in reading
comprehension in 52% of children with language impairment, compared to 10% of
children with typically developing language. Similarly, reading disability was
demonstrated in word-recognition difficulty in 46% of children with language
impairments as compared to 11% of controls. Tomblin et al. (2000) concluded that
there were not two distinct groups of children with language impairments who had
comorbidity patterns of reading disability and behavioural difficulties. Instead, they
concluded that 2nd grade children with language impairments also demonstrated
reading disability and that behavioural difficulties were associated with reading
disabilities. In other words, the risk of behavioural disorders was increased in
children with language impairments who also had a reading disability. The findings
of Tomblin et al. (2000) are consistent with other research findings that show a
comorbidity of language impairment and reading disability. Some studies estimate
that a range of 25–90% of language-impaired children may be affected by some
degree of reading disability.
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Snowling et al. (2000) compiled a longitudinal study of a group of languageimpaired children, whose literacy skills at four years had been investigated by Bishop
and Adams (1990). When Stothard, Snowling, Bishop, Chipchase and Kaplan (1998)
followed this group of children at 15 years of age, a distinction was made between
children whose language impairment had resolved by 5 years, 6 months and those
whose language had not resolved. They found that by 15 years of age these children
did not differ from the control group in their comprehension and vocabulary skills
but they performed less well in tests of phonemic processing. Those students who
continued to have problems with language at 5 years, 6 months of age also continued
to be impaired in all aspects of language at age 15 years. These students also
performed less well on literacy tests, such as reading, spelling and reading
comprehension, than age-matched peers. There was a substantial drop in reading
accuracy between 8 years, 6 months and 15 years and, therefore, a corresponding
increase in reading disability.

In another study by Catts, Fey, Zhang and Tomblin (1999) the link between reading
and language ability was also demonstrated. Catts et al. evaluated the role of
phonemic processing and language ability in reading levels of Grade 2 children. In a
longitudinal study from kindergarten to Grade 2 they compared good and poor
readers on measures of oral language and phonemic processing, initially in
kindergarten, and then again two years later when most were in Grade 2. The study
examined 604 participants who included 328 participants with language impairment
and 276 participants with typically developing language. The participants were
divided into two groups according to their reading ability. The good readers (n =
421) scored at least 1 SD above the mean in reading achievement tests while the poor
readers (n = 183) scored at least 1 SD below the weighted mean. All participants had
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normal hearing and no emotional or neurological disorders, although some
participants performed in the low-normal to below-normal range in cognitive
assessments.

Results of this longitudinal study showed that poor readers had more deficits in
phonological processing (56%) and rapid word naming (44.7%) when compared to
good readers (16.6% and 9.2% respectively). When the receptive and expressive
abilities of the participants were analysed, poor readers were found to have a higher
percentage of receptive and expressive difficulties (37.4% and 50.3%) than good
readers (11.8% and 12.2%). Poor readers experienced the deficits in oral language as
much as deficits in phonological processing. When examining oral language
processing the differences between poor readers and good readers were more
pronounced in the grammar domain, with 56% of poor readers and 9.8% of good
readers showing deficits in grammar. More poor readers also showed deficits in
vocabulary than good readers (39.3% and 9% respectively). Catts et al. (1999)
concluded that oral-language problems were three to five times more likely to be
experienced by poor readers than good readers. The results of this study concurred
with other later studies that 37% of poor readers met the criteria for deficits in both
phonological processing in working memory and oral language.

McArthur et al. (2000), similarly, investigated the link between language impairment
and reading impairment by specifically examining a number of relationships: the
proportion of students with a reading impairment who also have a language
impairment; the proportion of students with a language impairment who also have a
reading impairment; and the proportion of students with reading impairment and
language impairment who could be classified as either reading impaired or language
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impaired. They examined the similarities between students who have SLI and those
with a specific reading disability (SRD).

A specific reading disability is classified as a failure to learn to read, despite an
average intelligence, no physical, emotional, perceptual or sensory problems and
with an adequate opportunity to learn to read. Students with specific language
impairment (SLI) were seen as those who failed to develop oral-language skills
despite an average intelligence, no physical, emotional or sensory disabilities and
with an adequate learning environment. McArthur et al. (2000) made the connection
that both of these conditions have two aspects in common. Both conditions involve a
failure to learn to communicate – one involves written communication and the other
oral communication. They are also both referred to as a ‘specific’ failure to master
communication skills despite normal intelligence and the absence of any other
impediment to learning.

Many children with specific language impairment also experience difficulty with
reading, while many children with specific reading disability also experience
problems with oral language. The question McArthur et al. (2000) posed is whether
some children with SLI could equally be classified as having SRD and vice versa.
They examined 102 children with SLI using four experiments specifically designed
to assess reading and three language experiments. The results of these experiments
showed that 55% of children with SRD were found to also have an oral language
disability while 51% of children with SLI were found to also have a reading
disability. From the total children tested, 53% had impaired reading with comorbid
language impairments. As other researchers have found, approximately half the
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children diagnosed with SLI also have a reading disability, in that their reading levels
are below that expected for their age.

Catts, Adlof, Hogan and Weismer (2005) studied the link between SLI and dyslexia,
a significant learning disorder involving a difficulty with accuracy and/or fluency of
reading and spelling. They summarised the research into the relationship between
dyslexia and SLI into three different models. Model 1 views dyslexia and SLI as
variants of the same developmental language disorder but differ only in their
severity. Model 2 views dyslexia and SLI as sharing a common deficit in
phonological processing and word reading. The difference between the two disorders
with this model is the presence or absence of oral-language deficits. Model 3, on the
other hand, views SLI and dyslexia as two distinct but comorbid disorders. Using a
large longitudinal database, Catts et al. (2005) examined the percentage of
kindergarten children with SLI who were later identified with dyslexia in 2nd, 4th
and 8th grades, as well as the percentage of children identified with dyslexia in 2nd,
4th and 8th grades who had previously been identified with SLI.

In the first study, Catts et al. (2005) followed students who had previously been
involved in a study of language impairment in kindergarten, 328 of whom
participated in a follow-up study in 2nd grade. A further 276 typically developing
children were invited to participate in the Catts et al. study. Both groups were tested
with measures of language and reading in 2nd grade, 4th grade and again in 8th
grade. The results of Study 1 demonstrated a limited, but not statistically significant,
overlap between dyslexia and SLI. One-third of children with SLI in kindergarten
met the criteria for dyslexia in later grades.
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The second study by Catts et al. (2005) investigated the phonological processing
skills of four groups of students: children with SLI only; children with dyslexia and
SLI; children with dyslexia only; and children with neither disorder. The results of
Study 2 supported the prediction that phonological-processing deficits are associated
more with dyslexia than SLI. The children in the dyslexia-only group and those in
the combined dyslexia and SLI group demonstrated poor performance on measures
of phonological awareness and non-word repetition across all grades. The SLI-only
group demonstrated no significant deficits on measures of phonological processing
compared to the dyslexia group and the SLI/dyslexia group. However, their scores
were lower than the group with neither disorder. These results are contrary to other
studies that show a link between SLI and phonological processing (McArthur et al.,
2000; Snowling et al., 2000). Catts et al. (2005) pointed out that the results of their
studies are consistent with Model 3. Of the children who are affected by
developmental language disorders, most have either SLI or dyslexia, but a small
percentage are affected by both as a result of comorbidity.
2.6 Chapter summary
In this chapter the structures and processes of human cognitive architecture were
examined. Working memory is a limited-capacity component of human cognitive
architecture and is particularly relevant to the current thesis. Information is first
processed and stored for a short time in working memory before being encoded and
stored in long-term memory for later retrieval. The long-term memory component of
human cognitive architecture is highly organised into structures called schemas,
which vary in complexity and automation. As one of the goals of learning is to
design instructional techniques that will encourage the construction and automation
of schemas in long-term memory, this thesis will utilise the human cognitive
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architecture model to outline processes that will facilitate schema construction and
automation for the learner.

Also discussed in this chapter is a group of learners with specific language
impairment (SLI) for whom working memory deficits have a major impact on their
learning. The negative impact of working memory deficits on the academic
performance of children with SLI, particularly in relation to processing speed and
selective attention and inhibition was also discussed in detail. Children with SLI have
been shown to experience difficulty in their understanding of grammar, especially
verbs, their reading ability and their comprehension of sentences when compared to
age-matched peers. The specific cause of these difficulties is perhaps not so clear
with some evidence of working memory difficulties as demonstrated by either
limited retention or limited processing capacity.

Of particular significance to the current thesis are the cognitive and processing
challenges faced by SLI learners. The literature comprehensively detailed in this
chapter clearly demonstrates the cognitive deficits for SLI learners are quite a broad
range of language-based behaviour, from the understanding of grammar
comprehension to sentence formation. This thesis examines techniques that possibly
lessen the cognitive burden on SLI learners through cognitive load interventions.
Before discussing how cognitive load theory may be used to assist SLI learners an
explanation of the theoretical framework and associated empirical findings is
warranted.

Thus, Chapter 3 will introduce cognitive load theory, explain the evolution of the
theoretical models from its origins in the 1980s to current conceptualisations and
how the theory has been able to assist learners in a wide range of learning areas.
52

CHAPTER 3: COGNITIVE LOAD THEORY
Cognitive load theory (CLT – Sweller, 2010a), originally developed in the 1980s,
provides a framework for examining cognitive processes and instructional design.
Further developments took place in the 1990s (Chandler & Sweller, 1991; Sweller et
al., 1990), which considered human cognitive architecture and the structure of
information that allows learners to process information (Paas et al., 2004). Cognitive
load theory considers how our limited working memory interacts with long-term
memory (Paas, Tuovinen, Tabbers & van Gerven, 2003) and can provide guidelines
to assist in the presentation of information in a way that optimises learning.

The basic tenet of cognitive load theory is that learners use limited cognitive
resources during learning and problem solving. The primary goal of instruction,
according to cognitive load theory, is the construction and automation of domainspecific schemas. Information needs to be extracted and manipulated in working
memory before it can be efficiently stored as schemas in long-term memory.
Therefore, instructional methods need to be designed in such a way that working
memory capacity and long-term memory is efficiently used. Cognitive load theory
asserts that learning is compromised when working memory capacity is exceeded (de
Jong, 2010). When compared to traditional instructional tasks, CLT-based instruction
may require less time for training and less mental effort to attain the same level of
learning and transfer (Paas et al., 2003).

Cognitive load theory is the theoretical framework adopted in the current thesis
examining grammar learning among children with SLI. Cognitive load theory
examines the conditions in which complex material, such as learning grammar, can
be learned more effectively by taking into account the effect of cognitive load from
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instructional practices on our limited working memory resources. As was discussed
in Chapter 2, children with SLI are known to have limitations in working memory
and have recognised difficulties in learning grammar, due to its information
complexity. Cognitive load theory offers a framework in which these limitations and
difficulties may be possibly overcome to allow children with SLI to improve their
language skills and actively participate in classroom and everyday life more
effectively.

This chapter will discuss the key aspects of cognitive load theory. First, the
relationship between information complexity, that is, the relationship between the
inherent difficulty of the material itself and the knowledge and expertise of the
learner, element interactivity and cognitive load in cognitive load theory (and related
theories) is explained. This is relevant for the task of learning grammar, a domain of
learning that is intrinsically very complex. Second, the kinds of cognitive load
conceptualised within cognitive load theory – intrinsic cognitive load, extrinsic
cognitive load and germane cognitive load – are set out and explained. This is
relevant to the manipulation of instructional format in the present study of grammar
learning. Third, the concept of mental or cognitive effort within cognitive load theory
is explained, and efforts to measure it are described. In the present study, mental
effort is measured among children and related to learning measures. Finally, in this
chapter the instructional effects that have been researched within cognitive load
theory will be examined. These effects include the split-attention effect, which is
most relevant to the current study. The worked-example and completion effects, the
modality effect and the goal-free effect are also discussed.
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3.1 Element interactivity as a source of information complexity
Element interactivity was developed to assist in the understanding of task
complexity. According to cognitive load theory, an element is considered to be any
material that needs to be learned (Sweller, 2010b). When elements are connected,
that is, when they are related in such a manner that they need to be learned
simultaneously, then element interactivity is considered to be high. In contrast, when
elements can be learned in isolation then element interactivity is considered to be
low. In other words, highly interactive material cannot be understood unless the
relations between them are learned simultaneously (Sweller, 1994).
Elements interact if it is not possible to learn them serially or one at a time. On the
other hand, elements do not interact if they can be assimilated and understood
serially. For example, when learning letters of the alphabet, learners are able to learn
individual letters of the alphabet (a, b, c, etc.) serially, usually by rote. However, if
reading is the goal of learning the alphabet, learners first need to be able to learn the
sounds associated with each letter, and then blend the sounds together to make words
by manipulating and holding multiple sounds in working memory. As reading
demands increase, learners need to be able to assimilate increasing numbers of
elements concurrently in order to understand what is being read.

Nevertheless, the level of interactivity of a given task also depends on the individual
learner. Schemas acquired by the learner are able to be treated as single elements
when learning highly interactive material. The use of schemas enables the learner to
process previously interactive elements as a single element and, thereby, lower
cognitive load in working memory (Beckmann, 2010). However, the complexity of
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information to be learned not only depends on the material itself but also on the
expertise or prior knowledge of the learner.
3.1.1 Relational complexity
A similar approach to the understanding of complexity has also been proposed by
other researchers. The relational complexity theory (Halford, 1993) has a similar
underlying theoretical approach to explaining the difficulty in understanding
complex material. Halford, Wilson and Phillips (1998) described this difficulty in
understanding complex material in terms of relations that are processed in parallel.
Relational complexity theory was proposed by Halford (1993) as a means of defining
complexity in cognitive tasks regardless of the domain. This relational complexity
refers to the number of arguments or objects that are related at any one time.
Consequently, a unary relation refers to a single argument, for example, class
membership (tree-oak); a binary relation refers to two arguments, for example, larger
(kangaroo, koala); a ternary relation refers to three arguments, for example, addition
(6 + 1 = 7); and quaternary relation refers to four arguments, for example, 2/4 =
8/16. Relational complexity is determined by the number of interacting elements and
is related to processing load. Halford et al. (1998) maintained that the number of
related dimensions is an accurate measure of cognitive complexity. They proposed
that their model of relational complexity has a ‘soft limit’, in that the capacity to
perform a task is not ‘all or none’. There are gradations so that both speed and
accuracy decrease as the capacity limit is reached. For example, a binary relational
task may be performed at 98% accuracy; a ternary relational task at 70% accuracy
and so on (Andrews & Halford, 2002).
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3.1.2 Processing load
As with element interactivity, relational complexity theory states that the processing
load increases with the complexity of the relational processes. For instance, the
process involving four interacting elements, as in the example 2/4 = 8/16, is more
complex than a process involving three interacting elements, for example, 7 + 3 = 10.
If a task contains more than one step, complexity is determined by the most-complex
step involved in the task using the least-demanding strategy. Relational complexity
theory suggests that the ability to process complex concepts depends on reducing
complexity so the learner is able to make the most use of available processing
capacity (Andrews, Birney & Halford, 2006). Cognitive overload does not end
processing but causes strategies that are less effective than the optimum ones to be
used. As with element interactivity theory, the relational complexity model suggests
that complex items impose higher processing load. Even if the learners have the
required capacity available, they may not use optimal strategies on every task.
Individual differences amongst learners of a similar age would be expected (Andrews
& Halford, 2002).

3.1.3 Integrating elements
Halford (1986) found evidence of element interactivity as a source of cognitive load
when they experimented with transitive inference problems, for example, a cat is
larger than a mouse; a mouse is larger than an ant; which is larger? They suggested
that the problem cannot be solved without integrating the two relations or elements
which must be held in working memory simultaneously. Results of the experiments
indicated that working memory load is highest when learners attempt to integrate the
two relations, and difficulty understanding appears to be the greatest when working
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memory load is the highest. The major factor, it seems, that determined how easy or
difficult material is to learn and understand may be the working memory load
imposed by the material itself (Sweller & Chandler, 1994).
3.1.4 Processing capacity and age
As discussed in Chapter 2, working memory capacity in children may increase with
age. Halford et al. (1998) further extended the relational complexity model to suggest
that processing capacity is developmental. As children mature in age they should be
able to understand concepts of higher relational complexity. At one year of age
children are unable to comprehend unary relations, as they are unable to treat a
hiding place as a variable. Binary relations are well understood at two years of age
but children at this age may be confused about which relation is being referred to, for
example, which is larger or which has more. Young children experience difficulty
with the number of concepts based on ternary relations, for example, transitivity and
class inclusion (that is, apples and non-apples included as fruit). Ternary relations are
processed at five years of age and quaternary relations at eleven years of age.
Relational complexity can affect performance when other factors are controlled but
the effects are greater for younger children.

Relational complexity, suggested Halford et al. (1998), is an important factor in
children’s cognitive development and performance. However, they pointed out that
defining stages of capacity development does not diminish the importance of
learning, categorising and other acquisition processes, such as chunking and
segmenting strategies. Processing relations of a nominated complexity in parallel
imply that a task must be chunked and segmented to keep within the capacity of the
learner.
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3.2 Cognitive load
According to cognitive load theory any instructional design that engages learners in
activities that take cognitive resources away from schema construction and
automation is not efficient. The role of cognitive load theory is not just relevant to
learning but has a major effect on the success of instruction. Paas et al. (2003)
suggested that the amount of working memory resources used in learning a task
affects how much information is learned and how much complex information can be
learned. Performance of a task is affected by either cognitive overload or cognitive
underload. A complex task is not learned successfully usually because the task
demands exceed cognitive capacity or the cognitive resources are not allocated
adequately, or both (Sweller et al., 2011). Cognitive load theory conceptualises
cognitive load as originating from three sources (see Figure 3.1):
Intrinsic

Retrieval
Extraneous

Sensory
Memory

Short-Term
Memory
Encoding

Germane

Long-Term
Memory
1. Declarative
Knowledge
2. Procedural
Knowledge
3. Conditional
Knowledge

Rehearsal

Figure 3.1: Three types of cognitive load (adapted from Bruning et al., 2004, p.16)

3.2.1

Intrinsic cognitive load

Intrinsic cognitive load is “concerned with the complexity of information that needs
to be understood and material that needs to be learned, unencumbered by
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instructional issues such as how information should be presented or in what activities
learners should engage to maximise learning” (Sweller, 2010b, p. 124). The degree
of intrinsic cognitive load is determined by the number and level of interacting
elements. Therefore, the primary source of intrinsic cognitive load is element
interactivity.

As discussed previously in this chapter, high element interactivity (and, therefore,
high intrinsic cognitive load) occurs when elements, that is, anything that has been or
needs to be learned, interact with each other to such a degree that they cannot be
learned in isolation without meaning being lost. The greater the interaction of the
elements the higher the working memory load. In this sense, element interactivity is
closely related to Halford’s relational complexity (Halford et al. 1986). The
instructional implications of learning a task high in element interactivity differs from
a task difficulty associated with learning a large number of elements. Learning a
large number of elements that do not interact can be difficult but would not
necessarily impose a high cognitive load compared to learning a large number of
elements that interact (Sweller, 2010b). Learning nouns of a second language, for
example, can be considered a task low in intrinsic cognitive load as each can be
learned without reference to other nouns. The task may well be difficult if there are
many elements or nouns to be learned but it would not likely impose a heavy
cognitive load as each noun can be learned independently. Learning the syntax of a
second language, however, would impose a high cognitive load as the structures of
the language interact with each other to be understood. For example, learning the
French nouns ‘un livre’ and ‘une chaise’ is low in intrinsic cognitive load as it is not
necessary to understand the relationship between each noun in order to understand
either noun. However, leaning the syntax of the sentence ‘Le livre et sous la chaise’
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is higher in intrinsic cognitive load as it is necessary to understand how the nouns
interact with each other in order to understand the sentence.

Intrinsic cognitive load varies with each learner as element interactivity is not only
determined by the number of interacting elements but also by the nature of the
information to be learned and the knowledge of the learners. For example, to
understand a sentence it is necessary to determine the grammatical features of the
sentence while, at the same time, working out the meaning and tense of the verbs in
the sentence. In the materials used for the studies discussed in this thesis (see
Appendix 2.1) the students were asked to nominate the tense of a sentence, for
example, ‘Our teacher planted trees in our playground’. This task required the
students to not only understand the meaning of the nouns, verbs and prepositions but
also the relationship of the tense marker ‘-ed’ that makes the sentence past tense.
Children with SLI experience difficulty in doing both of these at the same time and,
more commonly than their language-matched peers, are more likely to either ignore
the grammatical features of the sentence or ignore the verb meanings (HoffGinsberg, Kelly & Buhr, 1996).
3.2.2

Extraneous cognitive load

Working memory load is not only imposed by the complexity of the material to be
learned but it is also imposed by the instructional technique or activities required of
the learner. “Extraneous cognitive load, in contrast, is load that is not necessary for
learning i.e., schema construction and automation, and can be altered by instructional
interventions” (van Merriënboer & Sweller, 2005, p.150). This load is imposed by
the way information is presented to learners and it is an extra load imposed on top of
the load imposed by the material itself. Sweller (2010b) suggested that interactivity
61

is a source of extraneous cognitive load as well as intrinsic cognitive load. If element
interactivity can be reduced without changing what is to be learned then the cognitive
load is extraneous. If element interactivity is only reduced by changing what is to be
learned then the load is intrinsic (Beckmann, 2010).

There are a number of effects imposed by extraneous cognitive load that have been
identified by researchers over the past few years. Some of these effects will be
discussed later in this chapter. However, a common premise for all cognitive effects
is that by reducing extraneous cognitive load more working memory resources will
be available for the construction and automation of schema and, therefore, allow
learning to take place. A note of caution was sounded by de Jong (2010) regarding
learning situations where it is difficult to distinguish between extraneous cognitive
load and germane cognitive load. In these situations he proposed that reducing
extraneous load may simultaneously reduce germane load which, as discussed in the
next section, refers to the type of load needed to construct and automate schema.
3.2.3

Germane cognitive load

Germane cognitive load “refers to the working memory resources that the learner
devotes to dealing with intrinsic cognitive load associated with the information”
(Sweller, 2010b, p.126). Germane cognitive load is primarily concerned with
working memory resources related to the interacting elements of the material to be
learned. In other words, germane load is induced by activities that will directly lead
to schema construction and automation. The basic assumption of cognitive load
theory is that unused working memory resources can be used by learners to engage in
cognitive processes such as interpretation, classifying, inferring and organising,
which are used to construct and automate schemata. Working memory resources can
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be made available to the learner due to either the low intrinsic load imposed by the
instructional material or low extraneous load due to effective instructional practices
or a combination of both (Sweller et al., 1998).

Cognitive load theory proponents believe that when instruction decreases extraneous
cognitive load learners are able to switch attention from processes not relevant to
learning to processes that are relevant for schema construction and automation.
Consequently, if intrinsic cognitive load is high and extraneous cognitive load is low,
germane cognitive load will be high due to the learner being able devote more
working memory resources to understanding the information. If extraneous cognitive
load is high then germane load will be low and learning will be reduced (Sweller,
2010b). Recently, researchers have proposed ways to increase germane load and
direct these resources to schema construction. Paas and van Gog (2006) suggested a
strategy to increase germane load from worked examples for novice learners was to
increase the variability of the examples. Another strategy that facilitates germane
cognitive load is prompting students to self-explain the working out of the worked
examples. Leahy and Sweller (2004) suggested asking students to imagine a
procedure is more advantageous to learning than just reading or studying the
procedure. This imagining of the procedure can be seen as a type of deliberate
practice in that it asks learners to process material in working memory with intention
of strengthening schemas held in long-term memory. Leahy and Sweller (2004)
suggested that this imagination effect can counteract the extraneous load imposed by
the split-attention effect allowing the freed cognitive resources to be used for schema
construction.
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Research has examined the role of learner knowledge or expertise and how it impacts
on cognitive load and learning outcomes (Kalyuga, 2007; Kalyuga et al., 2003). The
specific knowledge of the learner can affect what is perceived as an element. For
learners with lower-level knowledge or novice learners information may consist of
multiple interacting elements, while for expert learners or learners with a higher level
of knowledge the same information may be considered as a single element (Sweller,
2010b). Consequently, cognitive load may be germane for novice learners but the
same cognitive load may be extraneous for experts.

It is generally agreed that intrinsic cognitive load, due to the complexity of the
instructional material, and extraneous cognitive load, due to the design of the
instruction, are additive (Paas et al., 2004; Sweller et al., 1998). Kalyuga (2007) also
argues that activities designed to increase germane cognitive load may cause the total
cognitive load to exceed working memory capacity and this will have a detrimental
effect on learning. However, Sweller (2010b) does not view germane cognitive load
as an independent source of cognitive load but, rather, sees germane cognitive load
as working memory resources available to be used for dealing with the element
interactivity as part of intrinsic cognitive load.

The additivity hypothesis assumes that the three sources of cognitive load,
extraneous, intrinsic and germane, are additive to determine the total cognitive load
imposed by a particular learning situation, implying that the increase or reduction of
one or more of these sources will have an positive or negative effect on learning. For
example, a reduction in extraneous cognitive load would free cognitive resources to
engage in other cognitive activities, such as germane learning processes that devote
these extra resources to schema construction and automation rather than to other
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mental activities. Freeing cognitive resources by reducing extraneous cognitive load
does not necessarily improve learning unless the freed resources are directed to
activities relevant to schema construction (Moreno & Park, 2010). Brünken, Seufert
and Paas (2010) suggested that this additivity hypothesis, the fundamental
assumption of the additive aspect of cognitive load, is crucial to cognitive load
theory.

Recent revisions to the additivity hypothesis emphasise the need to look at the total
cognitive load imposed on working memory, that is, the additive nature of intrinsic,
extraneous and germane load. When added together the total of these cannot exceed
working memory capacity if learning is to take place. Figure 3.2 is a revision of the
additivity hypothesis and shows the relationship between the three forms of load.
This relationship is asymmetrical with intrinsic cognitive load providing the base
load that is irreducible other than by construction of additional schemas and
automation of existing schemas (Paas et al., 2003).
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Figure 3.2: Current view of CLT additivity hypothesis (adapted from Moreno & Park,
2010, p.18)

However, research by Seufert and Brünken (2006) demonstrated that a reduction in
extraneous cognitive load did not necessarily lead to gains in learning. Brünken et al.
(2010) proposed that this additivity assumption is theoretically questionable and
more research is needed to determine if this assumption is correct.

The identification of the different types of cognitive load has led to the problem of
determining which type of load is having an effect on learning. Paas et al. (2003)
recognised the need for a tool to assess and predict cognitive load. They viewed
cognitive load as a multidimensional concept that represents the load that performing
a particular task imposes on a learner’s cognitive system. They recognised cognitive
load as the interaction between task characteristics, learner characteristics and
assessment, that is, measuring mental load, mental effort and performance. Task
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characteristics can be identified as task format, task complexity and the use of
multimedia, time pressure and pacing of instruction. Learner characteristics can be
identified as the level of expertise, age and spatial ability. Mental load comes from
the interaction between task characteristics and learner characteristics. It provides an
indication of expected cognitive demands. Mental effort can be identified as the
actual cognitive load allocated to manage the demands imposed by the task and is
measured while working on the task. Performance is identified by learner
achievement, that is, number of correct items, number of errors and time on task. It is
measured while working on the task or at the conclusion.
3.3 Mental effort
Mental effort has been described as “the aspect of cognitive load that refers to the
cognitive capacity that is actually allocated to accommodate the demands imposed by
the task; thus, it can be considered to reflect the actual cognitive load” (Paas et al.,
2003, p.64). Mental effort, therefore, can be viewed as the amount of effort a learner
perceives as needed to be exerted to perform a task. The task can either be part of the
learning or part of the testing designed to determine learning outcomes.
Two types of measurement for mental effort have been used in research:
1.

Objective measures including: a) physiological measures such as heart
rate variability; b) psychophysiological measures such as eye
movement data; and c) secondary task procedures and time on-task or
response-time measures.

2.

Subjective

measures

including:

a)

rating

scales

such

as

multidimensional measures, for example, NASA-Task Load Index
(NASA-TLX; Hart & Staveland, 1988, cited in van Gog & Paas,
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2008) which uses multiple dimensions of performance, effort,
frustration, mental, physical and temporal demands to assess the
cognitive load imposed on learners; b) unidimensional nine-point
category rating scale developed by Paas (1992), in which learners are
to place a numerical value on the amount of perceived effort to
complete the task.
An actual measurement of cognitive load has been difficult for researchers. Paas et
al. (2003) reported on the use of rating scales, which assume that learners are able to
identify and report the perceived amount of mental effort as well as give it a
numerical value. Studies in adults have shown that participants have been found to
be capable of giving a numerical value to their perceived mental load (Paas & van
Merriënboer, 1994).
In solving or studying the preceding
problem I invested
1. very, very low mental effort
2. very low mental effort
3. low mental effort
4. rather low mental effort
5. neither low nor high mental effort
6. rather high mental effort
7. high mental effort
8. very high mental effort
9. very, very high mental effort

Figure 3.3: The Paas (1992) Cognitive Rating Scale
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The nine-point Cognitive Rating Scale (see Figure 3.3) developed by Paas has been
demonstrated to be sensitive in identifying variations in task complexity (Paas, van
Merriënboer & Adam, 1994) and intrinsic cognitive load during task performance
(Ayres, 2006). This rating scale can be used for multiple measurements as a single
measurement can be taken after each task, which allows for more flexible analysis of
mental effort. Both the nine-point rating scale by Paas and NASA-TLX are
considered off-line measures as they are both used after a task has been completed.
Data from these subjective off-line tasks is easier to collect than other objective online tasks and provide a general overview of the cognitive load imposed by the task.
However, all measures, whether subjective or objective, can only measure cognitive
load as a whole rather than the measure of individual load, that is, intrinsic,
extraneous or germane (van Gog & Paas, 2008).

Some researchers have adapted the nine-point mental effort scale by changing the
number of points to five or seven or by asking participants how difficult they
perceive the task to be. Van Gog and Paas (2008) suggest that the concept of mental
effort and perceived difficulty are connected but the two different questions can have
two different interpretations. They see that mental effort is related to a learning
process and is more than likely to involve more than just the task, whereas the
perceived task difficulty is related mainly to the task itself. Consequently, if a learner
perceives a task is too difficult then he is less motivated to invest mental effort in
completing the task. Paas, Tuovinen, van Merriënboer and Darabi (2005) noted that
efficiency points to the cognitive effect of the instruction and does not take into
account that meaningful learning can only take place if the task is linked with
motivation. They see that manipulation of instruction to optimise cognitive load will
only have an effect if learners are motivated to invest mental effort into the task.
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Important variables to motivate the learner’s effort include perceived importance,
usefulness and value of engaging in the task. Consequently, individual motivation
can influence the allocation of cognitive resources for learning.

Similarly, Paas et al. (2005) hypothesised that there seems to be a positive
relationship between motivation, performance and mental effort. When a learner is
involved in the task more mental effort is likely to be used, which results in higher
performance. Other factors, according to Paas et al. (2005), which can also affect
motivation in learners, are: task difficulty perceived by the learner; learner
characteristics; and task–learner interactions. As mental effort is a voluntary
allocation of mental resources by the learner, it can be dependent on the task
demands relative to how many resources the learner is willing to use to complete the
task. If learners perceive the task to be too easy or too difficult they may not want to
spend any mental effort and they may fail to learn. Paas et al. (2005) considered it
important to use verbal labels related to mental effort when using a rating scale.

Learners with an increased level of expertise or prior knowledge are able to acquire
automated schema and, thereby, decrease intrinsic cognitive load. The result of this is
that learners with more prior knowledge are able to achieve higher performance
scores with less mental effort than learners with less prior knowledge (van Gog &
Paas, 2008). Measures of efficiency are more accurately expressed by examining
mental effort and performance during the test phase, according to van Gog and Paas
(2008). The authors perceived this measurement of efficiency as a more useful
measure of quality learning outcomes, that is, better and more efficient construction
of cognitive schema, and results in a more accurate indicator of the quality of
different instructional conditions.
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Some researchers have adapted the Paas and van Merriënboer (1994) efficiency
measurement of mental effort by combining mental effort and performance during
the learning phase rather than the test phase. Van Gog and Paas (2008) viewed this
adapted version as less informative than mental effort in the test phase. They
maintained that it is difficult to assess the exact processes that the learner uses in the
learning phase and the contribution these processes make to mental effort is
unknown. The use of the original efficiency measure is more concerned with task
format, type of cognitive processes required and completion time needed. Van Gog
and Paas (2008) stated that it is difficult to determine which factor has influenced
mental effort in the learning phase and, consequently, makes this data difficult to
interpret. Data collected during the test phase, on the other hand, more clearly allows
the interpretation of mental effort and time on-task as the problems are the same for
all participants.

Time on-task may also be a useful measure of cognitive load where the time
component is not restricted (van Gog & Paas, 2008). Therefore, an efficiency
measure based on test performance and time taken to complete the test may also be
an objective measure of cognitive load. Paas et al. (1994) also agreed that time ontask is often a neglected factor when determining cognitive load but added a
qualifying comment about the need to use time on-task. If the mental effort rating is
based on the overall cognitive load, that is, cognitive load based on the entire
procedure including time taken, then time on-task need not be taken into account.
However, if the time component was not considered by a participant when rating
mental effort then a rating of five on a nine-point scale for a participant who took
five minutes may not be the same as a participant who nominated the same five on a
nine-point scale but took twenty minutes to complete the task. In this case an
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efficiency measure including performance, mental effort and time taken may be
useful in determining cognitive load.

A consideration relevant to this research, however, is the use of mental effort ratings
with children. Paas’ mental effort rating was designed and tested for use with adult
learners. The participants involved in the research described in Chapter 5, in which
mental effort ratings were taken, were children as young as eight years old. In
addition to this, these were children with either receptive or expressive language
impairment or both. As will be discussed in Chapter 5, there has been little research
conducted with children and mental effort rating so it is difficult to determine if
young children with language difficulties are able to accurately assess how much
mental effort, and therefore cognitive load, was used during the research tasks.
3.4 Cognitive effects
Since the development of cognitive load theory instructional designers have
attempted to design instruction that takes into account the amount of cognitive load
imposed by the instructional format, that is, the level of extraneous cognitive load.
Research has led to the recognition of a number of effects whose aim is to decrease
extraneous cognitive load so that the freed working memory capacity can be used for
effective learning.

There are a number of instructional effects that have been studied. Four of the more
commonly researched effects are: the split-attention and redundancy effects; the
modality effect; and the worked-example and completion effect.

The effect

concerned with the current thesis is the split-attention effect. This will be discussed
in the next section as well as a brief overview of the other common effects.
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3.4.1 The split-attention and redundancy effects
The studies of this thesis explored the use of two formats, split-source or integrated
(known as split-attention effect), with grammar learning and examined the
effectiveness of either format for children with SLI. The split-attention effect occurs
during instruction when learners are required to divide their attention between
multiple sources of information (for example, a diagram and text) that are physically
or temporally separated. If all sources of information are necessary for learning to
take place the learners are required to mentally integrate these sources of information
in order to understand the information. An example of this split-attention effect can
be seen in the study materials used for the current thesis (see Appendix 2.3). The two
sources of information necessary for the students to complete the task, that is, the
factual text and the cloze sentences related to the text, are physically separated. This
physical separation requires the students to split their attention between the text and
the sentences and then mentally integrate the two sources in order to understand and
complete the task. According to cognitive load theory, this mental integration of
information uses extra working memory resources and so, imposes an extraneous
cognitive load. Consequently, the split-attention effect is imposed by the way the
material is presented. Alternatively, when the two sources of material are physically
integrated (as can be seen in Appendix 2.4) the students do not need to use extra
resources to mentally integrate the information. Cognitive load theory suggests that
instruction designed to integrate sources of information reduces extraneous cognitive
load, thereby freeing more working memory resources for learning (Mousavi, Low &
Sweller, 1995).

In research by Huynh Cong Minh (2007) the split-attention effect was studied in
regards to reading comprehension. He presented an information text to university
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students in Vietnam studying history facts in English. Students were randomly
assigned to one of two groups – an integrated format group and a separated format
group – with two phases included in the study – a learning phase and a test phase. In
the learning phase the students were required to read the information text and answer
questions about what they had read within a time limit of eighteen minutes. In the
test phase the students were required to answer further questions about what they
understood from reading the text without looking back at the text. Included in these
test questions were four identical questions from the learning phase. Huynh Cong
Minh’s results showed a split-attention effect in the learning phase but no splitattention effect in the test phase. In Chapter 5 the results of studies, showing the
split-attention effect using a similar design to Huynh Cong Minh (2007) but with
primary-aged participants, will be presented and further discussed.

The different sources of information presented during instruction may be separated
spatially (for example, text placed before or after the diagram) or temporally (for
example, presenting animation and narration sequentially). When the learner is
required to integrate these two sources of information, unnecessary extraneous
cognitive load is imposed on working memory resources. In both these situations the
learner needs to extensively search and match the multiple sources that may, in turn,
interfere with schema construction and hinder learning. When the multiple sources
are physically or temporally integrated then the need for the learner to integrate them
is reduced which, in turn, reduces working memory load and resources are then
available for schema construction and automation (Kalyuga, Chandler & Sweller,
1998).
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The first to investigate split attention were Tarmizi and Sweller (1988). They found
that when two separate elements of information (that were unintelligible in isolation)
were presented to learners then the necessary searching and matching of both sources
of information, essential for the learner to understand the information, resulted in
mental processes that were extraneous to learning. The term ‘spatial contiguity’ was
used by Richard Mayer (see Mayer, 2009) when he identified the effect on
instructional design of multimedia learning. He emphasised the need to take into
account the dual components of working memory that process information – the
visuo-spatial sketchpad and the phonological loop. He maintained that, when
designing multimedia instruction, designers should take into account that learners
actively process information through these dual components. By integrating
animations or pictures with associated words the need for the learner to search the
computer screen for related information is reduced.

Physical integration of the sources is important if the sources are essential for
understanding by a particular learner. However, if each of the sources of information
is intelligible in isolation, and is concerned with the same information, they are then
said to be redundant. The difference between split attention and redundancy is
dependent on the expertise of the learner. If text is necessary because of the learner’s
lack of expertise then it should be integrated with the diagram. If the learner has
expertise in the area being studied, the text may be redundant due to previously
acquired schema and the learner may prefer to ignore one source. For example, in the
case of competent readers where the picture is not necessary for comprehension, the
reader only needs to read the text in order to make meaning of the text. The expert
reader may have difficulty ignoring the integrated picture source and this may result
in unnecessary cognitive load (see Torcasio & Sweller, 2009).
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The split-attention and redundancy effects were examined by Bobis et al. (1993)
when they conducted a paper-folding experiment with thirty primary-aged students
who were required to follow instructions about how to fold a paper disc. The
instructional material consisted of two self-explanatory diagrams. One diagram
presented pictures of the correct sequence of folds necessary for the task using
arrows and single words integrated within the diagram at appropriate points (see
Figure 3.4).

Figure 3.4: Integrated diagram (Bobis et al., 1993, p.16)

Figure 4Integrated diagram (Bobis, Sweller & Cooper, 1993, p.16)
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The second diagram presented the same instructions for folding the paper disc but
each step was accompanied by written instructions that were necessary in order to
understand the diagram (see Figure 3.5).

Figure 3.5: Separated or redundant diagram (Bobis et al., 1993, p.16)
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A questionnaire was administered during the experiment to check that the students
had read the instructions. Each participant was randomly assigned to one of the two
groups: the diagram-format group, which was presented with diagrams with little
written information, and the redundant-format group, which had identical diagrams
to the first group but each of the diagrams were accompanied by written instructions.
During the acquisition phase the students were asked to fold a paper disc to form a
triangular shape by following the instructions and were set a time limit of ten
minutes to complete the task. Times were recorded for successful completion of the
paper-folding task. During the test phase all students were given a new disc to repeat
the procedure, without any instructions or their practice piece in front of them.

Results from this experiment showed that during the acquisition phase 60% of
students in the diagram-format group and 26.7% of students in the redundant-format
group successfully completed the task within the ten-minute timeframe, which was
not significant. However, during the test phase 66.7% of students in the diagramformat group and 33.3% of students in the redundant group successfully completed
the folding task within the time limit. This was statistically significant and Bobis et
al. (1993) suggested that these findings support the split-attention effect, with
significantly more students learning the paper folding in the diagram or integrated
format than students studying in the redundant or separated format. The authors
maintained that this result provides evidence that the integrated format of the
diagrams without redundant written explanations reduced cognitive load for this
group.

Learner expertise and the split-attention effect were studied by Yeung (1999) in
reading comprehension and vocabulary definitions. He examined whether giving a
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separate glossary of vocabulary definitions, which is often used in reading material
for younger readers, may assist in word-meaning learning but have a negative effect
on text comprehension, especially when understanding the vocabulary is necessary
for comprehending the text. Yeung (1999) found that, using this format, readers who
come across an unknown word are required to leave the text to find the word in the
glossary, temporarily store the meaning in working memory, go back to the text,
reread the text and incorporate the meaning in the text. Figure 3.6 shows the
separated format used in the experiment to demonstrate split attention.

Then out slithered the rest of his long body. He twisted and

turned on the slippery bottom of the bath, spitting and hissing at us.
slithered

moved smoothly

twisted

turned with force

slippery

wet and smooth

spitting

throwing out water from his mouth

hissing

making a sound like ‘ss’

Figure 3.6: Separated example of vocabulary and text (Yeung, 1999, p. 216)

This action of splitting attention between the word in the text and the separate
glossary imposes a high cognitive load on the learner and effective word learning
does not take place.
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In contrast to this separated format, Yeung (1999) explored incorporating the word
meaning into the text and placing it in close proximity to the target word. Figure 3.7
shows the integrated example of the vocabulary near the targeted word used in
Yeung’s experiment.

moved smoothly

turned with force

Then out slithered the rest of his long body. He twisted and
throwing out water
wet and smooth

from his mouth

making a sound
like ‘ss’

turned on the slippery bottom of the bath, spitting and hissing at us.

Figure: 3.7 Integrated example of vocabulary and text (Yeung, 1999, p. 216)

In this integrated format the reader was able to have direct access to the meaning of
unfamiliar words, which would avoid the split-attention effect, and the need for
temporary storage would be reduced and comprehension would be improved. The
results showed a positive result for integrating word meanings within the text for
comprehension. However, Yeung (1999) found that integrating text and word
meanings had a negative effect on vocabulary acquisition. Separated sources of
information resulted in superior vocabulary acquisition but also resulted in less
comprehension of the text due to split attention. Therefore, the decision to use an
integrated format for comprehension depends on the learner. For novice readers, who
need vocabulary definitions in order to comprehend the text, an integrated format
may be the best instructional design. However, for more-expert readers, who do not
need word meanings to understand the text, vocabulary meanings are redundant and
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cause extra cognitive load when the expert readers try to ignore the vocabulary
definitions.

Similarly, vocabulary learning with low-ability readers was studied by Yeung, Jin
and Sweller (1998). They concluded that vocabulary definitions given to low-ability
readers in an integrated format allowed for more mental resources to be available for
comprehension due to reduced split attention, but vocabulary learning in this format
was not effective. However, a separated format (i.e., word meanings in a glossary)
was the best condition to learn vocabulary as, in this case, the text was a redundant
source of information and imposed extraneous cognitive load for low-ability learners.
This would be particularly applicable for children with SLI who experience difficulty
with vocabulary meanings. More-expert readers, however, do not require vocabulary
meanings to understand the text. The redundancy effect of vocabulary with text
increased extraneous cognitive load and decreased comprehension of the text.

In a review of literature concerning integrating sources of information, Ginns (2006)
examined research relating to two similar design effects: the split-attention effect
(also referred to as the spatial contiguity effect); and the temporal contiguity effect.
Ginns reported that his meta-analysis of fifty instructional design experiments
demonstrated strong support for the theory that students are able to learn complex
information more efficiently when the material is designed to reduce the space
(spatial contiguity effect) or time (temporal contiguity effect) between separate but
related elements of information to be learned.

Initial experiments of spatial contiguity effect used complex instructional materials.
In cognitive load theory terms the processing demands of such material would be
high, that is, high in intrinsic cognitive load. If the learners were exposed to
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additional processing demands extraneous to learning, for example, searching and
matching connected elements, then the combined intrinsic and extraneous cognitive
load may overload working memory and inhibit learning. However, this type of
situation is different for material low in element interactivity. The necessity to
integrate elements may be inconsequential because of the low levels of element
interactivity and, therefore, this low level of intrinsic cognitive load would leave
sufficient capacity for learning despite the extraneous cognitive load caused by the
split attention or spatial contiguity.

In the results of his meta-analysis Ginns (2006) reported on the negative impact of
extraneous cognitive load on learning, with regard to material involving high element
interactivity. Where the associated elements are split over space (split attention) the
extraneous cognitive load is caused by the need for mental integration of material
through searching and matching. When the associated elements are split over time
(temporal contiguity) the extraneous cognitive load is caused by the need to mentally
rehearse some elements in working memory until the necessary associated elements
are displayed. These types of activities are extraneous to leaning as they are
necessary to understand the material but not associated with schema acquisition or
automation.

Furthermore, in their analysis of educational interventions, Fraser, Walberg, Welch
and Hattie (1987) determined that the mean effect size needed to show evidence of
educational gain was 0.40. Ginns (2006) demonstrated that the results of his metaanalysis of spatial and temporal contiguity were consistently higher than the Fraser et
al., benchmark mean effect size. The meta-analysis of performance criteria supported
the hypothesis that integrating related elements of information over space or time is
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instructionally efficient, especially in regard to complex information, that is,
information high in element interactivity.

The split-attention effect has a high degree of centrality to the current studies.
Specifically, the studies of the current research will examine the split-attention effect
with young children using reading comprehension materials. The details of these
studies will be discussed in Chapter 5.

3.4.2 The worked-example and completion effects
When solving conventional problems, a well-defined problem presents the learner
with a given state and a set of criteria to reach a goal state. Conventional problems
contain a number of givens (e.g., two boys have six apples each) along with a goal
statement (how many apples altogether?). The learner engages in the problemsolving process through a series of operators (steps) that move the learner from the
given state to the goal state, that is, means-ends analysis (van Merriënboer et al.,
2003). For novices, learning and performing conventional problem-solving tasks is
intrinsically difficult. Means-ends analysis causes high extraneous cognitive load due
to weak problem-solving strategies that overload working memory capacity and
hinders schema construction. The learner has to maintain many aspects of the
problem in his/her mind, such as the current problem state, the goal state and the
differences between the states. Means-ends analysis can be an effective problemsolving strategy but, in novice learners, it does not directly encourage understanding
(Renkl, Atkinson & Grobe, 2004).

Cognitive load theory offers an alternative instructional design that encourages
learning strategies to reduce extraneous cognitive load and encourages schema
construction. The worked-example effect is an example of such an instructional
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design. It uses examples of problems and the worked-out solutions to these problems
to reduce extraneous cognitive load. Figure 3.8 shows a worked example in the area
of literacy. Each step in building the noun group is shown to solve the problem of
how to build a noun group in a sentence. Through studying the solutions to these
worked-out examples extraneous cognitive load is reduced by focusing the learner’s
attention on the problem state and the solution steps. Consequently, there is no need
to search for a solution to reduce the difference between the current state and the goal
state. The effectiveness of worked examples has been documented in many domains
including electrical engineering (Chandler & Sweller, 1991) and geometry (Tarmizi
& Sweller, 1988).
Build a noun group to describe a baby.
1st Solution Step

a baby

2nd Solution Step

a cute baby

3rd Solution Step

a cute, chubby baby

Figure 3.8: Worked example for building a noun

Research has shown that studying problems with the solution steps shown is
generally more effective than studying conventional problem solving (Sweller et al.,
1998). Sweller (1999) explained the effect of studying worked-examples as a more
effective strategy, in cognitive load terms, because attending to the problem state and
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its solution steps requires fewer mental resources than a means-ends analysis strategy
that isolates the differences between the problem states while searching for ways to
reduce the differences. Traditional, practice-based problem solving has been shown
to be less successful for improving problem-solving performance than instruction
using worked examples (Sweller & Cooper, 1985). Solving conventional problems,
in particular for novice learners, may allow learners to solve problems eventually but
contribute little to schema acquisition and, therefore, learning.

A development of the worked-example effect is the completion effect. The
completion effect is similar to the worked-example effect in that, rather than
providing a completely worked-out example of a problem, the completion effect
provides the learners with partially worked-out examples. These examples provide
guidance to reduce problem solving search, thereby reducing extraneous cognitive
load. Completion problems reduce cognitive load by focusing attention on the
problem state and appropriate solution steps. Figure 3.9 shows a completion problem
developed for building a noun group to describe a beach.
Complete the following noun group to describe a beach.
1st Solution Step

a beach

2nd Solution Step

a long ________

3rd Solution Step

a long, __________, ___________ beach

4th Solution Step

a long, ___________, ___________, _________ beach

beach

in Queensland.

Figure 3.9: Example of a completion problem in building noun groups

85

Renkl, Atkinson, Maier and Staley (2002) demonstrated that worked examples are
more effective for novice learners but they should be faded out as the learner gains
more knowledge and expertise and replaced with conventional problems. Kalyuga,
Chandler, Tuovinen and Sweller (2001) demonstrated that, although worked
examples play an important role for novice learners in skill acquisition, this effect
faded over time so that problem solving becomes superior as expertise increases.
Therefore, the worked-example effect was reversed when learners had substantial
prior knowledge. Kalyuga et al. (2003) demonstrated that most, if not all, cognitive
effects reverse when learners with a high level of prior knowledge are examined.
This is known as the expertise reversal effect.
Mwangi and Sweller (1998) investigated worked examples that split learners’
attention between two or more sources of information and then required them to
integrate these sources of information. They proposed that this process imposes a
high cognitive load and reduces the positive effect of worked examples that was
found in other studies. Mwangi and Sweller designed experiments that tested both
integrated worked examples and split-source worked examples. Solution examples
were either placed immediately after the story text (split-source) or embedded in a
relevant section of the story text (integrated). The participants in the Mwangi and
Sweller study were Year 3 students. The experiment consisted of an instructional
phase, an acquisition phase, an immediate test phase and a delayed test phase.

The results in the acquisition phase showed that the students in the integrated group
took significantly less time studying the second and third examples than the splitsource group. Students in the integrated group made significant gains compared to
the split-source group in that the split-source group made more than twice the
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number of errors of the integrated group. In the immediate test phase the integrated
group made fewer incorrect attempts than the split-source group, which may have
been due to a practice effect. However, in the delayed test phase the students in the
integrated group made fewer incorrect attempts and solved more problems correctly
than the split-source group.

From these results it was concluded that the students who studied integrated worked
examples showed a consistent advantage over the students allocated the split-source
worked examples in both the acquired phase and the delayed test phase. Mwangi and
Sweller (1998) suggested that this confirmed the existence of the split-attention
effect and that the method of using solution steps immediately after a story text
increases extraneous cognitive load. Using example formats that integrate solution
steps within relevant sections of a story text is more effective for learning.
3.4.3 The modality effect
Working memory is seen as consisting of two separate processing systems for
auditory and visual information (Baddeley, 1992). The amount of information that
can be processed by using visual and auditory processes may exceed the processing
capacity of either process on its own. Therefore, researchers believe the limited
capacity of working memory may be enlarged by using more than one sensory
modality and so make learning easier, for example, in the use of an auditory text with
a visual diagram. Cognitive load theorists believe that this would be more efficient
than using a written (visual) text with a visual diagram. Trying to integrate the two
visual sources would be cognitively demanding due to the split attention of searching
between diagram and text. Working memory is effectively increased, and learning
enhanced, by presenting the diagram with an auditory text (Kalyuga, 2000). The
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modality effect only applies when instructional material that is presented in a dual
audio/visual format is superior to a visual-only format (Leahy, Chandler & Sweller,
2003; Mousavi, Low & Sweller, 1995).

An example of this modality effect can be seen in two experiments conducted by
Leahy and Sweller (2011). Year 6 students (11–12 years) were presented with graphs
showing temperature differences over a number of days. The students were randomly
assigned to two groups – a visual-only group and an audio/visual group. In
Experiment 1 the information about the graphs presented to both groups involved
sentences that were complex and long in length. In Experiment 2 the information
about the graphs was broken into smaller chunks, so the sentences were more simple
and shorter in length. The results of Experiment 2 demonstrated the modality effect.
There was a difference shown between the two presentations, with the audio/visual
group showing significantly better results than the visual-only group. However, in
Experiment 1 where the textual information – both written and verbal – involved
longer, more-complex sentences the results showed a reverse modality effect with
the students in the visual-only group showing significantly better results than the
audio/visual group. Audio information was considered to be transient and, therefore,
not able to be reassessed if understanding was unclear. Leahy and Sweller (2011)
proposed that these results demonstrate that only when technical verbal information
is presented in smaller chunks should it be presented in auditory rather than visual
form along with diagrams or other visual information. Technical, verbal information
that cannot be presented in smaller chunks should be presented in visual form along
with the diagram so that aspects of this information can be reread or reassessed by
the learners.
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Pacing of visual and auditory presentation has been shown to have an impact on the
effectiveness of the modality effect. When graphics are matched with spoken text
rather than with printed text, and is self-paced rather than system-paced, an
advantage has been found to be related to temporal contiguity. In this self-paced
condition the learner is not required to search for and match related elements of
information and, consequently, does not use unnecessary cognitive resources on
activities unrelated to learning.

Research by Tabbers and colleagues (Tabbers, 2002; Tabbers, Martens & van
Merriënboer, 2000, 2004) has questioned this capacity-expansion view of cognitive
capacity through the use of dual modes. They questioned the use of Baddeley’s
model of working memory to show the modality effect, as in this model visually
presented text is transformed into phonological code in the phonological loop which
is the same system as spoken text, rather than verbally and graphically presented
material in separate systems (Ginns, 2005).

Other researchers have studied the manner in which information is presented. Mayer
and Moreno (2003) found that presenting learners with the same information in
written and spoken modes may result in cognitive overload. This dual-mode
presentation is often used in traditional instruction. However, auditory explanations
are often used with visually presented texts of the same information, that is, a
duplication of the same information using two different modalities. This is not as
effective as auditory and visual modalities with a diagram and a text. Using the two
text modalities may increase the cognitive load and overload working memory
capacity by unnecessarily relating corresponding elements of identical visual and
auditory text (Kalyuga, 2000). However, dual-mode presentations are only effective
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if the need for extensive visual search is eliminated. As mentioned earlier, Leahy and
Sweller (2011) explain this reverse modality effect by distinguishing between the
complexity of material presented in dual-mode. If the verbal component is highly
complex and longer in length then the material is best presented in visual-only mode,
so as to allow the learner to reread and reassess the information if required.

According to cognitive load theory, care needs to be taken when presenting dualmode presentations to learners with more experience. When experienced learners
attend to auditory information in a dual-mode instruction then learning may be
restricted as they are attending to redundant information (Kalyuga et al., 2003).
Mayer (2009) refers to redundancy effect as the negative impact found when the
spoken explanation of an illustration is repeated in a written explanation.
Redundancy can be prevented by replacing multiple sources of information that can
be understood on their own with a single source. A common example of this
redundancy effect using dual-mode is often demonstrated using PowerPoint or
Keynote slides during computer presentations. Presenters often present redundant
information by reading the slides presented to the audience rather than using slides
with minimal text and verbally expanding on the key points presented on the slide,
thereby, reducing the same information presented from two sources.

The results of the meta-analysis of the modality effect reported by Ginns (2005)
supported the hypothesis that students who were presented instructional material
using graphics and spoken text achieved better results than those who learned from
graphics presented with a printed text. This modality effect, according to Ginns, is
moderated by element interactivity with larger effect sizes seen for high element
interactivity material than low interactive material. The mean effect size (d = 0.72)
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for high element interactive compared favourably to the Fraser et al. (1987)
benchmark of 0.40 for educational research.
3.5 Chapter summary
This chapter discussed the theoretical background to cognitive load theory and its
foundations in human cognitive architecture. The three types of cognitive load were
further elaborated and a measurement of cognitive load in the form of mental effort
was introduced. This chapter also examined three of the cognitive effects associated
with cognitive load theory, in particular, the split-attention effect, which is
investigated in the experiments described later in Chapter 5.

The next chapter presents an introduction to three experiments conducted to examine
one of the cognitive effects, the split-attention effect, in primary-aged students with
language disorders. The experiments, results and discussion will be presented in
more detail later in the thesis.
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CHAPTER 4: INTRODUCTION TO STUDIES
4.1

Cognitive load research overview

As discussed in Chapter 3, cognitive load theory (CLT) is concerned with developing
approaches to learning that will facilitate the construction and automation of schema
in long-term-memory. The basis of the theory is concerned with the limitations of
working memory as well as the interactions between working memory and schema
held in long-term-memory. Cognitive load theory proposes that learners need to
extract information from the material to be learned and manipulate this material in
working memory before it can be efficiently stored in schemata in long-termmemory (Sweller, 2010b). As discussed in detail in Chapter 3, cognitive load has
been categorised into three different or separate types of load. Intrinsic cognitive load
is concerned with the complexity of the material to be learned, extraneous cognitive
load is concerned mainly with the way instruction is designed while, unlike intrinsic
and extraneous cognitive load, germane cognitive load is considered to be beneficial
for schema construction. When compared to conventional tasks, CLT-based
instruction requires less time and less mental effort to achieve the same level of
learning and transfer (Paas et al., 2003).

Research over the past few decades have examined the effect of cognitive load, that
is, the amount of mental effort on learning and how effectively instruction can be
designed to take into account the levels of cognitive load. Researchers have
investigated cognitive load and its impact on learning in many diverse areas such as
science, mathematics, technical areas, information technology and multimedia (Bobis
et al., 1993; Chandler & Sweller, 1991, 1992; Kalyuga, Chandler & Sweller, 2004),
in design of computerised instruction for older adults (van Gerven, Paas & Tabbers,
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2006) and foreign-language learning as well as comprehension and reading (Torcasio
& Sweller, 2009; Yeung et al., 1998).
4.1.1 Split-attention effect
Cognitive load theory has led to significant developments in research into the
understanding of conditions necessary for learning. It has identified a number of
effects that contribute to increasing germane cognitive load or other effects that may
decrease extraneous load. The cognitive load effect investigated in the present
studies is the split-attention effect. This effect examines the load imposed on working
memory when two or more distinct sources of information need to be integrated in
order to be understood. When material is presented as separate sources, learners are
required to divide attention between these sources, which places added load on
working memory. The learner needs to mentally integrate these multiple sources of
information in order for the material to be understood. This process of attending to
multiple sources of information is referred to as split attention.
4.1.2 Working memory and students with special needs
The concept of working memory is seen as a multidimensional system that consists
of several separable but interactive components, namely, the phonological loop, the
visuo-spatial sketchpad and the central executive (Baddeley & Hitch, 1974, cited in
Baddeley & Hitch, 2010). Some researchers consider the central executive to be
composed of a further two components – a phonological short-term memory (pSTM)
storage buffer and an attentional resource capacity/allocation function (Montgomery,
Polunenko & Marinellie, 2009). Phonological short-term memory is a capacitylimited storage buffer and is responsible for the brief storage of speech while other
cognitive tasks, such as comprehension, take place (Baddeley, 2000; Baddeley et al.,
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1998). Speech in the pSTM fades rapidly unless immediately processed
(Montgomery & Evans, 2009). Consequently, by temporarily holding speech in
pSTM the listener is able to activate the language system to immediately process the
verbal material.

Researchers have noted the effect that limited working memory has had on learning
complex tasks (Just & Carpenter, 1992; Paas & van Merriënboer, 1994; Sweller &
Chandler, 1994). This limited working memory impacts on learning when the
number of elements to be learned exceeds the capacity of working memory.
Consequently, material with multiple interacting elements increases the demands on
working memory (also called intrinsic cognitive load) and makes the material
difficult to understand. The design of the instruction also has an impact on the
limited working memory. The way material is presented during instruction may also
contribute to an increase in cognitive load (known as extraneous cognitive load) by
using the limited resources in working memory (needed to understand the material
and construct schema) for processes unrelated to learning, such as splitting attention
between two sources of material that need to be integrated in order for the material to
be understood. This load is an extra load to that imposed by the nature of how
instruction has been designed. What we understand of human cognitive architecture
and cognitive load theory would suggest that increasing the capacity of working
memory through the elimination or reduction of extraneous cognitive load will
contribute to increasing the working memory capacity and allow the extra resources
to be used for schema construction and automation in long-term memory.

Children with specific language impairment (SLI) have been identified as a mixed
group in both their linguistic abilities and their working memory limitations. These
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children are characterised by normal-range hearing and non-verbal intelligence as
well as an absence of developmental disabilities. They demonstrate a severe
receptive and/or expressive language learning or language performance difficulties.
Many researchers believe that working memory deficits play a significant role in
impacting on children with SLI and their ability to understand and use language
(Archibald & Gathercole, 2006; Gathercole & Baddeley, 1990; Im-Bolter, Johnson &
Pascual-Leone, 2006; Lahey & Bloom, 1994; Montgomery, 1996, 2000;
Montgomery et al., 2010). Archibald and Gathercole (2006) suggest working
memory limitations in children with SLI constrain the processing and storage
capacity when learning verbally based material, although other researchers have
demonstrated a proportion of these children do not show a deficit in working
memory (Archibald & Joanisse, 2009). Instruction that reduces the working memory
demands on students while learning may be a more-effective learning support
strategy for children with SLI (Archibald & Gathercole, 2006).

As discussed in Chapter 2, van der Lely and Howard (1993) also examined the
memory deficits in children with SLI and proposed a different view of children with
SLI. They examined the short-term memory abilities of children with SLI and the
relationship of short-term memory deficits to developmental language impairments.
Van der Lely and Howard (1993) found that the children with SLI in their study were
significantly impaired in comparison to language-age-matched controls on a number
of linguistic tasks, such as sentence comprehension and the use of semantic cues.
However, in contrast to Gathercole and Baddeley (1990), they failed to find support
for the hypothesis that short-term memory deficits caused SLI. Van der Lely and
Howard (1993) argued that the underlying deficit in children with SLI is related to
specific linguistic processes and representations. Linguistic abilities (i.e., linguistic
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processes and previous linguistic representations), they suggested, contribute to the
recall of linguistic material. Nevertheless, children with language difficulties have
been found to have a reduced working memory and these deficits continue into
adulthood (Gathercole & Baddeley, 1990 Gillam, Cowan & Day, 1995;
Montgomery, 1995).

Many children with SLI have poor knowledge of concepts that involve being able to
organise previous knowledge in long-term memory. Language is processed and
understood when connections are made between elements of language. This occurs
in the limited working memory. These elements need to be held in working memory
and processed simultaneously. Difficulty understanding and processing language, as
with any material to be learned, depends on the interaction of the environment and
schemata held in long-term memory. Lahey and Bloom (1994) pointed out that
comprehension is not a task for only working memory but that the nature of the
comprehension task, as well as the child’s language ability, are also involved in the
process. They also suggested that comprehension of verbal material can be improved
if the instruction is designed and well-structured so the learner is able to make mental
representation of the material.

4.2 Areas that require further cognitive load theory research
As has been discussed in length throughout this thesis, children with SLI have
demonstrated limitations in working memory capacity. Although there is some
discussion as to the origins of these limitations, a vast majority of the research
indicates that children with SLI have working memory constraints that affect
encoding of information into long-term memory. Little, if any, cognitive load
research, however, has focused on children with SLI. Given the typical working
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memory limitations of these students and the complexity of language itself, such
research would be very interesting. Many of these students are educated in
mainstream school settings, where their language difficulties often contribute to their
poor performance in reading and comprehension (Catts et al., 1999; McArthur et al.,
2000; Tomblin et al., 2000). If instruction in the classroom is not designed
effectively to allow for maximum use of limited working memory resources then
these students are not able to make appropriate educational gains and, consequently,
fall further behind in learning compared to their peers. The present research
examines the possibility of designing instruction that will optimise working memory
for SLI students.

Research involving primary-aged students has predominantly been undertaken in the
area of science and mathematics (see Bobis et al., 1993), with some focus on the
humanities (Oksa et al., 2010; Torcasio & Sweller, 2009). The present research will
examine primary-aged students with specific language impairment in the English
domain, specifically factual-text comprehension and grammatical features. Students
with SLI experience difficulty with receptive and/or expressive language and,
therefore, perform well below typically developing students without SLI in areas
such as reading, writing, grammar and comprehension (see Botting, Simkin & ContiRamsden, 2006; Montgomery, 1996, 2000, 2004). Although there has been a
significant body of research examining the working memory deficits in this
population, there has been no previous research into cognitive load and splitattention effect with students with special needs, in particular, specific language
impairment. The purpose of the current research is to examine the effect of split
attention on the reading comprehension and grammatical knowledge of primary-aged
students with SLI.
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In the current study, the approach of Huynh Cong Minh (2007) has been adapted for
younger children. Huynh Cong Minh (2007) examined the split-attention effect with
university students in Vietnam studying history facts in English. Huynh Cong Minh
used a factual text and comprehension questions in a separated condition, where the
sentences were placed at the end of the text, and an integrated condition, where the
comprehension sentences were integrated within the text. He randomly assigned
students to one of the two groups and included two phases in his study – a learning
phase and a test phase. In the learning phase the students were required to read the
information text and answer questions about what they had read within a time limit
of eighteen minutes. Huynh Cong Minh’s results showed a split-attention effect in
the learning phase but no split-attention effect in the test phase. The present research
uses a similar methodology to most cognitive load research studies but with primaryaged students rather than tertiary students.

The present research will consider split attention with Year 3 students using a factual
text and sentences requiring the addition of a verb or verbs to complete the sentence.
This sentence-completion task (cloze sentences) is commonly presented to students
during English lessons in primary schools in Australia. The text and sentences are
presented in two formats – either a split-source format or an integrated format. The
purpose of the current studies is to test the split-attention effect in the population of
students with a language disorder. In a series of studies, the hypothesis is tested that
integrating the sentences within the text would be beneficial to students with SLI by
decreasing the extraneous cognitive load and, thereby, freeing limited working
memory resources to allow learning to take place.
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4.3

Hypotheses

The three current studies considered split attention with Year 3 students using a
factual text and sentences requiring the addition of a verb or verbs to complete the
sentence. The text and sentences were presented in either a traditional, split-source
format or an integrated format. The purpose of the studies was to test the splitattention effect in the population of students with a language disorder. They were
designed to test the hypothesis that integrating the sentences within the text would be
beneficial to students with SLI by decreasing the extraneous cognitive load and,
therefore, free limited working memory resources to allow learning to take place.

It was hypothesised that:

1. Participants in the conventional, split-attention group would have lower
accuracy scores in the test phase than participants in the integrated group
in the three studies of the thesis
2. Participants in the conventional, split-attention group would take more
time to complete the test phase in Study 1 than participants in the
integrated group
3. Participants in the conventional, split-attention group would make more
errors in the test phase when the time allowed for completion was limited
in Study 2 and Study 3
4. Participants in the conventional, split-attention group would exert more
mental effort to complete the test phase than students in the integrated
group in Study 2 and Study 3.
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4.4

Description of the studies

Study 1 was conducted in four phases: a pre-test phase, a learning phase, a test phase
and a post-test phase. Participants were selected from Year 3 in primary schools in
the Sydney area and had been identified as having either a receptive or expressive
language disorder or both. They were randomly assigned to either one of two groups
– an integrated group and a conventional, split-attention group. Each group was
presented with the same information report and the same sentences to complete with
a present-tense verb chosen from the information report. The conventional, splitattention group were presented with the sentences at the end of the text and the
integrated group were presented with the sentences embedded within the text. The
materials were presented using a computer program where the participants were able
to listen to the text being read to them. Students with SLI are often reported to
experience reading difficulties (Mokhtari & Thompson, 2006; Nation, 2005) and,
therefore, the material for this study was developed with the same audio format in
mind. Participants in both groups were given unlimited time to complete the
sentences in the test phase.

The test phase in Study 2 was limited to 15 minutes to model a more realistic
learning environment. Study 2 was conducted with a different set of participants
randomly assigned to one of the two conditions using the same materials in four
phases as Study 1. In addition, the participants were asked to rate their mental effort
using an adapted five-point version of the Cognitive Rating Scale (Paas, 1992).

Study 3 was again conducted with a different set of participants randomly assigned to
one of the two conditions and using the same materials in four phases as in Study 1
and Study 2. The test phase in Study 3 was this time limited to eight minutes and the
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participants again completed the adapted Cognitive Rating Scale. Additional family
background information including language background, parents’ education and
employment status was also collected for participants in Study 3.

Chapter 5 will detail these studies in more detail with empirical findings and
discussion of the results.
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CHAPTER 5: EXPERIMENTS
The previous chapter described the background to the studies presented in this thesis.
These studies were undertaken to investigate the split-attention effect among
primary-aged students with language impairments. Chapter 2 discussed in detail
cognitive load implications when the learner needs to mentally integrate spatially
separate information in order to understand what is to be learnt. Split-attention
imposes an extraneous load on the learner that interferes with the learner’s ability to
construct schema and, therefore, affects learning. Chapter 3 examined children with
specific language impairment (SLI) and the effects of working memory deficits
arguably found in these children. Also discussed in that chapter was the difficulty
children with SLI have with grammar learning and, in particular, learning verbs.
The following studies were designed to measure the effectiveness of using an
integrated, rather than a traditional, separate format in the literacy domain to improve
verb learning in children with SLI. It was predicted that the children with SLI in the
integrated-format condition would more accurately identify verbs in a factual text
and be better able to use these verbs to complete sentences. A further prediction was
that the children in the conventional, split-source format would require more time to
complete the sentences than the students in the integrated group. If, as predicted, the
integrated format decreased extraneous cognitive load by negating the need to
mentally integrate the information necessary for learning, thereby freeing cognitive
resources, then the children in integrated groups should be more accurate in
completing transfer items.
This chapter describes the three studies in more detail. First, Study 1 describes the
students, materials and procedure. The results are reported and discussed with some
anecdotal observations of the students during the study. Study 2 describes the
102

different conditions to the first study and these results are reported and discussed
with anecdotal observations included. Finally, Study 3 examines the variations to
Study 1 and Study 2 and the results are reported and discussed along with anecdotal
observations.
5.1

Study 1

The first study involved two groups of primary-aged students, who had been
diagnosed with specific language impairment (SLI), to examine the effects of
reducing extraneous cognitive load on a grammar task similar to tasks commonly
used in Australian classrooms. The aim of Study 1 was to investigate whether
decreasing extraneous load, by eliminating split attention during instruction designed
for children with SLI, will enable these children to more effectively understand the
use of verbs to comprehend an information report in an integrated school setting. The
research questions examined in this study were:


Is the split-attention effect generated by some grammar activities commonly
used with primary students, in particular those with SLI?



If split attention is generated by some grammar instructions, can it be reduced
and learning facilitated by integrated rather than conventional, split-source
instructions?

In accordance with previous studies of the split-attention effect, students were
randomly allocated to either a conventional, split-source format, with the text
separate from the sentences to be completed (see Figure 5.1), or an integrated format,
with the sentences embedded within the text (see Figure 5.2). It was hypothesised
that those students in the conventional, split-source format group would need to exert
more mental effort to complete the sentences due to the split-attention effect,
whereby more working memory resources would be used to search the text for the
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relevant word/s to complete the sentences and less resources would be available to
understand the meaning of the text and the sentences. The integrated-format group, it
was hypothesised, would need to exert less mental effort to complete the sentences as
they were not required to split their attention between the text and the sentences. The
sentences for this group were located near to the section of the text that contained the
relevant verb (see Figure 5.2).
5.1.1 Participants
Eighteen primary students enrolled in Year 3 at Catholic systemic mainstream
schools in western Sydney participated in this study. The sample size for this study
was small with only eleven boys and seven girls aged 8 years, 3 months to 9 years, 4
months with a mean age of 8 years, 9 months. Finding a more substantial number of
students within the criteria was not possible among the limited number of students
with SLI within the criteria for selection among Catholic systemic schools in the
region of western Sydney.
The students’ language ability had previously been assessed by speech pathologists
independently of this study for the purpose of Commonwealth Government Special
Learning Needs (SLN) funding for their respective schools and their scores were
obtained through that funding data. They were selected based on their standard
language scores, either receptive or expressive, which fell between the 1st and 2nd
percentiles. Participant raw data can be found in Appendix 1.1.
Scores on Clinical Evaluation of Language Fundamentals 3rd edition (CELF-3)
(Semel, Wiig & Secord, 1995) and 4th edition (CELF-4) (Semel, Wiig & Secord,
2006) were obtained. Standard scores for receptive language and expressive language
scores respectively ranged from 50 to 92 and 47 to 92 (see Table 5.1).
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Scores for receptive language F (1, 16) = 0.04, p = 0.84, in the integrated group (M =
69.11, SD = 12.31) and the conventional group (M = 72.0, SD = 12.13) showed no
significant difference while expressive language, F (1, 16) = 0.03, p = 0.64, in the
integrated group (M = 69.78, SD = 12.90) and the conventional group (M = 66.56,
SD = 15.73) also showed no significant difference.

However, in the Recalling Sentences subtest F (1, 16) = 7.38. p = 0.02., the
integrated group (M = 4.78, SD = 3.9) had higher scores than the conventional group
(M = 1.2, SD = 0.65).
Table 5.1: Characteristics of participants in study

Integrated group

Conventional group

(n = 9)

(n = 9)

2 Female

Gender

Age range
(months)

Receptive language
(standard score)

Expressive language
(standard score)

Recalling sentences
(percentile)

5 Female

7 Male

4 Male

Minimum = 103.0

Minimum = 99.0

Maximum = 112.0

Maximum = 110.0

M = 106.44

M = 105.11

SD = 3.58

SD = 5.37

Minimum = 50.0

Minimum = 57.0

Maximum = 92.0

Maximum = 98.0

M = 69.11

M = 72.0

SD = 12.31

SD = 12.13

Minimum = 57.0

Minimum = 47.0

Maximum = 92.0

Maximum = 92.0

M = 69.78

M = 66.56

SD = 12.90

SD = 15.73

Minimum = 1.0
Maximum = 11.0
M = 4.78
SD = 3.90

Minimum = 0.4
Maximum = 2.0
M = 1.20
SD = 0.65
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5.1.2 Materials
The instructional materials for Study 1 were the same for both formats. For each
phase of the study the students were asked to complete a number of tasks presented
through an interactive computer program. The students were able to read the tasks
for themselves, or they could select the audio icon and listen to the text and/or
sentences being read to them. To choose the answer to complete the task the students
used the computer mouse to select the word they thought was the correct answer and
it would appear in the answer box, thereby avoiding the need to type or spell the
answers.

For the first phase of Study 1 the students read or listened to nine short sentences. In
the first task they were asked to choose the correct tense of each sentence from a
multiple choice of past, present or future tense, for example, I am growing tomatoes
and lettuce (past, present, future). The second task consisted of a table of 12 presenttense verbs, for example, I_______ (bake, am baking, baked); she is baking; they _______ (are baking, bake, bake). Appendix 2.1 shows a full list of multiple-choice
items.

In the second phase the students were given some instructions about verbs and verb
tense taken from a commonly used textbook (Barwick & Barwick, 2002). The
materials used in the second phase form part of the grammar content for Stage 1
(Years 1 and 2) of the New South Wales (NSW) English (K–6) syllabus (Board of
Studies, 2006). The students in both groups were in Year 3 and, therefore, would
have some experience with verbs and verb tense (see Appendix 2.2). The task in
Phase 2 consisted of a table of present- and past-tense verbs. Ten of the verbs were
missing and students were given a choice of verbs to find the correct verb to match
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each tense. For example, I (race, raced, racing)/ I raced; I am racing/ I (will, am,
was) racing (see Appendix 2.2 for a complete list of multiple-choice items).

The text used for the third phase, the test phase, was an information report titled
‘Daddy-Long-Legs Spiders’ (Morcom, 2001), together with seven sentences about
the information report with missing verbs. The missing verbs could all be found in
the text. The conventional, split-source format presented the complete text as a
whole, which required the students to scroll down the screen to read or listen to the
text. The seven sentences with the missing verbs were located at the end of the text.
This format is commonly used in classrooms (see Figure 5.1).
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Information Report: Daddy-Long-Legs Spiders
Click the speaker to hear the text read to you.

Daddy-long-legs spiders are regular visitors to houses in Australia. They have very long legs and small bodies.
Daddy-long-legs spiders are probably the most common spider in Australia. They build tangled webs, which
are lightly woven.
Food
A daddy-long-legs spider waits in its web until an insect, such as a moth or a fly, comes near. The spider rushes
out and throws some strands of silk over its prey. Then, it holds the victim and kills it with a quick bite,
injecting its poisonous venom. The spider may eat the insect immediately or store it to eat later. Daddy-longlegs spiders also eat insects that get caught in their tangled webs.
Caring for young
Female daddy-long-legs spiders lay about twenty eggs that stick together. The spider ties silk thread around the
eggs, and then carries them in her jaws. When the spiderlings hatch, they stay with their mother before they
leave to find their own place to build a web.
Daddy-long-legs spiders and people
Daddy-long-legs spiders may have the most poisonous venom of all Australian spiders. However, their fangs
are so small that they cannot pierce human skin. Also, the spiders can store only a small amount of venom. This
means that daddy-long-legs spiders are harmless to humans.
Finish the sentences below by clicking on the correct verb in the present tense from the Daddy-Long-Legs
Information Report.


Daddy-long-legs spiders



They



Daddy-long-legs spiders



The female spiders



The spider



When the spiderlings
to

tangled webs.

insects that get caught in their webs.
in the ceilings and walls of houses.
about twenty eggs.
silk thread around the eggs and
, they

them in her jaws.
with their mother until they are big enough

home.


Figure 5.1: Test material for conventional, split-source group
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The integrated format presented the text in sections, with each section on one screen
so that scrolling down was not required. The seven sentences were placed at the end
of each relevant section close to where the missing verbs could be found (see Figure
5.2).
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Information Report: Daddy-Long-Legs Spiders
Click the speaker to hear the text read to you.

Daddy-long-legs spiders are regular visitors to houses in Australia. They have very long legs and small
bodies. Daddy-long-legs spiders are probably the most common spider in Australia. They build tangled
webs, which are lightly woven.


Daddy-long-legs spiders

tangled webs.

Food
A daddy-long-legs spider waits in its web until an insect, such as a moth or a fly, comes near. The spider
rushes out and throws some strands of silk over its prey. Then, it holds the victim and kills it with a quick
bite, injecting its poisonous venom. The spider may eat the insect immediately or store it to eat later. Daddylong-legs spiders also eat insects that get caught in their tangled webs.


They

insects that get caught in their webs.

Habitat
Daddy-long-legs spiders are most often seen in houses. They usually live in the corner of the ceiling and the
wall. Sometimes, they are found under furniture or behind picture frames. The web is important as a resting
place for the spider, as well as an insect trap.


Daddy-long-legs spiders

in the ceilings and walls of houses.

Caring for young
Female daddy-long-legs spiders lay about twenty eggs that stick together. The spider ties silk thread around
the eggs, and then carries them in her jaws. When the spiderlings hatch, they stay with their mother before
they leave to find their own place to build a web.


The female spiders



The spider



When the spiderlings
enough to

about twenty eggs.
silk thread around the eggs and
, they

them in her jaws.
with their mother until they are big

home.

Daddy-long-legs spiders and people
Daddy-long-legs spiders may have the most poisonous venom of all Australian spiders. However, their fangs
are so small that they cannot pierce human skin. Also, the spiders can store only a small amount of venom.
This means that daddy-long-legs spiders are harmless to humans.


The fangs of daddy-long-legs spiders are so small they cannot

Figure 5.2: Test materials for integrated group
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the skin.

The students in both formats could use the mouse to click on the word in the text
they chose to use and the word would appear in the sentence. The computer program
allowed the students to change the word they chose by clicking on the word to
highlight it and then choose a different word from the text.

In the fourth phase, the transfer phase, students in both formats were presented with
the same twelve sentences with missing present-tense verbs. A drop-down box was
used to present a choice of four verbs in different tenses. Six sentences were recall
items and were taken directly from the information report, for example, A daddylong-legs spider (live, lives, lived, will live) in ceilings and walls in houses in
Australia. Six sentences were transfer items using the same present-tense verbs as
were used in the recall items but in different contexts, for example, The blue-ringed
octopus (lived, will live, live, lives) in rock pools near the sea (see Appendix 2.5).
5.1.3 Procedure
Students were randomly assigned to one of two groups, the conventional, split-source
format group or the integrated-format group. Instructions given to each participant
can be found in Appendices 3.1 and 3.2.
The study was conducted in the one session over four phases, lasting approximately
one hour. The first phase was a pre-test or prior knowledge phase that consisted of
two separate activities to determine the extent of the students’ knowledge of verbs
and verb tense before undertaking the test phase. The second phase was a verbinstruction activity to revise what is a verb, why we need them in sentences and
practice in identifying the tense of a sentence. The students could listen to the
instruction and use the computer mouse to click on their choice. The students were
given unlimited time to complete Phases 1 and 2.
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The third phase was the test phase, which examined the two formats – the
conventional, split-source format commonly used in classrooms during literacy
instruction and the integrated format in which the text and the sentences were
integrated. The students in the conventional-format group were required to read or
listen to the whole text on daddy-long-legs spiders, read each sentence and then
search the whole text to find the present-tense verbs that completed the sentences.
Instructions given to each participant in the conventional format can be found in
Appendix 3.1. The integrated-format group, however, were only presented with one
section at a time to read or listen to and only needed to search that section to find the
present-tense verb to complete the sentence/s at the end of the section.
All students from both groups were asked to reread each sentence to check the
appropriateness of the word chosen in the context of the sentence. If they were not
able to read the sentence the researcher read the sentence to them. Instructions given
to each participant in the integrated format can be found in Appendix 3.2. No time
limit was placed on the students in Study 1 to complete the test phase although a
record of the time taken was kept for each participant.
5.1.4 Scoring
For all phases of the study, one mark was scored for each correct response and a
score of zero for an incorrect response. This method of scoring was the most
appropriate as students’ responses could be judged either correct or incorrect. In
Phase 1 the students were asked: 1) to name the tense of the sentence, for example, I
am growing tomatoes and lettuce; and 2) to choose the correct tense of the verb to
match the pronoun, for example, I (climbed, climb, will climb). In Phase 2 the
students were asked to complete a table of present-tense and past-tense verbs, for
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example, They are planting. They (will be, were, are) planting. Phase 3 required
students to choose the present-tense verb from the text to complete sentences, with
each correct verb scoring one point, for example, They ________ insects that get
caught in their web. The answer here is ‘eat’ although ‘kill’ would also make sense
except the only form of the word in the text is in the plural form and not the singular
form. Again, Phase 4 required students to choose the correct tense of the verb to
complete a sentence. All the sentences were present tense, so the choice of verbs had
to be a present-tense verb, for example, A daddy-long-legs spider (live, lives, lived,
will live) in the corners and ceilings of houses.

The maximum score was 21 for the pre-test (prior knowledge) phase, ten for the
second (verb instruction) phase, ten for the third (test) phase and 12 for the post-test
(transfer) phase (see Appendix 5 for correct responses to each phase).

5.1.5 Hypotheses
For the learning and test phases, it was hypothesised that:
1. In the test phase, the students in the integrated condition would have higher
accuracy scores than students in the conventional, split-source condition, as
the need to mentally integrate the materials would be eliminated and the
cognitive load imposed by split attention would be reduced
2. In the post-test phase, students in the integrated condition would be more
accurate in the recall items and demonstrate evidence of learning by accuracy
with transfer items
3. Students in the conventional condition would take longer to complete the test
items and longer to complete the whole activity than students in the
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integrated condition because of the need to constantly search the whole text
to find the appropriate verb.

5.1.6 Results
Table 5.2 below shows means and standard deviations for the accuracy scores and
the time taken by students in the integrated condition, compared to students in the
conventional condition. Tests of homogeneity of variance were conducted for prior
knowledge, receptive language and expressive language. These assumptions were
met with no between-group variances.
Table 5.2: Means and standard deviations for Study 1

Test
(% correct)

Post-test
(% correct)

Total test time
taken
(in mins)

Mean

66.67

59.26

 13.0

Std
Deviation

27.39

12.11

4.58

47.78

51.85

 39.56

21.67

23.49

16.93

d = 0.77

d = 0.42

d = 2.47

Format

Integrated
(n = 9)

Conventional Mean
(n = 9)
Std
Deviation


p < .05

A one-way analysis of variance (ANOVA) was conducted on the scores of
participants in both the integrated and conventional conditions in the test phase. The
hypothesis that students in the integrated condition (M = 66.67, SD = 27.39) would
have higher accuracy scores in the test phase (α = .05) than students in the
conventional condition (M = 47.78, SD = 21.67) was not supported, F (1, 16) = 2.63,
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p = 0.12, d = 0.77. For the transfer phase an ANOVA was conducted (α = .05) on the
scores for the participants in both integrated (M = 59.26, SD = 12.11) and
conventional (M = 51.85, SD = 23.49) conditions. The hypothesis that students in the
integrated condition would have higher scores in the recall and transfer sentences
was also not supported, with the integrated group showing no significant difference
to the conventional group, F (1, 16) = 0.71, p = 0.41, d = 0.42.
However, the hypothesis that the students in the conventional condition would take
more time to complete the test phase was supported, with a significant difference
between the times for both conditions, the integrated group (M = 13.0, SD = 4.58)
and conventional group (M = 39.56, SD = 16.93). The ANOVA showed a significant
difference (α = .05) between the two groups F (1, 16) = 20.62, p = <0.01, d = 2.47.
5.1.7 Discussion
The results of Study 1 did not demonstrate a significant difference between the test
scores or the scores in the transfer phase between the conventional group and the
integrated group. Cognitive load theory would suggest that the performance during
the test phase should improve when the two sources – the text and the cloze
sentences – are physically integrated. However, the results of Study 1 did not show
this improvement. A major disadvantage for this study was its low power. The
sample size for Study 1 was low with only nine students in each group. This low
sample size likely contributed to the lack of measurable difference between the
conventional format and the integrated format as would be expected with higher
extraneous cognitive load. Nevertheless, even though the results for the test and
transfer phase were not significant, the differences in the scores were in the expected
direction.
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One explanation for this could be that in Study 1 there were no time restrictions
placed on the students, so they were able to have unlimited time to complete all
sentences in the test phase. The mean time taken by the integrated group was 13
minutes during the test phase while the mean time for the conventional group was 39
minutes and this difference was significant. The difference in time taken to complete
the test phase may have had an impact on the results of the test phase for the
conventional group, in that students in the conventional format were able to spend
more time and, therefore, had more opportunities to find the present-tense verbs.
Certainly, it appears the conventional group spent three times longer than the
integrated group studying the test, yet recorded similar test outcomes. This strongly
suggests the test was more difficult for students in the conventional group.

Anecdotal records made by the researcher during the completion of the study
materials indicate some differences between the conventional and integrated groups.
These notes give some indication about how the students reacted to the study
material in each condition.

In Study 1, students in the conventional format exhibited behaviours that showed
some frustration with the materials. As expected, students in the conventional format
used the scroll bar to frequently scroll back and forth from the sentence to the text
searching for the present-tense verb from the text to complete each cloze sentence at
the end of the text. Seven of the nine students attempted to locate the paragraph that
corresponded to each sentence by identifying a word in the sentence then searching
for that word in the text. For example, one participant identified the word ‘spiderling’
in Q6, attempted to locate ‘spiderling’ in the text, if successful, then looked for a
verb. Some of the responses/questions addressed to the researcher included “Which
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paragraph is it in?” and “Where are the words?” Comments made by some students
in the conventional format, for example, “It’s too hard”, indicated a level of tiredness
and frustration with the test phase of the conventional format, with some students
just giving up.
Two of the nine students were not able to identify a verb in the text and asked
questions, such as, “Is ‘are’ a verb?” One student was able to read the sentence and
name the correct verb but was unable to find the verb in the text. Many of the
students were unable to read the text and opted to listen to the text being read to
them. However, when they wanted to check where a word was in the text they
needed to listen to the whole text being read again. This contributed to the longer
time taken to complete the test phase for students in the conventional group.

As was the case for the students in the conventional format, some students in the
integrated format found it difficult to identify verbs. Three of the nine students were
not sure which words were verbs and two of the nine were not able to read the text.
Two of the nine were confident to read the text, although one of these opted to listen
to the text if not sure of the answer. Five of the nine students reread sentences after
they chose a verb if they thought the verb did not make sense. Two of the students
found the sentences related to the ‘Caring for Young’ section easier to complete, as
these sentences were almost identical to the sentences within the text whereas the
sentences in previous sections were different to the text. The integrated group
displayed less frustration with the instructional format than the conventional,
conventional group. There were fewer comments, such as, “It’s too hard” and “Where
are the words?”
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5.3 Study 2
The aim of Study 2 was to examine what difference setting a time constraint would
have on the results of both instructional groups. This study addressed the following
research question:



Would decreasing the length of time available to both integrated and
conventional groups to complete the test phase more readily display a
difference with between students’ outcomes?

The students chosen for Study 2 were a different group of Year 3 students to those in
Study 1 but demonstrated similar characteristics as the students in Study 1. The
materials and procedure used in Study 2 were exactly the same as Study 1 except the
time permitted for students to complete the test phase was limited to fifteen minutes.
In addition the students were asked to subjectively rate their mental effort as an
indication of the mental load imposed by each format. Mental effort is described by
Paas et al. (2003) as “the aspects of cognitive load that refers to the cognitive capacity
that is actually allocated to accommodate the demands imposed by the task; thus, it
can be considered to reflect the actual cognitive load” (p.64). Paas’ nine-point mental
effort rating scale has been demonstrated to be sensitive in identifying variations in
task complexity (Paas et al., 1994) and intrinsic load during task performance (Ayres,
2006). The details of this group of students and procedures are as follows.
5.2.1 Participants
Sixteen primary students enrolled in Year 3 at Catholic systemic mainstream schools
in western Sydney participated in Study 2. There were thirteen boys and three girls
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aged between 7 years, 11 months and 10 years, 3 months. As for Study 1, the sample
size for this study was also very small for a number of reasons. The number of
students in Year 3 with SLI in this region of western Sydney was low and parent
permission to for students to participate in the study was difficult to achieve in some
schools.

All students had previously been identified with SLI and were eligible for funding
under the Commonwealth government Special Learning Needs (SLN) funding. They
were selected based on their standard language scores – either receptive or expressive
– which were in the 1st or 2nd percentile. The students had previously been assessed
by speech pathologists independently of this study for the purpose of SLN funding for
their respective schools and their scores were obtained through funding data. All
language scores were less than two years old. Scores on the Clinical Evaluation of
Language Fundamentals 3rd edition (CELF-3) (Semel et al., 1995) and 4th edition
(CELF-4) (Semel et al., 2006) were obtained. Standard scores for receptive and
expressive language ranged from 51 to 82 and 49 to 76 respectively (see Table 5.3).
Participant raw data can be found in Appendix 1.2.

Scores for receptive language F (1, 14) = -1.51, p = 0.24, in the integrated group (M
= 67.84, SD = 9.9) and the conventional group (M = 70.13, SD = 6.9) showed no
significant difference while expressive language, F (1, 14) = -0.95, p = 0.34, in the
integrated group (M = 53.88, SD = 23.22) and the conventional group (M = 65.0, SD
= 9.02) also showed no significant difference. The two groups, the integrated group
(M = 2.23, SD = 1.92) and the conventional (M =2.02, SD = 2.9) also did not differ
significantly in the Recalling Sentences subtest, F (1, 14) = .03, p = 0.88.
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Table 5.3: Characteristics of participants in Study 2

Gender

Age range
(months)

Receptive language
(standard score)

Expressive language
(standard score)

Recall sentences
(percentile)

Integrated group

Conventional group

(n = 8)

(n = 8)

0 Female
8 Male
Minimum = 104.0

3 Female
5 Male
Minimum = 95.0

Maximum = 123.0

Maximum = 113.0

M = 111.88

M = 107.0

SD = 6.90

SD = 6.72

Minimum = 51.0

Minimum = 62.0

Maximum = 79.0

Maximum = 82.0

M = 67.84

M = 70.13

SD = 9.90

SD = 6.90

Minimum = 50.0

Minimum = 49.0

Maximum = 74.0

Maximum = 76.0

M = 53.88

M = 65.0

SD = 23.22

SD = 9.02

Minimum = 0.4

Minimum = 0.1

Maximum = 5.0

Maximum = 9.0

M = 2.23

M = 2.02

SD = 1.92

SD = 2.90

5.2.2 Materials
The students were randomly assigned to one of two groups, a traditional, split-source
format group and an integrated group. The same materials that were used in Study 1
were used again for this different group of students in Study 2 (see Appendix 2 for
the study materials). The study was conducted over four phases, as in Study 1, but for
this study the students were allowed only fifteen minutes to complete the test phase.
The explanatory and instructional phases of the study were not restricted in time
allowance. In addition, students were asked to complete a subjective rating of task
difficulty after the test phase was completed. The mental effort rating scale was
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included for this study, as some students in the Study 1 conventional group had made
comments to the researcher about the difficulty of the study materials in this format
as well as comments about tiredness.
The mental effort scale used in this study was adapted from Paas’ nine-point scale, due
to the age of the students and their language disorder. Paas’ (1992) original rating scale
uses language such as ‘very, very low mental effort; very low mental effort; low
mental effort; neither low nor high metal effort; rather high mental effort; high mental
effort; very high mental effort; very, very high metal effort’. Other researchers have
adapted the nine-point scale by changing the number of points to 5 or 7 points or by
asking the participants how difficult they perceive the task to be. Van Gog and Paas
(2008) suggested that although the concept of mental effort and perceived difficulty of
task are related they identify two different aspects. According to these authors, asking
how much mental effort was used, and how difficult a particular task is perceived to
be, is asking two different questions with two different interpretations. Van Gog and
Paas viewed mental effort as being more about the process used to complete the task
than just the task itself.

Perceived task difficulty, on the other hand, is more related to the task itself.
Consequently, if learners perceive a task is too difficult then they will be less inclined
to invest mental effort to complete the task. Nevertheless, Paas’ mental effort scale
was originally devised for use with adults, while the participants in this study were
young children who also had receptive and/or expressive language difficulties. An
adaption of the Paas mental effort scale was developed in an attempt to take these
differences into consideration (see Appendix 4).
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The measure of time taken in Study 1, when time limits were unconstrained, hints at
possible cognitive load. In Study 2 a subjective measure of task difficulty was taken
using an adapted version of the mental effort scale (Paas & van Merriënboer, 1994;
Paas et al., 1994). Subjective rating scales have been shown to have good internal
consistency (van Gog & Paas, 2008), although they have not often been used with
primary-aged students and/or those with language impairments. For this reason, the
mental effort scale was adapted from a nine-point Likert-type scale to a five-point
Likert-type scale, with the addition of ‘smiley’ faces matched to each rating so as to
assist these young students in understanding what they were being asked to do, that is,
how difficult did they feel the task was for them – very easy (1), easy (2), not hard or
easy (3), hard (4) or very hard (5). These pictures are not used on Paas’ mental effort
scale. Above the scale was the instruction “How hard was it for you to answer the
questions? Circle the number that shows what it was like for you” (see Appendix 4 for
a copy of the adapted rating scale). This was read to them by the researcher and they
were shown the series of ‘smiley’ faces drawn next to each of the difficulty-scale
comments to help them identify how difficult the test phase was for them. These faces
were linked to a mental effort score from ‘very easy’ (1) to ‘very hard’ (5) (See
Appendix 4). These faces were explained to each participant so they could match the
rating scale with the ‘smiley’ faces that they felt matched how hard it was for them to
complete the test phase.
5.2.3 Procedure
The procedure used for this study was almost identical to that used in Study 1. The
only difference was that rather than having unlimited time to complete the test phase
the students were given fifteen minutes to complete the test phase. The time taken for
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the test phase was recorded by the researcher as well as the total time to complete all
phases of the study. At the conclusion of the fifteen minutes for the test phase the
students were asked to nominate a rating for mental effort using the mental effort scale
(Appendix 4).
5.2.4 Scoring
The scoring for Study 2 followed the same procedure as Study 1. For all phases of the
study, one mark is scored for each correct response and a score of zero for an incorrect
response (see Appendix 5).
5.2.5 Hypotheses
With a fifteen-minute time limit imposed on the students in this study, it was hypothesised
that:
1. The students in the integrated condition would have higher accuracy scores
than students in the conventional, split-source format
2. In the transfer phase, students in the integrated condition would have higher
accuracy scores in the recall items and transfer items than students in the
conventional, split-source format
3. Students in the conventional, split-source format would select a higher mental
effort rating score than students in the integrated condition.
5.2.6 Results
An assumption of homogeneity of variance was met for the different participants in
Study 2 with regard to prior knowledge (F = 1.36, p = 0.26), receptive language (F =
1.57, p = 0.23) and expressive language (F = 0.01, p = 0.91).
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A one-way analysis of variance (ANOVA), using α = .05, was conducted on the
scores of both the integrated and conventional groups obtained during the test phase
to evaluate the hypothesis that, with a set time limit of fifteen minutes, the students in
the integrated condition would achieve higher accuracy scores than students in the
conventional condition during the test phase. Means and standard deviations can be
found in Table 5.4. The mean accuracy of test scores for students in the integrated
condition (M = 60.0, SD = 22.3), while higher than the mean accuracy of test scores
for students in the conventional condition (M = 36.25, SD = 29.25), was not
statistically significant, F (1, 14) = 3.23, p = 0.09, d = 0.9.

Table 5.4: Means and standard deviations for Study 2

Test
(% correct)

Post-test
(% correct)

Mental effort
rating
(1–5)

Mean

60.0

45.54

3.0

Std
Deviation

23.30

27.06

1.07

Mean

36.25

42.71

2.88

Std
Deviation

29.25

20.14

1.13

d = 0.9

d = 0.12

d = 0.11

Format

Integrated
(n = 8)

Conventional
(n = 8)



p < .05
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For Study 2 the students in both conditions were asked to make a judgement about
their mental effort during the test phase. The third hypothesis for this study proposed
that the students in the conventional condition would select a higher mental effort
rating than students in the integrated condition due to the increased extraneous
cognitive load imposed by the split-attention effect. A one-way ANOVA (α = .05)
was conducted to test this hypothesis. There was no significant difference found
between the groups in participants’ estimation of mental effort rating, F (1, 14) =
0.52, p = 0.82, d = 0.11. Students in the separated condition (M = 2.88, SD = 1.13)
did not perceive the test phase to be any more difficult than students in the integrated
condition (M = 3.0, SD = 1.07).
A one-way analysis of variance (ANOVA) using α = .05 was also conducted on the
scores for both integrated and separated groups to test the second hypothesis, that
during the transfer phase the students in the integrated condition would achieve
higher accuracy scores for recall items and demonstrate evidence of learning by
higher accuracy scores on transfer items. Means and standard deviations can be
found in Table 5.4. There was no significant difference found between the two
groups, F (1, 14) = 0.06, p = 0.82, d = 0.12. The students in the integrated condition
(M = 45.54, SD = 27.06) did not demonstrate any difference in accuracy scores than
students in the conventional condition (M = 42.71, SD = 20.14).
5.2.7 Discussion
The results of Study 2 did not support the hypothesis that students in the integrated
condition would demonstrate more accuracy in the test phase than students in the
conventional condition when time to complete the test phase was restricted to fifteen
minutes. These time constraints did not reflect any significant difference in accuracy
125

scores in the transfer phase between the two conditions. Once again, as in Study 1,
the lack of power due to the small sample size may have affected the interpretation of
these results. There may have been too few students in each group to be able to
detect a difference in test accuracy between students in the conventional format and
students in the integrated format.

In regard to judging the amount of mental effort, students in the conventional
condition did not report higher cognitive load in the mental effort rating than students
in the integrated condition. Observations and anecdotal notes were collected by the
researcher during the test phase for each participant in Study 2. These anecdotal
comments present some subjective information other than quantitative data collected
and give some insight about how the students worked during the test phase.

In contrast to Study 1, all the students in the conventional group for Study 2 were
able to read the text with varying degrees of fluency. One student, however, was
reluctant to read the whole text unaided and relied on listening to the text being read.
This particular participant commented during the test phase “It’s too hard”. All
students in the conventional format scrolled through the text and back to the
sentences, although two of the students needed to be reminded that the verbs needed
to complete the sentences were to be found in the text. As in Study 1, one participant
used words in the sentences that were the same as words in the text as clues to locate
the verbs in the text. Another participant was able to find the correct section where
the verb was located but was unable to correctly read the correct verb to complete the
sentence. For example, in the sentence ‘They _________ (eat) insects that get caught
in their webs’ this participant went back to the correct section of the text but failed to
identify the verb ‘eat’ and moved to other sections to search for the verb.
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Although the students in the conventional format reread the completed sentences to
confirm their choice of verb/word from the text only a quarter of students were able
to recognise that the sentence did not make sense. For example, ‘Daddy-long-legs
spiders common (build) tangled webs’ and ‘They moth (eat) insects that get caught in
their webs’. One participant continually searched the text for ten minutes to find the
verb to complete the first sentence and was only able to complete two sentences in
the fifteen-minute time allocation.

However, three-quarters of the students in Study 2 in the integrated format were not
able to read the text and relied on the audio icon to listen to the text being read to
them. This varied from Study 1 by chance as the students were not tested on their
reading accuracy before the study. This lack of confident reading ability for the
students in the integrated condition could have contributed to the extraneous
cognitive load of these students. Rather than having the expected reduction in
extraneous load due to integration of the sentences with the text, students who lacked
reading ability needed to listen to the same section multiple times in order to find the
present-tense verb needed to complete the sentence, which possibly increased
cognitive load.

All of the eight students were able to make a grammatical judgement about the words
chosen to complete sentences, which were read back to them by the researcher, but
not all were able to then find the verb in the text. For example, one participant in the
sentence ‘Daddy-long-legs spiders _____ tangled webs’ at first thought the missing
word was ‘they’ but when the sentence was read to him, with this word included, he
changed the word to ‘build’. One participant correctly named the correct verb when
he listened to the sentence but could not find the verb in the text, even when he read
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the correct section three times. Similarly, another participant chose a semantically
appropriate word to complete the second sentence ‘They _____ insects that get
caught in their webs’. This participant said ‘bite’ when the verb in the text was ‘eat’.

The results of Study 2, where time constraints were placed on the students,
unexpectedly showed no significant differences between the two formats. However,
this result gave some positive indication as to the direction of movement in test
scores when there was a decrease in time available to complete the test phase. The
aim of the next study was to examine the performance of students using the
integrated or conventional formats when the time constraint was restricted even
further to a more realistic time allocation that better reflected the time given to
students in an integrated mainstream setting.
5.3

Study 3

The aim of Study 3 was to examine what effect reducing the time constraint to a more
realistic test level further would have on the results of the conventional group, in
response to the research question:


Would further decreasing the length of time available to both integrated and
conventional groups to complete the test phase more readily show a
difference in cognitive load effects on the students?

The materials for Study 3 were the same as for Study 1 and Study 2. The students
were a different group but with similar characteristics to those in Study 1 and Study
2. The procedure was similar to Study 2 except the time to complete the test phase
was limited to eight minutes rather than no time limit, as in Study 1, and fifteen
minutes, as in Study 2. The students in Study 2 were asked to complete a mental
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effort rating, as in Study 2, to determine the measure of cognitive load imposed by
the conventional or integrated formats.
5.3.1 Participants
Twenty primary students enrolled in Year 3 at Catholic systemic schools in western
Sydney participated in Study 3. These were different students from those in Study 1
and Study 2. There were fourteen boys and six girls aged from 7 years, 10 months to
10 years, 1 month included in this study. As with the previous studies, all students
had previously been identified with SLI and were eligible for funding under the
Commonwealth government Special Learning Needs (SLN) funding. They were
selected based on their standard language scores, either receptive or expressive,
which fell within the 1st or 2nd percentile. The students’ language ability had been
previously assessed by speech pathologists independently of this study for the
purpose of SLN funding for their respective schools and these language scores were
less than two years old. Scores on Clinical Evaluation of Language Fundamentals –
3rd edition (CELF-3) (Semel et al., 1995) and 4th edition (CELF-4) (Semel et al.,
2006) were obtained. Standard scores ranged from 47 to 81 for receptive language
and 55 to 84 for expressive language (see Table 5.5). In addition, stanine scores for
the Recalling Sentences subtest of the CELF-3 and CELF-4 were obtained as another
measure of working memory.
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Table 5.5: Characteristics of participants in Study 3

Gender

Age range
(months)

Receptive language
(standard score)

Expressive language
(standard score)

Recalling sentences subtest
(percentile)

Integrated group

Conventional group

(n = 10)

(n = 10)

4 Female

2 Female

6 Male

8 Male

Minimum = 94.0

Minimum = 100.0

Maximum = 114.0

Maximum = 113.0

M = 108.40

M = 105.70

SD = 5.44

SD = 4.92

Minimum = 47.0

Minimum = 49.0

Maximum = 80.0

Maximum = 81.0

M = 63.37

M = 69.90

SD = 12.89

SD = 9.69

Minimum = 55.0

Minimum = 55.0

Maximum = 84.0

Maximum = 74.0

M = 67.30

M = 65.50

SD = 7.24

SD = 6.02

Minimum = 0.01

Minimum = 0.01

Maximum = 50.0

Maximum = 16.0

M = 8.06

M = 3.49

SD = 17.19

SD = 4.74

Scores for receptive language F (1, 18) = -1.22, p = 0.29, in the integrated group (M =
67.37, SD = 12.89) and the conventional group (M = 69.9, SD = 9.69) showed no
significant difference while expressive language, F (1, 18) = -0.07, p = 0.79, in the
integrated group (M = 67.3, SD = 7.24) and the conventional group (M = 65.5, SD =
6.02) also showed no significant difference. The two groups, the integrated group (M
= 8.06, SD = 17.19) and the conventional (M =3.49, SD = 4.74) also did not differ
significantly in the Recalling Sentences subtest, F (1, 18) = .65, p = 0.43. Participant
raw data for Study 3 can be found in Appendix 1.3. There were two missing scores
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for the Recalling Sentences subtest in the integrated group due to the data being
unavailable at the time of data entry.
5.3.2 Materials
The students were randomly allocated to two groups – an integrated group or a
conventional group – as students in Study 1 and Study 2. Again, the same materials
(see Appendix 2) that were used in Study 1 and Study 2 were used with this different
group of students. The study was conducted over four phases, identical to those used
in Study 1 and Study 2. However, the time allocated to complete the test phase was
again limited. This time the test phase was limited to eight minutes rather than fifteen
minutes used in Study 2. All other phases were not restricted in time. The mental
effort scale (see Appendix 4) was again used with this group of students in an attempt
to gather information regarding the students’ perceived effort to complete the test
phase.
In addition, a short questionnaire was given to each participant’s parents at the same
time the consent form was given to the parents (see Appendix 6 for a copy of the
questionnaire). The questionnaire asked the parent who completed the questionnaire
about their level of education, their employment status, whether the child was born in
Australia, the language spoken at home and at what age their child learnt these
languages. It was hoped that information from this questionnaire would give
information about the family, socio-economic and language backgrounds of the
students (see Appendix 7 for parent responses).
5.3.3 Scoring
The scoring for Study 3 followed the same procedure as Study 1 and Study 2. For all
phases of the study, one mark is scored for each correct response and a score of zero
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for an incorrect response (see Appendix 5). Students again chose a mental rating
score for the test phase (see Appendix 4).
5.3.4 Hypotheses
With an eight-minute time limit imposed on the students in this study, it was
hypothesised that:
1. The students in the integrated format would have higher accuracy scores than
students in the conventional, split-source format
2. In the transfer phase, students in the integrated format would have higher
accuracy in the recall items and transfer items than students in the
conventional, split-source format
3. Students in the conventional, split-source format would have higher ratings
for mental effort than students in the integrated format.
5.3.5 Procedure
The procedure used for this study was almost identical to that used in Study 1 and
Study 2. The only difference was that the students were given only eight minutes to
complete the test phase. The time taken for the test phase was recorded by the
researcher, as well as the total time to complete all the materials. This time of eight
minutes was chosen as it accurately reflected the time pressure that would be placed
on students in a realistic classroom setting.
Students were again seen individually, with the researcher, completing the study
materials using a laptop computer. Each participant completed the pre-test phase
(Appendix 2.1), the instruction phase (Appendix 2.2), the test phase (Appendices 2.3
and 2.4) and the transfer phase (Appendix 2.5). For this study, however, the time
allowed for the test phase was reduced to just eight minutes. A measure of mental
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effort (see Appendix 4) was conducted after the test phase using an adjusted mental
effort rating (Paas, 1992).
5.3.6 Results
In Study 3 an assumption of homogeneity of variance was met for the different group
of students in both conditions with regard to prior knowledge (F = 3.12, p = 0.1),
receptive language (F = 1.22, p = 0.29) and expressive language (F = 0.07, p = 0.79).
A one-way ANOVA (α = .05) was conducted on the scores of both the integrated a
and conventional groups during the test phase to evaluate the hypothesis that, within
a given time limit of eight minutes, students in the integrated condition (M = 44.0,
SD = 33.39) would score higher accuracy scores than students in the conventional
(M = 14.0, SD = 15.78) condition. This hypothesis was supported when a significant
difference was found between the two groups, F (1, 18) = 6.60, p = 0.02, d = 1.22.
Means and standard deviations can be found in Table 5.6.
Table 5.6: Means and standard deviations for Study 3

Format

Integrated
(n = 10)

Conventional
(n = 10)



p < .05

(% correct)

Mental effort
rating
(1–5)

Post-test

Test
(% correct)

Mean

* 44.0

* 58.33

2.70

Std
Deviation

33.39

25.76

0.82

Mean

* 14.0

* 34.17

3.0

Std
Deviation

15.78

23.72

1.56

d = 1.22

d = 0.98

d = 0.25
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A one-way analysis of variance (ANOVA) using α = .05 was also conducted on the
scores for both integrated and conventional groups to evaluate the second hypothesis,
that students in the integrated condition would show more accurate scores in recall
items and demonstrate evidence of learning by more accurate scores in transfer items
during the transfer phase than students in the conventional condition. A significant
difference was found between the two groups, F (1, 18) = 4.77, p = 0.04, d = 0.98.
The students in the integrated condition (M = 58.33, SD = 25.76) scored more
accurately than students in the conventional condition (M = 34.17, SD = 23.72).
Means and standard deviations can be found in Table 5.6.

The third hypothesis, that students in the conventional condition would score a
higher mental effort rating than students in the integrated condition due to higher
cognitive load was not supported. A one-way ANOVA (α = .05) showed there was
no significant difference found between the groups in participants’ estimation of
mental effort rating, F (1, 18) = 0.29, p = 0.6, d = 0.25. The students in the
conventional condition (M = 3.0, SD = 1.56) demonstrated no difference in
perceived difficulty during the test phase than students in the integrated condition (M
= 2.7, SD = 0.82).
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Table 5.7: Means and standard deviations for recall and transfer items in Study 3

Post-test (%
correct)

Format
Integrated
(n = 10)

Mean

Std
Deviation

Conventional
(n = 10)

Mean
Std
Deviation



p < .05

Recall items
(% correct)

Transfer items
(% correct)

 65.0

51.66

25.39

28.82

 35.0

35.01

23.72

8.81

21.44

d = 0.98

d = 1.15

d = 0.66

 58.34
25.76

 34.17

Table 5.7 shows, however, that when data from the two sections of the post-test
phase – recall items and transfer items – were analysed separately, the results were
mixed. The results of both groups on the recall items (integrated: M = 65.0, SD =
25.39 and conventional: M = 35.0, SD = 28.81) did show a significant difference
between the conditions, F (1, 18) = 6.10, p = 0.024, d = 1.15. When taking into
account the performance on transfer items only there was no difference between the
two conditions (integrated: M = 51.66, SD = 28.82 and conventional: M = 35.01, SD
= 21.44). Students in the conventional condition were just as accurate as students in
the integrated condition, F (1, 18) = 2.15, p = 0 .16, d = 0.66.
5.3.7 Discussion
The results of Study 3 supported the hypothesis that students in the integrated
condition would be more accurate when choosing present-tense verbs to complete
cloze sentences than students in the conventional condition. The difference in
accuracy between the two conditions was significant when time taken to complete
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the test phase was limited to eight minutes. This result was consistent with anecdotal
records compiled during the test phase from student comments. Furthermore, the
hypothesis regarding evidence of learning was also supported, with students in the
integrated condition showing greater accuracy in the transfer phase than students in
the conventional condition. The hypothesis regarding estimation of cognitive load
with a rating of mental effort was not supported. The students in the conventional
condition did not show a significantly higher rating of mental effort than students in
the integrated condition, which could possibly be explained by the age and language
difficulties experienced with younger children in Study 2 and Study 3. Also, using
the mental effort scales seem to be quite problematic as understanding how to use the
scales is quite challenging (see Leahy, 2000).

Observations of students during the test phase of Study 3 revealed that 60% of the
students in the conventional format were able to read the text although one-third of
these chose to use the audio icon and listen to the text being read. For those students
who read the text, the researcher corrected any accuracy errors made by the
participant. Three of the ten students in the conventional format read each sentence,
guessed what word they thought would complete the sentence before they searched
the text to confirm the word. Two of these students went directly to the correct
section to confirm the word they guessed was the correct verb and were able to selfcorrect when they thought the chosen word did not make sense. Three of the students
in the conventional format struggled to identify which word was a verb regardless of
whether the word made grammatical sense.

In the conventional, split-source format for Study 3, 50% of students were able to
read the text, although, as with the conventional format, two of these students chose
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to use the audio icon and listen to the text being read. Three of the ten students
listened to the text more than once before they chose a verb to complete the
sentences and three students found the verbs after listening to or reading the text
once. Four of the students, when rehearsing the sentence with their chosen word,
were able to recognise when they had made an error and self-corrected. For example,
one participant, after reading the sentence ‘The spider _____ (ties) silk thread around
the eggs and _______ (carries) them in her jaws’, initially said aloud “… and put
them in her jaws”. When he could not find the word ‘put’ in the text he chose the
verb ‘carries’ and selected this word to complete the sentence.

While there was no significant difference in self-rating of mental effort using a
mental effort scale for students in either format, 20% of the students in the
conventional format commented that they felt tired toward the end of the eight
minutes of the test phase. Three students either commented after the eight-minute
time limit that the test phase was hard or specifically said “It’s too hard” and “That’s
hard”. One participant, when asked why, answered “because you have to look up and
down (for the words)”.

Similar to students in the conventional format, some students in the integrated format
made comments about the difficulty of the test phase. This was additional to
nominating a rating for mental effort. When four of the students, who thought the test
phase was easy, were asked to explain why they made comments such as “it was
easier to find the words” and “because the words were right there in front of you”.
5.4

Conclusion

The three studies described in this chapter examined the split-attention effect in
primary-aged students with receptive and/or expressive language disorders. The
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results of Study 1 showed no significant difference between the two formats,
integrated or conventional, split-source, in either the test phase or the transfer phase,
contrary to the predicted outcome, although the results were in the expected
direction. Cognitive load theory would suggest that students would be able to
complete sentences more accurately when the text and sentences are integrated but
Study 1 did not show any differences. The amount of time taken to complete both
formats, however, did show a significant difference in Study 1. However, for Study
1, results showed that students in the conventional group spent up to three times
longer to attempt the test phase. This raised the question as to whether the unlimited
time given to students to complete the test phase may have had a marked cognitive
effect and had been a factor in these results. Unlimited time constraints can obviate
or lessen the impact on cognitive load-bearing tasks.

In Study 2, the time given to complete the test phase was shortened to test whether
this would alter the predicted outcome of more accurate scores in the test and transfer
phases. Time-on-task may be considered an indicator of mental effort when there are
no time constraints placed on the students (van Gog & Paas, 2008). Consequently,
for Study 2, a measure of mental effort based on the Cognitive Rating Scale (Paas,
1992) was used to determine students’ perception of cognitive load.

The results of Study 2 again did not show any significant difference between the
accuracy scores in the integrated format and conventional format, in either the test
phase or the transfer phase, despite time being limited in the test phase. The students
in either format also did not show any significant differences in reported mental
effort. The question as to whether the time restriction in Study 2 was a realistic
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timeframe for use in the regular classroom was tested in Study 3, with the time
restricted further.

In Study 3 it was predicted that the restricted time for the test phase would have an
especially detrimental effect on the accuracy scores of students in the conventional
format and that these students would reflect the greater cognitive load required to
complete the conventional format, by scoring higher ratings of mental effort than
students in the integrated format. It was also predicted that, as result of a decrease in
extraneous cognitive load, the students in the integrated condition would demonstrate
a better understanding of present-tense verbs by more accurate scores in the transfer
phase.

The results of Study 3 confirmed the hypothesis in relation to accuracy scores in both
the test phase and the transfer phase. This result provided strong evidence for the
effectiveness of an integrated instructional format on learning for SLI students. In the
test phase, accuracy scores of students in the integrated condition were significantly
higher than scores of students in the conventional format. Similarly, more students in
the integrated format were more accurate in the transfer phase than those in the
conventional format. However, there was no significant difference between
perceived cognitive load, as indicated by the mental effort scores on the mental effort
rating scale. The implications of utilising mental effort scales with young children
will be discussed in the general discussion chapter.
Anecdotal observations recorded during the test phase during Study 2 and Study 3,
however, indicated that some students in the conventional format found the test
phase difficult to complete, with many commenting on feeling tired. It is difficult to
draw any conclusions from these comments as they are subjective but they do
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suggest that there was some increase of effort by the students in the conventional
format. The question is raised as to whether students at this young age, and with
severe language disorders, are able to make an accurate judgement about their mental
effort, or whether they understand what mental effort is will be discussed later.
Further investigations into another format to measure mental effort in this population
should be considered as an aid in developing more effective language instruction for
children with SLI. Again, this will be discussed in the next chapter.

140

CHAPTER 6: GENERAL DISCUSSION AND CONCLUSION
6.1

Summary and overview of findings

The purpose of this thesis was to examine the impact of extraneous cognitive load, in
particular the split-attention effect, on the learning of young students with specific
language impairment (SLI: Sweller, 2010b), with a special needs population. To this
point, cognitive load theory has never examined any cognitive load effects with
children with specific language impairment. The three studies in this thesis set out to
test the understanding of split attention in cognitive load theory (CLT), that changing
the instructional format of a grammar task, through eliminating the split-attention
effect, would have a positive impact on the learning of students with SLI and
improve their performance on a grammar task. Such improved performance had been
demonstrated by Huynh Cong Minh (2007) with Vietnamese tertiary students
studying Australian history in English, by showing increased accuracy of students in
the integrated condition during the learning phase but not during the test phase. In the
present thesis, the results of Study 3, as reported in Chapter 5, provided similar
evidence. Eliminating split attention for students with SLI has had a positive impact
on accuracy in an explicit grammar task (identifying present-tense verbs).

The results demonstrated that the size of the split-attention effect was, however,
related to the time given to students for the task. In Study 1, the finding of higher
accuracy by students in the integrated format compared to those in the conventional
format was not clearly evident, as was expected. Students in the integrated condition
demonstrated slightly higher accuracy in the test phase but this difference was not
significant. In the post-test phase of Study 1 there was also no significant difference
in accuracy between students in the two conditions. However, the time taken to
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complete the test phase for both conditions was unlimited. When time taken for both
groups to complete the test phase was analysed the students in the conventional,
split-source condition took significantly longer than students in the integrated
condition to complete the test phase. Although the students in either format were not
asked about the mental effort exerted to complete the test phase, the significantly
greater length of time taken by students suggested that the conventional group
struggled more with the instructional materials. Certainly, anecdotal notes taken of
comments made by these students in the conventional condition supported this view.

Study 2 was designed to partially replicate and follow up Study 1, using a different
group of students from the same population with SLI. The instructional materials for
both the traditional, split-source format and the integrated format were the same. In
addition to Study 1 materials, a measure of cognitive load was carefully constructed
and students were asked to rate the difficulty for them to complete the test phase,
using a modified mental effort rating scale. In order to allow for a better measure of
cognitive load the length of time allowed for the students in both conditions to
complete the test phase was limited to fifteen minutes only.

The results of Study 2 failed to show a significant split-attention effect with these
students. Although the students in the integrated condition were more accurate in the
test phase than students in the traditional, split-source condition, this difference was
not significant. Despite adapting the mental effort scale from the Cognitive Rating
Scale (Paas, 1992) to take account of the young age and language comprehension
difficulties of students with SLI (e.g., using ‘smiley face’ images), there was no
significant group difference in mental effort ratings. Students in the integrated
condition reported that the test phase was just as difficult for them to complete as
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students in the traditional condition indicating: a) that the students either did not
comprehend what the rating scale was asking them; b) the difficulty of understanding
grammar tasks, a typical characteristic of students with SLI, made the task too
difficult regardless of the format; or c) there was no discernible difference in
cognitive load between the two formats.

Study 3 was designed to examine some of the questions raised in Study 2. Is this lack
of difference in accuracy with grammar tasks in both conditions due to the language
impairment itself, that is, the inherent difficulty with understanding grammar (in
particular, verb learning)?

Study 3 again reproduced the design and materials used in Study 1 and Study 2,
while using different students but from the same population as the previous studies.
Students in Study 3 were also asked to complete the further modified mental effort
rating scale (see Appendix 4) after the test phase. However, to determine if cognitive
load was impacting on the accuracy of the grammar task the time allowed to
complete the test phase was further limited to eight minutes for both the integrated
and conventional conditions.

The results of Study 3 provided clear empirical support for the split-attention effect
by showing a significant difference in accuracy on the grammar task in the test
phase. Students in the integrated condition demonstrated higher accuracy than the
students in the conventional condition in the test phase. This difference involved a
large effect size and indicated the robustness of the split-attention effect. In the posttest phase students in the integrated condition also had greater accuracy than students
in the conventional condition. However, further item analysis of the post-test task
revealed that this difference was only for recall items but not for transfer items.
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The analysis of mental effort ratings again showed no significant difference between
the degrees of mental effort nominated by students in the conventional, split-source
condition compared to the mental effort nominated by students in the integrated
condition. Nevertheless, anecdotal records of students’ comments made during the
test phase indicated that students in the traditional condition expended more mental
effort and found the grammar task in the test phase more difficult than students in the
integrated condition.

The results of Study 3 suggest that designing instruction that takes into account the
cognitive load imposed by both the complexity of the material and the extraneous
cognitive load of split attention can have a positive impact on how students with SLI
learn. By reducing the extraneous cognitive load of the split-attention effect, children
with SLI who may have significant working memory deficits can be supported to
learn in grammar tasks despite the complexity of such tasks for these young children.
Designing a mental effort scale to help measure the amount of cognitive load,
however, was not demonstrated in the studies reported in this thesis.

6.2

Implications for cognitive load theory

The results reported in Chapter 5 of this thesis have added further support to the
previous research into cognitive load theory, a theoretical framework based on the
assumption that our human cognitive architecture has a major impact on how we
learn and, in particular, how we understand. Cognitive load theory maintains that our
limited working memory and capacity can be overloaded unnecessarily when the
design of instruction causes extraneous cognitive load, such as with the splitattention effect, on working memory, thereby allowing less capacity for schema
construction and automation. Research into cognitive load effects on learning
144

outcomes has demonstrated that, when designing instruction for complex material
which is high in element interactivity, reducing the amount of extraneous cognitive
load allows for schema construction and automation (Chandler, 2004).

This thesis investigated the split-attention effect on learning grammar and, to a
certain extent, reading comprehension. Prior studies have examined the splitattention effect in a variety of very diverse domains – from science and maths and
other technical areas to paper folding to studies of Shakespeare. A majority of these
studies have examined the split-attention effect with groups of adults or tertiary and
secondary students with only a few studying the effect on primary-aged students
(e.g., Bobis et al., 1993; Leahy & Sweller, 2008, 2011). This thesis has further
extended the knowledge and understanding of the split-attention effect by studying
the effect of split-attention on primary-aged children with language disorders in the
domain of grammar and reading. While previous studies in cognitive load theory
have concentrated more on maths with younger children, the studies in this thesis
have attempted to extend the knowledge of CLT to the language domain by
examining how children’s explicit understanding of present-tense verbs can be
improved through manipulating the instructional materials in order to eliminate the
students’ need to search two separate, but necessary, sources of information. The
extension of cognitive load theory research into the languages domain is an
important development in relation to its relevance to education. It is also important
for ongoing cognitive load research to constantly investigate the broadness and
generality of the split-attention effect, the seemingly strongest and most persistent of
all cognitive load effects (Ginns, 2006).
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6.2.1 Children with specific language impairment and cognitive load
theory
Children with SLI experience problems with grammar, acquisition of vocabulary,
deficit in semantics and slow phonological processing (Marinis, 2011). In particular,
English-speaking children with SLI experience problems with verb tense/agreement.
They will often omit regular past tense -ed morphemes, copulas, -ing and thirdperson –s morphemes.

Most research over the past few decades has concentrated on the working memory
deficits of children with SLI and the impact these deficits have on the children’s
language learning, in particular, grammar learning. One area of research has
examined processing accounts, both general and specific processing deficits, as a
means of explaining the language development of children with SLI. Kail (1994)
proposed a generalised slowing hypothesis to explain that the slower processing of
linguistic and non-linguistic information is caused by limitations in processing
capacity. Leonard (1998), in his surface hypothesis, also suggested SLI was caused
by general processing limitations. Both these hypotheses viewed that the language
difficulties experienced by these children focused on the acoustic properties of
language, that is, the duration of grammar morphemes, in that those morphemes of a
brief duration are more difficult for children with SLI. In particular, the morphemes
that mark tense, such as -s and -ed, are more difficult for English-speaking children
with SLI than for English-speaking typically developing children. Proponents of
these hypotheses suggest that children with SLI require more exposure to these
grammar morphemes in order to acquire them.
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Contrary to other researchers, Leonard viewed language deficits in children with SLI
as not caused by deficits in grammar but rather by processing-capacity limitations
that affect children’s understanding of complex phonological and syntactic structures
(Marinis, 2011). Similarly, Gathercole et al (2006) viewed language impairment in
children with SLI as caused by a more-localised processing deficit. New words learnt
by children with SLI are initially stored and rehearsed in phonological memory
before being encoded in long-term-memory. However, if children with SLI have a
deficit in phonological memory, these representations of new words may not be
accurate or it may be that only a few items may be stored, because the representation
may decay or the phonological store may be limited in capacity.

Other researchers have suggested that possible reasons children with SLI have
difficulty with language is that they fail to use structural cues to understand language
(Oetting, 1999). Reasons for verb learning being difficult for these children have
been attributed to specific deficits in the storage and retrieval of grammar (Oetting,
1999), a longer period of development where the tense of a verb is considered to be
optional (Grela & Leonard, 2000; Rice & Wexler, 1996) and difficulty ignoring
irrelevant information (Lum & Bavin, 2007).

Cognitive load theory has been applied to learning and instruction in many situations
and to a variety of population groups since its inception in the late 1980s. It has been
used with adults in technical areas, in education and in multimedia, as well as
extended to secondary and primary school settings in domains such as maths and
science. However, the current research in this thesis is the first time CLT has been
used with a group of students with special learning needs, in particular, children with
SLI. Children with SLI have been recognised as having significant deficits in
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working memory capacity than age-matched peers. The studies described in Chapter
5 of this thesis were designed to test whether CLT would be applicable to this group
of students by ensuring that the limited working memory capacity of children with
SLI was used to improve language learning and not used for extraneous activities,
such as mentally integrating two sources of necessary information.

Consistent with the findings of previous research the children with SLI in the current
studies demonstrated difficulty with understanding and retaining verbs as well as
recognising verb tense, in particular, during the pre-test and instruction phases of the
studies. Children in both conditions experienced difficulties identifying verbs and the
morphemes that indicated the tense of a verb. In addition a slowing of processing
capacity was also evident in Study 1, with the time taken to complete the test phase
for children in the conventional condition taking an average of three times as long to
find present-tense verbs than students in the integrated condition. The accuracy
scores in the test phase, however, showed no difference between the two groups,
which suggests that given more time to process the task the students in the
conventional group were able to be equally as accurate as students in the integrated
condition. Interestingly, neither group was able to retain understanding of these
present tense morphemes in the post-test.

The processing limitations of students with SLI was demonstrated when time was
controlled as a variable in the test phase. In Study 2 the students in the integrated
condition obtained higher accuracy scores than students in the conventional
condition although the difference was not significant. This seems to suggest that
integrating the sources of information had a positive effect on the students’ ability to
ignore irrelevant information (both verbs and non-verbs) as suggested by Lum and
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Bavin (2007) in their study of analysis and control. However, there was no
significant difference between the two conditions in the post-test which seems to
indicate that students in both conditions had enough exposure to present-tense verbs
in fifteen minutes.

It was in Study 3, when the time allowed to complete the test phase was limited to
eight minutes for both the conventional group and the integrated group (which more
accurately reflected a realistic classroom environment), that the split-attention effect
was clearly demonstrated. By having the sentences and the text physically integrated
the students in the integrated condition were more able to identify present-tense
verbs and make a judgement about the correctness of the grammar of each sentence
than the students in the conventional condition. This accuracy of the students in the
integrated condition was significantly higher than the accuracy of the students in the
conventional condition. As the sentences and the text were physically integrated,
they were required to spend less time and less working memory resources, in
searching and matching the text to find the correct verb and had more working
memory capacity available to make grammatical judgements about the best presenttense verb to complete the sentences. Even allowing for the slower processing speed
of students with SLI the students in the integrated condition were able to process the
present-tense verbs in the text of the test phase with greater accuracy than the
students with SLI in the traditional condition.

In addition to better accuracy scores in the test phase the students in the integrated
condition overall had better accuracy scores in the post-test phase. The students in
the conventional, split-source condition were not able to identify the same presenttense verbs used during the test phase in other sentences about daddy-long-legs
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spiders or to use the same verbs in sentences set in different contexts. However, the
students in the integrated condition were not statistically different from students in
the traditional condition when using the same verbs in different contexts. It seems
that the integration of the two sources of information allowed the students in the
integrated condition to recall these verbs in the same daddy-long-legs context but not
to transfer that understanding of present-tense verbs outside the context of daddylong-legs spiders. The amount of exposure to these present-tense verbs may not have
been enough to allow the encoding of this information into long-term-memory.
Research in cognitive load theory indicates that transfer of information may require
more instructional time than is available in instructional situations (Cooper &
Sweller, 1987).

It would appear that the greater deficits in working memory capacity of children with
SLI compared to their typically developing age peers may require even more
reduction of cognitive load. An examination of ways to reduce the complexity of the
material may be something to be considered with these students in further research.
Nevertheless, the results of Study 3 would seem to support the application of
cognitive load theory as a useful instructional design tool to use with students with
language disorders. To date, this is the first of its kind in cognitive load research. The
results of Study 3, however, show a positive indication that cognitive load theory has
an application in supporting the learning of students with special needs.

As discussed the findings also demonstrate the generality of the split-attention effect
in cognitive load research (Ginns, 2006). The studies of this thesis not only
demonstrate the critical importance of cognitive considerations in the design of
teaching materials, but cognitive load considerations are applicable to diverse
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disciplines of inquiry (e.g., mathematics, science, engineering, computer learning)
and, in this thesis, applicable to diverse groups of learners.
6.2.2 Cognitive load measures
The studies discussed in this thesis examined the effect of split attention on grammar
learning among children with specific language impairment. One measure of the
effectiveness of using integrated sources of information rather than split sources was
to examine the learning outcomes of student performance during the test phase.
However, although positive learning outcomes are crucial in cognitive load theory
research, they are not by themselves a direct measure of cognitive load. Using
learning outcomes in conjunction with other measures of cognitive load can provide
more validity (Brünken et al., 2010). Subjective measures of cognitive load, such as
self-reporting rating scales, have been commonly used in research to determine how
much cognitive load is experienced during a cognitive task. These self-reporting
rating scales, nevertheless, are based on the assumption that learners can reliably and
validly measure the cognitive load they experience during a task.

In addition, cognitive load rating scales that have been used in previous studies have
been used with, and designed for, adults. A few, but not many, have been used with,
and designed for, young children. Mental effort ratings have experienced difficulty in
implementation for many years (see Leahy, 2000). Studies 2 and 3, reported in
Chapter 5 of this paper, used an adapted version of a self-reporting rating scale in an
attempt to gain some measure of mental effort used by students in both the
traditional, conventional condition and the integrated condition. Using a five-point
Likert-type scale the students were asked to rate the perceived difficulty of the test
phase. The students, as well as being primary-school-aged, had also been diagnosed
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with specific language impairment, having either expressive or receptive language
difficulties or both. The addition of pictorial representations, in the form of faces, to
represent the different scales was also used to assist the children to discriminate
between the degrees of effort, rather than solely relying on the ratings themselves.

As was reported in Study 2 and Study 3 there was no significant difference between
the students in either condition as to their perception of difficulties in completing the
test phase. Students in the traditional, separated condition did not perceive the test
phase to be more difficult to complete than students in the integrated condition. Both
groups of students gave mean ratings of 2.7–3.0 out of 5 (where 5 is the greatest
perceived cognitive load). This was contrary to comments made by individual
students to the researcher during the test phase. Students in the conventional, splitsource condition commented on how hard they found the task. For example, in Study
3, at least three students in the conventional group commented on how hard the task
was during completion of the test phase, while in Study 2, 20% of the students in the
conventional group commented on how tired they felt while completing the test
phase.

In a study by Chambers and Johnston (2002), accurate use of rating scales was
investigated. They found that when using subjective tasks 5–6-year-old children
chose more extreme scores than 7–8-year-olds and 10–11-year-olds. There was also
no significant difference between 7–8-year-olds and 10–11-year-olds, with even the
oldest children choosing elevated extreme scores. As tasks became more subjective
and emotion-focused, children’s scores became more extreme, regardless of age. In
addition, there was no difference in children’s extreme scores when the number of
options was changed. Children who were given three-choice options chose similar
152

extreme scores to children who were given five-choice options. The lack of
difference between the age groups was considered to be a result of age and not the
number of response options which, according to Chambers and Johnston (2002),
supported the view that the inability of younger children to use mid-point of rating
scales was a result of age difference. Chambers and Johnston concluded that the use
of rating scales was a difficult developmental task for young elementary-age
children.

In contrast, Adelson and McCoach (2010) surveyed fourteen educational experts on
the number of scale points that should be presented to elementary-aged students. Of
these fourteen experts, ten recommended using a four-point rating scale with seven
out of these ten believing this view strongly or very strongly. The majority of the
experts believed that children of this age need to be forced to make a decision one
way or another and that using a four-point scale lacked a neutral point. Having too
many options, however, prevented children from being able to discriminate points,
according to these experts. Adelson and McCoach (2010) conducted an experiment
to determine whether elementary-aged children could discriminate between
categories on a five-point Likert-type scale to the same degree that they can on a
four-point Likert-type scale. They surveyed 606 children from grades 3–6 using the
Math and Me Survey (Adelson, 2006, cited in Adelson & McCoach, 2010, p.799)
with four- or five-point Likert-type scales. Their findings suggested that students
responded in a similar way regardless of whether they used a four- or five-point
scale, but that when using a five-point scale the students were more likely to use the
middle category of a given option. The two survey formats had similar means and
variability. These findings suggest that using a five-point Likert-type scale for the
adapted mental effort scale used in Study 2 and Study 3 was an appropriate format
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for students in Year 3, but that for students of this age group rating scales may be a
difficult developmental task. This may be even more so for students with SLI, whose
language skills are generally delayed compared to their normally developing peers.

Other types of more objective measures have also been identified that can be used as
a measure of the cognitive load experienced by learners. These objective measures
are: outcome variables, such as, learning outcomes; input variables, such as, task
difficulty; and process-related behaviour variables, such as, physiological measures
and time on-task. These objective measures have been used to supplement subjective
measures of cognitive load, such as rating scales (Brünken et al., 2010).

The amount of time on-task can be seen as directly related to cognitive processes.
Measuring the amount of time to complete a task can be affected by several factors,
such as the complexity of the information to be learned, the learner’s prior
knowledge and the time needed to search for information. Even though little is
known about the relationship between time on-task and cognitive load a linear
relationship between the two would be reasonable to expect, that is, the more time
needed to complete the task the more cognitive load imposed on the learner.
However, it may equally be true that the less time on-task the higher the cognitive
load, as learners are less motivated to invest effort into a task when cognitive load is
seen to be too high (Brünken et al., 2010).

In Study 1, time on-task was the only variable that was significantly different
between the two conditions. Although students were not required to make a
judgement about the amount of cognitive load invested for each condition time ontask would seem to indicate some relationship to cognitive load. If the suggestion
that taking a shorter time to complete the test phase for the integrated group was
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possibly an indication of less motivation caused by too much cognitive load, as
suggested by Brünken et al. (2010), then the results of Study 3 may challenge this
view when considering students with language learning needs who are encouraged to
persevere.
In Study 3 the time restriction for the test phase for both conditions was the same –
both were limited to eight minutes. Despite this, the students in the integrated
condition were significantly more accurate on the test phase items and showed
greater accuracy on the recall items in the post-test phase suggesting that the accurate
responses in the test phase were due to a decrease in cognitive load due to the
integrated source. Whether time on-task could also be seen as an objective measure
of cognitive load, that is, perhaps more reliable than rating scales for young children
with special learning needs, is a question that deserves further research. Indeed, the
entire area of cognitive load measurement is one that requires ongoing research, as it
is increasingly being perceived as very complex and problematic (see Kirschner,
Ayres & Chandler, 2011).
6.3

Limitations of current research and future directions

Working memory is considered to play a significant role in language processing and
learning even after language has been acquired. Studies have shown the
developmental nature of working memory, with increases in working memory
capacity from early childhood to adolescence. The older children are the more likely
they are to be able to switch attention from processing a task to remembering a task.
As discussed in earlier chapters, children with SLI are generally considered to have
significantly reduced performance on working memory tasks when compared to agematched peers (Archibald & Gathercole, 2006).
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In addition, these working memory deficits in children with SLI have a significant
effect on grammar learning, especially in the use of verbs, which is known to be a
considerable problem for these students (Oetting, Rice & Swank, 1995). When
taking these working memory deficits into consideration, it would be reasonable to
assume that giving students with SLI a grammar task that involves split sources of
information, both of which are necessary to complete the task, would impose a high
extraneous cognitive load. This cognitive load, combined with the working memory
deficits of children with SLI, would be expected to have a negative effect on their
performance. Nevertheless, this proved not to be the case in all the studies in the
current thesis.
In Study 1 this interaction effect was not evident when students were able to pace
their responses. The interaction effect of working memory deficits, extraneous
cognitive load and reduced performance was seen, to some extent, in Study 2 when
some restrictions were placed on students taking as long as they needed, but it was
not as pronounced as would be expected given the working memory deficits seen in
these students. The split-attention effect was evident during the test phase of Study 3,
however, but only when time on-task was restricted, so that students were not able to
take the time to complete sentences but had to work in a restricted timeframe. This is,
perhaps, a more realistic scenario for students in regular classroom settings where
teachers expect students to complete tasks within a limited timeframe. In Study 3
students in the integrated condition were able to outperform students in the
traditional condition despite working memory deficits.
In general, the question can be raised: why was the split-attention effect less than
expected? The outcomes for students in the integrated condition of Study 1 and
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Study 2 may have been more in the expected direction if the sample sizes were
larger. The small sample sizes and subsequent reduced power of the studies,
particularly in Study 1, was a clear limitation for these studies. The relatively small
size of this population of children with SLI makes it difficult to find larger sample
sizes. Larger sample sizes, however, would increase the likelihood of the splitattention effect being more clearly evident.
As well as increased size of samples for future research, participant-selection criteria
could include more rigorous exclusion criteria. The present studies excluded students
with cognitive delays and those with normal language development but did not
exclude students either from non-English speaking backgrounds or with literacy
difficulties. Prominent researchers in language disorders would question whether the
students in the current studies have been identified in the “purest form” of specific
language disorders (Bishop, 2004, p.311). Therefore, to satisfy strict specific
language impairment criteria, future research with these students would be more
comparable to other studies of children with SLI if more rigorous participant
selection criteria were used. On the other hand, the students sampled in the present
thesis may well be representative of those with SLI in the population at large, and so
a realistic sample.
The research discussed in the current thesis is early research into the area of
cognitive load theory and children with special needs, especially children with SLI.
The results of Study 3 were encouraging and demonstrate that students with language
disorders can improve their performance on grammar tasks when extraneous
cognitive load is reduced. However, this is early research in the area of cognitive
load theory and children with learning needs and should be replicated and extended
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in order to confirm the results of Study 3. Replication of these studies, with larger
sample sizes, would give clearer evidence in understanding the impact of the splitattention effect on the performance of students with SLI in grammar and
comprehension tasks. A further extension of the split-attention effect in children with
special needs into other domains, such as reading comprehension and mathematics,
would be another area of future research that would further our understanding of
cognitive load theory. Future research into cognitive load and children with SLI
should also be extended to examine other cognitive load effects, such as the modality
effect and the imagination effect (Leahy & Sweller, 2004). From an education point
of view, applying cognitive load theory to teaching strategies in order to reduce the
cognitive load imposed on children with SLI would improve the pedagogical
knowledge of teachers and improve learning outcomes for these students.
Measurement of cognitive load in young children is an area of research that should
also be pursued. The measurement tool used in this thesis was not successful in
measuring the cognitive load experienced by the students in Study 1 or Study 2.
There are a number of areas that could be explored in future research to design a
more reliable instrument to measure cognitive load in young children. A subjective
measure would be more suitable to use in classrooms by teachers than objective
measures. Investigation of the format and number of items in the Likert-type scale to
cater for the age of the students would be useful if these types of measures are to be
used in classrooms. The students’ experience in responding to questions using a
Likert-type rating scale was limited and, in the current studies, they were not given
an opportunity to practice answering questions using this scale. Therefore, training
students in how to use a subjective rating scale in order to determine if this would
make a difference would seem to be a fruitful area to research for the future.
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6.4

Concluding comments

Human cognitive capacity is limited in that it can only process a limited amount of
information at a time. Therefore, instructional design needs to take into account these
limitations if learning is to take place. If learners are asked to mentally integrate two
separate sources of information, when both sources need to be integrated for
understanding to occur, then unnecessary extraneous cognitive load is imposed on
working memory and less cognitive resources are available for schema construction
and automation.
The ability to understand and express language clearly is dependent on the child’s
ability to actively hold and integrate linguistic information in working memory. This
thesis examined the working memory deficits (compared to their typically
developing peers) of children with specific language impairment. Children with SLI
are considered to have low working memory skills and experience difficulty meeting
the working memory demands of many learning activities common in classrooms.
This leads to frequent task failures for these students that, in turn, lead to a failure to
achieve normal progress in complex skill domains (Gathercole et al., 2006).
However, learning support strategies that reduce the working memory demands of
complex learning tasks may be an effective intervention for children with SLI
(Archibald & Gathercole, 2006). Cognitive load theory provides such a strategy to
ensure that learning tasks are designed in such a way that the demands of working
memory are taken into consideration when planning learning activities for children
with SLI. The implication for education is the necessity to provide effective learning
supports for these children through making teachers aware of the working memory
load imposed by classroom activities. Effective management of working memory
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load for children with SLI, as demonstrated throughout this thesis, can lead to
powerful learning outcomes for students.
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Appendix 1.1: Study 1 Participant Data
Study 1 Participant data (Conventional group)
Participant
(Conventional

DOB

Gender

format)

Age In
months

Pre-test

Verb instruction

Test format

Post-test

Time

Rec

Exp

(mins)

lang

lang

Recall
sentences
stanine

4

6/4/99

M

109

10/21 (47.6%)

7/10 (70%)

2/10 (20%)

9/12 (75%)

45

66

53

2 (severe)

5

14/7/99

F

109

5/21 (23.8%)

8/10 (80%)

5/10 (50%)

5/12 (41.7%)

45

66

47

1 (severe)

6

6/4/99

F

110

10/21 (47.6%)

7/10 (70%)

4/10 (40%)

11/12 (91.7%)

26

68

92

2 (severe)

8

31/3/00

F

99

11/21 (52.4%)

5/10 (50%)

8/10 (80%)

5/12 (41.7%)

75

80

68

1 (severe)

10

31/9/99

M

105

11/21 (52.4%)

4/10 (40%)

5/10 (50%)

6/12 (50%)

30

98

67

1 (severe)

11

18/2/00

M

100

12/21 (57.1%)

3/10 (30%)

5/10 (50%)

5/12 (41.7%)

25

62

91

1 (severe)

12

30/7/99

F

97

8/21 (38.1%)

10/10 (100%)

8/10 (80%)

9/12 (75%)

20

76

61

0.4 (severe)

13

4/2/99

M

112

8/21 (38.1%)

7/10 (70%)

2/10 (20%)

3/12 (25%)

50

75

65

2 (severe)

16

18/9/99

F

105

5/21 (23.8$)

3/10 (30%)

4/10 (40%)

3/12 (25%)

40

57

55

0.4 (severe)
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Study 1 Participant data (Integrated group)

Participant

Time

Rec

Exp

Recall sentence

(mins)

lang

lang

stanine

7/12 ((58.3%)

15

72

63

2 (severe)

7/10 (70%)

7/12 (58.3%)

15

92

72

1 (severe)

6/10 (60%)

9/10 (90%)

8/12 66.7%)

10

72

92

11 (average)

15/21(71.4%)

6/10 (60%)

10/10 (100%)

7/12 (58.3%)

5

69

57

3 (severe)

104

11/21 (52.4%)

7/10 (70%

3/10 (30%)

5/12 (41.7%)

20

50

61

2 (severe)

M

107

13/21 (61.9%)

4/10 (40%)

6/10 (60%)

6/12 (50%)

10

75

78

9 (borderline)

25/3/99

M

112

10/21 (47.6%0

5/10 (50%)

8/10 (80%)

8/12 66.7%)

10

72

58

5 (moderate)

18

25/5/99

M

109

9/21 (42.9%)

6/10 (60%)

6/10 (60%)

6/12 (50%)

15

53

61

1 (severe)

19

4/8/99

M

106

15/21 (71.4%)

10/10 (100%)

9/10 (90%)

10/12 (83.3%)

17

67

86

9 (mild)

(Integrated

DOB

Gender

2

10/11/99

F

3

2/3/99

7

Age In

Pre-test

Verb instruction

Test format

Post-test

103

6/21 (28.6%)

5/10 (50%)

2/10 (20%)

M

111

5/21(23.8%)

7/10 (70%)

15/12/99

M

102

8/21(38.1%)

9

18/10/99

M

104

14

20/12/99

F

15

8/7/99

17

format)

months

187

Appendix 1.2: Study 2 Participant Data
Study 2 Participant data (Conventional group)

Participant
(Convention

DOB

Gender

al format)

Age in
months

Verb
Pre-test

Test format

Post-test

instruction

Time
(mins)

Rec

Exp

Recall sentence

lang

lang

stanine

ME rating

8

16/3/00

M

106

12/21 (51.14%)

4/10 (40%)

2/10 (20%)

7/12 (58.33%)

15 (45)

3

82

70

2 (severe)

10

16/7/99

F

117

6/21 (28.57%)

3/10 (30%)

1/10 (10%)

2/12 (16.67%)

15 (30)

5

69

65

9 (mild)

13

31/5/01

M

95

6/21 (28.57%)

5/10 (50%)

0/10 (0%)

4/12 (33.33%)

15 (35)

3

62

49

0.1 (severe)

14

31/1/99

F

107

5/21 (23.81%)

7/10 (70%)

5/10 (50%)

2/12 (16.67%)

10 (23)

2

76

63

1 (severe)

15

25/9/99

F

113

5/21 (23.81%)

7/10 (70%)

7/10 (70%)

7/12 (58.33%)

15 (30)

3

74

65

2 (severe)

18

3/10/99

M

110

9/21 (42.86%)

8/10 (80%)

7/10 (70%)

4/12 (33.33%)

10 (28)

1

68

57

0.1 (severe)

19

6/1/00

M

106

13/21 (61.90%)

6/10 (60%)

6/10 (60%)

8/12 (66.67%)

14 (29)

3

62

76

1 (severe)

29

7/6/00

M

102

15/21 (71.43%)

6/10 (60%)

1/10 (10%)

7/12 (58.33%)

15 (23)

3

68

75

1 (severe)
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Study 2 Participant data (Integrated group)
Participant

DOB

Gender

(Integrated

Age in

Pre-test

months

Verb

Test format

Post-test

instruction

Time in mins

ME rating

Test (Total)

Rec

Exp lang

lang

Recall
sentences

format)

stanine

9

4/9/99

M

111

7/21 (33.33%)

5/10 (50%)

5/10 (50%)

2/12 (16.67%)

15 (35)

2

75

74

1 (severe)

11

31/1/99

M

107

9/21 (42.8%)

8/10 (80%)

5/10 (50%)

8/12 (66.7%)

15 (31)

3

68

Within normal

1 (severe)

limits
12

15/10/98

M

123

10/21 (47.62%)

4/10 (40%)

4/10 (40%)

1/12 (4.76%)

15 (29)

5

55

50

0.4 (severe)

16

7/8/99

M

112

9/21 (42.86%)

6/10 (60%)

9/10 (90%)

8/12 (66.67%)

14 (30)

2

72

55

5 (moderate)

17

30/3/00

M

104

7/21 (33.33%)

3/10 (30%)

3/10 (30%)

4/12 (33.33%)

15 (32)

2

79

55

2 (severe)

21

9/4/00

M

104

10/21 (47.62%)

7/10 (70%)

8/10 (80%)

10/12 (47.62%)

10 (30)

3

70

61

0.4 (severe)

23

10/1/99

M

119

16/21 (76.19%)

9/10 (90%)

5/10 (50%)

9/12 (75%)

14 (33)

3

74

68

5 (moderate)

26

27/7/99

M

115

6/21 (28.57%)

8/10 (80%)

9/10 (90%)

8/12 (66.67%)

11 (28)

4

51

68

3 (severe)
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Appendix 1.3: Study 3 Participant Data
Study 3 Participant data (Conventional group)
Participant

Time in mins

Rec

Exp

Recall sentences

ME

Test (Total)

lang

lang

stanine

Rating

4/12 (33.33%)

8 (35)

72

59

1 (severe)

2

0/10 (0%)

4/12 (33.33%)

8 (30)

75

72

16 (borderline)

3

1/10 (10%)

0/10 (0%)

1/12 (8.33%)

8 (25)

66

63

0.4 (severe)

3

13/21 (61.9%)

2/10 (20%)

0/10 (0%)

0/12 (0%)

8 (22)

49

55

0.1 (severe)

5

100

5/21 (23.8%)

2/10 (20%)

2/10 (20%)

7/12 (58.33%)

8 (25)

75

68

5 (moderate)

1

M

100

5/21 (23.8%)

4/10 (40%)

0/10 (0%)

2/12 (16.67%)

8 (28)

80

70

0.4 (severe)

5

2/4/00

F

113

8/21 (38.10)

2/10 (20%)

3/10 (30%)

9/12 (75%)

8 (35)

81

61

2 (severe)

1

16

9/11/00

M

108

13/21 (61.90%)

8/10 (80%)

4/10 (40%)

4/12 (33.33%)

8 (23)

60

65

2 (severe)

3

17

12/10/00

M

110

17/21 (80.95%)

9/10 (90%)

0/10 (0%)

7/12 (58.33%)

8 (25)

68

74

5 (moderate)

2

20

7/8/00

M

112

8/21 (38.10%)

4/10 (40%)

2/10 (20%)

3/12 (25%)

8 (20)

73

68

3 (severe)

5

(Conventional

Age in

DOB

Gender

2

1/11/00

M

105

4/21 (19.05%)

3

6/3/01

F

102

4

18/4/01

M

5

10/10/00

6

Verb

Test format

Post-test

9/10 (90%)

3/10 (30%)

4/21 (19%)

3/10 (30%)

101

11/21 (52.4%)

M

106

2/5/01

M

8

23/5/01

10

format)

months

Pre-test

instruction
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Study 3 Participant data (Integrated group)
Age

Participant
(Integrated

DOB

Gender

format)

in

Pre-test

months

Verb
instruction

Test format

Post-test

Time in mins

Rec

Exp

Test (Total)

lang

lang

Recall
sentences
stanine

ME
Rating

1

16/4/00

M

112

6/21 (28.57%)

5/10 (50%)

6/10 (60%)

1/12 (8.33%)

8 (35)

68

65

1 (severe)

2

7

2/8/00

M

109

10/21 (47.62%)

8/10 (80%)

4/10 (40%)

10/12(83.33%)

8 (30)

68

73

9 (mild)

4

9

1/4/00

F

114

10/21 (47.62%)

1/10(10%)

0/10 (0%)

5/12(41.67%)

8 (24)

60

55

No score

2

11

21/11/00

F

107

10/21 (47.62%)

8/10 (80%)

9/10 (90%)

10/12 (83.33%)

5 (8)

75

59

0.4 (severe)

2

12

10/11/00

M

108

5/21 (23.81%)

1/10 (10%)

0/10 (0%)

8/12 (66.67%)

8 (25)

49

70

2 (severe)

3

13

18/8/00

F

110

10/21 (47.62%)

9/10 (90%)

5/10 (50%)

7/12 (58.33%)

8 (30)

47

63

1 (severe)

3

14

5/9/00

M

109

5/ 21 (23.81%)

8/10 (80%)

1/10 (10%)

6/12 (50%)

8 (30)

60

65

1 (severe)

4

15

7/1/01

M

94

9/21(42.86%)

6/10 (60%)

3/10 (30%)

4/12 (33.33%)

8 (64)

62

84

50 (average)

3

18

19/8/00

F

111

4/21 (19.05%)

7/10 (70%)

5/10 (50%)

8/12 (66.67%)

8 (25)

80

65

0.1 (severe)

2

19

9/9/00

M

110

4/21 (19.05%)

6/10 (60%)

10/10 (100%)

11/12 (91.67%)

7 (19)

73

70

No score

2
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Appendix 2.1 First phase (Pre-test)
1st Task (adapted from Barwick & Barwick, 2002, p. 30-31)
Choose the tense (past, present or future) of each sentence.
I am growing tomatoes and lettuce.




past
present
future

I will wear a hat to school on Thursday.




past
present
future

Dad planted a new garden.




past
present
future

Mum phones her friend Sue every day.




past
present
future

Tomorrow we will watch a video.




past
present
future

My dog scratches every day.




past
present
future
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Our teacher planted trees in our playground.




past
present
future

The dog chased the car.




past
present
future

Luke will eat an ice cream after school.




past
present
future
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2nd Task
Choose the correct verbs in the present tense (adapted from Barwick & Barwick, 2002, p. 30).
I buy

She buys

You buy

I

You




climbed
climb
will climb

I am climbing





She climbs

He is climbing

climbed
climb
will climb

We are climbing

I

They




baked
am baking
bake





She is baking

I

are baking
bake
baked

They




went
go
will go





It goes

She
I grow

I

will go
goes
go

You




will grow
grew
grows









planted
will plant
plants

We plant

grow
will grow
grew

He




plant
will plant
planted
It

I walk

They








walk
walked
walks
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walked
walk
walks

Appendix 2.2 Second phase (Verb instruction)
Verbs (Barwick & Barwick, 2002, p. 26)
Every sentence has at least one verb. Without a verb, the message of the sentence doesn't make sense.
Verbs tell about the action of the sentence.
Examples:
Sally netball.
The message doesn't make sense. It needs a verb.
Sally plays netball.
Now the message makes sense.

VERB TENSES
Verbs change according to whether an action is happening now (present tense), what happened in the
past (past tense) or what will happen (future tense). We can also have helping verbs with a main verb
to show when an action is happening.
Examples:
Pete is watching a video.
Pete watches a video.
The action is happening now. (Present tense)
Pete was watching a video.
Pete watched a video.
The action happened in the past. (Past tense)
Pete will watch a video.
The action will happen in the future. (Future tense)
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Fill in the gaps using different helping verbs to show the time. The first one is done for you (adapted from

Barwick & Barwick, 2002, p. 28).
Present
They plant

Past
They planted
They

They are planting





planting
will be
were
are

I




I raced

raced
race
racing

I
I am racing

racing




will be
am
was

We




We cooked

cooked
cooks
cook

We

cooking




will be
were
are

We were cooking

She
She plays





played
play
plays

She
She is playing

playing
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will be
is
was

He

He








kicks
kicked
kick

He

kicks
kicked
kick

kicking




will be
is
was

He was kicking
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Appendix 2.3 Third phase – Conventional, split-source format

Information Report: Daddy-Long-Legs Spiders (Morcom 2001, p.20)
Click the speaker to hear the text read to you.
Daddy-long-legs spiders are regular visitors to houses in Australia. They have very long legs and small
bodies. Daddy-long-legs spiders are probably the most common spider in Australia. They build
tangled webs, which are lightly woven.
Food
A daddy-long-legs spider waits in its web until an insect, such as a moth or a fly, comes near. The
spider rushes out and throws some strands of silk over its prey. Then, it holds the victim and kills it
with a quick bite, injecting its poisonous venom. The spider may eat the insect immediately or store it
to eat later. Daddy-long-legs spiders also eat insects that get caught in their tangled webs.
Habitat
Daddy-long-legs spiders are most often seen in houses. They usually live in the corner of the ceiling
and the wall. Sometimes, they are found under furniture or behind picture frames. The web is
important as a resting place for the spider, as well as an insect trap.
Caring for young
Female daddy-long-legs spiders lay about twenty eggs that stick together. The spider ties silk thread
around the eggs, and then carries them in her jaws. When the spiderlings hatch, they stay with their
mother before they leave to find their own place to build a web.
Daddy-long-legs spiders and people
Daddy-long-legs spiders may have the most poisonous venom of all Australian spiders. However, their
fangs are so small that they cannot pierce human skin. Also, the spiders can store only a small amount
of venom. This means that daddy-long-legs spiders are harmless to humans.
Finish the sentences below by clicking on the correct verb in the present tense from the Daddy-LongLegs Information Report.



Daddy-long-legs spiders



They

tangled webs.

insects that get caught in their webs.
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Daddy-long-legs spiders



The female spiders



The spider



When the spiderlings
enough to



in the ceilings and walls of houses.
about twenty eggs.
silk thread around the eggs and
, they

them in her jaws.

with their mother until they are big

home.

The fangs of daddy-long-legs spiders are so small they cannot
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the skin.

Appendix 2.4 Third phase – Integrated format
Finish the sentences below by clicking on the correct verb in the present tense from the Daddy-LongLegs Information Report.

Information Report: Daddy-Long-Legs Spiders

(adapted from Morcom 2001, p.

20, 23)

Daddy-long-legs spiders are regular visitors to houses in Australia. They have very long legs and small
bodies. Daddy-long-legs spiders are probably the most common spider in Australia. They build
tangled webs, which are lightly woven.



Daddy-long-legs spiders

tangled webs.

Food
A daddy-long-legs spider waits in its web until an insect, such as a moth or a fly, comes near. The
spider rushes out and throws some strands of silk over its prey. Then, it holds the victim and kills it
with a quick bite, injecting its poisonous venom. The spider may eat the insect immediately or store it
to eat later. Daddy-long-legs spiders also eat insects that get caught in their tangled webs.



They

insects that get caught in their webs.

Habitat
Daddy-long-legs spiders are most often seen in houses. They usually live in the corner of the ceiling
and the wall. Sometimes, they are found under furniture or behind picture frames. The web is
important as a resting place for the spider, as well as an insect trap.



Daddy-long-legs spiders

in the ceilings and walls of houses.

Caring for young
Female daddy-long-legs spiders lay about twenty eggs that stick together. The spider ties silk thread
around the eggs, and then carries them in her jaws. When the spiderlings hatch, they stay with their
mother before they leave to find their own place to build a web.
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The female spiders



The spider



When the spiderlings
enough to

about twenty eggs.
silk thread around the eggs and
, they

them in her jaws.

with their mother until they are big

home.

Daddy-long-legs spiders and people
Daddy-long-legs spiders may have the most poisonous venom of all Australian spiders. However, their
fangs are so small that they cannot pierce human skin. Also, the spiders can store only a small amount
of venom. This means that daddy-long-legs spiders are harmless to humans.



The fangs of daddy-long-legs spiders are so small they cannot
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the skin.

Appendix 2.5 Fourth phase (Post-test)
Choose present tense verbs to complete these sentences (adapted from Morcom, 2001. p.23) .














R. A daddy-long-legs spider
o

live

o

lived

o

lives

o

will live

T. A caterpillar
o

wait

o

will wait

o

waits

o

waited

R. Spiderlings
o

lived

o

will live

o

live

o

lives

T. The blue-ringed octopus
o

lived

o

will live

o

live

o

lives

T. Butterfly eggs
o

will hatch

o

hatch

o

hatches

o

hatched

R. The female spider
o

laid

o

will lay

o

lay

o

lays

R. A daddy-long-legs spider

in ceilings and walls of houses in Australia.

in its cocoon until it changes into a butterfly.

with their mother after they hatch.

in rock pools near the sea.

and little caterpillars come out.

about twenty eggs.

in its web until an insect comes near.
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o

wait

o

will wait

o

waits

o

waited

R. Spiderlings stay with their mother until they are big enough to
o

will leave

o

leaves

o

leave

o

left

T. Caterpillars do not
o

stay

o

stays

o

stayed

o

will stay

T. A butterfly
o

laid

o

will lay

o

lay

o

lays

with their mothers after they hatch.

eggs on a leaf.

T. Snails

a silvery trail on the ground.

o

will leave

o

leaves

o

leave

o

left

R. When spiderlings
o

will hatch

o

hatch

o

hatches

o

hatched

R. Recall item

they stay with their mother.

T. Transfer item
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APPENDIX 3: STUDY INSTRUCTIONS
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Appendix 3.1: Integrated format
Pre-test page
Page 1: We're going to look at some sentences to see what you know about verbs.
Page 2: Let's have a look at some verbs in the present tense.
Verb instruction page
Page 1: Read about sentences. Page 2: Read about different verbs.
Page 3:
1. This is present tense (point to present tense column). Which one is the past tense?
2. This is past tense (point to past tense column). Which one is present tense?
Integrated format page
Do you know anything about Daddy-long-legs spiders? Let find out some more about them.
1. Read this part of the report (or click on speaker icon to have it read to you).
2. Read the sentence (or click on speaker icon to have it read to you).
3. Find the present tense verb from the report you have just read that best fits the sentence. You
can read the text again.
4. Read the sentence again (or researcher read the sentence to student).
5. Does it make sense? If not, you can change it.
Repeat above instructions for each page of the Integrated report.
Post-test page
1. Read what you have to do (or click on speaker icon to have it read to you). Choose the correct
verb in the present tense.
2. Read the sentence again (or researcher read the sentence to the student).
3. Does it make sense? If not, you can change it.
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Appendix 3.2: Conventional, split-source format
Pre-test page
Page1: We're going to look at some sentences to see what you know about verbs.
Page2: Let's have a look at some verbs in the present tense.
Verb instruction page
Page 1: Read about sentences. Page 2: Read about different verbs.
Page 3:
1. This is present tense (point to present tense column). Which one is the past tense?
2. This is past tense (point to past tense column). Which one is present tense?
Traditional format page
Do you know anything about Daddy-long-legs spiders? Let find out some more about them.
1. Read each section of the report (or click on speaker icon to have it read to you). Researcher
read titles of each section: 'Let's hear about.....'
2. Read the sentences at the end of the report (or click on speaker icon to have it read to you).
3. Find the present tense verbs from the report you have just read that best fits each sentence.
You can listen to the report again if you wish.
4. Read the sentence again (or researcher read the sentence to student).
5. Does it make sense? If not, you can change it.
Post-test page
1. Read what you have to do (or click on speaker icon to have it read to you).
2. Read the sentence again (or researcher read the sentence to the student).
3. Does it make sense? If not, you can change it.
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APPENDIX 4: MENTAL EFFORT SCALE
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Appendix 4: Mental Effort Scale

(adapted from Mental Effort Scale in Paas & van

Merrienboer, 1994: Paas, van Merrienboer, & Adam, 1994)
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APPENDIX 5: CORRECT RESPONSES FOR STUDIES 1, 2 & 3
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Appendix 5: Correct responses for Study Materials
1. A Pre-test
Page 1
1. present
2. future
3. past
4. present
5. future
6. present
7. past
8. past
9. future

1. B Pre-test
Page 2
1. climb
2. climb
3. am baking
4. are baking
5. go
6. go
7. grows
8. grow
9. plant
10. plants
11. walks
12. walk
Phase 1 Max 21

2. Verbs

3. Test

1. were planting
2. race
3. was racing
4. cook
5. are cooking
6. played
7. was
8. kicks
9. kicked
10. is kicking
Phase 2 Max 10

1. build
2. eat
3. live
4. lay
5. ties
6. carries
7. hatch
8. stay
9. leave
10. pierce
Phase 3 Max 10

4. Post-test

1. live
2. waits
3. live
4. live
5. hatch
6. lays
7. waits
8. leave
9. stay
10. lays
11. leave
12. hatch
Phase 4 Max 12
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APPENDIX 6: PARENT QUESTIONNAIRE
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Appendix 6: Parent Questionnaire

Questionnaire
This information from this questionnaire will help us interpret the results of the study. The
information and results from the study will be reported in group format, and information about
individuals will be kept confidential. It would be appreciated if you could complete this
questionnaire and return it to school with the consent form.

1. Are you the child’s Mother / Father / Guardian?

Please circle

2. What is the highest level of education you have completed?
Primary school / Year 10 / Year 12 / TAFE / University

Please circle

3. Do you have a job?
Yes / No
Please circle
If yes, what is your job? ___________________________________________
4. Please list all the languages your child experiences at home (e.g. English, Hindi, Cantonese).
_______________________________________________________________
4. Was your child born in Australia or another English speaking country? ___________
If not, at what age did they move to Australia? _________________________
5. From what ages did your child learn these languages? (e.g. all from birth or English from 5
years of age)
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APPENDIX 7: QUESTIONNAIRE RESPONSES
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Appendix 7: Study 3 Parent questionnaire answers
Participant

Parent

1

Mother

2

Education

Child’s place of
birth

Employment

Languages spoken at
home

Age languages
learnt

Year 10

No

English

Australia

From Birth

Mother

University

No

Cantonese/English

Australia

Cantonese before 5
years/ English only
after 5 years (started
school)

3

Mother

Year 10

Yes – Kitchen
hand

English/Fijian

Fiji – moved to
Australia at 6
months of age

From 1year

4

Father

Year 10

Yes –
occupation not
specified

Fijian

Australia

English from 5 years

5

Mother

Year 10

No

Arabic/English

Australia

Arabic from birth
English from 5 years

6

Mother

Year 12

No

English/Arabic

Not born in
English-speaking
country

Both from birth but
Arabic more than
English

7

Mother

Year12/TAFE

Yes –
Business
Admin

English/Arabic

Australia

Both from birth

Father

Year 12

Yes – Baker

Vietnamese

Australia

Vietnamese
birth

8
9
10
11

from

English from 5 years
12

Mother

TAFE

Yes – Kitchen
hand

English/Arabic

Australia

Both from birth

13

Father

University

No

English/Dinka

Sudan

Dinka from birth
English from 3 years

14

Mother

Primary

Yes – Canteen
assistant

English

Australia

From birth

15

Mother

TAFE

No

English/Italian

Australia

Both from birth

16

Mother

TAFE

No

English/ Sri

Australia

Only speaks English
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Participant

Parent

Education

Employment

Languages spoken at
home

Child’s place of
birth

Lankan/Samoan
17

Mother

Year 12

No

English/Samoan

Age languages
learnt
(from birth)

Samoa

Samoan from birth
English from 4 years

18

Mother

Year 10

Yes –
machinist

English

Not specified

From birth

19

Mother

University

Yes – LOTE
teacher

English/some Italian

Australia

All from birth

20

Mother

Year 12

No

English/Italian

Australia

All from birth

No response received
Study 3 Parent questionnaire results (17 returned)
1. Parent information
a. Parent completing questionnaire
14 (82.35%)
3 (17.65%)

Mother
Father

b. Education
Primary only
Year 10 only
Year 12 only
TAFE
University

1 (5.88%)
5 (29.41%)
4 (23.53%)
4 (23.53%)
3 (17.65%)

c. Parent employment
Not employed
Employed

9 (52.94%)
8 (47.06%)
Unspecified
Not trained (kitchen hand, canteen assistant)
Office work
Trade (machinist, baker)
Profession (teacher)
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1
3
1
2
1

2. Participant information
a. Place of birth
12 (70.59%)
4 (23.53%)
1 (5.88%)

Australia
Not Australia
Unspecified

b. Languages spoken at home
3 (17.65%)
11 (64.71%)

English only
English and 1 other
language
English and 2 other
languages
No English

1 (5.88%)
2 (11.76%)

c. Age when language(s) learnt

English

English and 1
other
language
Language
other than
English

From birth

From 1 year

From 3 years

From 4 years

From 5 years
(school entry)

4

1

1

1

4

From birth

From 1 year

From 3 years

From 4 years

From 5 years
(school entry)

6

1

0

0

0

From birth

From 1 year

From 3 years

From 4 years

From 5 years
(school entry)

5

0

0

0

0
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