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Abstract
This thesis is about arbitrary functions between groups. We look at two
way to measure how close an arbitrary function is to being a homomorphism.
We rst look at an action of the group on functions in which homomorphisms
are invariant. We also look at distributors, structures which are similar to
commutators and which are trivial for a homomorphism. This leads to a rich
and interesting theory and gives us a new way to look at homomorphisms
and new tools to try to build homomorphisms from arbitrary functions. We
demonstrate the applicability of these tools by constructing several alternate
proofs of the Schur-Zassenhaus theorem.
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Chapter 1
Introduction
Denition 1.1 (Homomorphism)
If there are two nite groups G and H, then a group homomorphism is a
function f : G! H such that
f(xy) = f(x)f(y);8 x and y 2 G:
From this denition, we can deduce that 8 x 2 G,
f(1) = 1
and f(x 1) = f(x) 1:
For an arbitrary function between groups, it is not necessary that all group
structure must be preserved, and the function is a homomorphism if it is (from
the denition). In group theory, many theorems can be proved by showing the
existence of (at least one) homomorphism from a set of functions with a certain
type, but sometimes it is really hard to nd or build one. Because most of time,
a function between groups may preserve group structure for a subgroup of it,
but not for the whole group. (Also it might not preserve any group structure
at all in some cases.) So we need to nd the link from an arbitrary function
to a related homomorphism. That is the reason why we dene \f -distributor"
and \conjugation of functions" in this particular paper.
Let G and H be nite groups, and f : G! H is a function from G to H.
2Then the f -distributor of x and y is dened as
[x; y]f := f(y)
 1f(x) 1f(xy); 8 x and y 2 G: (from denition 2.1 on page 3)
And the conjugate of the function f under x (2 G) is dene as
fx(y) := f(x) 1f(xy);8 y 2 G: (from denition 3.1 on page 17)
Such like commutators and normal conjugations of a group, which can
describe how close a group is to be commutative, these distributors and conju-
gation of any function show how \close" the function is to be a homomorphism.
Then a homomorphism can be redened by using them.
A function f : G! H is a group homomorphism
, [x; y]f = 1; 8 x and y 2 G (Theorem 2.1 on page 4)
, fa = f , 8 a 2 G. (Theorem 3.2 on page 18)
There are three dierent kinds of methods to prove the existence of homo-
morphism by using our new notation:
(1). Since the conjugation of a function between groups is an action if
and only if the function preserve identity, then look at the set of all identity
preserving functions between certain groups. If we can show there must be a
function (which is not the trivial homomorphism) with orbit-size 1 under this
action, then that is the homomorphism which we want. (e.g. Cauchy Theorem
and Schur-Zassenhaus Theorem for G=H solvable)
(2). Look at all orbits under the action, and see how they partition the
function set. Then try to \average" all orbits to establish a homomorphism.
(e.g. to prove that the transfer map is a homomorphism)
(3). We can also build a new function with \average" all these distributors
from the original function. When the image of the function is abelian, we can
prove that the new function is a homomorphism by using distributor identities.
(e.g. Schur-Zassenhaus Theorem for H abelian)
Chapter 2
Distributors
2.1 Denition of Distributors
If G and H are nite groups, and f : G ! H is a function from G to H,
then generally f(xy) = f(x)f(y) is not always true for all x and y in G, unless
this function is a homomorphism. Then a tool to measure the extent of which
the function f fails to be a homomorphism is required. In other words, we
want to measure whether a function f is nearly a homomorphism or far away.
We can get the idea from the way that commutators describe how near a
group is to abelian.
Denition 2.1 Let G and H be nite groups, and f : G ! H is a function
from G to H. Then the f -distributor of x and y is dened as
[x; y]f := f(y)
 1f(x) 1f(xy); 8 x and y 2 G:
Similarly as the denition of commutator subgroup, we can dene the f -
distributor of a group.
Denition 2.2 Let G and H be nite groups, and f : G ! H is a function
from G to H. Then the f -distributor of group G is dened as
[G;G]f :=
D
[x; y]f : 8 x and y 2 G
E
:
4Let X and Y be two subgroups of group G (X;Y 6 G). then the f -distributor
of X and Y is dened as
[X;Y ]f :=
D
[x; y]f : 8 x 2 X and 8 y 2 Y
E
:
Since we want the f -distributor to describe how close the function f is
to being a homomorphism, then the condition of f -distributor for function f
being a homomorphism need to be considered.
Theorem 2.1 A function f : G! H is a group homomorphism
i [x; y]f = 1 for all x and y in group G.
Proof. [x; y]f = 1;8 x and y 2 G
, f(y) 1f(x) 1f(xy) = 1;8 x and y 2 G
(by the denition of f -distributor)
, f(xy) = f(x)f(y);8 x and y 2 G
(left product f(x)f(y) on both sides)
, f is a homomorphism in group G.
(by the denition of homomorphism)
2
By the denition of distributors, we know that distributors have similar
form as commutators. So there should be some links between them. We will
show that by considering the following examples.
Example 2.2 Consider the function ( 1) : G! G dened by
( 1) : x 7! x 1;8 x 2 G. Then 8 x and y 2 G, the ( 1)-distributor is
[x; y] 1 =

y 1
 1
x 1
 1
(xy) 1 (by the denition of f -distributor)
= yxy 1x 1
= [y 1; x 1] (by the denition of commutator)
= [x 1; y 1] 1. ( [a; b] 1 = [b; a];8 a and b 2 G)
In other word, the ( 1)-distributor of two elements is the inverse of their
inverses' commutator.
5Then because the group G is closed under inverse,
[G;G] 1 =
D
[x; y] 1 : 8 x and y 2 G
E
=
D
[x 1; y 1] 1 : 8 x and y 2 G
E
=
D
[x; y] : 8 x and y 2 G
E
= G0:
Then the ( 1)-distributor of a group is the same as its derived group. This
result is not surprising, because we have that ( 1) is a group homomorphism if
and only if the group is commutative from undergraduate studying of group
theory. So we can get the following result:
( 1)(x) = x 1 (8 x 2 G)
is a homomorphism , Group G is abelian
m m
[G;G] 1 = 1 () [G;G] = 1
Figure 1
Here is another example about distributors linking to commutators.
Example 2.3 Consider the function (2) : G! G dened by
(2) : x 7! x2; 8 x 2 G. Then 8 x and y 2 G, the (2)-distributor is
[x; y]2 =

y2
 1
x2
 1
(xy)2 (by the denition of f -distributor)
= (yy) 1(xx) 1(xyxy)
= y 1y 1x 1(x 1x)yxy
= y 1(y 1x 1)y(xy)
= y 1(xy) 1y(xy)
= [y; xy]. (by the denition of commutator)
6Because the group G must be closed under product,
[G;G]2 =
D
[y; xy] : 8 x and y 2 G
E
 G0:
We can also show that G0  [G;G]2. From
8 a and b 2 G; [a; b] = [a; (ba 1)a] 2 [G;G]2
Then [G;G]2 = G
0. So the (2)-distributor of a group is also the same
as its derived group. This is not surprising neither, because (2) is a group
homomorphism if and only if the group is commutative. Then similarly as
last example:
(2)(x) = x2 (8 x 2 G)
is a homomorphism , Group G is abelian
m m
[G;G]2 = 1 () [G;G] = 1
Figure 2
Last two examples show that the condition for function ( 1) and (2) being
homomorphisms still holds by using distributor to argue it:
( 1) and (2) are homomorphisms
, ( 1)-distributor and (2)-distributor are 1
, derived group G0 is trivial
, group G is abelian:
72.2 Some Properties of Distributors
In this section, we will discuss some properties about distributors which
may be needed later.
Proposition 2.4 If f is a function from group G to group H, then
f(xy) = f(x)f(y)[x; y]f ;8 x and y 2 G:
Proof. [x; y]f = f(y)
 1f(x) 1f(xy); 8 x and y 2 G
(by the denition of distributor)
) f(x) 1f(xy) = f(y)[x; y]f ;8 x and y 2 G
(by left product f(y) on both sides)
) f(xy) = f(x)f(y)[x; y]f ;8 x and y 2 G.
(by left product f(x) on both sides)
2
This shows that any function f should map a product of two elements
to the product of their image right product their f -distributor. So that the
distributor is the link between the image of product and the product of images
for a non-homomorphism function.
We already know that distributors are like commutators. Since commuta-
tor identities play a key role in the theory of commutators, there should be
something like that for distributors. We call these \distributor identities".
Theorem 2.5 If f is a function from group G to group H, then
[x; y]
f(z)
f = [y; z]f [x; yz]f [xy; z]
 1
f ; 8 x & y & z 2 G:
Proof. we will prove it by using last proposition.
f(xyz) = f(xy)f(z)[xy; z]f = f(x)f(yz)[x; yz]f ;8 x & y & z 2 G
two dierent way to expand f(xyz)

) f(x)f(y)[x; y]ff(z)[xy; z]f = f(x)f(y)f(z)[y; z]f [x; yz]f ;
8 x & y & z 2 G
8
expand f(xy) and f(yz)

) f(z) 1[x; y]ff(z)[xy; z]f = [y; z]f [x; yz]f ; 8 x & y & z 2 G
(by left product

f(x)f(y)f(z)
 1
on both sides)
) [x; y]f(z)f = [y; z]f [x; yz]f [xy; z] 1f ;8 x & y & z 2 G.
(by right product [xy; z] 1 on both sides)
2
There are other properties about distributor which need to be discussed
following.
Proposition 2.6 If f is a function from group G to H, then
(a). [x; 1]f = f(1)
 1; 8 x 2 G;
(b). [1; x]f =

f(1) 1
f(x)
; 8 x 2 G;
(c). f

x 1

= f(1)
h
x 1; x
i 1
f
f(x) 1; 8 x 2 G;
(d). f

x 1

= f(x) 1f(1)
h
x; x 1
i 1
f
; 8 x 2 G;
(e).
h
x 1; x
i
f
= f(x) 1
h
x; x 1
i
f
f(x)f(1); 8 x 2 G:
Proof. (a):[x; 1]f = f(1)
 1f(x) 1f(x1); 8 x 2 G
(from the denition of distributor)
) [x; 1]f = f(1) 1f(x) 1f(x); 8 x 2 G
) [x; 1]f = f(1) 1;8 x 2 G.
(b). [1; x]f = f(x)
 1f(1) 1f(1x);8 x 2 G
(from the denition of distributor)
) [1; x]f = f(x) 1f(1) 1f(x); 8 x 2 G
) [1; x]f =

f(1) 1
f(x)
;8 x 2 G.
(c).
h
x 1; x
i
f
= f(x) 1f

x 1
 1
f(1); 8 x 2 G
(from the denition of distributor)
) f

x 1
 1
= f(x)
h
x 1; x
i
f
f(1) 1; 8 x 2 G
(left product f(x) and right product f(1) 1 on both sides)
9) f

x 1

= f(1)
h
x 1; x
i 1
f
f(x) 1;8 x 2 G.
(take the inverses on both sides)
(d).
h
x; x 1
i
f
= f

x 1
 1
f(x) 1f(1); 8 x 2 G
(from the denition of distributor)
) f

x 1
 1
=
h
x; x 1
i
f
f(1) 1f(x); 8 x 2 G
(right product f(1) 1f(x) on both sides)
) f

x 1

= f(x) 1f(1)
h
x; x 1
i 1
f
;8 x 2 G.
(take the inverses on both sides)
(e).f

x 1

= f(1)
h
x 1; x
i 1
f
f(x) 1 = f(x) 1f(1)
h
x; x 1
i 1
f
;
8 x 2 G
from (c) and (d)

)
h
x 1; x
i 1
f
= f(1) 1f(x) 1f(1)
h
x; x 1
i 1
f
f(x); 8 x 2 G
(left product f(1) 1 and right product f(x) on both sides)
)
h
x 1; x
i
f
= f(x) 1
h
x; x 1
i
f
f(1) 1f(x)f(1);8 x 2 G
(take the inverses on both sides)
)
h
x 1; x
i
f
= f(x) 1
h
x; x 1
i
f
f(x)f(1);8 x 2 G.
2
Not like commutator, we cannot nd the relation between these two dis-
tributors if we swap the two elements in them. But from last proposition (e),
we see the connection between them if these two elements are inverses to each
other.
Then we will use the distributor identities to prove that the distributor of
a group is normal in the generated group of the image.
Theorem 2.7 If f : G! H is any function for groups, then
[G;G]f 
D
f(G)
E
6 H:
10
Proof. From Theorem 2.5 on page 7 about distributor identities, it is clear
that the distributor of a group is closed under conjugation by elements of the
image of f . Then it is normal in
D
f(G)
E
, because 8 x; y; a; b 2 G,
(From Proposition 2.4 on page 7, we have f(a)f(b) = f(ab)[a; b] 1f )
[x; y]
f(a)f(b)
f = [x; y]
f(ab)[a;b] 1f
f
=

[x; y]
f(ab)
f
[a;b] 1f
= [a; b]f [y; ab]f [x; yab]f [xy; ab]
 1
f [a; b]
 1
f
2 [G;G]f ;
and

From Proposition 2.6 (a) and (d) on page 8, we have
f(a) 1 = f(a 1)[a; a 1]f [a; 1]f

[x; y]
f(a) 1
f = [x; y]
f(a 1)[a;a 1]f [a;1]f
f
=

[x; y]
f(a 1)
f
[a;a 1]f [a;1]f
= [a; 1] 1f [a; a
 1] 1f [y; a
 1]f [x; ya 1]f [xy; a 1] 1f [a; a
 1]f [a; 1]f
2 [G;G]f .
2
Now we will get the distributors of a composition function.
Theorem 2.8 If g : G! H and f : H ! K are two arbitrary functions, and
G & H & K are groups. Let the composition of f and g be dened as
f  g(x) := f

g(x)

;8 x 2 G:
Then [x; y]fg =
h
g(x); g(y)
i
f
f

[x; y]g
h
g(x)g(y); [x; y]g
i
f
;
8 x and y 2 group G:
In particular, [x; y]fg = f

[x; y]g

when f is a homomorphism,
and [x; y]fg =
h
g(x); g(y)
i
f
when g is a homomorphism.
Proof. 8 x and y 2 G; f  g(xy) = (f  g)(xy) = f

g(xy)

)

f  g(x)

f  g)(y)

[x; y]fg
= f

g(x)g(y)[x; y]g
 
two dierent way to expand f  g(xy)
11
by using Proposition 2.4 from page 7

= f

g(x)g(y)

f

[x; y]g
h
g(x)g(y); [x; y]g
i
f
= f

g(x)

f

g(y)
h
g(x); g(y)
i
f
f

[x; y]g
h
g(x)g(y); [x; y]g
i
f
=

f  g(x)

f  g(y)
h
g(x); g(y)
i
f
f

[x; y]g
h
g(x)g(y); [x; y]g
i
f
) [x; y]fg =
h
g(x); g(y)
i
f
f

[x; y]g
h
g(x)g(y); [x; y]g
i
f
.
(left product

f  g(x) f  g(y)
 1
on both sides)
When f is a homomorphism, [a; b]f = 1; 8 a and b 2 H. So
[x; y]fg =
h
g(x); g(y)
i
f
f

[x; y]g
h
g(x)g(y); [x; y]g
i
f
= 1 f

[x; y]g

1
= f

[x; y]g

.
When g is a homomorphism, [a; b]g = 1; 8 a and b 2 G. So
[x; y]fg =
h
g(x); g(y)
i
f
f

[x; y]g
h
g(x)g(y); [x; y]g
i
f
=
h
g(x); g(y)
i
f
f(1)
h
g(x)g(y); 1
i
f
=
h
g(x); g(y)
i
f

f(1)(f(1) 1

(from Proposition 2.6 (a) on page 8)
=
h
g(x); g(y)
i
f
.
2
Proposition 2.9 Assume that G and H are nite groups. If there is a func-
tion f : G ! H, then [G;G]f is the unique minimal normal subgroup ofD
f(G)
E
, for which composition of f with the natural map onto the quotient
group
D
f(G)
E.
[G;G]f is a group homomorphism.
Proof. Let  be the projection from
D
f(G)
E
onto the the quotient groupD
f(G)
E.
[G;G]f . From last theorem and the fact that  is a natural homo-
morphism, we have
8 x and y 2 G; [x; y]f = ([x; y]f ) = 1 ( because [x; y]f 2 [G;G]f = 1):
12
So that   f is a homomorphism, from Theorem 2.1 on page 4.
Now we only need to show that [G;G]f is minimal with this property.
Assume that N 
D
f(G)
E
and that the composition of f with the natural
homomorphism 1 : H ! H=N is a homomorphism. Again from last theorem,
8 x and y 2 G; 1([x; y]f ) = [x; y]1f = 1:
So that [x; y]f 2 N . Then [G;G]f 6 N . Hence [G;G]f is the minimal subgroup
with this property. 2
Furthermore, if there is a function  from
D
f(G)
E
to a group K with   f
being a homomorphism from G to K, then there exists a homomorphism 
from
D
f(G)
E.
[G;G]f to K with  =    ( is the natural homomorphism
claimed in last proposition).
Here is the distributors of a product function.
Theorem 2.10 If f1 and f2 are two arbitrary functions from group G to group
H, then function
f1  f2(x) := f1(x)f2(x);8 x 2 G
is a product of these two functions, and f1  f2 : G! H satises
[x; y]f1f2 =
h
f2(x)
 1; f1(y)
i
[x; y]f1
f2(x)f2(y)
[x; y]f2 ; 8 x and y 2 G:
It follows that
[x; y]f1f2 =
h
f2(x)
 1; f1(y)
i
[x; y]f1
f2(xy)
; if f2 is a group homomorphism;
[x; y]f1f2 =
h
f1(y); f2(x)
if2(y)
[x; y]f2 ; if f1 is a group homomorphism.
Proof. 8 x and y 2 G;
[x; y]f1f2 =

f1  f2(y)
 1
f1  f2(x)
 1
f1  f2(xy)

(from the denition of distributor)
=

f1(y)f2(y)
 1
f1(x)f2(x)
 1
f1(xy)f2(xy)

= f2(y)
 1f1(y) 1f2(x) 1f1(x) 1f1(xy)f2(xy)
13
= f2(y)
 1f1(y) 1f2(x) 1f1(x) 1

f1(x)f1(y)[x; y]f1


f2(x)f2(y)[x; y]f2

(from Proposition 2.4 on page 7)
= f2(y)
 1f1(y) 1f2(x) 1f1(y)[x; y]f1 f2(x)f2(y)[x; y]f2         F
= f2(y)
 1f2(x) 1

f2(x)f1(y)
 1f2(x) 1f1(y)

[x; y]f1 f2(x)f2(y)
[x; y]f2
= f2(y)
 1f2(x) 1
h
f2(x)
 1; f1(y)
i
[x; y]f1 f2(x)f2(y)[x; y]f2
=
h
f2(x)
 1; f1(y)
i
[x; y]f1
f2(x)f2(y)
[x; y]f2
It is obvious that, when f2 is a group homomorphism
[x; y]f1f2 =
h
f2(x)
 1; f1(y)
i
[x; y]f1
f2(x)f2(y)
[x; y]f2
=
h
f2(x)
 1; f1(y)
i
[x; y]f1
f2(x)f2(y)
1 (from Theorem 2.1 on page 4)
=
h
f2(x)
 1; f1(y)
i
[x; y]f1
f2(xy)
;
(from denition of homomorphism)
and when f1 is a group homomorphism
[x; y]f1f2 = f2(y)
 1f1(y) 1f2(x) 1f1(y)[x; y]f1 f2(x)f2(y)[x; y]f2 
from (F)

= f2(y)
 1f1(y) 1f2(x) 1f1(y)f2(x)f2(y)[x; y]f2
(from Theorem 2.1 on page 4)
= f2(y)
 1
h
f1(y); f2(x)
i
f2(y)[x; y]f2
=
h
f1(y); f2(x)
if2(y)
[x; y]f2 .
2
Theorem 2.11 If fi (i = 1;    ; n) are arbitrary functions from group G to
an abelian group H, then function
F (x) :=
nY
i=1
fi(x);8 x 2 G
is a product function from group G to the abelian group H, which satises
[x; y]F =
nY
i=1
[x; y]fi ;8 x and y 2 G:
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Proof. Firstly, we need to prove case n = 2:
when H is adelian, 8 x and y 2 G;
[x; y]f1f2 =
h
f2(x)
 1; f1(y)
i
[x; y]f1
f2(x)f2(y)
[x; y]f2
(from last theorem)
=

1 [x; y]f1
f2(x)f2(y)
[x; y]f2
= [x; y]f1 [x; y]f2 :
For case n > 2, we can prove it by induction (it is quite similar as proof
above). So
[x; y]Qn
i=1 fi(x)
=
nY
i=1
[x; y]fi :
2
15
2.3 Right Distributors
Just as that we have two dierent denitions for commutators, we can dene
another type of distributor. In this case we will call it the \right distributors".
Comparing to this, the \original" distributors dened before can be considered
as the \left distributors".
Let G and H be nite groups, and f : G! H is a function from G to H.
Then the right f -distributor of x and y is dened as
[x; y](f) := f(xy)f(y)
 1f(x) 1; 8 x and y 2 G:
And the right f -distributor of group G is dened as
[G;G](f) :=
D
[x; y](f) : 8x; y 2 G
E
:
Then we can nd the relation between these two kinds of distributors:
8 x and y 2 G; [x; y]f = f(y) 1f(x) 1f(xy)
= f(y) 1f(x) 1f(xy)

f(y) 1f(x) 1f(x)f(y)

= f(y) 1f(x) 1

f(xy)f(y) 1f(x) 1

f(x)f(y)
= f(y) 1f(x) 1[x; y](f)f(x)f(y)
= [x; y]
f(x)f(y)
(f) :
Here is the list of properties for right distributors, which can be proved
from left distributors:
[x; y]( 1) = [y; x] = [x; y] 1; 8 x and y 2 G;
[x; y](2) = [y
 1x 1; x 1];8 x and y 2 G;
f(xy) = [x; y](f) f(x)f(y);8 x and y 2 G;
[y; z]
f(x) 1
(f) = [x; yz]
 1
(f)[xy; z](f)[x; y](f);8 x; y; z 2 G;
[x; 1](f) =

f(1) 1
f(x) 1
;8 x 2 G;
[1; x](f) = f(1)
 1; 8 x 2 G;
f

x 1

=
h
x 1; x
i 1
(f)
f(1)f(x) 1;8 x 2 G;
f

x 1

= f(x) 1
h
x 1; x
i 1
(f)
f(1);8 x 2 G;h
x; x 1
i
(f)
= f(x)f(1)
 1
[x 1; x](f) f(x) 1;8 x 2 G:
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As similarly as left distributors, we can also prove that:
8 x and y 2 G;
[x; y](fg) =
h
[x; y](g); g(x)g(y)
i
(f)
f

[x; y](g)
h
g(x); g(y)
i
(f)
;
[x; y](f1f2) = [x; y](f1)

[x; y](f2)
h
f2(x)
 1; f1(y)
if1(x)f1(y) 1
.
From Theorem 2.7 on page 9, we know that the distributor of group G
must be normal in the generated group of the image. So from last equation,
we have
[G;G](f) = [G;G]f :
Then all properties of left distributor group still hold for right distributor
group. For right distributors of any two elements, most properties change a
little bit, but there is no big dierence between them. So we will use left
distributors in this paper.
Chapter 3
Conjugation of Functions
3.1 Denition of Conjugation of Functions
From last chapter, it shows that the f -distributor of any function f between
two groups can be considered as the \commutator" of the function f . We know
that for the general commutator of two elements in a group, it can be linked to
the conjugation of these two elements. Then it is natural to ask this following
question: can we dene the \conjugation" for any function?
Denition 3.1 Let G and H be nite groups. If f : G ! H is a function,
and a 2 G is a xed element. Then dene a new function fa : G! H by
fa(x) := f(a) 1f(ax); 8 x 2 G:
We call this the conjugate of the function f under a.
For commutator and conjugation of any two elements x and y in a group
G, we have
xy = x[x; y]:
So there should be some connection between f -distributor and the conjugation
of f for the same function f . Then we can use them to redene each other.
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Proposition 3.1 If f : G! H is a function for groups, then
[a; x]f = f(x)
 1fa(x);
fa(x) = f(x)[a; x]f ;
and f(x) = fa(x)[a; x] 1f ; 8 a and x 2 G:
Proof.
8 a and x 2 G; [a; x]f = f(x) 1f(a) 1f(ax)
(from the denition of distributor)
= f(x) 1

f(a) 1f(ax)

= f(x) 1fa(x) (from the denition of conjugation)
) [a; x]f = f(x) 1fa(x);
) fa(x) = f(x)[a; x]f ; (left product f(x) on both sides)
) f(x) = fa(x)[a; x] 1f . (right product [a; x] 1f on both sides)
2
By using the denitions above, we can dene homomorphism by using the
conjugation of functions.
Theorem 3.2 A function f : G! H is a group homomorphism
i fa = f , 8 a 2 G.
Proof. It is obvious from last proposition.
fa = f; 8 a 2 G , fa(x) = f(x);8 x 2 G, for all a in G
, f(x)[a; x]f = f(x); 8 a and x 2 G
, [a; x]f = 1;8 a and x 2 G
(left product f(a) 1 on both sides)
, f is a homomorphism. (from Theorem 2.1 on page 4)
This can also be proved by only using denitions of conjugation and ho-
momorphism. 2
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Example 3.3 Consider a function dened as ( 1) : x! x 1, 8x 2 G. Then
8 x and y 2 G,
( 1)a(x) = a(ax) 1
= ax 1a 1
=

x 1
a 1
:
So the conjugate of ( 1) under a maps x to the conjugate of x 1 under
a 1.
Then ( 1) is a homomorphism , ( 1)a = ( 1);8 a 2 G
, ( 1)a(x) = ( 1)(x);8 a and x 2 G
,

x 1
a 1
= x 1; 8 a and x 2 G
, xa 1 = x; 8 a and x 2 G
, xa = x;8 a and x 2 G
, [x; a] = [a; x] = 1;8 a and x 2 G
, Group G is abelian.
Then from Figure 1 on page 5, we have:
( 1)(x) = x 1 (8 x 2 G)
is a homomorphism , Group G is abelian
m m
[G;G] 1 = 1 () [G;G] = 1
m m
( 1)a = ( 1);8 a 2 G , xa = x; 8 a and x 2 G
Figure 3
Example 3.4 Consider a function dened as (2) : x ! x2, 8x 2 G. Then
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8 x and y 2 G,
(2)a(x) = a 1a 1axax
= a 1xax
= xax:
So the conjugate of (2) under a maps x to the conjugate of x under a right
product itself.
Then (2) is a homomorphism , (2)a = (2);8 a 2 G
, (2)a(x) = ( 2)(x); 8 a and x 2 G
, xax = x2; 8 a and x 2 G
, xa = x;8 a and x 2 G
, Group G is abelian.
Then from Figure 2 on page 6, we have:
(2)(x) = x2 (8 x 2 G)
is a homomorphism , Group G is abelian
m m
[G;G]2 = 1 () [G;G] = 1
m m
(2)a = (2); 8 a 2 G , xa = x;8 a and x 2 G
Figure 4
So we get the same result as in Chapter 2.
In the next section, there are some other properties about conjugation of
functions which need to be discussed.
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3.2 Some Properties of Function Conjugation
Here are some very important and useful properties for conjugations of
functions.
Proposition 3.5 If f is a function from group G to group H, then
f(xy) = f(x)fx(y) ; 8 x and y 2 G:
Proof. It is obvious from the denition of conjugation of function (on page
17), by left product f(x) on both sides. But it also can be proved by using
distributor.
8 x and y 2 G; f(xy) = f(x)f(y)[x; y]f (from Proposition 2.4 on page 7)
= f(x)

f(y)[x; y]f

= f(x)fx(y). (from Proposition 3.1 on page 17)
2
We also want to look at the distributor of a function conjugation.
Proposition 3.6 If f is a function from group G to group H, then
[y; z]fx = [x; z]
 1
f [xy; z]f ; 8 x; y; z 2 G:
Proof. 8 x; y; z 2 G;
[x; z] 1f [xy; z]f =

f(z) 1f(x) 1f(xz)
 1
f(z) 1f(xy) 1f(xyz)

(from denition of distributor)
= f(xz) 1f(x)f(z)f(z) 1f(xy) 1f(xyz)
=

f(x) 1f(xz)
 1
f(xy) 1f(x)f(x) 1f(xyz)
= fx(z) 1

f(x) 1f(xy)
 1
fx(yz)
(from denition of conjugation)
= fx(z) 1fx(y) 1fx(yz) (from denition of conjugation)
= [y; z]fx . (from denition of distributor)
2
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Theorem 3.7 f : G! H is a function for groups, then

fa
b
= fab; 8 a and b 2 G:
Proof. 8 x; a; b 2 G
fa
b
(x) = fa(x)[b; x]fa (from Proposition 3.1 on page 17)
= fa(x)[a; x] 1f [ab; x]f (from last proposition)
=

fa(x)[a; x] 1f

[ab; x]f
= f(x)[ab; x]f (from Proposition 3.1 on page 17)
= fab(x) (from Proposition 3.1 on page 17)
)

fa
b
= fab;8 a and b 2 G.
Or we can prove it without using any theorems and propositions, by simply
expanding the conjugation of functions by denition:
fa
b
(x) = fa(b) 1fa(bx) (from the denition of conjugation)
=

f(a) 1f(ab)
 1
f(a) 1f(abx)

(from the denition of conjugation)
= f(ab) 1f(a)f(a) 1f(abx)
= f(ab) 1f(abx)
= fab(x). (from the denition of conjugation)
2
So the conjugate of a conjugate is the conjugate of the product.
Then from the denition of action, if we want the conjugation of functions
to be an action, we also need f 1 = f .
Theorem 3.8 f : G! H is a function for groups, then
f 1(x) = f(1) 1f(x);8 x 2 G:
Also f(1) = 1, f 1(x) = f(x); 8 x 2 G:
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Proof.
8 x 2 G; f 1(x) = f(1) 1f(1x) (from the denition of conjugation)
= f(1) 1f(x):
But we can also use distributors to prove this equation.
f 1(x) = f(x)[1; x]f (from Proposition 3.1 on page 17)
= f(x)

f(1) 1
f(x)
(from Proposition 2.6 (b) on page 8)
= f(x)f(x) 1f(1) 1f(x)
= f(1) 1f(x).
Then obviously we can have
f 1(x) = f(x) , f(1) 1f(x) = f(x) (from equation above)
, f(1) 1 = f(x)f(x) 1 (right product f(x) 1 on both sides)
, f(1) 1 = 1
, f(1) = 1. (take inverses on both sides)
2
From last two theorems, we can conclude that conjugations of functions
can be a action if and only if f(1) = 1. We will discuss it later in next
section.
Now we look at the conjugation of a composition function and a product
function. (We need to use these theorems a lot in following chapters.)
Theorem 3.9 If g : G! H and f : H ! K are two arbitrary functions, and
G;H;K are groups.
Then (f  g)a = f g(a)  ga; 8 a 2 G:
Moreover, (f  g)a = f  ga when f is a homomorphism
and (f  g)a = f g(a)  g when g is a homomorphism.
Proof. 8 x and a 2 G;
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(f  g)a(x) =

f  g(x)

[a; x]fg (from Proposition 3.1 on page 17)
= f

g(x)
 h
g(a); g(x)
i
f
f

[a; x]g
h
g(a)g(x); [a; x]g
i
f
(from Theorem 2.8 on page10)
= f g(a)

g(x)

f g(a)g(x)

[a; x]g

(from Proposition 3.1 on page 17)
= f g(a)

g(x)

(f g(a))g(x)

[a; x]g

(from Theorem 3.7 at page 22)
= f g(a)

g(x)

f g(a)

g(x)
 1
f g(a)

g(x)[a; x]g

(from the denition of conjugation)
= 1 f g(a)

ga(x)

(from the denition of conjugation)
=

f g(a)  ga

(x)
) (f  g)a = f g(a)  ga.
Or we can prove it without using any theorems and propositions, by simply
expanding the conjugation of functions by denition:
f g(a)  ga

(x) = f g(a)

ga(x)

= f g(a)

g(a) 1g(ax)

= f

g(a)
 1
f

g(a)g(a) 1g(ax)

= f

g(a)
 1
f

g(ax)

=

f  g(a)
 1
f  g(ax)

= (f  g)a(x).
Then from Theorem 3.2 at page 18, it is clear that
f is a homomorphism) f g(a) = f ) (f  g)a = f  ga ;
g is a homomorphism) ga = g ) (f  g)a = f g(a)  g :
But we can also prove that by applying distributors:
when f is a homomorphism
(f  g)a(x) = f  g(x) [a; x]fg (from Proposition 3.1 on page 17)
= f

g(x)

f

[a; x]g

(from Theorem 2.8 on page 10)
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= f

g(x)[a; x]g

(from the denition of homomorphism)
= f

ga(x)

(from Proposition 3.1 on page 17)
=

f  ga

(x);
when g is a homomorphism
(f  g)a(x) = f  g(x) [a; x]fg
= f

g(x)
h
g(a); g(x)
i
f
(from Theorem 2.8 on page 10)
= f g(a)

g(x)

(from Proposition 3.1 on page 17)
=

f g(a)  g

(x).
2
Theorem 3.10 If f1 and f2 are two arbitrary functions from group G to group
H, then
(f1  f2)a(x) =

fa1 (x)
f2(a)
fa2 (x):
Proof. Look back (F) from Theorem 2.10 on page 13, we have 8 a and x 2 G,
[a; x]f1f2 = f2(x)
 1f1(x) 1f2(a) 1f1(x)[a; x]f1 f2(a)f2(x)[a; x]f2
=

f1(x)f2(x)
 1
f2(a)
 1

f1(x)[a; x]f1

f2(a)

f2(x)[a; x]f2

=

f1  f2(x)
 1
f2(a)
 1fa1 (x)f2(a)

fa2 (x)
(from Proposition 3.1 on page 17)
=

f1  f2(x)
 1
fa1 (x)
f2(a)
fa2 (x)
)

f1  f2(x)

[a; x]f1f2 =

fa1 (x)
f2(a)
fa2 (x)
(left product f1  f2(x) on both sides)
) (f1  f2)a(x) =

fa1 (x)
f2(a)
fa2 (x).
(from Proposition 3.1 on page 17)
We can also prove that from denitions:
(f1  f2)a(x) =

f1  f2(a)
 1
f1  f2(ax)

=

f1(a)f2(a)
 1
f1(ax)f2(ax)

= f2(a)
 1

f1(a)
 1f1(ax)

f2(ax)
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= f2(a)
 1fa1 (x)f2(ax)
=

f2(a)
 1fa1 (x)f2(a)

f2(a)
 1f2(ax)

=

fa1 (x)
f2(a)
fa2 (x).
2
Proposition 3.11 Let f1 : G ! J and f2 : G ! K are two arbitrary func-
tions for group G, and J and K are two subgroups of a group H with [J;K] = 1.
Then
(f1  f2)a = fa1  fa2 ;8 a 2 G:
Proof. 8 a and x 2 G, fa1 (x) 2 J and f2(a) 2 K. Since [J;K] = 1, then
fa1 (x)f2(a) = f2(a)f
a
1 (x):
So

fa1 (x)
f2(a)
= f2(a)
 1fa1 (x)f2(a)
= f2(a)
 1f2(a)fa1 (x)
= 1 fa1 (x)
= fa1 (x):
From last theorem, we have
f1  f2
a
(x) =

fa1 (x)
f2(a)
fa2 (x)
= fa1 (x)f
a
2 (x):
2
Theorem 3.12 If fi (i = 1;    ; n) are arbitrary functions from group G to
an abelian group H, then function
F (x) =
nY
i=1
fi(x)
is a product function from group G to the abelian group H, and
F a(x) =
nY
i=1
fai (x):
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Proof. For the case when n = 2, this follows the last proposition, because
H abelian implies [H;H] = 1. For the case n > 2, this can be proved by
induction.
Here is another proof by using properties of distributors:
F a(x) = F (x)[a; x]F (from Proposition 3.1 on page 17)
=
nY
i=1
fi(x)| {z }
2H
nY
i=1
[a; x]fi| {z }
2H
(from Theorem 2.11 on page 13)
=
nY
i=1

fi(x)[a; x]fi

=
nY
i=1
fai (x): (from Proposition 3.1 on page 17)
2
Proposition 3.13 f : G! H is a function for groups, then
fa(1) = 1;8 a 2 G:
Proof.
8 a 2 G; fa(1) = f(a) 1f(a1) (from the denition of conjugation)
= f(a) 1f(a)
= 1:
But we can also use distributors to prove this equation.
fa(1) = f(1)[a; 1]f (from Proposition 3.1 on page 17)
= f(1)f(1) 1 (from Proposition 2.6 on page 8)
= 1:
2
From last proposition, it is clear that any conjugations of functions must
map the identity to an identity, even when the function f has f(1) 6= 1. This
property shows that when conjugation of functions is an action, the orbits will
partition the set of identity preserving functions.
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In this section, all properties of conjugation of functions can be proved in
two dierent way: simply expanding by denition of function conjugation, and
using properties of distributors. Because of that, we can also dene the conju-
gation of functions at the rst, and then use properties of function conjugation
to prove distributors' properties. It will not change these results.
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3.3 Cauchy Theorem
In this section, we will use the conjugation of functions to prove Cauchy
Theorem. The idea is from Reference [2].
Lemma 3.14 Let
 := ff : G! H; f is identity preservingg:
Then the map
f 7! fa 1 (8 f 2  and 8 a 2 G)
is a group action of G on set .Also
OrbG(f) = ffa : 8 a 2 Gg:
Proof. Recall the denition of group action:
If G is a group and  is a set, then a (left) group action of G on  is a function
G  ! ; (a; f)! a  f
that satises the following:
Associativity: (ab)  f = a  (b  f);
Identity: 1  f = f:
In this case, a  f = fa 1 . Then
a  (b  f) =

f b
 1
a 1
= f b
 1a 1 (from Theorem 3.7 on page 22)
= f (ab)
 1
= (ab)  f .
Identity also holds from Theorem 3.8 on page 22, therefore this is a group
action.
Then from the denition of orbit, we have
OrbG(f) = ffa 1 : 8 a 2 Gg
= ffa : 8 a 2 Gg: (because G is a group)
2
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Lemma 3.15 Consider the conjugation action on the set
 = ff : G! H; f is identity preservingg:
For some function f 2 , if jOrbG(f)j = 1, then function f must be a group
homomorphism.
Proof. For a = 1 (2 G), fa= f 1= f (from Theorem 3.8 on page 22)
) f 2 OrbG(f); 8 f 2 .
) jOrbG(f)j = 1) OrbG(f) = ffg
) fa = f; 8 a 2 G
) f is a homomorphism. (from Theorem 3.2 on page 18)
2
Hence we can use this lemma to give a new proof of Cauchy Theorem.
Theorem 3.16 (Cauchy Theorem)
Let G be a nite group. For a prime number p, if p divides the order of G
(p
jGj), then G must have an element of order p.
Proof. Let  be a set of functions, dening it as
 := ffunctions from Zp to G, which preserve identityg:
Then 8 f 2 , f : Zp ! G with f(1) = 1.
Clearly jj = jGjp 1. Because p
jGj, then denitely pjj.
From Lemma 3.14, we can let Zp act on  by using conjugation of functions.
So
OrbZp(f) = ffa : 8 a 2 Zpg:
Then from Orbit-Stabilizer Theorem and Lagrange's Theorem, we have
jOrbZp(f)j
jZpj = p:
Because p is a prime, the size of jOrbZp(f)j is 1 or p.
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Assume that there arem orbits with size p, and n orbits with size 1 (Clearly
m and n are integers which are not smaller than zero). Clearly these orbits
partition the set , and  is the union of disjoint orbits. Then
jj =
X
f2
jOrbZp(f)j = mp+ n:
) p
jj ) pmp+ n
) p
n.
Then we have that the integer n is either a multiple of p or zero.
Now we need to discuss the number n (n > 0).
Firstly n 6= 0, because there is a trivial homomorphism f0(a) = 1
(8 a 2 Zp) for any group G and any prime p, and it is clear that f0 is a
homomorphism with orbit size 1. Then denitely n > 1.
Secondly n 6= 1. If n = 1, then from p
n, we must have p = 1, which is a
contradiction to the fact that p is prime. So we have n > 2.
Next from last lemma, because there are more than one functions with
orbit-size 1, there are at least two functions which are homomorphisms (ap-
parently one of them is the trivial homomorphism). So denitely we have a
non-trivial homomorphism in .
Let f be a non-trivial homomorphism in , then 9 g 2 G with g 6= 1 such
that f(x) = g (for some x 2 Zp). Then
gp= [f(x)]p
= f(xp) (because f is a homomorphism)
= f(1) (x 2 Zp ) xp = 1)
= 1.
So there must be a non-identity element g in group G with order of prime
p. 2
The idea is that: there are many theorems in group theory which may be
expressed as nding a homomorphism of a certain type. There will be more
examples of using conjugation of functions to prove theorems later.
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3.4 Right Conjugation of Functions
Just as right distributors, we can also dene \right conjugation of functions".
Let G and H be nite groups. If f : G! H is a function, and a 2 G is a
xed element. Then dene a new function f (a) : G! H by
f (a)(x) := f(xa)f(a) 1;8 x 2 G:
We call this the right conjugate of the function f under a.
Then we have:
f (a)(x) = [x; a](f)f(x);8 a and x 2 G;
f(xy) = f (y)(x)f(y); 8 x and y 2 G;
( 1)(a)(x) = (x 1)a; 8 a and x 2 G;
(2)(a)(x) = xxa
 1
;8 a and x 2 G;
(f1  f2)(a)(x) = f (a)1 (x)

f
(a)
2 (x)
f1(a) 1
;8 a and x 2 G.
The most important part is:
f (a)
(b)
= f (ba); 8 a and b 2 G;
and f (1)(x) = f(x)f(1) 1;8 x 2 G.
Then let
 := ff : G! H; f is identity preservingg:
Then the map
f 7! f (a) (8 f 2  and 8 a 2 G)
is a group action of G on set .
Similarly as what we have done to distributors, we will use left conjugation
of functions in this paper.
Chapter 4
Transfer Maps
4.1 Old Denition of Transfer
The transfer map is one specic kind of homomorphism, which is also \one
of the basic techniques of nite group theory" (from Reference [4], page 285).
It has wide applications, especially for some insolvable groups.
Denition 4.1 If H is a subgroup of nite index n in a group G, then the
transfer is the function from G to the abelianization H (H=H 0), dened by
(g) =
nY
i=1
hiH
0;
where X = fx1; : : : ; xng is a right transversal of H in G and hi 2 H with
xig = hix(i).
What's more,  is a permutation of f1; : : : ; ng. In other words,  2 Sn.
Then for each g 2 G, there are elements y1; y2; : : : ; ym of right transversal X
and positive integers n1; n2; : : : ; nm (all depending on g and m 6 n) such that
the transfer
(g) =
mY
j=1
(yjg
njy 1j )H
0
with yjg
njy 1j 2 H and mj=1nj = n.
On Reference [4] page 285-286 (10.1.1) and Reference [5] page 194-195
(Theorem 7.45), there are proofs to show the transfer is a homomorphism.
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That is to say, for every group G, we denitely can nd a homomorphism
from it to the abelianization of it's subgroup, which has nite index in G. But
we can also prove it by conjugation of functions in next section.
35
4.2 New Denition of Transfer
If we have a subgroup H 6 G with nite right transversal X = fx1; : : : ; xng,
and looking at cosets fHxig (i = 1; : : : ; n), this gives a map fromG toH. Then
each g 2 G is of the form as g = hxi, for some h 2 H and i.
Dene a map by  : g 7! h, then  is not a homomorphism. It is clear
that from any right transversal, there is exact one element which belong to
subgroup H. Without loss of generality, let x1 = 1.
Combine this map with the natural homomorphism  : H ! H=H 0 = A
(Clearly A is a abelian group), then f =   .
Lemma 4.1 It is true that
(hg) = h(g);
(h) = h; 8 g 2 G and 8 h 2 H:
Proof. 8 g 2 G and 8 h 2 H.
Assume that g = h0xi (h0 2 H and xi 2 X), then (g) = h0 .
) (hg) = 

h(h0xi)

= 

(hh0)xi

= hh0 (because hh0 2 H)
= h(g);
and (h) = (h1)
= (hx1)
= h.
2
Lemma 4.2 h = ; 8 h 2 H:
Proof. 8 g 2 G and 8 h 2 H,
h(g) = (h) 1(hg) (from the denition of conjugation)
= h 1

h(g)

(from last lemma)
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= (g)
) h = :
2
Lemma 4.3 fh = f; 8 h 2 H:
Proof. 8 g 2 G and 8 h 2 H,
fh(g) = (  )h(g)
=

(h)  h

(g) (from Theorem 3.9 on page 23)
=

  h

(g) (because  is a homomorphism)
=   (g) (from last lemma)
= f(g)
) fh = f:
2
Then we have
fh = f; 8 h 2 H ) f 1 = f (because 1 2 H)
) f(1) = 1:(from Theorem 3.8 on page 22)
So from Lemma 3.14 on page 29, the conjugation of f under inverses in G is
a group action. Then we need to look at the orbits.
Theorem 4.4 8 x 2 G, if x = hxi for some h 2 H and xi 2 X, then
fx = fxi :
Proof. fx = fhxi
=

fh
xi
(from Theorem 3.7 on page 22)
= fxi .
2
We can double check last theorem by expanding the conjugation of func-
tions:
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8h 2 H and g 2 G,
fh(g) = f(h) 1f(hg) (from the denition of conjugation)
=

  (h)
 1
  (hg)

= (h) 1(h) 

(g)

(from Lemma 4.1 on page 35)
= 1   (g)
= f(g):
Then let x = hxi 2 G,
fx(g) = fhxi(g)
= f(hxi)
 1f(hxig) (from the denition of conjugation)
=

  (hxi)
 1
  (hxig)

=

(h)   (xi)
 1
(h)   (xig)

(from Lemma 4.1 on page 35)
=   (xi) 1 (h) 1(h)   (xig)
=   (xi) 1 1   (xig)
= f(xi)
 1f(xig)
= fxi(g):
So OrbG(f) = ffx : 8 x 2 Gg
= ffxi : 8 xi 2 Xg
= OrbX(f):
Then we just need to check what OrbX(f) is.
Lemma 4.5 (xi) = 1;8 xi 2 X.
Proof. 8 xi 2 X; (xi) = (1xi) = 1. 2
Lemma 4.6
xi(g) = (xig)
= xigx
 1
(i) 2 H; 8 xi 2 X and 8 g 2 G:
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Proof. 8 xi 2 X and 8 g 2 G,
xi(g) = (xi)
 1(xig) (from the denition of conjugation)
= 1 1(xig) (from last lemma)
= (xig)
= (xigx
 1
(i)x(i)) where xigx
 1
(i) 2 H
= xigx
 1
(i).
2
Lemma 4.7 fxi(g) = xigx
 1
(i)H
0 8 xi 2 X and 8 g 2 G.
Proof. 8 xi 2 X,
fxi(g) = (  )xi(g)
=

(xi)  xi

(g) (from Theorem 3.9 on page 23)
=

  xi

(g) (because  is a homomorphism)
= 

xi(g)

= (xigx
 1
(i)) (from last lemma)
= (xigx
 1
(i))H
0.
2
Theorem 4.8
(g) =
nY
i=1
fxi(g); 8 g 2 G
is the transfer map.
Proof.
8 g 2 G;
nY
i=1
fxi(g) =
nY
i=1
(xigx
 1
(i))H
0 (from last lemma where xigx 1(i) 2 H)
=
nY
i=1
hiH
0
= (g)
So (g) is the transfer. 2
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Theorem 4.9 If H is a subgroup of nite index in a group G, then the transfer
 : G ! H=H 0 is a homomorphism whose denition is independent of the
choice of right transversal of H in G.
Proof.
8 x 2 G; x =
nY
i=1

fxi
x
(from Theorem 3.12 on page 26)
=
nY
i=1
fxix (from Theorem 3.7 on page 22)
=
nY
i=1
fhix(i) (for some hix(i) = xix)
=
nY
i=1
fx(i) (from Theorem 4.4 on page 36)
=
nY
i=1
fxi (because  is a permutation)
= : (from last theorem)
So from Theorem 3.2 on page 18, the transfer map  is a homomorphism. 2
Then from the discussion in last section, for each g 2 G
(g) =
Y
f yj(gnj);
with yjg
njy 1j 2 H (yj 2 X) and nj = n.
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4.3 Some Applications of Transfer Maps
From last section, we know that the transfer map is a homomorphism from
every group G to H=H 0, with H being any subgroup of nite index in G. There
are many theorems which need to be proved by nding the transfer map for a
certain type of groups (mostly use the case of (g) = gn;8 g 2 G). So in this
section, we will discuss the condition for (g) = gn (8 g 2 G), and then show
some theorems for example from Reference [3] and [5].
Lemma 4.10 Let H be a subgroup of nite index n in G, and for some g 2 G
there are elements yj of right transversal X and positive integers
nj (j = 1; 2; : : : ;m) with yjg
njy 1j 2 H and nj = n. If
for each nj; [g
nj ; y 1j ] 2 H 0 and gnj 2 NG(H 0)) (g) = gnH 0:
Furthermore, when H is abelian (H 0 = 1), yj and nj (j = 1; 2; : : : ;m) are
selected like above. Then for some g 2 G, if
8 j; [gnj ; yj] = 1) (g) = gn:
Proof. For all g 2 G, there are elements yj of right transversal X and positive
integers nj (j = 1; 2; : : : ;m) with yjg
njy 1j 2 H and nj = n. Then 8 j
f yj(gnj) = yjg
njy 1j H
0
= gnj

(gnj) 1yjgnjy 1j

H 0
= gnj [gnj ; y 1j ]H
0
[gnj ; y 1j ] 2 H 0 ) [gnj ; y 1j ]H 0 = H 0:
) (g) =
Y
f yj(gnj)
=
Y
gnjH 0
=
Y
gnj

H 0 (gnj 2 NG(H 0)) H 0gnj = gnjH 0)
= gnH 0:
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Now look at the case of abelian H (H 0 = 1):
NG(1) = G
and [gnj ; yj] = 1 ) (gnj) 1y 1j gnjyj = 1
) y 1j gnj = gnjy 1j
) 1 = (gnj) 1yjgnjy 1j
) [gnj ; y 1j ] = 1 2 H 0
) (g) = gnH 0 = gn:
2
Next two theorems are from Reference [5], page 196-197
(Theorem 7.47-50).
Theorem 4.11 If H is an abelian subgroup of nite index n in a group G
and if H 6 Z(G), then (g) = gn; 8g 2 G. Furthermore, if a group G has a
subgroup H of nite index n with H 6 Z(G), then the function g 7! gn for all
g 2 G is a homomorphism.
Proof. Look at the transfer map (g) =
Q
f yj(gnj), with yjg
njy 1j 2 H
(yj 2 X and nj = n).
Because H 6 Z(G), then [H;G] = 1.
) [yjgnjy 1j ; yj] = 1 ) [yjgnjy 1j ; yjyjy 1j ] = 1
) yj[gnj ; yj]y 1j = 1
) [gnj ; yj] = 1
) (g) = gn (from last lemma)
Then, if a group G has a subgroup H of nite index n with H 6 Z(G),
the function g 7! gn for all g 2 G is the transfer from G to H. Because we
already prove that any transfer is a homomorphism in Theorem 3.15 at the
end of the last section, in this case the transfer g 7! gn for all g 2 G must be
a homomorphism. 2
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According to Rotman in Reference [5], by using transfer, this is the easiest
way to prove that function (g) = gn (8 g 2 G) is a homomorphism when
group G has a subgroup of nite index n.
Theorem 4.12 (Burnside Normal Complement Theorem)
Let G be a nite group and let H be an abelian Sylow subgroup contained in the
center of its normalizer: H 6 Z(NG(H)). Then H has a normal complement
K.
Proof. Let jHj = m and [G : H] = n. Because H is a Sylow subgroup, then
jHj and [G : H] are relatively prime. So there are some integers k and l such
that km+ ln = 1.
Look at the transfer homomorphism (g) =
Q
f yj(gnj), with yjg
njy 1j 2 H
(yj 2 X and nj = n).
Assume that K = Ker(), then from First Isomorphism Theorem, we get
G=K = Im() 6 H and K G:
So
G = K Im()  KH:
Because KH  G, KH = G. Then to prove that K is a normal complement
of H in G, we need to show that H \K = 1.
8 x 2 H, then xm = 1. Now look at the transfer (x) = Q f yj(xnj), with
yjx
njy 1j 2 H. Because H is abelian, H 6 CG(H). So
yjHy
 1
j 6 yjCG(H)y 1j = CG(yjHy 1j ):
Since x 2 H, xnj 2 H. Hence
yjHy
 1
j 6 CG(yjHy 1j ) 6 CG(yjxnjy 1j ):
yjx
njy 1j 2 H , so CG(H) 6 CG(yjxnjy 1j ). Then H 6 CG(yjxnjy 1j ).
Because CG(yjx
njy 1j ) 6 G and H is a Sylow subgroup in G, then H and
yjHy
 1
j are two Sylow subgroups in CG(yjx
njy 1j ). Then
9 c 2 CG(yjxnjy 1j ) such that c 1Hc = yjHy 1j :
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So Hy
 1
j c = H. Therefore y 1j c 2 NG(H).
Because H 6 Z(NG(H)), then [H;NG(H)] = 1. So[xnj ; y 1j c] = 1.
c 2 CG(yjxnjy 1j ) ) [yjxnjy 1j ; c] = 1
) [yjxnjy 1j ; yjy 1j cyjy 1j ] = 1
) yj[xnj ; y 1j cyj]y 1j = 1
) [xnj ; y 1j cyj] = 1
) [xnj ; yj][xnj ; y 1j c]yj = 1 (commutator identities)
) [xnj ; yj] = 1
) (x) = xn; 8 x 2 H: (from Lemma 4.10)
If x 2 K = Ker() also, then xn = 1. So
x 2 H \K ) x = xkm+ln = xkmxln
= (xm)k(xn)l = 1:
Then H \K = 1.
So K is a normal complement of H in G. 2
Here is the last application of transfer in this paper, from Reference [3],
page 250 (Theorem 3.4).
Theorem 4.13 (Focal Subgroup Theorem)
If P is a Sylow p-subgroup of G, then the focal subgroup
FocG(P ) :=
D
x 1xujx 2 P; u 2 G; and xu 2 P
E
equal to P \G0:
Proof. It is clear that
P 0 6 FocG(P ) 6 P \G0 and FocG(P ) P;
so P=FocG(P ) 6 P=P 0 and P=FocG(P ) is abelian.
Assume that jP j = m and [G : P ] = n. Because that P is a Sylow
subgroup of G, then gcd(m;n) = 1. So there are some integers k and l such
that km+ ln = 1. Then
8 x 2 P; xln = x1 km = x

(xm)k
 1
= x:
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Let  be the transfer from G to P=FocG(P ), then
(g) =
Y
f yj(gnj);
with yjg
njy 1j 2 P and nj = n.
8 x 2 P , xnj 2 P , then
[xnj ; y 1j ] = (x
nj) 1yjxnjy 1j 2 FocG(P );
and
FocG(P ) P ) P  NG

FocG(P )

So
8 x 2 P; (x) = xnFocG(P ): (from Lemma 4.10)
Then
(xl) = xlnFocG(P ) = xFocG(P ):
So the transfer  is surjective

Im() = P=FocG(P )

.
Let K = Ker(). Then from First Isomorphism Theorem,
G=K = P=FocG(P ): So G = PK:
Because  maps G to a abelian subgroup, then G0 6 K. So
FocG(P ) 6 P \G0 6 P \K and P \K  P:
Then from Second Isomorphism Theorem,
G=K = PK=K = P=(P \K):
So
P=(P \K) = P=FocG(P )) jP \Kj = jFocG(P )j:
Then
P \K = P \G0 = FocG(P ):
2
Chapter 5
Schur-Zassenhaus Theorem
5.1 Hall Subgroups
Denition 5.1 If  is a set of primes, a subgroup H of G is called an S-
subgroup of G provided H is a -group and jG : Hj is divisible by no primes
in . Such a subgroup is also called a Hall subgroup of G.
Specially if  = fpg, then H is simply a Sylow p-subgroup of G.
Denition 5.2 If H is an S-subgroup of G and H possesses a complement
K in G, then jKj = jG : Hj and jHj = jG : Kj. So K is an S0-subgroup of
G. It is clear that G = HK and H \K = 1, so each is a complement of each
other.
Unlike Sylow p-subgroups which always exist (from Sylow Theorem), the
existence of Hall -subgroups is more complex. We will discuss the theorems
about that question in the following sections.
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5.2 Old Proof for Schur-Zassenhaus Theorem
This whole section is all about some standard proofs for Schur-Zassenhaus
Theorem, from Reference [1], [3] and [5].
Theorem 5.1 (Schur-Zassenhaus Theorem for Abelian Case Part 1:
Existence)
Let H be an abelian normal S-subgroup of a nite group G, then G pos-
sesses an S0-subgroup K which is a complement to H in G.
Proof. See from Reference [3], page 221-222.
Because H is a normal S-subgroup of a nite group G, we can assume
that jHj = n and jGj = jG=Hj = m (m and n 2 Z+). Then it is clear that
gcd(m;n) = 1 and jGj = mn.
Now let fxi : 1 6 i 6 mg be a set of left coset representatives of H in G.
If xi is the image of xi in G, then they are all distinct.
So to be convenient, we will use letters ; ;  for the elements of G, and
x means the element xi with the property xi = . Then apparently the
associative law must hold:
(xx)x = x(xx):
Our aim is to replace each x by another suitable coset representative y,
which satisfy
yy = y (8  and  2 G):
Then y will form a group with order m, so this must be an S0-subgroup of
G.
In this notation, xx and x must determine the same coset of H in G.
So we have
xx = xf(; ); f(; ) 2 H:
Then function f is recognized as a 2-cocycle from G to abelian H.
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Now look back at the associative law:
(xx)x = xf(; )x
= xxf(; )
x
= xf(; )f(; )
x
and x(xx) = xxf(; )
= xf(; )f(; )
) (xx)x = x(xx)
, xf(; )f(; )x = xf(; )f(; )
, f(; )f(; )x = f(; )f(; )
Then let
g() =
Y
2G
f(; ); 8  2 G:
Because function f maps GG to an abelian H, then
Y
2G

f(; )f(; )x

=
Y
2G

f(; )f(; )

Y
2G
f(; )
Y
2G
f(; )x =
Y
2G
f(; )
Y
2G
f(; )
Y
2G
f(; )
Y
2G
f(; )
x
=
Y
2G
f(; )

f(; )jGj
g()g()x = g()f(; )m
) g() =

f(; )m
 1
g()xg():
Since gcd(m;n) = 1, then there is an integer r such that rm  1 (mod n).
Then g() r = f(; )rm

g()x
 r
g() r
= f(; )

g() r
x
g() r:
If let
h() = g() r;
then
h() = f(; )h()xh():
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If we name
y = xh();
then yy = xh()xh()
= xxh()
xh()
= xf(; )h()
xh()
= xh()
= y :
So fy : 8  2 Gg is a subgroup required, which is a complement to H in
G. 2
Theorem 5.2 (Schur-Zassenhaus Theorem for Abelian Case Part 2:
Conjugation)
If His an abelian normal S-subgroup of a nite group G, then any two
complements to H in G are conjugate.
Proof. The original proof is from Reference [3], page 223-224.
Since K and K1 are two complements of H in G, then
G = HK = HK1:
For any x1 2 K1  G, x1 = xf(x), where x 2 K and f(x) is a suitable element
of H. In this case, x ranges over K as x1 ranges over K1. So if y1 2 K1, then
y1 = yf(y) for some y 2 K and f(y) 2 H.
Since K and K1 are two subgroups in G, x1y1 2 K1 and xy 2 K. Then
x1y1 = xyf(xy); for some suitable f(xy) 2 H:
So
x1y1 = xf(x)yf(y)
= xyf(x)yf(y)
= xyf(xy):
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Then
8 x and y 2 K; f(xy) = f(x)yf(y):
If jHj = n and jKj = jK1j = m (m;n 2 Z+), then it is clear that
gcd(m;n) = 1 and jGj = mn. Then there exist some positive integers p
and q such that pm  qn = 1. Then 8 a 2 H,
apm = a1+qn = a1aqn = a(an)q
= a(1q) (a 2 H and jHj = n) an = 1)
= a:
Next we will name the set pK = K +K +   +K| {z }
p
(p is the same positive
integer as mentioned above), and it can be thought as going through the
subgroup K p-times. Then jpKj = pm.
From the discussion above, we can get the formula:
Y
x2pK
f(x) =
Y
x2pK
f(xy)
=
Y
x2pK
(f(x)yf(y))
=
Y
x2pK
f(x)y
Y
x2pK
f(y)
=
 Y
x2pK
f(x)
!y
f(y)pm
= y 1
 Y
x2pK
f(x)
!
yf(y):
Let
u =
Y
x2pK
f(x):
Then we need to rearrange the formula as:
y1 = yf(y)
=
 Y
x2pK
f(x)
! 1
y
 Y
x2pK
f(x)
!
= u 1yu
= yu:
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Then it shows that K1 = K
u.
So any two complements of a abelian normal Hall subgroup H in G must
be conjugate to each other. 2
The proof of next theorem is from Reference [1], an unpublished manuscript
of Dr. Ian Hawthorn.
Theorem 5.3 (Schur-Zassenhaus Theorem for General Case Part 1:
Existence)
Let H be a normal S-subgroup of G, then G possesses an S0-subgroup K
which is a complement to H in G.
Proof. If H = 1, then G itself is an S0-subgroup which we want. And if
H = G ,then 1 is the complement. So this theorem is obvious true for trivial
case. Then we just need to consider non-trivial case. We assume H 6= 1 and
H < G all the time in the following.
Now assume that the group-pair (G;H) is the minimal criminal, and the
order of that is

jGj; jHj

. Then (G;H) is the smallest group-pair which
satises the following condition: there is no such subgroup K of G which is a
complement of a normal S-subgroup H in group G. It means that K 6 G
cannot exist with condition of KH = G and K \ H = 1, but any group-
pair (G1; H1)which is smaller than (G;H) must have the complement for the
normal Hall subgroup H1 6 G1 (At least one group in group-pair must be
smaller than the minimal criminal. In other words, jH1j < jHj or jG1j < jGj.
H1 is a S-subgroup and H1G1 ) 9 K1 with K1H1 = G1 and K1\H1 = 1).
Let p
jHj (p is one prime in set , p 2 ), and P 2 Sylp(H) (P is a Sylow
p-subgroup in normal subgroup H). By denition of S-subgroup, jHj and
jG : Hj are co-prime ) jP j and jG : P jare relatively prime, so P is a Sylow
p-subgroup in group G as well

P 2 Sylp(G)

.
Because the Sylow p-subgroup P is contained in H (P  H), then
NG(P )H = G (By Frattini argument).
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Step 1:

NG(P ) < G

Sylow p-subgroup P is not normal in G, hence the
normaliser of P is strict smaller than G.
Because H is a normal subgroup of G (H  G) and a normaliser NG(P )
is always normal in G

NG(P )  G

, then the intersection of these two is
also normal in G

(NG(P ) \H)G

. NG(P ) is always a subgroup of G and
NG(P ) \H is always a subgroup of NG(P ), then

NG(P ) \H

NG(P ).
Because NG(P ) \H is normal in NG(P ) and the second isomorphism the-
orem, G=H = NG(P )H=H is isomorphic to NG(P )
.
NG(P ) \ H

. Since
jG : Hj is prime to jHj, it follows that
NG(P ) : NG(P ) \ H is prime to
jNG(P ) \Hj. Then NG(P ) \H is a normal S-subgroup of NG(P ).
So NG(P ) is strict smaller than G and a normal S-subgroup
NG(P )\HNG(P ). Then by induction, there is a subgroupK  NG(P ) which
is a complement to NG(P ) \ H in NG(P ). Then

NG(P ) \ H

K = NG(P )
and K \

NG(P ) \H

= 1. So
K \H =

K \NG(P )

\H (K  NG(P )) K \NG(P ) = K)
= K \

NG(P ) \H

= 1
and
KH = K

NG(P ) \H

H (

NG(P ) \H

6 H )

NG(P ) \H

H = H)
= NG(P )H
= G:
So K is also a complement to H in G, which is a contradiction to the assump-
tion.
Step 2:P  G. In other words, Sylow p-subgroup P is also normal in G
NG(P ) = G

.
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Firstly, assume P 6= H. Then the Sylow p-subgroup P is strict smaller
than H (P < H). Then by induction, there must be a complement N 6 G
to P in G. It means that there is a subgroup N in G with NP = G and
N \ P = 1.
It is clear that 1 < N \H N . By the denition of Sylow p-subgroup, jP j
is prime to jG : P j = jN j. Similarly as the discussion in Step 1, N \ H is a
S-subgroup of N .
Then by induction, there exists a subgroup K 6 N , which satises
N = K(N \H) and K \ (N \H) = 1. So
K \H = (K \N) \H (K 6 N ) K = K \N)
= K \ (N \H)
= 1
and
KH = K(N \H)H

(N \H) 6 H ) (N \H)H = H

= NH
 NP = G
And it is obvious that G  KH, so KH = G. Then K is also a complement
to H in G, which is also a contradiction to the assumption.
Secondly, assume P = H. The center of a p-group is nontrivial, and the
center is always normal. So 1 6= Z(P )  P  G. Let G = G=Z(P ) and
P = P=Z(P ). Then P  G < G, and clearly P is a Sylow p-subgroup of G. So
G is strict smaller than G and P 2 Sylp( G). Then by induction, 9 M satises
M P = G and M \ P = 1. Let M be the pullback of M

M = M=Z(P )

,
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then G = GZ(P ); P = PZ(P ) and M = MZ(P ). So
M \ P =

MZ(P )

\

PZ(P )

=

M \ P

Z(P )
= Z(P ) (because M \ P = 1)
and
MP = MZ(P ) PZ(P )
= M PZ(P )

Z(P ) P = PZ(P )

= GZ(P )
= G
Checking outM , we haveM < G and Z(P ) is a Sylow p-subgroup ofM . Then
there exists K 6M with KZ(P ) = M and K\Z(P ) = 1. K is a complement
to Z(P ) in M . So
K \ P = (K \M) \ P (K 6M ) K = K \M)
= K \ (M \ P )
= K \ Z(P )
= 1
and
KP = KZ(P )P

Z(P ) P ) P = Z(P )P

= MP
= G
Because P = H, K \H = 1 and KH = G. Then K is also a complement to
H in G, which is a contradiction as well.
Then the assumption for the minimal criminal of the group-pair (G;H) is
wrong, so there is always a complement to normal Hall subgroup H in G. 2
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Theorem 5.4 (Schur-Zassenhaus Theorem for General Case Part 2:
Conjugation)
Let H be a normal S-subgroup of G. If either H or G=H is solvable, then
any two complements of H in G are conjugate.
Proof. See from Reference [5] on page 190-191, Theorem 7.42.
Assume that jHj = m and jG=Hj = n. H is a normal S-subgroup of
G, so m and n are co-prime

gcd(m;n) = 1

. Let K1 and K2 be any two
complements of H in G, then
K1 = G=H = K2:
Also , KiH = G and H\Ki = 1 hold for i = 1 and 2. What need to be proved
is that K1 and K2 are conjugate in G.
Assume that group G is the minimal criminal, then G is the smallest group
which satises the following condition: there are two complements of a normal
Hall subgroupH inG which cannot be conjugate to each other in groupG. But
any group G1 smaller than G must follow the condition: any two complements
of a normal Hall subgroup H in G1 are conjugate to each other in G1. It means
that if two subgroups are in G1 with
KiH = G1 and H \Ki = 1; for i = 1 and 2;
then K1 = K
g
2 for some element g 2 G1.
Case 1: Assume that H is solvable, then H 0 H. It is easy to show that
H 0 G.
Step 1: If H 0 = 1, then H is abelian. As be proved before, K1 and K2 must
be conjugate in G, which contradict to the minimal criminal G.
Step 2: If
1H 0 H;
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then
1 < jG=H 0j < jGj:
So KiH
0 < G (i = 1 and 2), then KiH 0=H 0 < G=H 0 (i = 1 and 2).
Moreover, from Second Isomorphism Theorem,
KiH
0=H 0 = Ki=(Ki \H 0) = Ki (i = 1 and 2);
because
Ki \H 0 6 Ki \H = 1:
Because H E G, H=H 0 E G=H 0 is always true obviously. Then it is clear that
K1H
0=H 0 and K2H 0=H 0 are two complements of H=H 0 in G=H 0. By induction,
K1H
0=H 0 andK2H 0=H 0 must be conjugate inG=H 0, so there is a element g 2 G
such that
g 1(K1H 0=H 0)g = K2H 0=H 0 with g = gH 0 2 G=H 0:
Therefore
g 1K1gH 0 = K2H 0:
Since H 0 E G, then H 0 E K2H 0. So g 1K1g and K2 are two complements
of H 0 in K2H 0. Again by induction, g 1K1g and K2 are conjugate in K2H 0,
hence obviously K1 and K2 are conjugate in G, which contradict to the mini-
mal criminal G too.
Case 2: Assume that G=H is solvable, then there is a minimal normal
subgroup M=H(> H) of G=H. Moreover, M=H must be a p-group, because
it is a minimal normal subgroup of a solvable group.
Step 1: If H < M = G, then G=H is a p-group. Because K1 = G=H = K2,
then K1 and K2 are p-groups. Since jG=Hj and jHj are co-prime, so G=H is
a Sylow p-subgroup of G. Because K1 = G=H = K2, then K1 and K2 are
also Sylow p-subgroups of G. Then K1 and K2 are conjugate in G, which also
contradict to the minimal criminal.
56
Step 2: Finally, we assume that M < G. It is clear that
M \Ki (i = 1 and 2)
are complements of H in M , because :
(1) (M \Ki)H= M \KiH (Dedekind Law and H < M)
= M \G
= M ;
and
(2) (M \Ki) \H= M \ (Ki \H) = M \ 1
= 1.
By induction, M \K1 and M \K2 are conjugate in M , so there is at least
one element x 2M satised that
M \K2 = (M \K1)x = Mx \Kx1
= M \Kx1 :
Then let K3 = K
x
1 . It is obvious that K3 is also a complement of H in G,
because :
Assume that K is a complement of H in G (with KH = G and H \K = 1),
now we need to show that Kx (8 x 2 G) is also a complement of H in G;
(i) H \Kx= Hx \Kx (H G, so H = Hx)
= (H \K)x
= 1x
= 1;
(ii) KxH= x 1KxH
= x 1K(Hx) (H G, so Hx = xH)
= (KH)x
= Gx
= G;
(iii) jKxj = jKj, so jKxj and jHj are co-prime.
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Then K3 holds all properties discussed above as the same as K1. So
M \K2 = M \K3 = J:
Obviously J  Ki for i = 2 and 3. (Because if J = Ki for i is 2 or 3, then
M = G, which is wrong.) It follows that
Ki 6 NG(J) (i = 2 and 3):
Now look at NG(J)=J . Because for i = 2 and 3,
(Ki=J)(J(NG(J) \H)=J)= (KiJ(NG(J) \H))=J
= (Ki(NG(J) \H))=J (because J < Ki)
= (NG(J) \KiH))=J

Dedekind Law and
Ki 6 NG(J)

= (NG(J) \G)=J
= (NG(J))=J

NG(J) 6 G

and
(J(NG(J) \H)=J) \ (Ki=J)= ((J(NG(J) \H) \Ki)=J
= J(NG(J) \H \Ki)=J

Dedekind Law
and J 6 NG(J)

= J=J (H \Ki = 1)
= 1
Then K2=J and K3=J are complements of J(NG(J) \H)=J in NG(J)=J .
By induction, K2=J and K3=J are conjugate in NG(J)=J . Then there must
be a element y = Jy in NG(J)=J

with y 2 NG(J)  G

which satises
K2=J = y
 1(K3=J)y
= (y 1K3y)=J
= Kxy1 =J:
It follows that K2 = K
xy
1 and clearly xy 2 G. Then apparently K1 and K2
are conjugate in G, which still contradict to the minimal criminal.
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Then the assumption for the minimal criminal of the group G is wrong, so
any two complements of a normal Hall subgroup H in G must be conjugate to
each other. 2
See from Reference [4] on page 255. Since at least one of jG=Hj and
jHj must be odd (from the denition of Hall subgroups), the Feit-Thompson
Theorem implies that either G=H or H must be solvable for any group G.
Then last theorem also can be expressed as:
Let H be a normal S-subgroup of G, then any two complements of H in G
are conjugate.
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5.3 S-Z Theorem Proved by Function Conju-
gation
Here is a new proof for Schur-Zassenhaus theorem (when G=H is solvable)
by using conjugation of functions. This idea is from Reference [1].
Theorem 5.5 (Schur-Zassenhaus Theorem for G=H solvable)
Let H be a normal S-subgroup of G. If G=H is solvable, then:
(a). G possesses an S0-subgroup K which is a complement to H in G;
(b). any two complements of H in G are conjugate.
Proof. Let jHj = n and jG=Hj = m, then denitely gcd(m;n) = 1 from the
denition of Hall subgroup.
Because H is a normal subgroup of group G, then there is a natural homo-
morphism  from G to the quotient group G=H with (g) = gH (8 g 2 G).
Let G = G=H, then consider the set of functions
 := ff : G! G, transversal functions with 

f(g)

= g; 8 g 2 G,
which are identity preservingg:
Clearly f(1) = 1 (8 f 2 ) and jj = jHjjGj 1 = nm 1.
If K is a subgroup of G ( K 6 G), then dene the function set for this
subgroup as
K := ff 2  : f k = f; 8 k 2 Kg:
Now we need to choose some subgroups K with the following properties:
(1). K G;
(2). K 6= ?;
(3). 8 f and g 2 K , then 9 h 2 H such that g(k) = f(k)h for all k in K:
Note that for any solvable group G there must be at least one subgroup K
satisfying above properties, because 1 always has these properties.
(1G;
8 f 2 ; f 1 = f ) 1 =  6= ?;
f(1) = 1 = g(1)h;8 h 2 H and 8 f and g 2 :)
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Then we can suppose that K is a maximal subgroup of this type.
If G has these properties (as K = G), then it is nished here. Otherwise
we assume that K  G. Since G is solvable, then there is a subgroup M of G
satisfying that K M   G and the order of composition factor M=K is a
prime p (clearly p
m and gcd(p; n) = 1).
Let P 2 Sylp(M), then M = P K. And P * K.
Look at the action of P on K .
8 f 2 K and 8 a 2 P ; a : f 7! f a
 1
= f
b with b = a 1:
It is easy to show that P partition K :
8 a 2 P and 8 k 2 K; (f a)k = f ak
= f
k0a
(K M ) ak = k0a; for some k0 2 K)
= (f
k0)a
= f a:
Then we have X
f2K
jOrbP (f)j = jK j:
And jOrbP (f)j is either a power of p or 1.
Assume that there are q functions in K with orbit-size 1 (maybe q = 0).
Then from last formula we have jK j = q + rp (r is a integer). But also
jK j = # of homomorphisms from K to G in )(# of functions from
G\K to G in )
= AB.
From property (3), A (# of homomorphisms from K to G in ) is a factor
of n, because they are all conjugate in H. And
B (# of functions from G\K to G in ) = jHjjGj jKj = nm jKj.
Apparently both of them should be prime to p, so jK j should not be a multiple
of p.
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Then q 6= 0, otherwise jK j = rp, which is a contradiction. So there must
be at least one function which has orbit-size 1, naming it function f . Then
8 a 2 P; f a = f .
) 8 m 2M; f m = f ak (M = P K ) 9 a 2 P and 9 k 2 K s.t. m = ak)
= (f a)
k
= f a
= f
) f 2 M
) M 6= ?.
Now we just need to show that 8 f and g 2 M ; 9 h 2 H such that
g( m) = f( m)h.
Firstly 8 f 2 M and 8 h 2 H, let F (x) = f(x)h; 8 x 2 G
) 8 m 2M; F m(x) = F ( m) 1F ( mx) = (f( m)h) 1f( mx)h
= (f( m) 1f( mx))h = (f m(x))h
= f(x)h = F (x)
) F 2 M .
Then 8 f and g 2 M ) f and g 2 K
) 9 h 2 H s.t. g(k) = f(k)h 8 k 2 K.
If F (x) = f(x)h; 8 x 2 G ) g(k) = F (k) 8 k 2 K
) g(K) = F (K) = K and F (M) = f(M)h
Assume that F (P ) = P; g(P ) = P 0 and F (M) = M; g(M) = M 0. Because
F and g are two homomorphisms in M , then M = PK;M 0 = P 0K and
P 2 Sylp(M); P 0 2 Sylp(M 0).
8 a 2 P; 

F (a) 1g(a)

= 

F (a)
 1


g(a)

= a 1a
= 1
) F (a) 1g(a) 2 H
K M) K M and K M 0
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)M 6 NG(K) and M 0 6 NG(K)
) F (a) 1g(a) 2 NG(K)
) F (a) 1g(a) 2 NH(K)
Let L = NH(K) ) g(a) 2 F (a)L
) P 0  PL
) P 0 2 Sylp(PL) and P 2 Sylp(PL) (because jLj
jHj)
) 9 h0 2 L 6 H such that P 0 = P h0
Also h0 2 L = NH(K) ) Kh0 = K
)M 0 = Mh0
) h0 = hh0 2 H s.t. g(M) = f(M)h0
) 8 m 2M; 9 m0 2M s.t. g( m) = f( m0)h0


g( m)

= 

f( m0)h0

) m= (h0) 1(f( m0))(h0)
= 1 1 m01
= m0
) 8 m 2M; g( m) = f( m)h0 .
Then M holds all three properties which are discussed before, and M is
bigger than the maximal K assumed above. Hence it is a contradiction. So G
must satisfy all these properties. Then it is obviously true for both existence
and uniqueness under conjugation. 2
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5.4 S-Z Theorem Proved by Distributors
Here is another way to look at the proof for Schur-Zassenhaus theorem
(abelian case) by using distributors, from Reference [1] and [2].
Theorem 5.6 (Schur-Zassenhaus Theorem for Abelian Case Part 1:
Existence)
Let H be an abelian normal S-subgroup of a nite group G, then G pos-
sesses an S0-subgroup K which is a complement to H in G.
Proof. Because H is a normal subgroup of group G, then there is a natural
homomorphism  from G to the quotient group G=H with (g) = gH;8 g 2 G.
Let G = G=H, then consider the set of functions
 := ff : G! G, transversal functions with   f(x) = x; 8 x 2 G,
which are identity preservingg:
So we have following properties:
(1). 8f 2 , 8 a and x 2 G,
  f a(x) = 

f(a) 1f(ax)

=

  f(a)
 1
  f(ax)

(because  is a homomorphism)
= a 1(ax)
= x:
So f a 2  too.
(2). 8f 2 , 8 a and x 2 G,
[a; x]f = 

f(x) 1f(a) 1f(ax)

=

  f(x)
 1
  f(a)
 1
  f(ax)

= x 1a 1(ax)
= x 11x
= x 1x
= 1:
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So [a; x]f 2 H.
It is clear that any f -distributor of group G belong to the abelian group
H. So [a; x]f [b; y]f = [b; y]f [a; x]f (8 a;b; x; y 2 G), and it is true for anyone in
G. It means that the order does not matter for a product of f -distributors in
this particular case.
(3). Let jHj = n and jGj = m (m;n 2 Z+), then it is clear that gcd(m;n) = 1
and jGj = mn. So there exist some positive integers k and l such that
km  ln = 1. Then 8a 2 H,
akm = a1+ln
= a1aln
= a(an)l
= a(1l) (a 2 H and jHj = n) an = 1)
= a:
Next we will name the set kG = G+G+   +G| {z }
k
(k is the same positive
integer as mentioned above), and it can be thought as going through the
quotient group G k-times. Then jkGj = km.
Now look at the function
f(x) := f(x)
Y
a2kG
[a; x]f ; 8 f 2 :
If
F (x) =
Y
a2kG
[a; x]f ;
then
f = f  F
and F is a function from G to abelian group H.
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Firstly, from (2) we know that [a; x]f = 1. Then
  f(x) = 
0@f(x) Y
a2kG
[a; x]f
1A
=   f(x)
0@Y
a2kG
[a; x]f
1A
=   f(x)
Y
a2kG
1
=   f(x)
= x:
So f 2 .
Secondly, look at

f
b
(x);8 b 2 G. From (1),

f
b
2  is always true.
Then we will show that f is a homomorphism by expanding the conjugation
of function. So 
f
b
(x) = (f  F )b(x)
=

f
b(x)
F (b)
F
b(x)
= F (b) 1f
b(x)F (b)F (b) 1F (bx)
= F (b) 1f
b(x)F (bx):
Alternatively, we can also argue this as follows:
f
b
(x) = f(b) 1 f(bx)
=
0@f(b) Y
a2kG
[a;b]f
1A 10@f(bx) Y
a2kG
[a;bx]f
1A
=
0@Y
a2kG
[a;b]f
1A 1 f(b) 1f(bx) Y
a2kG
[a;bx]f
=
0@Y
a2kG
[a;b]f
1A 1 f(x)f(x) 1f(b) 1f(bx) Y
a2kG
[a;bx]f
=
0@Y
a2kG
[a;b]f
1A 1 f(x)[b; x]f Y
a2kG
[a;bx]f :
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From the identity of distributors [a; b]
f(x)
f = [b; x]f [a; bx]f [ab; x]
 1
f , we get
[a; bx]f = [b; x]
 1
f [a; b]
f(x)
f [ab; x]f . From (2) and (3),
F (bx) =
Y
a2kG
[a;bx]f
=
Y
a2kG

[b; x] 1f [a;b]
f(x)
f [a
b; x]f

=
0@Y
a2kG
[b; x] 1f
1A0@Y
a2kG
[a;b]
f(x)
f
1A Y
a2kG
[ab; x]f
=
0@Y
a2kG
[b; x]f
1A 10@Y
a2kG
[a;b]f
1Af(x) Y
a2kG
[a; x]f
= [b; x] 1f f(x)
 1
0@Y
a2kG
[a;b]
1A f(x)F (x)
= [b; x] 1f f(x)
 1F (b)f(x)F (x):
So 
f
b
(x) = F (b) 1f
b(x)[b; x] 1f f(x)
 1F (b)f(x)F (x)
= F (b) 1f(x)[b; x]f [b; x] 1f f(x)
 1F (b)f(x)F (x)
= F (b) 1f(x)f(x) 1F (b)f(x)F (x)
= F (b) 1F (b)f(x)F (x)
= f(x)F (x)
= f(x):
Or we can get this by using distributors:

f
b
(x) =
0@Y
a2kG
[a;b]f
1A 1 f(x)[b; x]f [b; x] 1f
0@Y
a2kG
[a;b]f
1Af(x) Y
a2kG
[a; x]f
= f(x)
Y
a2kG
[a; x]f
= f(x):
So, we proof that f is a homomorphism from G to G and so Im( f) 6 G.
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Finally, we need to show that Im( f) is a complement of H. In other words,
we must prove: (i). Im( f)H = G; (ii). Im( f) \H = 1.
(i). 8 x 2 G, (x) = xH = x 2 G. So
f

(x)

= f(x) = a 2 Im( f):
Therefore
xH = x = 

f(x)

= (a) = a
= aH
) xh1 = ah2;9 h1 and h2 2 H
) x = ah2h 11 :
Then G  Im( f)H. Hence it is obvious Im( f)H  G, then G = Im( f)H.
(ii). 8 x 2 Im( f) \H. Because x 2 H, then
(x) = x = xH
= H = 1:
And x 2 Im( f), so there exists a element a 2 G such that x = f(a).
Then
a = 

f(a)

= (x)
= 1:
So from f is a homomorphism, we have
x = f(a) = f(1)
= 1:
) Im( f) \H = 1:
So any abelian normal S-subgroup inGmust have at least one complement
in G. 2
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Theorem 5.7 (Schur-Zassenhaus Theorem for Abelian Case Part 2:
Conjugation)
If His an abelian normal S-subgroup of a nite group G, then any two
complements to H in G are conjugate.
Proof. Assume that jHj = m and jG=Hj = n. H is a normal S-subgroup
of G, so m and n are co-prime (gcd(m;n) = 1). Let K1 and K2 be any
two complements of H in G, then K1 = G=H = K2. Also , KiH = G and
H \Ki = 1 hold for i = 1; 2.
Then there are two homomorphisms f1 and
f2 in  which satisfy that:
K1 = Im(
f1) 6 hIm(f1)i 6 G = K1H;
K2 = Im(
f2) 6 hIm(f2)i 6 G = K1H = hIm(f1)iH:
What we need to do is to show that every two homomorphisms from func-
tion set  must be conjugate to each other.
Let h(x) = f1(x)
 1f2(x);8 x 2 G. Then


h(x)

= 

f1(x)
 1f2(x)

= 

f1(x)
 1


f2(x)

= x 1x
= 1;
) h(x) 2 H; 8 x 2 G:
Then h is a function from G to H. So
h(x) = f1(x)
 1f2(x)
) f2(x) = f1(x)h(x)
= f1  h(x):
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Then we can get the formula:
[a; x]f2 = [a; x]f1h
= h(x) 1f1(x) 1h(a) 1f1(x)[a; x]f1h(a)h(x)[a; x]h
= h(x) 1| {z }
2H

h(a) 1
f1(x)| {z }
2H
[a; x]f1| {z }
2H
h(a)|{z}
2H
h(x)|{z}
2H
[a; x]h| {z }
2H
= h(x) 1h(x)

h(a) 1
f1(x)
h(a)[a; x]f1 [a; x]h
=

h(a) 1
f1(x)
h(a)[a; x]f1 [a; x]h
=
h
f1(x); h(a)
i
[a; x]f1 [a; x]h :
Then
Y
a2kG
[a; x]f2 =
Y
a2kG
h
f1(x); h(a)
i
[a; x]f1 [a; x]h

=
Y
a2kG
h
f1(x); h(a)
i Y
a2kG
[a; x]f1
Y
a2kG
[a; x]h
=
0@Y
a2kG

h(a) 1
f1(x)
h(a)
1A Y
a2kG
[a; x]f1
Y
a2kG
[a; x]h
=
0@Y
a2kG

h(a) 1
f1(x)1A Y
a2kG
h(a)
Y
a2kG
[a; x]f1
Y
a2kG
[a; x]h
=
0@Y
a2kG
h(a) 1
1Af1(x) Y
a2kG
h(a)
Y
a2kG
[a; x]f1
Y
a2kG
[a; x]h
= f1(x)
 1
0@Y
a2kG
h(a) 1
1A f1(x) Y
a2kG
h(a)
Y
a2kG
[a; x]f1
Y
a2kG
[a; x]h
= f1(x)
 1
0@Y
a2kG
h(a)
1A 1 f1(x) Y
a2kG
h(a)
Y
a2kG
[a; x]f1
Y
a2kG
[a; x]h
=
24f1(x); Y
a2kG
h(a)
35 Y
a2kG
[a; x]f1
Y
a2kG
[a; x]h:
Let
u =
Y
a2kG
h(a) 2 H:
Then we have the formula as
F2(x) =
h
f1(x); u
i
F1(x)H(x):
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So
f2(x) = f2(x)F2(x)
= f1  h(x)
h
f1(x); u
i
F1(x)H(x)
= f1(x)h(x)|{z}
2H
f1(x)
 1u 1f1(x)| {z }
2H
u|{z}
2H
F1(x)| {z }
2H
H(x)| {z }
2H
= f1(x)f1(x)
 1u 1f1(x)F1(x)h(x)H(x)u
= u 1 f1(x)h(x)u
=

f1  h(x)
u
From the discussion above, we know that h is a homomorphism from G=H
to H. So jhIm(h)ij
jG=Hj and jhIm(h)ijjHj. Because gcd(jG=Hj; jHj) = 1,
then jhIm(h)ij = 1. So apparently h is the trivial homomorphism. Then
h(x) = 1; 8 x 2 G.
So
f2(x) = u
 1 f1(x)u; 8 x 2 G:
Then it shows that K2 = K
u
1 .
So any two complements of a abelian normal Hall subgroup H in G must
be conjugate to each other. 2
Similarly as the old proofs, we can prove the case ofH solvable by induction.
Chapter 6
Conclusion
In the previous chapters, we found that \f -distributor" and \the conjugation
of functions" as two measures of how close an arbitrary function between
groups is to being a homomorphism. We use them to prove some well-known
theorems in group theory, in several dierent methods.
Method 1. Consider the set of all identity preserving functions between
certain groups. Let a group act on this function set by using function conju-
gation. Then an non-trivial function which has orbit-size 1, must be a homo-
morphism. (e.g. Theorem 3.16 on P.30 and Theorem 5.5 on P.59)
Method 2. Consider these orbits from above, then we can establish a
homomorphism by averaging them. (e.g. Theorem 4.9 on P.39)
Method 3. When the image of the function is abelian, we can also con-
struct a homomorphism by averaging all these distributors. (e.g. Theorem 5.6
on P.63)
Then it provides a possible way to look at some properties in group theory
dierently, which may lead to some interesting results.
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