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1. Introduction
Hamilton (1989) proposed a model for the analysis of an observed time series
subject to irregular transitions between two different regimes, and applied his
model to characterise the US Business cycle using US GNP data. His model uses
a simple autoregressive structure to characterise the evolution of the observed
series whose conditional mean is determined by a latent, binary Markov switching
variable that takes a value of unity during expansionary periods and a value of
zero during recessions. Hamilton also provided an algorithm for estimating the
probability of a recession at each time period based on a maximum likelihood
approach. Since that time, several other authors have investigated modifications to
the model specification (Lam, 1990; Hansen, 1992; Kim, 1994), computation of
the recession probabilities (Albert and Chib, 1993) and the application of the
models to various other data sources (Cecchetti et al, 1990; Hamilton and Lin,
1996). In this paper we propose a new model based on the structural time series
model underlying exponential smoothing (Snyder, 1985; Forbes, Snyder and
Shami, 2000) that is augmented by a latent binary switching variable. We call this
model the switching structural model (SSM).
The characterisation of an economic time series using linear structural models
(LSM) is based on a traditional decomposition of the observed series into level,
growth, seasonal and irregular components (Harvey, 1984). These unobserved
components are assumed to evolve dynamically according to a linear relationship,
traditionally made stochastic by the inclusion of an additive error term that is
uncorrelated with the observation error. Statistical analysis of an observed time
series using this traditional state space model form requires the use of a Kalman
filter.
Another equally general state space framework involves only a single source of
error (Snyder, 1985; Ord, Koehler and Snyder, 1997). Called the innovations form
by Aoki (1987), the calculation of the likelihood function for this model requiresA Switching Structural Model
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simple exponential smoothing methods rather than the more cumbersome Kalman
filter. It also has a more direct equivalence relationship to the popular ARIMA
models than does the traditional LSM (Shami and Snyder, 1998).
Linear state space models in both the traditional form (Harvey, 1985; Watson,
1986; and Clark, 1987) and the innovations form (Aoki, 1988 and 1993) have
been used to characterise economic time series. Notably, Harvey (1985) uses the
LSM on US GNP data to analyse the business cycle. However, as Hamilton
(1989) suggests, activities during the business cycle’s expansionary phase may be
different from those that take place during the recessionary phase. As such,
nonlinear models are used in preference to linear models to characterise this
distinction.
In addition to proposing the new SSM model, we provide a complete approach to
computing a Bayesian analysis of the proposed model. The Gibbs sampling
(Gelfand and Smith, 1990) based algorithm builds on the work of Forbes, Snyder
and Shami (2000), who demonstrate the use of Monte Carlo composition to
compute Bayesian posterior parameter and forecasting distributions for the linear
structural model based on the innovations form. Others, notably Albert and Chib
(1993), Kim and Nelson (1999) and Luginbuhl and De Vos (1999) have used
Bayesian methods on various traditional switching models.
The plan of the paper is as follows. The new model is presented in Section 2,
along with a brief description of the conditional distribution of the data. An
outline of the Bayesian approach and our prior distributional assumptions are
given in Section 3. Also, an algorithm for producing a sample from the joint
posterior distribution of the parameters in the model, along with a method for
calculating the marginal posterior switching probabilities is presented. The new
model and technique are applied to US quarterly real GNP data from 1954 to 1984
in Section 4, and the stability of the model is discussed in Section 5. The paper
concludes with a brief discussion and directions for further research.A Switching Structural Model
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2. A Switching Structural Model
Structural time series models can provide useful descriptions of business and
economic series by decomposing the observed series at different time points into
level, growth, seasonal and irregular components. To handle the statistical aspects
of the structural time series models, we put them in state space forms. The
innovations form state space model, called the single source of error (SSOE)
model in Forbes, Snyder and Shami (2000), is given by the two equations
yx b e tt t = ¢ + -1 measurement equation (1)
bT b e tt t =+ -1 a transition equation (2)
where x is a fixed k-vector and T is a kxk transition matrix typically taken to
contain known constants. The et’s are assumed to be independent normally
distributed disturbances with common mean zero and variance s
2 , and a is a k-
vector of ‘smoothing’ parameters. Here, the value of the observed series at time t,
yt, is described as arising from a known linear combination of unobservable
components, bt-1 and an independent disturbance term, et. This SSOE model is
linear, and provides a statistical framework encompassing general exponential
smoothing.
One special case of this general SSOE model is the structural model containing a
local level and constant growth term, g0,
yl ge tt t =+ + -10 (3)
ll g e tt l t =+ + -10 a (4)
which can be put into the general SSOE state space form by taking





, and  ¢ = aa l,0 1 6. The model with a
constant growth term, however, does not seem to adequately describe business
cycle fluctuations, and so it seems useful to adjust the model by introducing
switching behaviour into the growth coefficient to distinguish between periods ofA Switching Structural Model
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contraction and expansion. A new nonlinear structural model, which we call the
Switching Structural Model (SSM), is defined now by the equations
yl g e tt t t =+ + -- 11 (5)
ll g e tt t t =+ + -- 11 a (6)
gs tt =+ mm 10 ,( 7 )
where yt is the observed value at time t, lt represents the unobserved level at time
t, gt is the unobserved growth at time t, the et’s are independent and normally
distributed disturbances with mean 0 and variance s
2, and a is the level
smoothing parameter. Now the growth coefficient at time t, gt, depends on an
unobserved random variable that determines the ‘state’ of the system (or
economy) at time t, st. This variable st takes a value of 1 or 0 according to a
Markov chain of order 1. Importantly, it is also assumed that when given the value
of the true state during the last time period, st-1, the state variable at time t, st, is
independent of the observations Yy y y tt = ¢
12 ,,,  16 . Hence we have
Ps s p tt (| ) == = - 11 1 ,
Ps s q tt (| ) == = - 00 1 ,
and
Pss sY Pss tt t tt (| , ,,) (| ) -- = 11 1  .( 8 )










$# ,( 9 )



















-- 16 16     and      , (10)
which are the ergodic probabilities of the Markov chain component of the model.
Note that due to the nonconstant growth term, the model is no longer linear and
therefore cannot be put into the SSOE form given by (1) and (2).A Switching Structural Model
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This idea of using a Markov chain with two states to represent the expansion and
contraction phases of the business cycle was introduced by Hamilton (1989). The
parameters  mm 10  and    together  define  the  two  levels  of  growth.  During  an
expansion, st = 1 and the growth rate is given by  gt =+ mm 10 , whereas during a
recession,  st = 0 and the growth rate is given by  gt = m0. As we require
‘expansion’ to have a higher growth rate than ‘recession’, we impose the
constraint m1 0 > .
The difference between Hamilton's model and the SSM is that in the former
model, the observation is regressed on a limited number of past observations and
the latter exploits the property of exponential smoothing by regressing on the
whole set of observations weighted by a decaying parameter. Also the number of
parameters to estimate decreases from nine in Hamilton (1989) to seven in the
SSM.
The likelihood function for this SSM model can be constructed from
consideration of the joint probability distribution of the observed data and
unobserved state variables. For convenience, we collect the model parameters into
two groups, ls a 10
2 = ¢ l ,, 27  and lm m 20 1 = ¢ ,, , pq 16 . Partitioning the parameter set
into these two blocks is convenient because l1 is associated with the linear
structural model corresponding to exponential smoothing with a constant growth
term, whereas l2 is associated with the Markov switching component.
The joint probability of the observed data, Yy y y nn = ¢
12 ,,,  16 , and the
unobserved state vector, Ss s s nn -- = ¢
10 1 1 ,, ,  16 , given  ¢ = ¢¢   ll l 12 ,  has the form
fYS fys fs fyY S fs S nn t t t
t
n
tt ,| | , | | ,, |, -- -
=
-- = Õ 11 0 0 1 1
2
12 ll l ll 16 1 6 1 6 1 6 16 .(11)A Switching Structural Model
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The likelihood function of the parameters,  LY p Y nn ll || 1 6 1 6 = , is calculated for any
particular value of l  by averaging (11) over all possible 2
n values of Sn-1.
We will show how to compute the Bayesian posterior probability distribution in
the next section utilising the special structure of model. In particular, for fixed
values of l2 and St-1, the model retains the essential features of an SSOE model,
and hence  fyY S tt t |,, -- 11 l 1 6 can be computed using a minor modification of the
procedure given in Forbes, Snyder and Shami (2000). Their procedure is based on
a transformation from (5) and (6) into a reduced form regression relationship,
which we now detail.
From the SSM measurement equation in (5) and conditional on l ,  St-1 and Yt-1,
the distribution of yt is normal with mean lg tt -- + 11  and variance s
2. Let
da =- 1 . By substituting the value of the noise term, ey lg tt t t =-- -- 11 1 6, from
the measurement equation (5) into the level transition equation (6) yields
ll g y tt t t =++ -- dd a 11. (12)
Backsolving to time t = 1, we obtain


















where  gs 01 00 =+ mm , and hence


























Note (14) can be conveniently rearranged as
~~ yx le tt t =+ 0 , (15)
where























 and  ~ xt
t =
- d
1. (16)A Switching Structural Model
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Computing these transformed values is fast due to the recurrence relationships
~~ yyy y ttt t ++ =- + 11 dmm  -s -  1t 0 and ~~ xx tt + = 1 d . Therefore,  fyY S tt t |,, -- 11 l 1 6 can be
computed in (11) using
fyY S y x l tt t t t |,, e x p ~~
--








s 16 1 6 . (17)
3. A Bayesian Analysis
To complete a Bayesian analysis, a joint prior distribution for the unknown
parameters must be specified. As parameters will be sampled in blocks, we
specify the general form of
PP P ll l l 12 1 2 , 1 6 1 6 1 6 µ . (18)
We follow Forbes, Snyder and Shami (2000) by imposing
PP l P la s s a 10
22 16 2716 =µ
- ,, , (19)
for  -¥ < < ¥ l0 , s
2 0 >  and 02 << a . The limits of a  are derived by writing
the SSM as an ARIMA model. By taking the first difference of the level in (6) and
substituting the result into the first difference of (5), we obtain an ARIMA(0,1,1)
with drift. The moving average coefficient is equal to a -1. The invertibility
condition of the ARIMA process leads us to impose that the absolute value of
a -1 should be less than one which translates into the constraint 02 << a .
As the algorithm we detail is not sensitive to the choice of P a 16 , we leave the
notation general at this stage. In our example, we choose a uniform distribution so
that P a 16 = 05 .  for all 02 << a . The marginal prior for l2 is chosen to simplify
the Gibbs sampling algorithm we propose, with





xx I u v
u v
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9
That is, p and q are assumed to have independent Beta marginal prior distributions
and the marginal prior for the growth coefficients is (improper and) uniform over
the region where mmm 00 1 <+ . This restriction is imposed so that observations at
times corresponding to an expansion have a higher growth rate than those
corresponding to a recession. In our example, we choose both of Beta prior
distributions as uniform distributions, corresponding to uuuu 11 10 00 01 1 ==== .
Taking the likelihood function, as discussed in Section 2, and the above joint prior
distribution, we can construct the posterior distribution for the unknown










| 1 6 1 616
16
= . (22)
However, direct Bayesian inference about l in the SSM is not an attractive option,
since it entails the computation of the complicated likelihood. As there is no
available analytical expression for the posterior distribution, we resort to using a
Gibbs sampling simulation method to sample from this joint posterior. Indeed, we
actually obtain a sample from the joint posterior distribution of  l,Sn-1 1 6, and
marginalise appropriately to obtain useful summaries of the distribution of these
variables conditionally on the observed data.
Gibbs sampling (Gelfand and Smith, 1990; Geweke, 1999) traditionally refers to
the process of repeated sequential sampling of each unknown, typically univariate,
parameter in a model from its complete conditional posterior distribution; i.e. the
distribution of that parameter given previously sampled values of all other
unknown parameters and the observed data. Under some regularity conditions
(Tierney, 1994) this sample of parameter values, although not independent, does
converge to its full joint posterior distribution. It has been shown (Liu, Wong and
Kong, 1994) that Gibbs sampling schemes that collect together individual
parameters into groups, or blocks, are more efficient as they generally reduce the
correlation between successive sampled parameter values.A Switching Structural Model
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The sampling scheme we suggest here utilises fully the special structure of the
model and prior distribution by sampling from the following distributions
PY S nn ll 11 2 |, , - 16 , (23)
PS Y nn -11 2 |,, ll 16 , (24)
PY S nn ll 21 1 |, , - 1 6. (25)
We now consider each of these in detail.
Complete Conditional Distribution of l1
As discussed in Section 2, when all of the switching states are known the model
reduces to a minor variant of the linear model considered by Forbes, Snyder and
Shami (2000) and Bayesian inference is easy to execute. In particular, it can be
shown that




ll a l sl a
la s





|, , |, , |, , ,
|, , ,, .
-- -
-
µ 16 16 27
27                                 .
(26)
Thus, a sampled value from the complete conditional distribution of l1 may be
sampled using simple composition. First sample a value of 02 << a  with
probabilities given by



















































= åå dd . (28)
No analytical normalising constant is available. However, a sampled value can be
obtained by evaluating (27) numerically on a grid of J+1 points a j  over
02 << a j , normalising, and using an inverse cumulative distribution function
approach to sample a.A Switching Structural Model
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Having obtained this value of a, the conditional distribution for s
2 can be shown
to be an inverted gamma distribution with shape parameter aN =- () / 12  and
scale parameter c SSE = 2/ , so that
PY S a c c nn
a a sa mm s s
2
110
1 21 2 1 |,, , , e x p / -
- - + =- 27 16 <A 16 G . (29)
To sample a value for s
2 , we sample a random variable, x, from a gamma
distribution with shape parameter a and unit scale parameter, and then compute
s
2 1 =
- cx 16 .
Finally, given values of a  and s
2 , l0 can be shown to have a univariate normal
























Complete Conditional Distribution of Sn-1
We generate the entire vector of switching states as a block from its complete
conditional distribution
PS Y Ps Y PsY s nn nn t n t
t
n
(| , )(| , ) ( | , ,) -- +
=
-
= Õ 11 1
0
2
ll l . (31)
Looking at any term from the product of the right hand side of the equation,
PsY s tn t (| ,, ) l +1 ; conditional on Yt+1,  YY tn +2,,  16  contains no information about st
beyond that contained in Yt+1. Hence,
PsY s PsY s tn t tt t (| ,, ) (| ,, ) ll ++ + = 11 1 ,
and the complete conditional distribution for Sn-1 can be written
PS Y Ps Y PsY s nn nn t t t
t
n
(| , )(| , ) ( |, ,) -- + +
=
-




Although the required computations are different, we follow the basic strategy of
Carter and Kohn (1994) by first filtering forward recursively to obtain the
probabilities PsY tt |, +1 l 16  until the final stateA Switching Structural Model
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Ps Y nn -1|, l 1 6, (33)
and subsequently sampling in reverse order using the smoothed probabilities
Ps Y s nt t nt -+ - + |, , 11 l 1 6. (34)
Before demonstrating how to compute (33) and (34), we recall for notational
convenience, that the level at time t can be described by a linear combination of
past data, Yt, the initial level, l0, and the past growth values,
Gg g g tt -- = ¢
10 1 1 ,,,  16 according to


















Hence, conditional on all of the values  YS tt ,, -1 l 1 6, the level vector,
Ll ll tt -- = ¢
11 2 1 ,, ,  16 , can be computed exactly.
Forward Filtering Probabilities
Let Yt be the observed data up to time t, Lt be the level vector up to time t and St
be the switching vector up to time t including the initial value s0. Following the
spirit of Hamilton's approach (1989), filtering probabilities are derived here by an
iterative procedure. The input value of the filter is the conditional probability of
the state at time t, PsY L tt t (| , ,) ++ 11 l , and the output is the conditional probability of
the state at time t+1,  Ps Y L tt t (| , , ) ++ + 12 2 l . Each of the input and the output values is
a vector consisting of two elements, one for each regime. These two elements are
probabilities and always sum to unity.
To set up the iteration, the procedure needs an initial value  PsY L (|, ,) 00 0 l , which
in the absence of observed data is equal to the unconditional probability  Ps (|) 0 l .
These probabilities are computed from (10). The filtering algorithm proceeds as
follows:A Switching Structural Model
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Step 1: Assume PsY L tt t (| , ,) ++ 11 l is known. By adding another state st+1, calculate
the joint probability of (, ) ss tt +1  conditional on currently available data Yt+1,
currently available level Lt+1, and parameter vector l, using
Ps sY L Ps sY L PsY L tt t t tt t t t t t ( ,| , ,) ( |, , ,)(| , ,) + ++ + ++ ++ = 11 1 11 1 1 1 ll l . (36)
However, Ps sY L Ps s tt t t tt ( |, , ,) ( |,) ++ + + = 11 1 1 ll  by assumption (2), and hence
Ps sY L Ps s PsY L tt t t tt t t t ( ,| , ,) ( |,)(| , ,) ++ + + + + = 11 1 1 1 1 ll l . (37)
Step 2: Sum over the possible values of the state st,
Ps Y L Ps sY L tt t tt t t
st
( |,, ) ( , |,, ) ++ + + + +
=




Step 3: Calculate the conditional distribution of st+1 given Yt+2, Lt+2 and l using
Bayes’ theorem
Ps Y L
f l ysYL P sYL
fl y Y L
tt t
tt t t t t t t
tt t t
(| , , )
(, |,, , ) (|, , )
(, |, , )
++ +
++ + + + + + +
++ + +
= 12 2








fl y s l fy s l P s Y L
tt t
ttt t t t t t tt
(| , , )
( | , , ,)( | , ,)( | , ,) ,
++ +
+++ + + + + + ++
µ 12 2
22 1 1 2 1 1 1 11
l
lll          
(39)
where the first term of the right hand side is degenerate, allowing the value to be
derived from (12),
ly ls tttt ++++ =+++ 221 1 1 0 ad mm () .
The second term is calculated from the measurement equation (5),
yl s e tt t t ++ + + =+ ++ 21 1 1 02 mm ,
fy s l e ttt
yl s tt t
















and the third term from (38).
Step 4: Normalise the right hand side of (39), which is symbolised by
Ps Y L tt t

























l . (41)A Switching Structural Model
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Note here that the first iteration begins at step 3 and subsequent iterations at the
first step.
Backward Sampling Probabilities
Once all the filtered probabilities PsY L t n tt t (| , ,) , , ++ =- 11 01 l  for all    are known,
a backward filtering and sampling procedure is needed to find the probabilities of
st conditional on Yt+1, Lt+1 and st+1. An application of Bayes theorem gives
PsY L s
Ps sY L PsY L
Ps Y L
tt t t
tt t t t t t
tt t
(| , , ,)
(| ,, , ) ( |, , )
(|, , )
++ +
++ + + +
++ +
= 11 1






The two probabilities in the numerator of (42) are available because
Ps sY L Ps s tt t t tt ( |, , ,) ( |,) ++ + + = 11 1 1 ll  from (8), and PsY L tt t (| , ,) ++ 11 l  is obtained from
the forward filter. Hence, (42) simplifies to
PsY L s Ps s PsY L tt t t t t tt t (| , , ,) ( |)(| , ,) ++ + + ++ µ 11 1 1 11 ll , (43)
the right hand side of which, symbolised by Ps Y L s tt t t
*(| , , ) ++ + 11 1 , can be
normalised to obtain
PsY L s
Ps Y L s





(| , , ,)
(| , , )













1 l . (44)
Thus, after filtering forward to obtain  PsY L tt t (| , ,) ++ 11 l  for tn =- 01 1 ,, ,  , a
sampled value of sn-1 can obtained, and subsequently sampled values of st can be
obtained using the backward sampling probabilities in (44), for tn =- 20 ,,  .
Complete Conditional Distribution of l2
It can be shown that the complete conditional distribution of l2 can be
decomposed into the product
P YS P YS P p YS P q YS nn nn nn nn ll m l l l 21 1 1 1 1 1 1 1 |, |, |, |, -- - - = ,, , , 16 16 16 1 6 , (45)
primarily due to the availability of Sn-1. Each of mm m = ¢
10 , 16 , p and q can then be
sampled independently from the relevant distribution given Yn, Sn-1 and l1.A Switching Structural Model
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Consider first the distribution for m. Substituting gt-1 into the measurement
equation in (5), we have
yl s e tt t t -= ++ -- 11 10 mm . (46)
Given values of l11 ,Sn- , this is a regression of the form
zw e tt t = ¢ + m , (47)
where  zy l tt t =- -1,  ws tt = ¢
-11 , 16 . Under the assumption that m1 0 > , standard
Bayesian algebraic manipulations indicate that m  has a truncated normal
distribution having density
pY S p q I nn m l mm mm m m m m |, ,,, e x p -
-






0 1 16 38 38 S , (48)
where mm =
- (') ' WW WZ
1  and Sm s =
- (') WW
12 , with
¢ = Ww w w n 12 ,,,  16  and  ¢ = Xx x x n 12 ,,,  16 .
We next consider the transition probabilities p and q. Conditional on YS nn , -1, and
l1, p and q each have a conjugate prior distribution as given by (21), and hence
have independent beta posterior distributions
PpqY S gpv w gqv w nn p p qq ,| , , ; , ; , - = 11 l 16 38 38 (49)
where  vnu wnu pp =+ =+ 11 11 10 10 ,,   vnu wnu qq =+ =+ 00 00 01 01 ,  and nij is the
number of transitions from st-1 = i to st = j.
Computing Posterior Marginal Switching Probabilities
Once the Gibbs sampler algorithm has converged, a sample of size r from the
posterior distribution is available and estimates of numerous features of the
posterior are available. Forbes, Snyder and Shami (2000) detail how to obtain
forecast distributions for the SSOE model, and those calculations can be directly
extended for the SSM model.A Switching Structural Model
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Of particular interest is the posterior marginal switching probabilitiesPsY tN | 1 6,
which can be computed using Rao-Blackwellised estimators as follows
Ps Y
r









|( | , ) 16 16 l , (50)
where  Ps Y tn
k (| , ) =1 l16 is the (t+1)
th element of the vector  PS Y nn
k (| , ) - = 1 1 l16 and
l
(k) is the sampled parameter value for k = 1, 2, ..., r.
Computing Regime Duration
The expected duration of an expansion is estimated using the sample of size r of
generated probabilities p
(k). Let D1 be the duration of an expansion beginning at














= å , (51)
where p
(k) is the k
th iteration of p from the Gibbs sampler. Similarly, the expected














= å . (52)
4. Application to US GNP
In this section the quarterly US real GNP from the first quarter of 1951 to the
fourth quarter of 1984 will be modelled using an SSM and our algorithm detailed
in the last section. The observations yt are the natural logarithm of real GNP
multiplied by 100. The first 2000 iterations from the Gibbs sampling were
discarded, although it appeared that convergence was obtained after only a few
hundred iterations. An additional 5000 iterations were saved and used to draw
inferences on the parameters. The estimated posterior means are shown in Table 1
below along with the standard error of the corresponding marginal posterior
distributions.A Switching Structural Model











Table 1 - Parameter estimates and standard errors - SSM
The smoothing parameter value of 1.15 is close to one. The equivalent
ARIMA(0,1,1) of the SSM collapses to a random walk with switching drift. This
is in line with previous studies suggesting existence of unit root in GNP time
series (Nelson and Plosser; 1982, Stock and Watson; 1986, Perron and Phillips;
1987). The growth during the expansion period is around 1.08% (mm 10 - ) and
during the recessionary period is around -0.56% (m0). The expected duration of
expansions and recessions, which can be derived from (51) and (52) are equal to
11.72 and 2.97 quarters respectively.
The Rao-Blackwellised marginal posterior density estimates for the parameters
are given in Figures 1 to 7. The marginal posterior distribution of a  is
symmetrically distributed around its estimated mean (Figure 1) as is the marginal
posterior distribution for the initial level (Figure 3). Figure 2 shows a skewness in
the distribution of s
2  as do Figures 4 and 5 which display the marginal posterior
distributions of the switching components m1 and m0. Moreover, the effect of
truncating the Gaussian distribution appears to the left in Figure 4 and to the right
in Figure 5. The marginal posterior distributions of p and q are given in Figures 6
and 7 and they also show skewness in their distributions.A Switching Structural Model





















































































































































Figure 7 - Marginal Posterior
Distribution of q
Figure 8 shows the observations yt (dark colour) and the estimated state vectors,
which represent the levels lt-1 (light colour). Notice that the level lt closely follows


















































































Figure 8 - Observations and levels.A Switching Structural Model
                                                                                                                                    
20
Once the model is estimated, the parameters are used to forecast for 2 years ahead
or 8 quarters up to the fourth quarter 1986. Rao-Blackwellised estimates are used
to compute the mean and variance of the predictive values. The forecast
distributions for all horizons are illustrated in Figure 9. These show how both the
mean and the variance increase when the horizon increases. These distributions,


























Figure 9 - Marginal posterior distribution of the forecasts up to 8 horizons.
Table 2 shows these predictions (Mean) along with the standard error of the
corresponding posterior distributions (Std), 90% HPD intervals (L90% and
U90%) and 95% HPD intervals (L95% and U95%) where HPD means highest
posterior density. They are also illustrated in Figure 10 with the 90% and 95%
HPDs.
Data Mean Std L 95% L 90% U 90% U 95%
H1 817.39 817.38 0.89 815.59 815.86 818.70 818.96
H2 817.96 818.15 1.36 815.44 815.85 820.23 820.65
H3 818.97 818.91 1.71 815.51 816.04 821.55 822.08
H4 819.49 819.65 2.01 815.69 816.31 822.76 823.38
H5 820.41 820.39 2.27 815.94 816.64 823.91 824.60
H6 820.56 821.12 2.51 816.24 817.00 825.00 825.77
H7 821.24 821.85 2.73 816.57 817.40 826.07 826.90
H8 821.56 822.58 2.93 816.92 817.81 827.11 828.00
Table 2 - Observations and estimates - SSMA Switching Structural Model














































Mar-85 Jun-85 Sep-85 Dec-85 Mar-86 Jun-86 Sep-86 Dec-86
Figure 10 - Observations, estimates and 90% and 95% interval estimates
The forecasted values are well inside the HPD intervals which give an indication
about the usefulness of this model in forecasting. Furthermore the one step










Table 3: Observations and one step ahead estimatesA Switching Structural Model





















Figure 11: Observations and one step ahead estimates
The SSM model is not only used to estimate the population parameters and to
forecast the values in the coming horizons, but it encompasses the estimation of
the switching regime. In the case of GNP, the two regimes represent the
expansion (st=1) and recession (st=0) of the business cycle. Figure 12 shows the
marginal filtered probability P(st=0|YN). The straight lines represent the trough
and the peak times according to NBER.















































































Figure 12 - P(st=0|Yt-1).
5. Stability of the SSM Model
One concern raised in the switching regime literature is model stability. That is,
what are the consequences of applying a model to a shortened or lengthenedA Switching Structural Model
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series? In particular, if the estimates of the switching probabilities P(st=0|YN)
change greatly for a different sample size, then the model (or possibly the
estimation method) is thought to be unstable. Hamilton's model has been criticised
by many researchers for its instability, for example, Boldin (1996) observed a
breakdown of the Hamilton model for data, which includes the end of World War
II and the Korean War.
Also, Kim and Nelson (1999) found that Hamilton's model fails to provide
reasonable inferences on the probabilities of a recession or a boom when the data
set is extended until 1992 by using GDP. To correct for this, they added a dummy
variable from 1983 to account for a structural break in the growth rate. This idea
is in line with the structural models including the SSM, which allows for
"structural breaks" at each t through a change in the level lt. In another
application, by estimating Hamilton generalised model, Lam (1990) in using
maximum likelihood approach and Kim (1994) in using state space forms and
Kalman filter approach failed to capture all seven recession periods mentioned by
the NBER. The model captures only five recession periods and the low growth
phases were shorter than those of NBER recessions.
As a benchmark for the switching regime literature, Hamilton's model (1989) is
applied to four different sets of GNP and estimated by a maximum likelihood
estimation procedure. The first is the original set from 1951 to 1984 and the three
others are extended sets from the original set backwards and forwards in time.
Consequently, the second set runs from 1951 to 1986, the third set runs from 1947
to 1984 and the fourth set runs from 1947 to 1986. In addition, The same data sets
have been analysed as SSM models and estimated by the Bayesian procedure
proposed in this paper.
The results are shown in Figure 13 where the panels at left show Hamilton's
model and the panels at right show SSM model. Note that there appears to be little
difference between the two columns in the first row, as they both capture theA Switching Structural Model
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behaviour of the business cycle almost identically to the dates set by the NBER.
Nevertheless, differences appear in the subsequent rows, as the recession
estimates given by the Hamilton model does not persist in other data sets. One of
the reasons for such instability may be owed to the computational difficulty of
maximising numerically an often ill-behaved likelihood surface with respect to a
large number of unknown parameters (Hamilton, 1990). In contrast to this
instability in Hamilton model, the SSM appears to behave well and captures the
switching process in each of the GNP data set considered here.
Another way to compare different models is to evaluate the probability estimates.
This can be done by many procedures. Here the two well known measures that are
described in Diebold and Rudebush (1989) are used. The first is the quadratic
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where pe,t is the estimated value of the probability at time t and po,t is the observed
value. Like the usual mean squared error measure, the QPS provides a similar
measure: a lower QPS implies that the prediction is more accurate. The other
common measure is the log probability score (LPS), which is defined by
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Like QPS, a lower LPS implies that the prediction is more accurate. However,
LPS penalises large mistakes more heavily than QPS, and while QPS is bounded
by 0 and 2 (02 << QPS ), LPS has no upper bound (0 << µ LPS ).
To compare Hamilton's model and the SSM, the QPS and LPS measures are used.
The observed data used are the dates set by the NBER as contraction and
expansion periods. Table 4 shows the results obtained for the different sets of
data. Hamilton's model performs slightly better than the SSM on the original set
(1951-1984) in both the QPR and LPS measures but is outclassed on the other
three sets which is consistent with the results in Figure 13.A Switching Structural Model
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Data Set
51-84 51-86 47-84 47-86
Hamilton 0.103 0.167 0.293 0.272 QPS
SSM 0.119 0.109 0.229 0.152
Hamilton 0.177 0.274 0.558 0.516 LPS
SSM 0.213 0.187 0.390 0.289
Table 4: Probability Scores
6. Conclusion
In this paper, a switching structural model is proposed and the Bayesian analysis
developed in Forbes, Snyder and Shami (2000) of linear state space model is
extended to incorporate the switching part of the growth component. The
algorithm, based on Gibbs sampler, uses a mixture of filtering and smoothing and
Monte Carlo composition. Subsequently, the marginal distributions of the
parameters and the forecast distributions are obtained.
The advantages of this approach include production of exact, small sample
prediction distributions that are computed very quickly via Monte Carlo
composition. The SSM was applied on quarterly US GNP data by defining the
expansion and recession phases of the business cycle as the two switching states
and its stability was also checked using other data time periods.
The promising results of the SSM support different variations to it. One extension
is to look at the case where the switching parameters m1 and m0 follow a random
walk similar to Luginbuhl and De Vos (1999) using an SSOE framework. Another
extension to the SSM would be to explore the case where the transition
probabilities are not constant, but are modelled instead as probabilities linked to
different input data such as a leading indicator.A Switching Structural Model




































































































































































































































































































































































































































































































































































































































































































































Figure 13 - P(st=0|Yt-1).A Switching Structural Model
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