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RESUMO
Neste trabalho, estudamos a geometria do espac¸o dos canais bina´rios assime´tricos
n-dimensionais. Devido a` assimetria do problema, na˜o e´ poss´ıvel casar uma me´trica
aditiva a um canal bina´rio assime´trico. No entanto, podemos manter a estrutura aditiva
da distaˆncia e propor uma func¸a˜o orientada, conhecida na literatura como quasi-me´trica.
Neste sentido, todo canal bina´rio assime´trico esta´ associado a uma quasi-me´trica atrave´s
de uma relac¸a˜o que compara distaˆncias entre vetores com as probabilidades de erro do
canal. Definimos de modo natural uma relac¸a˜o de equivaleˆncia entre canais bina´rios
assime´tricos e o primeiro passo e´ a caracterizac¸a˜o das classes de equivaleˆncia como
cones do plano. A caracterizac¸a˜o das classes de equivaleˆncia nos permitiu iniciar
um estudo sobre invariantes quasi-me´tricos, distaˆncia mı´nima do co´digo e raios de
empacotamento e cobertura. Neste sentido, vimos que, para um dado co´digo, estes
invariantes quasi-me´tricos na˜o sa˜o constantes e a maioria deles depende na˜o apenas das
classes de equivaleˆncia de canais e do co´digo em questa˜o, mas tambe´m da escolha de
palavras co´digo espec´ıficas, diferentemente do que ocorre no caso da me´trica de Hamming
(associada ao canal sime´trico) ou qualquer outra me´trica invariante por translac¸a˜o. Esta
dependeˆncia nos leva a definic¸a˜o de sequeˆncias de raios de cobertura e empacotamento,
que refinam o conceito usual.
Palavras-chave: Canal bina´rio assime´trico. Co´digos corretores de erros (Teoria da in-
formac¸a˜o).
ABSTRACT
In this work, we study the geometry of the space of n-dimensional binary asymmetric
channels. Since the problem is asymmetric, it is not possible to match an additive metric
to a binary asymmetric channel. However, we can preserve the additive structure of the
distance and propose an oriented function, known in the literature as quasi-metric. In this
sense, every binary asymmetric channel is associated to a quasi-metric through a relation
that compares distances between vectors with the channel error probabilities. We define
in a natural way an equivalence relation between binary asymmetric channels and the
first step is to characterize equivalence classes as cones in the plane. The characterization
of the equivalence classes allowed us to initiate a study about quasi-metric invariants,
minimum distance of a code, packing and covering radius. In this sense, we have seen
that, for a given code, these quasi-metric invariants are not constants and most of them
depend not only on the equivalence classes and the code, but also depend on the choice
of specific codewords, unlike what happens in the case of Hamming metric (associated to
the symmetric channel) or any other metric invariant by translation. This dependence
leads us to define sequences of packing and covering radius, which improve the usual
concept.
Keywords: Binary asymmetric channel. Error correcting codes (Information theory).
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Cap´ıtulo 1
Introduc¸a˜o
Um canal bina´rio assime´trico sem memo´ria e´ um canal no qual os s´ımbolos
de entrada e sa´ıda sa˜o bina´rios, mas no qual a probabilidade de erro e´ distinta para os
s´ımbolos 1 e 0. Canais bina´rios assime´tricos teˆm sido utilizados como modelo em diversas
situac¸o˜es e aplicac¸o˜es, como por exemplo, na modelagem de memo´ria flash, [1], [2], ou
ainda em neurocieˆncia, na modelagem de “erros”no acionamento de neuroˆnios espec´ıficos
mediante est´ımulos fixos [3]. Apesar do crescente interesse pelo assunto, muito pouco
foi dito sobre os canais bina´rios assime´tricos como um espac¸o em s´ı. Neste trabalho,
pretendemos estudar a geometria dos canais bina´rios assime´tricos sem memo´ria.
Utilizamos a notac¸a˜o usual de canais bina´rios assime´tricos, denotando o par
de paraˆmetros por (p, q), em que p denota a probabilidade de enviar o s´ımbolo 0 e receber
o s´ımbolo 1 e q a probabilidade de enviar o s´ımbolo 1 e receber o s´ımbolo 0. Os canais
sime´tricos, sa˜o aqueles em que p = q e nestes, do ponto de vista teo´rico, sob muitos
aspectos, e´ indiferente o valor efetivo de p. Na˜o e´ esta a situac¸a˜o no caso de canais
assime´tricos. Mais ainda, o comportamento dos canais depende efetivamente de uma
terceira varia´vel, a saber, o comprimento n dos blocos considerados. Assim, denotamos por
BACn(p, q) o canal bina´rio assime´trico com probabilidades de erro (p, q) e comprimento
de bloco n.
Considere dois canais bina´rios assime´tricos distintos, BACn(p, q) eBACn(p′, q′).
Olhando cada um destes canais apenas como um modelo probabil´ıstico, dois tipos de equi-
valeˆncia se impo˜em de maneira natural a partir de Teoria de Co´digos Corretores de Erros.
• Probabilidade a posteriori: A primeira delas se refere ao processo de decodi-
ficac¸a˜o (a posteriori): dizemos que BACn(p, q) e BACn(p′, q′) sa˜o equivalentes se
para todo co´digo C ⊆ Fn2 e para toda palavra recebida v ∈ Fn2 , a decodificac¸a˜o
por ma´xima verossimilhanc¸a (incluindo decodificac¸a˜o por lista) retorna o mesmo
resultado para os dois canais.
• Probabilidade a priori: Sob o ponto de vista de probabilidade a priori, a relac¸a˜o
e´ distinta: dizemos que BACn(p, q) e BACn(p′, q′) sa˜o equivalentes se, ao se enviar
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uma palavra qualquer v ∈ Fn2 , e ordenarmos os elementos de Fn2 de acordo com
a probabilidade de serem recebidos (probabilidade que em geral e´ distinta para
(p, q) 6= (p′, q′)) a ordem dos elementos e´ igual para os dois canais. Para sermos
mais precisos, denotemos z = (p, q), z′ = (p′, q′) e seja Pnz (u|v) (ou Pnz′(u|v)) a
probabilidade (determinada por z (ou z′)) de se receber uma mensagem u dado que
v tenha sido enviada, em que u, v ∈ Fn2 . Dizemos que BACn(p, q) e BACn(p′, q′)
sa˜o equivalentes se
Pnz (w|v) ≤ Pnz (u|v) ⇐⇒ Pnz′(w|v) ≤ Pnz′(u|v),
para quaisquer u, v, w ∈ Fn2 .
Considerando o conjunto de todos os canais ou o conjunto de suas classes de
equivaleˆncia (em um ou outro sentido, a priori ou a posteriori) temos o que podemos
chamar de um espac¸o de canais , ou seja, um conjunto no qual cada elemento e´ um canal
ou uma classe de equivaleˆncia de canais.
A primeira refereˆncia que encontramos a respeito deste objeto, citada em [4],
se refere a uma questa˜o apresentada em 1967, nas notas de aula de Massey [5] (refereˆncia
original na˜o encontrada), onde se pergunta sobre a possibilidade de termos uma me´trica
casada a um canal, no sentido de que a decodificac¸a˜o por ma´xima verossimilhanc¸a (crite´rio
a posteriori) coincida com a decodificac¸a˜o por ma´xima proximidade (crite´rio me´trico).
Nesse sentido, em 1971, Chiang e Wolf determinaram todos os canais discretos sime´tricos
e sem memo´ria casados com a me´trica de Lee, [4]. Em 1980, Se´guin resolveu o mesmo
problema, para as me´tricas aditivas e apresentou condic¸o˜es necessa´rias e suficientes para
que um canal discreto e sem memo´ria esteja casado com tais me´tricas, [6].
O problema foi novamente retomado em um contexto mais gene´rico em 2016,
por Walker e Firer, que definiram a questa˜o para canais gene´ricos e demonstraram que o
canal Z e´ metriza´vel, [7]. O caso assime´trico gene´rico foi estudado por Poplawsky em [8]
e resolvido por Qureshi em [9]. Posteriormente, iniciou-se um estudo sobre equivaleˆncias
entre canais bina´rios assime´tricos, sob o ponto de vista da decodificac¸a˜o a posteriori, [10].
O estudo das equivaleˆncias entre canais bina´rios assime´tricos, sob o ponto de
vista de probabilidades a priori, ainda na˜o havia sido explorado e este e´ o principal objeto
de estudo deste trabalho. Claramente, como de modo geral temos que P(u|v) 6= P(v|u),
na˜o e´ poss´ıvel casar uma me´trica aditiva a um BACn(p, q), a menos que tenhamos o
caso sime´trico p = q. Assim, para casarmos uma medida geome´trica a uma medida
probabil´ıstica do canal, temos duas possibilidades: a primeira e´ abrir ma˜o do cara´ter
aditivo de distaˆncia, conforme foi feito por Firer e Walker em [7], para o canal Z (que
e´ um caso extremo de BACn(p, q), com p = 0) e por Qureshi, na situac¸a˜o geral, em
[9]. Outra possibilidade, que utilizamos aqui, e´ manter a estrutura aditiva e abrir ma˜o da
condic¸a˜o de simetria de uma me´trica, obtendo o que e´ conhecido na literatura como quasi-
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me´trica (vide Encyclopedia of Distances, [11]). A quasi-me´trica (tambe´m denominada
me´trica assime´trica ou me´trica orientada) e´ uma func¸a˜o orientada e que sera´ definida
neste trabalho, como uma func¸a˜o que depende das constantes p e q que determinam um
BACn(p, q).
Se considerarmos a matriz de probabilidades Pnp,q de um BACn(p, q), podemos
ordenar as entradas por colunas ou por linhas. Assumimos neste ponto a seguinte con-
venc¸a˜o: dado que v ∈ Fn2 foi enviado, o vetor u ∈ Fn2 mais prova´vel de ter sido recebido
e´ aquele que possui a maior probabilidade na coluna da matriz Pnp,q, correspondente a
v. Esse processo de ordenac¸a˜o da matriz de probabilidades de um canal, por colunas, e´
um processo diferente do que e´ feito no processo de decodificac¸a˜o por ma´xima verossi-
milhanc¸a, em que a matriz de probabilidades e´ ordenada por linhas, conforme pode ser
visto, por exemplo, em [10] e [12].
Temos assim definido o espac¸o dos canais bina´rios assime´tricos de comprimento
n e uma relac¸a˜o de equivaleˆncia natural: dizemos que dois canais sa˜o equivalentes se a
ordenac¸a˜o de cada coluna da matriz associada for ideˆntica. O espac¸o destas classes de
equivaleˆncia e´ o objeto de estudo deste trabalho.
Para lidar com este problema, considerando esta convenc¸a˜o de ordenamento
de Pnp,q por colunas, a` cada BACn(p, q), associamos uma quasi-me´trica aditiva, por uma
relac¸a˜o que nos permite comparar as distaˆncias entre vetores bina´rios de comprimento
n, com as probabilidades de erro do canal. Em outras palavras, para u, v ∈ Fn2 , se
a distaˆncia de v ate´ u e´ a menor, dentre todas as distaˆncias realiza´veis a partir de v,
enta˜o a probabilidade de receber u dado que v foi enviado e´ a maior dentre todas as
probabilidades a priori obtidas a partir de v. Considerando este modelo de distaˆncia
(quasi-me´trica), conseguimos caracterizar de maneira simples as classes de equivaleˆncia:
cada classe e´ um cone. Caracterizadas as classes de equivaleˆncia, definimos e estudamos os
principais paraˆmetros e invariantes me´tricos de co´digos corretores de erros dentro deste
contexto quasi-me´trico: distaˆncia mı´nima, raios de empacotamento, raio de cobertura,
distribuic¸a˜o de distaˆncias.
Neste ponto e´ importante mencionar que o ponto de partida desta tese (ou
inspirac¸a˜o original) e´ o trabalho de Fazelli et. al ([13]) que estuda o limitante de em-
pacotamento de esferas no caso de espac¸os onde as bolas na˜o teˆm mesmo volume (ou
cardinalidade).
Vale a pena destacar que a principal ferramenta utilizada no estudo de co´digos,
utilizando os canais bina´rios assime´tricos, e´ a me´trica assime´trica proposta em [14], por
Constantin e Rao. Para u, v ∈ Fn2 , a distaˆncia assime´trica entre os vetores u e v e´
definida como sendo da(v, u) = max{r, s}, em que as quantidades r e s sa˜o definidas,
respectivamente, por r =
∣∣{i | vi = 1 e ui = 0}∣∣ e s = ∣∣{i | vi = 0 e ui = 1}∣∣. Essa
me´trica e´ interessante pois determina em qual direc¸a˜o (0 → 1 ou 1 → 0) ocorre maior
quantidade de erros, fato u´til para estimar a quantidade de erros que o canal e´ capaz de
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corrigir. No entanto, esta me´trica na˜o reflete adequadamente propriedades importantes
do canal em termos de co´digos corretores de erros, quais sejam, a equivaleˆncia de canais
(a posteriori ou a priori), dentre outros motivos porque na˜o dependem dos paraˆmetros
(p, q) que determinam o canal assime´trico.
Este trabalho esta´ organizado da seguinte forma: no Cap´ıtulo 2, definimos o
espac¸o dos canais bina´rios assime´tricos n-dimensionais e uma quasi-me´trica aditiva que
sera´ associada a um BACn(p, q) pertencente a este espac¸o. O resultado que caracteriza
esta associac¸a˜o e´ o nosso ponto de partida para desenvolver todo o trabalho. A partir dele,
definimos, de maneira natural, uma equivaleˆncia de canais e caracterizamos as classes de
equivaleˆncia como cones convexos do plano. No Cap´ıtulo 3, estudamos os invariantes
quasi-me´tricos, distaˆncia mı´nima do co´digo e raios de empacotamento e cobertura. Mos-
traremos que, para um dado co´digo, estes invariantes na˜o sa˜o constantes e a maioria deles
depende na˜o somente do co´digo e das classes de equivaleˆncia de canais, mas tambe´m da
escolha das palavras co´digo. Nesse sentido, refinamos o conceito usual e definimos as
sequeˆncias de raios de empacotamento e cobertura de um co´digo. Encerramos o trabalho
elencando algumas considerac¸o˜es finais e perspectivas futuras.
14
Cap´ıtulo 2
Geometria do espac¸o Pn
Este cap´ıtulo tem como principal objetivo apresentar a geometria do espac¸o
Pn. A partir de uma quasi-me´trica aditiva, que depende dos paraˆmetros (p, q) do canal,
mostraremos como canal e distaˆncia esta˜o associados e, a partir disso, definiremos uma
relac¸a˜o de equivaleˆncia entre canais que nos permitira´ descrever as classes de equivaleˆncia
como cones convexos do plano.
2.1 Canais bina´rios assime´tricos
Neste trabalho consideramos um canal bina´rio assime´trico BAC(p, q), deter-
minado por constantes p, q que representam as probabilidades de erro de s´ımbolo, de modo
que P(0|0) = 1 − p, P(1|0) = p, P(0|1) = q e P(1|1) = 1 − q, para p, q ∈ (0, 1
2
), conforme
podemos ver esquematicamente na Figura 2.1.
0 0
1 1
1− p
1− q
q
p
Figura 2.1: Esquema de um canal bina´rio assime´trico BAC(p, q).
Observac¸a˜o 1. BAC refere-se a`s iniciais de Binary Asymmetric Channel, em ingleˆs.
Para 1 ≤ n ∈ N, consideramos um canal bina´rio assime´trico n-dimensional,
BACn(p, q) : V → V,
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em que V = Fn2 e (p, q) ∈ (0, 12)2. O canal BACn(p, q) e´ considerado sem memo´ria, ou
seja, dados v = (v1, . . . , vn) e u = (u1, . . . , un), com u, v ∈ V , tem-se que
P(u|v) =
n∏
i=1
P(ui|vi),
em que
P(ui|vi) =

1− p, se ui = vi = 0,
p, se ui = 1, vi = 0,
q, se ui = 0, vi = 1,
1− q, se ui = vi = 1.
Observac¸a˜o 2. Neste trabalho, P(u|v) denota a probabilidade de receber um vetor u dado
que o vetor v foi enviado, para quaisquer u, v ∈ V .
Definic¸a˜o 1. Para n ∈ N, definimos o conjunto de todos os BACs n-dimensionais por
Pn = {BACn(p, q) | BAC(p, q) e´ um BAC}.
Um BACn(p, q), como o pro´prio nome sugere, nos da´ uma condic¸a˜o de assi-
metria para o problema, pois pode-se errar na direc¸a˜o 0 → 1 e na direc¸a˜o 1 → 0, com
probabilidades distintas, diferente do que ocorre com o canal bina´rio sime´trico (BSC),
[15]. Assim sendo, para esse tipo de canal, devemos tratar os erros de maneira qualita-
tiva e na˜o somente quantitativa, como ocorre no caso sime´trico. Note que, anteriormente
nos referimos aos tipos de erro do canal, fazendo uso da palavra “direc¸a˜o”. Esse termo ja´
sugere como faremos a ana´lise qualitativa dos erros de transmissa˜o deste canal, ou seja, fa-
remos uso de uma distaˆncia orientada entre vetores enviados e recebidos, respectivamente.
Assim, se por exemplo, enviamos um vetor v ∈ V e, apo´s a transmissa˜o, recebemos como
resposta do canal um vetor u ∈ V , a distaˆncia orientada entre os vetores v e u fornecera´
a quantidade de erros que ocorreram em cada uma das direc¸o˜es. Note ainda que esta
distaˆncia sera´ diferente se considerarmos a orientac¸a˜o contra´ria, ou seja, de u ate´ v.
2.2 A quasi-me´trica δnp,q
Considere um canal BACn(p, q) ∈ Pn determinado por um par de probabilida-
des de erro (p, q) ∈ (0, 1
2
)2. Suponha que uma mensagem u ∈ Fn2 tenha sido enviada pelo
canal BACn(p, q) e tenhamos recebido uma palavra v ∈ Fn2 . Enta˜o, a transic¸a˜o u → v
pode ser descrita por um grafo bi-orientado e ponderado G = (V,E). O conjunto V = Fn2
denota o conjunto dos ve´rtices de G e representa todos os poss´ıveis vetores v que podem
ser recebidos como resposta do canal ao final da transmissa˜o da mensagem u. O conjunto
E e´ formado por todas as arestas bi-orientadas de G tal que, para todo u, v ∈ V , uma
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aresta uv ∈ E se, e somente se, dH(u, v) = 1, em que dH denota a me´trica de Hamming.
Vale ressaltar que uv ∈ E se, e somente se, vu ∈ E, pois dH e´ me´trica e satisfaz a propri-
edade sime´trica. Ale´m disso, se uv ∈ E, enta˜o ωH(u) = ωH(v)± 1 (em que ωH denota o
peso de Hamming de um vetor), pois u e v diferem em apenas uma coordenada e, nesse
caso, ωH(v) necessariamente deve ser uma unidade maior ou uma unidade menor que o
peso de Hamming de ωH(u).
Para cada aresta bi-orientada uv ∈ E atribu´ımos um peso, definido de acordo
com o tipo de coordenada que foi trocada na transic¸a˜o u → v. O peso de uma aresta
uv ∈ E depende das probabilidades de erro do canal BACn(p, q) e do tipo de troca de
coordenadas. Assim sendo, o peso atribu´ıdo a` aresta sera´ em func¸a˜o de q se a aresta foi
percorrida na direc¸a˜o 1 → 0 e sera´ em func¸a˜o de p, se a aresta foi percorrida na direc¸a˜o
inversa, 0→ 1, conforme definimos a seguir.
Definic¸a˜o 2. Seja G = (V,E) um grafo bi-orientado, V = Fn2 e uv ∈ E para u, v ∈ V .
O peso da aresta uv e´ definido por
tp,q(uv) =

− log2
( q
1− q
)
= log2
(1
q
− 1
)
, se ωH(u) = ωH(v) + 1;
− log2
( p
1− p
)
= log2
(1
p
− 1
)
, se ωH(u) = ωH(v)− 1.
Definic¸a˜o 3. Seja G = (V,E) um grafo bi-orientado, V = Fn2 e u, v ∈ V . Um caminho
orientado, com r arestas, ligando o ve´rtice u ao ve´rtice v e´ uma sequeˆncia V = (vi)ri=0,
onde v0 = u, vr = v e vivi+1 ∈ E. O comprimento (ponderado) do caminho V e´ dado
pela soma dos pesos das r arestas de V, ou seja,
l(V) =
r−1∑
i=0
tp,q(vivi+1).
Um raio geode´sico e´ um caminho V de comprimento mı´nimo dentre os que
ligam o ve´rtice inicial u ao ve´rtice final v. Denotamos por δnp,q(u, v) o comprimento de
um raio geode´sico unindo u a v.
Vale observar que como o grafo G e´ conexo, existem caminhos ligando dois
ve´rtices quaisquer e a existeˆncia de geode´sica ligando dois ve´rtices segue do fato das
distaˆncias serem discretas.
Para um canal BACn(p, q) ∈ Pn e para um caminho orientado V, ligando o
ve´rtice inicial u ao ve´rtice final v, sejam |ep| a quantidade de arestas na direc¸a˜o 0 → 1
e |eq| a quantidade de arestas na direc¸a˜o 1 → 0. Enta˜o, o comprimento ponderado de V
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pode ser expresso por uma combinac¸a˜o dos pesos das arestas, ou seja,
l(V) = |ep| log2
(1
p
− 1
)
+ |eq| log2
(1
q
− 1
)
.
Se V for um raio geode´sico de comprimento δnp,q(u, v), a quantidade r de arestas
do caminho V e´ igual a r = dH(u, v), conforme mostra a seguinte proposic¸a˜o.
Proposic¸a˜o 1. Sejam u, v ∈ V . Se V = (vi)ri=0 e´ um raio geode´sico ligando o ve´rtice
inicial u ao ve´rtice final v, enta˜o o caminho V possui r = dH(u, v) arestas.
Demonstrac¸a˜o. Sejam u,w, v ∈ V e V = (vi)ri=0 um raio geode´sico ligando o ve´rtice inicial
v0 = u ao ve´rtice final vr = w. A demonstrac¸a˜o sera´ feita usando o Principio da Induc¸a˜o
Finita sobre r.
O caso r = 1 e´ trivial. Assumamos, por hipo´tese, que o raio geode´sico V
possua r = dH(u,w) arestas, em que r ≥ 1.
u
w’
w
v
Figura 2.2: Um esquema (em vermelho) para um raio geode´sico V1 = V ∪ v.
Seja V1 = (vi)r+1i=0 um raio geode´sico ligando o ve´rtice inicial v0 = u ao ve´rtice
final vr+1 = v. Por hipo´tese, um raio geode´sico unindo v0 = u a qualquer elemento do
conjunto D = {w ∈ V | dH(u,w) = r} possui exatamente r arestas. Como V1 possui
(r + 1) arestas e V e V1 teˆm o mesmo ve´rtice inicial v0 = u, podemos escrever V1
como V1 = V ∪ v, conforme ilustra esquematicamente a Figura 2.2, em que w,w′ ∈ D.
Portanto, existe pelo menos um vetor w ∈ D tal que dH(w, v) = 1. Nesse caso, a
desigualdade triangular aplicada a` me´trica de Hamming e´ satisfeita com igualdade, ou
seja, dH(u, v) = dH(u,w) + dH(w, v) = r + 1 e o resultado esta´ demonstrado.
O resultado da Proposic¸a˜o 1 e´ natural pois, se V e´ um raio geode´sico, com r
arestas, ligando o ve´rtice inicial u ao ve´rtice final v, enta˜o r representa a menor quantidade
necessa´ria de coordenadas trocadas para obter o vetor v a partir da mensagem enviada u.
Essa quantidade representa justamente o valor dH(u, v). Vale ressaltar que a geode´sica
ligando dois ve´rtices na˜o e´ necessariamente u´nica.
Adotaremos neste trabalho a definic¸a˜o de quasi-me´trica, conforme apresentada
em [11].
Definic¸a˜o 4. Uma func¸a˜o δnp,q : V
2 → R+ definida sobre V = Fn2 e´ uma quasi-me´trica se
satisfaz as seguintes condic¸o˜es:
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a) para todo u, v ∈ V , δnp,q(u, v) ≥ 0 e δnp,q(u, v) = 0⇔ u = v;
b) para todo u, v, w ∈ V , δnp,q(u, v) ≤ δnp,q(u,w) + δnp,q(w, v);
Definic¸a˜o 5. Uma quasi-me´trica δnp,q : V
2 → R+ definida sobre V = Fn2 e´ aditiva se
δnp,q(u, v) =
n∑
i=1
δnp,q(ui, vi),
para todo u, v ∈ V .
A pro´xima proposic¸a˜o nos fornece que δnp,q(·, ·) e´ uma quasi-me´trica aditiva.
Proposic¸a˜o 2. A func¸a˜o δnp,q : V
2 → R+ define uma quasi me´trica aditiva.
Demonstrac¸a˜o. De acordo com a Definic¸a˜o 4 deve-se mostrar que δnp,q(·, ·) e´ uma func¸a˜o
na˜o negativa e que satisfaz a Desigualdade Triangular orientada. Assim sendo, sejam
u, v, w ∈ V . Tem-se que
a) Para todo u, v ∈ V , o comprimento de um raio geode´sico ligando o ve´rtice inicial u
ao ve´rtice final v e´ dado por
δnp,q(u, v) = |ep| log2
(1
p
− 1
)
+ |eq| log2
(1
q
− 1
)
,
com dH(u, v) = |ep| + |eq|. Uma vez que p, q ∈ (0, 12) enta˜o valem as seguintes
desigualdades: log2(
1
p
− 1) > 0, log2(1q − 1) > 0 e, portanto, δnp,q(u, v) > 0, para
todo u, v ∈ V . A igualdade δnp,q(u, v) = 0 ocorre se |ep| = |eq| = 0 e, neste caso,
necessariamente u = v para todo u, v ∈ V , pois isso significa que na˜o ocorreram erros
ao longo da transmissa˜o da mensagem enviada u, pelo canal BACn(p, q). Portanto,
δnp,q e´ na˜o negativa.
b) Sejam V1 = (v1i )
r1
i=0 um raio geode´sico ligando o ve´rtice inicial v
1
0 = u ao ve´rtice
final v1r1 = w e V2 = (v
2
i )
r2
i=0 um raio geode´sico ligando o ve´rtice inicial v
2
0 = v
1
r1
= w
ao ve´rtice final v2r2 = v. Considere um caminho concatenado, V = V1 ∗ V2, ligando
o ve´rtice inicial u ao ve´rtice final v. Enta˜o, pela Proposic¸a˜o 1, temos dH(u,w) = r1
e dH(w, v) = r2. Assim sendo, pela desigualdade triangular aplicada a` me´trica de
Hamming, obtemos
dH(u, v) ≤ dH(u,w) + dH(w, v) = r1 + r2.
Portanto, um raio geode´sico ligando o ve´rtice inicial u ao ve´rtice final v tera´ uma
quantidade de arestas menor que ou igual a` quantidade de arestas de V, ou seja,
menor que ou igual a (r1 + r2). Portanto, necessariamente devemos ter δ
n
p,q(u, v) ≤
δnp,q(u,w) + δ
n
p,q(w, v). Portanto, δ
n
p,q satisfaz a Desigualdade Triangular orientada.
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Por a) e b) conclui-se que δnp,q e´ quasi-me´trica.
Para mostrar a aditividade de δnp,q sejam u = (u1, . . . , un), v = (v1, . . . , vn) ∈ V
dois vetores quaisquer e V um raio geode´sico unindo o ve´rtice inicial u ao ve´rtice final v.
Enta˜o, o comprimento da geode´sica V e´ dado por δnp,q(u, v) = |ep| log2(1p−1)+|eq| log2(1q−1)
e, pela Proposic¸a˜o 1, tem-se que dH(u, v) = |ep|+ |eq|. Portanto, obte´m-se imediatamente
que
δnp,q(u, v) =
n∑
i=1
δnp,q(ui, vi)
e, pela Definic¸a˜o 5, conclui-se que δnp,q e´ quasi-me´trica aditiva.
Observac¸a˜o 3. Sejam u, v ∈ V . Pela definic¸a˜o de raio geode´sico, Definic¸a˜o 3, temos
δnp,q(u, v) = |ep| log2
(1
p
− 1
)
+ |eq| log2
(1
q
− 1
)
e
δnp,q(v, u) = |eq| log2
(1
p
− 1
)
+ |ep| log2
(1
q
− 1
)
.
Note que os coeficientes de log2
(
1
p
− 1) e log2(1q − 1) esta˜o invertidos devido a`
troca da orientac¸a˜o no caminho de u a v. Neste caso, temos
δnp,q(u, v) 6= δnp,q(v, u)⇐⇒ (|ep| − |eq|)
[
log2
(1
p
− 1
)
− log2
(1
q
− 1
)]
6= 0⇐⇒
|ep| 6= |eq| e log2
(1
p
− 1
)
6= log2
(1
q
− 1
)
⇐⇒ |ep| 6= |eq| e p 6= q.
Portanto, existem u, v ∈ V tais que δnp,q(u, v) 6= δnp,q(v, u) e, desta forma, na˜o consegui-
mos garantir a simetria da distaˆncia para todo par u, v ∈ V . Logo, a distaˆncia δnp,q e´
assime´trica.
Em [14], Constantin e Rao utilizaram a distaˆncia assime´trica
da(u, v) = max{|ep|, |eq|}.
Assim sendo, se p 6= q e |ep| = |eq|, enta˜o da(u, v) = |ep| = |eq|. Por outro lado, acabamos
de verificar que δnp,q(u, v) = δ
n
p,q(v, u)⇐⇒ |ep| = |eq|, para p 6= q. Segue que
δnp,q(u, v) = δ
n
p,q(v, u)⇐⇒ |ep| = |eq| = da(u, v).
Portanto, estas duas distaˆncias esta˜o relacionadas quando ocorre simetria na
quasi-me´trica.
Exemplo 1. Sejam V = F32 e os vetores u = 000, w = 101, v = 011 ∈ V . Considere um
canal BAC3(p, q) ∈ P3. A Figura 2.3 ilustra o grafo bi-orientado G para o qual o conjunto
CAPI´TULO 2. GEOMETRIA DO ESPAC¸O PN 20
de ve´rtices e´ V . Pode-se ver que as distaˆncias entre os pares de ve´rtices (v, u), (u,w) e
(w, v) sa˜o dadas, respectivamente, por: δ3p,q(u, v) = 2 log2(
1
p
−1), δ3p,q(u,w) = 2 log2(1p −1)
e δ3p,q(w, v) = log2(
1
p
−1)+log2(1q−1). Sabemos que a distaˆncia δ3p,q(u, v) (comprimento do
caminho vermelho no grafo G) e´ menor que a distaˆncia δ3p,q(u,w)+δ
3
p,q(w, v) (comprimento
dos caminhos em tons de azul no grafo G). Portanto, o caminho vermelho e´ um raio
geode´sico, de comprimento δ3p,q(u, v), que une o ve´rtice inicial u ao ve´rtice final v.
Ale´m disso, note a assimetria das distaˆncias quando a orientac¸a˜o dos caminhos
vermelho e azul claro sa˜o invertidas: δ3p,q(v, u) = δ
3
p,q(w, u) = 2 log2(
1
q
− 1). Por outro
lado, para o caminho azul escuro, apesar da inversa˜o na orientac¸a˜o, o comprimento do
caminho se mante´m igual a δ3p,q(v, w) = log2(
1
q
− 1) + log2(1p − 1) = δ3p,q(w, v).
w=101
100
001
u=000
111
110
010
v=011
Figura 2.3: Grafo bi-orientado G, correspondente ao espac¸o V .
2.3 O espectro de v ∈ V
Vimos na Sec¸a˜o 2.2 que, para um dado canal BACn(p, q), um raio geode´sico V
unindo um ve´rtice inicial u a um ve´rtice final v pode ser descrito por meio de um grafo bi-
orientado G. Portanto, cada vez que uma mensagem u e´ enviada pelo canal BACn(p, q),
podemos receber como resposta qualquer vetor v, a uma distaˆncia δnp,q(u, v) do ve´rtice
u. Cada uma dessas distaˆncias corresponde a um caminho orientado V, no grafo G, que
une o ve´rtice inicial u a algum ve´rtice v ∈ V . A seguir, definimos o conjunto Spec(u),
formado por todas as distaˆncias realiza´veis a partir de um ve´rtice inicial u ∈ V .
Definic¸a˜o 6. Seja u ∈ V . O espectro de u e´ o conjunto de todas as quasi-distaˆncias que
podem ser realizadas a partir de u e de um par de probabilidades de erro (p, q), ou seja,
Spec(u) :=
{
δnp,q(u, v) | v ∈ V
}
.
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Conforme visto na Proposic¸a˜o 1, um raio geode´sico unindo um ve´rtice inicial
u a um ve´rtice final v possui exatamente dH(u, v) = |ep|+ |eq| arestas e tem comprimento
dado por
δnp,q(u, v) = |ep| log2
(1
p
− 1
)
+ |eq| log2
(1
q
− 1
)
,
com |ep| ≤ (n− wH(u)) e |eq| ≤ wH(u).
Assim sendo, obter os elementos do conjunto Spec(u) consiste em determinar
todos os pares ordenados (|ep|, |eq|) ∈ N× N que sa˜o soluc¸o˜es do sistema
(P)

|ep| + |eq| = dH(u, v)
|ep| ≤ n− ωH(u);
|eq| ≤ ωH(u),
(2.1)
para dH(u, v) ≤ n.
Note que, se u, v ∈ V sa˜o vetores com mesmo peso de Hamming (ωH(u) =
ωH(v)), enta˜o Spec(u) = Spec(v), ja´ que ambos os conjuntos sa˜o determinados pela
resoluc¸a˜o do Sistema 2.1.
Exemplo 2. Considere um canal BAC3(p, q) ∈ P3 e u = 101 ∈ V . Uma vez que
ωH(u) = 2 e n = 3, obte´m-se que
(P)

|ep| + |eq| = dH(u, v)
|ep| ≤ 1;
|eq| ≤ 2,
(2.2)
para r = dH(u, v) ≤ 3 e todo v ∈ V .
Os pares ordenados que satisfazem o Sistema 2.2 esta˜o ilustrados na Figura
2.4. Cada par ordenado (|ep|, |eq|) corresponde a uma distaˆncia δnp,q(u, v), para todo v ∈ V ,
conforme descrito a seguir:
|ep|
|eq|
r=
0
r=
1
r=
2
r=
3
2
1
0 1
Figura 2.4: Soluc¸a˜o do Sistema (2.2). Na figura, r denota a distaˆncia de Hamming.
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1. dH(u, v) = 0 :
• (|ep|, |eq|) = (0, 0)→ δ3p,q(v, v) = 0.
2. dH(u, v) = 1 :
• (|ep|, |eq|) = (1, 0)→ δ3p,q(u, v) = log2(1p − 1);
• (|ep|, |eq|) = (0, 1)→ δ3p,q(u, v) = log2(1q − 1).
3. dH(u, v) = 2 :
• (|ep|, |eq|) = (0, 2)→ δ3p,q(u, v) = 2 log2(1q − 1);
• (|ep|, |eq|) = (1, 1)→ δ3p,q(u, v) = log2(1p − 1)+ log2(1q − 1).
4. dH(u, v) = 3 :
• (|ep|, |eq|) = (1, 2)→ δ3p,q(u, v) = log2
(
1
p
− 1)+ 2 log2(1q − 1).
Portanto, temos 6 distaˆncias que podem ser realizadas a partir do ve´rtice u,
ou seja,
Spec(u) =
{
0, x, y, 2y, x+ y, x+ 2y
}
,
com x = log2
(
1
p
− 1) e y = log2(1q − 1).
Uma vez que, para todo u ∈ V , o conjunto Spec(u) esta´ bem definido e carac-
terizado, mediante a resoluc¸a˜o do Sistema (2.1), buscamos encontrar uma expressa˜o que
nos fornecesse a cardinalidade deste conjunto, conforme mostramos no pro´ximo teorema.
Teorema 1. Seja u ∈ V . A cardinalidade de Spec(u) e´ dada por
σu := |Spec(u)| = (ωH(u) + 1)(n− ωH(u) + 1), (2.3)
em que ωH(u) e´ o peso de Hamming de u.
Demonstrac¸a˜o. Seja R o retaˆngulo (n − ω) × ω, para ω := ωH(u), conforme ilustrado
na Figura 2.5. Para calcular Spec(u) devemos resolver o sistema definido em (2.1), ou
seja, precisamos somente contar os pares ordenados (|ep|, |eq|) em R. Uma vez que cada
par ordenado corresponde a um u´nico elemento de Spec(u), pelo Princ´ıpio Multiplicativo
obtemos σu = (ω + 1)(n− ω + 1).
Exemplo 3. Seja v = 101 ∈ V . Enta˜o, temos ωH(v) = 2 e, pelo Teorema 1, obtemos
σv = 6, conforme descrito inicialmente no Exemplo 2.
Note que σv e´ uma func¸a˜o que depende somente de n e do peso de Hamming
de v, para todo v ∈ V . Os corola´rios a seguir nos fornecem uma condic¸a˜o para que as
cardinalidades de σv e σu coincidam e tambe´m os valores ma´ximo e mı´nimo de σv.
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|ep|
|eq|
· · · n− ω
ω
0
Figura 2.5: Retaˆngulo R.
Corola´rio 1. Sejam u, v ∈ V e n ∈ N. Enta˜o,
σv = σu ⇐⇒ ωH(v) = ωH(u) ou ωH(v) + ωH(u) = n.
Demonstrac¸a˜o. Sejam u, v ∈ V . Pelo Teorema 1, temos:
σv = σu ⇐⇒ (ωH(v) + 1)(n− ωH(v) + 1) = (ωH(u) + 1)(n− ωH(u) + 1).
A u´ltima igualdade e´ equivalente a
(
ωH(u)−ωH(v)
)(
ωH(u) +wH(v)−n
)
= 0,
de onde se obte´m que ωH(u) = ωH(v) ou ωH(u) + ωH(v) = n.
Corola´rio 2. Seja σv a cardinalidade do espectro de v, para todo v ∈ V . Enta˜o,
a) min
v∈V
σv = σ0 = σ1 = n+ 1.
b) max
v∈V
σv =
{
(n+2
2
)2 se n e´ par e wH(v) =
n
2
;
(n+1
2
)(n+3
2
) se n e´ ı´mpar e wH(v) =
⌈
n
2
⌉
ou wH(v) =
⌊
n
2
⌋
.
onde 0 = (0, 0, . . . , 0) e 1 = (1, 1, . . . , 1) ∈ V .
Demonstrac¸a˜o. Seja v ∈ V .
a) Pelo Teorema 1, tem-se que
σv = (ωH(v) + 1)(n− ωH(v) + 1) = (n+ 1) + ωH(v)(n− ωH(v)) ≥ n+ 1 = σ0 = σ1.
Portanto, min
v∈V
σv = n+ 1 = σ0 = σ1.
b) Para n ∈ N e v ∈ V , σv e´ uma func¸a˜o de ωH(v) := ω. Neste caso,
σv = (ω + 1)(n− ω + 1) = −ω2 + nω + n+ 1
e´ uma func¸a˜o do segundo grau definida para os valores inteiros do intervalo fechado
[0, n]. O ma´ximo absoluto desta func¸a˜o ocorre nos pontos ω =
⌊
n
2
⌋
e ω =
⌈
n
2
⌉
, se n
e´ ı´mpar, e no ponto ω = n
2
, se n e´ par.
Assim sendo, vamos calcular o valor ma´ximo de σv para cada um dos casos a seguir:
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Caso n par: Se n e´ par, temos ω = n
2
e, portanto,
σv = (ω + 1)(n− ω + 1) =
(n
2
+ 1
)2
.
Caso ı´mpar: Se n e´ ı´mpar, temos ω =
⌊
n
2
⌋
= n−1
2
e ω =
⌈
n
2
⌉
= n+1
2
. Portanto,
σv = (ω + 1)(n− ω + 1) =
(n± 1
2
+ 1
)(
n− n± 1
2
+ 1
)
=
(n+ 3
2
)(n+ 1
2
)
.
Exemplo 4. Seja V = F32. Para todo v ∈ V , listamos o conjunto Spec(v), a seguir:
Spec(000) ={0, x, 2x, 3x}
Spec(100) =Spec(010) = Spec(001) = {0, x, y, 2x, x+ y, 2x+ y}
Spec(110) =Spec(101) = Spec(011) = {0, x, y, 2y, x+ y, x+ 2y}
Spec(111) ={0, y, 2y, 3y}.
Conforme mostra o Corola´rio 2, uma vez que n = 3 e´ ı´mpar, os valores ma´ximo
e mı´nimo para σv sa˜o, respectivamente, 6 e 4. Note ainda que, conforme mostra o Co-
rola´rio 1, vetores com mesmo peso de Hamming teˆm o mesmo espectro e, portanto, esses
conjuntos teˆm a mesma cardinalidade. Ale´m disso, pelo mesmo corola´rio, vemos que os
vetores com peso de Hamming iguais a 1 e 2 tambe´m teˆm conjuntos de distaˆncias com
mesma cardinalidade, ja´ que seus correspondentes pesos de Hamming somados resultam
em n = 3.
2.4 Matriz de probabilidades e matriz de distaˆncias
de um BACn(p, q)
Considere um BACn(p, q) ∈ Pn. Suponha que uma mensagem v ∈ V foi
enviada e o vetor recebido como resposta e´ u ∈ V . Enta˜o, conforme visto na Sec¸a˜o 2.2,
o comprimento de um raio geode´sico V unindo o ve´rtice inicial v ao ve´rtice final u e´
δnp,q(v, u) = |ep| log2(1p − 1) + |eq| log2(1q − 1) e este caminho possui dH(v, u) = |ep| + |eq|
arestas. Ale´m disso, como o caminho V pode ser descrito por um grafo bi-orientado
G = (V,E), enta˜o podemos dizer que cada aresta percorrida no grafo G, ao longo do
caminho V, equivale a um erro na transmissa˜o da mensagem enviada v. Logo, ocorreram
|ep| erros na direc¸a˜o 0→ 1 e |eq| erros na direc¸a˜o 1→ 0, ao longo do caminho V.
Pela definic¸a˜o de canal bina´rio assime´trico sem memo´ria, dada na Sec¸a˜o 2.1,
a probabilidade de receber o vetor u dado que v foi enviado e´ dada por
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Pnp,q(u|v) =
n∏
i=1
Pnp,q(ui|vi)
=p|ep|q|eq |(1− q)ωH(v)−|eq |(1− p)n−ωH(v)−|ep|
=
( p
1− p
)|ep|( q
1− q
)|eq |
(1− q)ωH(v)(1− p)n−ωH(v). (2.4)
Podemos ainda calcular o erro relativo na transmissa˜o da mensagem v, ou seja,
Pnp,q(u|v)
Pnp,q(v|v)
(2.4)
=
(
p
1−p
)|ep|( q
1−q
)|eq |
(1− q)ωH(v)(1− p)n−wH(v)
(1− q)ωH(v)(1− p)n−ωH(v)
=
( p
1− p
)|ep|( q
1− q
)|eq |
. (2.5)
Considerando o logaritmo na base 2 dos dois lados da igualdade (2.5), obtemos:
log2
(Pnp,q(u|v)
Pnp,q(v|v)
)
= log2
[( p
1− p
)|ep|( q
1− q
)|eq |]
,
e da´ı segue que
log2
(Pnp,q(v|v)
Pnp,q(u|v)
)
=|ep| log2
(1
p
− 1
)
+ |eq| log2
(1
q
− 1
)
,
ou seja,
log2
(Pnp,q(v|v)
Pnp,q(u|v)
)
=δnp,q(v, u). (2.6)
Portanto, a expressa˜o (2.6) e´ uma forma alternativa para calcular o compri-
mento δnp,q(v, u) do raio geode´sico V. Note que δnp,q(v, u) depende unicamente da distaˆncia
de Hamming entre os ve´rtices v e u, do peso de Hamming de v e do par de probabilidades
(p, q). Portanto, cada canal BACn(p, q) define uma quasi-me´trica δnp,q(·, ·) e, portanto,
dizemos que o canal esta´ associado a` quasi-me´trica. Mais ainda, para todo v ∈ V ,
existe uma bijec¸a˜o
fv : Spec(v) → Pnv
: δnp,q(v, u)→ Pnp,q(u|v). (2.7)
que leva cada distaˆncia δnp,q(v, u) ∈ Spec(v) a uma probabilidade de transic¸a˜o Pnp,q(u|v) ∈
Pnv , em que Pnv = {P(u|v) | u ∈ V }.
A pro´xima proposic¸a˜o e´ o ponto de partida deste trabalho pois, para um dado
canal BACn(p, q), o resultado apresentado mostra como a quasi-me´trica e a probabilidade
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de transic¸a˜o esta˜o relacionadas. Por meio deste resultado consegue-se descrever toda a
geometria do espac¸o de canais, conforme pretendemos.
Proposic¸a˜o 3. Dado um canal BACn(p, q) ∈ Pn enta˜o
δnp,q(v, u) ≤ δnp,q(v, w)⇐⇒ Pnp,q(w|v) ≤ Pnp,q(u|v),
em que δnp,q(·, ·) e´ a quasi-me´trica associada ao canal BACn(p, q), para todo v, w, u ∈ V .
Demonstrac¸a˜o. Considere δnp,q(·, ·) a quasi me´trica associada ao canal BACn(p, q) ∈ Pn.
Enta˜o, dados v, w, u ∈ V , sabemos que:
δnp,q(v, w) = log2
( Pnp,q(v|v)
Pnp,q(w|v)
)
e δnp,q(v, u) = log2
(Pnp,q(v|v)
Pnp,q(u|v)
)
.
Enta˜o,
δnp,q(v, u) ≤ δnp,q(v, w)⇐⇒ log2
(Pnp,q(v|v)
Pnp,q(u|v)
)
≤ log2
( Pnp,q(v|v)
Pnp,q(w|v)
)
,
e, como a func¸a˜o logaritmo e´ crescente, esta u´ltima desigualdade ocorre se, e somente se,
Pnp,q(v|v) ·
( 1
Pnp,q(u|v)
− 1
Pnp,q(w|v)
)
≤ 0. (2.8)
Mas, Pnp,q(v|v) > 0 e, portanto, a desigualdade (2.8) e´ satisfeita se, e somente
se, ( 1
Pnp,q(u|v)
− 1
Pnp,q(w|v)
) ≤ 0,
ou seja,
Pnp,q(w|v) ≤ Pnp,q(u|v).
Definic¸a˜o 7. Seja M uma matriz quadrada N × N com coeficientes reais. A forma
ordenada, por colunas, da matriz M e´ a matriz M∗ definida pela ordem natural dos
nu´meros reais, ou seja, M∗ij = k, se Mij e´ o k-e´simo menor elemento da j-e´sima coluna
de M , para 1 ≤ k ≤ N .
Considere um BACn(p, q) ∈ Pn cuja matriz de probabilidades e´ dada por Pnp,q.
As colunas dessa matriz sa˜o formadas pelos elementos do conjunto Pnv =
{
P(u|v) | u ∈ V }.
Note que Pnv e´ o mesmo conjunto definido na bijec¸a˜o dada na equac¸a˜o 2.7. Conforme a
Definic¸a˜o 7 sugere, podemos ordenar a matriz, Pnp,q, por colunas, como mostra a seguinte
definic¸a˜o.
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Definic¸a˜o 8. Considere um BACn(p, q). A forma ordenada, por colunas, da matriz Pnp,q
e´ a matriz (Pnp,q)∗ definida por (Pnij)∗ = k¯ se Pnij e´ o k¯-e´simo menor elemento da j-e´sima
coluna de Pnp,q, para 1 ≤ k¯ ≤ N .
Como probabilidade e distaˆncia esta˜o relacionadas pela Proposic¸a˜o 3, definimos
a matriz de distaˆncias associada a um BACn(p, q), assim como foi feito com a matriz Pnp,q.
Definic¸a˜o 9. Considere um BACn(p, q) ∈ Pn. A matriz de distaˆncias, associada ao
BACn(p, q) e´ a matriz N ×N dada por
Dnx,y = [Dnv0 D
n
v1
. . . DnvN ],
em que N = 2n − 1, cujas entradas sa˜o os elementos Dnij = δnp,q(vj, vi), para todo i, j ∈
{0, 1, . . . , N}, x = log2(1p − 1) e y = log2(1q − 1). A forma ordenada, por colunas, da
matriz Dnx,y e´ a matriz (Dnx,y)∗ definida por (Dnij)
∗ = k, em que Dnij e´ o k-e´simo menor
elemento da j-e´sima coluna de Dnx,y, para 1 ≤ k ≤ N e N = 2n.
Este processo de ordenac¸a˜o de matrizes e´ similar ao feito em [9] e [12], para o
processo de decodificac¸a˜o (probabilidade a posteriori). Nesse caso, a matriz e´ ordenada
por linhas, diferentemente do que fazemos aqui. Para cada uma dessas matrizes, vamos
fixar uma ordem para a coluna correspondente ao vetor v ∈ V . Consideraremos a notac¸a˜o
bina´ria para representar um inteiro 0 ≤ j ≤ N , ou seja, j = ∑n−1i=0 ai2n−1−i, para ai ∈
{0, 1} e N = 2n−1. Assim sendo, por exemplo, a coluna Pnv corresponde a` j-e´sima coluna
da matriz Pnp,q, em que j e´ o inteiro cuja representac¸a˜o bina´ria e´ o vetor v.
Exemplo 5. Considere n = 2 e um canal BAC2(p, q) ∈ P2. Para simplificar, denotare-
mos p¯ := 1−p, q¯ := 1−q, x = log2(1p−1) e y = log2(1q −1). As matrizes de probabilidade
e distaˆncia, associadas ao canal, sa˜o dadas, respectivamente, por
P2p,q =

u|v 00 01 10 11
00 p¯2 qp¯ qp¯ q2
01 pp¯ p¯q¯ pq qq¯
10 pp¯ pq p¯q¯ qq¯
11 p2 pq¯ pq¯ q¯2
 D
2
x,y =

00 01 10 11
00 0 y y 2y
01 x 0 x+ y y
10 x x+ y 0 y
11 2x x x 0
 .
Sejam u, v ∈ F22. Enta˜o, P2p,q(u|v) denota a probabilidade de receber o vetor u
dado que o vetor v foi enviado. Assim sendo, uma coluna da matriz P2p,q e´ formada pelos
elementos do conjunto
{
P2p,q(u|v) | para todo u ∈ F22
}
em que v ∈ F22 e´ o vetor correspon-
dente a esta coluna. Analogamente, uma coluna da matriz D2x,y e´ formada pelos elementos
do conjunto
{
δ2p,q(v, u) | para todo u ∈ F22
}
em que v ∈ F22 e´ o vetor correspondente a esta
coluna.
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As formas ordenadas, por colunas, destas matrizes mudam conforme mudamos
(p, q) e sera˜o obtidas considerando-se os dois casos poss´ıveis: p > q e p < q. Consequen-
temente, a mudanc¸a do par de paraˆmetros (p, q) muda o correspondente par (x, y), ou
seja, se p > q e p < q obte´m-se, respectivamente, que x < y e x > y. A seguir, vamos
analisar cada caso individualmente.
Para o caso p > q, obte´m-se que p¯ = 1− p < q¯ = 1− q e x < y. Portanto,
pq < qp¯ < pq¯ < p¯q¯ e 0 < x < y < x+ y,
p2 < pp¯ < p¯2 e 0 < x < 2x,
q2 < qq¯ < q¯2 e 0 < y < 2y.
e as formas ordenadas, por colunas, das matrizes P2p,q e D2x,y sa˜o dadas, respectivamente,
por
(P2p>q)∗ =

u|v 00 01 10 11
00 3 2 2 1
01 2 4 1 2
10 2 1 4 2
11 1 3 3 3
 (D
2
x<y)
∗ =

00 01 10 11
00 1 3 3 3
01 2 1 4 2
10 2 4 1 2
11 3 2 2 1
 .
Para o caso p < q, obte´m-se que q¯ < p¯ e x > y. Portanto,
pq < pq¯ < qp¯ < p¯q¯ e 0 < y < x < x+ y,
p2 < pp¯ < p¯2 e 0 < x < 2x,
q2 < qq¯ < q¯2 e 0 < y < 2y
e as formas ordenadas, por colunas, das matrizes P2p,q e D2x,y sa˜o dadas, respectivamente,
por
(P2p<q)∗ =

u|v 00 01 10 11
00 3 3 3 1
01 2 4 1 2
10 2 1 4 2
11 1 2 2 3
 (D
2
x>y)
∗ =

00 01 10 11
00 1 2 2 3
01 2 1 4 2
10 2 4 1 2
11 3 3 3 1
 .
Note que, como consequeˆncia da Proposic¸a˜o 3, dados u, v ∈ V , a` medida que a
distaˆncia δnp,q(v, u) ∈ Spec(v) aumenta, a probabilidade Pnp,q(u|v) diminui. Neste sentido,
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as colunas (Dnv )∗ e (Pnv )∗ esta˜o relacionadas, conforme e´ apresentado na proposic¸a˜o a
seguir.
Proposic¸a˜o 4. Sejam (Dnx,y)∗ e (Pnp,q)∗ as formas ordenadas, respectivamente, das matri-
zes de distaˆncia e probabilidade, associadas a um BACn(p, q) ∈ Pn. Se (Dnij)∗ = k, enta˜o
(Pnij)∗ = σvj − k + 1, onde vj ∈ Fn2 e´ o vetor correspondente a` coluna j dessas matrizes e
σvj denota a cardinalidade de Spec(vj).
Demonstrac¸a˜o. A demonstrac¸a˜o segue imediatamente da ordenac¸a˜o obtida pela Pro-
posic¸a˜o 3.
Observac¸a˜o 4. A ordenac¸a˜o (Dnx,y)∗ da matriz de distaˆncias foi feita por colunas e reflete
as probabilidades a priori do canal, ou seja, se transmitimos um vetor v, enta˜o
Pnp,q(receber u|enviado v) > Pnp,q(receber w|enviado v)
se e somente se (Dnu,v)∗ < (Dnw,v)∗. Uma questa˜o semelhante, mas distinta, refere-se a
probabilidade a posteriori. Em resumo, a partir da matriz de probabilidade Pnp,q, obtemos
uma matriz (Pnp,q)# que e´ obtida ordenando-se em ordem crescente as entradas de cada
linha. Assim, obtemos que, dado um co´digo C ⊆ Fn2 , temos que, recebida uma mensagem
u, procuramos na linha u de (Pnp,q)# a maior entrada correspondente a alguma palavra
co´digo. Esta foi a abordagem adotada por [12] e [10], o primeiro estudando classes de
equivaleˆncia de canais em um contexto gene´rico, o segundo estudando as classes de equi-
valeˆncia de canais bina´rios assime´tricos, sob o ponto de vista de decodificac¸a˜o.
2.5 As classes de equivaleˆncia de BACs
Nesta sec¸a˜o, iniciamos nosso estudo sobre a equivaleˆncia de canais bina´rios
assime´tricos. Primeiramente, definiremos uma relac¸a˜o de equivaleˆncia entre canais as-
sime´tricos e, em seguida, faremos uma caracterizac¸a˜o das classes de equivaleˆncia como
cones convexos do plano. Por fim, apresentamos uma expressa˜o fechada que expressa a
quantidade de tais classes.
2.5.1 Partic¸a˜o do espac¸o (R+)2 em cones convexos
Sob o ponto de vista da probabilidade a priori, podemos definir naturalmente
uma relac¸a˜o de equivaleˆncia entre canais bina´rios assime´tricos, conforme mostramos a
seguir.
Definic¸a˜o 10. Considere os canais BACn(p, q), BACn(p′, q′) ∈ Pn. Dizemos que esses
canais sa˜o equivalentes se, para todo v, w, u ∈ V ,
Pnp,q(w|v) ≤ Pnp,q(u|v)⇐⇒ Pnp′,q′(w|v) ≤ Pnp′,q′(u|v), (2.9)
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ou, equivalentemente,
δnp,q(v, u) ≤ δnp,q(v, w)⇐⇒ δnp′,q′(v, u) ≤ δnp′,q′(v, w), (2.10)
em que δnp,q e δ
n
p′,q′ sa˜o as quasi-me´tricas definidas para BAC
n(p, q) e BACn(p′, q′), res-
pectivamente. Denotamos esta relac¸a˜o por BACn(p, q) ∼ BACn(p′, q′).
Em geral, uma pequena perturbac¸a˜o no par (p, q) na˜o afeta o crite´rio de codi-
ficac¸a˜o, ou seja, se considerarmos dois pares (p, q), (p′, q′) ∈ (0, 1
2
)2 e que estejam suficien-
temente pro´ximos, o crite´rio de codificac¸a˜o e´ o mesmo e enta˜o dizemos que BACn(p, q)
e BACn(p′, q′) sa˜o equivalentes. Assim sendo, nosso interesse no estudo das classes de
equivaleˆncia do espac¸o Pn fica justificado pois, uma vez que essas classes de equivaleˆncia
esta˜o caracterizadas, basta considerar um canal pertencente a cada uma delas para estu-
dar as propriedades que desejamos. Os demais canais pertencentes a` mesma classe tera˜o
o mesmo comportamento, em termos de codificac¸a˜o.
E´ simples verificar que a relac¸a˜o ∼ e´ uma relac¸a˜o de equivaleˆncia, conforme
sera´ demonstrado na proposic¸a˜o a seguir.
Proposic¸a˜o 5. A relac¸a˜o ∼ define uma relac¸a˜o de equivaleˆncia no conjunto Pn.
Demonstrac¸a˜o. Sejam BACn(p, q), BACn(p′, q′), BACn(p′′, q′′) ∈ Pn, canais determina-
dos por pares de probabilidades pertencentes ao espac¸o (0, 1
2
)2. As propriedades de si-
metria e reflexa˜o sa˜o imediatas e seguem diretamente da Definic¸a˜o 10. A propriedade
transitiva segue diretamente da relac¸a˜o (2.9), conforme mostramos a seguir:
Transitividade: Suponha que BACn(p, q) ∼ BACn(p′, q′) e BACn(p′, q′) ∼
BACn(p′′, q′′). Pela Definic¸a˜o 10, temos que, para todo u, v, w ∈ V ,
BACn(p, q) ∼ BACn(p′, q′) ⇔ Pnp,q(w|v) ≤ Pnp,q(u|v)⇔ Pnp′,q′(w|v) ≤ Pnp′,q′(u|v), (2.11)
BACn(p′, q′) ∼ BACn(p′′, q′′)⇔ Pnp′,q′(w|v) ≤ Pnp′,q′(u|v)⇔ Pnp′′,q′′(w|v) ≤ Pnp′′,q′′(u|v). (2.12)
Por (2.11) e (2.12) segue imediatamente que
Pnp,q(w|v) < Pnp,q(u|v)⇐⇒ Pnp′′,q′′(w|v) < Pnp′′,q′′(u|v),
e, portanto, BACn(p, q) ∼ BACn(p′′, q′′), para todo v, w, u ∈ V .
Uma visa˜o geome´trica do problema nos mostra que seBACn(p, q) ∼ BACn(p′, q′)
e Vp,q e Vp′,q′ sa˜o dois raios geode´sicos que ligam um ponto inicial v a um ponto final u,
enta˜o Vp,q e Vp′,q′ sa˜o descritos pelo mesmo conjunto de arestas orientadas e ponderadas
do grafo G = (V,E), ou seja, ambos os raios geode´sicos teˆm a mesma quantidade de
arestas na direc¸a˜o 0→ 1 e 1→ 0. No entanto, em geral, δnp,q(v, u) 6= δnp′,q′(v, u).
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Seja ∼ a relac¸a˜o de equivaleˆncia no conjunto Pn. Denotamos a classe de
equivaleˆncia, definida por um par de probabilidades (p, q), como sendo
[p : q] =
{
BACn(p′, q′)
∣∣ BACn(p′, q′) ∼ BACn(p, q)},
para constantes p, q ∈ (0, 1
2
). O conjunto das classes de equivaleˆncia do espac¸o Pn, com
respeito a` relac¸a˜o de equivaleˆncia ∼, sera´ denotado pelo quociente Pn/∼.
Esses primeiros resultados e definic¸o˜es nos da˜o condic¸o˜es necessa´rias e sufici-
entes para comec¸ar a caracterizac¸a˜o das classes de equivaleˆncia do conjunto Pn.
Primeiramente, considere uma transformac¸a˜o Φ definida por
Φ :
(
0,
1
2
)2 −→ Q
: (p, q) −→ Φ(p, q) = (x, y), (2.13)
com (x, y) =
(
log2(
1
p
− 1), log2(1q − 1)
)
e Q := (R+)2. E´ fa´cil verificar que Φ e´ um
homeomorfismo, pois e´ uma bijec¸a˜o cont´ınua que admite a transformac¸a˜o inversa,
Φ−1 : Q −→ (0, 1
2
)2
: Φ(p, q) −→
( 1
2x + 1
,
1
2y + 1
)
,
que tambe´m e´ cont´ınua.
Desta forma, o quadrante Q e´ parametrizado pela transformac¸a˜o Φ. Uma
vez que a transformac¸a˜o dada na equac¸a˜o (2.13) relaciona cada canal BACn(p, q) ∈ Pn
a um par de nu´meros reais na˜o negativos, (x, y) ∈ Q, definimos a seguir um conjunto
de retas, dependente da dimensa˜o n, que particiona o espac¸o Q em cones convexos.
Consequentemente, obte´m-se uma partic¸a˜o do espac¸o (0, 1
2
)2, via transformac¸a˜o Φ−1.
Definic¸a˜o 11. Para n ∈ N, definimos os conjuntos
L =
{
l
∣∣ l e´ a reta b · y = a · x, com (a, b) = 1 (coprimos) e a, b ∈ N}
e
Ln =
{
l ∈ L ∣∣ a+ b ≤ n}.
Geometricamente, L representa o conjunto de todas as retas que particionam
o quadrante Q em cones, enquanto que o conjunto Ln restringe L a`s retas que passam
por um ponto (a, b) de um quadrado [0, n− 1]× [0, n− 1], com a+ b ≤ n. Portanto, para
todo n ∈ N, o espac¸o Q e´ particionado em um nu´mero finito de cones convexos (ou cones
truncados), limitados pelas retas do conjunto Ln.
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Exemplo 6. Para n = 1 o conjunto L1, da Definic¸a˜o 11, e´ formado pelos eixos coorde-
nados, ou seja,
L1 =
{
y = 0, x = 0
}
e, portanto, todo o espac¸o Q e´ um cone convexo, como ilustra a Figura 2.6.
x
y
0
1
2
3
1 2 3
Figura 2.6: Partic¸a˜o do espac¸o Q em cones convexos, para n = 1.
Se consideramos n = 2, o u´nico par (a, b) ∈ N× N tal que a e b sa˜o coprimos
e a + b = 2 e´ o ponto (1, 1) pelo qual passa a reta y = x. Os pares (a, b) ∈ N × N que
satisfazem a+ b < 2 ja´ foram obtidos no caso n = 1. Portanto, tem-se
L2 =
{
y = 0, x = 0, y = x
}
e o espac¸o Q e´ particionado em dois cones convexos, como ilustra a Figura 2.7.
x
y
0
1
2
3
1 2 3
y = x
Figura 2.7: Partic¸a˜o do espac¸o Q em cones convexos, para n = 2.
Para o caso n = 3, os pares (a, b) ∈ N×N tal que a e b sa˜o coprimos e a+b = 3
sa˜o (1, 2) e (2, 1) pelos quais passam as retas y = 2x e y = x
2
. Os pares (a, b) ∈ N × N
tais que a+ b < 3 ja´ foram considerados no caso n = 2. Portanto, tem-se que
L3 =
{
y = 0, x = 0, y = x, y = 2x, y =
x
2
}
e o espac¸o Q e´ particionado em quatro cones convexos, como ilustra a Figura 2.8.
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x
y
0
1
2
3
1 2 3
2y = x
y = xy = 2x
Figura 2.8: Partic¸a˜o do espac¸o Q em cones convexos, para n = 3.
A Figura 2.9 reu´ne as treˆs u´ltimas figuras em uma u´nica representac¸a˜o da
partic¸a˜o do espac¸o Q como cones convexos sobrepostos, para n ≤ 3. Em outras palavras,
para cada dimensa˜o n ≤ 3, o quadrado n × n conte´m as retas que correspondem a`s
fronteiras dos cones convexos que particionam o espac¸o Q. O prolongamento destas retas
e´ ilustrado com as linhas pontilhadas, para representar todo o cone dentro do espac¸o. Note
que, para n = 1, o quadrado 1× 1 esta´ colorido com apenas uma cor azul, representando
que na dimensa˜o 1 o espac¸o Q e´ particionado em um u´nico cone convexo. Para n = 2,
utilizam-se dois tons de azul, significando que na dimensa˜o 2 o espac¸o Q e´ particionado
em dois cones convexos. Para n = 3, utilizam-se quatro tons de azul, significando que na
dimensa˜o 3 o espac¸o Q e´ particionado em quatro cones convexos.
x
y
0
1
2
3
1 2 3
2y = x
y = xy = 2x
Figura 2.9: Partic¸a˜o do espac¸o Q em cones truncados, para n ≤ 3.
2.5.2 A condic¸a˜o de fronteira de um cone S
Seja S um cone delimitado pelas retas r, s ∈ Ln, com r : b1y = a1x e s : b2y =
a2x, conforme ilustrado na Figura 2.10. Sob essas condic¸o˜es, definimos o conjunto de
todos os pontos pertencentes a S por
Sr,s =
{
(x, y) ∈ Q
∣∣∣ a2
b2
x < y <
a1
b1
x
}
,
para x := log2(
1
p
− 1) e y := log2(1q − 1).
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R
R
y =
a2
b2
x
y
=
a 1
b 1
x
n
n
S
(x,y)
Figura 2.10: O cone S e sua fronteira.
A desigualdade que define o conjunto Sr,s pode ser reescrita e dividida em duas
partes, cada uma correspondendo a uma desigualdade que compara distaˆncias (probabi-
lidades) em S, ou seja,{
b1y < a1x ⇐⇒ pa1(1− q)b1 < qb1(1− p)a1
b2y > a2x ⇐⇒ pa2(1− q)b2 > qb2(1− p)a2 .
(2.14)
Note que a expressa˜o (2.14) age diretamente na ordenac¸a˜o do conjunto Spec(v),
para todo v ∈ V , pois estabelece uma ordem para os mu´ltiplos de x e y dentro do espac¸o
S. Ale´m disso, como consequeˆncia da Proposic¸a˜o 3, obtemos tambe´m uma ordem para
as colunas Pnv da matriz de probabilidades Pnp,q, associada a um BACn(p, q). Logo, as
formas ordenadas das matrizes Dnx,y e Pnp,q, associadas a um BACn(p, q), dependem de n
e da condic¸a˜o (2.14). A questa˜o que surge neste momento e´: a forma ordenada (Dnz )∗ e´
u´nica para todos os pontos z = (x, y) ∈ S?
Primeiramente, note que, se o conjunto Ln particiona o espac¸o Q em cones
convexos e se S e´ um cone desta partic¸a˜o, enta˜o S e´ uma componente conexa de Q\Ln.
Apesar de estarmos cometendo um abuso na notac¸a˜o, o conjunto Q\Ln significa apenas
que exclu´ımos de Q todas as retas pertencentes a Ln e, o interior das regio˜es formadas
por tais retas sa˜o as componentes conexas de Q\Ln, ou seja, os cones S. Assim sendo,
definimos
Qn :=
{
S
∣∣ S e´ componente conexa deQ\Ln}.
Definic¸a˜o 12. A etapa de um cone S ∈ Qn e´ definida por
ηS = min
{
n ∈ N ∣∣ S ∈ Qn},
se esse conjunto for diferente de vazio, ou seja, se S existe.
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Observamos que {S ∈ Qn | ηS = η} tem mais de um elemento, pois para cada
cone S que aparece na etapa η, existe um cone sime´trico, na mesma etapa. Para ser mais
preciso, se S e´ um cone que aparece na etapa η e cujas fronteiras sa˜o as retas b1y = a1x e
b2y = a2x, pertencentes ao conjunto Lη, enta˜o existe um cone sime´trico S¯ cujas fronteiras
sa˜o as retas a1y = b1x e a2y = b2x ∈ Lη. Se na˜o causar confusa˜o, denotaremos S := Sη
para indicar que ηS = η.
Definic¸a˜o 13. Seja r ∈ Ln a reta definida por by = ax. O conjunto de reordenac¸a˜o e´
definido por
Vnr =
{
v ∈ V ∣∣ b ≤ ωH(v) ≤ n− a} 6= ∅,
para S ∈ Qn.
Sejam v ∈ V , S ∈ Qn e z ∈ S. Denotaremos a coluna correspondente a v na
forma ordenada (Dnz )∗ por (Dnv )∗ = (D1v D2v . . . DNv)t, em que Div denota o elemento da
i-e´sima linha da coluna (Dnv )∗.
Lema 1. Sejam S, S¯ ∈ Qn e defina
Ln(S, S¯) =
{
r ∈ Ln
∣∣ r separa S de S¯}.
Enta˜o, (Dnv )∗ 6= (D¯nv )∗ ⇐⇒ v ∈ Vnr , para alguma reta r ∈ Ln(S, S¯).
Demonstrac¸a˜o. Sejam S, S¯ ∈ Qn e uma reta r ∈ Ln(S, S¯), definida por by = ax, com
a + b = n. Considere um vetor v ∈ Vnr tal que ωH(v) = b. Enta˜o, para u = 1n e
w = 0n, temos δnp,q(v, u), δ
n
p,q(v, w) ∈ Spec(v), com δnp,q(v, u) = ax e δnp,q(v, w) = by. Sob
tais condic¸o˜es, temos que
(Dn1v)∗ = δnp,q(v, w) > δnp,q(v, u) = (DnNv)∗, acima da reta r,
(D¯n1v)∗ = δnp,q(v, w) < δnp,q(v, u) = (D¯nNv)∗, abaixo da reta r.
Portanto, necessariamente temos (Dnv )∗ 6= (D¯nv )∗, em que (D¯nv )∗ denota a coluna
correspondente a v na forma ordenada, por colunas, (D¯nz )∗.
Por outro lado, se (Dnv )∗ 6= (D¯nv )∗, e´ imediato que v ∈ Vnr , para alguma reta
r ∈ Ln(S, S¯).
O Lema 1 nos mostra que, para dois cones S, S¯ ∈ Qn, as colunas (Dnv )∗,
correspondentes aos vetores v ∈ V nr sa˜o distintas, ja´ que para cada reta r, que separa
estes cones, ocorre uma reodenac¸a˜o destas colunas. Logo, as formas ordenadas da matriz
de distaˆncia, para S e S¯ sa˜o diferentes. A pro´xima proposic¸a˜o mostra que a igualdade
destas matrizes ocorre quando os cones sa˜o iguais, ou seja, cada cone esta´ associado a
uma u´nica matriz de distaˆncias, ordenada por colunas.
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Proposic¸a˜o 6. Sejam S, S¯ ∈ Qn e z ∈ S, z¯ ∈ S¯. Enta˜o, (Dnz )∗ = (Dnz¯ )∗ ⇔ S = S¯.
Demonstrac¸a˜o. Sejam S, S¯ ∈ Qn e z ∈ S, z¯ ∈ S¯. Suponha que (Dnz )∗ = (Dnz¯ )∗ e S 6= S¯.
Enta˜o, existe r ∈ Ln, que separa S de S¯. Mas, pelo Lema 1, conclu´ımos que (Dnz )∗ 6= (Dnz¯ )∗,
o que contradiz a hipo´tese. Logo, S = S¯. Por outro lado, se S = S¯, na˜o existe r ∈ Ln
que separa S de S¯ e, portanto, (Dnz )∗ = (Dnz¯ )∗.
Denotaremos por Dn o conjunto de classes de equivaleˆncia do espac¸o Q.
Teorema 2. As classes de equivaleˆncia do conjunto Dn sa˜o:
(a) Os cones S ∈ Qn;
(b) As retas r ∈ Ln.
Demonstrac¸a˜o. Seja Dn o conjunto das classes de equivaleˆncia de Q.
(a) Seja S ∈ Qn. Decorre da Proposic¸a˜o 6 que, para quaisquer z, z¯ ∈ S, (Dnz )∗ = (Dnz¯ )∗.
Segue da Definic¸a˜o 10 que z ∼ z¯ e, portanto, S e´ uma classe de equivaleˆncia de Dn.
(b) Seja z um ponto qualquer pertencente a uma reta r ∈ Ln tal que r : by = ax.
Enta˜o, para todo u, v ∈ V , a distaˆncia δnp,q(v, u) = αx + βy pode ser escrita como
δnp,q(v, u) =
(
α + β a
b
)
x. Logo, todos os elementos da matriz de distaˆncia Dnz sera˜o
escritos como func¸a˜o de x e, portanto, a forma ordenada por colunas e´ a mesma
para todo z ∈ r. Segue que r ∈ Ln e´ uma classe de equivaleˆncia.
O Teorema 2 nos diz que dois canais z e z¯ determinam o mesmo crite´rio de
codificac¸a˜o se, e somente se, pertencem a um mesmo cone S ∈ Qn, ou ainda, os cones
de Qn sa˜o as classes de equivaleˆncia do crite´rio de codificac¸a˜o ou Qn → Dn por meio da
aplicac¸a˜o que, a cada z associa o cone de Qn que o conte´m. Uma vez que a transformac¸a˜o
Φ, definida em (2.13), e´ uma bijec¸a˜o cont´ınua tem-se que um cone aberto S ∈ Qn e´ uma
classe de equivaleˆncia esta´vel no sentido de que pequenas perturbac¸o˜es em z ∈ S na˜o
afetam o crite´rio de decisa˜o. Cada cone aberto corresponde a uma classe de equivaleˆncia
esta´vel de Pn/∼, por meio da transformac¸a˜o Φ−1. Por outro lado, uma reta r ∈ Ln e´ uma
classe de equivaleˆncia insta´vel que corresponde a uma classe de equivaleˆncia insta´vel de
Pn/∼, via transformac¸a˜o Φ−1.
O pro´ximo exemplo mostra, em detalhes, como calcular as classes de equi-
valeˆncia, as formas ordenadas por colunas e como variam os crite´rios de codificac¸a˜o a`
medida que mudamos os cones.
Exemplo 7. Seja n = 3 e considere a Figura 2.8, do Exemplo 6. Enta˜o, pelo Teorema
2, cada cone S ∈ Q3 e´ uma classe de equivaleˆncia de D3 e as correspondentes condic¸o˜es
de fronteira sa˜o descritas na Tabela 2.1, para cada cone S ∈ D3.
Considerando a condic¸a˜o de fronteira de cada cone, ordenamos Spec(v), para
todo v ∈ V , conforme veremos a seguir.
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Si Condic¸o˜es de fronteira para Si Ordenac¸a˜o
S1 0 < y <
x
2
0 < y < 2y < x
S2
x
2
< y < x 0 < y < x < 2y
S3 x < y < 2x 0 < x < y < 2x
S4 0 < 2x < y 0 < x < 2x < y
Tabela 2.1: Condic¸o˜es de fronteira dos cones Si, para n = 3.
• Para o cone S1 a condic¸a˜o de fronteira obtida e´ 0 < y < x2 e, portanto, as corres-
pondentes ordenac¸o˜es de Spec(v) sa˜o dadas a seguir, para cada v ∈ V :
Spec(000) : 0 < x < 2x < 3x,
Spec(100) = Spec(010) = Spec(001) : 0 < y < x < x+ y < 2x < 2x+ y,
Spec(110) = Spec(101) = Spec(011) : 0 < y < 2y < x < x+ y < x+ 2y,
Spec(111) : 0 < y < 2y < 3y.
A forma ordenada das matrizes de distaˆncias e probabilidade, associadas ao cone
S1, sa˜o dadas respectivamente por
(D3x,y)∗ =

000 001 010 011 100 101 110 111
000 1 2 2 3 2 3 3 4
001 2 1 4 2 4 2 6 3
010 2 4 1 2 4 6 2 3
011 3 3 3 1 6 5 5 2
100 2 4 4 6 1 2 2 3
101 3 3 6 5 3 1 5 2
110 3 6 3 5 3 5 1 2
111 4 5 5 4 5 4 4 1

,
e, pela Proposic¸a˜o 4, obtemos
(P3p,q)∗ =

u|v 000 001 010 011 100 101 110 111
000 4 5 5 4 5 4 4 1
001 3 6 3 5 3 5 1 2
010 3 3 6 5 3 1 5 2
011 2 4 4 6 1 2 2 3
100 3 3 3 1 6 5 5 2
101 2 4 1 2 4 6 2 3
110 2 1 4 2 4 2 6 3
111 1 2 2 3 2 3 3 4

.
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• Para o cone S2 a condic¸a˜o de fronteira obtida e´ x2 < y < x e, portanto, as corres-
pondentes ordenac¸o˜es de Spec(v) sa˜o dadas a seguir, para cada v ∈ V :
Spec(000) : 0 < x < 2x < 3x,
Spec(100) = Spec(010) = Spec(001) : 0 < y < x < x+ y < 2x < 2x+ y,
Spec(110) = Spec(101) = Spec(011) : 0 < y < x < 2y < x+ y < x+ 2y,
Spec(111) : 0 < y < 2y < 3y.
A reta que separa os cones S1 e S2 e´ r : 2y = x. Assim sendo, o conjunto de
reordenac¸a˜o, na troca do cone S1 para o cone S2, e´ dado por
V3r =
{
v ∈ V ∣∣ 2 ≤ wH(v) ≤ 2}.
Portanto, pelo Lema 1, somente os vetores com peso de Hamming igual a 2 tera˜o
suas colunas reordenadas, na passagem do cone S1 para o cone S2. A forma orde-
nada das matrizes de distaˆncias e probabilidade, associadas ao cone S2, sa˜o dadas
respectivamente por
(D3x,y)∗ =

000 001 010 011 100 101 110 111
000 1 2 2 4 2 4 4 4
001 2 1 4 2 4 2 6 3
010 2 4 1 2 4 6 2 3
011 3 3 3 1 6 5 5 2
100 2 4 4 6 1 2 2 3
101 3 3 6 5 3 1 5 2
110 3 6 3 5 3 5 1 2
111 4 5 5 3 5 3 3 1

,
e, pela Proposic¸a˜o 4, obtemos
(P3p,q)∗ =

u|v 000 001 010 011 100 101 110 111
000 4 5 5 3 5 3 3 1
001 3 6 3 5 3 5 1 2
010 3 3 6 5 3 1 5 2
011 2 4 4 6 1 2 2 3
100 3 3 3 1 6 5 5 2
101 2 4 1 2 4 6 2 3
110 2 1 4 2 4 2 6 3
111 1 2 2 4 2 4 4 4

.
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• Para o cone S3 a condic¸a˜o de fronteira obtida e´ 0 < x < y < 2x e, portanto, as
correspondentes ordenac¸o˜es de Spec(v) sa˜o dadas a seguir, para cada v ∈ V :
Spec(000) : 0 < x < 2x < 3x,
Spec(100) = Spec(010) = Spec(001) : 0 < x < y < 2x < x+ y < 2x+ y,
Spec(110) = Spec(101) = Spec(011) : 0 < x < y < x+ y < 2y < x+ 2y,
Spec(111) : 0 < y < 2y < 3y.
A reta que separa os cones S2 e S3 e´ r : y = x. Assim sendo, o conjunto de
reordenac¸a˜o, na troca do cone S2 para o cone S3, e´ dado por
V3r =
{
v ∈ V ∣∣ 1 ≤ wH(v) ≤ 2}.
Portanto, pelo Lema 1, os vetores com peso de Hamming igual a 1 e 2 tera˜o suas
colunas reordenadas, na passagem do cone S2 para o cone S3. A forma ordenada
das matrizes de distaˆncias e probabilidade, associadas ao cone S3, sa˜o dadas respec-
tivamente por
(D3x,y)∗ =

000 001 010 011 100 101 110 111
000 1 3 3 5 3 5 5 4
001 2 1 5 3 5 3 6 3
010 2 5 1 3 5 6 3 3
011 3 2 2 1 6 4 4 2
100 2 5 5 6 1 3 3 3
101 3 2 6 4 2 1 4 2
110 3 6 2 4 2 4 1 2
111 4 4 4 2 4 2 2 1

,
e, pela Proposic¸a˜o 4, obtemos
(P3p,q)∗ =

u|v 000 001 010 011 100 101 110 111
000 4 4 4 2 4 2 2 1
001 3 6 2 4 2 4 1 2
010 3 2 6 4 2 1 4 2
011 2 5 5 6 1 3 3 3
100 3 2 2 1 6 4 4 2
101 2 5 1 3 5 6 3 3
110 2 1 5 3 5 3 6 3
111 1 3 3 5 3 5 5 4

.
CAPI´TULO 2. GEOMETRIA DO ESPAC¸O PN 40
• Para o cone S4 a condic¸a˜o de fronteira obtida e´ 0 < x < 2x < y e, portanto, as
correspondentes ordenac¸o˜es de Spec(v) sa˜o dadas a seguir, para cada v ∈ V :
Spec(000) : 0 < x < 2x < 3x,
Spec(100) = Spec(010) = Spec(001) : 0 < x < 2x < y < x+ y < 2x+ y,
Spec(110) = Spec(101) = Spec(011) : 0 < x < y < x+ y < 2y < x+ 2y,
Spec(111) : 0 < y < 2y < 3y.
A reta que separa os cones S3 e S4 e´ r : y = 2x. Assim sendo, o conjunto de
reordenac¸a˜o, na troca do cone S3 para o cone S4, e´ dado por
V3r =
{
v ∈ V ∣∣ 1 ≤ wH(v) ≤ 1}.
Portanto, pelo Lema 1, somente os vetores com peso de Hamming igual a 1 tera˜o
suas colunas reordenadas, na passagem do cone S3 para o cone S4. A forma orde-
nada das matrizes de distaˆncias e probabilidade, associadas ao cone S4, sa˜o dadas
respectivamente por
(D3x,y)∗ =

000 001 010 011 100 101 110 111
000 1 4 4 5 4 5 5 4
001 2 1 5 3 5 3 6 3
010 2 5 1 3 5 6 3 3
011 3 2 2 1 6 4 4 2
100 2 5 5 6 1 3 3 3
101 3 2 6 4 2 1 4 2
110 3 6 2 4 2 4 1 2
111 4 3 3 2 3 2 2 1

,
e, pela Proposic¸a˜o 4, obtemos
(P3p,q)∗ =

u|v 000 001 010 011 100 101 110 111
000 4 3 3 2 3 2 2 1
001 3 6 2 4 2 4 1 2
010 3 2 6 4 2 1 4 2
011 2 5 5 6 1 3 3 3
100 3 2 2 1 6 4 4 2
101 2 5 1 3 5 6 3 3
110 2 1 5 3 5 3 6 3
111 1 4 4 5 4 5 5 4

.
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A Figura 2.11 ilustra o conjunto {A,B,C,D} das classes de equivaleˆncia do
conjunto P3/∼.
p
q
0
1
2
1
2
A
B
DC
Φ
Φ−1
R
R
0
1
1
2
2
3
3
S1
S2
S3S4
Φ−1(S1) = A, Φ−1(S2) = B, Φ−1(S3) = C, Φ−1(S4) = D.
Figura 2.11: As classes de equivaleˆncia do espac¸o P3/∼ e do espac¸o D3.
A equivaleˆncia de canais depende da dimensa˜o n do problema, ja´ que podemos
ter canais que sa˜o n-equivalentes mas perdem esta propriedade na dimensa˜o (n+1). Assim
sendo, passaremos a denotar a equivaleˆncia de canais por BACn(p, q) ∼n BACn(p′, q′),
para enfatizar a dependeˆncia de n, sempre que necessa´rio.
A Figura 2.12 ilustra os cones convexos sobrepostos, para n ≤ 3. Sejam
z = (x, y), z′ = (x′, y′) ∈ Q dois pontos quaisquer, conforme ilustrado na Figura 2.12.
Note que z e z′ correspondem a canais que sa˜o 1-equivalentes e 2-equivalentes mas na˜o
sa˜o 3-equivalentes.
R
R
z
z′
0
1
2
3
1 2 3
Figura 2.12: Canais n-equivalentes e (n+ 1)-equivalentes, para n ≤ 3.
Agora que as classes de equivaleˆncia de Pn/∼ esta˜o caracterizadas como clas-
ses de equivaleˆncia esta´veis e insta´veis, podemos calcular a cardinalidade de Pn/∼, para
um dado n. No pro´ximo teorema, apresentamos essa cardinalidade e mostramos que esta
quantidade depende da conhecida func¸a˜o ϕ de Euler, cuja definic¸a˜o e propriedades podem
ser obtidas em [16].
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Teorema 3. Seja 1 ≤ n ∈ N. O conjunto Pn/∼ possui exatamente
a)
n∑
i=1
ϕ(i) classes de equivaleˆncia esta´veis;
b) 1 +
n∑
i=1
ϕ(i) classes de equivaleˆncia insta´veis,
em que ϕ e´ a func¸a˜o phi de Euler.
Demonstrac¸a˜o. Seja 1 ≤ n ∈ N.
a) Considere que Ln = |Ln| e An = |An| em que
An =
{
(a, b) ∈ N× N | a+ b = n, m.d.c(a, b) = 1 e a, b ≤ n}.
A quantidade Ln de retas do conjunto Ln e´ expressa por uma relac¸a˜o de recorreˆncia
na˜o homogeˆnea, dada por:{
Ln = Ln−1 + An, para n ≥ 2
L1 = 2.
(2.15)
A pro´xima etapa consiste em obter uma fo´rmula fechada para a Relac¸a˜o de Re-
correˆncia (2.15), ou seja, uma fo´rmula que na˜o seja recursiva. Seja Li = Li−1 +Ai,
para i = 2, . . . , n. Enta˜o,
Li = Li−1 + Ai ⇐⇒
n∑
i=2
Li =
n∑
i=2
Li−1 +
n∑
i=2
Ai
⇐⇒(L2 + · · ·+ Ln−1 + Ln) = (L1 + · · ·+ Ln−1) +
n∑
i=2
Ai
⇐⇒Ln = 2 +
n∑
i=2
Ai. (2.16)
Mas, a quantidade de classes esta´veis e´ igual a Ln − 1 e, por (2.16) segue que, para
n ≥ 2,
Ln − 1 = 1 +
n∑
i=2
Ai. (2.17)
Vamos tentar encontrar uma expressa˜o fechada e familiar para a u´ltima igualdade
obtida em (2.17). Primeiramente, seja (a, b) ∈ An. Enta˜o, se existe q ∈ N tal que
q|a e q|b, enta˜o q|n. Analogamente, se q|a e q|n, enta˜o q|b. Assim sendo, temos:
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{
(a, b) = 1 ⇒ (a, n) = 1
a+ b = n ⇒ a < n.
Portanto, a ∈ Φn, onde Φn =
{
m ∈ N |m < n, e (m,n) = 1} e ϕ(n) = |Φn|.
Por outro lado, seja a ∈ Φn. Enta˜o, a < n e (a, n) = 1. Mas, (a, n) = 1 implica que
(a, n− a) = 1. Portanto, se considerarmos b = n− a, teremos a+ b = n e (a, b) = 1
de onde conclu´ımos que (a, b) ∈ An.
Assim sendo, para cada elemento (a, b) ∈ An temos um elemento a ∈ Φn e, portanto,
An = ϕ(n), para n ≥ 2. Segue que
Ln − 1 = 1 +
n∑
i=2
ϕ(i)
ϕ(1)=1
=
n∑
i=1
ϕ(i). (2.18)
b) A demonstrac¸a˜o deste item e´ consequeˆncia imediata do item a).
A sequeˆncia abaixo denota os valores iniciais da quantidade de classes de equi-
valeˆncias esta´veis, para n ≥ 1:
(1, 2, 4, 6, 10, 12, 18, 22, 28, 32, 42, 46, 58, . . .).
Apenas como uma refereˆncia, esta sequeˆncia pode ser encontrada em [17], como
a sequeˆncia M1008 que denota a soma da Func¸a˜o Totient de Euler, de 1 ate´ i.
Observac¸a˜o 5. Na Observac¸a˜o 4 mencionamos a possibilidade de ordenac¸a˜o por linhas
da matriz de probabilidades de um BACn(p, q), ordenac¸a˜o que define as prioridades de
decodificac¸a˜o. Em [10], Qureshi et. al. determinam as classes de equivaleˆncia de BAC’s
sob o ponto de vista de decodificac¸a˜o (probabilidades a posteriori). Em ambos os casos, as
classes de equivaleˆncia sa˜o determinadas pela existeˆncia de constantes inteiras a, b, c, d tais
que pa(1 − q)b = qc(1 − p)d de modo que, na˜o surpreendentemente, o nu´mero de classes
de equivaleˆncias e´ o mesmo em ambas as instaˆncias. Uma questa˜o levantada em [10]
refere-se a probabilidade de um BAC pertencer a cada uma das classes de equivaleˆncia.
Esta probabilidade e´ expressa simplesmente pela a´rea correspondente a cada classe de
equivaleˆncia, como ilustrado na Figura 2.11. Aparentemente a classe de canais mais
pro´xima do canal sime´trico e´ a mais prova´vel, assim como no caso de probabilidade a
posteriori (ordenac¸a˜o da matriz de probabilidades por linhas). Esta e´ uma constatac¸a˜o
heur´ıstica, verificada apenas para valores pequenos de n.
44
Cap´ıtulo 3
Invariantes quasi-me´tricos
Este cap´ıtulo tem como foco o estudo dos invariantes quasi-me´tricos que sa˜o
ferramentas importantes para a Teoria dos Co´digos Corretores de erros. Comec¸amos este
cap´ıtulo estudando as bolas quasi-me´tricas, pois a correc¸a˜o de erros de transmissa˜o esta´
fundamentada no estudo das bolas centradas nas palavras-co´digo de um dado co´digo C.
A seguir, apresentamos os invariantes quasi-me´tricos e mostramos como os mesmos se
comportam no caso assime´trico. Na parte final deste cap´ıtulo, definimos os polinoˆmios
enumeradores de distaˆncia e de raios de empacotamento e cobertura.
3.1 Bolas, centros e espectro de distaˆncias
Na Sec¸a˜o 2.3 definimos o espectro de um elemento v ∈ V . Como consequeˆncia
direta da Proposic¸a˜o 6, pode-se dizer que se BACn(p, q) ∼ BACn(p′, q′), enta˜o os conjun-
tos Specp,q(v) e Specp′,q′(v) sa˜o ordenados da mesma forma, no sentido de que δ
n
p,q(v, u) ≤
δnp,q(v, w) se, e somente se, δ
n
p′,q′(v, u) ≤ δnp′,q′(v, w), para todos v, u, w ∈ V . Em pa-
lavras, dizer que estes conjuntos sa˜o ordenados de maneira u´nica significa que, para
(p, q) ∼ (p′, q′), a i-e´sima distaˆncia calculada a partir de v tem valor nume´rico dife-
rente em cada um dos canais, mas e´ descrita pelos mesmos paraˆmetros nos dois canais.
Veremos estas afirmac¸o˜es com mais detalhes ao longo desta sec¸a˜o.
Denotaremos por δi(v) a i-e´sima distaˆncia realiza´vel a partir de v, para todo
v ∈ V .
Definic¸a˜o 14. Sejam v ∈ V e BACn(p, q) ∈ Pn. A i-e´sima bola com centro v e raio
δi(v) ∈ Spec(v) e´ definida por
B
(p,q)
i (v) = {u ∈ V | δnp,q(v, u) ≤ δi(v)},
para i ∈ {0, 1, . . . , σv − 1}, (p, q) ∈ (0, 12)2 e σv := |Spec(v)|.
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Definic¸a˜o 15. Seja v ∈ V . A esfera de centro v e raio R e´ definida por
S(p,q)(v,R) = {u ∈ V | δnp,q(v, u) = R}.
A i-e´sima esfera com centro v e raio δi(v) ∈ Spec(v) e´ definida por
S(p,q)i (v) = {u ∈ V | δnp,q(v, u) = δi(v)}.
Como ja´ demonstramos no Teorema 2, um cone S ∈ Dn e´ uma classe de
equivaleˆncia e, portanto, passaremos a denotar a i-e´sima bola B
(p,q)
i (v) por B
S
i (v). Ana-
logamente, S(p,q)i (v) sera´ denotada por SSi (v).
Uma vez que Spec(v) e´ ordenado de modo u´nico em um cone S, enta˜o existe
uma u´nica sequeˆncia de bolas encaixadas, com centro em v,
BS0 (v) ⊆ BS1 (v) ⊆ BS2 (v) ⊆ . . . ⊆ BSσv−1(v), (3.1)
para todo (p, q) ∈ Φ−1(S). Em palavras, a sequeˆncia (3.1) significa que, como conjunto,
as i-e´simas bolas centradas em v sa˜o iguais, para todo (p, q) ∈ Φ−1(S).
Proposic¸a˜o 7. Sejam S, S¯ ∈ Dn e v ∈ V . Enta˜o, BSi (v) = BS¯i (v), para todo i > 0, se, e
somente se, (Dnv )∗ = (D¯nv )∗.
Demonstrac¸a˜o. Sejam S, S¯ ∈ Dn e v ∈ V . Suponha que para todo i > 0, tenhamos
BSi (v) = B
S¯
i (v). Enta˜o, esta u´ltima igualdade ocorre se, e somente se, SSi (v) = SS¯i (v),
para todo i > 0, ou seja, se, e somente se, (Dnv )∗ = (D¯nv )∗.
Exemplo 8. Sejam u = 100, v = 101 ∈ V e os cones S1, S2 ∈ D3 cujas condic¸o˜es de
fronteira sa˜o dadas por S1 : 0 < y < 2y < x e S2 : 0 < y < x < 2y. A ordenac¸a˜o
de Spec(v) = {0, x, y, x + y, 2y, x + 2y} e´ diferente em cada um dos cones. No cone S1,
ordenamos Spec(v) da seguinte forma
S := S1 : 0 < y < 2y < x < x+ y < x+ 2y,
enquanto que, no cone S2, a ordenac¸a˜o e´ dada por
S¯ := S2 : 0 < y < x < 2y < x+ y < x+ 2y.
Note que BS2 (v) = {101, 001, 100, 000} 6= BS¯2 (v) = {101, 001, 100, 111} e, por-
tanto, as formas ordenadas, (D3v)∗ e (D¯3v)∗, correspondentes aos cones S e S¯, respectiva-
mente, sa˜o diferentes, conforme vemos a seguir:
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(D3v)∗ =
(
3 2 6 5 2 1 5 4
)t
,
(D¯3v)∗ =
(
4 2 6 5 2 1 5 3
)t
.
Analogamente, dadas as formas ordenadas (D3v)∗ e (D¯3v)∗, obtemos diretamente
a sequeˆncia de bolas encaixadas descrita pelo crite´rio de cada um dos cones.
Por outro lado, a ordenac¸a˜o de Spec(u) = {0, x, y, x+y, 2x, 2x+y} e´ a mesma
nos dois cones, ou seja, 0 < y < x < x + y < 2x < 2x + y. Enta˜o, BSi (u) = B
S¯
i (u),
para todo i > 0, e as formas ordenadas (D3u)∗ e (D¯3u)∗, correspondentes aos cone S e S¯,
respectivamente, sa˜o iguais, conforme vemos a seguir:
(D3u)∗ = (D¯3u)∗ =
(
2 4 4 6 1 3 3 5
)t
.
A proposic¸a˜o anterior nos mostra que para um vetor v fixo e dois cones S, S¯ ∈
Dn, as i-e´simas bolas com centro em v coincidem nestes cones se, e somente se, as formas
ordenadas da coluna v, na matriz de distaˆncias, for a mesma, para S e S¯. A proposic¸a˜o
a seguir fortalece esta condic¸a˜o de igualdade de bolas quasi-me´tricas, no sentido de que,
se para todo v ∈ V , todas as i-e´simas bolas coincidem, enta˜o os cones na˜o podem ser
distintos.
Proposic¸a˜o 8. Sejam S, S¯ ∈ Dn. Enta˜o, BSi (v) = BS¯i (v), para todo i ≥ 0 e todo v ∈ V ,
se, e somente se, S = S¯.
Demonstrac¸a˜o. Sejam S, S¯ ∈ Dn. Suponha que para todo v ∈ V e todo i > 0, tenhamos
BSi (v) = B
S¯
i (v). Enta˜o, a u´ltima igualdade ocorre se, e somente se, SSi (v) = SS¯i (v), para
todo v ∈ V e todo i > 0, ou seja, se, e somente se, (Dnv )∗ = (D¯nv )∗, para todo v ∈ V . Pela
Proposic¸a˜o 6, a u´ltima igualdade ocorre se, e somente se, S = S¯.
Exemplo 9. Sejam u = 100, v = 101 ∈ V e considere os cones S1, S2, S3, S4 ∈ D3,
conforme mostra a Figura 3.1.
x
y
0
1
2
3
1 2 3
S1
S2
S3S4
Figura 3.1: Partic¸a˜o do espac¸o Q em cones convexos, para n = 3.
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Para x := log2(
1
p
− 1) e y := log2(1q − 1), obtemos Spec(v), ordenado em cada
um dos cones, conforme mostra a Tabela 3.1.
Spec(v) δ0(v) δ1(v) δ2(v) δ3(v) δ4(v) δ5(v)
S1 0 y 2y x x+y x+2y
S2 0 y x 2y x+y x+2y
S3 0 x y x+y 2y x+2y
S4 0 x y x+y 2y x+2y
Tabela 3.1: Ordenac¸a˜o do espectro de v = 101, em cada cone.
A partir da Tabela 3.1, contru´ımos a Tabela 3.2, que descreve, para cada cone,
as i-e´simas esferas centradas em v.
SSij (v) S
Si
0 (v) S
Si
1 (v) S
Si
2 (v) S
Si
3 (v) S
Si
4 (v) S
Si
5 (v)
S1 {101} {001,100} {000} {111} {011,110} {010}
S2 {101} {001,100} {111} {000} {011,110} {010}
S3 {101} {111} {001,100} {011,110} {000} {010}
S4 {101} {111} {001,100} {011,110} {000} {010}
Tabela 3.2: Ordenac¸a˜o das esferas com centro v = 101, em cada cone.
Note que, para i > 0, a distaˆncia δi(v) pode mudar quando trocamos o cone e,
portanto, as bolas quasi-me´tricas podem variar. Por exemplo,
BS12 (v) = {101, 001, 100, 000} 6= BS22 (v) = {101, 001, 100, 111}
assim como
BS21 (v) = {101, 001, 100} 6= BS31 (v) = {101, 111}.
Por outro lado, BS3i (v) = B
S4
i (v), para todo i ≥ 0, pois a ordenac¸a˜o de Spec(v)
e´ a mesma nos cones S3 e S4. Observe ainda que, apesar de Spec(v) ser ordenado de
maneira diferente nos cones S2 e S3, temos que B
S2
2 (v) = B
S3
2 (v), ou seja, as bolas,
consideradas como conjuntos sa˜o iguais embora sejam constru´ıdas de modo diferente,
como pode ser visto na Tabela 3.2.
Analogamente, a Tabela 3.3 mostra o conjunto Spec(u), ordenado em cada um
dos cones e a Tabela 3.4 descreve as i-e´simas esferas centradas em u.
Spec(u) δ0(u) δ1(u) δ2(u) δ3(u) δ4(u) δ5(u)
S1 0 y x x+y 2x 2x+y
S2 0 y x x+y 2x 2x+y
S3 0 x y 2x x+y 2x+y
S4 0 x 2x y x+y 2x+y
Tabela 3.3: Ordenac¸a˜o do espectro de u = 100, em cada cone.
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SSij (v) S
Si
0 (v) S
Si
1 (v) S
Si
2 (v) S
Si
3 (v) S
Si
4 (v) S
Si
5 (v)
S1 {100} {000} {110,101} {010,001} {111} {011}
S2 {100} {000} {110,101} {010,001} {111} {011}
S3 {100} {110,101} {000} {111} {010,001} {011}
S4 {100} {110,101} {111} {000} {010,001} {011}
Tabela 3.4: Ordenac¸a˜o das esferas com centro u = 100, em cada cone.
Seja S ∈ D3 um cone fixo. Comparando BSi (u) com BSi (v), vemos que estas
bolas sa˜o diferentes para alguns valores de i. Por exemplo, |SS11 (v)| = 2 6= 1 = |SS11 (u)|.
Isto mostra claramente como o peso de Hamming do centro de uma bola quasi-me´trica
interfere na construc¸a˜o desta bola, para i > 0, diferente do que ocorre com as bolas de
Hamming que sempre teˆm o mesmo tamanho, a cada etapa i, independente do centro da
bola.
Essas considerac¸o˜es sa˜o importantes quando discutimos a correc¸a˜o de erros, ja´
que identificamos os erros mais prova´veis de acordo com a sequeˆncia de raios de uma bola
quasi-me´trica centrada em v. De modo mais preciso, se δnp,q(v, u) = δi(v) e δ
n
p,q(v, w) =
δj(v), temos Pnp,q(u|v) ≥ Pnp,q(w|v) se, e somente se, i ≤ j.
Para v ∈ V , a cardinalidade de Spec(v) nos da´ a quantidade total de bolas
centradas em v e essa quantidade independe do cone S. Nosso objetivo, nesta sec¸a˜o, e´
caracterizar as bolas quasi-me´tricas BSi (v) a fim de buscar condic¸o˜es para a correc¸a˜o de
erros ocorridos a partir de uma mensagem v, transmitida por um BACn(p, q).
Lema 2. Sejam u, v ∈ V e δi(v) ∈ Spec(v), para i ∈ {0, 1, . . . , σv − 1}. Enta˜o, para todo
u ∈ BSi (v), temos dH(v, u) ≤ i.
Demonstrac¸a˜o. Seja v ∈ V e considere a ordenac¸a˜o de Spec(v)
δ0(v) < δ1(v) < . . . < δi(v) < δi+1(v) < . . . < δσv−1(v).
Usaremos o Princ´ıpio de Induc¸a˜o Finita em i, para demonstrar este resultado.
Para i = 0, 1 na˜o ha´ o que demonstrar.
Suponha que para todo u ∈ BSi (v), vale a desigualdade dH(v, u) ≤ i e considere
a bola BSi+1(v). Enta˜o, temos
BSi (v) ⊆ BSi+1(v) = BSi (v) ∪ SSi+1(v).
Para todo w ∈ BSi+1(v), existe u ∈ BSi (v) tal que dH(u,w) = 1. De fato, seja
δ = (vi)
l
i=0 um caminho geode´sico ligando o ponto inicial v ao ponto final w. Considere
j = max{k ∈ N | vk ∈ BSi (v)}.
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Se j < l − 1, enta˜o j + 1 < l e
δi(v) < δ
n
p,q(v, vj+1)︸ ︷︷ ︸
δi+1(v)
< δnp,q(v, w).
Segue que δnp,q(v, w) ≥ δi+2(v) e, portanto, w /∈ BSi+1(v), o que contradiz a
hipo´tese. Assim sendo, j = l − 1 e δ e´ uma geode´sica, com l = dH(v, w) arestas de um
grafo bi orientado G. Seja u = vl−1 ∈ BSi (v), enta˜o dH(u,w) = 1, pois a geode´sica δ e´
descrita sobre as arestas do grafo bi-orientado G. Ale´m disso, dH(·, ·) e´ uma me´trica e,
portanto, satisfaz a Desigualdade Triangular da qual obtemos
dH(v, w) ≤ dH(v, u) + dH(u,w) ≤ i+ 1,
o que conclui a demonstrac¸a˜o.
Exemplo 10. Retomando os resultados obtidos no Exemplo 9, de acordo com a Tabela
3.2, consideramos cada elemento w ∈ SSji (v), para i = 1, 2, . . . , 5, e calculamos a distaˆncia
de Hamming dH(v, w), em cada cone Sj, com j = 1, 2, 3, 4. Os resultados sa˜o apresentados
na Tabela 3.5.
SSj0 (v) S
Sj
1 (v) S
Sj
2 (v) S
Sj
3 (v) S
Sj
4 (v) S
Sj
5 (v)
S1 0 1 2 1 2 3
S2 0 1 1 2 2 3
S3 0 1 1 2 2 3
S4 0 1 1 2 2 3
Tabela 3.5: Distaˆncia de Hamming de w ∈ SSji (v) ate´ v, em cada cone.
Uma vez que B
Sj
i (v) =
⋃i
k=0 S
Sj
k (v), para todo i ≥ 0, pode-se ver na Tabela 3.5
que dH(v, w) ≤ i, para todo w ∈ BSji (v).
Analogamente, para u = 100, obtemos a Tabela 3.6 e notamos que dH(u,w
′) ≤
i, para todo w′ ∈ BSji (u). Novamente, note a diferenc¸a entre as tabelas, para um cone
fixo, refletindo a variac¸a˜o das bolas quasi-me´tricas centradas em vetores com diferentes
pesos de Hamming.
SSij (v) S
Si
0 (v) S
Si
1 (v) S
Si
2 (v) S
Si
3 (v) S
Si
4 (v) S
Si
5 (v)
S1 0 1 1 2 2 3
S2 0 1 1 2 2 3
S3 0 1 1 2 2 3
S4 0 1 2 1 2 3
Tabela 3.6: Distaˆncia de Hamming de w′ ∈ SSji (u) ate´ u, em cada cone.
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Proposic¸a˜o 9. Sejam 0n,1n ∈ V . Enta˜o, para cada i ≥ 0, tem-se que
|Bi(0n)| = |Bi(1n)|.
Demonstrac¸a˜o. Sejam 0n,1n ∈ V e Bi(0n) e Bi(1n) as correspondentes i-e´simas bolas com
centro 0n e 1n, respectivamente, com i ≥ 0. Enta˜o, para x := log2(1p−1) e y := log2(1q−1),
obtemos δi(0
n) = i · x, δi(1n) = i · y e as cardinalidades das correspondentes bolas quasi-
me´tricas sa˜o dadas por
|Bi(0n)| = |Bi(1n)| =
i∑
j=0
(
n
j
)
.
Note que para v ∈ {0n,1n}, temos |Bi(v)| = |BHi (v)|, onde BHi (v) denota a
i-e´sima bola de Hamming com centro v.
Teorema 4. Seja v ∈ V . A cardinalidade da i-e´sima bola com centro v em um cone
S ∈ Dn e´ dada por
|BSi (v)| =
i∑
j=0
bj,
onde bj =
(
ωH(v)
|eq |j
)(
n−ωH(v)
|ep|j
)
, para todo i ∈ {0, 1, . . . , σv − 1}.
Demonstrac¸a˜o. Sejam S ∈ Dn e v ∈ V tal que ω := ωH(v) e σv := |Spec(v)|. Uma vez
que
BS0 (v) ⊆ BS1 (v) ⊆ BS2 (v) ⊆ . . . ⊆ BSi (v) ⊆ BSi+1(v),
a cardinalidade das bolas define a relac¸a˜o de recorreˆncia dada por{
|BSi+1(v)| = |BSi (v)|+ bi+1,
|BS0 (v)| = 1,
(3.2)
em que
bi+1 =
(
ω
|eq|i+1
)(
n− ω
|ep|i+1
)
.
representa a quantidade de elementos da esfera SSi+1(v) cujo raio e´ dado por
δi+1(v) = |ep|i+1 · x+ |eq|i+1 · y,
para i ∈ {0, 1, . . . , σv − 2}, x := log2(1p − 1), y := log2(1q − 1) e |ep|i+1, |eq|i+1 denotando
a quantidade de arestas na direc¸a˜o 0→ 1 e 1→ 0, respectivamente, na distaˆncia δi+1(v).
Enta˜o, para j ∈ {0, 1, . . . , i} consideramos o somato´rio de j = 0 ate´ i, aplicado
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a` relac¸a˜o (3.2):
i∑
j=0
|BSj+1(v)|
(3.2)
=
i∑
j=0
|BSj (v)|+
i∑
j=0
bj+1
e obtemos
|Bi+1(v)| = 1 +
i∑
j=0
(
ω
|eq|j+1
)(
n− ω
|ep|j+1
)
,
para 0 ≤ i ≤ σv − 2 e BS0 (v) = 1.
Note que a cardinalidade de uma bola BSi (v) depende do peso de Hamming de
v, da dimensa˜o n e do cone S (pois |ep| e |eq| dependem de v e do cone S ao qual (p, q)
pertence). Portanto, esta cardinalidade pode mudar quando variamos o cone, conforme
mostra o exemplo a seguir.
Exemplo 11. Seja v = 101 ∈ V e considere as bolas obtidas no Exemplo 9. A Tabela 3.7
mostra a cardinalidade das i-e´simas esferas, para i = 0, 1, . . . , 5. Uma vez que |BSi (v)| =∑i
j=0 |SSj (v)|, note como varia a cardinalidade da i-e´sima bola quando trocamos o cone.
Por exemplo, |BS23 (v)| = 5 6= 6 = |BS33 (v)|.
|SSji (v)| |SSj0 (v)| |SSj1 (v)| |SSj2 (v)| |SSj3 (v)| |SSj4 (v)| |SSj5 (v)|
S1 1 2 1 1 2 1
S2 1 2 1 1 2 1
S3 1 1 2 2 1 1
S4 1 1 2 2 1 1
Tabela 3.7: Cardinalidade das esferas com centro v = 101, em cada cone.
Considere agora u = 100 ∈ V . Enta˜o, novamente obtemos uma Tabela 3.8 com
as cardinalidades das i-e´simas esferas centradas em u, para cada cone S ∈ D3. Repare
que, na Tabela 3.7, a sequeˆncia de cardinalidades para todo S ∈ D3 difere da sequeˆncia
apresentada para o mesmo cone, na Tabela 3.8. Este fato decorre do que foi discutido
no Exemplo 9 sobre como o peso de Hamming interfere na contruc¸a˜o de uma bola quasi-
me´trica.
|SSji (u)| |SSj0 (u)| |SSj1 (u)| |SSj2 (u)| |SSj3 (u)| |SSj4 (u)| |SSj5 (u)|
S1 1 1 2 2 1 1
S2 1 1 2 2 1 1
S3 1 2 1 1 2 1
S4 1 2 1 1 2 1
Tabela 3.8: Cardinalidade das esferas com centro u = 100, em cada cone.
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Corola´rio 3. Sejam u, v ∈ V e S ∈ Dn. Se ωH(v) = ωH(u), enta˜o |BSi (v)| = |BSi (u)|,
para todo i ∈ {0, 1, . . . , σ − 1}, com σ := |Spec(v)| = |Spec(u)|.
Demonstrac¸a˜o. A demonstrac¸a˜o segue imediatamente do Teorema 4 e do fato de Spec(u) =
Spec(v).
A rec´ıproca do u´ltimo corola´rio na˜o e´ verdadeira.
Exemplo 12. Sejam u = 100, v = 101 ∈ V . Considere a linha correspondente ao
cone S2 nas Tabelas 3.7 e 3.8, do Exemplo 11. Note que |BS22 (v)| = 4 = |BS22 (u)|, mas
ωH(v) = 2 6= ωH(u) = 1. Portanto, vetores com pesos de Hamming diferentes podem ter
suas correspondentes i-e´simas bolas quasi-me´tricas com mesma cardinalidade.
Proposic¸a˜o 10. Seja v ∈ V . A cardinalidade da i-e´sima bola em um cone S ∈ Dn, esta´
limitada por
1 ≤ |BSi (v)| ≤ |Bi(0n)| = |Bi(1n)|,
para todo i ∈ {0, 1, . . . , σv − 1}, com σv = |Spec(v)|.
Demonstrac¸a˜o. Sejam v ∈ V e um cone S ∈ Dn. Para 0 ≤ i ≤ σv − 1, e´ claro que
|BSi (v))| ≥ 1 com igualdade para i = 0. Seja u ∈ BSi (v). Pelo Lema 2, tem-se que
a distaˆncia de Hamming dH(v, u) ≤ i, ou seja, ωH(v − u) ≤ i. Portanto, para todo
u ∈ BSi (v), tem-se que v − u ∈ Bi(0n) o que nos garante que |Bi(0n)| ≥ |BSi (v)|.
3.2 Distaˆncia mı´nima
Seja C ⊆ Fn2 um co´digo e S ∈ Dn. A distaˆncia mı´nima de C, em z = (x, y) ∈ S,
e´ definida por
δ∗z(C) =min
c,c¯∈C
i 6=j
{
δnz (c, c¯)
}
.
Observe que precisamos considerar as distaˆncias δnz (c¯, c) e δ
n
z (c, c¯) para calcular
a distaˆncia mı´nima entre as palavras co´digo. Se considerarmos C ⊆ Fn2 como um co´digo
linear, enta˜o a estrutura de espac¸o vetorial sobre Fn2 nos permite obter uma expressa˜o
fechada para δ∗z(C), como veremos a seguir.
Observac¸a˜o 6. Ao longo desta sec¸a˜o, usaremos as definic¸o˜es
x := log2(
1
p
− 1) e y := log2(
1
q
− 1).
Lema 3. Seja C ⊆ Fn2 um co´digo linear (com distaˆncia mı´nima de Hamming d∗H(C)) e
considere um cone S ∈ Dn. Enta˜o existe c ∈ C tal que δnz (c, 0) = d∗H(C) · y e δnz (0, c) =
d∗H · x, para z ∈ S.
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Demonstrac¸a˜o. Sejam C ⊆ Fn2 um co´digo linear (com distaˆncia mı´nima de Hamming
d∗H(C)) e considere um cone S ∈ Dn. Uma vez que C e´ um co´digo linear, existe c ∈ C
com peso de Hamming ωH(c) = d
∗
H . Da´ı, segue imediatamente que δ
n
p,q(c, 0) = d
∗
H(C) · y e
δnp,q(0, c) = d
∗
H(C) · x.
Teorema 5. Seja C ⊆ Fn2 um co´digo linear (com distaˆncia mı´nima de Hamming d∗H(C))
e S ∈ Dn. A distaˆncia mı´nima de C, em um canal z = (x, y) ∈ S, e´ dada por
δ∗z(C) = d∗H(C) ·min{x, y}.
Demonstrac¸a˜o. Seja C um co´digo linear. Enta˜o, existe c0 ∈ C com peso de Hamming
ωH(c0) = d
∗
H(C). Suponha x < y. Enta˜o, se para α∗, β∗ ∈ N temos α∗ + β∗ = d∗H(C), a
seguinte relac¸a˜o e´ va´lida:
δnz (0, c0) = d
∗
H(C) · x ≤ α∗x+ β∗y ≤ d∗H(C) · y. (3.3)
Sejam c, c¯ ∈ C tal que δnz (c, c¯) = αx + βy e α + β = dH(c, c¯). Uma vez que
d∗H(C) ≤ dH(c, c¯), existem c1, c2 ∈ C tais que dH(c1, c2) = d∗H(C) e δnz (c1, c2) = α∗x + β∗y.
Assim sendo, existem α∗, β∗ ∈ N, tais que α∗ ≤ α e β∗ ≤ β e, portanto, δnz (c1, c2) ≤
δnz (c, c¯), para todo c, c¯ ∈ C. Por (3.3), obtemos que δnz (0, c0) ≤ δnz (c, c¯), para todo c, c¯ ∈ C.
Analogamente, se y < x, δnz (c0, 0) ≤ δnz (c, c¯), para todo c, c¯ ∈ C. Portanto, a
distaˆncia mı´nima do co´digo C e´ dada por δ∗z(C) = d∗H(C) ·min{x, y}.
Note que δ∗z(C) e´ um valor que depende do co´digo linear C (pois depende da
distaˆncia mı´nima de Hamming deste co´digo) e do canal z = (x, y) ∈ S, ja´ que depende
do mı´nimo entre x e y. Assim sendo, dado um co´digo linear C, a distaˆncia δ∗z(C) e´ fixa
nas curvas determinadas por min{x, y} = k, conforme ilustra a Figura 3.2.
R
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3
4
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Figura 3.2: As curvas de n´ıvel de δ∗z(C).
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A linearidade do co´digo C e´ uma condic¸a˜o necessa´ria para que o u´ltimo teorema
seja va´lido, caso contra´rio, na˜o podemos garantir que exista uma palavra c ∈ C tal que
δnz (0, c) = d
∗
H(C) · x e δnz (c, 0) = d∗H(C) · y, conforme vemos no exemplo a seguir.
Exemplo 13. Seja C = {110, 011, 101} ⊆ F32 um co´digo. Este co´digo e´ na˜o linear, com
distaˆncia mı´nima de Hamming d∗H(C) = 2. Considere o cone S1 ∈ D3. Enta˜o, para um
canal z = (x, y) ∈ S1, temos que δ3z(c, c¯) = x+ y, para todo c, c¯ ∈ C e
δ∗z(C) = x+ y 6= 2 ·min{x, y}.
Um dos resultados conhecidos na literatura, para co´digos lineares, e´ a Cota de
Singleton, [15], [18]. Como consequeˆncia desse resultado, obtemos um limitante superior
para δ∗z(C), ou seja, dado um co´digo linear C ⊆ Fn2 , de dimensa˜o k, temos
δ∗z(C) ≤ (n− k + 1) ·min{x, y},
para z = (x, y) ∈ S ∈ Dn.
Exemplo 14. Seja C = {000, 100, 011, 111} ⊆ F32 um co´digo linear e S ∈ D3. Enta˜o,
para um canal z = (x, y) ∈ S, a distaˆncia mı´nima do co´digo e´ dada por
δ∗z(C) = min{y, x, 2y, 2x, 3y, 3x, x+ 2y, y + 2x}
e, pela Cota de Singleton, obtemos que δ∗z(C) ≤ 2 ·min{x, y}.
Considerando os crite´rios de codificac¸a˜o de cada cone S ∈ D3, obtemos que
δ∗z(C) =
{
y, para z ∈ S1 ∪ S2;
x, para z ∈ S3 ∪ S4;
Definic¸a˜o 16. Considere um co´digo C ⊆ Fn2 e S ∈ Dn. Para z = (x, y) ∈ S, a distaˆncia
mı´nima de uma palavra co´digo c ∈ C e´ dada por
δ∗z,C(c) = min
06=c¯∈C
{
δnz (c, c)
}
. (3.4)
A distaˆncia mı´nima do co´digo C e´ dada por δ∗z (C) = min
c∈C
{
δ∗z,C (c)
}
.
A Definic¸a˜o 16 e´ uma medida mais refinada para o co´digo C, pois nos fornece
informac¸o˜es sobre a palavra co´digo c, no sentido de permitir uma descric¸a˜o mais precisa
dos tipos de erros que ocorrem a partir do envio de c. Logo, temos mais informac¸a˜o sobre
o conjunto de mensagens corrig´ıveis quando enviamos a palavra co´digo c.
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3.3 Raio de empacotamento
Nesta sec¸a˜o apresentamos uma generalizac¸a˜o da definic¸a˜o de raio de empacota-
mento obtida para o caso cla´ssico. Posteriormente, mostraremos que, devido a` assimetria
do problema, podemos refinar esta medida e definir um raio de empacotamento que de-
pende na˜o somente do canal mas tambe´m do cone e da palavra co´digo.
Definic¸a˜o 17. Considere um co´digo C ⊆ Fn2 e S ∈ Dn. Para um canal z = (x, y) ∈ S,
seja Specz = Specz(Fn2 ). Definimos o raio de empacotamento do co´digo C, por
Rz(C) = max
{
R ∈ Specz
∣∣ B(c;R) ∩B(c¯;R) = ∅, para todo c¯ ∈ C}.
Proposic¸a˜o 11. Considere um co´digo linear C ⊆ Fn2 e S ∈ Dn. Para um canal z =
(x, y) ∈ S, o raio de empacotamento de C e´ dado por
Rz(C) =
[d∗H(C)− 1
2
]
·min{x, y},
em que d∗H(C) denota a distaˆncia mı´nima de Hamming de C.
Demonstrac¸a˜o. Seja C ⊆ Fn2 um co´digo linear e S ∈ Dn. Para um canal z = (x, y) ∈
S, considere Rz(C) =
[
d∗H(C)−1
2
]
· min{x, y} e suponha que exista v ∈ V tal que v ∈
B
(
c, Rz(C)
) ∩ B(c;Rz(C)), para c, c¯ ∈ C. Enta˜o, a desigualdade triangular, aplicada a`
me´trica de Hamming, juntamente com a condic¸a˜o de que m := min{x, y} > 0, nos fornece
a seguinte desigualdade:
dH(c, c¯) ·m ≤ dH(c, v) ·m+ dH(v, c) ·m. (3.5)
Mas, dH(c, c¯) = dH(c − c¯, 0) e, uma vez que o co´digo C e´ linear, temos que
c− c¯ ∈ C. Portanto, dH(c, c¯) ≥ d∗H(C).
Ale´m disso, temos que dH(c, v) ≤
[d∗H(C)−1
2
]
e dH(c, v) ≤
[d∗H(C)−1
2
]
. De fato, se
v ∈ B(c;Rz(C)), enta˜o δnz (c, v) ≤ Rz(C) e, portanto,{
δnz (c, v) = |ep|x+ |eq|y ≤ Rz(C)
dH(c, v) = |ep|+ |eq|,
(3.6)
onde |ep| e |eq| denotam a quantidade de trocas do tipo 0→ 1 e 1→ 0, respectivamente.
Apenas para simplificar a notac¸a˜o, vamos denotar R :=
[d∗H(C)−1
2
]
. Assim sendo, temos
dois casos:
1. Se m = x, temos Rz(C) = R · x e, por (3.6), obtemos |ep|x + |eq|y ≤ Rx se, e
somente se, (|ep| −R) · x+ |eq| · y ≤ 0. Como m = x, temos (|ep|+ |eq| −R) · x ≤ 0.
Logo, (|ep| + |eq| − R) ≤ 0, pois x > 0 e segue que dH(c, v) ≤ R. Portanto, se
v ∈ B(c;Rz(C)), enta˜o dH(c, v) ≤ R.
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2. Se m = y, a demonstrac¸a˜o e´ ana´loga.
Ja´ que v ∈ B(c¯;Rz(C)), o mesmo vale para v, ou seja, dH(c¯, v) ≤ R.
Estes u´ltimos fatos, juntamente com a relac¸a˜o (3.5) nos leva a` contradic¸a˜o
d∗H(C) ·m ≤ (d∗H(C)− 1) ·m,
Portanto, B
(
c, Rz(C)
) ∩ B(c;Rz(C)) = ∅ e segue da Definic¸a˜o 17 que Rz(C) e´
o raio de empacotamento do co´digo C.
Exemplo 15. Considere o co´digo linear C = {0000, 1111} e o cone S1 ∈ D4 cujo crite´rio
de codificac¸a˜o e´ dado por 0 < y < 2y < 3y < x < 4y. Pela Proposic¸a˜o 11, obtemos
Rz(C) = y, para um canal z = (x, y) ∈ S1 e as bolas quasi-me´tricas, de raio Rz(C) = y,
sa˜o dadas por:
B(0000; y) = {0000}
B(1111; y) = {1111, 0111, 1011, 1101, 1110}.
Note que, assim como o canal e´ assime´trico, a correc¸a˜o de erros tambe´m e´.
De modo mais preciso, vemos que se enviamos c = 0000, nenhuma mensagem recebida e´
corrig´ıvel. Por outro lado, se enviamos c¯ = 1111, o conjunto de mensagens corrig´ıveis e´
dado por {0111, 1011, 1101, 1110}.
O Exemplo 15 sugere que Rz(C) e´ uma medida grosseira para correc¸a˜o de erros
e isto nos motiva a` pro´xima definic¸a˜o.
Definic¸a˜o 18. Considere um co´digo C ⊆ Fn2 e S ∈ Dn. O raio de empacotamento de uma
palavra co´digo c ∈ C, em um canal z = (x, y) ∈ S, e´ definido por
RzC(c) = max
δ(c)∈Spec(c)
{
δ(c)
∣∣ B(c; δ(c)) ∩B(c¯; δ(c)) = ∅, para todo c 6= c ∈ C}.
Neste sentido, o co´digo C e´ caracterizado por uma sequeˆncia de raios de empacotamento
RzC =
(RzC(c))c∈C.
E´ imediato ver que a Definic¸a˜o 18 e´ um refinamento do caso cla´ssico, pois
Rz(C) = min
c∈C
{RzC(c)}.
Proposic¸a˜o 12. Considere um co´digo linear C ⊆ Fn2 e S ∈ Dn. Para todo c ∈ C, o raio
de empacotamento RzC(c), em um canal z = (x, y) ∈ S, esta´ limitado por
Rz(C) ≤ RzC(c) < δ∗z,C(c).
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Demonstrac¸a˜o. A demonstrac¸a˜o segue diretamente da Definic¸a˜o 18 e da Proposic¸a˜o 11.
Note que RzC(c) depende do co´digo C, da palavra co´digo c ∈ C, do canal
z = (x, y) ∈ S e do cone S. De modo mais preciso, dados dois canais z, z¯ ∈ S, o raio de
empacotamento de c muda de valor com a mudanc¸a do canal, mas caracteriza os
mesmos tipos de erros nos dois canais. Este fato sera´ demonstrado na pro´xima proposic¸a˜o.
Antes de apresenta´-la vamos definir, com um certo abuso de linguagem, que
para c ∈ C e z, z¯ ∈ S, os raios de empacotamento RzC(c) e Rz¯C(c) sa˜o congruentes se, e
somente se, estes raios caracterizam os mesmos tipos de erro (α, β), ou seja,
RzC(c) ∼= Rz¯C(c)⇐⇒ RzC(c) = αx+ βy e Rz¯C(c) = αx¯+ βy¯.
Proposic¸a˜o 13. Sejam S, S¯ ∈ Dn, com S 6= S¯.
(a) Considere um co´digo linear C ⊆ Fn2 e dois canais z = (x, y), z¯ = (x¯, y¯) ∈ S. Para
todo c ∈ C, temos RzC(c) ∼= Rz¯C(c).
(b) Se z = (x, y) ∈ S e z¯ = (x¯, y¯) ∈ S¯, enta˜o existe co´digo linear C tal que RzC(c) 
Rz¯C(c), para algum c ∈ C.
Demonstrac¸a˜o. Sejam S, S¯ ∈ Dn, com S 6= S¯.
(a) Considere um co´digo linear C ⊆ Fn2 e dois canais z = (x, y), z¯ = (x¯, y¯) ∈ S.
Uma vez que S e´ classe de equivaleˆncia, temos que z ∼ z¯ e, consequentemente,
RzC(c) = αx+ βy e R
z¯
C(c) = αx¯+ βy¯.
Logo, RzC(c) ∼= Rz¯C(c).
(b) Seja r ∈ Ln(S, S¯) uma reta que separa os cones S e S¯ e definida por βy = αx, com
α + β = n. Considere o co´digo linear C = {0n, 1n}. Enta˜o, se S e´ o cone que esta´
abaixo da reta r, dado um canal z = (x, y) ∈ S, temos βy < αx, de onde obtemos
que Rz¯C(0n) = (α− 1)x e Rz¯C(1n) = βy. Por outro lado, o cone S¯ esta´ acima da reta
r e, portanto, dado um canal z¯ = (x¯, y¯) ∈ S¯, temos αx¯ < βy¯, de onde obtemos que
Rz¯C(0n) = αx e Rz¯C(1n) = (β − 1)y.
Logo, RzC(0n)  Rz¯C(0n) e RCz (1n)  RCz¯ (1n) o que conclui a demonstrac¸a˜o.
Exemplo 16. Considere novamente o co´digo do Exemplo 15: C = {0000, 1111} e o cone
S1 ∈ D4. Para um canal z = (x, y) ∈ S1, temos que RzC(0000) = y e RzC(1111) = 3y.
A Figura 3.3 ilustra as bolas quasi-me´tricas com o raio de empacotamento do
co´digo, Rz(C) = y e os correspondentes conjunto de mensagens corrig´ıveis.
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Figura 3.3: Bolas quasi-me´tricas no cone S1 com raio de empacotamento do co´digo C.
A Figura 3.4 ilustra as bolas quasi-me´tricas com o correspondente raio de em-
pacotamento da palavra co´digo, RzC(c). Nesse caso, o conjunto de mensagens corrig´ıveis
e´ V = F42.
Note que, se enviamos c = 0000, nenhuma mensagem recebida e´ corrig´ıvel,
mas se enviamos c¯ = 1111, 14 mensagens poss´ıveis de serem recebidas sa˜o corrig´ıveis.
Observac¸a˜o 7. Conforme vimos no Exemplo 16, o raio de empacotamento de uma palavra
co´digo na˜o e´ constante, mesmo em se tratando de um co´digo linear. Esta propriedade, a`
qual na˜o estamos acostumados no contexto de canais sime´tricos, revelam uma possibilidade
que pode ser interessante. Em diversas circunstaˆncias, trabalha-se com informac¸o˜es de
natureza distinta, que demandam protec¸a˜o desigual de erros. Muitas vezes, a protec¸a˜o
desigual e´ feita considerando-se protec¸a˜o desigual de bits, mas por outras vezes, como, por
exemplo, na estrate´gia adotada por Borade, Nakiboglu e Zheng [19], trata-se de proteger
desigualmente mensagens diferentes. A variac¸a˜o no raio de empacotamento de palavras
co´digos sugere uma estrate´gia natural, com o´bvio reflexo no desempenho do co´digo (se
este desempenho for medido de algum modo que reflita a importaˆncia diferenciada das
mensagens): atribuir as informac¸o˜es que demandam mais protec¸a˜o a`s palavras co´digos que
possuem maior raio de empacotamento. Neste sentido, a busca por co´digos passa a incluir
uma possibilidade adicional a ser considerada, qual seja, na˜o apenas a determinac¸a˜o do
[n, k]2-co´digo linear C mas tambe´m o modo como associamos as informac¸o˜es de Fk2 a`s
palavras co´digos.
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Figura 3.4: Bolas quasi-me´tricas no cone S1, descritas pela sequeˆncia de raios de empa-
cotamento do co´digo C.
Teorema 6. Considere um co´digo C ⊆ Fn2 e S ∈ Dn. Para um canal z = (x, y) ∈ S e
c ∈ C, o raio de empacotamento de c e´ dado por
RzC(c) = min
c 6=c¯∈C
{
max
{
δz(c)
∣∣ δz(c, c¯) 6= δz(c, v) + δz(v, c¯), para todo v ∈ B(c, δz(c))}}.
Demonstrac¸a˜o. Seja C ⊆ Fn2 um co´digo linear e S ∈ Dn. Considere c, c¯ ∈ C e δz(c) ∈
Spec(c), onde z = (x, y) ∈ S. Suponha que exista v ∈ V tal que
v ∈ B(c; δz(c)) ∩B(c¯; δz(c)).
Enta˜o, δz(c, v) ≤ δz(c) e δz(c¯, v) ≤ δz(c) e, se considerarmos
δnz (c, v) = |e′p|x+ |e′q|y e δnz (c¯, v) = |e¯p|x+ |e¯q|y,
obtemos
δnz (c, v) + δ
n
z (v, c¯) = (|e′p|+ |e¯q|)x+ (|e′q|+ |e¯p|)y. (3.7)
Suponha que δnz (c, c¯) = |ep|x+ |eq|y, com dH(c, c¯) = |ep|+ |eq|.
Considere, esquematicamente, e sem perda de generalidade, as distaˆncias δz(c, v)
e δz(c¯, v), representadas da seguinte forma:
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c :
|ep|︷ ︸︸ ︷
|e′p|︷ ︸︸ ︷
00. . . 00 00. . . 00
|e′q |︷ ︸︸ ︷
11. . . 11 11. . . 11 Igual
v : 11. . . 11 00. . . 00 00. . . 00 11. . . 11 Igual
c¯ : 11. . . 11 11. . . 11︸ ︷︷ ︸
|e¯q |
00. . . 00 00. . . 00︸ ︷︷ ︸
|e¯p|︸ ︷︷ ︸
|eq |
Igual
Note que v e´ um vetor com exatamente (|e′p|+ |e′q|) coordenadas diferentes de
c e, ao mesmo tempo, e´ um vetor com exatamente (|e¯p|+ |e¯q|) coordenadas diferentes de
c¯. Mas, c e c¯ teˆm exatamente (|ep|+ |eq|) coordenadas diferentes entre si e, uma vez que
v ∈ B(c; δz(c))∩B(c¯; δz(c)), e´ necessa´rio que tenhamos |ep| = |e′p|+|e¯q| e |eq| = |e′q|+|e¯p|,
ou seja, e´ necessa´rio que dH(c, c¯) = dH(c, v) + dH(v, c¯).
De fato, se as trocas de coordenadas ocorrerem somente no conjunto Igual ,
na˜o havera´ intersec¸a˜o, pois cada palavra co´digo vai gerar um vetor diferente. Analoga-
mente, se a troca das coordenadas ocorrer parte no conjunto Igual e parte no conjunto de
coordenadas diferentes, novamente na˜o havera´ intersec¸a˜o pois sera˜o gerados dois vetores
distintos, cada um referente a uma palavra co´digo. Portanto, havera´ intersec¸a˜o somente
quando as trocas de coordenadas ocorrerem no conjunto das |ep| + |eq| coordenadas que
diferem em c e c¯. Portanto, δnz (c, v) + δ
n
z (v, c¯) = δ
n
z (c, c¯).
Por outro lado, se δnz (c, v) + δ
n
z (v, c¯) = δ
n
p,q(c, c¯), considere δz(c) = δz(c, v)
e δz(c¯) = δz(c¯, v). Enta˜o, temos que v ∈ B(c; δz(c)) e v ∈ B(c¯; δz(c¯)). Resta apenas
mostrar que δz(c¯) ≤ δz(c). Suponha que δz(c) < δz(c¯). Enta˜o, B(c¯; δz(c)) ⊆ B(c¯; δz(c¯))
e, como assumimos que δz(c) = δz(c, v), enta˜o v ∈ Sz(c¯; δz(c¯)) e v /∈ B(c¯; δz(c)). Logo,
v /∈ B(c; δz(c)) ∩ B(c¯; δz(c)), ou seja, δnz (c, c¯) < δnz (c, v) + δnz (v, c¯), e este fato contradiz a
hipo´tese. Portanto, conclu´ımos que δz(c¯) ≤ δz(c).
Segue que se δnz (c, c¯) 6= δnz (c, v) + δnz (v, c¯), para todo v ∈ B(c, δz(c)), obtemos
B
(
c; δz(c)
)∩B(c¯; δz(c)) = ∅. Assim sendo, o ma´ximo raio δz(c) que satisfaz esta condic¸a˜o
sera´ o raio de empacotamento de c relativo a` c¯. Considerando o mı´nimo destes raios,
sobre todo c 6= c¯ ∈ C, obtemos enta˜o o raio de empacotamento de c, ou seja,
RzC(c) = min
c 6=c¯∈C
{
max
{
δz(c)
∣∣ δz(c, c¯) 6= δz(c, v) + δz(v, c¯), para todo v ∈ B(c, δz(c))}}.
Observac¸a˜o 8. E´ importante notar que RCz (c) na˜o e´ constante em c ∈ C, mesmo no caso
de termos C linear. Veremos isto nos exemplos a seguir.
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Exemplo 17. Considere o co´digo do Exemplo 15: C = {0000, 1111} e os cones Si ∈ D4,
conforme ilustra a Figura 3.5.
x
y
S1
S2
S3
S4S5S6
0
1
2
3
4
1 2 3 4
Figura 3.5: Partic¸a˜o do espac¸o Q, para n = 4.
A Tabela 3.9 mostra os raios de empacotamento em um canal z = (x, y) ∈ S,
para cada S ∈ D4 e cada c ∈ C.
RzC(0000) R
z
C(1111)
S1 y 3y
S2 x 2y
S3 x 2y
S4 2x y
S5 2x y
S6 3x x
Tabela 3.9: Sequeˆncia dos raios de empacotamento RzC(c), para todo c ∈ C.
Observe que:
1. Palavras co´digo distintas podem ter raio de empacotamento distintos. Logo, o raio
de empacotamento depende da palavra co´digo.
2. O valor do raio de empacotamento depende da palavra e do canal.
3. O raio de empacotamento e´ determinado pela palavra co´digo, no cone em questa˜o,
ou seja, RzC(c) ∼= Rz¯C(c), para z, z¯ pertencentes ao mesmo cone. Ja´ quando o cone
e´ trocado, esta mesma palavra co´digo pode ter um raio de empacotamento distinto.
Observe, por exemplo, o raio de empacotamento de c = 0000 nos cones S3 e S4.
4. O raio de empacotamento ma´ximo na˜o esta´ relacionado com a palavra co´digo de
maior peso de Hamming. Por exemplo, para z = (x, y) ∈ S2, o maior raio de
empacotamento e´ RzC(0000) = x e ωH(0000) = 0. No entanto, ωH(1111) = 4, mas
RzC(1111) = 2y < x.
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5. E´ poss´ıvel verificar que, para o caso dos canais assime´tricos, o co´digo C = {0000, 1111}
e´ perfeito, no sentido que
B
(
0000;RzC(0000)
) ∪B(1111;RzC(1111)) = F42.
Observe que este e´ um fato nota´vel visto que, no caso de termos um canal sime´trico
(x = y), obtemos RzC(0000) = RzC(1111) = x e
B(0000;x) = {0000, 1000, 0100, 0010, 0001} = {v ∈ Fn2
∣∣ ωH(v) ≤ 1}
B(1111;x) = {1111, 0111, 1011, 1101, 1110} = {v ∈ Fn2
∣∣ ωH(v) ≥ 3}.
Note ainda que, a` medida que consideramos cones mais pro´ximos do caso
sime´trico (x = y), as bolas quasi-me´tricas obtidas nestes cones tendem a ficar mais pa-
recidas com as bolas me´tricas. Por exemplo, considere as primeiras bolas quasi-me´tricas
obtidas para os canais z = (x, y) ∈ Si, coma i = 1, 2, 3, conforme ilustra a Tabela 3.10.
Cone S1
0 y 2y 3y
0000 - - -
1111
1110, 1101 1100, 1010, 1001 1000, 0100
1011, 0111 0110, 0101, 0011 0010, 0001
Cone S2
0 y 2y x
0000 - - 1000, 0100
0010, 0001
1111
1110, 1101 1100, 1010, 1001 -
1011, 0111 0110, 0101, 0011
Cone S3
0 y x 2y
0000
- 1000, 0100 -
0010, 0001
1111
1110, 1101 - 1100, 1010, 1001
1011, 0111 0110, 0101, 0011
Tabela 3.10: Bolas quasi-me´tricas para os cones S1, S2 e S3.
Repare que, no cone S1 as primeiras bolas quasi-me´tricas na˜o coincidem com as
primeiras bolas me´tricas, ja´ que estamos tratando de canais bem mais assime´tricos (quase
canais Z) nesta regia˜o. Ja´ o cone S3 e´ o mais pro´ximo do caso sime´trico e, portanto, as
primeiras bolas quasi-me´tricas coincidem com as primeiras bolas de Hamming. De fato,
B(0000;x) e B(1111; y) equivalem a`s bolas me´tricas de raio igual a 1 e a bola quasi-me´trica
B(1111; 2y) equivale a` bola me´trica B(0000; 2) = B(1111; 2).
O pro´ximo exemplo varia um pouco mais o peso das palavras co´digo e nosso
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objetivo novamente e´ calcular a sequeˆncia de raios de empacotamento do co´digo C.
Exemplo 18. Considere o co´digo linear C = {0000, 0101, 1011, 1110}. A Tabela 3.11
mostra a sequeˆncia de raios de empacotamento do co´digo, em um canal z = (x, y) ∈ S,
para cada S ∈ D4.
RzC(0000) R
z
C(0101) R
z
C(1011) R
z
C(1110) EC
S1 0 y 0 0 6
S2 0 y 0 0 6
S3 0 y 0 0 6
S4 x x 0 0 10
S5 x x 0 0 10
S6 x x 0 0 10
Tabela 3.11: Sequeˆncia dos raios de empacotamento RzC(c), para todo c ∈ C.
No que se refere a` correc¸a˜o de erros, a u´ltima coluna da Tabela 3.11 ilustra
a quantidade EC =
∣∣ ⋃
c∈C
B
(
c;RzC(c)
)∣∣. Note como esta quantidade varia a` medida que
trocamos o cone (este fato ja´ e´ esperado pois os raios de empacotamento podem variar
com a troca de cone). Por exemplo, nos 3 primeiros cones, se enviarmos as palavras
co´digo 0000, 1011 ou 1110, na˜o conseguimos corrigir qualquer mensagem poss´ıvel de ser
recebida, mas quando enviamos 0101 temos condic¸o˜es de corrigir apenas duas mensagens
poss´ıveis de serem recebidas.
Vale observar que, em qualquer dos cones, EC sempre e´ maior do que a capaci-
dade de correc¸a˜o do co´digo no caso sime´trico. De fato, se x = y, o raio de empacotamento
do co´digo e´ R(C) = 0 e, qualquer palavra co´digo c que seja enviada na˜o nos permite cor-
rigir qualquer das mensagens poss´ıveis de serem recebidas, ou seja,
∣∣ ⋃
c∈C
B
(
c; 0
)∣∣ = 4.
Como ja´ e´ conhecido, no caso sime´trico o raio de empacotamento do co´digo
e´ igual ao raio de empacotamento de todas as palavras co´digo. Entretanto, quando con-
sideramos canais assime´tricos, sabemos que palavras distintas podem ter raios de empa-
cotamento distintos. Mais ainda, o pro´ximo e u´ltimo exemplo nos mostra que palavras
co´digo com mesmo peso de Hamming, podem ter raios de empacotamento distintos.
Exemplo 19. Considere o co´digo linear C = {00000, 01100, 10010, 00101, 01001, 11011,
11110, 10111} e S ∈ D5. A Tabela 3.12 ilustra a sequeˆncia de raios de empacotamento do
co´digo, para um canal z = (x, y) ∈ S, para cada S.
Observe que, para c = 01100 e c¯ = 10010, temos ωH(c) = ωH(c¯) = 2, mas
RzC(c) 6= RzC(c¯), para todo z ∈ S e todo cone S. Portanto, palavras co´digo com mesmo
peso de Hamming na˜o necessariamente teˆm o mesmo raio de empacotamento.
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c ∈ C S1 S2 S3 S4 S5 S6 S7 S8 S9 S10
00000 0 0 0 0 0 x x x x x
01100 0 0 0 0 0 0 0 0 0 0
10010 y y y y y x x x x x
00101 0 0 0 0 0 0 0 0 0 0
01001 0 0 0 0 0 0 0 0 0 0
11011 0 0 0 0 0 0 0 0 0 0
11110 0 0 0 0 0 0 0 0 0 0
10111 0 0 0 0 0 0 0 0 0 0
Tabela 3.12: Sequeˆncias de raios de empacotamento para o co´digo C, em cada cone
3.4 Raio de cobertura
Considere um co´digo C ⊆ Fn2 e S ∈ Dn. Assim como ocorre com o raio de
empacotamento (vide Sec¸a˜o 3.3), dado um canal z = (x, y) ∈ S, podemos obter uma
sequeˆncia de raios de cobertura
(
RzC(c)
)
c∈C do co´digo e que depende da palavra co´digo c,
para todo c ∈ C. Essa sequeˆncia e´ um refinamento do raio de cobertura do co´digo C.
Definic¸a˜o 19. Seja C ⊆ Fn2 um co´digo e S ∈ Dn. Definimos o raio de cobertura do co´digo
C, em um canal z = (x, y) ∈ S, como sendo o menor raio Rz(C) tal que ⋃
c∈C
B(c;Rz(C)) =
Fn2 .
Considerando αz(C) = ∑c∈C |B(c;Rz(C))|, existem γz(C) = αz(C)−2n vetores
em excesso na cobertura do co´digo C, obtida com o raio Rz(C), com |Fn2 | = 2n. E´ natural
pensar que, se minimizarmos o valor de αz(C), teremos uma quantidade menor de vetores
repetidos nesta cobertura de V .
Definic¸a˜o 20. Seja C ⊆ Fn2 um co´digo e S ∈ Dn. Para z = (x, y) ∈ S, uma sequeˆncia
RzC =
(
RzC(c)
)
c∈C e´ uma sequeˆncia de cobertura do co´digo C se⋃
c∈C
B(c;RzC(c)) = Fn2 e RzC(c) ≤ RzC(c) ≤ Rz(C),
onde RzC(c) denota o raio de empacotamento da palavra co´digo c.
Uma sequeˆncia de raios de cobertura o´tima e´ uma sequeˆncia de cobertura
do co´digo C cujo valor de αR(C) =
∑
c∈C
∣∣B(c;RzC(c))∣∣ e´ mı´nimo.
Se a sequeˆncia RzC coincide com a sequeˆncia de raios de empacotamento, RzC,
dizemos que C e´ um co´digo perfeito .
A Definic¸a˜o 20 e´ um refinamento do caso cla´ssico, pois Rz(C) = max
c∈C
{
RzC(c)
}
e αR(C) ≤ αz(C).
De modo ana´logo ao que fizemos para a sequeˆncia de raios de empacotamento
diremos que, para c ∈ C, os raios de coberturaRzC(c) eRz¯C(c) sa˜o congruentes se, e somente
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se, estes raios sa˜o descritos pelos mesmos paraˆmetros (α, β), ou seja,
RzC(c) ∼= Rz¯C(c)⇐⇒ RzC(c) = αx+ βy e Rz¯C(c) = αx¯+ βy¯.
Proposic¸a˜o 14. Sejam S, S¯ ∈ Dn, com S 6= S¯.
(a) Considere um co´digo C ⊆ Fn2 e z, z¯ ∈ S. Seja RzC uma sequeˆncia de raios de
cobertura o´tima. Enta˜o, para qualquer c ∈ C, temos RzC(c) ∼= Rz¯C(c).
(b) Seja RzC uma sequeˆncia de raios de cobertura o´tima. Enta˜o, para z ∈ S e z¯ ∈ S¯,
existe co´digo C tal que RzC(c)  Rz¯C(c), para algum c ∈ C.
Demonstrac¸a˜o. Sejam S, S¯ ∈ Dn, com S 6= S¯.
(a) Considere um co´digo C ⊆ Fn2 e os canais z, z¯ ∈ S. Seja RzC uma sequeˆncia de
raios de cobertura o´tima obtida para z ∈ S e Rz¯C(c) a mesma sequeˆncia de raios,
determinada por z¯ ∈ S.
Uma vez que S e´ classe de equivaleˆncia, temos que z ∼ z¯ e, consequentemente,
RzC(c) ∼= Rz¯C(c).
(b) Seja r ∈ Ln(S, S¯) uma reta que separa os cones S e S¯ e definida por βy = αx, com
α + β = n. Considere o co´digo linear C = {0n, 1n}. Enta˜o, se S e´ o cone que esta´
abaixo da reta r, dado um canal z = (x, y) ∈ S, temos βy < αx, de onde obtemos
que Rz¯C(0
n) = (α− 1)x e Rz¯C(1n) = βy. Por outro lado, o cone S¯ esta´ acima da reta
r e, portanto, dado um canal z¯ = (x¯, y¯) ∈ S¯, temos αx¯ < βy¯, de onde obtemos que
Rz¯C(0
n) = αx e Rz¯C(1
n) = (β − 1)y.
Logo, RzC(c)  Rz¯C(c), para c ∈ C, o que conclui a demonstrac¸a˜o.
Observac¸a˜o 9. Note que podemos ter mais de uma sequeˆncia de raios de cobertura em
um mesmo cone S. Neste caso, o pro´prio co´digo C ja´ e´ o exemplo de que RCz (c)  RCz¯ (c),
para algum c ∈ C.
Assim sendo, se RzC e´ uma sequeˆncia de raios de cobertura o´tima, obtida para
z ∈ S, enta˜o, o raio de cobertura de c muda de valor com a mudanc¸a do canal, mas
e´ descrito pelos mesmos paraˆmetros α e β, nos dois canais, ja´ que z ∼ z¯. Os pro´ximos
exemplos ilustram as sequeˆncias de raios de cobertura o´timas, RzC, para um dado co´digo
C.
Exemplo 20. Considere o co´digo linear do Exemplo 17: C = {0000, 1111}. A Tabela 3.13
mostra as sequeˆncias de raios de cobertura o´timas de C, para (x, y) ∈ S e cada S ∈ D4.
Conforme ja´ discutido no Exemplo 17, no caso assime´trico, o co´digo C e´ per-
feito em qualquer dos cones e, portanto, cobre todo o espac¸o F42 com αR(C) = 16. Neste
exemplo, cada cone possui uma u´nica sequeˆncia de raios de cobertura o´tima.
CAPI´TULO 3. INVARIANTES QUASI-ME´TRICOS 66
S1 S2 S3 S4 S5 S6
(y, 3y) (x, 2y) (x, 2y) (2x, y) (2x, y) (3x, x)
Tabela 3.13: Sequeˆncia de raios de cobertura o´tima, para cada um canal (x, y) ∈ Si.
Exemplo 21. Considere o co´digo linear do Exemplo 18: C = {0000, 0101, 1011, 1110}. A
Tabela 3.14 mostra as sequeˆncias de raios de cobertura o´timas de C, para z = (x, y) ∈ S
e cada S ∈ D4.
RzC(0000) R
z
C(0101) R
z
C(1011) R
z
C(1110) αR(C)
S1 ∪ S2 0 x x y 200 x y x
S3
x x x y
19
x x y x
S4 x x y y 18
S5 ∪ S6 2x x x x 17
Tabela 3.14: Sequeˆncia dos raios de cobertura RzC para C, em cada cone Si.
Observe que nos cones S4, S5 e S6 as sequeˆncias de raios de cbertura o´timas
sa˜o u´nicas. Ja´ para S1, S2 e S3 obtemos duas sequeˆncias de raios de cobertura o´timas,
para cada cone. Mas, embora estas sequeˆncias sejam diferentes, por definic¸a˜o, ambas
determinam o mesmo valor de αR(C) para o cone.
A Tabela 3.15 compara os raios de cobertura, Rz(C), RzC, obtidos no caso
assime´trico, com o raio de cobertura do caso cla´ssico, R(C). Note que a sequeˆncia RzC
sempre cobre o espac¸o F42 com um valor menor de αR(C) e, portanto, e´ um refinamento
do caso cla´ssico.
Rz(C) RzC R(C)
αR(C) = 20
α(C) = 29
αR(C) = 19
α = 20αR(C) = 18
αR(C) = 17
Tabela 3.15: Comparativo dos raios Rz(C), RzC com o raio, referente ao caso cla´ssico R(C).
3.5 Polinoˆmios enumeradores de distaˆncias
De acordo com [15], e´ poss´ıvel definir polinoˆmios enumeradores que caracte-
rizam a distribuic¸a˜o de pesos e distaˆncias de um co´digo C. Motivados por esse fato,
definiremos nesta sec¸a˜o os polinoˆmios enumeradores de quasi-distaˆncias, raios de empa-
cotamento e raios de cobertura, para o caso assime´trico, e mostraremos as principais
diferenc¸as entre estes polinoˆmios e os do caso cla´ssico.
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Considere um co´digo C ⊆ Fn2 , S ∈ Dn e um canal z = (x, y) ∈ S. Um polinoˆmio
enumerador de distaˆncias, para o co´digo C, poderia ser definido como
ΛzC(u, r) =
n∑
d=0
[ ∑
δz∈QzC
λdδzu
δz
]
rd,
em que λdδz =
∣∣∣{(c, c¯) ∈ C2 ∣∣ δz = δnz (c, c¯) e d = dH(c, c¯)}∣∣∣ e QzC denota o conjunto de
todas as distaˆncias entre pares de palavras co´digo (c, c¯) ∈ C2.
No entanto, da maneira como foi definido, o polinoˆmio ΛzC(u, r) depende do
co´digo C e do canal z ∈ S. Assim sendo, para z, z¯ ∈ S, em geral temos ΛzC(u, r) 6= Λz¯C(u, r)
e, uma vez que estamos trabalhando sempre com invariantes quasi-me´tricos que dependem
do cone, tal polinoˆmio na˜o e´ interessante, ja´ que na˜o preserva o conceito de equivaleˆncia
de canais em sua definic¸a˜o. Por esse motivo, redefinimos o polinoˆmio enumerador de
distaˆncias, em termos dos paraˆmetros α e β que descrevem a distaˆncia αx+ βy entre um
par de palavras co´digo (c, c¯) ∈ C2. Com isso, podemos obter uma estrutura bem definida
para os polinoˆmios enumeradores de canais equivalentes.
De modo ana´logo e pelo mesmo motivo, definiremos os polinoˆmios enumera-
dores de raios de empacotamento e cobertura tambe´m em func¸a˜o dos paraˆmetros α e β,
conforme veremos a seguir.
Definic¸a˜o 21. Seja C ⊆ Fn2 um co´digo, S ∈ Dn e um canal z = (x, y) ∈ S.
1. O polinoˆmio enumerador de paraˆmetros de distaˆncias (P.E.D.) de C e´
dado por
Λ¯C(s, t, r) =
n∑
d=0
[ ∑
(α,β)∈Q¯C
λdαβs
αtβ
]
rd,
em que λdαβ =
∣∣∣{(c, c¯) ∈ C2 ∣∣ δnz (c, c¯) = αx + βy e d = dH(c, c¯) = α + β}∣∣∣ e Q¯C
denota o conjunto de todos os pares (α, β) cuja combinac¸a˜o αx + βy define uma
distaˆncia pertencente a QzC.
2. O polinoˆmio enumerador de paraˆmetros de raios de empacotamento
(P.E.R.E.) de C e´ dado por
Γ¯zC(s, t, r) =
n∑
ω=0
[ ∑
(α,β)∈R¯C
γωαβs
αtβ
]
rω,
em que γωαβ =
∣∣∣{c ∈ C ∣∣RzC(c) = αx + βy e ωH(c) = ω}∣∣∣ e R¯C denota o conjunto
de todos pares (α, β) cuja combinac¸a˜o αx + βy define um raio de empacotamento
pertencente a RzC.
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3. O polinoˆmio enumerador de paraˆmetros de raios de cobertura (P.E.R.C.)
de C e´ dado por
Ψ¯zC(s, t, r) =
n∑
ω=0
[ ∑
(α,β)∈R¯C
ψωαβs
αtβ
]
rω,
em que ψωαβ =
∣∣∣{c ∈ C ∣∣RzC(c) = αx+ βy e ωH(c) = ω}∣∣∣ e R¯C denota o conjunto de
todos pares (α, β) cuja combinac¸a˜o αx+βy define um raio de cobertura pertencente
a RzC.
A Definic¸a˜o 21 mostra claramente de quais varia´veis cada um dos polinoˆmios
depende. No que se refere aos polinoˆmios enumeradores de distaˆncias, vemos que o P.E.D.
depende do co´digo C. Ja´ os P.E.R.E. e P.E.R.C. dependem do cone S, do co´digo C e da
palavra co´digo c ∈ C.
Deve ser observado que a varia´vel r, no P.E.D., pode parecer desnecessa´ria
visto que seu expoente denota a soma dos paraˆmetros α e β que compo˜e a distaˆncia
αx + βy. No entanto, o acre´scimo desta varia´vel e´ justamente para deixar clara que a
distaˆncia d pode ser decomposta de formas diferentes, como soma dos paraˆmetros α, β.
Proposic¸a˜o 15. Considere um co´digo C ⊆ Fn2 e S ∈ Dn. Para z = (x, y) ∈ S, as
seguintes identidades sa˜o va´lidas:
1. λdαβ = λ
d
βα e λ
d
00 = |C|;
2. Λ¯C(1, 1, 1) = |C|2;
3. Γ¯C(1, 1, 1) = Ψ¯C(1, 1, 1) = |C|;
Demonstrac¸a˜o. A demonstrac¸a˜o segue imediatamente da definic¸a˜o dos polinoˆmios enu-
meradores.
Proposic¸a˜o 16. Sejam S, S¯ ∈ Dn. Enta˜o,
(a) Para qualquer co´digo C ⊆ Fn2 e quaisquer z, z¯ ∈ Qn, temos Λ¯zC(s, t, r) = Λ¯z¯C(s, t, r);
(b) Para qualquer co´digo C ⊆ Fn2 e z, z¯ ∈ S, temos Γ¯zC(s, t, r) = Γ¯z¯C(s, t, r) e Ψ¯zC(s, t, r) =
Ψ¯z¯C(s, t, r);
(c) Sejam z ∈ S e z¯ ∈ S¯, com S 6= S¯. Enta˜o, existe um co´digo C ⊆ Fn2 tal que
Γ¯zC(s, t, r) 6= Γ¯z¯C(s, t, r) e Ψ¯zC(s, t, r) 6= Ψ¯z¯C(s, t, r).
Demonstrac¸a˜o. Sejam S, S¯ ∈ Dn, com S 6= S¯.
(a) Sejam z, z¯ ∈ Qn e um co´digo C ⊆ Fn2 . Considere c, c¯ ∈ C. Se para z = (x, y) tem-se
que δnz (c, c¯) = αx + βy, enta˜o necessariamente δ
n
z¯ (c, c¯) = αx¯ + βy¯, para z¯ = (x¯, y¯).
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De fato, a quantidade α + β de coordenadas distintas entre c e c¯ e´ a mesma para
qualquer canal e, portanto, independe do cone em questa˜o. Portanto, obtemos que
Λ¯zC(s, t, r) = Λ¯
z¯
C(s, t, r).
(b) Sejam z, z¯ ∈ S e considere um co´digo C ⊆ Fn2 . Uma vez que S e´ classe de equi-
valeˆncia, a Proposic¸a˜o 13 nos garante que, para qualquer c ∈ C, temos RzC(c) ∼=
Rz¯C(c), ou seja, ambos os raios de empacotamento de c sa˜o descritos pelo mesmo par
de paraˆmetros α e β. Portanto, garantimos a igualdade Γ¯zC(s, t, r) = Γ¯
z¯
C(s, t, r).
Analogamente, obtemos que Ψ¯zC(s, t, r) = Ψ¯
z¯
C(s, t, r).
(c) Sejam z ∈ S e z¯ ∈ S¯. Pela Proposic¸a˜o 13, existe um co´digo C ⊆ Fn2 tal que
RzC(c)  Rz¯C(c), para algum c ∈ C. Portanto, Γ¯zC(s, t, r) 6= Γ¯z¯C(s, t, r).
Analogamente, obtemos que Ψ¯zC(s, t, r) 6= Ψ¯z¯C(s, t, r).
Uma vez que os polinoˆmios enumeradores de raios de empacotamento e cober-
tura sa˜o iguais para canais equivalentes, passaremos a denota´-los por
Ψ¯SC (s, t, r) := Ψ¯
z
C(s, t, r) e Γ¯
S
C (s, t, r) := Γ¯
z
C(s, t, r).
Por outro lado, o polinoˆmio Λ¯zC(s, t, r) sera´ denotado apenas por Λ¯C(s, t, r), ja´
que na˜o depende do canal e nem do cone.
Exemplo 22. Considere o co´digo linear C = {0000, 0101, 1011, 1110}, um cone S ∈ D4
e z = (x, y) ∈ S.
O P.E.D. de C, para o canal z ∈ S, e´ dado por
Λ¯C(s, t, r) = 4 + (s2 + 2st+ s2)r2 + (2s3 + 2s2t+ 2st2 + 2s3)r3.
Assim sendo, se considerarmos, por exemplo, o termo 2s2tr3, em ΛzC(s, t, r),
isso significa que existem 2 pares de palavras co´digo, (c, c¯) ∈ C2, tais que δ4z(c, c¯) = 2x+ y
e dH(c, c¯) = 3.
O P.E.R.E. de C e´ dado por
Γ¯zC(s, t, r) =
{
1 + tr2 + 2r3 para S1 ∪ S2 ∪ S3,
s+ sr2 + 2r3 para S4 ∪ S5 ∪ S6.
De modo ana´logo, se considerarmos, por exemplo, o termo tr2 do P.E.R.E. de
S1, isso significa que existe somente uma palavra co´digo c ∈ C com peso de Hamming
ωH(c) = 2 e raio de empacotamento RzC(c) = y.
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O P.E.R.C. de C e´ dado por
Ψ¯zC(s, t, r) =

1 + sr2 + (s+ t)r3 para S1 ∪ S2
s+ sr2 + (s+ t)r3 para S3
s+ sr2 + 2tr3 para S4
s2 + sr2 + 2sr3 para S5 ∪ S6.
Novamente, se considerarmos, por exemplo, o termo tr3, do P.E.R.C. de S1,
isso significa que somente uma palavra co´digo tem peso de Hamming ωH(c) = 3 e raio de
cobertura RzC(c) = y.
No caso sime´trico, esses mesmos tipos de polinoˆmios sa˜o reduzidos a uma
varia´vel r. De fato, o co´digo C tem raios de empacotamento e cobertura constantes e dados,
respectivamente, por R = 0 e R = 1. Assim sendo, na˜o e´ necessa´rio descrever quantas
palavras co´digo com peso de Hamming ω teˆm raio de empacotamento (cobertura) igual a
i, pois toda palavra co´digo tem o mesmo raio. Neste caso, os polinoˆmios enumeradores
esta˜o restritos a` distribuic¸a˜o de peso do co´digo linear C e sa˜o dados por:
ΛC(r) = 4 · (1 + r2 + 2r3)
ΓC(r) = 1 + r2 + 2r3
ΨC(r) = 1 + r2 + 2r3.
Considere os polinoˆmios enumeradores de raios do caso assime´trico e seus
correspondentes, no caso sime´trico. Observe que, para todo i, o coeficiente Ai do caso
sime´trico, corresponde a` soma dos coeficientes dos termos sαtβri, do caso assime´trico.
No caso dos polinoˆmios Λ¯C(s, t, r) e ΛC(r), repare ainda que, o expoente do
termo ri, no caso sime´trico, corresponde a` soma dos paraˆmetros α, β do termo sαtβri,
no caso assime´trico. De fato, podemos escrever d como composic¸o˜es de duas partes, ou
seja, d = 0 + i = . . . = α + β = . . . = i + 0, gerando as correspondentes distaˆncias
δz = iy, . . . , αx + βy, . . . , ix, com α + β = i. Isto justifica a necessidade de contruir
polinoˆmios com mais varia´veis, no caso assime´trico.
Proposic¸a˜o 17. Considere um co´digo C ⊆ Fn2 e S ∈ Dn. Para z ∈ S, as seguintes
identidades sa˜o va´lidas:
1. Λ¯C(1, 1, r) = DC(r), onde DC(r) denota o polinoˆmio enumerador de distaˆncias
do co´digo C, no caso cla´ssico, [15];
2. Γ¯C(1, 1, r) = Ψ¯C(1, 1, r) = WC(r), onde WC(r) denota o polinoˆmio enumerador
de pesos do co´digo C, no caso cla´ssico, [15].
Se C for um co´digo linear, obtemos que 1|C| · Λ¯C(1, 1, r) = Γ¯C(1, 1, r) = Ψ¯C(1, 1, r).
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Demonstrac¸a˜o. Considere um co´digo C ⊆ Fn2 e z ∈ S ∈ Dn.
1. Por definic¸a˜o, temos que
Λ¯C(1, 1, r) =
n∑
d=0
[ ∑
(α,β)∈Q¯C
λdαβ
]
rd =
n∑
d=0
[ ∑
(α,β) :
α+β=d
λdαβ
]
rd.
Mas, para 0 ≤ d ≤ n, o termo
[∑
(α,β) :
α+β=d
λdαβ
]
rd e´ equivalente ao termo Adr
d do
polinoˆmio enumerador de distaˆncias, DC(r). Da´ı segue a igualdade Λ¯C(1, 1, r) =
DC(r).
2. Por definic¸a˜o, temos que
Γ¯zC(1, 1, r) =
n∑
ω=0
[ ∑
(α,β)∈R¯C
γωαβ
]
rω.
Mas, o termo
[∑
(α,β)∈R¯C γ
ω
αβ
]
rω e´ equivalente ao termo Aωr
ω do polinoˆmio enu-
merador de pesos WC(r). Da´ı, segue imediatamente que Γ¯C(1, 1, r) = WC(r). A
demonstrac¸a˜o e´ ana´loga para o polinoˆmio Ψ¯zC(s, t, r).
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Cap´ıtulo 4
Considerac¸o˜es finais
Finalizamos este trabalho elencando brevemente treˆs pontos ainda a serem
explorados.
1. Buscar condic¸o˜es para determinar em que medida o desempenho relativo de dois
co´digos (co´digo A e´ “melhor”que co´digo B) depende do canal ou de sua classe de
equivaleˆncia. Em um primeiro momento, buscamos comparar as probabilidades de
erro de dois co´digos em canais distintos de um mesmo cone S ∈ Dn. Espera´vamos
que pudesse ser uma boa figura de me´rito para comparar a eficieˆncia de dois co´digos.
No entanto, percebemos que ao tomarmos dois canais z, z¯ ∈ S, em regio˜es distintas
de S, um canal pode ser melhor que o outro em z, mas pior que o mesmo canal em
z¯. Logo, esta na˜o e´ uma boa estrate´gia para encontrar o melhor co´digo corretor de
erros. A figura de me´rito adequada ainda esta´ por ser encontrada.
2. A busca de uma identidade do tipo MacWilliams para distaˆncias e raios de empa-
cotamento. A necessidade de se considerar treˆs varia´veis na definic¸a˜o do Polinoˆmio
Enumerador de Distaˆncias Λ¯C(s, t, r) ou raios de empacotamento Γ¯C(s, t, r) se deve
a` busca de uma identidade do tipo MacWilliams. E´ fa´cil ver que essas treˆs varia´veis
sa˜o estritamente necessa´rias visto que duas delas (s e t) sa˜o varia´veis indicadoras
dos paraˆmetros α e β que determinam uma distaˆncia e a terceira varia´vel r denota
a distaˆncia de Hamming d. Esta u´ltima varia´vel pode parecer menos importante;
entretanto, como foi mencionado anteriormente, tal varia´vel pode ser decomposta
de diversas maneiras no co´digo C. Neste sentido, esta foi acrescentada ao polinoˆmio
justamente para enfatizar a decomposic¸a˜o. Pensando nesta decomposic¸a˜o de d e
na busca por uma identidade do tipo de MacWilliams, que relacione o co´digo C
com seu dual, gostar´ıamos de mostrar que se dois co´digos lineares C e C¯ teˆm o
mesmo polinoˆmio enumerador de distaˆncias, enta˜o, seus correspondentes duais C⊥
e C¯⊥ tambe´m sa˜o descritos por um mesmo polinoˆmio enumerador de distaˆncias. No
decorrer desta tentativa de demonstrac¸a˜o, utiliza-se a Identidade de MacWilliams,
CAPI´TULO 4. CONSIDERAC¸O˜ES FINAIS 73
que relaciona os pesos do co´digo com os pesos do seu respectivo dual (vide [18]) e,
como os co´digos C e C¯ sa˜o lineares, garantimos imediatamente que os duais tera˜o a
mesma distribuic¸a˜o de distaˆncias de Hamming. No entanto, na˜o conseguimos ga-
rantir que uma distaˆncia de Hamming d e´ decomposta da mesma forma nestes dois
co´digos duais e isso impede que consigamos concluir a demonstrac¸a˜o da igualdade
desejada. Todos os exemplos trabalhados ate´ o momento (casos n = 2, 3 e 4) suge-
rem que estas varia´veis sejam suficientes para garantir uma relac¸a˜o entre Λ¯C(s, t, r) e
Λ¯C⊥(s, t, r), mas infelizmente na˜o foi poss´ıvel demonstrar a questa˜o. Um problema
similar ocorre quando tentamos demonstrar esta mesma relac¸a˜o para os raios de
empacotamento do co´digo. Esta questa˜o, aparentemente, demanda algum salto de
entendimento para poder ser abordada de maneira sistema´tica, haja vista que os
recursos tradicionais utilizados por MacWilliams (caracteres) tornam-se de trato
muito dif´ıcil ao se considerar mais varia´veis.
3. A u´ltima questa˜o se refere a`s possibilidades de ganho de desempenho ao se explorar
a assimetria dos canais para protec¸a˜o desigual de erros. Apesar da possibilidade de
ganho ser evidente, a quantificac¸a˜o deste ganho e´ algo a ser estudado, por me´todos
de simulac¸a˜o, em instaˆncias espec´ıficas.
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