Abstract-Conventional database systems are designed for managing textual and numerical data, and retrieving such data is often based on simple comparisons of text/numerical values. However, this simple method of retrieval is no longer adequate for the multimedia data, since the digitized representation of images, video, or data itself does not convey the reality of these media items. In addition, composite data consisting of heterogeneous types of data also associates with the semantic content acquired by a user's recognition. Therefore, content-based retrieval for multimedia data is realized taking such intrinsic features of multimedia data into account. Implementation of the content-based retrieval facility is not based on a single fundamental, but is closely related to an underlying data model, a priori knowledge of the area of interest, and the scheme for representing queries. This paper surveys recent studies on content-based retrieval for multimedia databases from the point of view of three fundamental issues. Throughout the discussion, we assume databases that manage only nontextual/numerical data, such as image or video, are also in the category of multimedia databases.
INTRODUCTION
WING to the recent progress of hardware, managing large amounts of image, video, audio data, or a combination of them, has become ordinary. Growing needs of retrieving the contents of such data is a natural conclusion of the requirement for database systems. However, conventional database systems, most of which are based on the relational data model, are often pointed out as not providing enough facilities for managing and retrieving the contents of multimedia data for the following reasons: 1) First, object-oriented models as well as relational data models lack facilities for the management of spatiotemporal relations. This, in some sense, relates to the second reason described above. Audio and video data essentially imply a temporal aspect. It means that temporal relations (i.e., synchronization) between pieces of video data can be an element that needs to be managed by a database system. When we consider the case where text data that is superimposed onto video data is stored separately from the video data, spatial relations as well as temporal relations need to be managed to define the relation between them. In the case of image data, especially geographical databases that store geographical maps together with entities such as buildings, electric cables, sewers, and water pipes as separate entities, the data representing the entities should be stored with their spatial relationships. As observed in the above examples, the ability of managing spatio-temporal relations is one of the important features for multimedia database systems.
2) Second, the recognition and/or interpretation process of contents in multimedia data are often inevitable in retrieval, since representation of image, video, or audio is one thing and contents perceived is another. In order to evaluate the contents that are associated with the semantics of the data being retrieved, a database management system requires knowledge for interpreting raw data into the contents implied. Knowledgeassisted retrieval is also studied in the area of textual databases [40] , [52] . However, it plays a more important role for multimedia database retrieval because even a single media data has many faces of meaning/contents, one of which should actually be referred to in query evaluation depending on a context of retrieval.
3) The last thing concerns query representation. Since a relational database assumes text and numerical data as its domain, the retrieval of records is basically composed of relational algebra or descriptions of simple comparison of attribute values with query conditions in the form of alphanumeric representation. In contrast to this, in multimedia database retrieval, textual (numerical) expression of query conditions are not always appropriate since the type of contents derivable from multimedia data is diverse. Query-byexample (QBE), where the form of representation is closer to that of data to be retrieved, would be a better solution in content-based retrieval because it expresses query condition more naturally than words.
As summarized above, conventional database systems do not provide sufficient flexibility in managing data, because of the inability to manage spatio-temporal relations, to recognize contents in multimedia data which relates to recognition of semantics of the contents of media data, and to allow various types of query representation based on QBE for enabling intuitive representation of query condition. These three deficiencies relate to all of the components of database system. That is, the first issue depends on the data model or indexing, the second on DBMS construction, and the last relates to the user interface. Therefore, none of them can be neglected for discussing all possible cases of content-based retrieval.
In this paper, we survey recent studies related to content-based retrieval for multimedia databases, and show directions for the solution of these issues. First, we discuss recent studies from the point of views of the abovementioned three aspects. After that we will show that all of these three aspects should be considered for covering widely spread bandwidth of multimedia content retrieval.
The organization of this paper is as follows: In Section 2, we describe data model and indexing issues related to content-based retrieval. QBE for multimedia database is discussed in Section 3. After that, knowledge-assisted content-based retrieval is discussed in Section 4, then we discuss the type of contents covered by above-mentioned three fundamentals and related issues in Section 5. Concluding remarks are given in Section 6.
CBR ON SPATIO-TEMPORAL RELATION

Overview
As mentioned in the previous section, the relational data model does not cover all features required for multimedia database retrieval. As a data model that provides a system with better facilities for the management of multimedia data, the object-oriented data model [2] , [43] has been proposed. The idea of object-orientation is to encapsulate data with a set of operations that are applicable to the data. This framework provides a system with operational transparency. That is, the user does not need to be careful about the heterogeneity of operations caused by different type of data for the purpose of manipulating data but rather the need to send the same message to the different types of data for semantically identical operations. A composite object is considered to be an object that consists of other objects. It enables one to define the part_of relationship among objects which takes an arbitrary structure.
In addition to the structural complexity and operational transparency of multimedia data, spatial and/or temporal dimension is inherent in image, video, and audio data. However, the core of the object-oriented data model does not contain a facility for managing spatio-temporal relationships. In the following subsections, we describe studies on the management of spatial and/or temporal relations.
Spatial Relations
Managing spatial relation is one of the mandatory feature in many multimedia applications. One of the straightforward way of managing the spatial relation between components of information is to represent it by rectangular coordinates. The spatial position of a component object is represented by coordinates and the relation between components are calculated mathematically as in [19] , [32] . Multimedia documents which consists of images, charts, and graphics as well as text is another example that requires the management of spatial relation for layout information [12] .
In other applications such as GIS (geographical information system), the representation and indexing of abstract spatial relations is studied. A 2D string [8] , [11] is an indexing technique for representing a spatial relation between the components of a picture; 2D strings represent abstract position of components, which consists of horizontal and vertical order of components. In addition, it represents several levels of a coarse-strict relation, where the strictness of direction differs from one level to another. Liu and Sun [32] permits coarse representation of spatial relation of objects as well as strict representation in rectangular coordinates. Meanwhile, other representations of spatial relation are also studied.
In [38] , [39] , a set of binary relations such as 'left of,' 'right of,' 'in front of,' 'behind,' 'above,' 'below,' 'inside,' 'outside,' and 'overlaps' is defined as primitive relations for representing spatial relation of pictorial components. This approach as well as 2D string representation is suitable for coarse evaluation of spatial relation. The advantage of this approach is, of course, that it can ignore subtle difference of relations that need not to be evaluated. However, since the relation is distance-independent, interval-oriented contents are out of their scope.
Temporal Relations
Recent studies related to representation and management of temporal relation assume video related applications such as VOD or video databases. There are two main approaches for representing temporal relations between multimedia objects: One is a point-based representation, and the other is an interval-based representation. The point-based representation represents the position of objects by points on timeline, whereas the interval-based representation represents the relatedness of objects by means of the intervals of their occurrences. Most of the studies that manage temporal relation between component video objects are based on the interval-based model.
In OVID [36] , video objects are defined as a sequence of video objects represented by intervals, and a video object may consists of several sequences of continuous video frames. The modeling provides two operations, i.e., merge and overlap, for manipulating video objects. Textual annotation that denotes the contents of the video object as part of the definition of each video object is also merged/overlapped. Querying a video object in OVID enables both frame-based and interval-based specification.
Gibbs et al. [17] takes a timed Petri net based representation of component objects. This study considers temporally sequential representation of component objects. Therefore, it cannot give a natural representation of a condition of temporally overlapped components. Meanwhile, [1] discussed interval-based temporal relations; before, equal, meets, overlaps, during, starts, and finishes. Little and Ghafoor [30] extended basic binary temporal relations discussed in [1] to n-ary temporal relations, and discussed reverse relations of them. Hopner [24] also follows Allen's definition of basic temporal relations. In his approach, a document is defined with a tree structure, where a parent node contains the definition of temporal relations.
Interval-based temporal relations referred to in the above studies are close to editing/construction of a story of video frames and more perceptible to human compared with point-based representation. That is, the representation is desirable for retrieval of temporal relations of components in the area of video databases. However, intervalbased temporal relations can be translated into point-based relations or vise versa. Comparison of an interval-based query with a point-based query is discussed in [42] .
Spatio-Temporal Relations
Regarding the representation of spatial and temporal relations, there are two alternatives; representing them in a consistent way and representing them independently. Iino et al. [26] is an example of the former, where the temporal relation is primary and the spatial relation is secondary. Objects are structured with temporal relations between component objects as proposed in [1] , and spatial composition operations such as overlay, overlap, abut, crop, and scale are defined as spatial relations. With this approach, the spatial composition operations are not consistent with the temporal relations, since the spatial composition operations are assumed to be applied to multimedia data presentation.
Day et al. [13] is another work done by the same research group as [26] , where both spatial and temporal relations are based on a single set of interval-based primitive relations. An advantage of this approach is that content based retrieval on both spatial and temporal relation is realized in a unified manner. Theodoridis et al. [41] also discussed spatio-temporal indexing of multimedia objects in an integrated manner, where their approach assumes multimedia presentation. With regard to the indexing, two approaches have been proposed: One is separating the spatial index by a 2D R-tree from the temporal index by a 1D R-tree, and the other is integrating spatio-temporal indexing by 3D R-trees.
As introduced above, there are not many studies of the spatio-temporal modeling of multimedia data. Whether or not a model provides consistent representation for both spatial and temporal relation depends on the application. There is still room for further discussion.
QUERY REPRESENTATION FOR CONTENT-BASED RETRIEVAL
In querying conventional databases consisting of text and/or numerical data, a query condition is often represented in the form of text or a numerical value. This approach is always a proper way of specifying a query condition for multimedia databases. Suppose there is an image database that consists of paintings or graphics. In retrieving such data, a user may specify a query condition in the form of text, e.g., paintings with 'blue sky' or graphics that contain 'an oval.' However, keywords representing graphical features or image attributes such as color represent subtle differences in an intuitive way. In the case where the degree of blue or the angle of the long axis of the oval to be retrieved is also a part of the query condition, we think giving a color example or graphical example is better than words. Query-by-example is considered to be a promising approach since it provides a user with an intuitive way of query representation and the form of expressing a query condition is close to that of the data to be evaluated. In this section, we classify QBE approaches to multimedia databases by means of target data that is either image, video, or audio.
QBE for Image Retrieval
'Query-by-example' [53] is another method of query specification, which allows a user to specify a query condition by giving examples.
A query condition specified in 'query-by-example' assumes representation similar to the feature of objects being retrieved, which means that the query condition is directly comparable with the objects. Prior to the comparison, either one or both of the condition and data may be preprocessed in order to emphasize the contents (i.e., remove noise or unnecessary elements) being compared.
Compared with representing a query condition by a keyword, there are several advantages. First, 'query-byexample' provides a user with an intuitive way of representing his/her constraint in mind since the representation of a query condition corresponds to features of the data. Second, 'query-by-example' for nontextual data is often a better way of representing a query condition in the sense that an example can represent subtle difference more easily than representing it by words or numerical values. This is simply because the form of representation is the same or at least close enough to the features of data to be retrieved.
Most QBE studies concentrate on image retrieval compared with those for video or audio. QBE for image databases is further classified in terms of the feature to be specified as a query condition.
Shape
An image object is retrieved by evaluating the shape of objects. There are two forms of specification: One is to give a photo/graphic of the object in the database that contains the shape to be retrieved, another is to draw the shape by a user. The system described in [27] (see Fig. 1 ) is designed for the retrieval of graphical trademarks of companies. A query condition is specified by giving a hand written graphics or a registered trademark. Bimbo et al. [6] (see Fig. 2 ) demonstrated the retrieval of the object of an arbitrary shape for pictorial databases. This also accepts an example shape of the object in a painting by cut-and-paste as well as giving a hand-drawn shape.
Spatial Relation
QBE with spatial relation specifies one or more component objects as an example, where the evaluation of spatial relation among them are more important than color or shape. Geographical databases are the application typical of taking this type of QBE approach. Haarslev and Wessel [22] , Meyer [34] , and Egenhofer [14] discuss retrieval of geographical databases where geographical objects such as buildings, rivers, and so on are depicted as an example. An example which consists of spatially placed objects is regarded as a query condition on the spatial relations of objects, and topological/spatial relations among them are evaluated. The topological relations considered in [14] are disjoint, meet, overlap, contains, covers, inside, covered-by, and equal. They can be integrated with interval-based temporal relations as discussed in [13] .
Color
Images are retrieved by specifying colors and their spatial distribution in the image. This way of specification is often applied for the retrieval of paintings by principal colors with spatial relation. Examples of systems capable of processing this type of query are [10] , [47] , [18] . Gong et al. [18] allows us to specify an example image (digitized photo) as the example of colors with spatial distribution, where a representative plane is divided into nine (3 × 3) subplanes. QBE by color is often accompanied by the specification of spatial relations of color components specified. Therefore, strictly speaking, the scheme of query specification in these studies is categorized into that of specifying the combination of spatial relation and color. In query evaluation, a color difference as well as the spatial distribution is valued in order to show the degree of satisfying specified conditions.
Texture
Texture is specified in order to retrieve a specific pattern appearing in an image. This is used for retrieving an object that shows a certain texture on its surface. This form of specification is applied for retrieving an object, one of whose property is the texture. QBIC [15] makes the queryby-texture feasible as well as three ways of specification stated above.
QBE for Video Retrieval
Motion of Object
QBE for image data becomes applicable to video databases as well, if we can regard a piece of video data as a set of images whose temporal interrelation is not interested. Specifying a sketch for retrieving a frame in video streams cannot always be proper, since this method of query specification loses information specific to video data, i.e., spatiotemporal relation/contents. QBE with motion examples is an approach to retrieve intrinsic features of video data, i.e., the motion of objects appearing in video.
The authors have implemented a system which makes retrieval of video data possible by specifying the motion of an object observed in video data by giving an example [50] (see Fig. 3 ). An example motion of an object is specified by making a mouse move, and then a trajectory and velocity are sampled in accordance with the movement. In addition, changing the size of an object is specified by drawing rectangles along with the timeline.
Another example of QBE with motion example is presented in [9] . This work also allows a user to specify trajectory, duration, and scaling as well as the basic feature of image such as color, texture, and shape. The proposed framework allows us to specify an example consisting of multiple objects. However, specifying a number of objects as an example is too complicated.
Spatio-Temporal Relations
Bimbo et al. [4] (see Fig. 4 ) presented an interesting method for expressing spatial relations of objects in an image. The system demonstrates the retrieval of a 2D image in terms of giving spatial relations of an object in a 3D space. Though the world projected into photos is a 2D representation, it was originally a 3D space. The method proposed in the literature provides a user with a way to represent spatial relations of objects in a 3D space with a data glove, which is recognized as an example of spatial relations among objects and translated into a 2D representation. Allowing a 3D representation of an example which is close to human's way of memorization is considered to be an effective way of representing an example even for a 2D image retrieval.
The QBE with motion example introduced above is concerned with the motion of an object by three elements, namely trajectory, velocity, and size of the object. This is another approach for the retrieval of spatio-temporal contents [5] . With this approach, an example is regarded as a sequence of spatial relations. A user specifies positions of objects on a screen from which the system extracts spatial relations at a certain point of time. The user defines two or more sets of spatial relations sequentially in accordance with the time, representing spatio-temporal relations of the objects.
This approach is not aimed at the retrieval of the detailed motion of an object, but is aimed at spatio-temporal correlation of multiple objects, since the motion of an object is specified on discrete time.
QBE for Audio Retrieval
QBE experiences for audio data are much less than those for images or video databases. One of the reasons is that there are difficulties in recognizing or extracting the contents of an audio object. However, some studies have presented QBE applications to audio data.
Ghias et al. [16] is one of the novel approach of QBE for audio data, specifically, the musical data of songs. A person humming is entered to the system as an example of a musical phrase. The system retrieves the melody of songs which match the given example. Humming as the way of representing a query condition for music retrieval is quite intuitive to a general user. Specifying melodies in other forms of representation such as a score is not easy.
Wold et al. [45] discusses content-based retrieval of generic audio data, by means of QBE as well as the retrieval by attributes attached to sound data such as keyword, sampling rate, or date of creation. It takes the approach of extracting basic elements called an analysis feature vector, which consists of duration, pitch, amplitude, brightness, and bandwidth. Melih and Gonzalez [33] describes an on-going study of content-based retrieval of audio, which mainly discusses an audio signal processing method of extracting features for evaluating peculiarity of individual sound.
Content-based retrieval of audio is an area less mature than content-based retrieval studies for image or video. This comes from the difficulty of extracting features of audio which clearly shows the peculiarity of individual sound source.
KNOWLEDGE-ASSISTED CONTENT-BASED RETRIEVAL
QBE discussed in the last section is one of the promising scheme for representing query conditions for multimedia database retrieval in a natural and an intuitive way. Since a query condition in QBE is the representation of an example that a user wish to retrieve, semantics of the data are not analyzed and processed by a database system during the process of query evaluation. However, there are also cases where a database is queried by specifying semantic contents. Here, we call this type of query specification query-by-subject, which allows the user to specify a subjective description of a query condition. In such cases, knowledge is required to capture the semantic contents of multimedia data as well as to interpret the query.
In this section, we concentrate on discussing knowledgeassisted methods for extracting and managing contents in processing 'query-by-subject.'
CBR by Descriptive Knowledge
In 'query-by-subject,' a keyword representing a semantic content is specified. The semantic content implied in multimedia data is extracted from raw data in order to evaluate a query. A simple way of managing the semantic content of multimedia data is to annotate an image, a video or an audio data with text. Retrieving the contents of an image by referring to the annotation is described in [28] , [23] , [20] , [21] . Klinger and Pizano [28] assumes multimedia geographical information, where geographical entities in a map such as cities and roads are defined together with a textual description representing names of the cities or the roads, based on a kind of ER model.
Examples that provide content-based retrieval for a video database through textual annotation are [44] , [31] , [36] . In these studies, a textual description representing semantic contents is assumed to be defined for an image or a video data by a human. These studies focus on 'retrieval-by-content' which cannot be extracted from an image or a video data through image processing. Such kinds of information include, for example, the name of a road in a map, the name of a person appearing in a news video. In these systems, content-based retrieval for image/video data is internally replaced by a keyword retrieval for annotations. One of the advantages of this method is that it can easily be implemented. Another advantage is that misevaluation of contents will hardly occur, which is often one of the issues of content-based retrieval extracting contents directly from raw data such as video or audio. However, this approach is not practical especially in large multimedia databases.
CBR by Derivation Knowledge
Another method of implementing 'query-by-subject/object' is to provide the system with a rule base or a knowledge base. The knowledge-based approach for text databases has a long history than that for multimedia databases. In that area, the main interest is not only in generating cooperative answers [46] but also in retrieving semantic contents implied in the text [29] , [7] . In the area of CBR for multimedia databases, [49] , [35] study the content-based retrieval of images using knowledge that interprets semantic contents into image representations. The content to be retrieved concerns the meaning of an image that is represented by a keyword. Under the assumption that objects appearing in the image are already known, semantic contents that relate to the attribute value of the objects are also in the target of retrieval [3] .
In [49] , Domain Knowledge defines the method for extracting semantic features from multimedia data such as, images, rules to transform a certain operator into contentdependent calculus, and rules for transforming query conditions into an internal representation whose type is the same as the extracted semantic features. A definition of pseudo attribute associates a query condition with a domain knowledge describing the contents to be retrieved (Fig. 5) . In [35] , a keyword is defined with a description that denotes image features such as regions of colors and their location. A state transition model defines a hierarchical relation between primitive color regions and semantic contents represented by the spatial composition of color regions. With these approaches, images are retrieved by a content based on image features specific to the content.
Hsu et al. [25] is also an example applying knowledgebased CBR to a medical image. Knowledge is referred to for the evaluation of shapes and spatial relations of objects (in the application, it is tumor), and image semantics. Knowledge for interpreting contents on spatial relations or semantic contents is constructed by Type Abstraction Hierarchy (TAH). TAH defines a general level of concepts to detailed level with sets of attribute values.
In these studies, semantic contents are represented by knowledge directly, in the sense that the knowledge associated with feature values and/or spatial relations are the fundamental property of the contents. In contrast to this knowledge-based CBR, there is another approach of defining knowledge for the subject of interest indirectly [51] .
In [51] , the semantic expression of the contents of a scene, such as the scene of conversation or the scene of tension, are associated with camera framing and/or editing technique commonly applied by film directors or editors, which is the so called "film grammar." Note that camera framing and film editing does not directly represent semantic contents such as conversation or scene on tenterhooks, nor tries to extract from the database system the faces of person for evaluating a conversation scene. That is, such semantic contents themselves are not extracted from video data, but the editorial technique is extracted to evaluate the semantic contents. Prior to the extraction of scene features, the process of cut detection [37] or extraction of scene unit [48] is mandatory for automated parsing of video data.
Issues on Knowledge-Based CBR
In this section, we will summarize issues related to the knowledge-based retrieval and 'query-by-subject. ' As introduced above, one way of implementing 'queryby-subject' requires preparation of annotations in association with image, video and/or audio data. As explained, this method is often adopted when it is very hard to extract/recognize the target contents from image, video, or audio data. Therefore, the annotation is often created by humans.
There are two main problems with this approach. One is that this approach is not practical especially in large databases, as long as annotations are made by human. Under an assumption where raw data accompanied by annotations are frequently updated, nor is this approach practical even in a relatively small databases. Another problem will arise when an annotation associated with the target data is represented by the degree of an attribute. In such a case, keeping the consistency of annotations is quite a difficult problem due to the characteristics of annotations defined by human. In addition, such a consistency, i.e., consistent criteria for judgment, needs to be well managed throughout database evolution.
Another approach is to provide a system with a knowledge/rule. Knowledge is used for feature extraction from raw data, content matching, query analysis and translation, and so on. This approach is more practical than the former even in large databases. One of the issues in knowledge-based CBR relates to knowledge for content evaluation and query translation, which is referred to, to interpret a query condition into semantically equivalent expressions and evaluates the expressions with features extracted from raw data. Keeping the knowledge base semantically consistent with the database schema is a difficult and important issue. A solution to maintaining consistency between the database and the knowledge base is to make them semantically dependent on each other by integrating them together with rules that prescribe semantic association of one with the other. This also includes the issue of DB schema evolution caused by KB evolution and vise versa.
TAXONOMY OF CONTENTS AND COVERAGE OF CONTENTS BY BASIC FRAMEWORKS
In this paper, we consider a multimedia database in a broad sense: We regard a database, which at least stores either one of image, video, or audio data, as a multimedia database. Following this standpoint, we include image databases or video databases, for example, into the category of multimedia databases. In order to show how the three basic frameworks discussed in Sections 2, 3, and 4 relate to content-based retrieval, we first show the taxonomy of contents based on two aspects, i.e., homo-/heterogeneity of evaluated media and the type of contents evaluated. 
Taxonomy of Contents
Homo-/Heterogeneity of Component Media
This classification concerns homo-/heterogeneity of data forming the content. As stated above, we include databases that manage at least one of nontextual/numerical data such as image, video, or audio data into the category of multimedia database. This is based on an observation that in many cases retrieval referring only to image or video (without any reference to an audio track) is often discussed in the area of multimedia database retrieval. Therefore we first classify contents into two classes on the basis of homo-/heterogeneity of the data forming the content. a) Single media contents. This type of content is represented by a homogeneous type of data: Contents classified into this category are retrieved by referring to homogeneous types of data. It means that even retrieval of multimedia data (in a narrow sense of multimedia data implying a database consisting of heterogeneous types of data) is regarded as the retrieval of a single media content if only homogeneous types of data is referred to in the query evaluation. An example of this type of content is an object that is contained in an image data. This type of content includes those constructed by two or more pieces of homogeneous type of data. Most of the studies of content-based retrieval for multimedia databases focus on the retrieval of this type of contents.
A media object, such as image, video, and audio data, may have a number of attributes. For example, color image data has several attributes such as width, height, RGB values for representing the image itself. Contents of video data that are represented by features of a certain image at a certain time relate to two attributes, namely, frame identifier and image condition like shape or color. Therefore, this type of content is further classified into two classes based on the attribute values associated with the content. Here, let C(p 1 , p 2 , ..., p n ) denotes a function that derives the content that is referred to in query evaluation, where p i (i = 1, ..., n) corresponds to one of the attributes owned by the media object. Let τ m (p i ) denote the media type of an object which has p i as a part of its attributes, and let τ a (p i ) denote the attribute type of p i . 
b) Multimedia content. Contents which are represented by two or more heterogeneous types of data are classified as multimedia contents. We think the retrieval of this type of contents is a narrow sense of contentbased retrieval for multimedia databases. In the query processing of this type of contents, two or more heterogeneous types of data are referred to, to evaluate a query condition. That is,
This type of content implies that a content can be constructed from two or more values of heterogeneous types of data. This type of content is not classified further as in the case of single media contents.
Source of Contents
This taxonomy is largely related to the data models by which a multimedia database is constructed. In the relational data model, only a part_of relationship is assumed between attributes, both of which are defined in the same relation. However, as discussed in Section 2, not only attribute values themselves but also spatial and/or temporal relations are defined along with a hierarchy. There are several models proposed for the representation of such relations (see Section 2). In such multimedia databases, content lies in the value of a component object (i.e., image, video, or audio data), relation between the components, or the meaning derived from value or relation by knowledge.
From the point of view of the source of contents which are evaluated in query processing, three types of contents are enumerated. a) Contents of value. Contents of value are the contents that lie in the value of media object. Queries for this type of contents are evaluated by comparing raw data of object with a query condition. If needed, raw data may be filtered or cut to extract a subset of the raw data. This is an ontology based content. b) Contents of relationship. This type of content is not in values but in relationship between primitive multimedia objects, which is defined under spatiotemporal data model. The relation consists of spatial/temporal relations and intervals or coordinates associated with the relations representing spatial and/or temporal correlation. Several studies have given representations of spatial and/or temporal relations, as seen in [11] , [13] , [30] , [24] , [38] , [39] . The frameworks of these studies which concern the synchronization of objects have been influenced by the work in [1] . c) Contents of derived semantics. Contents of derived semantics are not the contents which directly correspond to values or relations of media data, but those obtained by semantic interpretation or derivation from raw data or spatio-temporal relations. The content is epistemology-based; content of this type is evaluated by introducing the process of human's perception of concept or the recognition of objects.
Contents Covered by Three Fundamental Frameworks
In this section, we clarify the coverage of contents in the retrieval implemented by the three fundamental frameworks discussed in the previous sections, namely, spatio-temporal data model/indexing, query-by-example, and knowledgebased processing. The coverage of contents studied in the literature introduced so far is categorized based on two points of views described in Section 5.1. As shown in Table 1 , as far as we surveyed, most of studies concern the contents of a relation classified as single media contents. On the contrary, less studies are conducted for the retrieval of semantic contents classified as multimedia contents. This table also shows that all three fundamental frameworks are mandatory for covering the whole range of multimedia database retrieval.
CONCLUSION
In this paper, we surveyed content-based retrieval for multimedia databases. Here, we referred to multimedia databases in a broad sense; we included retrieval of contents associated with a single type of nontextual data as a part of multimedia data retrieval. As discussed in this literature, there are two principal ways for the representation of queries, namely, 'query-by-subject/object' and 'queryby-example. ' 'Query-by-example' allows the user to specify a query condition in an intuitive way, i.e., it is easy to express a query condition in a natural way. In QBE, a query condition for nontextual data is represented, for example, in the form of a rough sketch, a rough painting with colors, or a motion example of trajectory and/or velocity. Such representations express the query condition for nontextual data better than keywords, since it is often difficult to express slight differences of shape, color, or spatio-temporal relation with keywords. QBE works well for content-based retrieval in the case where contents are formed in terms of a single data type. However, the QBE approach is not adequate when two or more heterogeneous types of data form the content. Rather 'Query-by-subject/object' is appreciated for such cases, where a keyword can well represent the semantic content.
Currently, many more studies have been done in relation to content-based retrieval that refers to a single nontextual data. However, we think content-based retrieval studies for multimedia databases should pay more attention to the multimedia content that is associated with heterogeneous types of data. Extracting implicit contents from semantically related heterogeneous types of data is advantageous in some aspects. One reason is that clues from two or more pieces of heterogeneous data which are semantically related with each other give us more implicit content, which cannot be extracted only from one of them. Another reason is that evaluating contents extracted from two or more pieces of data together may give us the results with more certainty, since current image/video processing or audio processing techniques do not always give a result with enough accuracy.
With reference to implementation of content-based retrieval facility, there are several issues. In the process of extracting components that is associated with a content, raw data processing is inevitable. This processing is one of the most time-consuming part in content-based retrieval. Improving the performance of the raw data processing therefore improves the overall performance of the system. The underlying data model of the system plays an important role in content-based retrieval as well, since the ability of content-based retrieval on spatio-temporal relations is determined by the model. Related to this, there are still open problems on content-based retrieval of spatio-temporal contents. These problems should be managed from three points of view, namely, performance, accuracy of results, and the user interface.
