Step 2 in the proof of Theorem 2, we needed to show that the uniformly random 2-core on [n] with m edges (m = O(n ln n), r := m − n → ∞), conditioned on not having isolated cycles, is connected with probability 1 − O(r −1 ). (This was needed to transform (6.25) into
As
Step 2 in the proof of Theorem 2, we needed to show that the uniformly random 2-core on 
We have realized that our proof covers only m = O(n).
We show in this corrigendum how to modify the proof to cover the full range m = O(n ln n). We assume familiarity with Section 6 of [3] , and the main results in [2] . Equation numbers of the form (a.b) refer to [3] , and those of the form (a) refer to [2] .
First of all, by Theorem 1 in [1] , C 2 (n, m), the total number of 2-cores, is asymptotic to
In particular, the exponent is −Θ((m/n) 2 ), which is allowed to be −Θ(ln 2 n). Inadvertently dropping this factor in [3] , we effectively considered m = O(n) only.
Let D max denote the maximum vertex degree of the graph chosen uniformly at random among all C 2 (m, n) graphs. The number of those graphs, with a fixed vertex having a degree d, is bounded, rather crudely, by (9) and (10). Hence
Thus it remains to bound P n , the probability that the random graph consists of two disjoint subgraphs G 1 and G 2 with ν n/2 and n − ν vertices, with μ and m − μ edges, neither of which contains a cycle component, and such that D max (G 2 ) ln 2 n. P n is at most ν,μ E n (ν, μ), where E n (ν, μ) is the expected number of the graph partitions with parameters ν and μ. To bound E n (ν, μ) we use (6.26), where
So using McKay's formula (introduction in [2] ) and mimicking the derivation of (13) we obtain:
here b (·) stands for = O(·). We emphasize that Y j 's are the i.i.d. random variables defined above for C 2 (n, m). In this purely algebraic expression instead of Y j 's we could have used Y j (x), the Poissons (x), conditioned on {Po(x) 2}, for any x > 0. And, just like C 2 (n, m), a sharp evaluation of this expression is obtained by picking x satisfying
Since we anticipate that the dominant values of μ and ν are o(m) and o(n), respectively, we are content with a cruder bound corresponding to x = λ. We add that an even simpler bound, without e −S−S 2 , would not offset the corresponding factor in C 2 (n, m) in the case m/n → ∞.
To simplify the bound, we notice that the inequality (33) for S holds forS as well; namely, with probability 1 − exp(−Θ(ln 3 n)), at least, we have
Therefore,
Here the probability factor is of order (nλ) −1/2 , at most, just like the corresponding factor in the asymptotic formula for C 2 (m, n); see (3.4) and (14) and (25). (Alternatively, the (nλ) −1/2 bound is a corollary of a general local limit theorem for the sum of i.i.d. log-concave random variables [1] .) In addition, since
we have
for some constant γ > 0. And as we mentioned before,
Therefore, using (6.26) (withC 2 (n − ν, m − μ) replacing C 2 (n − ν, m − μ)), we have instead of (6.27),
The exponential factor, bounded for m = O(n), was missing in the bound (6.27). Notice, however, that the exponent is bounded for ν = O(n ln −2 n), μ = O(n ln −1 n). And, for the larger values of ν, μ, it is the rest of the expression for E * n (ν, μ) that determines its magnitude. This is why the argument very similar to that in [3] shows that Recall (Theorem 2 in [2] ) that the random graph has no isolated cycles with probability Q n = Θ[min{1, (r/n) 1/2 }]. Thus, the probability that the random graph is not connected, given that it has no isolated cycles, is
