An unsorted database contains N records, of which just one satisfies a particular property. The problem is to identify that one record. Any classical algorithm, deterministic or probabilistic, will clearly take O (N) steps since on the average it will have to examine a large fraction of the N records. Quantum mechanical systems can do several operations simultaneously due to their wave like properties. This paper gives an O ( JN) step quantum mechanical algorithm for identifying that record. It is within a constant factor of the fastest possible quantum mechanical algorithm.
and they were shown to be more powerful than classical computers on various specialized problems. In early 1994, [Shor94] demonstrated that a quantum mechanical computer could efficiently solve a well-known problem for which there was no known efficient algorithm using classical computers. This is the problem of integer factorization, i.e. testing whether or not a given integer, N, is prime, in a time which is a finite power of o (logN) .
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This paper applies quantum computing to a mundane problem in information processing and presents an algorithm that is significantly faster than any classical algorithm can be. The problem is this: there is an unsorted database containing N items out of which just one item satisfies a given condition -that one item has to be retrieved. Once an item is examined, it is possible to tell whether or not it satisfies the condition in one step. However, there does not exist any sorting on the database that would aid its selection. The most efficient classical algorithm for this is to examine the items in the database one by one. If an item satisfies the required condition stop; if it does not, keep track of this item so that it is not examined again. It is easily seen that this @gorithm will need to look at an average of\ items before finding the desired one.
Search Problems in Computer Science
Even in theoretical computer science, the typical problem can be looked at as that of examining a number of different possibilities to see which, if any, of them satisfy a given condition. This is analogous to the search problem stated in the summary above, except that usually there exists some structure to the problem, i.e some sorting does exist on the database. Most interesting problems are concerned with the effect of this structure on the speed of the algorithm. For example the SAT problem of NP-completeness asks whether it is possible to find any combination of n binary variables that satisfies a certain set of clauses C, in time polynomial in n. In this case there are N=2' possible combinations which have to be searched for any that satisfy the specified property and the question is whether we can do that in a time which is a finite power of O (logN) , i.e. O (nk) .
Thus if it were possible to reduce the number of steps to a finite power of O (logIV) (instead of O (~N) as in this paper), it would yield a polynomial time algorithm for NP-complete problems.
In view of the fundamental nature of the search problem in both theoretical and applied computer science, it is natural to ask -how fast can the basic identifi-cation problem be solved without assuming anything about the structure of the problem? It is generally assumed that this limit is O (N) since there are N items to be examined and a classical algorithm will clearly take O (N) steps. However, quantum mechanical sys- 11 , -results in the system being in the state 1.
Two distributions that had the same probability distributions over all states, now have orthogonal distributions! This illustrates the point that, in quantum mechanics, the complete description of the system requires the amplitudes over all states, just the probabilities is not enough.
In a system in which the states are described by n bits (it has 2n possible states) we can perform the transformation M on each bit independently in sequence thus changing the state of the system. The state transition matrix representing this operation will be of dimension 2n X 2n. In case the initial configuration was the configuration with all n bits in the lirst state, the resuRant configuration will have an identical amplitude of n -.
22 in each of the 2n states. This is a way of creating a distribution with the same amplitude in all 2" states.
Next consider the case when the sting state is another one of the 2" states, i.e. a state described by an n bit binary string with some 0s and some 1s. The result of performing the transformation M on each bit will be a superposition of states described by all possible n bit binary strings with amplitude of each state hav- Note that, unlike the Fourier transformation and other state transition matrices, the probability in each state stays the same since the square of the absolute value of the amplitude in each state stays the same. 
The Abstracted Problem

Outline of rest of paper
The following sections prove that the system discussed in section 3 is indeed a valid quantum mechanical system and that it converges to the desired state with a probability O(l). The proofs are divided into two parts, First, it is proved that the system is a valid quantum mechanical system (theorems 1 & 2) and, second, that it converges to the desired state (theorems 3, 4 & 5) . In order to prove that it is a valid quantum mechanical system we need to prove that it is unitary and that it can be implemented as a product of local transition matrices.
The diffusion transform D is defined by the matrix D as foffow.x As is well known, in a unitary transformation the total probability is conserved -this is proved for the particu-lar case of the diffusion transformation by using theorem 3. Theorem 5-Let the probability of a particular outcome in an experiment be &. Then if the experiment be repeated~times, the probability that the outcome does not happen even once is less than or equal to e-K.
Section 6 quotes the argument fkom [BBBV94] that it is not possible to identify the desired record in less than Q ( J7i7isteps.
Proofs
As mentioned before (4.0), the diffusion transform D is defined by the matrix D as follows: Theorem 5-Let the probability of a particular outcome of an experiment be e. Then if the experiment be repeated~times, the probability that the outcome does not happen even once is less than or equal to e-K.
Proof -The probability that the outcome does not happen even once in~experiments is (1 -c) '/&, By lemma 5 this is less than or equal to e-".
6. How fast is it possible to find the desired element? There is a matching lower Quantum mechanical computation is discussed as one possible aspect distinguishing a brain from a traditional computer. Noise is a factor which limits quantum mechanical computation in the brain and elsewhere.
Very recent results [Shor95] have shown the existence of quantum mechanical error corr~ting cod~which enable transmission of data even in the presence of noise; design of error free quantum mechanical gates still remains an unsolved problem.
2. The algorithm as discussed here assumes a unique state that satisfies the desired condition. It can be easily modified to take care of the case when there are multiple states satisfying the condition C(S) = 1 and it is required to return one of these. Two ways of achieving this are: (i) The first possibility would be to repeat the experiment so that it checks for a range of degeneracy, i.e. redesign the experiment so that it checks for the degen-eracy of the solution being in the range (k, k + 1, . . . 2k) for various k. Then within log N repetitions of this procedure, one can ascertain whether or not there exists at least one state out of the N states that satisfies the condition.
(ii) The other possibility is to slightly perturb the problem in a random fashion as discussed in [MVV87] so that with a high probability the degeneracy is removed.
There is also a scheme discussed in [VV86] by which it is possible to modify any algorithm that solves an NPsearch problem with a unique solution and use it to solve an NP-search problem in general.
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