Park, Thomas J. IID sensitivity differs between two principal Cant and Casseday 1986; Moore and Caspary 1983 ; Sanes centers in the interaural intensity difference pathway: the LOS and and Rubel 1988). The comparison is a subtractive process the IC. J. Neurophysiol. 79: 2416Neurophysiol. 79: -2431Neurophysiol. 79: , 1998. Interaural intensity in that LSO neurons are excited by sound at the ipsilateral differences (IIDs) are the chief cues that animals use to localize ear and inhibited by sound at the contralateral ear. Thus a high-frequency sounds. Neurons that are sensitive to IIDs are ex-given IID generates a combination of excitation and inhibicited by sound at one ear and inhibited by sound at the other. Thus tion that is reflected in an LSO cell's spike count. The ena given IID generates a combination of excitation and inhibition coded information is conveyed from the LSO to the contrathat is reflected in a cell's spike count. In mammals, the so-called lateral inferior colliculus (IC) via a prominent excitatory ''IID pathway'' begins in the lateral superior olive (LSO), which projection (Brunso-Bechtold et al. 1981; Glendenning et al. is dominated by the type of IID-sensitive neurons just described.
cases, collicular cells even derive their IID sensitivity de novo, bypassing the LSO and integrating excitatory and inhibitory inputs within the IC.
I N T R O D U C T I O N
Although the evidence cited above suggests that, on a Interaural intensity differences (IIDs) are the main cues population level, IID sensitivity might differ between the mammals use to localize high-frequency sounds in the hori-LSO and the IC, no direct comparison has been made bezontal plane (Erulkar 1972; Mills 1972) . These cues are tween those two nuclei to characterize differences and what processed first in the lateral superior olive (LSO), where their functional significance might be. The purpose of the the coded intensities from the two ears initially are compared present study was to carry out such a direct comparison within one species, the Mexican free-tailed bat. (Boudreau and Tsuchitani 1968; Caird and Klinke 1983;  RESULTS, for the purposes of comparing LSO and IC cells, these M E T H O D S subdivisions of EI cells were grouped together.
Surgical and recording procedures
Stimuli used to investigate IID sensitivity were 2-ms frequency sweeps with a rise fall time of 0.2 ms. The frequency of the sweep Four Mexican free-tailed bats, Tadarida brasiliensis mexicana, stimuli swept down from 5 kHz above to 5 kHz below a unit's were experimental subjects. This dasypygal mammal was chosen characteristic frequency. Sweeps at both ears were coherent in that for two reasons. First, like all echo-locating bats, the free-tailed they had the same frequency range and duration and each began and bat has excellent high-frequency hearing and relies heavily on IIDs ended with the same phase. The stimuli were presented via Brüel and for sound localization. Second, relevant data from the free-tailed Kjaer 1 / 4 -in microphones used as ear phones fitted with probe tubes bat's LSO was already available (Park et al. 1996) . Before surgery, (5 mm diam) that were placed in the funnel of each pinna. Maxianimals were anesthetized with methoxyflurane inhalation and 15 mum sound intensity was 80 dB SPL measured 0.5 cm from the mg/kg pentobarbital sodium injected subcutaneously. The hair on opening of the probe tubes. Sound pressure and the frequency the bat's head was removed with a depilatory, and the head secured response of each earphone was measured with a 1 / 4 -in Brüel and in a head holder with a bite bar. The muscles and skin overlying the Kjaer microphone. Each earphone showed less than {3 dB variskull were reflected and 4% lidocaine hydrochloride was applied ability for the frequency range usually used , and topically to all open wounds. The surface of the skull was cleared intensities between the earphones did not vary more than {3 dB of tissue, and a ground electrode was placed just beneath the skull at any of those frequencies. Stimuli were presented at a rate of over the posterior cerebellum. A layer of small glass beads and four per second. Acoustic isolation between the ears was better dental acrylic was placed on the surface of the skull to secure the than 40 dB and was determined empirically during the course of ground electrode and to serve as a foundation layer to be used later the experiments by testing units that were operationally defined as for securing a metal rod to the bat's head.
monaural: units that were excited by stimulation of the excitatory, The bat was transferred to a heated (27-30ЊC), sound-attenuated contralateral ear but showed no apparent excitatory or inhibitory room, where it was placed in a restraining apparatus attached to a effects when the ipsilateral ear was stimulated. The intensity at the custom-made stereotaxic instrument (Schuller et al. 1986) . A small contralateral ear was set 20 dB above the cell's threshold at its metal rod was cemented to the foundation layer on the skull and then characteristic frequency. Then the ipsilateral ear was stimulated attached to a bar mounted on the stereotaxic instrument to ensure with intensities ranging from Ç40 dB below to 40 dB above that uniform positioning of the head. A small hole (Ç0.5-to 1.0-mm at the contralateral ear. Next, the contralateral stimulus was turned diam) then was cut over the inferior colliculus on one side. Position off, and the intensity at the ipsilateral ear was increased until spikes of the hole and positioning of the electrode followed procedures de-were evoked, presumably via cross-talk to the contralateral ear. scribed by Schuller et al. (1986) . Recordings were begun after the For fundamentals between 10 and 50 kHz and 74 dB SPL (the bat was awake. If the animal struggled or otherwise appeared in highest intensity used), all harmonics were ¢35 dB less intense discomfort, the local anesthetic was refreshed and an additional than the fundamental. For higher frequencies, the harmonics were subanesthetic injection of pentobarbital sodium (10 mg/kg body wt) even lower. was given subcutaneously. This dosage of pentobarbital never induced Rate-intensity and IID functions were generated for each unit. anesthesia: the bats still were awake in that their eyes were open, Rate-intensity functions were generated with intensities from 10 they drank water when it was offered, and they responded when their dB below to 40 dB above threshold. The values for these intensities face or ears were touched gently. There were no noticeable, systematic were estimated audiovisually before data acquisition. Each intenchanges in neuronal response properties from the pentobarbital. These sity was presented 20 times, and the order of presentation was additional pentobarbital injections were administered on only several varied pseudorandomly. IID functions were generated by fixing occasions and then only once during a given recording session. Re-the sound intensity at the excitatory ear at 20 dB above threshold cording sessions generally lasted from 3 to 5 h/day to minimize the and pseudorandomly varying the intensity at the inhibitory ear, animals' discomfort from being restrained.
usually from 30 dB below to 40 dB above the intensity at the Action potentials were recorded with a glass pipette filled with excitatory ear in 5-or 10-dB steps. buffered 1 M NaCl. Electrode impedance ranged from 5 to 20 MV.
To evaluate the role of coincidence in shaping IID sensitivity, Electrode penetrations were made vertically through the exposed IID functions were measured when the signals at the two ears were dorsal surface of the inferior colliculus. Subsequently, the electrode presented simultaneously and when the timing of the signals was was advanced from outside of the experimental chamber with a manipulated by introducing interaural time differences (ITDs). piezoelectric microdrive.
Hence, for each unit, a family of IID functions was generated at a variety of ITDs. The same data also yielded a family of ITD functions measured at a variety of IIDs. ITDs were computer conAcoustic stimuli and data acquisition trolled and usually varied in 100-or 200-ms steps. These ITDs were larger than the ITDs the animal normally would experience Pure tones with a duration of 60 ms were used as search stimuli. When a unit was encountered, its characteristic frequency and absolute and were used here as a tool to evaluate the role of coincidence in shaping IID sensitivity. Each stimulus presentation was delivered threshold were audiovisually determined to set stimulus parameters subsequently controlled by computer. The characteristic frequency 10 or 20 times. Only well-isolated spikes were studied. Spikes were fed to a window discriminator, and the output of the discrimiwas defined as the frequency that elicited responses at the lowest sound intensity to which the unit was sensitive. Binaural stimuli then nator was fed to the computer. Data were displayed on the computer screen for inspection during the experiments and stored on hard were presented to determine whether the unit was monaural or binaural and, if it was binaural, whether it was excitatory/inhibitory (EI) disk for later analysis.
Data from cells in the LSO came from a previously published or excitatory/excitatory (EE). Units were operationally classified as EI if sound at the inhibitory (ipsilateral) ear predominantly suppressed report (Park et al. 1996) that used the same procedures as those described above. the responses evoked by sound at the excitatory (contralateral) ear when the stimuli were presented simultaneously. EI cells were classi-ral response properties to those of 50 IID-sensitive neurons previously recorded from the LSO of the same species (Park et al. 1996) . IID functions were measured for all cells with 2-ms-long frequency sweeps that descended from 5 kHz above to 5 kHz below a neuron's characteristic frequency. This stimulus was selected for three reasons. First, these sweeps simulate many aspects of the echolocation calls used by the free-tailed bat, and hence they are biologically relevant stimuli (of course, in nature echolocation calls would not always be centered on each neuron's characteristic frequency). Second, they generate a very similar response from cells in both the IC and the LSO in that they usually evoke a maximum of only one or a few spikes from cells in either nuclei. This feature is illustrated in Fig. 1 , which shows the raster plots and IID functions for a typical IC neuron and a typical LSO neuron. Third, these sweeps generate spikes that occur within a very narrow time window (also illustrated in Fig. 1 ), a feature that made it possible to explore the relative timing of excitation and inhibition to these cells, an issue that will be described in depth in the following sections.
Each of the 50 IC neurons exhibited prominent excitation from stimulation of the contralateral ear and prominent inhibition from stimulation of the ipsilateral ear (EI type of neuron). For convenience, I hereafter refer to the ear providing excitation as the excitatory ear and the ear providing inhibition as the inhibitory ear. IID functions were generated for each cell by driving a neuron with a fixed intensity, 20 dB above threshold, to the excitatory ear and then documenting the suppressive influence of increasing intensities to the inhibitory ear. Because the intensity at the excitatory ear was fixed, each intensity at the inhibitory ear generated a different IID. comparisons. Of these 21 cells, 7 were responsive only to at each unit's characteristic frequency. Intensity to the excitatory ear was contralateral stimulation (monaural cells) and 5 were promi-fixed at 20 dB above threshold, whereas the intensity to the inhibitory ear nently excited by both ears (EE cells). The remaining nine was varied. Each IID was presented 20 times in pseudorandom order. Inset: rate-level functions for each cell. cells were excluded because, although they were classified as EI cells, they did not respond to the 2-ms, 10-kHz frequency sweeps. These cells will be considered in more detail in a to characterize the IID function of each cell. This point was chosen because it unambiguously separates all IIDs following section.
that evoke responses from all those that do not. Also, the IID of complete inhibition was used in our recent LSO IID sensitivity varied among the IC cells study to characterize IID sensitivity in that nucleus. For the 50 IC cells studied, the distribution of IIDs of complete Each of the 50 IC cells studied showed a steep decline in spike count with increasing intensities to the inhibitory ear inhibition is shown in Fig. 2 B. IIDs of complete inhibition ranged from /20 dB ( excitatory ear more intense ) to 040 until spike activity was inhibited completely (the IID of complete inhibition). This feature is illustrated by the IID dB ( inhibitory ear more intense ) . This range of IID sensitivities corresponds to most of the range of IIDs that this functions of five representative IC cells shown in Fig. 2 A. Although the general shape of the functions was similar species normally would encounter in the free field . The average IID of complete inhibition for the among cells, responsiveness to specific IIDs varied considerably from cell to cell. For example, some cells were inhibited 50 IC cells was 018.0 dB ( inhibitory ear more intense ) , corresponding to a sound location lateralized into the ipsicompletely when the intensity at the excitatory ear was greater than the intensity at the inhibitory ear (positive lateral sound field. Because a number of previous investigations have used the half-maximum IID ( the point on IIDs), whereas other cells were inhibited completely when the intensity at the inhibitory ear was greater than the inten-the IID function corresponding to a 50% decline from the peak spike count ) as an index of IID sensitivity, the sity at the excitatory ear (negative IIDs).
The IID of complete inhibition -the point where a distribution of half-maximum IIDs from the present study also is displayed ( Fig. 3 ) . cell's IID function first went to zero spikes -was selected to more lateralized sound locations, compared with the LSO cells. A statistical comparison of the two distributions showed that they were significantly different (t Å 3.76, df Å 98, P õ 0.001).
More IC cells had mismatches in the latencies of excitation and inhibition compared with the LSO cells
The latencies of excitation and inhibition were estimated for each of the 50 IC cells to determine whether or not excitation and inhibition arrived at a given cell at the same time. The reasons for this test were that the latencies of excitation and inhibition are known to influence IID sensitivity (Irvine et al. 1995; Joris and Yin 1995; Park et al. 1996; Yin et al. 1985) and latency data were available for the 50 LSO cells previously studied. Hence, it seemed logical to acquire the same data for the IC cells and compare the two nuclei to see if latencies might play a part in the difference in sensitivity observed between the IC and LSO populations. The following paragraphs will first digress to describe how input latencies can shape IID sensitivity. I then will describe how the cells in this study were tested for latency effects and how the latency data for the IC cells differed from that of the LSO cells.
The so-called latency hypothesis of IID sensitivity is based on two key features, 1) the latencies of the inputs from the two ears differ among cells such that in some cells inhibition arrives later than excitation and 2) changes in stimulus intensity can change the latency of an input, potentially compensating for a mismatch in the timing of excitation and inhibition to a cell. This second feature, described as an intensity-dependent latency shift, has been well documented in a variety of auditory centers and appears to be a general phenomenon in the auditory system (as well as in other sensory systems).
The rationale of the latency hypothesis is detailed in Fig.  4 . Figure 4A shows the excitatory postsynaptic potentials (EPSPs) and inhibitory postsynaptic potentials (IPSPs) of a hypothetical cell. The PSPs show how increasing the intensity to the inhibitory ear causes the strength of inhibition to 
Sensitivity was significantly more lateralized in the IC compared with the LSO
The distribution of IID sensitivities reported above for the IC cells (Fig. 2B ) differed from the distribution previously reported for LSO cells from the same species. Figure 2C shows the distribution of IIDs of complete inhibition for the 50 LSO cells taken from Park et al. (1996) (mean IID of complete inhibition Å 06.6 dB). As the distributions in Fig.  2 show, the IC cells had IIDs of complete inhibition that FIG . 3 . Distribution of 50% points on the IID functions from the 50 IC neurons. Average 50% point was at an IID of 04.27 dB.
generally occurred at more negative values, corresponding J670-7 / 9k28$$my42 04-10-98 12:03:11 neupas LP-Neurophys increase, the latency of inhibition to shorten, and the duration sity-dependent latency shift, thereby creating coincidence and silencing the cell (Fig. 4B , * ). For cells like this, the of inhibition to lengthen. These three effects are consistent with data from auditory neurons tested in both in vivo (Irvine mismatch in latencies causes the IID of complete inhibition to occur with a more intense sound to the inhibitory ear than et al. 1995; Park et al. 1996; Yin et al. 1985) and slice preparations (Sanes 1990; Wu and Kelly 1992) . For the would otherwise be required. Thus the latency mismatch plays a part in shaping the IID sensitivity of these cells. For example shown in Fig. 4A , the strengths of excitation and inhibition are equal at the IID of complete inhibition (Fig. convenience, cells like this are referred to as ''neurons with mismatched latencies,'' meaning that inhibition is delayed 4A, * ). The important feature in this example is that the latencies of excitation and inhibition also are matched at relative to excitation when the strengths of excitation and inhibition are equal. this IID. For convenience, cells like this are referred to as ''neurons with matched latencies,'' meaning that the excita-A further prediction of the latency hypothesis for neurons with mismatched latencies is illustrated by the drawings in tion and the inhibition arrive coincidentally at the target cell when their strengths are equal. Fig. 4 , B and C. An inhibitory signal less intense than that at the IID of complete inhibition should generate an inhibi- Figure 4B shows how the same hypothetical cell would behave if the latency of inhibition was slightly longer than tion that, although not coincident with the excitation, is equal to it in strength (middle pair of PSPs in Fig. 4B ). Hence, in the previous example. In this case, excitation and inhibition are not coincident at the IID that evokes equal strengths we should be able to reduce the intensity at the inhibitory ear below that which generates the IID of complete inhibition from the two ears, a situation that allows the cell to discharge at this IID. As a consequence, the IID that evokes equal and then electronically advance the inhibitory signal to establish coincidence of excitation and inhibition, reestablishing strengths from the two ears is no longer the IID of complete inhibition. However, an additional intensity increment to the complete inhibition. Figure 4C illustrates this procedure. In effect, electronically advancing the inhibitory signal mimics inhibitory ear shortens the latency of inhibition via an inten-
Model showing the rationale of the latency hypothesis. Postsynaptic potentials (PSPs) illustrate how increasing the intensity to the inhibitory ear causes the strength of inhibition to increase, the latency of inhibition to shorten, and the duration of inhibition to lengthen. A: PSPs and IID function of a hypothetical IID-sensitive cell with excitatory and inhibitory strengths and latencies that are matched at the IID of complete inhibition ( * ). B: PSPs and IID function of a hypothetical cell with a mismatch in the latencies of excitation and inhibition. Compared with the cell in A, a greater intensity is required at the inhibitory ear to overcome the latency mismatch and achieve complete inhibition ( * ). Hence, the strength of inhibition is greater than the strength of excitation at the IID of complete inhibition. C: same cell as in B except that the signal to the inhibitory ear has been electronically advanced to compensate for the mismatch in latencies, thus allowing the cell to reach complete inhibition with a lower intensity at the inhibitory ear ( * ) than would be required with simultaneous stimulation.
J670-7 / 9k28$$my42 04-10-98 12:03:11 neupas LP-Neurophys the effects of an intensity-dependent latency shift. The differ-cells with mismatched latencies in Fig. 5 , the time shift that generated the greatest change in the IID of complete ence between the IID that silences the cell when the inhibitory signal is advanced and the IID of complete inhibition inhibition is shown. Greater time shifts resulted in IID functions that did not go to zero spikes, presumably because, at obtained when the signals are presented simultaneously should indicate the extent to which a delayed inhibition some point, time shifts surpass the amount of the latency mismatch such that coincidence of excitation and inhibition shapes a cell's IID function via an intensity-dependent latency shift. For cells with matched latencies, the same ma-cannot be established at any IID.
Six of the 50 IC cells behaved differently from those nipulations produce a different result. Because those cells have an equally strong excitation and inhibition at the IID described previously, appearing to have matched latencies.
The IIDs of complete inhibition for these six cells did not of complete inhibition, reducing the intensity at the inhibitory ear generates an inhibition that is weaker than the excita-change when the signal to the inhibitory ear was advanced.
Rather, the IID functions of these cells were unable to tion so that complete inhibition cannot be achieved, even when the two inputs are brought into temporal coincidence. achieve complete inhibition when the signal to the inhibitory ear was advanced by even small increments. Data from one To test the 50 IC cells for latency mismatches, a number of IID functions (usually 20) were generated for each cell such cell is presented in Fig. 5 D. For this cell, the IID of complete inhibition was 020 dB when the signals were with the signal to the inhibitory ear electronically time shifted. Time shifts were varied from function to function presented simultaneously. When the signal to the inhibitory ear was advanced by just 100 ms, the cell was no longer in 100-or 200-ms increments. The rationale was that if inhibition was delayed relative to excitation, then advancing the completely inhibited. Presumably, excitation and inhibition arrived coincidentally when their strengths were equal (at inhibitory signal by an amount equal to that delay should compensate for the latency mismatch, and we should be able the IID of complete inhibition) so that advancing the signal to the inhibitory ear disrupted the coincidence of excitation to see an effect in the spike counts and the IID functions of the cells (as for the hypothetical cell in Fig. 4C ). ITDs and inhibition, allowing spikes to occur.
Latency mismatches, as determined earlier, were much were varied systematically in both directions (inhibitory ear leading and lagging) such that a latency mismatch in either more prevalent among the 50 IC cells compared with the 50 LSO cells reported on previously. As mentioned above, 44 of direction could be visualized.
For 44 of the 50 IC cells, the manipulations just described the 50 IC cells (88%) appeared to have latency mismatches. When the same manipulations were performed on the 50 indicated that the latency of inhibition was longer than the latency of excitation and that the mismatch in latencies af-LSO cells, only 27 cells (54%) showed latency mismatches.
The difference in the proportion of cells with latency misfected the IID of complete inhibition as predicted by the latency hypothesis. The remaining six cells did not display matches in the IC and LSO was statistically significant (x 2 Å 23.27, df Å 1, P õ 0.0001). latency mismatches. ing degrees of shift in the IIDs of complete inhibition: 10 tion occurred at an IID of 020 dB (inhibitory ear more intense). The dashed curve shows the IID function when dB for cell A, 20 dB for cell B, and 30 dB for cell C. The distribution of shifts in IIDs of complete inhibition for the the inhibitory signal was electronically advanced by 400 ms. With this time shift, the cell's IID function reached complete population of IC cells is shown in Fig. 6 , top. Figure 6 , bottom, shows the distribution for the 50 LSO cells. For the inhibition at a lower intensity to the inhibitory ear (at an IID of 010 dB).
44 IC cells with mismatched latencies, shifts in the IID of complete inhibition ranged from 5 to 40 dB with an average The data presented above for cell A indicates that when the signals were presented with a time shift of 400 ms, shift of 16.1 dB. In contrast, shifts in the IID of complete inhibition among the 27 LSO cells with mismatched latenequally strong inputs arrived at the IC neuron at an IID of 010 dB, achieving complete inhibition. When no time shift cies ranged from 5 to 20 dB with an average shift of 9.1
dB. An unpaired t-test revealed that the difference in was used, the same IID of 010 dB evoked spikes. Presumably this was because the inhibition arrived Ç400 ms later the two distributions (not including cells with matched latencies) was statistically significant (df Å 69, t Å 3.71, than the excitation and the mismatch in latencies allowed spikes to occur. To establish equivalent latencies when the P õ 0.001).
The differences between the IC cells and the LSO cells signals were presented simultaneously, a higher intensity at the inhibitory ear was required. Thus for this cell, a mismatch in the number of cells that had mismatched latencies, and the amounts by which those mismatches shifted IIDs of comin latency of Ç400 ms appears to have shifted the IID of complete inhibition by 10 dB.
plete inhibition suggest that latency mismatches might account, to some extent, for the difference in IID sensitivity Two additional examples of cells that appeared to have mismatched latencies are shown in Fig. 5 , B and C. For observed between the two nuclei. To further explore this idea, the distributions of IIDs of complete inhibition were these cells, the IID of complete inhibition shifted by 20 and 30 dB when the signal to the inhibitory ear was advanced recalculated for the IC cells and the LSO cells when latency mismatches were factored out by electronically time shifting by 400 and 1,000 ms, respectively. Note that, for each of the J670-7 / 9k28$$my42 04-10-98 12:03:11 neupas LP-Neurophys the signals. In other words, the distributions were recalcul-cells had mismatched latencies and because the mismatches for the LSO cells resulted in smaller shifts in the IIDs of ated based on the IIDs of complete inhibition when the sigcomplete inhibition compared with the IC cells, latency misnals were time shifted to compensate for mismatches. The matches appear to be a factor in creating the difference in rationale was that if latency mismatches account for the sensitivity between LSO and IC cells. The next section will difference in distributions between the IC cells and the LSO assess several aspects of the observed latency mismatches cells, then one might expect that effectively removing the in more detail. mismatches would make the distributions more similar. Figure 7 displays the distributions of IIDs of complete inhibition obtained from the IC and LSO cells when latency mis-ITD functions were used to characterize latency matches were effectively removed via time shifts. In general, mismatches both distributions were less lateralized compared with the distributions of IIDs of complete inhibition when the signals The previous section described how manipulating the timwere presented simultaneously (Fig. 2, B and C) . In this ing of the binaural stimuli revealed latency mismatches for case, the average IID of complete inhibition for the IC cells excitation and inhibition in the majority of IC cells. The was 01.7 dB and the average IID of complete inhibition for present section describes how ITD functions were used to the LSO cells was 04.0 dB. More importantly, the IIDs of infer three measures relevant to the observed latency miscomplete inhibition obtained for the IC cells with latency matches. The three measures examined were the magnitude mismatches removed were not significantly different from of the latency mismatches, the magnitude of the intensitythe IIDs of complete inhibition for the LSO cells with latency dependent latency shifts that brought mismatched latencies mismatches removed (df Å 98, t Å0.773 P Å 0.44), support-into coincidence, and the duration of inhibition at the IID ing the idea that latency mismatches are, to some extent, of complete inhibition. As the following paragraphs will responsible for the differences in IIDs of complete inhibition describe, these measures support the finding that latency between the IC and the LSO. vanced relative to the signal to the excitatory ear. For this cell, the IID function at the top (measured when the ears were stimulated simultaneously) shows that the IID of complete inhibition occurred at 05 dB ( * ). The ITD function drawn with * was measured using the same intensities that generated the IID of complete inhibition. Consistent with the IID function, the cell responded with zero spikes when the stimulus was presented simultaneously to the ears (ITD of 0 ms). However, delaying the signal to the inhibitory ear relative to the signal at the excitatory ear (negative ITDs) appeared to disrupt coincidence of excitation and inhibition, allowing spikes to occur. A different result occurred when the signal at the inhibitory ear was advanced relative to the signal at the excitatory ear (positive ITDs): the cell remained completely inhibited over a range of 1,500 ms. In other words, for these intensities, the effective inhibition had a duration of Ç1,500 ms so that the signal to the inhibitory ear had to be advanced by ú1,500 ms before excitation could express spikes. The shape of the ITD function for cell A changed dramatically when the intensity at the inhibitory ear was reduced below that which generated the IID of complete inhibition ( ITD functions were generated in the following way. First, the intensity at each ear was fixed to establish a given IID, then the relative timing of the signals to the two ears was varied in 100-or 200-ms increments. By convention, positive ITDs indicate that the signal at the inhibitory ear was advanced relative to the signal at the excitatory ear, whereas negative ITDs indicate that the signal at the excitatory ear was advanced. These procedures were repeated at a variety of fixed IIDs, including the IID of complete inhibition. The data used here to generate ITD functions came from the same data set that was used in the previous section to generate IID functions at different ITDs.
The next paragraphs first will describe the shape of the ITD functions and how these functions differed for cells with mismatched latencies compared with cells with matched latencies. After that, a description of the three measures outlined above will be presented, and finally those measures will be compared with the same measures previously obtained from the LSO cells.
The ITD functions presented in Fig. 8 illustrate how neurons with mismatched latencies and neurons with matched latencies responded to varying ITDs. The curves in Fig. 8A were measured from a cell that had mismatched latencies as Negative values on the x axis indicate that the signal to the inhibitory ear was delayed relative to the signal at the excitatory ear, whereas positive values indicate that the signal to the inhibitory ear was advanced relative to the excitatory ear. Each function was measured using a different IID (i.e., a different combination of intensities at the 2 ears). For each cell, the ITD function taken with the intensities that generated the IID of complete inhibition is drawn ( * ). Note that these curves are U shaped for the cells with mismatched latencies (A and B) , and they are V shaped for the cells with matched latencies ( C and D) . Also note that each cell was capable of generating both U-shaped and V-shaped functions, depending on the intensities presented to the ears.
with ᭝ illustrates this result. The key feature of this function inhibitory ear (᭺ on the IID function). The decreased intensity at the inhibitory ear resulted in an inhibition that was is that it did not go to zero spikes for an ITD of 0 ms, rather it went to zero spikes for a positive ITD when the signal to not strong enough to silence the cell at any ITD. the inhibitory ear was advanced by 400 ms relative to the My interpretation of the three ITD functions shown for signal at the excitatory ear. This function also differed from cell A is as follows. At the IID of complete inhibition (functhe one previously described in that only one of the ITDs tion with * ), there is a coincidence of inputs from the two presented, 400 ms, generated a complete suppression of ears, but both the strength and duration of the inhibition are spikes. This result indicates that, with the intensities used greater than those of the excitation (e.g., Fig. 4B ). Thus here, an ITD of 400 ms brought an excitation and inhibition advancing the inhibitory signal continued to generate a comwith equal strengths and durations into coincidence such that plete inhibition of spikes because a later inhibitory compoeven relatively small shifts away from that ITD disrupted nent of equal strength to the excitation was still coincident coincidence and allowed the cell to spike.
with the excitation. The V-shaped ITD function (function with ᭝) indicates that an inhibitory signal less intense than The third ITD function presented for cell A (᭺) shows the effect of presenting an even less intense signal to the that at the neuron's IID of complete inhibition generated an J670-7 / 9k28$$my42 04-10-98 12:03:11 neupas LP-Neurophys inhibition that, although not coincident with the excitation, was equal to it in strength. Hence, electronically advancing the inhibitory signal established coincidence and, thus, complete inhibition (e.g., Fig. 4C ). In effect, this manipulation mimicked the effects of an intensity-dependent latency shift. Presumably, the difference between the IID that silenced the cell when the inhibitory signal was advanced ( /5 dB for cell A in Fig. 8) , and the IID of complete inhibition obtained when the signals were presented simultaneously (05 dB for cell A) indicates the extent to which a mismatch in latencies shaped the cell's IID function via an intensity-dependent latency shift. The same effects were observed for each of the 44 IC cells classified as having latency mismatches, and an additional example is shown in Fig. 8B . Cells with matched latencies generated the same types of ITD curves as did the cells with mismatched latencies, as is illustrated by the ITD curves for cells C and D, Fig. 8 . The difference between cells with matched and mismatched latencies was that setting the intensities to those that generated the IID of complete inhibition when the signals were presented simultaneously resulted in a V-shaped ITD function ( * ) for cells with matched latencies, as opposed to the U-shaped ITD functions observed for the cells with mismatched latencies. However, it was possible to generate U-shaped ITD functions for cells with matched latencies by raising the intensity at the inhibitory ear (cells C and D, ᭡).
Hence, it appears that, at the IID of complete inhibition for cells C and D, inhibition and excitation had the same latencies and thus did not need to rely on intensity-dependent latency shifts to establish coincidence. Each of the six cells classified as cells with matched latencies behaved in this manner. Figure  9A shows how this estimation was derived from the ITD functions. The U-shaped ITD function was taken with the cies, and the distribution of latency mismatches is shown in Fig. 10 , top. On average, inhibition arrived 1,364 ms later intensities that generated complete inhibition. Hence, this curve goes to zero spikes when the signals to the two ears than excitation when the excitation and inhibition had equal strengths. The corresponding distribution for the 27 LSO were presented simultaneously at an ITD of 0 ms. The V-shaped ITD function was taken with a lower intensity cells with latency mismatches is presented in Fig. 10, bottom. As the two distributions show, latency mismatches were at the inhibitory ear (the lowest intensity that generated a complete inhibition). As described above for Fig. 8 , this generally much larger among the IC cells compared with the LSO cells, and the difference was statistically significant manipulation generated a curve that went to zero spikes at a single, positive ITD. This ITD, corresponding to the zero (df Å 69, t Å 4.216, P õ 0.0001; cells with matched latencies are indicated by the bars at 0 ms on the x axis but were not point on the V-shaped function, was taken to be the amount by which the inhibition lagged the excitation because this included in the statistical comparison).
IC cells were characterized by greater latency mismatches, greater intensity-dependent latency shifts, and longer durations of inhibition compared with the LSO cells
ITD functions also were used to estimate the magnitude of ITD appeared to bring the inhibition and excitation into coincidence. In other words, it was assumed that this time shift intensity-dependent latency shifts for each cell. The curves in Fig. 9 can again be used to explain how this evaluation was compensated for a mismatch in latencies that otherwise prevented coincidence of an equally strong excitation and inhi-made. As described above, the ITD that generated zero spikes on the V-shaped function, 400 ms in this example, bition. Using this estimation procedure, the latency mismatch for the cell in Fig. 9A was estimated to be 400 ms.
was assumed to correspond to the amount of mismatch in the latencies of excitation and inhibition. When the intensity The magnitude of latency mismatch was calculated in the same way for each of the 44 IC cells with mismatched laten-at the inhibitory ear was increased by 10 dB SPL (the J670-7 / 9k28$$my42 04-10-98 12:03:11 neupas LP-Neurophys bution from the 50 LSO cells is presented in Fig. 11 , bottom. As the two distributions show, the range of intensity-dependent latency shifts was generally very similar for the two populations. However, on average, the latency of inhibition was estimated to shorten to a lesser degree (41 ms/dB) for the LSO cells, and the difference between the two populations was statistically significant (df Å 98, t Å 2.882, P õ 0.01). The average latency shift reported here for the IC is very similar to that reported previously for the IC of the same species ) (mean Å 47 ms/dB). However, somewhat greater latency shifts were reported for cat IC cells (Yin et al. 1985) (mean Å 85 ms/dB). The third value that was estimated from the ITD functions was the duration of inhibition at the IID of complete inhibition. The rationale for taking this measure comes from previous studies that indicate the effective duration of inhibition increases with stimulus intensity. Because the IC cells studied here had IIDs of complete inhibition that generally required greater intensities at the inhibitory ear compared with the LSO cells, one might expect that the inhibition to the IC cells had a longer duration than the inhibition to the LSO cells. The procedures used to make this estimate again can be illustrated with U-shaped function), the range of ITDs over which complete inhibition occurred expanded in both directions. For the purposes of estimating an intensity-dependent latency shift, the important feature of this function is that zero spikes first occurred at an ITD of 0 ms, indicating that the latency of inhibition was effectively equal to the latency of excitation for the intensities used to generate this U-shaped function. Hence, for the example cell in Fig. 9A , increasing the intensity at the inhibitory ear from 20 dB SPL (V-shaped function) to 30 dB SPL (U-shaped function) shortened the latency of inhibition by 400 ms, indicating that this cell showed an intensity-dependent latency shift of 400 ms/10 dB or 40 ms/dB. For the 50 IC cells, the distribution of intensitydependent latency shifts is shown in Fig. 11 , top. On average, the latency of inhibition was estimated to shorten by 59. was used: the one that was measured with intensities that LSO cells was 406 ms. Hence, inhibitory durations were generally much longer among the IC cells compared with generated the IID of complete inhibition on the IID function (the U-shaped ITD function in Fig. 9B ). The assumption the LSO cells and the difference was statistically significant (df Å 98, t Å 4.458, P õ 0.0001). here was that the range of ITDs over which the cell was completely silent corresponded to the duration of the inhibiIt appears that long-lasting inhibition may be a common feature of IC cells because it also has been reported in the tion (at least when the inhibition was strong enough to completely silence the cell). To be more precise, what this proce-cat (using clicks) (Carney and Yin 1989) and in the Mexican free-tailed bat (using 20-ms tones) (Klug et al. 1997) . Those dure actually measured was the excess duration of inhibition over excitation. For the cell in Fig. 9B , the excess duration studies reported even longer durations of excess inhibition over excitation (from 2,000 or 3,000 ms up to ú100 ms), of inhibition was estimated to be 1,400 ms. Because cells with matched latencies had V-shaped ITD functions that and the authors suggested that it may play a role in the precedence phenomenon (Yin 1994 ). reached zero spikes at only one point on the function, the excess duration of inhibition for those cells was 0 ms. The distribution of excess inhibitory durations for the 50 IC cells Other ways in which IC cells differed from LSO cells is shown in Fig. 12 , top. On average, the excess duration of inhibition at the IID of complete inhibition was 3,105 ms. The There were several features, other than IID sensitivity, that differed between IID-sensitive cells in the IC and the corresponding distribution from the LSO cells is presented in Fig. 12 , bottom. The average duration of inhibition for the LSO. One difference was that some cells in the IC did not respond to the 2-ms, 10-kHz sweep, whereas all of the cells encountered in the LSO responded well to that stimulus. Seven IC cells that were not included in the preceding analyses responded to sweeps that were either ú2 ms or õ10 kHz but not to 10-kHz sweeps that were 2-ms long. The average IID of complete inhibition for these 7 cells was 015.7 dB, a value similar to the average IID of complete inhibition of 018.0 dB from the 50 IC cells that responded to the 2-ms, 10-kHz sweeps. Two additional cells did not respond to any sweep stimulus. The two nuclei differed in how they responded to relatively high intensities presented monaurally to the excitatory ear. Each of the 50 LSO cells had monotonic rate-level functions in that their spike counts progressively increased with the intensity to the excitatory ear, or they saturated and reached a plateau. In contrast, 25 of the 50 IC cells (50%) had nonmonotonic rate-level functions that declined by 25-100% of the peak spike count at the highest intensities presented. The decrease in spike count is associated with an inhibitory input driven by the contralateral ear, the ear referred to in this manuscript as the ''excitatory'' ear (e.g., Pollak and Park 1993) . The contralaterally driven inhibition usually is recruited at higher intensities than the contralaterally driven excitation. However, the nonmonotonic response pattern indicates that the contralateral input has both excitatory and inhibitory components. In the present study, excitation and inhibition were defined operationally by a cell's net output. However, the underlying inputs can be somewhat more complex than the net output might indicate. [In fact, mixed excitatory/inhibitory inputs driven by the same ear are found among both IC and LSO cells (e.g., Kuwada et al. 1997; Wu and Kelly 1991) ].
To determine how tonicity might have affected the response features measured here, I compared the 25 monotonic and 25 nonmonotonic IC cells for five key response features, and the results are presented in Table 1 . The distributions of IIDs of complete inhibition when stimuli were presented simultaneously were not significantly different for monotonic and nonmonotonic IC cells nor were the magnitudes of latency mismatches or intensity-dependent latency shifts. Interestingly, the nonmonotonic cells showed significantly hibitory'' ear) and significantly larger changes in IID of ascending IID pathway, and latency mismatches of binaural inputs appear to play a substantial role in establishing that complete inhibition with time shifts compared with the monotonic cells (Table 1) . However, it is unclear what, if difference. This second finding suggests that the majority of IID-sensitive cells in the IC do not derive their IID sensitivity any, causal relationship may exist between these two binaural features and the tonicity of the contralateral input. (Com-directly from the LSO despite the prominent projection from LSO to IC. The reason is that direct projections from the parisons also were made between the LSO cells and the subpopulations of monotonic IC cells and nonmonotonic IC LSO would preserve the relative excitatory and inhibitory latencies established in that nucleus, but the latency miscells. In every case, the values for the LSO cells were significantly different from those of the IC cells, as reported in matches reported here for collicular cells were much larger than those observed in the LSO. the previous sections when the monotonic and nonmonotonic IC cells were pooled.)
Another difference between the IC and the LSO was that Support for different LSO/IC sensitivities from other some cells in the IC showed a facilitated response to particu-studies lar IIDs. For each of the LSO cells, the IID functions peaked Although the present report represents the first systematic and plateaued at IIDs favoring the excitatory ear with spike comparison of IID sensitivity between the LSO and the IC, counts that closely approximated the spike counts evoked the results are consistent with previously published data from when the excitatory ear was stimulated monaurally. On the those nuclei. Population data for IID sensitivity in both LSO other hand, seven of the IC cells (14%) had IID functions and IC are available for only one other species-the musthat peaked near an IID of 0 dB with spike counts that were tache bat. For the mustache bat, the average IID of complete ú25% greater than those evoked by monaural stimulation inhibition reported for the LSO was 013 dB (Park et al. of the excitatory ear. This type of facilitated response for 1997), and the average IID of complete inhibition for the IC cells has been documented in a number of previous inves-IC appears to be more lateralized to approximately 022 dB tigations (e.g., Fuzessery and Pollak 1985; Irvine and Gago (Park and Pollak 1993) . However, the value for the mus-1990; Park and Pollak 1994; Semple and Kitzes 1987) . The tache bat IC is only an estimate: that report did not use the seven facilitated cells did not differ from the nonfacilitated IID of complete inhibition as an index of IID sensitivity, but cells on the response features measured here.
rather it used the 50% point of the IID function. I estimated There were two features that differed between the IC cells IIDs of complete inhibition by adding 15 dB to the reported and the LSO cells that were not readily apparent when sweep 50% points because 15 dB is approximately one-half the stimuli were used but were obvious when tone stimuli were dynamic range of an IC cell's IID function (Irvine and Gago used. First, virtually all of the LSO cells had a sustained 1990; figures from Park and Pollak 1993) . response pattern to the 60-ms tones used as search stimuli, Data from the gerbil LSO and the cat IC are also consistent whereas the majority of the IC cells had a phasic onset with the present findings. The distribution of IIDs of comresponse. Second, with sweep stimuli, the IID function for plete inhibition for the gerbil LSO (Sanes and Rubel 1988, each IC cell and each LSO cell declined to zero spikes as Fig. 15 ) appears to closely match the distribution reported the intensity to the inhibitory ear was increased. However, here for the free-tailed bat's LSO. On the other hand, the when tone stimuli were used this was not the case. Although distribution estimated for the cat IC (Irvine and Gago 1990) each of the LSO cells also could reach complete inhibition is more lateralized and closely approximates that reported with tone stimuli, the IID functions for 15 of the 50 IC cells here for the free-tailed bat's IC (again, I estimated IIDs of did not reach complete inhibition when tone stimuli were complete inhibition for the cat data, which were reported as used. This finding raises serious questions about the general-50% points). izability of data collected with only one type of stimulus, and a more detailed analysis of these cells is presented in IID sensitivity is shaped to a large degree within the IC two subsequent reports (Park et al. 1998 ; J. P. Oswald, A. Klug, and T. J. Park, unpublished data).
The idea that IID sensitivity is shaped to a large degree within the IC is supported by a number of recent studies. Some of these studies have combined extracellular recording able inhibitory inputs to individual IC cells by blocking post-for 17% of their contralaterally excited cells, they also observed ipsilaterally driven inhibitory components that presynaptic receptors. The results showed that although the IID sensitivity of some cells was unaffected, it changed in many ceded the excitation. Their data indicated that, for lowfrequency cells in the cat IC, the preceding inhibitory others, and in some cases IID sensitivity was eliminated. Because the excitatory inputs from the LSO presumably are components contribute to shaping ITD sensitivity. unaffected by the inhibitory transmitter antagonists, the authors of these reports concluded that many IC cells derive What happens to the information coming from the LSO? their sensitivity in part from inhibitory inputs acting directly An interesting question raised by this and related studies on collicular cells. For the cells the IID sensitivity of which is, what happens to the information coming from the LSO was eliminated by the antagonists, IID sensitivity appears to the IC? The most likely explanation appears to be the to be entirely established in the IC. same one previously suggested by the authors of the ionto-A second line of investigation also supports the idea that phoresis and reversible inactivation studies. As described IID sensitivity is shaped to a large degree within the IC.
earlier, there appears to be some IC cells that receive and These studies involve a reversible inactivation of the dorsal accurately reflect IID sensitivity established in the LSO and nucleus of the lateral lemniscus (Faingold et al. 1993 ; Li some IC cells that appear to receive none of their IID sensiand Kelly 1992), a nucleus that sends a prominent inhibitory tivity from the LSO. However, the majority of IC cells approjection to the IC. Temporarily inactivating this nucleus pear to receive IID-sensitive properties from the LSO and by injection of kynurenic acid or lidocaine changed the IID modify them with additional inhibitory inputs driven by the sensitivity of cells in the contralateral IC, reducing the effecinhibitory ear. Although not contradicting this scenario, the tiveness of stimulation to the inhibitory ear or, in some cases, data presented here suggest a significant complication with eliminating IID sensitivity completely. These results indicate regard to the latter group of cells that incorporate but modify that the inhibition originating from the dorsal nucleus of the LSO inputs. The reason is as follows: a direct input from lateral lemniscus plays a part in shaping IID sensitivity in the LSO would preserve the relative excitatory and inhibitory collicular cells.
latencies established in that nucleus. An additional inhibitory input onto the IC cell, no matter when it arrived, could not Mismatched latencies appear to be a common feature affect the relative latencies of the excitation and inhibition among many IID-sensitive cells already established in the LSO. Hence, simply adding an additional inhibitory input to the input from the LSO could In addition to showing a difference in IID sensitivity benot generate the large latency mismatches reported here. tween the LSO and the IC, the present study also yielded data However, I propose that adding not only an additional ipsilatindicating that the underlying mechanism for the difference erally driven inhibitory input but also an additional contralatinvolves more than simply adding direct inhibitory inputs erally driven excitatory input could resolve this apparent onto IC cells. The data presented here suggest that latency anomaly. In this elaborated scenario, the additional excitmismatches also play a crucial role. The idea of a mismatch atory projection driven by the excitatory ear would ''overin latencies between the excitatory and inhibitory inputs to ride'' the LSO projection in that it could continue to evoke an IID-sensitive cell is well established. Lloyd Jeffress first spikes even when the LSO cell contributing its input is inhibsuggested that the relative timing of the inputs from the two ited. Hence, although the input from the LSO would impact ears might play a role in shaping IID sensitivity in auditory the overall spike count of the IC cell, the important latency neurons (Jeffress 1948) . Several researchers (Pollak 1985;  mismatch would be between the non-LSO excitatory and Tsuchitani 1988; Yin et al. 1985) have elaborated on this inhibitory inputs synapsing on the IC cell, not those estabidea, which has become known commonly as the latency lished in the LSO. The idea of an additional excitatory input hypothesis. In particular, three recent studies support the onto IC cells is not inconsistent with our current understandpresent finding that latency mismatches shape IID sensitivity ing of the brain stem auditory system in that many IC cells in both the LSO and the IC. Joris and Yin (1996) and Irvine receive numerous contralaterally driven excitatory inputs et al. (1998) manipulated both IIDs and ITDs while refrom a variety of lower centers (e.g., Irvine 1992; Oliver et cording from cat and rat LSO, respectively, and Irvine et al. al. 1997) . The appeal of this proposed circuitry is that it (1995) used similar procedures in rat IC. Although these can explain both the present finding of larger latency misresearchers did not systematically quantify latency mismatches in the IC than in the LSO and the previous findings matches on a population level, their data, in terms of the that blocking local inhibitory inputs usually reduces but does IID and ITD functions shown, are extremely similar to the not eliminate the effectiveness of stimulating the ''inhibidata presented here.
tory'' ear. It is interesting that the latency mismatches observed in the present study were always in the same direction-the ipsilaterally driven inhibition arrived later than the contralat-Functional significance erally driven excitation when the inhibition and excitation had equal strengths. This finding differs somewhat from the The greater proportion of cells with IID sensitivities corresponding to peripheral spatial locations in the IC compared results of a previous study of low-frequency cells in the cat IC (Carney and Yin 1989) . Those researchers reported with the LSO is consistent with one proposed role of the IC: involvement with control of head, eye, and pinnae moveipsilaterally driven inhibitory components that arrived later than the contralateral excitation, as reported here. However, ments for rapid orienting toward objects in space. This func-J670-7 / 9k28$$my42 04-10-98 12:03:11 neupas LP-Neurophys
