We introduce the exit time finite state projection (ETFSP) scheme, a truncation-based method that yields approximations to the exit distribution and occupation measure associated with the time of exit from a domain (i.e., the time of first passage to the complement of the domain) of time-homogeneous continuous-time Markov chains. We prove that: (i) the computed approximations bound the measures from below; (ii) the total variation distances between the approximations and the measures decrease monotonically as states are added to the truncation; and (iii) the scheme converges, in the sense that, as the truncation tends to the entire state space, the total variation distances tend to zero. Furthermore, we give a computable bound on the total variation distance between the exit distribution and its approximation, and we delineate the cases in which the bound is sharp. We also revisit the related finite state projection scheme and give a comprehensive account of its theoretical properties. We demonstrate the use of the ETFSP scheme by applying it to two biological examples: the computation of the first passage time associated with the expression of a gene, and the fixation times of competing species subject to demographic noise.
Introduction
The time of exit of a continuous-time Markov chain from a domain (or exit time for short) is the time at which the chain leaves the domain for the first time. The exit time is also known as the first passage time or, alternatively, the hitting time of the complement of the domain. Two measures are associated with an exit event: the exit distribution, which describes when and where the chain exits the domain, and the occupation measure, which describes which states the chain visits before exiting and at what times they are visited. These two measures can be expressed in terms of the time-varying law (i.e, the state space distribution of the chain as a function of time) of an auxiliary
Problem definition
Let X := {X t : 0 ≤ t < T ∞ } be a minimal time-homogeneous continuous-time Markov chain on a probability triplet (Ω, F, P) with countable state space S, stable and conservative rate matrix Q := (q(x, y)) x,y∈S , explosion time T ∞ , and initial distribution γ(x) := P ({X 0 = x}) , ∀x ∈ S.
We single out a subset D of the state space S and refer to it as the domain. The exit time τ from the domain is the time when the chain first leaves D: τ (ω) := inf{t ∈ [0, T ∞ (ω)) : X t (ω) ∈ D}, ∀ω ∈ Ω, (1.1) with the convention that the infimum of the empty set is infinity: inf{∅} = ∞. The exit distribution µ and occupation measure ν associated with the exit time are defined as:
where c ∧ d = min(c, d), c, d ∈ R, and 1 x denotes the indicator function of state x: 1 x (y) = 1 if y = x and 0 otherwise. For each state x, the measures µ(dt, x) and ν(dt, x) have densities µ(t, x) and ν(t, x) with respect to the Lebesgue measure. (We distinguish a measure from its density by writing dt or t in its argument.) For small h > 0, the distribution t → µ(t, x) is a function such that µ(t, x) h is the probability that the chain first exits the domain via state x during the time interval [t, t + h]. Similarly (and assuming non-explosivity for the chain), ν(t, x) is the average fraction of the interval [t, t + h] that the chain spends in state x before exiting the domain. Formally, the relationship between the exit distribution and occupation measure and their densities is: where D c denotes the complement of the domain and the term 1 D c (x) γ(x) 1 0 (a) captures the event that the chain is started outside of the domain. In this paper, we introduce the exit time finite state projection scheme to approximate the exit distribution and occupation measure in a systematic manner. ETFSP yields approximations of the densities µ(t, x) and ν(t, x), and, consequently, of their marginals, including the distribution of the exit time, τ , and of the exit location, X τ .
The exit time finite state projection (ETFSP) scheme
The numerical scheme consists of the following steps: Our main result is Theorem 1.1, which summarises the theoretical properties of the scheme. (For its proof, see Sec. 3.) We show that µ r and ν r do not just approximate the exit distribution µ and occupation measure ν, but bound them from below. We give simple expressions for the mass of the approximations and their errors in terms of the exit time τ , the final computation time t r f , and exit time from the truncation S r , τ r := inf{0 ≤ t < T ∞ : X t ∈ S r } ∀r ∈ N.
(1.11)
To quantify the approximation errors ||µ − µ r || and ||ν − ν r ||, we use the total variation norm ||ρ|| := sup{|ρ(A)| : A ∈ G} (1.12) on the measures. We give easy-to-compute bounds for the approximation errors, and we show that the bounds are sharp if the chain exits the domain almost surely (a property that can be verified using Foster-Lyapunov criteria [40, 35] ). Lastly, we prove that the approximation errors and their bounds decrease monotonically as we increase the truncation S r , and that the errors tend to zero as S r tends to S. 
(ii) (Mass of the approximations) The mass of µ r is the probability that the chain exits the domain no later than exiting the truncation or the final time, i.e.,
The mass of ν r is:
(iii) (Computable error bounds) For any r ∈ N,
Equality holds for (1.14) if and only if P ({τ < ∞}) = 1, i.e., when the chain exits the domain with probability one.
(iv) (Monotonicity of the error and of the error bound) The approximation errors and their upper bounds are decreasing in r:
(v) (Convergence of bounds) If ∪ r S r = S and t r f → ∞ as r → ∞, the approximation µ r converges in total variation to the exit distribution µ:
Consequently, it follows from (iii) that:
If E [τ ∧ T ∞ ] < ∞, the approximation ν r converges in total variation to the occupation measure ν: lim r→∞ ||ν − ν r || = 0.
We refer to the upper bound ε r defined in (1.14) as the error bound of the scheme because it bounds the approximation error of µ r . Note that the error bound is easily calculated from µ r , hence assessing the quality of the approximation requires no extra effort. The bound ε ν r for the occupation measure ν r is harder to evaluate because the mean exit time, E [τ ], is unknown in general. However, an upper bound on E [τ ] can be obtained through additional computations beyond the scope of this paper (Sec. 5). Condition (1.13) is a mild technical assumption made to simplify the exposition, which is easily checked and generally satisfied (e.g., if the chain is initialised deterministically) and ensures that the initial density of the exit distribution is bounded, µ(0, x) < ∞ for all x ∈ S.
Paper structure The remainder of the paper is structured as follows. In Sec. 2, we formally define the chain and give several preliminary lemmas required in the subsequent proofs. Specifically, we review the forward equations and we provide proofs for theoretical properties of the original FSP (Sec. 2.1), and we give the analytical characterisation of the exit distribution and occupation measure and the marginals of these measures (Sec. 2.1). To ease the reading of the paper, we have relegated the technical proofs relevant to Sec. 2 to the appendices. Sec. 3 contains the proof of Theorem 1.1. In Sec. 4, we apply the ETFSP scheme to two biologically motivated examples. We conclude by discussing possible implementations and extensions of the ETFSP scheme in Sec. 5.
Preliminaries
The starting point in our definition of a continuous-time chain is a stable and conservative rate matrix Q := (q(x, y)) x,y∈S , that is, a matrix of real numbers indexed by the countable state space
Whenever we write "a rate matrix Q" in this paper, we mean "a stable and conservative rate matrix Q". We construct our Markov chain X recursively by running the Gillespie Algorithm [20, 33, 24] (see App. A). In particular, the algorithm returns the jump times {T n } n∈N at which transitions occur and the sequence Y := {Y n } n∈N of states visited by the chain; both of these are defined on the same probability space (Ω, F, P). The sequence Y is itself a discrete-time Markov chain known as the jump chain (or embedded chain) and its one-step matrix is
The sample paths t → X t (ω) of the continuous-time chain X are defined by
These paths are defined only up until the explosion time
The limit exists because {T n (ω)} n∈N is an increasing sequence for each ω ∈ Ω. In other words, X t (ω) is defined only for pairs (t, ω) such that t < T ∞ (ω). The reason behind the name "explosion time" given to T ∞ is that, by this moment in time, the chain has left every finite subset of the state space. In particular, let S 0 ⊆ S 1 ⊆ . . . be an increasing sequence of finite subsets (or truncations) of S such that ∪ r S r = S and τ r be the time (1.11) that the chain X first exits S r . That our truncations form an increasing sequence implies that {τ r } r∈N is an increasing sequence of random variables and the limit lim r→∞ τ r (ω) exists for each ω ∈ Ω.
Lemma 2.1 (Lem. 2.18 of [35] ). If {S r } r∈N is an increasing sequence of finite sets such that ∪ r S r = S, then τ r tends to T ∞ almost surely.
The limiting random variable lim r→∞ τ r is the point in time by which the chain has left each of the truncations in the sequence {S r } r∈N . The above tells us that lim r→∞ τ r is (almost surely) equal to T ∞ regardless of the particular sequence of finite truncations {S r } r∈N in its definition. For this reason, we interpret T ∞ as the point in time that the chain leaves the state space, or, in other words, explodes.
We now give two technical lemmas we will use throughout the paper. The first delineates the simple relationship between the exit time
of the jump chain Y and the exit time τ of X (defined in (1.1)). 
The other lemma allows us to build auxiliary chains that will be key in the proofs in this paper.
Lemma 2.3. Suppose that a second rate matrixQ coincides with Q on D:
There exists a chainX := {X t } t≥0 also defined on (Ω, F, P) with rate matrixQ, jump times {T n } n∈N , jump chainȲ := {Ȳ n } n∈N , explosion timeT ∞ , and exit times
such that X andX exit the domain at the same time:
and that X andX are identical up to (and including) this instant:
In particular, until the moment of exit, the jump chain and jump times of both chains are identical:
Proof. See App. A.
The time-varying law of the chain and the FSP scheme
The time-varying law of the chain 
For each x ∈ S, t → p t (x) is a continuously differentiable function on [0, ∞). Furthermore, the time-varying law p t := {p t (x)} x∈S is the minimal non-negative solution of the equationṡ
(2.10)
In the above, by "minimal non-negative solution" we mean that if k t is any other non-negative (k t (x) ≥ 0 for each x ∈ S and t ∈ [0, ∞)) differentiable function satisfying (2.10), then k t (x) ≥ p t (x) for each x ∈ S and t ≥ 0 (if the chain is explosive, then the equations can have multiple solutions, see [9, 22, 50] ). Except for a few special cases, no analytical expressions for this minimal solution are known. If S is infinite, or finite but large, direct numerical computation of this solution is not possible either. Instead, we can use the popular finite state projection (FSP) algorithm [45] : a numerical scheme that yields a set of lower bounds p r t := {p r t (x)} x∈S on the chain's time-varying law p t := {p t (x)} x∈S . We identify these bounds with the measure on (S, 2 S ) defined by p r t (A) = x∈A p r t (x) for all A ⊆ S, where 2 S denotes the power set of S. The FSP scheme consists of: choosing a (finite) truncation S r of the state space S; solving numerically the set of |S r | linear ODEsṗ
over the time interval [0, t]; and padding p r t with zeros: p r t (x) := 0 for all x ∈ S r . We collect various useful properties of the FSP scheme in Theorem 2.5 below. Most of these properties can be found elsewhere: (i) and (v) are shown in [1, Prop. 2.14] (however, there is a small mistake therein, see [8] ); (iv) and the bound in (iii) are proven in [45] . Although (ii) is mentioned in [16, 46] , we have not encountered a proof elsewhere. Similarly, the explicit expression of the error (i.e., the total variation distance between p t and its approximation) in (iii) and the necessary and sufficient condition for the bound to be sharp appear to be new.
Theorem 2.5 (The finite state projection scheme). Let {S r } r∈N be an increasing sequence of finite sets contained in S, τ r the exit time from the truncation S r , and {p r t } r∈N the sequence of FSP approximations defined by (2.11). Then the following properties hold:
(ii) (Mass of the approximation) The mass of the approximation is the probability that the chain has not yet exited the truncation:
(iii) (Computable error bound) For any r ∈ N, ||p t − p r (iv) (Monotonicity of the error and of the error bound) The approximation error ||p t − p r t || and its upper bound 1 − p r t (S r ) are decreasing in r:
and increasing in t:
Consequently, the FSP scheme returns not only the approximation p r t of p t , but also an approximation p r s of p s for each s ≤ t with an error that is bounded uniformly in s:
(v) (Convergence of bounds). If ∪ r∈N S r = S, then the scheme converges:
The ideas behind Theorem 2.5 emerge from the following construction. Consider a second chain X r which is identical to X except that every state outside of the truncation S r is turned into an absorbing state. In particular, let X r be the chain of Lemma 2.3 with S r replacing D, and
Lemma 2.3 states that the chains X and X r coincide until (and including) the time τ r at which they simultaneously leave the truncation S r for the first time, at which point X r becomes trapped in a state outside of the truncation and never returns to S r . In contrast, X may return to the truncation, hence the probability p t (x) that X is at any given state x inside the truncation at time t is greater or equal than the probability that X r is in the same state at the same time. Since the law of X r t (restricted to S r ) is the solution of (2.11) (Theorem 2.4), we arrive at Theorem 2.5(i). The probability p r t (S r ) that X r is inside the truncation at time t is the same as the probability P ({t < τ r }) that it has not yet left. Theorem 2.5(ii)-(iii) follows from this fact. If X r has not left the truncation by time t, then it has not left the larger truncation S r+1 by t. Similarly, if the chain has not left S r by time t, it has not left by any earlier time s ≤ t. For these reasons, Theorem 2.5(iv) holds.
Due to (iii), proving the convergence of the scheme consists of showing that P ({t < τ r }) converges to P ({t < T ∞ }) as r tends to infinity. Recall that P ({t < T ∞ }) is the probability that the chain has not left the state space by time t while P ({t < τ r }) is the probability that the chain has not left the truncation S r by time t. Because the truncations S r approach the complete state space as r tends to infinity, it must be the case that P ({t < τ r }) approaches P ({t < T ∞ }) or, equivalently, that the scheme converges as stated in Theorem 2.5(v).
The FSP algorithm as proposed in [45] consists of repeatedly computing p r t while increasing the size of the truncation until the error bound 1 − p r t (S r ) is smaller than some prescribed tolerance. As noted in [37] , the algorithm may not terminate, even if the truncations tend to the state space as r tends to infinity. Theorem 2.5(v) clarifies this issue. Although the scheme converges (i.e., p r t tends to p t in total variation as r tends to infinity or, equivalently, p r t (S r ) tends to P ({t < T ∞ })), this does not imply that the error bound 1 − p r t (S r ) converges to zero. This is only the case if the chain is non-explosive (i.e., P ({T ∞ < ∞}) = 0). Otherwise, P ({t < T ∞ }) > 0 for all t > 0 (see the proof of Theorem 2.5(iii)) and the algorithm will not terminate if the tolerance is set to be smaller than 1 − P ({t < T ∞ }). In practice, non-explosivity can be established using a Foster-Lyapunov criterion [7, 42] .
We close this section by pointing out that the FSP scheme can also be used to compute converging approximations of the occupation measure associated with a deterministic time t, which tells us how long the chain has spent in state x by time t (see [35, Cor. 3.2] for details).
The exit time and its associated exit distribution and occupation measure
Let µ, ν, µ r , and ν r be defined as in (1.2)-(1.3) and (1.9)-(1.10). Our convention of inf ∅ = ∞ and the exit time's definition in (1.1) implies that it is finite if and only if it is strictly less than the explosion time: τ (ω) < ∞ ⇐⇒ τ (ω) < T ∞ (ω) for any ω ∈ Ω. Therefore, X τ is defined on {τ < ∞} and µ is well-defined. Technically, µ, ν, µ r , and ν r are unsigned measures on ([0, ∞) × S, X ) where X is the product sigma algebra of 2 S and the Borel sigma B([0, ∞)) on [0, ∞). When using (1.2)-(1.3) and (1.9)-(1.10) to define these four measures, we exploit the fact that
From the definition (1.2) of the exit distribution µ, it follows that its mass is the probability that the chain eventually leaves the domain:
15)
Similarly, it follows from (1.3) that the mass of the occupation measure is
If the chain is non-explosive (i.e., P ({T ∞ = ∞}) = 1), the mass is the mean exit time. For explosive chains (i.e., P ({T ∞ = ∞}) < 1), the same holds as long as the chain cannot explode without first exiting the domain (i.e., P ({τ ≤ T ∞ }) = 1). In (1.2)-(1.3), we defined the exit distribution µ and occupation measure ν probabilistically in terms of the chain X. These measures are characterised analytically in terms of the solutions of the ODEs (2.18) in the following theorem. 
wherep t is the minimal non-negative solution (as in Theorem 2.4) oḟ
Proof. See App. C.
The ideas behind the above theorem are similar to those behind Theorem 2.5. In particular, we consider a second chainX identical to X except that every state outside of the domain D is turned into an absorbing state. That is, letX be the chain of Lemma 2.3 after replacingQ witĥ Q := (q(x, y)) x,y∈S , whereq
The chains X andX are identical up until (and including) the time at which they both simultaneously exit the domain via the same state. Therefore the probability µ([0, t), x) that X has exited the domain by time t via state x ∈ D c is also the probability thatX exited via x by time t. Becausê X is trapped in the first state it enters once leaving the truncation, it follows that µ([0, t), x) is the probability thatX is in state x by time t. The characterisation of the exit distribution then follows from Theorem 2.4. The characterisation of the occupation measure follows similarly. The key observation is that onceX leaves the domain it cannot return, hence the amount of time that X spends in a state x ∈ D until the moment it exits the domain is the total time it will spend in that state.
The marginals
In applications, we are often interested in the distribution of the exit time itself, that is, the time marginal of the exit distribution
(2.20)
Technically, the above is the distribution of τ restricted to [0, ∞). However, we recover the complete distribution from µ T as P
imply that µ(t, x) is non-negative and so combining (1.4) and Tonelli's theorem shows that the time-marginal µ T (dt) of the exit distribution also has a density µ T (t) with respect to the Lebesgue measure and that this density is given by µ T (t) = x∈S µ(t, x):
where δ 0 denotes the Dirac measure at zero (δ 0 (B) = 1 if 0 ∈ B and 0 otherwise). In other cases, we are interested in where on the boundary the exit occurs or where in the domain the chain spends time up until exiting. The space marginals of the exit distribution and the occupation measure provide this information:
Clearly, one can obtain explicit expressions for µ T , µ S , and ν S in terms ofp.
Theoretical characterisation of the ETFSP scheme: Proof of Theorem 1.1 and bounding the marginal distributions
We now prove Theorem 1.1, which delineates the theoretical properties of the ETFSP scheme. Before delving into the proof, we discuss briefly some the intuitive ideas underlying the proof for the exit distribution (the occupation measure is analogous).
Consider the auxiliary chain X r introduced above, which is identical to the original chain except that each state outside of the truncation S r is turned into an absorbing state. Once X r exits the truncation, it becomes trapped in whichever state it just entered. For this reason, if X r has not exited the domain by the time it exits S r , then it will never exit. Theorem 2.6 tells us that µ r (dt, x) is the exit distribution ρ r (dt, x) of X r restricted to [0, t r f ] × S r . Thus, Theorem 1.1(ii) follows from the fact that X and X r are identical up until, and including, the moment that they simultaneously exit the truncation (Lemma 2.3). In contrast with X r , the original chain X may still exit the domain after it leaves the truncation because it does not necessarily get trapped in an absorbing state. During a small interval of time [t, t + h], the probability of exiting the domain D via state x is µ(t, x)h for X and ρ r (t, x)h for X r . Given that, for any interval size h, this probability cannot be greater for X r than for X, the lower bound property in Theorem 1.1(i) follows from the continuity of µ(·, x) and ρ r (·, x) (Theorem 2.6). The remainder of the theorem then follows (i)-(ii) and the fact that τ r is an increasing sequence with limit T ∞ (Lemma 2.1).
Proof of Theorem 1.1. Let Y r := {Y r n } n∈N , {T r n } n∈N , and T r ∞ be the jump chain, jump times, and explosion time of X r .
(i) Theorem 2.6 tells us that ν(t, x) = 1 D (x)p t (x), wherep t is the minimal non-negative solution of (2.18). Theorem 2.4 tells us thatp t is the time-varying law of the auxiliary chainX with rate matrixQ defined in (2.19) . Applying the FSP scheme toX instead of X entails solvinġ
and setting k r t (x) = 0 for all x ∈ S r . Comparing (1.6) and (3.1) we can see that
Given (1.8) and the fact that the final times t r f are increasing, the second set of inequalities then follows directly from (2.17) and Theorem 2.5(i). Similarly, (3.2), (1.7), and the finiteness of D r imply that
where the inequality follows from Theorem 2.5(i) and the fact that x = z in the above sum so that q(z, x) ≥ 0. Replacing µ r+1 by µ and k r+1 byp in the above argument and applying (1.8) and (2.17) gives us the other set of inequalities.
(ii) Aside from having to use the fact the explosion time of the chain X r is a.s. infinite (see (B.3) in App. B), the proof of the expression for the mass of ν r is analogous to that for µ r and so we skip. Applying Theorem 2.6 to X r instead of X shows that µ r , restricted to [0, t r f ] × S r , coincides with the corresponding restriction of the density of the exit distribution associated with the first time that X r exits the domain:
Thus, (1.8) and the definition of the exit distribution (1.2) imply that the mass of µ r is the probability that X r exits the domain no later than the final time t r f and via a state inside the truncation:
As we now show, this probability is the same as that of the original chain exited the domain no later than the truncation and the final time. The key observation is that whenever X r leaves the truncation, it becomes trapped in whichever state it just entered. This implies that if X r has not left the domain by the time it exits the truncation, then it never will. Formally, it follows from Lemma 2.2 and (B.2) in App. B that
(recall that Lemma 2.3 implies that X r and X exit the truncation at the same time τ r ). However, the latter set must be the empty set since X r τr(ω) (ω) (resp. X τ r D (ω) (ω)) lies inside (resp. outside) of the domain in order for X r to exit the truncation before it exits the domain (τ r (ω) < τ r D (ω)). Thus, 
Bounding the marginals
Using the ETFSP scheme we also obtain converging approximations of the marginals µ T , µ S , and ν S of the exit distribution and occupation measure (see (2.20)-(2.23)). In particular, marginalising (1.9)-(1.10), we obtain approximations of µ T , µ S , and ν S : where µ r T (t) := x∈Sr µ r (t, x). The fact that µ r (dt, x) and ν r (dt, x) bound from below the exit distribution and occupation measure (Theorem 1.1 (i)) implies that the marginals of the approximations µ r T (dt), µ r S (x), and ν r S (x) bound µ T (dt), µ S (x), and ν S (x) from below. For this reason, the fact that the total variation norm of an unsigned measure is its mass implies that
5)
In other words, the errors of the marginal approximations are the same as those of the complete approximations. In full, we have the following corollary of Theorem 1.1: (i) (Increasing sequence of lower bounds) The approximations form an increasing sequence of lower bounds:
(ii) (Computable error bounds and monotonicity properties) The equalities and inequalities in (1.14)-(1.17) hold identically if we replace µ, µ r with µ T , µ r T (or µ S , µ r S ) and ν, ν r with ν S , ν r S .
(iii) (Convergence of bounds) Suppose that ∪ r S r = S and that t r f → ∞ as r → ∞. The approximations of the marginals of the exit distribution converge: Proof. Given (3.5), the corollary follows immediately from Theorem 1.1.
Applications
In this section, we apply the ETFSP scheme to two biological examples from the literature. To simplify the exposition, we assume without loss of generality that the chain starts inside the domain:
Threshold model for stochastic gene expression
Proteins perform essential functions inside living cells. These molecules are expressed from genes through a series of biochemical reactions, and their absolute levels (and the timings in which these are reached) are critical to cell decisions, such as differentiation [12] or lysis in the bacteriophage λ [53] . Let us consider a simple model of gene expression involving the transcription and degradation of mRNA molecules (with rates k 1 and k 2 , respectively), the synthesis of a protein from each mRNA molecule (with rate k 3 ), and the degradation of proteins (with rate k 4 ):
The state of the system is x = (m, p), where m is the number of mRNAs and p is the number of proteins; hence the state space is S = N 2 . The reactions obey mass-action kinetics and the rate matrix is given by
We are interested in characterising the time taken for the protein number p to attain a critical level p c . To this end, we consider the domain D := {(m, p) ∈ N 2 : p < p c }, so that the exit time τ from the domain D correspond to the first instant at which p c proteins accumulate. We compute the lower bounds µ r (t, (m, p c )) of the exit distribution µ(t, (m, p c )), the joint distribution of the exit time and the number of mRNAs present at exit. For ease of notation, in the rest of this section, we omit the protein number argument (as it is p c at time τ ), and we write (m, p c ) as m.
We use the truncations
shown in Fig. 1(a) . Fig. 1(b) shows how the error bound ε r decreases to zero with r and t r f , whereas Fig. 1(c) shows the lower bounds µ r (t, m) for various values of the truncation parameter r and t r f = 30 (with ε r < 10 −4 for r = 16).
The exit time correlates negatively with the level of mRNA: the more mRNA molecules are present, the higher the expression, and the quicker the protein number rises. Figs. 1(d) and (e) show the corresponding lower bounds µ r S (m) and µ r T (t) on the space and time marginals µ S (m) and µ T (t), respectively.
To gain a quantitative understanding of the anti-correlation between the exit time and mRNA numbers, we also compute the density of the exit time conditioned on the number of mRNA present:
The bound on the right-hand side follows from the fact that µ S (m) is no greater than µ r S (m)+ε r due to the definition of the total variation norm. Integrating both sides of (4.2), we obtain the following bound on the total variation distance between the conditional density and its approximation:
(4.3) Fig. 1(f) shows this density computed using r = 20 for various values of m. As expected, the mode of the distribution decreases with increasing mRNA number but, interestingly, the density also narrows with increasing m. In the inset of Fig. 1(f) we verify that the approximation error is small for each m.
Fixation statistics in population dynamics
The ETFSP framework can be used to provide insights into the fixation (or extinction) statistics of competing populations with small numbers. Common models in ecology and evolution are of the Lotka-Volterra type [10] . Let us consider the population dynamics of two competing species S 1 and S 2 :
with state space S := N 2 . The first and second reactions describe the birth and death of individuals with rates b i > 0 and d i > 0, respectively. The third reaction describes intra-and inter-species competition of strength c ij > 0. The parameter K > 0 is the effective carrying capacity. Let us denote the numbers of individuals by x = (x 1 , x 2 ). The rate matrix is given by
where e 1 := (1, 0), e 2 := (0, 1) and
For simplicity, we fix c 11 = c 12 = c 21 = c 22 = 1 and K = 30. Deterministic dynamics The deterministic dynamics of the populations is modelled with the set of ODEs:ẋ
The equilibrium (x 1 , x 2 ) = (0, 0) representing the extinction of both populations is unstable. Fixation of S 1 occurs when S 2 goes extinct and vice versa, i.e., when the dynamics approaches one of the two axes. Which of the two species becomes extinct depends on the growth rate difference:
For ∆λ > 0 ( Fig. 2(a) ), there is an unstable fixed point on the x 1 = 0 axis and a stable one on the x 2 = 0 axis; hence the trajectories approach the stable fixed point leading to fixation of S 1 . For ∆λ < 0, the situation is reversed resulting in the fixation of S 2 (Fig. 2(b) ). For equal growth rates (∆λ = 0), the dynamics approaches an invariant manifold (a line of fixed points) on which the two species coexist with ratios depending on their initial populations (Fig. 2(c) ).
Computation of fixation probabilities and times
In the stochastic setting, both species S 1 and S 2 have non-zero probability of becoming fixed regardless of the value of ∆λ. To study this phenomenon, we consider the exit time from the domain
with complement D c that can be decomposed into the disjoint subsets
representing, respectively, the fixation of S 1 and of S 2 , and a third subset {(0, 0)} representing the extinction of both species. We compute lower bounds µ r S (D c 1 ) and µ r S (D c 2 ) on the fixation probabilities using the ETFSP scheme and the truncations with final computation time t r f := 3000, and initial condition γ = 1 (10, 10) . In Fig. 3(a) , the results for the neutral case ∆λ = 0 with different death rates d 1 < d 2 show that the error bound ε r decreases with r and can be made arbitrarily small. However, in contrast with the deterministic case, S 1 fixes with higher probability and the fixation dynamics does not depend only on the growth rate difference ∆λ but also on the difference in death rates ∆d := d 1 − d 2 . This demographic noise drives the species with the higher death rate (S 2 ) to extinction more frequently [11] .
To study this effect, we consider the distribution of S 1 or S 2 upon fixation ( Fig. 3(b) ). The probabilities of exiting either through the states x 1 in D c 1 or the states x 2 in D c 2 are bounded by
As shown in Corollary 3.1, the bounds µ r S (x 1 , 0) and µ r S (0, x 2 ) increase monotonically in r and converge-in our numerics, the approximations are visually indistinguishable for r > 60. Note that the exit location distributions are wide and not clearly peaked around the intersections of D c 1 and D c 2 with the deterministic manifold. Indeed, the S 1 -exit location distribution peaks at smaller values than deterministically plausible due to higher demographic noise along the direction of S 2 disturbing the dynamics away from the deterministic stable manifold.
To characterise the time at which either fixation occurs, we compute bounds on the fixation time densities. The fixation time of S 1 (resp. S 2 ) is the exit time conditioned on S 1 (resp. S 2 ) fixing and its density is given by
(4.7) Fig. 3(c) shows that the bounds on the conditional densities are monotonically increasing, whereas the inset shows that the bound of the approximation error
decreases with r. The effects of demographic noise Using ETFSP with a large truncation, we investigate how the behaviour of the model depends on the growth rate difference ∆λ and the death rate difference ∆d, a measure of demographic noise. In the absence of demographic noise (∆d = 0), as in the deterministic case, the fixation of S 1 is favoured if ∆λ > 0, and the converse is true if ∆λ < 0 ( Fig. 4(a) ). However, an increase in the demographic noise of S 2 (∆d < 0) leads to a higher fixation probability of S 1 . If the demographic noise is large enough, the fixation of S 1 becomes favoured even if ∆λ < 0. Conversely, Fig. 4(b) shows that increasing the demographic noise of S 1 (∆d > 0) favours fixation of S 2 over S 1 even if ∆λ > 0. Next, we focus on the case ∆λ > 0, ∆d < 0 where the most likely outcome is consistent with the deterministic case (i.e., S 1 is more likely to fix). Fig. 4(c) shows the density of fixation times computed using (4.7) for S 1 and S 2 as a function of ∆λ. The density of fixation times becomes narrower with increasing ∆λ (inset) indicating that large growth rate differences attenuate the stochasticity. Despite the fixation of S 2 being less likely than that of S 1 , the time required for this event decreases with ∆λ: the mode of the conditional distribution µ T (t|D c 2 ) shifts to smaller times. Fig. 4(d) shows that the distribution of S 1 individuals at fixation is bimodal for moderate values of ∆λ and remains broad for larger values. This is the result of strong demographic fluctuations in the direction of S 2 such that fixation of S 1 can occur at small population size. If no demographic noise is present (∆d = 0), the distributions are unimodal (inset) and considerably narrower regardless of the value of ∆λ. In summary, demographic noise significantly alters the dynamics of small populations and can even reverse the direction of fixation predicted by deterministic models.
Discussion
In this paper, we have introduced and characterised the ETFSP scheme, which yields converging approximations of the exit distribution and occupation measure associated with the exit from a domain of continuous-time Markov chains. The ETFSP scheme consists of solving the system of coupled linear ODEs (1.6)-(1.7) and yields approximations of the desired measures. The total variation distance between the exit distribution and its approximation is bounded by one minus the mass of the approximation. Hence the quality of the approximation can be evaluated with no extra effort than that required for its computation.
We have considered minimal chains, i.e., those that do not explode or those that are killed off after exploding. A distinction arises for non-minimal chains, which are re-initialised after exploding [9, 22, 50] . In this case, the FSP and ETFSP still yield monotonically increasing lower bounds on the relevant measures and the computable error bounds hold identically. However, they dot not converge to the measures associated with non-minimal chains but to those associated with minimal chains (Theorems 1.1 and 2.5). The details pertinent to non-minimal chains are left as future work. Although we have not discussed time-inhomogeneous chains relevant in some applications [57, 13] , we anticipate that both the ETFSP and FSP schemes apply identically when the rate matrix Q is replaced with its time-inhomogeneous analogue.
There are several issues worth considering for the application of the ETFSP scheme. Chief among them is the fact that the number of states often grows quickly with the desired accuracy resulting in large systems of ODEs. Resource-efficient implementations of the FSP scheme have been developed to tackle this issue and can be adapted to the ETFSP setting (see [16] and references therein). To do so, notice that (1.6) is the set of ODEs obtained by applying the FSP scheme to (2.10) with D replacing S. In other words, ν r (t, ·) is γ Dr exp(tQ Dr ), where γ Dr and Q Dr are restrictions to the truncated domain D r . The corresponding approximation of the exit distribution is then obtained by rewriting (1.7) as
The rapid growth in the number of states can also be mitigated by guiding the truncation choice using simulation-based criteria [46, 52] , moment bounds and Markov's inequality to obtain a priori error bounds [35, 36] , or other state space exploration techniques (see [15, 16] and references therein). For cases where there are too many important states for ETFSP to handle, Galerkin methods [19, 18, 32] could be adapted to the exit time setting using Theorem 2.6. Solving (1.6)-(1.7) numerically introduces an additional source of error [44] . A simple way to control this error is to apply randomisation techniques [27, 16] on (1.7) to obtain lower bounds ν r , and using (5.1) to compute lower bounds on µ r . The error bounds in Theorem 1.1(iii) hold if µ r and ν r are replaced with their lower bounds.
Numerically solving the ODEs (1.6) to obtain ν r and performing the matrix-vector multiplication in (5.1) often leads to an accumulation of errors in µ r . We circumvented this issue using an adaptive ODE solver [30] to solve the joint system (1.6)-(1.7), hence ensuring that the errors of both ν r and µ r are taken into account by the solver. A promising alternative here is to apply Krylov methods of the type in [4] to this joint system of ODEs.
Lastly, we did not address how to bound the approximation error of the occupation measure in practice. As shown in Theorem 1.1, the approximation error (1.15) depends on E [τ ∧ T ∞ ], which is bounded from above by the mean exit time E [τ ]. For a broad class of chains (those with 'rational rate matrices'), the mean exit time can itself be bounded using linear or semidefinite programming approaches [28, 35] . For more general chains, one can employ Foster-Lyapunov criteria [40, 35] .
In summary, the ETFSP computes converging approximations of the exit distribution and occupation measure with controlled errors. As demonstrated in Section 4, such highly accurate approximations can provide valuable insights into the dynamics of biochemical networks and interacting populations. Although our examples were biological, computing these measures is important to other fields, for instance, to quantify customer waiting times [38, 39] , modelling computercommunication and transaction processing systems [34] , computing reliability measures of complex systems [14] , or in model checking [43] . significantly improved this manuscript. J.K. gratefully thanks Prof. Sophia Yaliraki for an important stint in her research group during which the material presented in this manuscript was partially developed.
n ∈ Z + , the random variable ξ n is exponentially distributed with unit mean for each n ∈ Z + , and the random variables Z, ξ 1 , ξ 2 , . . . , U 1 , U 2 , . . . are independent. Formally, such a construction can be carried out using Theorems 12.2 and 26.1 in [50] .
Proof of Lemma 2.3. LetΠ denote the one-step matrix obtained by replacing Q withQ in (2.2). To constructX we run Algorithm 1 employing the same Z, {ξ n } ∞ n=1 , and {U n } ∞ n=1 as for X but withQ andΠ replacing Q and Π to obtain the chain's jump times {T n } n∈N and jump chainȲ := {Ȳ n } n∈N and then we apply (2.3) with {T n } n∈N andȲ replacing {T n } n∈N and Y . Because the rate matrices coincide on D, (2.2) implies that the jump matrices also coincide on D:
π(x, y) =π(x, y) ∀x ∈ D, y ∈ S.
Algorithm 1 and the above imply that
Due to the definition of the exit times of the jump chains, we have that
Because Y 0 = Z =Ȳ 0 , combining the above expression with (A.1) tells us that σ(ω) =σ(ω) for 
B The proof of the theoretical properties of the FSP scheme
In the following proof, let X r be the auxiliary chain introduced immediately after Theorem 2.5 and Y r := {Y r n } n∈N , {T r n } n∈N , and T r ∞ be its jump chain, jump times, and explosion time.
Proof of Theorem 2.5. Substituting Q with Q r in (2.10) and comparing with (2.11), it follows that
(i) Because Q and Q r coincide on S r , Lemma 2.3 tells us that both X and X r leave for the first time S r at the same moment (namely, τ r ). Similarly, the time of exit from S r for the jump chains Y and Y r coincides and we denote it by σ r . Replacing Q by Q r in (2.2), we see that the one-step matrix Π r := (π r (x, y)) x,y∈S is such that π r (x, ·) = 1 x (·) for each x ∈ S r . For this reason, Algorithm 1 implies that for any ω ∈ Ω
Due to the definition of σ r , we have that Y r σr(ω) (ω) does not belong to S r if σ r (ω) is finite and so
formalising the notion that X r gets stuck in the first state in enters once it leaves the truncation. The above implies that {Y r n = x} = {Y r n = x, n < σ r } for every x ∈ S r . Using the above,
for all x ∈ S r , where the second equality follows from (2.7) in Lemma 2.3 after noting that the definition of Q r in (2.14) remains unchanged if we replace q(x, y) with q r+1 (x, y). Taking the union over n ∈ N, we obtain
for all x ∈ S r . Taking expectations and applying Theorem 2.4 yields p r t (x) ≤ p r+1 t (x) for each x ∈ S r . Replacing X r+1 with X in this argument, shows that p r t (x) ≤ · · · ≤ p t (x) for each x ∈ S r . 
Because S r is finite, (2.14) implies that x → q r x is a bounded function. Using the definition of T r ∞ and the law of large numbers we have that X r is non-explosive:
For this reason, using (B.1) we have that p r t (S) = p r t (S r ) = P ({X r t ∈ S r , t < T ∞ }) = 1 − P ({τ r ≤ t}) = P ({t < τ r }) .
(iii) The equality and inequality follow from (i)-(ii) and the fact that the total variation norm of an unsigned measure is its mass. The function t → p t (S) is non-increasing because p t (S) = P ({t < T ∞ }). Theorem 5 of Chapter II.18 in [9] implies that p t (S) < 1 for a given t > 0 if and only if p t (S) < 1 for all t > 0. These facts and the monotone convergence theorem imply that p t (S) < 1 for any given t > 0 if and only if P ({T ∞ = ∞}) < 1. For this reason, the inequality is sharp if and only if P ({T ∞ = ∞}) = 1.
(iv) This is an immediate consequence of (ii)-(iii) and the fact that {τ r } r∈N is an increasing sequence.
( We are now in a position prove our characterisation of µ and ν.
Proof of Theorem 2.5. We begin with the occupation measure. Lemma 2.3 implies that The first equality follows from the definition of µ, the second that of τ , the third from Lemma C.1, the fourth from Lemma 2.3, the fifth from (C.5), the sixth from Lemma C.1, the seventh from the fact thatX t lies outside of the domain only if its exit time is no greater than t and (2.5), and the eighth from Theorem 2.4. Exploiting the continuity of t →p t (x) (Theorem 2.4) and applying the monotone convergence theorem to µ(·, x) implies that 
