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Abstract—Unambiguous definition of spatial position and
orientation has crucial importance for robotics. In this paper
we propose an ontology about positioning. It is part of a more
extensive core ontology being developed by the IEEE RAS
Working Group on ontologies for robotics and automation. The
core ontology should provide a common ground for further
ontology development in the field. We give a brief overview of
concepts in the core ontology and then describe an integrated
approach for representing quantitative and qualitative position
information.
I. INTRODUCTION
As robotic and automation systems evolve in complexity,
the role of ontologies is becoming more apparent. In brief,
ontologies can be viewed as an approach to describe the
knowledge in a specific domain. The result of the process
of building an ontology is a knowledge artifact, which
formally describes the main concepts, relations, and axioms
within a domain. The role of ontologies in robotics is two-
fold. They help to ensure a common understanding among
various stakeholders involved in the life-cycle of robotics
systems, and they also enable efficient and semantically
reliable data integration and information exchange between
robotic systems and between robots and other agents.
The Ontology for Robotics and Automation Working
Group (ORA WG) [1] is an initiative within IEEE RAS with
the goal of standardizing knowledge representation in the
robotics field. We are actively working with organizations
in industry, academia and government to develop a set of
ontologies and an associated modeling methodology to be
used as a standard in Robotics and Automation (R&A).
The ORA WG intends to produce a series of ontologies
that will describe the major sub-domains within R&A, such
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as industrial and service robotics. ORA WG comprises
some sub-groups; the ours is called UpOM (Upper Ontol-
ogy/Methodology). The main responsibility of UpOM is the
development of the Core Ontology for R&A, which specifies
the main concepts and relations spanning the whole field. It
includes concepts such as robot, robotic system, robot part
and so on. Its main goal is to serve as a pivot for integrating
different sub-ontologies within the group, such as those for
industrial and service robotics.
We have introduced the main concepts and commitments
of the Core Ontology in previous works [1], [2]. In this paper,
we further develop the Core Ontology by introducing the no-
tion of object positioning. Positioning, orientation and pose
are intrinsically spatial notions. Space is considered a trivial
concept in common sense. However, as discussed in [3], the
ontological nature of space (e.g. what is space?) and related
notions, have been a subject of debates and controversies,
resulting in several alternative conceptions. Moreover, the
knowledge representation and qualitative reasoning commu-
nities identified several spatial aspects that are important for
spatial reasoning, such as [4]: topology, orientation, shape,
size, distance, positioning, etc. It is important to note that
these aspects are usually handled individually, with specific
knowledge representation and reasoning scheme, without
a unified perspective. Nevertheless, a suitable ontological
account for space-related concepts is necessary in order
to improve the semantic interoperability among different
robotic systems. This is one of the main pieces of information
for allowing planning and movement.
The literature provides some approaches for representing
spatial knowledge. For example, Bateman and Farrar [3]
propose a unified ontological framework for representing
qualitative (relative) positioning in space, but they do not pro-
vide explicit treatment of important quantitative positioning
notions, like position of an object according to a coordinate
system. On the other hand, other approaches, such as Ye et
al. [5], represent positions, coordinate systems, and relative
positions, however they do not make clear statements about
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their ontological commitments. For instance, they do not
provide a clear formal description of what is a coordinate
system.
We propose an ontology that provides an abstract and
integrated account of quantitative and qualitative positioning.
Our goal is not to give a full mathematical treatment to
positioning, but rather to describe the main concepts and rela-
tions associated with positional information. Specializations
of the Core Ontology shall “fill in” the specific mathematical
details and representations required to employ these models
in particular applications. The existence of a common gen-
eral structure between application models should facilitate
the exchange of information between different agents (e.g.,
robots and humans).
This paper is organized as follows. Section II describes the
general aspects of ontologies by presenting some definitions
of key notions. Section III gives a brief overview of our
Core Ontology for R&A. Section IV presents and justifies
the modeling for positioning and how it can be extended
for orientation and pose. Finally, in Section V, we draw our
conclusions and present our future steps.
II. ONTOLOGY: GENERAL ASPECTS
In computer science, ontologies are formal tools that
enable the description of objects, properties and relation-
ships among such objects in a given knowledge domain.
According to Studer et al.[6], an ontology is “an explicit,
formal specification of a shared conceptualization”. On the
other hand, Guarino [7] stresses the formal aspects of a
conceptualization and defines ontologies as “logical theories
accounting for the intended meaning of a formal vocabulary”.
An ontology comprises at least a set of terms and their
definitions shared by a given community, formally specified
in a machine-readable language, such as first-order logic.
Ontologies are particularly important to provide machines
with knowledge representation and reasoning capabilities to
solve tasks, as well as to allow for semantic interoperability
between heterogeneous systems.
The term ontology encompasses disparate ways of struc-
turing its elements. From a mere list of terms and definitions
to a formal theory; the structure of what has to be modeled
changes dramatically at both extremes. Notwithstanding, the
main elements of an ontology can be identified as: classes,
which stand for concepts at all granularities; relations, which
stand for associations between concepts; and formal axioms,
which constrain and add consistency rules to the concept and
relationship structures.
Disparate classifications are available for systematizing
different kinds of ontologies. In this work, we use the
classification based on the “level of generality”, introduced in
[7]. According to this criteria, ontologies can be classified in
four main classes: Top-level ontologies, which describe very
general concepts (such as space, time, matter, object, event,
etc) that are independent of a particular problem or domain;
Domain ontologies, which describe concepts of a specific
domain, by specializing concepts in the top-level ontology;
Task ontologies, which describe generic tasks or activities
(like diagnosing or selling), also specializing the top-level
ontology; and, finally, application ontologies, which are
strictly related to a specific application, describing concepts
depending both on a particular domain ontology and task
ontology.
In Prestes et al. [2], we propose a core ontology. Not
present in the classification above, core ontologies can be
viewed as mid-level ontologies, positioned in between top-
level and domain ontologies [8]. They provide a common
definition of the most important concepts in some large
domain, to which all other concepts are usually related. For
instance, a core ontology for biology would define concepts
such as organism, animal, cell, and so on. In robotics, as we
shall see, a core ontology specifies concepts such as robot,
device, and robotic system as well as their relationships.
These concepts permeate other ontologies, such as ontologies
for sensors, actuators, etc. Note that in this scenario, a
core ontology plays an important role, providing a common
foundation of the basic and generic (core) notions of the
R&A domain that will be invoked across all the sub-domains.
In this sense, the proposed core ontology provides strategies
to extend the main generic terms to specific sub-domains and
applications. This avoids ad-hoc solutions that can lead to an
inconsistent set of ontologies.
III. THE CORE ONTOLOGY FOR ROBOTICS
The development of the core ontology for R&A (CORA)
at UpOM is supported by two well-known methodologies
for building ontologies: METHONTOLOGY [9] and Onto-
Clean [10].
METHONTOLOGY is an ontology engineering method-
ology for building ontologies either from scratch, by reuse,
or re-engineering existing ones. In general, it provides a set
of guidelines about how to carry out the activities identified
in the ontology development process, the kinds of techniques
that are the most appropriate in each activity, and the
resulting products of each one.
OntoClean is a methodology for validating the ontolog-
ical adequacy of taxonomic relationships. It is based on
highly general ontological notions drawn from philosophy,
like essence, identity, and unity. These notions are used to
characterize relevant aspects of the intended meaning of the
properties, classes, and relations that compose an ontology.
Also, as a result of an evaluation process carried out in [2],
we selected the Suggested Upper Merged Ontology (SUMO)
[11] as the most suitable top-level ontology for supporting
the development of our core ontology. SUMO was developed
by an IEEE working group and, according to our analysis,
is flexible enough to fit well to the purposes of this project.
Thus, CORA is being developed in integration with SUMO.
CORA is, naturally, about robots. Its main intent is to
describe what a robot is and how it relates to other concepts.
It defines four big broad entities: robot part, robot, complex
robot and robotic system (Figure 1). In this paper, we are
not going to delve into details about each concept, since they
were presented in [2]. Instead, we provide a short description
of each domain entity.
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Fig. 1. Overview of the the core ontology for robotics and automation.
The term robot may have as many definitions as authors
writing about the subject. This inherent ambiguity in this
term might be an issue when one needs to specify an
ontology for a broad community, like ours. We acknowl-
edge this ambiguity as an intrinsic feature of the domain
and, therefore, we decided to elaborate a definition based
purely on necessary conditions, without specifying sufficient
conditions. Thus, it is ensured that the CORA will cover all
the entities the community actually considers as a robot, at
the cost of classifying as a robot some entities which actually
are not robots to some roboticists. However, the concepts in
our ontology could be specialized according the needs of
specific sub-domains or applications of R&A.
More importantly, we decided on a definition of robot that
emphasizes its functional aspects. For our general purposes,
robots are agentive devices in a broad sense, purposed to
act in order to accomplish a task. In some cases, the actions
of a robot might be subordinated to actions of other agents,
such as software agents (bots) or humans. A robot is also
a device, composed of suitable mechanical and electronic
parts. Robots can form social groups, where they interact
to achieve a common goal. A robot (or a group of robots)
can form robotic systems together with other devices. An
environment equipped with a robotic system is a robotic
environment.
A robot is a device in the sense of SUMO. According
to SUMO, a device is an artifact (e.g., a physical object
product of making), which participates as a tool in a process.
Naturally, a device can have parts. We define a specific
concept called Robot Part, which classifies any other device
that composes a robot, from nuts and bolts to manipulators
and actuators. Theses devices only assume the role of Robot
Parts when they are attached to the robot.
A robot is also an agent. SUMO states that agent is
“something or someone that can act on its own and produce
changes in the world”. Robots perform tasks by acting on
the environment or themselves. Action is strongly related to
agency, in the sense that the acting defines the agent. A robot
can form robotic groups. A robotic group is also an agent; in
the sense that its own agency emerges from its participants.
This notion can be used to describe robot teams, or even
complex robots formed by many independent robotic agents
acting in unison.
Robotic systems are systems composed of robots (groups
of robots) and other devices that facilitate the operations of
robots. A good example of a robotic system is a car assembly
cell in a manufacturing site. It is located in an environment
equipped with actuated structures that manipulate the car
body, in a way that industrial robots can act on them. An
environment equipped with a robotic system is a robotic
environment.
More information about our Core Ontology can be ob-
tained in [2]. Next, we shall concentrate in one particular
aspect of this ontology which is left undeveloped and is the
target of this paper: position.
IV. POSITION, ORIENTATION AND POSE
An important information regarding robots and other ob-
jects is their pose. It comprises position and orientation –
all essential for tasks such as planning and navigation. As
we have seen, it is possible to find in the literature all sorts
of specialized models for representing position. Nevertheless,
roboticists and other domain experts usually utilize two kinds
of positional information [5]: quantitative and qualitative
position. In the quantitative case, a position is represented
by a point in a given coordinate system. On the qualitative
case, a position is represented as a region defined in function
of a reference object. For instance, one can say that a robot is
positioned at the coordinates (x, y) in the global coordinate
system, or that the robot is positioned in front of the box,
where “in front of” comprises a conical region centered on
the box and pointed forward.
In order to capture both notions in our ontology (rep-
resented in Figure 2), we sought inspiration in the way
that SUMO represents time. According to SUMO, time is
a physical quantity that can be attributed to any physical
object. A time measure can be a point in time (i.e., a point in
the one-dimensional space representing time), or an interval
in time, which has points as temporal parts. SUMO does
not allow for a similar construction for position in space.
SUMO defines that a physical object must be located at some
region in space and that objects can be oriented in different
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ways in relation to each other. However, this construction is
not enough to allow for precise (quantitative) definitions of
position.
We consider that a position q is essentially a measure (or
observation) attributed to a (physical) object o, i.e.,
∀o ∀q pos(o, q) → Object(o) ∧ PMeasure(q) , (1)
where pos(o, q) means that the object o has a position
measure q. Such as with time in SUMO, we introduce the
notions of position point and position region. A position
point refers to a point in a coordinate system projected
on the physical space. A position region is an abstract
region in a coordinate system overlapping the physical
spatial region occupied by the object. Both position point
and position region are types of position measurement;
i.e., ∀p PMeasure(q) ↔ PPoint(q) ∨ PRegion(q) and
∀q PPoint(q) → ¬PRegion(q).
Also, it is important to note that all these definitions are
synchronic; i.e., they consider only situations like snapshots
in time. As such, two objects cannot have the exact same
quantitative position; i.e., they can not be located at the same
position point.
A coordinate system c is an abstract entity which is defined
in relation of a single reference object o; i.e.,
∀c CS(c) → ∃!o Object(o) ∧ ref(c, o) , (2)
where ref(c, o) is true if o is the reference object of the co-
ordinate system c1. For instance, the local coordinate system
of a robot is referenced by the robot itself. Additionally, the
reference object does not need to be necessarily at the origin
of the coordinate system.
A position point denotes the quantitative position of an
object in a coordinate system. Position points are always
defined in a single coordinate system (CS):
∀p PPoint(p) → ∃!c CS(c) ∧ in(p, c) , (3)
where the predicate in(x, y) is true if x is a point in a
coordinate system y.
This ontology does not commit to a particular kind of
coordinate system. However, a coordinate system defines at
least one dimension in which points get their coordinate val-
ues. A n-dimensional coordinate system c is homeomorphic
to a subset of IRn, such that a point p ∈ c can represented
as n-tuple
ϕ(p) = (x1(p), x2(p), . . . , xn(p)).
In this context, xi is a coordinate function that attributes to
p a real value in the dimension i of the coordinate system
[12].
A fundamental aspect of coordinate systems is the notion
of transformation (denoted by the predicate T). Points in
a coordinate system can be mapped to another coordinate
system by means of a transformation. Let the predicate
mapsCS(c, cr,m) denote the mapping from a coordinate
system c to another coordinate system cr by means of a
1Note that ∃! means “there is one and only one”.
transformationm; and the predicate maps◦(p1, p2,m) denote
the mapping from a point p1 in a given coordinate system to
the point p2 in another coordinate system by a transformation
m. More formally,
∀c,cr ∀m mapsCS(c, cr,m)
→ ∀p1 [in(p1, c)
→ ∃!p2 [in(p2, cr) ∧ maps◦(p1, p2,m)]].
(4)
The relation mapsCS can be defined to be transitive if we
assume transformations can be composed. Let the predicate
comp(m1,m2,m) the composition of the transformations
2
m1 and m2 to into m, then the transitivity of coordinate
space mappings can be defined as
∀c1,c2, c3 ∀m1,m2 mapsCS(c1, c2,m1)
∧ mapsCS(c2, c3,m2)
→ ∃m mapsCS(c1, c3,m) ∧ comp(m1,m2,m) .
(5)
Furthermore, an object can display multiple positions in
different coordinate systems only if there is a transformation
that can map between the two; i.e.,
∀o ∀p, p1 pos(o, p) ∧ pos(o, p1)
→ ∃!c ∃!c1 in(p, c) ∧ in(p1, c1) ∧ c 6= c1
∧ ∃m1,m2 [maps◦(p, p1,m1) ∧ maps◦(p1, p,m2)].
(6)
In Robotics (as in other disciplines), coordinate systems
are also related through hierarchies (i.e. trees). Usually, an
agent chooses an arbitrary coordinate system as the global
reference frame, which constitutes the global coordinate
system (GCS) for that agent. Local coordinate systems (LCS)
are defined in relation to GCS by hierarchical links. Let the
predicate parentCS(c1, c2) denote that the coordinate system
c2 is defined in c1. Naturally, if parentCS(c1, c2) then there is
a transformation m1 such that mapsCS(c2, c1,m1), as well as
a transformation m2 such that mapsCS(c1, c2,m2). Note that
the simple existence of a transformation does not imply the
existence of a hierarchy. The hierarchy is ultimately defined
by the agent. Furthermore, if parentCS(c1, c2), then also the
referential object of c2 has a position point in c1.
Mappings between arbitrary coordinate systems can be
constructed by composing transformation from and to a
common ancestor. The ancestor c1 of a given coordinate
system c3 can be defined as:
∀c1,c3 ancestorCS(c1, c3)
→ parentCS(c1, c3)
∨ ∃c2 [parentCS(c1, c2) ∧ ancestorCS(c2, c3)].
(7)
Given a common ancestor c of the coordinate systems c1
and c2, then the transformation of c1 into c2 is given by a
2For example, if A, B and C are transformation matrices, and C is the
resulting matrix from the composition of A and B, then C = AB.
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Fig. 2. Overview of concepts and relations about positioning in robotics and automation ontology.
transformation m; i.e.
∀c1,c2 ∃c ∃m ancestorCS(c, c1)
∧ ancestorCS(c, c2) ∧ mapsCS(c1, c2,m)
→ ∃m1,m2 [mapsCS(c1, c,m1)
∧ mapsCS(c, c2,m2) ∧ comp(m1,m2,m)]
(8)
It follows from (3) and (2) that the quantitative position of
an object is a point in a coordinate system, which is in turn
grounded in a particular object. In certain cases, it is more
interesting to define the position of an object in relation to
the actual object that grounds the coordinate system. For that
we introduce a predicate posrel, such that for any object o
and reference object or:
∀o ∀p ∀or posrel(o, p, or) ∧ PPoint(p)
→ pos(o, p)
∧ ∃c [CS(c) ∧ in(p, c) ∧ ref(c, or)].
(9)
Now, we can introduce qualitative positioning between
objects. As already stated earlier, qualitative positions are
defined in terms of position regions. Example of qualitative
positions are “left of”, “in front of”, “on top of”, etc. These
expressions define regions in relation to a reference object
or in which other objects are placed. More specifically, a
position region s is defined by position points in a coordinate
system c. Consider an overloaded version of the predicate
in(x, y) that also holds if x is a point in a position region y.
Thus,
∀s PRegion(s) → ∃!c CS(c)
∧ ∀p PPoint(p) ∧ [in(p, s) → in(p, c)].
(10)
A position region is always generated by a spatial operator
g applied on a reference object or:
∀s PRegion(s)
→ ∃!or ∃g SOperator(g) ∧ generated(s, or, g)
∧ ref(c, or) ∧ ∀p [in(p, s) → in(p, c)].
(11)
The predicate generated(s, or, g) holds when the region s is
generated by the operator g applied on the reference object
or. A spatial operator can be seen as a mathematical function
that can map reference objects to regions in a coordinate
system.
The actual qualitative position of an object is given by the
position regions that the object overlaps. Let ext be a function
mapping an object o to a position region corresponding to its
spatial extension (e.g. the volume occupied by the object),
we can say that o has a qualitative position if it overlaps
with the position region: i.e.
∀o ∀s Object(o) ∧ PRegion(s) ∧ pos(o, s)
→ overlaps(ext(o) , s) .
(12)
The predicate binary overlaps has the same intuitive inter-
pretation of the overlaps predicate in RCC-8 [4]. That is, if
the two regions share at least a point.
We can also reuse the relation posrel to explicitly define
any qualitative position s between any object o and any
reference object or.
∀o ∀s ∀or PRegion(s) ∧ posrel(o, s, or)
→ ∃g [pos(o, s) ∧ generated(s, or, g)].
(13)
For example, consider an operator leftOfOp that takes the
reference object and generates a conical position region left
representing the left region of the reference object. In this
case, the proposition posrel(o, left, or) means that the object o
is positioned at the left of the reference object or (according
to the operator leftOfOp).
However, it is more natural in some contexts to define
qualitative positioning as relations between objects. This can
be easily achieved by defining these relations as abstractions
of classes of position regions generated by a given operator.
For instance, the relation leftOf(o, or) between the objects o
and or can be defined in the following way:
∀o ∀or leftOf(o, or) → ∃s posrel(o, s, or)
∧ generated(s, or, leftOfOp) , (14)
where leftOfOp is a constant denoting the operator that
generates the left region given a reference object or. This
same scheme can be used to define other qualitative relations
between object.
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Again here, we do not commit to any particular for-
malism to represent positional regions, nor any particular
kind of operator. We can however indicate some general
axioms about different kinds of qualitative positions. For
instance, our ontology provides means for representing no-
tions, such as ∀o ∀or leftOf(o, or) → ¬rightOf(o, or);
and ∀o ∀or frontOf(o, or) → ¬backOf(o, or). This sort of
modeling allows us to reuse the spatial attributes in SUMO.
SUMO defines qualitative positioning by a 3-place predicate
called orientation, with a similar structure as to our posrel.
However, SUMO define types of position regions as simple
“spatial attributes”, which are disjoint to regions.
The usual notion of orientation is analogue to position
regarding formal structure, including notions such as ori-
entation measure, orientation point and orientation region.
Given the space restrictions, we only give a brief overview.
An object can have a quantitative orientation defined as an
orientation point in an orientation coordinate system, as well
as a qualitative orientation defined as an orientation region
in relation to a reference object. For instance, an example
of use of orientation point is in “the robot is oriented 54
degrees in relation to the reference object”. As it happens
with position points, orientation points in one coordinate
system can be mapped to other coordinate systems. On
the other hand, orientation regions capture a less intuitive
notion. The expression “the robot is orientated to north”
allows for interpretations where the robot is generally pointed
towards an interval of orientation values around 0 degrees
in a compass. Thus, we can model “north” as a region
(or interval) that overlaps with the general orientational
extension of the object. Note that, eventually, position regions
and orientation regions can be denoted by similar words. For
instance, one can say a robot is at the north, facing north.
The former relates to a position region; i.e., the north region
of a given country; the later relates a orientation region; i.e.,
the interval around north on the compass.
A position and an orientation constitute a pose. The pose
of an object is the description of any position and orientation
bearing the same object:
∀o ∀e pose(o, e)
→ ∃x ∃y Pose(e)
∧ PMeasure(x) ∧ hasPosition(e, x)
∧ OMeasure(y) ∧ hasOrientation(e, y)
(15)
Often, a pose is defined with a position and an orientation
to different coordinate systems/reference objects. Also, since
objects can have many different positions and orientation,
they can also have many different poses.
V. CONCLUDING REMARKS AND FUTURE WORK
In this article, we described the ongoing work of the
IEEE RAS ORA/UpOM group in developing a core ontology
for robotics and automation. In particular, we discussed the
notions of qualitative and quantitative positioning, orientation
and pose for robots, highlighting some of the ontological
commitments of our ontology. We expect that our general
definitions for these notions will serve as a common ground
for other sub-ontologies in the working group to build upon.
The inclusion of a general ontological account of these
notions in the core ontology is a necessary step for allowing
the integration of the other sub-ontologies, preserving the
interoperability. We hope that the final ontology defines the
key-elements that will allow for unambiguous communica-
tion between humans and/or robots. Furthermore, it could
be widely used within our community, either by researchers,
consumers or institutions.
The next step is to map or align the notions presented here
with the same concepts in other ontologies within the group.
We believe that the notions of qualitative and quantitative
position can be unified if we assume a common ontological
characterization of physical space in terms of topological
manifolds; we plan to further investigate this possibility.
Also, a possible extension to this theory is to include time in
the predicates, yielding a diachronic ontology of positioning.
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