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EXTREMAL G-FREE INDUCED SUBGRAPHS OF KNESER GRAPHS
MEYSAM ALISHAHI AND ALI TAHERKHANI
Abstract. The Kneser graph KGn,k is a graph whose vertex set is the family of all k-
subsets of [n] and two vertices are adjacent if their corresponding subsets are disjoint. The
classical Erdo˝s-Ko-Rado theorem determines the cardinality and structure of a maximum
induced K2-free subgraph in KGn,k. As a generalization of the Erdo˝s-Ko-Rado theorem,
Erdo˝s proposed a conjecture about the maximum order of an induced Ks+1-free subgraph
of KGn,k. As the best known result concerning this conjecture, Frankl [Journal of Combi-
natorial Theory, Series A, 2013], when n ≥ (2s+1)k− s, gave an affirmative answer to this
conjecture and also determined the structure of such a subgraph. In this paper, generalizing
the Erdo˝s-Ko-Rado theorem and the Erdo˝s matching conjecture, we consider the problem
of determining the structure of a maximum family A for which KGn,k[A] has no subgraph
isomorphic to a given graph G. In this regard, we determine the size and the structure of
such a family provided that n is sufficiently large with respect to G and k. Furthermore,
for the case G = K1,t, we present a Hilton-Milner type theorem regarding above-mentioned
problem, which specializes to an improvement of a result by Gerbner et al. [SIAM Journal
on Discrete Mathematics, 2012].
1. Introduction and Main Results
Let n and k be two positive integers such that n ≥ k. Throughout the paper, the two
symbols [n] and
(
[n]
k
)
, respectively, stand for the sets {1, . . . , n} and {A ⊆ [n] : |A| = k}. The
Kneser graph KGn,k is a graph whose vertex set is
(
[n]
k
)
where two vertices are adjacent if
their corresponding sets are disjoint. Kneser graphs are important objects in many areas of
combinatorics and they are involved in many interesting results, for instance see [9, 23, 27,
31, 33, 34]. A family A ⊆ ([n]
k
)
is called intersecting whenever each of two members of A
have nonempty intersection , i.e., A is an independent set in KGn,k. Let us recall that for a
graph G, the set U ⊆ V (G) is independent if G[U ], the subgraph induced by U , has no edge.
Moreover, the size of a maximum independent set in G is called the independence number of
G and is denoted by α(G). Clearly, for each i ∈ [n], the set
Si =
{
A ∈
(
[n]
k
)
: i ∈ A
}
is an independent set of KGn,k. An independent set A of KGn,k is called a star if A ⊆ Si for
some i ∈ [n]. Otherwise, A is called a nontrivial independent set. For an ℓ-subset L ⊆ [n],
Key words and phrases. Erdo˝s-Ko-Rado theorem; Erdo˝s matching conjecture, (s, t)-union intersecting
family.
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the union of ℓ stars
⋃
i∈L
Si is said to be an ℓ-constellation and is denoted by C(L), i.e.,
C(L) =
{
A ∈
(
[n]
k
)
: A ∩ L 6= ∅
}
.
The well-known Erdo˝s-Ko-Rado theorem [9] asserts that α(KGn,k) =
(
n−1
k−1
)
provided that
n ≥ 2k; furthermore, if n > 2k, then the only independent sets of this size are maximal
stars.
Evidently, an independent set in a graph G is a subset U ⊆ V (G) for which the induced
subgraph G[U ] contains no subgraph isomorphic to K2. This leads to a number of interesting
generalizations of the classical concepts in graph theory, such as independent sets and also
proper vertex-coloring of graphs (see [5, 21]). In this regard, we are interested in the following
problem which mainly motivated the present paper.
Problem 1. Given a graph G, how large a subset A ⊆ ([n]
k
)
must be chosen to guarantee
that KGn,k[A] has some subgraph isomorphic to G? Also, what is the structure of the largest
subset A ⊆ ([n]
k
)
for which KGn,k[A] has no subgraph isomorphic to G?
This problem has been investigated for some specific graphs G in the literature, but in a
different language. In the following, we list some of them.
• The Erdo˝s-Ko-Rado theorem answers to the problem when G = K2.
• The case G = K1,t is studied by Gerbner et al. in [19]. For t = 2, they have proved
that if n ≥ 2k + 2, then any maximum subset A ⊆ ([n]
k
)
for which KGn,k[A] has no
subgraph isomorphic to K1,2 has the cardinality at most
(
n−1
k−1
)
and the equality holds
if and only if A is a star. Moreover, for an arbitrary t, they proved the same assertion
provided that n ≥ min{O(tk2), O(k3 + tk)}.
• The case G = Ks,t was studied by Katona and Nagy in [26]. They proved that there
is a threshold n(k, t) such that for n ≥ n(k, t), if A ⊆ ([n]
k
)
and KGn,k[A] is a Ks,t-free
graph, then |A| ≤ (n−1
k−1
)
+ s− 1.
• The Erdo˝s Matching Conjecture [7] suggests the exact value for the size of a maximum
subset A ⊆ ([n]
k
)
for which KGn,k[A] has no subgraph isomorphic to Ks+1. This
conjecture has been studied extensively in the literature. It has been already proved
that the conjecture is true for k ≤ 3 (see [8, 16, 32]). Also, improving the earlier
results in [3, 7, 18, 24], Frankl [15] confirmed the conjecture for n ≥ (2s + 1)k − s;
moreover, he determined the structure of A in the extremal case.
Scott and Wilmer [35] studied the number of vertices and the structure of an induced Kneser
subgraph whose vertex degrees are located in an interval. Another interesting generalization
of the Erdo˝s-Ko-Rado theorem can be found in [22, Theorem 3] which concerns the maximum
number of vertices for a multipartite subgraph of the complement of Kneser graphs which
has bounded size in its parts.
Theorem A. (Frankl [15]) Let A ⊆ ([n]
k
)
such that KGn,k[A] has no-subgraph isomorphic to
Ks+1 and n ≥ (2s+ 1)k − s. Then |A| ≤
(
n
k
)− (n−s
k
)
with equality if and only if A is equal
to an s-constellation C(L) for some L ⊆ [n].
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In the present paper, along with some other auxiliary results, we will answer to Problem 1
provided that n is sufficiently large. Before stating our main results, we need to introduce
some preliminaries. For a given graph G with χ(G) = q, the minimum size of a color class
among all proper q-coloring of G is denoted by η(G), i.e.,
η(G) = min
{
min
i∈[q]
|Ui| : (U1, . . . , Uq) is a proper q-coloring of G
}
.
A subgraph of G is called special if removing its vertices from G reduces the chromatic
number by one. Note that G is a subgraph of a complete q-partite graph Kt1...,tq for some
positive integers t1, . . . , tq, where t1 ≥ · · · ≥ tq = η(G). Now, we are in a position to state
our first main result.
Theorem 1. Let k ≥ 2 be a fixed positive integer and G be a fixed graph with |V (G)| = m,
χ(G) = q and η(G) = η. There exists a threshold N(G, k) such that for any n ≥ N(G, k)
and for any A ⊆ ([n]
k
)
, if KGn,k[A] has no subgraph isomorphic to G, then
|A| ≤
(
n
k
)
−
(
n− q + 1
k
)
+ η − 1.
Moreover, the equality holds if and only if there is a (q − 1)-set L ⊆ [n] such that
|A \ C(L)| = η − 1
and KGn,k[A \ C(L)] has no subgraph isomorphic to a special subgraph of G.
Let s and t be two positive integers such that t ≥ s. A subset A ⊆ ([n]
k
)
is said to be
(s, t)-union intersecting whenever for each {A1, . . . , As}, {B1, . . . , Bt} ⊆ A, we have(
s⋃
i=1
Ai
)
∩
(
t⋃
i=1
Bi
)
6= ∅.
It is clear that the Erdo˝s-Ko-Rado theorem determines the maximum possible size of a
(1, 1)-union intersecting family A ⊆ ([n]
k
)
. From this point of view, one may naturally ask
for the maximum size of an (s, t)-union intersecting family A ⊆ ([n]
k
)
. Note that any family
A ⊆ ([n]
k
)
with the property that KGn,k[A] has no subgraph isomorphic to Ks,t is an (s, t)-
union intersecting family and vice versa. This observation implies that if we set G = Ks,t,
then Theroem 1 gives a partial answer to the aforementioned question. However, in the
next theorem we prove a better result by estimating the threshold N(G, k) appearing in the
statement of Theorem 1. It should be mentioned that the maximum size of an (s, t)-union
intersecting family A ⊂ ([n]
k
)
have been investigated by Katona and Nagy in [26]. They
prove that for sufficiently large n, every (s, t)-union intersecting family A ⊂ ([n]
k
)
has the
cardinality at most
(
n−1
k−1
)
+ s− 1. In the next theorem, improving this result, we show that
all (s, t)-union intersecting families with the maximum possible size are formed by the union
of a maximal star and a set of s− 1 k-sets.
Theorem 2. Let k, t and s be fixed positive integers such that k ≥ 2 and t ≥ s ≥ 1.
If n ≥ 1 + max{2(sk(k − 1) + t − 1), 22s(1+ 32k−2 )(t − 1) 1k−1 (k − 1)}, then any (s, t)-union
intersecting family A ⊆ ([n]
k
)
has the cardinality at most
(
n−1
k−1
)
+s−1. Moreover, the equality
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holds if and only if there is an i ∈ [n] such that A is a union of the star Si and s−1 vertices
from A ⊆ ([n]
k
) \ Si.
Note that if we set t = 1, then the previous theorem is an immediate consequence of the
Erdo˝s-Ko-Rado theorem.
Extending the Erdo˝s-Ko-Rado theorem, Hilton and Milner [23] determined, when n > 2k,
the maximum possible size of an independent set in KGn,k which is contained in no star,
i.e., the independent set is nontrivial. In detail, Hilton and Milner proved that for n > 2k,
any nontrivial independent set has the cardinality at most
(
n−1
k−1
)− (n−k−1
k−1
)
+ 1. Many other
interesting extensions of the Erdo˝s-Ko-Rado theorem and the Hilton-Milner theorem have
since been proved, for instance see [1, 4, 6, 12, 14, 15, 18, 17, 19, 20, 25, 29, 30, 36].
When s = 1 and t ≥ 2, we have the following theorem giving a result stronger than the
previous theorem.
Theorem 3. Let n, k and t be positive integers such that k ≥ 2, and t ≥ 2. Any (1, t)-union
intersecting family A ⊆ ([n]
k
)
of size at least
(
n− 1
k − 1
)
−
(
n− k − 1
k − 1
)
+ (t− 1)
(
2k − 1
k − 1
)
+ t
is contained in some star Si. In particular, if n ≥ 3k2 (1 + (t − 1 + t(2k−1k−1 ))
1
k−1 ) and A is
(1, t)-union intersecting, then A ≤ (n−1
k−1
)
and the equality holds if only if A is the same as a
star Si for some i ∈ [n].
As mentioned before, the maximum size of a (1, t)-union intersecting family A ⊆ ([n]
k
)
has been already studied by Grebner et al. in [19]. They proved that there exists an
N = N(k, t) such that if n ≥ N then the size of a (1,t)-union intersecting family A ⊆ ([n]
k
)
is at most
(
n−1
k−1
)
with equality if and only if A is equal to some star Si. They showed that
N(k, t) ≤ min{O(tk2), O(k3 + tk)} and posed the problem of finding the smallest value
of N(k, t). Also, with an interesting proof, using Katona’s cycle method, they showed
that for t = 2 and k ≥ 3, the minimum of N(k, 2) is 2k + 2. Theorem 3 implies that
N(k, t) ≤ 3k
2
(1 + (t− 1 + t
(2k−1k−1 )
)
1
k−1 ) which is an improvement of their result when t ≥ 3.
For integers n and k with n > 2k, we set M =
(
n−1
k−1
)− (n−k−1
k−1
)
. Note that M ≤ k(n−2
k−2
)
=
O(nk−2). In the next theorem, we present a Hilton-Milner type theorem improving Theo-
rem 2.
Theorem 4. Let k, s and t be three integers such that k ≥ 3 and t ≥ s ≥ 1 and also let β
be a positive real number. There is an integer N = N(s, t, β) such that if n ≥ N , then for
any (s, t)-union intersecting family A ⊆ ([n]
k
)
with |A| ≥ (s+ β)M , we have ℓ(A) ≤ s− 1.
If we set s = t = 1, then the previous theorem implies that any intersecting family
A ⊆ ([n]
k
)
with |A| ≥ (t + β)M is contained in a unique star Si provided that n is large
enough. However, the original Hilton-Milner theorem asserts much more; for n > 2k, any
intersecting family A ⊆ ([n]
k
)
with |A| ≥M + 2 is contained in a unique star Si.
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2. Proof of Main Results
2.1. Preliminaries. For a given graph G, the Tura´n number ex(n,G) is the maximum
possible number of edges for a spanning subgraph of Kn with no subgraph isomorphic to G.
The well-known Erdo˝s-Stone-Simonovits theorem [10, 11] asserts that for any graph G with
χ(G) ≥ 2,
(1) ex(G, n) = (1− 1
χ(G)− 1)
(
n
2
)
+ o(n2).
This equality asymptotically determines ex(G, n) provided that χ(G) ≥ 3. However, when
χ(G) = 2, it just indicates that ex(G, n) = o(n2) and gives no more information about
ex(G, n). Indeed, for the case that G is bipartite, the order of ex(G, n) is open in general. In
this regard, Ko˝vari, So´s, and Tura´n [28] proved that if 1 ≤ s ≤ t, then ex(n,Ks,t) ≤ c(s)n2− 1s .
In what follows, we review the proof of this result since we want to estimate the constant
c(s). Assume that G is an n-vertex graph having no Ks,t subgraph. Clearly, we must have∑
v∈V (G)
(
d(v)
s
)
≤ (t− 1)
(
n
s
)
.
Consequently, since n
(2|E(G)|
n
s
)
= n
( 1
n
∑
v∈V (G)
deg(v)
s
)
≤
∑
v∈V (G)
(
deg(v)
s
)
, we have
n
(2|E(G)|
n
− (s− 1))s
s!
≤ n
( 2|E(G)|
n
s
)
≤ (t− 1)
(
n
s
)
≤ (t− 1)n
s
s!
,
which implies
(2) |E(G)| ≤ (1
2
+
s− 1
n1−
1
s
) s
√
t− 1n2− 1s .
2.2. Proofs. This section is devoted to the proofs of the results stated in the previous
section. For a family A ⊆ ([n]
k
)
, we define A∗ to be the largest intersecting subfamily of
A; if there are more than one such a subfamily, we just choose one of them. Now, we set
ℓ(A) = |A \ A∗|. Also, we define A∗i to be equal to A∩ Si.
Proof of Theorem 1. Set T (k, q, η) =
(
n
k
)−(n−q+1
k
)
+η. To prove the first part of the theorem,
it suffices to show that for anyA ⊆ ([n]
k
)
, if |A| ≥ T (k, q, η), then KGn,k[A] has some subgraph
isomorphic to G. We proceed by induction on q. If q = 1, then clearly the assertion holds.
Now, we assume that q ≥ 2. Without loss of generality, we can assume that G = Kt1,...,tq , for
some positive integers t1, . . . , tq, where t1 ≥ · · · ≥ tq = η. Also, without loss of generality,
assume that |A| = T (k, q, η). We distinguish the following different cases.
(I) max
i∈[n]
|A∗i | < (
q∑
i=2
ti)M + t1.
In this case, KGn,k[A] has at least(|A|
2
)
−
n∑
i=1
(|A∗i |
2
)
=
(|A|
2
)
− o(|A|2)
5
edges. Thus, by the Erdo˝s-Stone-Simonovits theorem, KGn,k[A] contains some sub-
graph isomorphic to G provided that n is large enough.
(II) max
i∈[n]
|A∗i | ≥ (
q∑
i=2
ti)M + t1.
Without loss of generality, we can assume |A∗n| ≥ (
q∑
i=2
ti)M+t1. Consider A′ = A\A∗n.
Since |A∗n| ≤ |Sn| ≤
(
n−1
k−1
)
, we have |A′| ≥ T (k, q−1, η). Therefore, by the induction,
there is a threshold N(Kt2,...,tq , k) such that if n ≥ N(Kt2,...,tq , k), then KGn,k[A′]
contains a subgraph isomorphic to Kt2,...,tq . Let V ⊆ A′ be the vertex set of this
subgraph. Note that each A ∈ V is adjacent to at least |A∗n| −M vertices in A∗n.
Consequently, there are at least |A∗n| − (
q∑
i=2
ti)M ≥ t1 vertices in A∗ such that each
of them is adjacent to each vertex in V , completing the proof of the first part of the
theorem.
In what follows, we determine the structure of A when the equality holds. This is done in
two parts: We first prove the existence of the desired L and then deduce the structure of
A \ C(L). Suppose that n ≥ N(G, k), |A| = T (k, q, η)− 1, and KGn,k[A] has no subgraph
isomorphic to G. In what follows, we prove that there is a (q − 1)-set L ⊆ [n] such that
|A \ C(L)| = η − 1.
First note that we must have max
i∈[n]
|A∗i | ≥ (
q∑
i=2
ti)M + t1. Otherwise, with the same argument
as in the proof of Case (I), KGn,k[A] contains some subgraph isomorphic to G provided that
n is large enough, which is not possible. Therefore, the argument employed in the proof of
Case (II) should fail. It can be verified that if we have |A′| ≥ T (k, q−1, η), then the proof still
works. Hence, we must have |A∗n| = max
i∈[n]
|A∗i | =
(
n−1
k−1
)
. Note that A′ ⊆ ([n−1]
k
)
has exactly
T (k, q − 1, η) − 1 elements. Also, by following the proof of Case (II), one can see that if
KGn,k[A′] has some subgraph isomorphic to Kt2,...,tq , then KGn,k[A] contains some subgraph
isomorphic to Kt1,...,tq . Consequently, KGn,k[A′] has no subgraph isomorphic to Kt2,...,tq .
Accordingly, by the induction, there is an L ⊆ [n] of size q− 1 such that |A \C(L)| = η− 1.
Suppose for the sake of contradiction that there is a subset {B1, . . . , Br} ⊆ A \ C(L) such
that KGn,k[{B1, . . . , Br}] is isomorphic to a special subgraph H of G. Let (U1, . . . , Uq−1)
be a proper (q − 1)-coloring of G − H such that |U1| ≥ · · · ≥ |Uq−1|. For the simplicity of
notation, set L = {1, . . . , q − 1} and b = |
r⋃
i=1
Bi|. Let n be sufficiently large such that
(⌊n−b
q−1
⌋
k − 1
)
≥
(⌊n−rk
q−1
⌋
k − 1
)
≥ |U1|.
Now, consider q − 1 pairwise disjoint subsets Q1, . . . , Qq−1 of [n] \ (
r⋃
i=1
Bi) such that |Qi| =
⌊n−b
q−1
⌋ and i ∈ Qi, for each i ∈ [q − 1]. Set
C = {B1, . . . , Br} ∪
(
q−1⋃
i=1
(
Qi
k − 1
))
.
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Now, one can simply check that KGn,k[C] contains G as a subgraph, a contradiction.
Suppose that there is a (q−1)-set L ⊆ [n] such that |A\C(L)| = η−1 and KGn,k[A\C(L)]
has no subgraph isomorphic to a special subgraph of G. For a contradiction, assume that G
is a subgraph of KGn,k[A]. Note that this subgraph must have some elements in A \ C(L)
as its vertices. Consider the subgraph of G induced by these vertices. One can simply see
that this subgraph is a special subgraph of G which is not possible. 
Frankl [13] generalizing a classical result due to Bolloba´s [2] proved the following theorem.
Theorem B. [13] Let {(A1, B1), . . . , (Ah, Bh)} be a family of pairs of subsets of an arbitrary
set with |Ai| = k and |Bi| = ℓ for all 1 ≤ i ≤ h. If Ai∩Bi = ∅ for 1 ≤ i ≤ h and Ai∩Bj 6= ∅
for 1 ≤ i < j ≤ h, then h ≤ (k+ℓ
k
)
.
We will use this theorem to prove the following lemma which improves a result by Balogh
et al. [1] asserting that for any A ⊆ ([n]
k
)
, the induced subgraph KGn,k[A] has at least ℓ(A)
2
2(2kk )
edges. Our technique can be considered as a development of those in [1, Lemma 3.1] and [35,
Theorem 2.1].
Lemma 1. If A ⊆ ([n]
k
)
, then |E(KGn,k[A])| ≥ ℓ(A)
2
(2kk )
.
Proof. Note that if ℓ(A) = 0, then there is nothing to prove. Henceforth, we assume that
ℓ(A) > 0. Set A1 = A. Let i ≥ 1. For each i ≥ 1, if E(KGn,k[Ai]) 6= ∅, we define Ci, mi, Ai
and Ai+1 as follows.
• Set Bi1 = Ai.
• Let Ai1Bi1 ∈ E(KGn,k[Bi1]).
• While E(KGn,k[Bij \N(Aij)]) 6= ∅, define Bij+1 = Bij \N(Aij) and choose Aij+1, Bij+1 ∈
Bij+1 such that Aij+1Bij+1 ∈ E(KGn,k[Bij+1]).
Define mi to be the maximum index j for which E(KGn,k[Bij ]) 6= ∅ and Ci to be the set of
vertices in Ai which are adjacent to Aij for some j ∈ [mi].
Clearly, in view of how the (Aij, B
i
j)’s are chosen, we have E(KGn,k[Bimi \N(Aimi)]) = ∅.
Hence,
Ai \ Ci = Bimi \N(Aimi)
is an independent set of KGn,k. Accordingly, |Ci| ≥ ℓ(Ai). Now, it is clear that there is a
vertex Ai ∈ {Ai1, . . . , Aimi} such that
deg(Ai) ≥ |C
i|
mi
≥ ℓ(A
i)
mi
.
If E(KGn,k[Ai \ {Ai}]) 6= ∅, then define Ai+1 = Ai \ {Ai}.
Let p be the maximum index for which Ap is defined, i.e. E(KGn,k[Ap \ {Ap}]) = ∅. Note
that p ≥ ℓ(A). In view of the definition of Ai’s, we have
|E(KGn,k[A])| ≥
p∑
i=1
ℓ(Ai)
mi
≥
ℓ(A)∑
i=1
ℓ(A)−i+1
m
≥ ℓ(A)(ℓ(A)+1)
2m
,
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where m = maxi≥1mi. To finish the proof, it is enough to show that m ≤
(
2k−1
k−1
)
. For
mi + 1 ≤ j ≤ 2mi, set Aij = Bi2mi−j+1 and Bij = Ai2mi−j+1. One can verify that the family{
(Ai1, B
i
1), . . . , (A
i
2mi
, Bi2mi)
}
satisfies the condition of Theorem B. Consequently, we must have 2mi ≤
(
2k
k
)
or equivalently,
mi ≤
(
2k−1
k−1
)
. Therefore, for each i, we have mi ≤
(
2k−1
k−1
)
, as requested. 
We are now in a position to present the proofs of Theorems 2, 3 and 4.
Proof of Theorem 2. The case t = 1 has been already known to be true by the Erdo˝s-Ko-
Rado theorem. For t ≥ 2, we prove the following statement which implies the theorem,
immediately.
Under the assumptions of Theorem 2, if A ⊆ ([n]
k
)
is an (s, t)-union intersecting
family where t ≥ 2 and |A| ≥ (n−1
k−1
)
+ s − 1, then |A| = (n−1
k−1
)
+ s − 1 and
ℓ(A) = s− 1. In other words, A is the union of a star Si and s− 1 vertices from(
[n]
k
) \ Si.
First note that by the Erdo˝s-Ko-Rado theorem, we already have ℓ(A) ≥ s−1. Furthermore,
if we prove that ℓ(A) = s−1, then it implies |A| = (n−1
k−1
)
+s−1 as well. For a contradiction,
suppose that ℓ(A) ≥ s.Without loss of generality, we can assume that |A| = (n−1
k−1
)
+s−1. To
see this, if |A∗| = (n−1
k−1
)
, then consider A′ ⊆ A such that |A∗\A′| = 1 and |A′| = (n−1
k−1
)
+s−1;
otherwise, consider A′ ⊆ A such that A∗ ⊆ A′ and |A′| = (n−1
k−1
)
+s−1. Note that A′ satisfies
the conditions of aforementioned statement and we can thus work with A′ instead of A. For
simplicity of notation, set L =
(
n−1
k−1
)
, M =
(
n−1
k−1
)− (n−k−1
k−1
)
and R =
(
2k
k
)
.
Claim 1. α(KGn,k[A]) ≤ sM + t− 1.
Proof. For a contradiction, let B be an independent set of KGn,k[A] with |B| ≥ sM + t. In
view of the Hilton-Milner theorem, there is some i for which B ⊆ Si. Now, we consider
C1, . . . , Cs ∈ A \ B (this is possible since ℓ(A) ≥ s). Now, it is clear that there are at least t
elements B1, . . . , Bt in B such that each of Bi’s is adjacent to each of Cj’s contradicting the
fact that A is (s, t)-union intersecting. 
In view of Claim 1, ℓ(A) = |A| − α(KGn,k[A]) ≥ L− sM − t+ 1. Note that
L− sM − t+ 1 ≥ L− sk(n−2
k−2
)− t+ 1
=
(
1− sk(k−1)
n−1
− t−1
L
)
L.
Using Lemma 1 and the fact that R =
(
2k
k
) ≤ 22k−1, we have
|E(KGn,k[A])| ≥ ℓ(A)
2
R
≥ (1−
sk(k−1)
n−1
− t−1
L
)2L2
R
≥ (1−
sk(k−1)
n−1
− t−1
L
)2L2
22k−1
.
On the other hand, in view of the discussion before the statement of Theorem 2, we know
that KGn,k[A] contains no Ks,t subgraph. Consequently, Inequality 2 implies that
|E(KGn,k[A])| ≤ (1
2
+
s− 1
L1−
1
s
) s
√
t− 1L2− 1s ≤ s√t− 1L2− 1s .
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Thus, we should have
(1− sk(k − 1)
n− 1 −
t− 1
L
)2 ≤ 22k−1
s
√
t− 1
L
1
s
,
which implies
1− sk(k − 1)
n− 1 −
t− 1
L
≤ 2k− 12
2s
√
t− 1
L
1
2s
.
Accordingly, if n−1 ≥ max{2(sk(k−1)+t−1), 22s(1+ 32k−2 )(t−1) 1k−1 (k−1)}, then the left hand
side of inequality is at least 1
2
and moreover by using the inequality L =
(
n−1
k−1
) ≥ (n−1
k−1
)k−1
the right hand side is less than half, a contradiction. 
Proof of Theorem 3. For a contradiction, suppose that A is not contained in any star. Since
|A| ≥ (n−1
k−1
)− (n−k−1
k−1
)
+ 2, there must be some disjoint pair in A, i.e., KGn,k[A] has at least
one edge. Choose A1 ∈ A1 = A and B1 ∈ N(A1). For each i ≥ 2, set Ai = Ai−1 \N(Ai−1)
and until E(KGn,k(Ai)) 6= ∅, choose Ai ∈ Ai and Bi ∈ N(Ai). Let m be the largest index i
for which E(KGn,k(Ai)) 6= ∅. For m+ 1 ≤ j ≤ 2m, set Aj = B2mi−j+1 and Bj = A2mi−j+1.
It can be verified that {(A1, B1), . . . , (A2m,B2m)} satisfies the condition of Theorem B for
l = k. Therefore, we must have 2m ≤ (2k
k
)
and consequently m ≤ (2k−1
k−1
)
. Set
C =
{
C ∈ A|there is some i ≤ m such that C ∩ Ai = ∅
}
.
In other words, C is the set of all neighbors of {A1, . . . , Am}. Since ∆(KGn,k[A]) ≤ t − 1,
we have |C| ≤ (t− 1)m. Note that A \ C in an independent set of KGn,k. Indeed, since m is
the largest index for which E(KGn,k(Ai)) 6= ∅, we must have E(KGn,k(Am \N(Am))) = ∅.
But, in view of the definition of Ai’s, it is clear that A \ C = Am \N(Am).
If |A \ C| ≥ (n−1
k−1
) − (n−k−1
k−1
)
+ t, then B1 has at least t neighbors in A \ C, which is not
possible. Accordingly, |A \ C| ≤ (n−1
k−1
)− (n−k−1
k−1
)
+ t− 1 and consequently,
|A| = |C|+ |A \ C|
≤ (t− 1)(2k−1
k−1
)
+
(
n−1
k−1
)− (n−k−1
k−1
)
+ t− 1,
which is impossible.
First, note that n ≥ 3k
2
(1 + (t− 1 + t
(2k−1k−1 )
)
1
k−1 ). To complete the proof, it suffices to show
that (
n− 1
k − 1
)
−
(
n− k − 1
k − 1
)
+ (t− 1)
(
2k − 1
k − 1
)
+ t ≤
(
n− 1
k − 1
)
,
or equivalently,
t− 1 + t(
2k−1
k−1
) ≤ k−1∏
i=1
n− k − i
2k − i .
Since
∏k−1
i=1
n−k−i
2k−i
≥ (2n−3k
3k
)k−1, the proof will be completed if
t− 1 + t(
2k−1
k−1
) ≤ (2n− 3k
3k
)k−1
which clearly holds. 
9
Proof of Theorem 4. Without loss of generality, we may assume that |A| = ⌈(s+ β)M⌉. We
shall distinguish the following cases.
• ℓ(A) > βM − t. Using Lemma 1, we have
|E(KGn,k[A])| ≥ ℓ(A)
2
R
= O(|A|2).
Since every Ks,t-free graph with m vertices has at most c(t)m
2− 1
t + o(m2−
1
t ) edges,
we deduce that KGn,k[A] has some Ks,t provided that n is sufficiently large.
• s ≤ ℓ(A) = |A| − |A∗| ≤ βM − t. It implies that |A∗| ≥ |A| − βM + t = sM + t
and consequently, A∗ is trivially intersecting (contained in a star). Each s vertices in
A−A∗ have at least |A∗| − sM ≥ t common neighbors in A∗, which completes the
proof.

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