In mobile telecommunications domain, LTE-4G is currently the most advanced standard available. A major design issue of LTE-4G based systems resides in solving the memory access conflicts when connecting Rate-Matching (RM) and Error Correction Code (ECC) modules. In this paper, we first describe and analyze the problem before proposing a dedicated memory mapping approach. Results show that our method allows removing any conflicts for any block sizes and any parallelism degrees in the context of LTE-4G.
INTRODUCTION
The works of Shannon [1] have demonstrated it is possible to send digital data through noisy channel with high reliability. The idea roughly consist to first encode a digital message with an Error Correction Code (ECC) at transmitter side, and then to decode it at receiver side in order to retrieve the original message (cf. Figure 1 ). Several ECC have been introduced since so far to sustain this concept. In order to achieve high throughput requirements ECC decoders are based on parallel architectures. In such parallel architectures, several Processing Elements PEs are concurrently used to decode the received information [11] . In this context, several memory banks RAMs are connected with these PEs through a dedicated interconnection network. This network transfers data between PEs and RAMs according to predefined access orders, i.e. the interleaving rules. Designing efficient parallel hardware architecture i.e. with no memory access conflicts is a very complex and time consuming task (e.g. several man/months in 3GPP-LTE for an expert). A lot of work has been done to explore solutions to avoid interleaving conflicts in ECC architectures ( [11] to [17] ). This paper however focuses on LTE-4G standard [9] which relies on QPP algorithm that has been designed to avoid such problems [19] . Unfortunately, conflicting issues still appear when inverse Rate Matching (RM) module and ECC decoder are connected (see Figure 1) . Indeed, on the one hand the goal of RM is to match the number of bits of packets sent through the channel, to the number of bits that can be transmitted for a given allocation (required throughput, QoS…). On the other hand, the encoder maps X message digits into C code-word digits (with C > X) providing the code rate r=X/C which defines the redundancy introduced by ECC. Unfortunately, the sequence of code-words generated by the inverse rate matching does not match with the order expected by the ECC decoder [19] . This paper is organized as follows. Section 2 describes how LTE-4G RM builds packets for channel transmission and why memory access conflicts appear in parallel LTE decoder. Section 3 proposes a deeper analysis of memory access conflicts between inverse RM module and ECC decoder. Section 4 describes a dedicated memory mapping approach and presents results which show that any conflicts for any block sizes and any parallelism degrees in the context of LTE-4G are removed.
LTE-4G OVERVIEW

Building payload for channel transmission
To transmit a code at an arbitrary rate (depending on available physical resources) a Rate Matching is performed after the turbo encoding (WCDMA [9] , which performs a 1/3 rate encoding). For every single input bit, 3 output bits are given: the first bit is the original input bit (called systematic bit) ; the remaining two bits are the interleaved versions of the input bit (referred as parity 1 and parity 2 bits, Figure 2 ). These three streams of systematic, P1 and P2 are then provided as inputs to the rate matching module. Transmission RM algorithm punctures the bits of a mother code-word produced by the encoder. First, from the incoming message bits D = {d0, d1,…,dM-1}, with M<6145, the turbo-encoder generates three encoded sequences dk (i) , i=0,1,2 which are referred as Systematic, Parity 1 and Parity 2 respectively (Figure 2 ). If M is not a regular payload size defined in [9] , filler bits are added in order to reach the next upper regular one. For example, if M = 84, 4 filler bits are added in order to reach the nearest bigger payload size K7 = 88. It should be noticed that a filler bit is a <NULL> value and that the generated Parity 2 sequence is not affected by filler bits. The turbo-encoder also computes 4 tail bits added in each generated code-word as RSC. At this step, the number of encoded message bits D is D=88+4=92. 
2-Determine the number of rows ܴ ௦௨
் of the matrix by finding minimum integer such that:
However, if the resulting matrices are not entirely filled, dummy bits (i.e. <NULL> values) are padded at the beginning of the matrices. Now the matrices are ready to perform intercolumn permutation, as described in [9] , and the resulting interleaved sequences (i.e., ‫ݒ‬ () , ‫ݒ‬ (ଵ) , ‫ݒ‬ (ଶ) ) are provided to the bit collection step and next interlaced in a circular buffer. Finally, the payload sequence of encoded bits ݁ for transmission is generated as defined in the standard: 1-E bits are extracted from the circular buffer starting from an offset k0 and all dummy and filler bits are discarded. 2-If the algorithm reaches the end of the circular buffer, then it moves to its first element. In the LTE-4G standard, four redundancy versions (rv, a.k.a. code rate) are defined: they respectively start to read data at the top of the columns 2, 26, 41 or 53 (resp. rv0, rv1, rv2, rv3). In our pedagogical example with E=88 and rv0, the generated sequence of output bits transferred over the channel, is presented in Figure 3 . 
Channel de-interleaving and resulting memory conflicts
From the receiver point of view (cf. Figure 4) , the input order corresponds to the output sequence ݁ described in the previous section. Each input is one LLR (Log-Likelihood Ratio) and is quantized on qw bits. The channel de-interleaver module performs different functions on the incoming quantized bit-LLR: The first step consists in retrieving turbo-encoded bit sequence and provide it to the parallel turbo decoder (CTC decoding). The turbo decoder receives a vector of K payload bits and produces 3ki + 12 coded bits, including filler bits and dummy bits where ki is one of the 188 block sizes defined in the standard (see [9] ), ranging from 40 to 6144 payload bits. The constant value 12 refers to termination/tail bits added in the code-word as Recursive Systematic Code (RSC, [21] ). In the next subsections, the way packets are built at the transmitter side is not formally detailed. Rather, a pedagogical example, built with respect to the standard process from [9] , is introduced. Since the sub-block de-interleaver shall support P samples per clock cycles (w.r.t. QPP interleaver [19] ), data should be provided respecting a given order described in Figure 5 where each column represents a timing step. To support this scenario in which four data are accessed in parallel, each row of the QPP matrix must be mapped in a dedicated memory bank. However the inverse RM module outputs the data in a different and incompatible order (see Figure 6 ): four data are still provided in parallel and so each row of the RM matrix must be mapped in a dedicated memory bank. Unfortunately, the two sequences (and their associated memory mapping) do not fit, resulting in memory conflict accesses. For example, data <2, 24 and 68> are stored in the same memory: "bank 3"; which is not compatible with QPP interleaver input constraint since data <2, 24, 46 and 68> are supposed to be accessed in parallel at time t2 ( Figure 5 ). 
DEEPER ANALYSIS OF MEMORY CONFLICTS
Simple memory mapping approach
In order to analyze the memory mapping problem previously introduced, we explored all the bit sequences that could be provided by the IR matching to the QPP interleaver (see Figure   4 36 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 1), as described in the LTE-4G standard. For each, we computed the number of memory access conflicts generated with a simple memory mapping approach. Figure 7 shows the number of conflicts generated by the RM algorithm in the receiver for a parallelism of 8, with the simple and natural memory mapping approach mentioned in the previous section. It can be observed that if the number of conflicts grows with the number of data, even for the smallest block size (i.e. 40) the number of conflicts to be handled is important (12 in this case). Traditional solution to solve such conflicts consists in adding FIFOs before the memory banks, to temporary store all the conflicting data. However, this widely impacts area, power consumption and timing performances of the final architecture.
Smarter mapping approaches
A careful analysis of Figure 7 highlights a regularity in the number of memory conflicts depending on the block sizes. The same kind of observations have been made for parallelism 2, 4, 16, 32, 64 and 128. Obviously, these observations confirm that the different block sizes of the standard have been defined with a very smart mathematical approach (see [9] [18]). As a consequence, a smart systematic sub-block deinterleaving ( Figure 4 ) approach might be proposed in order to avoid any memory conflicts. Different memory mapping algorithms have been used ( [11] to [17] ). In most of the cases, the solutions were not able to achieve no conflicts for all the block sizes and all the considered parallelism degree. This is the reason why we decided to address this problem from a different perspective i.e. reducing the constraint from QPP interleaver. Let's consider a LTE-4G decoder architecture with a parallelism Ps=2, a payload size K=64 and an encoding ratio r=½. Of course, this is a very simple and pedagogical example to illustrate our approach.
Thanks to the payload generation procedure described in the previous section, the output bit sequence illustrated in Figure 8 is generated. Once tail bits (i.e. bits 64 to 67) have been removed, the resulting de-interleaver bit sequence is: Figure 9 . De-interleaver input bit sequence
Since P=2 and K=64, each memory (bank 0 and bank 1) has to store K/P=32 data. Thus, applying a simple memory mapping approach generates the mapping presented in Figure   10 . In this pedagogical example, the QPP interleaver processes the data in the order defined in Figure 11 . Once again, it can be observed that the proposed memory mapping ( Figure 10 ) generates conflicts in the decoder: e.g., at time t2 data 1 and 33 have to be accessed at the same time (Figure 11 ), -i.e. they must be stored in different memory banksbut it is not possible since they are both stored in bank 1. A dedicated memory mapping approach is thus required.
PROPOSED MEMORY MAPPING APPROACH
We propose to replace the original QPP input order constraint by a custom "Temporary mapping constraint" TMap. The idea is to find a mapping constraint that is a simple permutation π of the original QPP data input order, but easier to solve. Hence, these data are read from memories and written to the QPP module, through a simple rerouting network π -1 . From the pedagogical example introduced in the previous section, a hypothesis is made: for a given set of K data, a parallelism P, and a set of B=P memory banks,
(1) each memory banks stores K/P data; (2) for a given memory address α, the difference between any 2 data in each memory bank at address α is lower than P, and they can be ordered incrementally.
In few words, this means that if in the QPP interleaver any two data are accessed at the same cycle, they cannot be stored in the same memory bank in the memory mapping generated with TMap constraint. t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 t25 t26 t27 t28 t29 t30 t31 t32 The obtained intermediate TMap constraint supposes that the QPP interleaver is able to access data as shown in Figure 12 . Then, a Constraint Graph CG taking into account all these constraints is defined and a constraint solver (from [22] ) is applied (see Figure 13 ). If we apply this memory mapping approach the resulting memory mapping is: 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 33, 35, 37, 39, 41, 43, 45, 47, 49, 51, 53, 55, 57, 59 , 61, 63} -Bank 1 = {1, 3, 5, 7, 9, 11, 13, 15, 17, 19, 21, 23, 25, 27, 29, 31, 32, 34, 36, 38, 40, 42, 44, 46, 48, 50, 52, 54, 56, 58, 60, 62} This approach is able to generate conflict free memory mapping with respect to the output bit sequence of the inverse RM module and the QPP interleaver input order ( Figure 11 ). The resulting architecture does not need any additional memories (see Figure 1) , since we are able to find no-conflict memory mapping in any case. Only few MUXs are added to route the data from a memory bank to the right decoder input. 
EXPERIMENTS
In our experiments the proposed memory mapping approach has been applied for all combination of K data, r redundancy value and parallelism P (with all the K and r values extracted from [9] , and P ϵ {2, 4, 8, 16, 32}) . The solver runs on a laptop with an Intel core i7-6700HQ (2,6 GHz) and 16Go RAM. The area results are presented in NAND equivalent to be agnostic about the final target (FPGA, ASIC…). Figure 16 shows a comparison between a handcrafted design (considered as the reference), a FIFO-based architecture obtained with a simple memory mapping approach and an architecture using the memory mapping approach we have presented in the previous section. Hence, contrary to the FIFO-based solution, our approach has no impact on the throughput since, thanks to the conflict-free memory mapping, no memory access is postponed. The area overhead is at worst comparable with the FIFO-based approach and at best 11 times smaller. This additional area is constant because a Benes network is used to support all the permutations while FIFO-based architectures uses dedicated set of MUXs to dispatch the data.
CONCLUSION
A major design issue of LTE-4G based systems resides in solving the memory access conflicts when connecting RateMatching (RM) and Error Correction Code (ECC) modules. In this paper, we have described and analyzed the problem before proposing a dedicated memory mapping approach to remove all the memory access conflicts. This solution, based on temporary mapping constraints and a mapping solver, has been validated for any of the 188 block sizes defined in the standard and for parallelism from 2 to 32. t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 t25 t26 t27 t28 t29 t30 t31 t32 t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19 t20 t21 t22 t23 t24 t25 t26 t27 t28 t29 t30 t31 t32
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