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Sommaire 
De nos jours, l'emploie des lasers s'est largement etendue sur plusieurs domaines, allant 
des sciences appliquees et les technologies a l'utilisation commerciale de masse, en 
passant par la medecine. Ainsi, la comprehension de l'interaction entre un champ laser et 
la matiere reste une etape cle, non seulement pour notre conception des processus 
physiques qui ont lieu, mais egalement pour le developpement de nouvelles applications. 
Dans ce contexte, l'etude de la dynamique d'un systeme microscopique, induite par un 
champ laser, est essentielle. Selon le systeme ou le processus considere, Ton peut avoir 
affaire a des temps caracteristiques tres variables. Au niveau moleculaire, Ton distingue 
generalement l'echelle de temps femtoseconde (1 fs = lO~l5s) pour le mouvement 
nucleaire, et l'echelle attoseconde (I as -10~18^) pour la dynamique electronique. 
Dans ce travail, nous nous basons sur Pequation de Schrodinger dependante du temps 
(ESDT) afin d'observer le comportement moleculaire sur les echelles temporelles citees 
plus haut. D'une part, nous avons utilise une methode numerique, particulierement bien 
adaptee a la resolution de cette equation pour un probleme dielectronique dans un plan, 
dans le but d'etudier la dynamique attoseconde de l'ion i/3+. Cela nous permet 
d'analyser, par le biais de calculs quantiques, les phenomenes que provoque un champ 
laser intense ( / > 10UWIcm2) et tres bref (duree de quelques cycles otiques), dans ce 
systeme moleculaire. En particulier, nous discutons la competition entre les processus 
d'ionisation induite par le champ et de generation d'harmoniques d'ordre eleve, pour trois 
geometries nucleaires fixes (calculs dans le cadre de 1'approximation Born-
Oppenheimer). Nous demontrons une grande influence de la configuration moleculaire 
sur remission d'harmoniques, non seulement par Taction de la force de Coulomb 
exercees par les noyaux, mais egalement de par les effets d'interferences a trois centres 
nucleaires. Un modele analytique, decrivant les interferences a trois centres non 
colineaires a ete derive, pour une comparaison avec les resultats numeriques obtenus. 
Nous constatons une remarquable coincidence dans les resultats analytiques et 
numeriques pour la geometrie d'equilibre de H^, confirmant les travaux de Lein et al., et 
Kamta et Bandrauk (consulter chapitre 5). 
in 
D'autre part, des calculs non Born-Oppenheimer ont ete envisages, permettant de suivre 
la dynamique nucleaire de la molecule H2 sur une echelle femtoseconde. Deux processus 
ont ete etudies, la spectroscopie Raman a derive de frequence, et la spectroscopic 
multiphotonique de paire d'ions. Ces travaux ont ete publies, et les articles correspondants 
sont presentes dans le chapitre 6. 
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sommant les contributions des trois noyaux 135 
Figure 39. Meme comparaison que celle montree a la figure 38, mais pour polarisation du 
champ parallele a l'axe y 136 
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Introduction 
Comprendre et controler le mouvement electronique a l'echelle atomique est une etape cle 
dans revolution de la science moderne. En plus d'assurer la liaison chimique entre 
atomes au sein des molecules, les electrons emettent egalement de la lumiere, et sont 
porteurs du courant electrique. Ainsi, des domaines aussi varies que la reactivite 
chimique, l'etude de processus biologiques, 1'electronique, les technologies laser, sont 
concernes. Dans un contexte en Chimie, Ton s'interesse generalement a des systemes 
complexes, contenant plusieurs atomes (reactions chimiques, transitions de phase), dans 
lesquels des liaisons sont rompues ou formees. Cela suppose un rearrangement de la 
distribution a la fois electronique et nucleaire au sein du systeme, impliquant 
1'intervention d'intermediaires de reaction et d'etats de transition. Notre comprehension 
des liens entre les differentes especes impliquees dans un processus chimique se base sur 
le concept de surface d'energie potentielle multidimensionnelle. C'est un moyen de 
representer l'interaction que les divers constituants exercent les uns sur les autres, par le 
biais de forces de Coulomb, en fonction de la geometrie globale du systeme. En effet, tout 
changement dans les coordonnees electroniques declencherait une deformation de 
structure ou un mouvement nucleaire, et inversement. Cependant, il est important de 
distinguer les differentes echelles de temps selon lesquelles les degres de liberte d'un 
systeme evoluent. La mecanique quantique predit que l'intervalle temporel caracteristique 
pour la dynamique d'un systeme microscopique, est proportionnel a At ~ h/AE, AE 
etant un domaine d'energie approprie. Pour les deplacements des molecules Ton se refere 
a l'espacement energetique entre niveaux rotationnels, pour les noyaux a la frequence de 
vibration caracteristique du systeme, et pour le mouvement des electrons Ton peut 
considerer le gap energetique entre etats electroniques. Manifestement, AE variant sur 
plusieurs ordres de grandeurs dans les differents cas enumeres ci-dessus (du milli-eV a 
quelques dizaines d'eV), Ton est en presence d'un systeme multiechelle. C'est-a-dire que 
ses divers constituants reagissent selon des intervalles de temps varies : femtoseconde 
(1 fs = lO"15^) pour les mouvements nucleaires, et attoseconde (1 as = I0~ws) pour la 
dynamique electronique. 
1 
Avant l'invention des lasers, la spectroscopie resolue en temps etait limitee par la duree 
nanoseconde des impulsions emises par de la lumiere incoherente. Avec l'avenement des 
lasers, et des developpements technologiques qui ont suivis, la resolution temporelle a ete 
amelioree, allant jusqu'a quelques femtosecondes (1). L'importance des processus 
femtoseconde en chimie a ete largement reconnue, et ultimement A. Zewail a recu le Prix 
Nobel pour ces recherches dans le domaine (2). La resolution temporelle des experiences 
spectroscopiques ainsi utilisees est limitee par la duree des impulsions employees, et les 
plus breves atteignent quasiment le cycle optique (a 800 nm la periode d'un cycle 
optique est de 2,6 fs). Jusqu'au debut des annees 2000, un cycle optique semblait 
naturellement etre une limite inferieure pour la mesure de courts intervalles de temps. La 
barriere femtoseconde a ete franchie (3) par l'application d'un nouveau type de 
phenomene optique non lineaire, la generation d'harmoniques d'ordre eleve (GHOE), 
menant a la production et a la mesure d'impulsions attoseconde. Comme nous l'avons 
deja mentionne, cette echelle de temps donne acces directement au mouvement 
electronique au sein d'un atome ou d'une molecule. C'est par exemple le cas de la 
relaxation electronique qui succede remission d'un electron Auger, ou encore l'ionisation 
a deux electrons. Des revues recentes sur le developpement du domaine de la physique et 
des technologies attoseconde peuvent etre consultes dans (4-7). 
Les technologies qui permettent 1'acces a des nouvelles sources laser, capables de suivre 
la dynamique electronique ou nucleaire, sont basees sur 1'interaction de la matiere avec un 
champ intense. II s'agit d'un regime d'interaction non perturbatif et non lineaire. Ainsi, de 
nouveaux phenomenes avaient ete decouverts dans les atomes (8), tels que l'ionisation au-
dessus du seuil («Above Threshold Ionization)), ATI) et la generation d'harmoniques 
d'ordre eleve (GHOE). L'interaction des molecules avec les champs intenses est un 
domaine relativement plus recent (9). Comparativement aux atomes, les molecules 
exhibent des phenomenes plus complexes, a cause de leurs degres de liberie nucleaires 
additionnels. Des nouveaux concepts ont etes developpes pour la description des 
processus moleculaires, notamment les potentiels moleculaires induits par champ laser 
(«Laser Induced Molecular Potentials)), LIMP) (10) et la representation de la molecule 
«habillee» par le champ. Aussi, des phenomenes purement moleculaires, tels que 
l'ionisation augmentee par resonance de charge (de l'anglais «Charge-Resonance 
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Enhanced Ionization», CREI) (11,12), l'alignement dans le champ exteme applique (13), 
la formation de fragments electroniquement excites (14,15), ont pu etre mis en evidence. 
Parmi les phenomenes optiques non lineaires cites ci-dessus, nous nous interesserons 
particulierement au processus de GHOE. II resulte de la reponse non lineaire d'atomes et 
de molecules exposes a des champs laser intenses. Globalement, cela consiste a convertir 
un grand nombre de photons du faisceau laser incident en un seul photon de haute 
frequence. La radiation ainsi emise est coherente et possede, par consequent, des 
proprietes similaires a la lumiere laser, notamment le fait que le faisceau emergeant est 
dirige et peut etre compresse temporellement en impulsion laser courte. Le mecanisme du 
processus qui produit des harmoniques depend de la cible irradiee par le champ laser 
incident. Nous proposerons un apercu des principaux modeles decrivant ce phenomene au 
chapitre 2, ainsi qu'une discussion de la problematique de la recherche actuelle sur le 
sujet. Traditionnellement, Ton explique la GHOE par un mecanisme en trois etapes, 
l'ionisation du systeme par le champ, l'acceleration de l'electron ainsi libere dans le 
continuum par les oscillations du champ, et enfin le retour de l'electron vers son ion 
«parent» et leur eventuelle recombinaison, qui est a l'origine de remission 
d'harmoniques. Cette derniere etape a lieu sur une echelle de temps beaucoup plus courte 
qu'un cycle optique du champ laser incident (qui est typiquement de 2 - 3 fs, comme 
nous l'avons deja mentionne). De ce fait, les harmoniques sont emis sur une echelle 
attoseconde. La generation d'impulsions attoseconde a ete, durant cette decennie, une des 
principales directions de recherche dans le domaine des interactions laser-matiere (3-5,16-
18), et a ouvert la voie a 1'observation experimentale du mouvement electronique au cours 
du temps. 
En plus de servir comme source de lumiere attoseconde, il a ete revele ces dernieres 
annees que le processus de GHOE peut etre exploite afin d'obtenir de l'information sur 
les proprietes moleculaires (19-22). Pour avoir de remission coherente, l'etape de 
recombinaison de l'electron doit se faire avec l'etat initial de la molecule, ce qui suppose 
une forte dependance de la probabilite de recombinaison vis-a-vis de la fonction d'onde 
electronique initiale. Ainsi, la GHOE exhibe une grande sensibilite a la structure 
moleculaire et, de plus, est amplement affectee par toute deformation de la geometrie 
nucleaire, induite par la dynamique des noyaux entre les etapes d'ionisation et de 
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recollision. Ces particularites peuvent etre utilisees pour «mesurer» la structure et la 
dynamique moleculaire, et des efforts croissants sont deployes dans le but d'ameliorer 
notre comprehension de la GHOE par les molecules. En particulier, la generation 
d'harmoniques par un ensemble de molecules alignees par le champ (23,24) joue un role 
central dans les percees recentes concernant l'imagerie de structure moleculaire. En effet, 
la technique d'imagerie par tomographic d'orbitales moleculaires, proposee par Itatani et 
al. (20), a suscite un vif interet, suivi d'une recherche extensive sur cette voie. Un autre 
aspect du processus harmonique qui a attire une enorme attention est l'apparence de 
minima dans les spectres, mentionne pour la premiere fois dans (19). Leur. analyse 
approfondie peut fournir des informations sur la structure moleculaire, et sur la 
dynamique du paquet d'ondes electronique lors des deux dernieres etapes de la GHOE, 
reveillant ainsi une grande attention du cote de la recherche theorique dans le domaine. 
Qui plus est, controler la position et l'intensite de ces minima dans les spectres 
harmoniques est egalement tres important d'un point de vue experimental, puisque cela 
offre des possibilites d'applications interessantes. Ainsi, comprendre l'origine des 
minima, et developper des modeles pour expliquer les mecanismes qui gouvernent le 
phenomene complexe qu'est la GHOE, s'avere etre a la fois un defit et une necessite. 
Nous nous proposons dans ce travail, d'apporter des elements supplementaires sur cette 
voie, bases sur un comparatif entre un modele analytique, developpe dans le chapitre 2, et 
des calculs numeriques, decrits dans le chapitre 3 et discutes au chapitre 5. 
Ce manuscrit est organise de la facon suivante. Un resume de la theorie des interactions 
laser-matiere est offert au chapitre 1, aidant a introduire les equations de base, utilisees 
pour decrire le champ electromagnetique d'abord, puis a formuler mathematiquement son 
interaction avec les electrons, les atomes et les molecules. Le chapitre 2 presente une 
breve revue de l'etat de la recherche actuelle sur le processus de GHOE, en indiquant les 
diverses etapes de sa modelisation depuis sa decouverte et les nombreuses applications 
qu'il implique. La section 2.4 est entierement consacree a l'etude des spectres 
harmoniques par les molecules. En particulier, la section 2.4.b introduit la notion 
d'interferences de type «fentes de Young», et le modele de 1'emetteur a 2 centres propose 
dans la litterature, tandis que la section 2.4.c etend ce modele a un systeme emetteur a 3 
centres non colineaires. La methode numerique employee pour les calculs des proprietes 
de l'ion Z/3+ est decrite dans le chapitre 3. Elle se base sur la resolution de l'equation de 
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Schrodinger dependante du temps qui tient a la fois compte de la structure de cet ion 
(dans un cadre de noyaux figes), ainsi que de son interaction avec une impulsion optique 
courte, de polarisation lineaire. La resolution exacte de cette equation reste un defit pour 
la chimie quantique des lors qu'il s'agirait de considerer explicitement la distance 
interelectronique. Malgre leur apparente simplicity, les molecules di- et triatomiques 
(telles que H2 et H^) exhibent la correlation electronique, et peuvent parfaitement servir 
comme modeles pour etudier ce que Ton designe traditionnellement comme liaison 
chimique. Pour cette raison, ces petites molecules demeurent les objets les plus etudies, 
depuis les debuts de la mecanique quantique, lorsque Heitler et London ont prouve que 2 
atomes d'hydrogene peuvent former un systeme energetiquement stable. Les chapitres 4 
et 5 discutent les principaux resultats, obtenus par la methode du chapitre 3, pour l'ion 
moleculaire H^. Le premier rassemble le cote dynamique dielectronique sub-
femtoseconde, en analysant revolution des populations au cours du temps, ainsi que de la 
densite de probabilite des electrons, et ce pour trois geometries differentes. Un lien vers le 
chapitre 5 a ete etabli a chaque fois que ces calculs permettaient de faciliter 
1'interpretation de la GHOE. Ainsi, le chapitre 5 est entierement dedie a la discussion des 
spectres harmoniques, et leur comparaison avec toute 1'information deja accumulee au 
cours des chapitres precedents. Le chapitre 6 offre une etude de certaines proprietes 
spectroscopiques de la molecule H2, sur une echelle de temps femtoseconde, lors de son 
excitation par champ laser. Les resultats sont presentes sous forme d'articles publies. 
Deux aspects de la dynamique nucleaire ainsi induite ont ete specialement vises. D'une 
part, comprendre la contribution des etats excites dans le passage adiabatique Raman a 
derive de frequence (de 1'anglais «Raman Chirped Adiabatic Passage», RCAP), et 
comment cela pourrait servir en applications experimentales (section 6.1). D'autre part, 
etudier le transfer! de charge electronique en provoquant des superpositions coherentes 
d'etats de paire d'ion, en imposant des conditions d'excitation appropriees pour ces etats, 
par le biais d'un schema pompe-sonde a delai controle (section 6.2). Une conclusion en 
fin du manuscrit permet de ressortir les points cles de cette these, et indiquer les 
perspectives du projet. 
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CHAPITRE 1 
La matiere en presence de champ electromagnetique : elements 
de theorie 
Le but principal de ce chapitre est de resumer de facon concise les bases theoriques 
decrivant l'interaction d'un champ electromagnetique avec la matiere et, 
particulierement, mettre l'accent sur le comportement d'une molecule polyatomique et 
polyelectronique (ce dernier terme faisant reference a une molecule dielectronique), et sa 
portee en chimie. 
Tout au long de ce manuscrit, le champ electromagnetique sera considere comme etant 
une fonction classique des coordonnees et du temps, tandis que la matiere sera decrite 
quantiquement. C'est-a-dire, la matiere quantique est perturbee par l'imposition d'un 
champ classique externe et repond a son influence ; les effets de cette reponse sont 
calculables. Le champ est «prescrit», ce qui signifie qu'il est genere par un appareil 
externe, comportant ces propres charges et courants, qui eux ne sont pas affectes paf la 
matiere etudiee. Le champ classique reste inchange, en consequence. Ce traitement semi-
classique n'est pas rigoureusement correct puisque, en realite, le champ devrait etre pris 
en compte de facon quantique aussi: c'est une interaction interne au sein d'un seul 
systeme quantique, compose de deux sous-systemes, chacun agissant sur l'autre, et 
repondant a la perturbation de l'autre. La necessite d'inclure l'effet de la matiere sur le 
champ radiatif se manifeste lors de l'etude de phenomenes, tels que les battements 
quantiques (durant l'excitation coherente de niveaux energetiques voisins), les 
correlations d'intensite selectives en polarisation du photon, le degroupement de photons 
(«antibunching», qui est un phenomene purement quantique, separant deux emissions 
spontanees consecutives par le meme atome) etc., tous etant des processus pour lesquels 
les resultats des calculs semi-classiques ne coincident pas avec l'experience. Neanmoins, 
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il est souvent commode de manipuler classiquement soit le champ soit la matiere, en 
s'assurant de la validite de 1'approximation utilisee. Le defaut principal de 
1'approximation semi-classique, telle que decrite ci-dessus, est le fait d'ignorer 1'emission 
spontanee, a savoir, la matiere emet une radiation, sans avoir recu de l'energie de 
l'exterieur, cherchant a revenir a son etat fondamental. C'est un processus dissipatif qui 
se produit, typiquement, pour un temps de l'ordre de 1 a 100 nanosecondes. II represente 
simplement une sorte d'interaction entre la matiere et le champ, lors de laquelle le champ 
se trouve initialement dans sont etat fondamental; ce qui necessite son traitement 
quantique. Or, l'objet de cette these s'articule autour des absorptions et emissions 
stimulees qui adviennent suite a 1'interaction d'une molecule avec un champ ultracourt 
(typiquement de l'ordre de la dizaine de femtosecondes) et intense. Dans ce cas, 
l'absorption ou 1'emission d'un (ou quelques) photon(s) ne modifie pas la densite totale 
de photons p = Ijhcoc, qui est, par exemple, de l'ordre de 1010 photons necessaires pour 
creer une impulsion laser d'intensite \QUW I cm2 a 800 nm. Ce qui justifie l'emploie de 
cette approximation par la suite. 
Precisons ici le terme champ intense, par le biais. de l'intensite reference 
I0 - 3,5x1016 W/cm2 (correspondant a l'unite atomique de champ electrique 
E = 5xl09 V/cm). II est facile de demontrer (25) que cette intensite decoule d'un 
rayonnement, dont le champ electrique est celui que subit l'electron sur l'orbite de Bohr 
de l'etat fondamental de l'atome d'hydrogene. La notion de champ fort ou faible peut etre 
definie selon les trois cas envisageables pour le rapport rj = I/I0 : 7 7 « 1 , 77-1 et 
77 » 1, qui renvoient, respectivement, a un champ faible, intense et tres intense. 
1.1. Les champs electromagnetiques 
l.l.a. Potentiels vecteur et scalaire 
Un champ electromagnetique est decrit par deux champs vecteurs relies: le champ 
electrique E(r, t) et le champ magnetique B(r, t), comme illustre a la figure 1. Ces deux 
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fonctions presentant une dependance a la fois de la position et du temps, il s'en suit que, 
en general, six composantes sont necessaires pour decrire la lumiere se propageant dans 
l'espace. Neanmoins, les champs electrique et magnetique sont lies par des contraintes, 
puisqu'ils doivent satisfaire aux equations de Maxwell, ce qui fait que les six 
composantes ne sont pas independantes. Ainsi, il est preferable d'introduire les potentiels 
scalaire (f> et vecteur A, ce qui permet de reduire les composantes du champ 
electromagnetique de six a quatre (<j> et les composantes de A). De plus, on en deduit les 
champs electrique et magnetique par: 
-v+~ [i.i] 
c ot 
B = V x ^ [1.2] 
V etant l'operateur Nabla. Cependant, les potentiels scalaire et vecteur ne sont pas 
uniques, c'est-a-dire qu'ils peuvent etre choisis librement, dans une certaine limite, sans 
affecter les valeurs des champs. En effet, si Ton procede au changement suivant (appele 
transformation de jauge) : 
A -> A' = A + Vz [1.3] 
</> -+ <t>' = </> + - ^ [1-4] 
c ot 
ou ^(r,?) est une fonction scalaire de l'espace et du temps, dans les equations [1.1] et 
[1.2], les champs electrique et magnetique ne changent pas (25). Ceci permet de faire un 
choix de jauge convenable, en imposant une condition sur les potentiels, de facon a 
simplifier la description mathematique d'un probleme donne. Un tel choix, 
particulierement adequat pour un champ purement radiatif (des ondes lumineuses), est 
celui de la jauge de Coulomb, ou encore jauge de rayonnement et jauge transverse: 
V-Ji = 0 [1.5] 
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Grace a cette contrainte il est possible de definir les potentiels scalaire et vecteur de facon 
unique, a une constante additive pres. 
I sp lw i iMf iw 
tic I'otute <?!ct«™«Bafti>««Hu« 
Figure 1. Schematisation du champ electromagnetique en composante electrique et 
composante magnetique perpendiculaires entre elles, ainsi qu'a la direction de 
propagation. 
1.1.b. Equation d'onde et l'onde plane 
En utilisant les equations de Maxwell, Ton peut deriver les expressions suivantes pour les 
potentiels scalaire et vecteur d'une onde electromagnetique se propageant dans le vide : 
vV = o [1.6] 
c dt 
^ 1 d2A 
+ -
yot j c -2 dt2 
[1.7] 
L'equation [1.7] peut, en realite, etre simplifiee en remarquant que dans le vide classique 
(«free-space»), qui est isotrope et non charge, la seule solution acceptable de l'equation 
[1.6] est <j> = constante. De ce fait, l'expression [1.7] se reduit a : 
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c
2
 dt2 
[1.8] 
Gette relation est connue comme etant l'equation d'onde classique, et ses solutions 
peuvent toutes etre ecrites comme des fonctions de k-r-cot, tant que k2 =co2/c2 . 
Ainsi, pour resoudre [1.8], le potentiel vecteur A sera exprime comme une superposition 
d'ondesplanes e'kr: 
^ = 1*4(0^+^-*' [1.9] 
ou sz est un vecteur unite de polarisation, et k est un vecteur de propagation. Une onde 
plane representee par e'kr se propage dans la direction k avec une longueur d'onde 
X = 2/r, , tandis qu'une onde plane representee par e ,kr se propage dans la direction 
-k . La substitution de l'equation [1.9] dans la condition [1.5], mene auresultat suivant: 
V-A = 0 = 
=z ST V Ji-r , „-'*? & * M , * M & „-<kr dr kKJ kK/8r dr * W kK'8r 
=o =o 
k 
k 
Cette derniere expression est toujours nulle, seulement si: 
h • k = 0 
k 
[1.10] 
ce qui equivaut a dire que ces deux vecteurs sont perpendiculaires. Puisqu'il n'existe que 
deux vecteurs qui peuvent etre perpendiculaires simultanement a k et entre eux, il 
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s'ensuit que s^ ne possede que deux composantes orthogonales et done qu'il n'y a que 
deux polarisations possibles pour la lumiere. 
Pour un champ laser monomode (e'est-a-dire, un champ a frequence unique) et 
d'amplitude constante, le potentiel vecteur dans [1.9] se limite au terme unique : 
A(r,t) = sA0[e^-*) + e"'^-")] = sA0 cos(k-r-cot + s) [1.11] 
ou A0 = q- (o) est 1'amplitude du champ au temps zero, et 8 est une phase arbitraire du 
champ, qui n'influence pas les resultats. A partir de cette expression du potentiel vecteur, 
Ton derive facilement des formules pour les champs E(r,t) et B(r,t) comme suit: 
~ 1 dA <*>-.. IT - \ n nn 
E = = sA0 sm[k • r - cot) [1.12] 
c dt c 
B = VxA = -(kxs)A0sm(k-r-GJt) [1.13] 
La relation [1.12] sera amplement utilisee par la suite (sous une forme simplified) pour 
simuler le champ oscillant dans nos calculs. 
1.2. Interaction des electrons et des atomes avec les champs radiatifs 
Pour eriger une image, sinon completement quantique du moins semi-classique, de 
1'interaction de la matiere avec un champ radiatif, la premiere (et la plus delicate) tache 
serait de construire un formalisme Hamiltonien fiable du probleme. Dans la section qui 
suit, une breve discussion (non relativiste) de la problematique et quelques precisions 
seront exposees, avant de s'attaquer a 1'approximation semi-classique de 
1'electrodynamique. 
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1.2.a. L'electron «classique» dans un champ electromagnetique 
Le mouvement classique d'un electron, de charge e, de masse me et de vitesse oe, dans 
un champ electromagnetique est gouverne par 1'equation de Lorentz : 
m„ 8t 
E + ^ x B [1.14] 
Cette force de Lorentz depend explicitement de oe et, consequemment, ne peut pas etre 
simplement exprimee comme le gradient d'un potentiel donne. La derivation d'un 
Hamiltonien classique qui reproduit cette force, en resolvant les equations de Hamilton, 
est plutot difficile et hors d'interet pour la suite des evenements. Nous allons nous borner, 
presentement, a enoncer l'Hamiltonien classique qui reproduit la forme de l'interaction 
electromagnetique. II s'obtient a l'aide de la prescription du couplage minimal (25,26), 
qui consiste a remplacer l'impulsion p , dans l'energie cinetique de l'electron libre, par le 
terme : 
p—A 
c 
[1.15] 
Cette relation traduit le fait que le potentiel vecteur ne se comporte pas comme un 
potentiel ordinaire, mais agit en changeant l'impulsion de la particule chargee en 
consideration (l'electron, notamment). Cette prescription nous amene a l'Hamiltonien 
suivant: 
H 
2m„ 
p — A 
v c J 
e<f>s [1.16] 
L'energie potentielle e<ps en presence du champ est determinee par le potentiel source, 
<f>s. Cette forme de l'Hamiltonien n'est pas la plus avantageuse en optique, puisqu'elle 
contient le potentiel vecteur et demande son evaluation pour toute distribution des 
charges. Nous allons, de ce fait, faire appel a toutes les relations utiles, enumerees dans la 
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section 1.1, dans le but de parvenir, a l'aide de quelques approximations, a la forme la 
plus convenable pour notre propos qui exprime l'interaction d'une molecule avec le 
champ. Pour une «justification» du fait que l'expression [1.16] soit l'Hamiltonien correct 
pour un electron dans un champ electromagnetique, et pour quelques precisions sur la 
prescription du couplage minimal, consulter les references (25-27). 
1.2.b. Premiere quantification et approximation semi-classique 
En se basant sur les principes de la premiere quantification ci-dessous, l'Hamiltonien 
classique [1.16] peut etre aisement converti pour quantifier le mouvement electronique : 
p -+ -ihV 
r —> r 
d 
[1.17] 
H -> m-dt 
Remarquons que cette procedure ne concerne pas les potentiels vecteur et scalaire, qui 
restent des fonctions classiques. Voici done 1'approximation semi-classique de 
l'interaction matiere-champ, dans laquelle l'equation de Schrodinger prend la forme : 
at 2m„ 
-m--A 
-ea W{?,t)^[u0+H'{t)}¥{7,t) [1.18] 
On en extrait l'Hamiltonien electronique non perturbe par le champ et l'Hamiltonien 
d'interaction semi-classique entre 1'electron et le champ : 
H„ 2 . „ , _ ft' ^ 2 
2m. 
- V ' + e & s 
2m„ 
V +V [1.19] 
m- itie \~ 2m c [A{f,tyV + V-A{?,t)]+-^A{F,t)-A{rj) 2m„c [1.20] 
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Le premier terme de H'(/), contenant [^(r,^)-V + V-2(r,f)J, peut se reecrire comme 
puisque, en appliquant la condition [1.5], on obtient 
[v-^(F,?)xF]=[v-^(F,r)}l' + [ji(F,?)-v}F = [ i (? ,0-v}F. L'equation [1.20] prend la 
forme raccourcie : 
H'{t) = ^-2A{r,t)-W
 + -^-rA{f,t).A{r,t) . 2m c 2m c [1.21] 
= ——A(r,t)-p + -^-jA(r,t)-A{r,t) 
mc 2m c 
L'apparition de l'operateur impulsion dans l'Hamiltonien d'interaction reflete le fait que 
l'echange energetique entre la matiere et le champ ne depend pas simplement de la 
presence de charges statiques, mais egalement de la capacite du champ d'induire un 
courant (sans courant, il n'y aurait pas de travail effectue). Dans la section suivante une 
approximation sur le champ sera introduite, visant a simplifier l'expression [1.21], et son 
domaine de validite sera delimite. 
1.2.C Approximation dipolaire et les deux formes de l'Hamiltonien d'interaction 
semi-classique 
L'Hamiltonien d'interaction semi-classique [1.21] fait done apparaitre des termes 
dependant du potentiel vecteur, dont nous avons donne une expression, dans l'equation 
[1.9], sous forme de superposition d'ondes planes e'kr. Le developpement en serie de 
cette exponentielle : 
?*-?sl + it-r + l ^ - + ••• [1.22a] 
2! 
permet de constater que le terme k-r est inferieur a 1 si Ton se reporte a l'echelle 
de l'orbite de l'electron susceptible d'etre excite. En effet, les longueurs d'onde 
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absorbees ou emises sont typiquement, pour la lumiere Visible-IR, X > 400 nm. Ce qui 
est largement superieur aux dimensions atomiques ou moleculaires, sachant que le rayon 
de la premiere orbite de Bohr est a0 = 0.0529 nm : 
k-r ~k-aQ = ^ ^ « 1 [1.22b] 
A 
Remplacer l'exponentielle e'kr par l'unite est appele approximation dipolaire du champ 
radiatif. Cette approximation est presque toujours ires adaptee aux problemes atomiques 
et moleculaires et fournit un moyen de tenir compte des transitions optiques les plus 
intenses (sauf lorsque les contributions quadrupolaires electriques, provenant du 2eme 
terme dans la serie [1.22a], sont importantes; par exemple, certaines frequences du champ 
peuvent correspondre a des quasi-resonances). 
Maintenant, le champ laser monomode obtenu a 1'equation [1.11] devientun champ 
parfaitement sinusoidal, de polarisation soit lineaire: 
A(t) = szA0cos(cot + S) [1.23] 
soit circulaire : 
2(t) = A0[ex cos(a)t + S)-£y sm(a)t + S)\ [1.24] 
ou £x, sy et sz sont des vecteurs unitaires de polarisation selon x, y et z, respectivement. 
Les expressions [1.23] et [1.24] representent un laser continu (cw), a cause des 
amplitudes independantes du temps A0. Pour une impulsion laser, il faudrait introduire 
une fonction enveloppe, a{t), qui exhibe une certaine evolution au cour du temps 
(enveloppe gaussienne, enveloppe trapezoi'dale, etc.): 
2{t) = £za(t)A0 cos(o)t + S) [1.25] 
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2{t) = a(t)A0[sx cos(cot + S)-ey sm(cot + S)\ [1.26] 
Avec ces expressions pour le potentiel vecteur, l'Hamiltonien d'interaction semi-
classique [1.21] devient: 
H'{t) = -—A{t).p + -^A2(t) [1.27] 
mc 2m c 
Cette relation est appelee Hamiltonien sous «forme de vitesse». II est possible, et souvent 
plus approprie, d'obtenir un Hamiltonien d'interaction semi-classique transforme qui, au 
lieu du vecteur impulsion p, fait apparaitre le vecteur position r des particules. Pour ce 
faire, Ton procede a une transformation de phase sur la fonction d'onde : 
V(r,t) -* C{r,t) = e^>A{'\{9,t) [1.28] 
qu'on substitue dans l'equation de Schrodinger [1.18]. L'Hamiltonien H'(?), a l'aide de 
E = -(l/c)dA/dt (eq. 1.1), devient simplement (26): 
H'(t) = -er-E{t) [1.29] 
Cette derniere relation est appelee Hamiltonien sous «forme de longueur», et elle fait 
intervenir l'operateur moment dipolaire electrique d = er : concretement, la nature de 
1'interaction est un dipole electrique, car le dipole atomique d interagit avec le champ 
electrique E(f) de l'onde electromagnetique. C'est cet aspect de l'Hamiltonien 
d'interaction qui «octroie» son nom a 1'approximation dipolaire. L'operateur moment 
dipolaire electrique d est un operateur vectoriel impair. De ce fait, les transitions entre 
etats, induites par l'interaction entre le champ et la matiere, doivent obeir aux regies de 
selection pour les transitions dipolaires. Ces regies specifient quelles transitions peuvent 
avoir lieu en examinant les elements matriciels du moment de transition dipolaire, definis 
comme : 
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dif=e(i\?\f) [1.30] 
pour les etats |z) et \f). Comme la probability qu'une transition se produise est 
proportionnelle au carree du moment de transition dipolaire, Ton cherche, alors, les 
conditions pour lesquelles dif * 0. Une breve discussion a ce sujet sera proposee dans la 
sous-section suivante. Notons ici que, le moment de transition etant proportionnel a la 
variation de distribution de charge electronique, des lignes intenses apparaitront dans les 
spectres lorsque un grand deplacement de charge s'operera au travers d'une large 
distance internucleaire. 
Les deux formes [1.27] et [1.29] de H'(f) sont largement employees lors des etudes de 
processus photoniques. Elles peuvent aussi facilement etre generalises pour un atome 
contenant N„ electrons : 
H'(0="—il^O-A+T^T^'W [1-31] 
mec tTi 2mec 
H'(0 = -«Z?t-E(0 [1.32] 
k=\ 
1.2.d. Regies de selection pour les transitions dipolaires electriques 
II existe plusieurs cas pour lesquels, a cause de la symetrie de l'Hamiltonien du systeme, 
certains elements matriciels du moment de transition dipolaire, exprimes par 1'equation 
[1.30], peuvent etre nuls. Dans cette situation, les transitions entre les etats concernes 
sont dites etre interdites. Le fait qu'une transition soit permise ou interdite depend non 
seulement de la symetrie des deux etats impliques, mais egalement de la polarisation de 
l'onde electromagnetique appliquee au systeme. Les deux types les plus importants 
d'invariance par symetrie sont Vinversion et la rotation autour d'un axe de symetrie. 
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La regie de selection la plus omnipresente est celle concernant la parite. Elle s' applique a 
tout systeme dont l'Hamiltonien non perturbe est invariant sous 1'operation inversion : 
H0(-F) = H0(r) [1.33] 
Les fonctions propres d'un tel Hamiltonien sont elles-memes paires ou impaires vis-a-vis 
de r . Rappelons que l'operateur r , tout comme le moment dipolaire electrique d, est un 
operateur vectoriel impair. Ainsi le produit y/*ry/f sera une fonction impaire si les deux 
fonctions d'onde sont de meme parite et, inversement, sera une fonction paire dans le cas 
de parites opposees. C'est seulement dans ce dernier cas que 1'integrate (*|r|/) sera non 
nulle, ce qui implique la regie de selection suivante : pour des systemes presentant la 
symetrie d'inversion, les seules transitions permises sont celles pour lesquelles la parite 
change lors de la transition. Dans le cas d'un atome, qui conserve la symetrie spherique, 
cette regie devient mathematiquement formulee par : 
A/ = ±l [1.34] 
ou /, le nombre quantique orbital, possede la meme parite que celle des etats propres de 
1'atome. 
Lorsqu'un systeme est invariant sous rotation autour d'un axe, il importe de distinguer les 
situations ou la direction de polarisation du champ radiatif est parallele a l'axe de 
rotation, ou perpendiculaire a celui-la. Supposons que l'axe de symetrie est oriente selon 
z , Pour le cas parallele, alors, l'operateur z et la composante Lz de l'operateur moment 
angulaire commutent, [Zz,zJ= 0. Cela donne lieu a la regie de selection pour le nombre 
quantique azimutal : 
Am,=0 [1.35] 
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Pour une polarisation perpendiculaire a l'axe z , c'est-a-dire qu'elle est contenue dans le 
plan xy, il faudrait evaluer des elements matriciels de la forme (l,ml |x|/',m;') et 
(l,m, |j|/',m7 '), les valeurs de / et /' etant gouvernees par la relation [1.34]. Le ket 
\l,m,} designe un etat propre a la fois pour la composante Lz et pour le carre L de 
l'operateur moment angulaire, qui commutent entre eux. Ainsi, la regie suivante est 
obtenue : 
Aw, =±1 [1.36] 
Les regies ci-enumerees ne concernent que les transitions purement electroniques qui 
adviennent dans les atomes, sans consideration du spin des electrons, ni de celui du noyau 
atomique. Par la suite, une tentative pour etendre ces regies aux molecules sera presentee. 
II convient a preciser que les transitions dipolaires electriques ne sont pas les seules qui 
peuvent se produire. Nous avons indique, suite a l'enonce de 1'approximation dipolaire, 
que le deuxieme terme dans la serie [1.22] est a l'origine d'un autre type encore de 
transitions appelees transitions quadrupolaires electriques. Elles resultent de l'interaction 
entre la variation spatiale du champ electrique avec l'operateur moment quadrupolaire 
electrique de l'atome, et possedent des intensites proportionnelles au carre des elements 
matriciels (z'|xy|/). Elles sont nettement plus faibles que les transitions dipolaires 
electriques. De plus, la lumiere etant un phenomene electromagnetique, la composante 
magnetique du champ peut eventuellement induire des transitions dipolaires 
magnetiques. Elles ont des probabilites de se produire proportionnelles au carree des 
elements matriciels (z'|Zz|/), et sont aussi plus faibles que les transitions dipolaires 
electriques permises. Cependant, puisqu'elles obeissent a des regies de selection 
differentes, parfois elles peuvent dormer naissance a des lignes dans les spectres dans les 
regions ou les transitions dipolaires electriques sont interdites. La faiblesse des transitions 
dipolaires magnetiques et quadrupolaires electriques provient du fait que les deux 
dependent de la variation spatiale de l'onde electromagnetique sur toute l'etendue de 
l'atome. Or, comme nous l'avons deja explique dans la sous-section 1.2.c, l'atome «ne 
voit pas» cette variation de la radiation. Remarquons aussi que les operateurs impliques 
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dans les elements matriciels des moments de transition correspondants sont des 
operateurs pairs (car ils s'ecrivent comme le produit de deux operateurs impaires) et, par 
consequent, ne connectent que des etats de meme parite. 
Quelques etudes recentes, atomiques ou moleculaires, entreprenant d'aller au-dela de 
1'approximation dipolaire, ont montre des effets tels que : l'apparition d'harmoniques 
paires dans le spectre harmonique de H^ dues a la direction de la composante 
magnetique du champ, qui est perpendiculaire a la polarisation du champ electrique (28); 
une forte augmentation des probabilites de recollision pour certaines orientations 
particulieres des orbitales moleculaires antisymetriques, provoquee par la composante 
magnetique du champ (29); un nouveau mecanisme d'ionisation par ejection de 
1'electron dans la direction opposee de la propagation du champ, en identifiant 
l'apparition d'un 3eme lobe dans les distributions angulaires du photoelectron, c'est un 
effet non dipolaire (30,31). Nous allons egalement referer ici a quelques discussions plus 
theoriques : sur l'Hamiltonien non dipolaire obtenu par la prescription du couplage 
minimal pour etudier la dynamique non dipolaire en champs tres intenses et du regime 
XUV (32); sur la necessitee de considerer les paires virruelles electron-positron pour une 
description correcte des effets non dipolaires, suite a la resolution numerique de 
l'equation de Dirac par (33). 
1.3. La «realite» moleculaire 
La difference entre les atomes et les molecules se manifeste a deux niveaux : d'abord, les 
degres de liberte electronique se complexifient, puisqu'ils doivent assurer, ce qui est 
communement appele, la liaison chimique entre les atomes de la molecule; et d'autre 
part, il y a apparition de degres de liberte nucleaire, ou de vibrations des noyaux les uns 
par rapport aux autres. Nous allons discuter chacun de ces effets dans des sections 
separees apres avoir propose un cadre de validite pour cette distinction. 
Si Ton considere une molecule comme etant un systeme lie de plusieurs particules 
chargees, alors l'Hamiltonien d'interaction semi-classique pour un atome [1.31] peut se 
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reecrire plus generalement, en rempla9ant la masse electronique me par les masses //, de 
toutes les particules chargees, comme suit: 
HU0 = l { - ^ t o - v J + - ^ 2 ( 4 [1-37] 
Autrement dit, 1'interaction est sommee sur l'integralite des particules du systeme 
moleculaire, protons et electrons, en denombrant la charge e; et la masse //,. de chacune 
d'elles. Cependant, dans le cas ou le champ induirait des excitations «purement» 
electroniques, la somme sur toutes les particules peut etre reduite a une somme sur les 
electrons uniquement, 1'interaction des noyaux avec un champ etant nettement plus faible 
a cause des termes 1///^., ou juN . symbolise la masse du proton N, {fxN Jjue. = 1837). 
Ainsi, dans le strict cadre de 1'approximation dipolaire, l'Hamiltonien d'interaction semi-
classique ne differe pas pour un atome polyelectronique ou pour une molecule 
polyelectronique. La majeure caracteristique du comportement des molecules en presence 
de champ electrique provient du potentiel Coulombien d'attraction des electrons par les 
noyaux (contenu dans l'Hamiltonien non perturbe). La force qui derive de ce potentiel 
infiue sur la distribution electronique au sein de la molecule, et impose des dynamiques 
electroniques differentes (selon la geometrie nucleaire) en presence d'un champ 
exterieur. 
II est important de rappeler que lorsqu'une molecule se forme, disons, par la combinaison 
d'atomes de natures diverses, l'edifice ainsi cree possede des proprietes specifiques qui ne 
resultent pas de la simple addition de celles des atomes. En effet, l'assemblage des atomes 
s'accompagne d'une modification de la repartition electronique, dont les consequences 
peuvent etre particulierement importantes et interessantes d'un point de vue chimique. 
Ainsi, des liaisons peuvent se renforcer ou s'affaiblir, des sites atomiques peuvent prendre 
un caractere plus ou moins excedentaire ou deficitaire en electrons suivant 
l'environnement dans lequel ils se trouvent a l'interieur de la molecule. La rationalisation 
de ces nouveaux effets moleculaires se fait generalement par le biais de concepts 
chimiques, qui permettent d'interpreter aussi bien les proprietes electroniques des 
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molecules que leur reactivite chimique. Recenser tous ces concepts est hors du propos de 
cette these, nous insisterons uniquement sur l'importance de developper des theories, car 
elles permettent l'invention de nouveaux concepts ! Citons un exemple en physique et un 
autre en chimie : P. Dirac inventa le concept d'antiparticule suite a ses efforts pour 
rendre relativiste la mecanique quantique de l'electron ; peu apres la revolution quantique, 
L. Pauling et J.C. Slater enrichirent les concepts de Lewis sur la liaison localisee, en 
introduisant la valence directionnelle, et concurent le concept & hybridation des orbitales 
atomiques. Le lecteur interesse par la «localisation-delocalisation» du monde chimique 
est invite a consulter l'essai offert dans Particle (34). 
Aussi, malgre l'utilisation de 1'approximation des noyaux statiques dans une grande 
majorite de nos calculs (tous les calculs sur l'ion i/3+), nous allons nous attendre a 
l'apparition d'effets electroniques nouveaux par rapport a ceux deja etudies dans les 
atomes polyelectroniques, et meme dans les molecules diatomiques. En effet, de par sa 
geometrie triangulaire, et qui plus est, sa liaison particuliere a deux electrons distribues 
sur trois noyaux (2e,3c), l'ion H^ devrait montrer des correlations electroniques elevees 
en presence d'un champ laser. Nous allons developper nos hypotheses dans le chapitre 2, 
qui etablit la mise en contexte de ce projet. Introduisons maintenant une discussion 
generate sur les transitions moleculaires et sur les proprietes electriques des molecules. 
Une etude complete des transitions electroniques qui peuvent avoir lieu dans les 
molecules devrait necessairement inclure tous les degres de liberte electroniques et 
nucleaires lors de revaluation des elements matriciels du moment de transition dipolaire. 
Soit Dkm V element matriciel entre les etats combines (electronique et nucleaire) k et m . 
La fonction d'onde de ces etats moleculaires (par exemple pour l'etat k) s'exprime, dans 
1'approximation de Born-Oppenheimer, comme le produit d'une fonction electronique 
y/k (celle-ci etant solution de l'Hamiltonien electronique a qN fixe), et d'une fonction 
nucleaire %* (du au fait que le rapport entre la masse d'un proton et d'un electron est 
mp/me S1837): 
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ou les vk sont les nombres quantiques nucleaires, qe et qN symbolisent, respectivement, 
les coordonnees electroniques et nucleaires. L'element matriciel D^ s'ecrit alors : 
Dkm = DkVk,mVm =\dqN\ dqeXkVt (qN K (qe I qN fe™ {qN V * (?, I ^N ) t1 - 3 9 ] 
Puisque les fonctions d'onde nucleaires zi s o n t independantes des coordonnees 
electroniques, il est commode de rearranger cette integrate, en posant: 
dkm{<lN) = ldqey/k{qe;qN)dy/m(qe;qN) [1.40] 
L'equation [1.39] devient: 
A t ^ - v . = j dqNxtk {<1N )dkm {qN )Xvm (<7*) [1-41] 
Les dkm(qN) sont les elements matriciels electroniques du moment de transition 
dipolaire : c'est l'equivaleht moleculaire de l'element matriciel pour un atome, definit par 
l'equation [1.30]. Notons la dependance de cet operateur des coordonnees nucleaires qN. 
Cependant, les fonctions electroniques manifestant une faible variation avec les 
coordonnees nucleaires (toujours sous condition de validite de 1'approximation de Born-
Oppenheimer), il est habituellement admis que les d^ (qN) evoluent lentement selon qN. 
Dans ce cas, d^q^ peut etre developpe en serie autour d'une coordonnee qe£ 
judicieusement choisie (soit le point de recouvrement nucleaire maximal, soit la position 
d'equilibre d'un des etats k (Rk) ou m (/?"), engages dans la transition): 
dkm (q„) = dkm (qeNq )+ - ^ (qK - € )+ • • • ' [1-42] 
V °qN )<s 
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L'on peut garder uniquement le premier terme de ce developpement, c'est le fameux 
principe de Franck-Condon, et le remplacer dans [1.41]. Les elements matriciels 
s'ecrivent alors : 
DtVt„Vm = d^P^zt, (qN)x:m (qN) [i-43] 
L'integrale de recouvrement nucleaire, qui apparait dans cette derniere expression, est 
appelee recouvrement de Franck-Condon et fournit un moyen facile pour evaluer les 
probabilites de transition relatives dans l'etat final (notons que les probabilites absolues 
sont obtenues en calculant, de plus, les elements matriciels electroniques). 
C K « « « » • M t e r a t o m i ^ 
Figure 2. Illustration graphique du principe de Franck-Condon. La fleche verticale, 
depuis le niveau vm = 0 de l'etat electronique |m) vers les niveaux vibrationnels vk de 
l'etat electronique excite |&), symbolise la transition verticale, se produisant dans une 
geometrie nucleaire figee. Sur ce schema, le meilleur recouvrement nucleaire est choisi 
pour se faire avec le niveau vk = 8. 
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L'interpretation classique du principe de Franck-Condon consiste a dire qu'une transition 
electronique se produit sans changement des positions des noyaux de la molecule et de 
son environnement. A titre d'exemple, la periode de mouvement d'un electron dans 
l'orbite de Bohr est 2XTQ ^151 attosecondes (r0 etant l'unite atomique de temps), tandis 
que la periode de vibration de la molecule H2 est d'environ 7 femtosecondes. Pour une 
molecule diatomique, une demonstration commode de la dependance du recouvrement 
nucleaire en fonction du nombre quantique vk, repose sur le graphe des courbes 
d'energie potentielle electronique. Un cas typique, montre a la figure 2, est celui ou la 
distance d'equilibre de l'etat excite considere est superieure a celle de l'etat fondamental. 
La schematisation du processus par une fleche illustre clairement le concept de noyaux 
figes, on parle alors d'une transition verticale. II est possible pour une transition permise 
par symetrie, qu'elle possede un recouvrement nucleaire quasi-nul. La probability d'une 
transition etant proportionnelle au carre de 1'integrate de recouvrement entre les etats 
initial et final, il s'en suit que la transition sera interdite par Franck-Condon. C'est le cas, 
typiquement, lorsque les geometries d'equilibre des courbes de potentiel des deux etats 
impliques sont tres differentes (c'est-a-dire, que la transition verticale est impossible). 
Une consequence directe de ce principe est a l'origine du schema pompe-sonde, concu 
dans le but d'etudier la spectroscopie multiphotonique de paire d'ions de la molecule H2, 
discutee au chapitre 6.2. 
1.4. Reponse du milieu a l'excitation par champ electrique : une courte classification 
des non linearites 
La linearite d'un systeme est une propriete reliee a son interaction avec une onde 
perturbative quelconque. Dans ce qui suit, nous allons nous concentrer sur la reponse de 
la matiere a des impulsions courtes de la radiation electromagnetique. L'optique lineaire 
traite les problemes ou la reponse du milieu (polarisation, courant) est proportionnelle a 
l'excitation (champ electromagnetique). L'interaction est caracterisee par les relations de 
constitution du milieu, qui peuvent etre scalaires (milieu isotrope) ou tensorielles (milieu 
anisotrope). Le principe de superposition s'applique a ce modele de milieu lineaire. 
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Cependant, depuis la mise au point du laser, 1'approximation lineaire n'est plus toujours 
valable. En effet, rappelons que les dipoles induits par la composante electrique d'un 
champ exterieur dans un milieu dielectrique proviennent de la deformation de la 
distribution des charges a l'equilibre. Dans ce cas, l'utilisation du modele lineaire n'est 
justifiee que pour des amplitudes du champ tres inferieures a celles du champ electrique 
qui, a l'echelle microscopique, assure la cohesion des electrons aux atomes et molecules 
dont est consume le milieu. Or, les lasers actuels permettent d'atteindre des champs 
electriques du meme ordre de grandeur ou superieur au champ de cohesion des charges. 
Dans la mesure ou le champ ne cree pas de deformations irreversibles dans le milieu, le 
dipole induit peut etre exprime en termes d'un developpement en serie de puissances du 
champ electrique applique. Etant donne que les caracteristiques microscopiques de 
1'interaction lumiere-atome (ou molecule) determinent les caracteristiques 
macroscopiques de la propagation lumineuse dans la matiere, il en va de meme pour le 
developpement de la polarisation macroscopique P, et son expression generate peut etre 
ecrite, en termes de susceptibilites electriques, comme : 
P = e0ilzef)E + [Zef)EE + [Xef)EEE + ..) [1.44] 
ou E0 est la permittivite du vide, et les [xe] sont les tenseurs exprimant la 
susceptibilite electrique du materiau aux differents ordres. En principe, si Ton connait 
[ze] (susceptibilite d'ordre n = tenseur d'ordre n + \), on peut predire tous les effets 
du nieme ordre de non linearite a partir des equations de Maxwell. Physiquement, [%ef 
est relie aux proprietes microscopiques du milieu et ne peut etre calcule qu'avec une 
theorie quantique (il existe toutefois des modeles classiques qui permettent de le 
determiner). Nous allons utiliser les differents termes de la serie [1.44] ci-dessus pour 
classer les non linearites. Une revue, recapitulant les points cles des 30 dernieres annees 
de recherche en physique et technologies des lasers, qui delimite les frontieres de 
l'optique non lineaire peut etre consultee ici (35). 
Le premier terme de cette serie represente les proprietes lineaires du materiau. La 
linearite signifie ici que pour toute combinaison lineaire de deux champs aEx + J3E2, a 
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et p etant des nombres (coefficients) quelconques, on a la propriete 
?{ccEx + J3E2) = a(PE1) + fi(?E2). Le tenseur [%e J est du second ordre, et correspond 
aux proprietes optiques lineaires, telles que l'indice de refraction, l'absorption, la 
birefringence. Ce terme ne permet pas de coupler les ondes, et il en resulte que deux 
ondes differentes traversant un milieu lineaire se propagent sans influence mutuelle. 
Les termes suivants dans la serie [1.44] sont a l'origine des non linearites dans la reponse 
du milieu. Par exemple, le deuxieme terme, qui fait intervenir \xe\ > e s t responsable de 
tous les effets de second ordre, tels que : 
- la generation de la seconde harmonique (l'absorption virtuelle de deux photons de 
meme frequence <aet remission d'un photon de frequence 2a>) 
- la generation de la frequence somme (absorption virtuelle d'un photon de 
frequence cox et d'un autre de frequence a>2 et remission d'un photon de frequence 
• o , + o 2 ) 
- 1'amplification parametrique (c'est pratiquement 1'inverse de la generation de la 
frequence somme : un photon de frequence a>3 est absorbe et deux photons de frequences 
cox et co2 sont emis, de facon que a>3 = cox + a>2), etc. 
II est important de souligner que les processus de second ordre ne peuvent se manifester 
que dans les milieux dans lesquels il n'y a pas de symetrie d'inversion (les milieux 
centro-symetriques sont tels que \jce ])* = 0, Vz, j , k ) . 
De meme, le troisieme terme, faisant intervenir \xe\ , cause des non linearites du 
troisieme ordre. Celles-ci se manifestent independamment de la symetrie d'inversion. Les 
phenomenes typiques sont: la generation de la troisieme harmonique (l'absorption 
virtuelle de trois photons de meme frequence <»et remission d'un photon de frequence 
3<y), la diffusion Raman stimulee (destruction d'un photon de frequence co et creation 
d'un photon de frequence <y±Qalors que le milieu subit une transition du niveau |/} 
vers le niveau | / } ; l'application successive du processus Raman stimule est utilisee dans 
le chapitre 4.1 pour l'ascension des niveaux vibrationnels dans Petat electronique 
fondamental de la molecule H2). D'autres exemples de non linearite d'ordre trois sont 
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l'effet Kerr et l'effet Kerr optique, la diffusion Brillouin stimulee, l'absorption resonante 
a deux photons etc., cette liste etant loin d'etre exhaustive. Dans le cas general de non 
linearite d'ordre n, on peut reformuler remission de la nKme harmonique comme suit: 
quand l'excitation par le champ exterieur est trop importante, la variation temporelle de la 
polarisation induite n'est plus sinusoi'dale, mais reste cependant periodique. On peut, par 
consequent, la decomposer en serie de Fourier, ce qui permet d'ecrire P\t) comme une 
somme de composantes harmoniques de pulsation nco, ou n est l'entier donnant l'ordre 
de l'harmonique. 
Les effets non lineaires peuvent, generalement, etre exaltes pres d'une resonance du 
milieu consideree (c'est-a-dire, lorsque la frequence du champ applique coincide avec 
une des frequences propres du systeme, co = Q)f<_i). Dans ce cas, le developpement de la 
polarisation en serie de puissances du champ electrique peut ne pas converger, et il est 
indispensable de resoudre les equations du milieu de maniere exacte (non perturbative). 
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CHAPITRE 2 
Concepts utilises dans la description theorique de la generation 
d'harmoniques d'ordre eleve 
«Quandles mysteres sont malins, Us se cachent dans la lumiere.» 
Jean GIONO 
Dans la region optique du spectre electromagnetique, typiquement une molecule ou un 
atome ne peuvent pas etre ionises par l'absorption d'un seul photon. Cependant, lorsque 
le champ radiatif correspondant est suffisamment intense, l'absorption de plusieurs 
photons peut se produire provoquant ainsi une reponse electronique observable. On se 
situe alors dans le domaine de la physique des champs forts, ou les atomes et molecules 
sont facilement ionises. L'ionisation par champ fort est la premiere etape pour un grand 
nombre de phenomenes interessants, tous dus a l'interaction fortement non lineaire entre 
le champ et la matiere. II existe differents canaux d'ionisation, et il est generalement 
admis de les distinguer a l'aide du parametre de Keldysh (36) (en unites atomiques : 
e = h = me =1): 
r=\— , u =^K [2-i] 
r
 \2Up ' p Aco2 L J 
ou / est le potentiel d'ionisation de l'atome ou de la molecule, C/pest l'energie 
moyenne des oscillations electroniques, appelee egalement energie ponderomotive, E0 
est l'amplitude du champ, et <a est sa frequence. Ainsi, lorsque y > 1 Ton se situe en 
regime «multiphotonique» (basse intensite/haute frequence), et Ton parle d'un canal 
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d'ionisation «vertical» (voir figure 3.a). A l'inverse, lorsque y < 1, Ton fait reference au 
regime d'ionisation par effet tunnel (haute intensite/basse frequence), ou encore a un 
canal d'ionisation «horizontal» (voir figure 3.b). Pour des champs tres forts (consulter la 
classification du chapitre 1, page 6), cependant, aucune de ces deux descriptions ne 
s'applique, et Ton atteint le regime au-dessus du seuil d'ionisation, ou le puits de 
potentiel d'un systeme lie est tellement deforme, qu'un electron pourrait s'echapper 
classiquement dans le continuum. 
(a) 
Canal Vertical: 
IoBtsatioa Multiphotonique 
X 
xEQ sin(<^) 
Canal Horizontal: 
lonisatiou par Effet Tunnel 
• x£0 m\{pt) 
Figure 3. Representation du potentiel cree par un champ laser instantane, agissant sur le 
puits de potentiel d'un systeme lie unidimensionnel. Les differents canaux d'ionisation du 
systeme sont illustres : (a) canal vertical (regime multiphotonique); (b) canal horizontal 
(regime par effet tunnel). 
Suite a cette premiere etape, un ion «parent» (atomique ou moleculaire) et un paquet 
electronique sont generes, ce dernier etant force d'osciller dans le champ. De ce fait, il 
acquerra de l'energie cinetique, typiquement -50-1000 eV durant la premiere 
femtoseconde de «liberte». Lorsque le champ electrique du laser changera de signe, 
l'electron sera accelere vers l'ion «parent», et une collision entre eux pourra se produire. 
Ce processus est tres riche en information, le paquet electronique servant a sonder l'etat 
instantane de l'atome ou la molecule. De plus, il permet de suivre la dynamique du 
systeme avec une resolution temporelle attoseconde et une resolution spatiale de l'ordre 
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de 1'Angstrom. En principe, plusieurs scenarios de recollision sont possibles, et les 
produits qui en resultent peuvent etre observables : 
- Une diffusion electronique elastique. Dans ce cas Ton detecte 1'electron meme, le 
schema etant similaire a une diffraction electronique conventionnelle avec un 
faisceau electronique externe (37). Cependant, le flux electronique est beaucoup 
plus eleve dans le cas de la recollision (38). 
- Une diffusion inelastique. Elle provoque l'ionisation (ou l'excitation) 
supplemental de l'ion «parent», initiant ainsi la fragmentation du systeme (38). 
L'observable ici est l'energie cinetique liberee par les fragments. 
- Une recombinaison, accompagnee de remission d'un photon, dont la frequence 
est un multiple entier de celle du champ incident. Ce processus est appele 
generation d'harmoniques. Lorsque des photons tres energetiques sont emis, Ton 
parle alors de generation d'harmoniques d'ordre eleve (GHOE). 
Nous allons nous concentrer dans ce chapitre uniquement sur la description de ce dernier 
phenomene, la GHOE, dont la decouverte date de 1987 (39,40), lors d'experiences sur le 
comportement des atomes de gaz rares exposes a des champs forts. Le spectre de la 
radiation ainsi generee par le gaz atomique presente un comportement caracteristique, 
comprenant trois regions : une zone de decroissance rapide de l'intensite sur les premiers 
ordres, une zone d'intensite constante jusqu'a des ordres tres eleves (appelee «plateau»), 
et une zone ou l'intensite du spectre chute brusquement apres un certain ordre, appele 
«coupure» (de l'anglicisme «cutoff»). Plusieurs etudes ont ete menees depuis cette 
decouverte (principalement sur des gaz atomiques), visant dans un premier temps a 
comprendre le mecanisme de ce processus, ainsi qu'a etendre le plateau jusqu'a des 
ordres de plus en plus eleves. En parallele, de nombreuses autres experiences ont ete 
entreprises afin d'examiner les caracteristiques spatiales et temporelles de remission 
harmonique. Ainsi, des proprietes uniques de cette radiation ont pu etre revelees : une 
bonne coherence, une duree tres courte (femtoseconde et sub-femtoseconde) de 
l'impulsion, une haute brillance, un haut taux de repetition, etc. Ces proprietes de la 
radiation, emise par GHOE, ont amene des applications tres interessantes, parmi 
lesquelles Ton peut citer : source d'impulsions attoseconde coherentes (18,41,42); mesure 
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du mouvement vibrationnel dans les molecules (22) ; reconstruction par tomographic 
d'orbitales moleculaires (20,43,44), etc. 
Cette courte liste, loin d'etre exhaustive, revele deja que recemment, peu apres les annees 
2000, l'etude de la GHOE s'est elargie des systemes atomiques vers les gaz moleculaires, 
qui possedent des degres de liberie additionnels (vibrations et rotations). Une percee 
majeure dans le domaine moleculaire a ete la decouverte des effets d'interferences de 
type fentes de Young dans les spectres harmoniques (45). Ce phenomene a d'abord ete 
observe theoriquement pour des molecules diatomiques simples comme H2 et H2 (45-
48), tandis que, experimentalement, cela a pu etre demontre pour des molecules C02 
alignees (21,49). Depuis, des efforts ont ete investis afin de comprendre ces nouveaux 
effets visibles (50-54), ainsi que l'influence d'autres facteurs sur les spectres 
moleculaires, tels que: la correlation multielectronique (55), la symetrie, la 
degenerescence et 1'orientation moleculaire (56), la nature des fonctions d'ondes choisies 
pour decrire le paquet electronique dans le continuum (57), le couplage du champ au 
mouvement vibrationnel (58), la polarisation de l'ion «parent» (59), l'effet du 
mouvement nucleaire sur remission des trains d'impulsions attoseconde (60-62), etc. 
Plus de details et de references sur les techniques d'imagerie moleculaire peuvent etre 
trouves dans la revue (63), sur la revolution technologique en science attoseconde 
(permettant d'explorer le dynamique d'un systeme avec une resolution attoseconde) dans 
(64,65), et un resume de l'etat de la recherche actuelle vis-a-vis de l'origine des minima 
dans les spectres harmoniques dans (66). 
Dans cette these, nous avons mis 1'accent sur l'etude des effets provoques par des 
interferences, de type fentes de Young, dans les spectres harmoniques de l'ion H^. De 
par sa structure particuliere a l'equilibre, un triangle equilateral, ce systeme moleculaire 
offre la possibilite de considerer des effets de geometrie qui n'existent pas dans les 
molecules lineaires. Or, tous les travaux theoriques actuels proposant d'expliquer 
l'origine des minima d'interferences dans les spectres, portent, a notre connaissance, sur 
des systemes lineaires, diatomiques (H\ ,H2 ,N2,02) ou triatomiques (C02) . Par 
consequent, nous apportons ici de nouveaux elements, visant a modeliser des 
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interferences de type fentes de Young pour un systeme emetteur a trois points non 
colineaires. 
Ce chapitre sera organise comme suit: nous allons commencer par fournir quelques 
elements de base sur la fa9on dont on calcule les spectres harmoniques apres resolution 
de l'equation de Schrodinger dependante du temps (ESDT); par la suite, nous allons 
proposer une breve description des modeles theoriques qui ont ete developpes afin 
d'interpreter les caracteristiques du rayonnement harmonique, emis par les atomes, 
notamment le modele semi-classique (section 2.2) et le modele quantique (section 2.3); 
la section 2.4 sera entierement consacree a illustrer l'interet de la GHOE dans les 
molecules, et les differentes sous-sections vont nous permettre d'aborder certains effets 
observables dans les spectres moleculaires, que nous avons mentionne plus haut. 
2.1. Calcul des spectres harmoniques a partir de l'equation de Schrodinger 
dependante du temps 
La GHOE est un phenomene induit par champs laser forts, dont l'intensite se situe 
typiquement dans l'intervalle 1014 -1015WIcm'''. La force que le champ electrique d'une 
telle impulsion laser exerce sur les electrons d'un systeme lie, est approximativement du 
meme ordre de grandeur que les forces agissant entre les noyaux et les electrons du 
systeme en question. Ceci implique qu'une description valable devrait aller au-dela de la 
theorie des perturbations en champ externe. Cependant, l'intervalle d'intensite cite ci-
dessus reste inferieur au regime pour lequel le champ magnetique de l'impulsion laser ou 
le mouvement relativiste des electrons jouent un role. C'est la raison pour laquelle Ton 
emploie 1'approximation dipolaire (section 1.2.c), qui permet de negliger le champ 
magnetique, et Ton decrit la dynamique electronique par l'equation de Schrodinger 
dependante du temps (ESDT) non relativiste. L'Hamiltonien du systeme est constitue de 
la partie non perturbee H0 (eq. [1.19]) et du terme d'interaction H'(?) qui, comme nous 
l'avons vu dans la section 1.2.c, s'exprime dans 1'approximation dipolaire pour un atome 
polyelectronique par l'equation [1.32]. II est commode de faire appel a I'approximation 
d'un seul electron actif («Single Active Electron», SAE), par laquelle Ton ne considere 
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que l'interaction d'un seul electron avec le champ, tandis que tous les autres electrons de 
l'atome sont supposes «geles», et ont simplement pour effet de creer un potentiel effectif 
independant du temps pour 1'electron «actif». Cette approximation permet de restreindre 
l'Hamiltonien dans la jauge de longueur a ['expression : 
&(t) = ^- + V(r)+r-E{t) [2.2] 
r etant la coordonnee de l'electron «actif» et V(r) le potentiel effectif. Dans cette 
formule nous avons tenu compte du fait que la charge de l'electron est negative, 
qe - -e = - 1 , et nous allons garder cette notation par la suite. 
Si l'ESDT est soluble, alors nous connaissons la fonction d'onde du systeme, ^(t), pour 
tout temps de la propagation, et nous pouvons l'utiliser pour calculer le spectre 
harmonique. En electrodynamique classique, le spectre de la radiation emise par un 
dipole (une distribution de charge variable dans le temps), est donne par la densite 
spectrale de puissance de l'acceleration du dipole : 
P(o))~\a(cof [2.3] 
T 
ou a(co)= \a(t)e~"adt est la transformee de Fourier de l'acceleration du dipole a(t), et 
0 
1'integration se fait, generalement, sur un intervalle fini, determine par la duree de 
l'impulsion laser, T. 
En mecanique quantique, la meme relation pour P(co) est valable, si Ton utilise la valeur 
moyenne de l'operateur acceleration du dipole dependant du temps, au lieu de a(t), c'est-
a-dire que Ton remplace a(t) = (a(t)}. Pour un seul electron, cet operateur s'ecrit: 
d{t) = -VV{r)-E{t) [2.4] 
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et sa valeur moyenne : 
(a(t)) = (^-VV(r)-^W(t)) [2.5] 
Une alternative pour calculer le spectre harmonique est d'evaluer d'abord la valeur 
moyenne du dipole dependant du temps, (d(t)), et ensuite prendre sa derivee seconde 
pour obtenir l'acceleration du dipole (67): 
tif) = h*>-£*(?) P-6] 
Cette option est generalement privilegiee lorsque Ton adopte I'approximation du champ 
fort pour analyser les spectres (se reporter a la section 2.3). Neanmoins, lorsque Ton 
calcule les spectres harmoniques en resolvant numeriquement l'ESDT, la methode de 
choix est d'evaluer (a(V)) directement par le biais de l'equation [2.5]. Comparativement 
au moment dipolaire, l'acceleration du dipole est moins sensible a la densite electronique 
loin du noyau. Par consequent, (a(t)) est moins affectee par l'utilisation d'un potentiel 
absorbeur en fin de grille (voir Chapitre 3, eq. [3.24]) et provoque, habituellement, moins 
de bruit de fond dans les spectres harmoniques (67). Une revue recente sur l'utilisation 
des jauges peut etre trouvee dans (68). 
2.2. Modele semi-classique 
Le modele semi-classique en trois etapes (69,70) fournit une image physique 
extremement utile a la comprehension du processus de GHOE. II presume que 
l'interaction entre le champ laser et l'atome (ou la molecule) est quasi-statique. 
Supposons un systeme unidimensionnel selon la direction x, pour simplifier la 
description de cette interaction. A un temps t durant Taction du champ, le potentiel 
effectif non perturbe, V(x), que percoit l'electron «actif», est deforme par la presence du 
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champ electrique instantane, Ex{t), du laser. Ainsi le potentiel total subit par l'electron 
devient: 
VTol{x,t)=V{x) + xEx{t) [2.7] 
C'est ce qui est represente a la figure 3. Selon l'image quasi-statique, la variation 
temporelle du champ electrique est lente comparativement au mouvement electronique 
dans son etat lie. De ce fait, la fonction d'onde electronique peut s'ajuster, de facon 
adiabatique, au potentiel modifie par le champ, et l'electron a le temps de passer par effet 
tunnel au travers la barriere vers la region non liee. Ce processus est schematise a la 
figure 3.b. II constitue la premiere etape du modele semi-classique. Apres avoir subit 
l'ionisation par effet tunnel au temps t0, l'electron est fortement accelere par le champ. A 
ce stade, le modele suppose que le potentiel liant du systeme n'influence pas beaucoup 
l'electron «actif», et que la dynamique de ce dernier peut, par consequent, etre 
correctement approximee de facon classique. Puisque, dans 1'approximation dipolaire, le 
champ electrique du laser est une fonction sinusoi'dale du temps (eq. [1.23]), cela signifie 
que l'electron suivrait un mouvement oscillatoire. Ceci est la deuxieme etape du modele. 
Nous pouvons resoudre les equations classiques regissant le mouvement d'un electron 
libre dans un champ exterieur. Selon l'equation [1.14] (en unites atomiques), et en 
negligeant le champ magnetique, Ton ecrit: 
^ - B . W P.S] 
A l'aide de Ton derive 1'expression du champ electrique a partir du 
potentiel vecteur donnee par l'equation [1.23] : 
Ex(t) = E0sin(cot + S) [2.9] 
En se placant dans le systeme d'unites atomiques (me =e = \ = -qe), et en substituant 
E^^) par [2.9], l'equation [2.8] devient: 
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=-?- = -E0siD.(aX + 6) [2.10] 
dt 
Pour simplifier le probleme, Ton suppose qu'au temps de l'ionisation, t0, l'electron est 
situe a l'origine, x(t0)=0 et possede une vitesse initiale nulle (car il perd toute son 
energie cinetique en traversant la barriere de potentiel). Avec ces conditions initiales, la 
solution de [2.10] pour la vitesse de l'electron sera : 
F F 
v(t) = —cos(ax) -cos(erf0) [2.11] 
CO CO 
Le premier terme represente les oscillations de l'electron au cours du temps, tandis que le 
deuxieme terme, independant de t, est appele vitesse de derive. Elle est liee uniquement 
au moment t0 auquel l'electron est «cree» dans le continuum. L'ionisation par effet 
tunnel lance l'electron sur des trajectoires classiques x(t) (obtenues par resolution de 
[2.10]): 
x(t) = —y sin(cot) j sin(cot0) (t - 1 0 )cos(cot0) [2.12] 
CO CO CO 
Si l'ionisation a lieu pour une phase (<fi0 =cot0) du champ, telle que la trajectoire que 
l'electron va suivre dans le continuum pourrait le mener vers l'ion «parent», alors une 
collision pourrait se produire. Voici la troisieme etape du modele. Nous avons deja 
mentionne dans l'introduction de ce chapitre, qu'un des scenarios envisageables apres la 
collision etait la recombinaison radiative du paquet electronique avec son ion «parent», 
c'est-a-dire qu'un photon hautement energetique serait emis. Si Ton note tT le temps de 
recombinaison, Ton peut definir r = tr-t0 comme etant la duree d'«excursion» de 
l'electron dans le continuum. II a ete demontre dans (70) que 1'energie cinetique de 
l'electron au moment de recombinaison, Er, aura une valeur maximale Er<ma « 3,17t/, 
U etant definie dans [2.1]. Ainsi, l'energie du photon emis etant egale a Er +Ip, cela 
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signifie que la «coupure» dans le spectre harmonique apparaitra pour une energie du 
Phase du champ, fflfc (rad) 
Figure 4. Schematisation des trajectoires classiques x(t), que l'electron «actif» va 
suivre, une fois libere dans le continuum. Trois moments d'ionisation t^ ont ete 
represented (par des points), correspondant a des phases differentes autour d'un 
maximum d'amplitude du champ. L'axe de droite indique la coordonnee electronique x. 
II est interessant de noter, qu'une energie Er donnee peut ne pas forcement correspondre 
a une seule trajectoire suivie par l'electron lors de son «excursion». En effet, au moins 
deux trajectoires differentes (initialisees a des temps t0 distincts) pourraient mener 
l'electron a acquerir cette meme energie. Elles sont connues comme les trajectoires 
courtes et longues. La figure 4 offre une visualisation graphique de trois trajectoires, 
symbolisees par les courbes partantes des trois points noirs (qui positionnent les phases 
cot^' du champ). Sur le meme graphique est indiquee egalement la coordonnee 
electronique x, et la condition initiale de recombinaison se traduit graphiquement par les 
points ou la trajectoire x(t) croise la position x = 0. Ces points sont signales par des 
fleches vertes pour la trajectoire initialisee a t^2), et par la fleche rose pour celle qui 
debute a ^3). Si l'ionisation par effet tunnel a lieu au moment ou la phase du champ est 
at^', alors l'electron est accelere loin du noyaux et ne revient plus a proximite. La 
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recombinaison dans ce cas est impossible. Plusieurs trajectories x(t), initialisees a des 
instants t^ distincts, peuvent revenir en x = 0 au meme temps de recollision, tr. La 
trajectoire qui aura la majeure contribution lors de la recombinaison, est celle qui aura ete 
initiee au temps ^° le plus proche de tr. En d'autres mots, pour la plus courte duree 
d'«excursion» r de l'electron dans le continuum. Cela s'explique par la dispersion du 
paquet d'onde electronique lors de son evolution temporelle. Dans un calcul numerique 
par resolution de l'ESDT, tel que decrit a la section 2.1, les temps de recombinaison tr de 
ces trajectoires sont obtenus en effectuant une analyse de Gabor sur les profiles des 
harmoniques (71). Nous allons exposer cette procedure au chapitre 5 (section 5.3). 
Cependant, il existe une seule trajectoire qui peut donner l'energie Er max. Le modele 
semi-classique donne un temps de retour, tr, pour cette trajectoire a t = 0,7 cycle apres 
un extremum du champ electrique, E(t). Cette prediction a ete verifiee par des calculs 
numeriques de l'ESDT sur H\ et H2 (60,61) avec un accord remarquable. Nous 
n'allons pas nous attarder plus longtemps ici, pour expliquer l'origine des trajectoires 
courte et longue, mais referer le lecteur interesse a consulter 1'article (72), dont la section 
2 reprend le developpement du modele semi-classique, et offre une explication visuelle 
(figure 5 dans cet article) de la variation de Er en fonction de la phase $, = cot0, qui 
indique clairement que deux temps tQ distincts menent a la meme valeur de Er. 
Figure 5. Selon la perspective quantique, l'ionisation par effet tunnel separe la fonction 
d'onde electronique, xVg, en une partie qui reste localisee sur le noyau (dans l'etat lie 
d'origine), et une partie qui devient un paquet d'onde electronique, se propageant dansle 
continuum (64). 
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Le modele semi-classique- dffre un apercu general de la dynamique d'un atome en champ 
intense, et eclaircie une grande partie des resultats experimentaux. Cependant, dans le 
«monde reel» un electron ne se promene pas dans le continuum, pour retourner plus tard 
pres du noyau. Du point de vue de la mecanique quantique, il est plus approprie de parler 
d'une partie de la fonction d'onde electronique liee qui, en traversant par effet tunnel la 
zone classiquement interdite, devient un paquet d'onde electronique. Cette partie se 
propagerait done dans le continuum, tout en ressentant la presence du potentiel atomique, 
pour enfin interferer avec la partie de la fonction d'onde qui etait demeuree dans l'etat lie 
de l'atome. Ce processus est schematise a la figure 5. 
Ainsi, certains des effets qui se manifestent ne peuvent pas etre expliques classiquement. 
C'est par exemple le fait que, lors de sa propagation dans le continuum cette partie du 
paquet electronique peut accumuler de la phase, notamment a cause de 1'effet tunnel, et 
egalement a cause de la presence du potentiel Coulombien. Aussi, un effet de dispersion 
du paquet d'onde electronique doit etre pris en compte. Dans le modele en trois etapes, 
pour resoudre l'equation [2.10], nous avons suppose que la vitesse initiale de l'electron 
est nulle. En mecanique quantique, une telle precision sur la vitesse n'est pas permise 
(principe d'incertitude). II serait plus exact de considerer une certaine distribution des 
vi'tesses initiales autour d'une valeur moyenne. De ce fait, le paquet electronique subira 
une dispersion apres l'ionisation, et la probabilite qu'il rencontre l'ion «parent» sera plus 
faible que celle predite par le modele semi-classique. La possibilite de dispersion du 
paquet electronique, dans la direction transverse de celle de la polarisation du champ, 
joue un role important en impliquant une probabilite de recombinaison non negligeable 
meme lorsque le champ est polarise avec une certaine ellipticite (rappelons que selon le 
modele classique, le processus GHOE n'est possible que pour polarisation lineaire du 
champ). 
2.3. Modele de Lewenstein 
Pour obtenir des resultats capables de predire quantitativement les spectres harmoniques, 
un calcul quantique complet, tel que discute a la section 2.1, est souhaitable. Cependant, 
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la resolution de l'ESDT appropriee est souvent beaucoup trop exigeante en termes de 
cout computationnel, qui augmente considerablement avec la complexity du systeme 
etudie. Ainsi, une version quantique du modele en trois etapes a ete formulee, connue 
sous le nom de modele de Lewenstein, ou encore d'approximation du champ fort (de 
l'anglais «Strong Field Approximation^ SFA) (73). Cette approximation s'appuie sur 
l'hypothese que seul l'etat fondamental joue un role dans revolution du systeme (c'est-a-
dire que la dynamique due aux etats excites de l'atome dans le champ est negligee). Elle 
bmet egalement 1'influence du potentiel atomique sur le mouvement de 1'electron dans le 
continuum, ce qui revient a representer le continuum par des fonctions d'onde de Volkov. 
Pour presenter le modele de Lewenstein, nous allons considerer (tout comme dans la 
section precedente) un systeme unidimensionnel, soumis a un champ electrique polarise 
selon l'axe x, Ex(t). L'etude de remission par un atome, necessite la connaissance de la 
valeur moyenne du moment dipolaire dependant du temps, D{t) = -(*(?)), acquis par cet 
atome. Ainsi, dans la version la plus repandue de ce modele, Ton derive l'expression 
suivante pour D[t) : 
D(0 = iJAJrfV/[p-A(Ok^'''')EI(/'K[p-A(?')] [2-13] 
o 
ou t' est l'instant d'ionisation par effet tunnel, A(t) = (^E0sm(a>t + S\ 0, Oj est le 
potentiel vecteur du champ, d(p) = \P\x\0) est l'element matriciel du moment dipolaire 
pour la transition electronique de l'etat fondamental (note |0)) vers l'etat du continuum 
de moment canonique p, et dx(p) est la composante de d(p) parallele a l'axe de 
polarisation x. L'action semi-classique S(p,t,t') s'exprime par : 
S(p,t,t') = jdt' 
2 ' 
[2.14] 
j 
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L'equation [2.13] illustre clairement l'image semi-classique, discutee a la section 2.2. Au 
temps t' un paquet d'ondes electronique est cree dans le continuum par transition 
dipolaire electrique, avec une probabilite E
 x(t')d x\p - A{t')\. Ensuite, il se propage dans 
le continuum sous 1'influence du potentiel vecteur du champ laser. Entre les instants t' et 
t. ce paquet d'ondes accumule une phase donnee par e~'s^'''''. Notons que le facteur 
e " de cette exponentielle multiplie par la probabilite E
 x(t')d x\p - A(t')\ indique 
comment et avec quelle phase quantique le paquet d'ondes initial est «injecte» dans le 
continuum. Le facteur restant est proportionnel a la phase de Volkov pour ce paquet 
d'ondes. Au moment t, il possede une impulsion p-A(t), et se recombine avec l'etat 
fondamental avec une probabilite d*\p-A(t)\. Les deux integrates dans [2.13] 
traduisent le fait que, au temps t, le moment dipolaire, D(t), est la somme sur 1'ensemble 
des contributions des electrons ionises pour tous les instants precedents t >t', et pour 
tous les moments canoniques p possibles. L'integrale temporelle est generalement 
resolue par un schema de propagation numerique, tandis que 1'integration sur p est 
effectuee par approximation. Elle consiste a admettre que les majeurs contributions a 
cette integrate proviennent des points stationnaires de Taction semi-classique, c'est-a-dire 
les points qui satisfont la condition V-S(p,t,t')= 6. Cela permet de reduire les calculs 
necessaires, en utilisant la methode du point de selle (73) pour evaluer l'integrale sur p . 
L'evaluation de l'equation [2.13] par ces techniques montre que les principales 
contributions proviennent des regions autour des trajectoires classiques, ce qui etablit un 
lien entre les perspectives classique et quantique. La predominance d'une ou quelques 
trajectoires explique le succes du modele semi-classique, quant a la description du 
mecanisme de la GHOE. Un autre resultat qui decoule immediatement de ce modele, est 
le fait que la loi de conservation de l'energie relie directement l'energie cinetique finale 
de l'electron, au moment de la recombinaison, Er{t), a la frequence de l'harmonique 
emis, <we(73): 
a>t=Er(t) + Ip [2.15] 
L'on reviendra a cette relation dans les sections 2.4.b et 2.4.c. 
42 
Une difference majeure avec le modele semi-classique est le fait que, la transformee de 
Fourier de D(t) soit obtenue comme une somme coherente des contributions de tous les 
chemins quantiques qui menent au meme etat final. Cela implique que le spectre 
harmonique P(G>)~\D(COJ sera determine par la presence d'interferences entre les 
contributions des differents chemins quantiques. 
Les interferences apparaissant dans les spectres harmoniques peuvent avoir des origines 
distinctes. D'abord, elles ont ete observees par etudes theoriques, sous forme de minima 
dans les spectres harmoniques des molecules H2 et H2 par M. Lein et al. (45). Puisque 
la position de ces minima (c'est-a-dire la frequence harmonique a laquelle ils se 
manifestent) etait independante de l'intensite et de la longueur d'onde du laser employe, 
les auteurs en ont conclu qu'il s'agissait d'un effet caracteristique de l'espece 
moleculaire. Ainsi, l'origine de ces minima s'explique par 1'interference entre 
contributions provenant de differents emplacements a l'interieur de l'edifice nucleaire. 
C'est cet influence de la geometrie de la molecule que nous allons considerer dans cette 
these, notamment dans le cas des minima dans le spectre harmonique de l'ion H^. 
Recemment (74), un autre type de minimum a ete montre et discute dans le spectre 
harmonique d'atomes d'argon, resultant de la structure electronique de ces atomes. 
L'origine d'un minimum d'interference peut egalement se situer dans la dynamique que 
suit l'electron dans le continuum (contribution de chemins quantiques distincts, discutes 
ci-dessus), ou bien dans la dynamique de l'ion «parent» apres que l'ionisation par effet 
tunnel ait eu lieu. Un exemple de la dynamique dans le continuum a ete observe dans 
(75), et les minima correspondants sont associes a des temps de recombinaison tres 
precis, ce qui rend leur position dependante de l'intensite et de la longueur d'onde du 
laser. Quant a la dynamique de l'ion «parent» apres ionisation, Smirnova et al. ont etudie 
la dynamique multielectronique de la molecule C02 (53). Ils argumentent que le «trou», 
laisse par l'electron ejecte dans le continuum, peut migrer et permettre ainsi a l'ion 
«parent» d'evoluer entre les moments d'ionisation et de recollision. Lors de la 
recombinaison, la structure du «trou» est encodee dans le spectre harmonique. De plus, 
ces auteurs debattent la possibilite que le spectre soit obtenu par superposition de 
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contributions de paquets d'ondes electroniques ionises non seulement depuis l'orbitale 
HOMO (la plus haute occupee), mais egalement depuis la HOMO-2. 
Jusqu'ici, nous avons presente les modeles employes pour rendre compte, qualitativement 
et quantitativement, du processus de GHOE dans les atonies. Les memes bases theoriques 
peuvent etre appliquees pour une description qualitative des spectres harmoniques des 
molecules. Toutefois, la structure moleculaire, aussi bien nucleaire qu'electronique, 
exerce une grande influence sur la GHOE, et nous passerons en revue certains aspects 
dans la section suivante. Enfin, nous developperons et discuterons un modele analytique, 
rendant compte des conditions d'interference destructive ou constructive pour l'ion i/3+. 
Ce schema general pourrait etre applique a toute molecule triatomique non lineaire. 
2.4. Generation d'harmoniques par les molecules 
Comparativement aux atomes, les molecules exposees a des champs intenses devoilent 
des phenomenes nouveaux et complexes, que nous avons deja enumeres dans le chapitre 
introductif de cette these. Cette richesse provient de la presence de degres de liberie 
additionnels par rapport aux atomes, a savoir les mouvements nucleaires de vibration et 
de rotation. En particulier pour le processus de GHOE, la structure moleculaire 
influencera considerablement certaines etapes de son mecanisme, notamment l'ionisation 
et la recombinaison. L'ionisation domine principalement l'efficacite de la GHOE, tandis 
que la recombinaison determine directement la forme du spectre. Ainsi Ton observe des 
aspects non existants dans les atomes. En effet, le potentiel V(r) apparaissant dans [2.2], 
contient maintenant un terme d'attraction entre les electrons et les noyaux, qui sera une 
somme sur le nombre de noyaux constituants la molecule (voir eq. [3.4] pour le cas de 
l'ion H^ par exemple). Cette particularite du potentiel Coulombien moleculaire est a 
l'origine des differences majeures avec les atomes, dormant chacune naissance a des 
aspects caracteristiques pour les spectres harmoniques. Nous allons les discuter 
separement dans les diverses sous-sections ici. 
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2.4.a. Influence de la geometrie nucleaire sur l'etape d'ionisation 
Le fait que l'energie potentielle electronique d'une molecule possede plusieurs puits 
impose une grande delocalisation des electrons sur les divers noyaux presents, qui est 
d'autant plus marquee lorsque la distance internucleaire augmente. L'on parle d'orbitales 
moleculaires. Cette particularite joue un role determinant dans l'ionisation moleculaire 
(76,77), qui est la premiere etape du model semi-classique. En effet, pour certaines 
distances critiques, les auteurs ont observes une augmentation prononcee du taux 
d'ionisation moleculaire, comparativement a celui d'atomes dont le potentiel d'ionisation 
possede une valeur similaire. 
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Figure 6. Potentiel effectif (Vc (R) + zE0) pour trois distances internucleaires de l'ion 
H^. Les deux niveaux les plus bas, lcr_ et lcr+, induits par le champ instantane sont 
egalement representes (77). 
L'explication de ce phenomene se trouve dans l'existence d'etats de resonance de charge 
(77), qui sont fortement couples au champ electrique pour des grandes distances 
internucleaires. Cela permet un transfert de population efficace, par le biais d'une 
excitation nonadiabatique vers l'etat superieur lcr+, cree par le champ instantane. Une 
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condition supplementary doit etre remplie pour que l'ionisation depuis cet etat soit 
augmentee. II s'agit du fait que les barrieres de potentiel, interne et exteme a la fois, 
doivent etre suffisamment abaissees par le champ pour que 1'effet tunnel puisse etre 
efficace (voir figure 6). La cooperation constructive entre ces deux conditions est 
accomplie pour des distances R intermediaires, figure 6. 
L'ionisation exaltee par resonance de charge (de l'anglais «Charge-Resonance Enhanced 
Ionization», CREI) est un phenomene universel, independant du fait que la molecule soit 
diatomique ou polyatomique. Dans le cas de molecules polyelectroniques, ce processus 
engendre des ions moleculaires de charge multiple, qui subissent ce que Ton nomme une 
explosion Coulombienne, due a la tres forte repulsion entre les noyaux. De ce fait, la 
CREI nuit directement a l'efficacite du processus d'emission harmonique, puisqu'elle 
supprime la troisieme etape du modele semi-classique. Nous allons discuter ce cas pour 
l'ion //3+ au chapitre 5, ou des courbes de populations de simple et double ionisation 
seront presentees pour des larges distances R, et au chapitre 6 qui montre des profiles 
temporels, obtenus par des analyses de Gabor, de certains harmoniques. 
2.4.b. Influence de la geometrie nucleaire sur l'etape de recollision. Interferences de 
type «fentes de Young». 
II est utile de rappeler ici, que dans un cadre d'un calcul Born-Oppenheimer, Ton obtient 
des courbes d'energie potentielle pour les molecules en fonction d'une coordonnee 
caracteristique (generalement une distance internucleaire). Ces courbes exhibent un 
minimum d'energie autour d'une distance d'equilibre, qui traduit sa stabilisation autour 
de cette configuration. Considerons qu'il s'agisse d'une petite molecule, ou alors d'une 
molecule se trouvant dans sa geometrie d'equilibre. Dans ce cas, on peut presumer que le 
paquet d'ondes electronique, cree par ionisation tunnel, qui revient vers son ion «parent» 
et peut subir une collision avec lui, possede un «diametre» largement superieur a celui de 
la molecule. Par contre, dans le cas contraire, lorsque Ton a affaire a de tres grandes 
molecules, ou bien a des molecules etirees loin de leur distance d'equilibre, la situation 
est toute autre. En effet, un electron pourrait «quitter» la molecule par effet tunnel depuis 
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un site en particulier, mais revenir se recombiner avec un site different. Dans ce cas 
l'energie de collision excede significativement la valeur 3,17£7, predite par le modele 
semi-classique, et des ordres de «coupure» plus eleves peuvent etre obtenus (78,79). 
Un autre aspect, important notamment pour notre propos ici, est 1'influence de 
l'orientation moleculaire, par rapport au champ electrique, sur le processus de GHOE. 
Experimentalement, il a ete demontre (23) que l'efficacite du processus d'emission 
harmonique est amelioree lorsque les molecules sont pre-alignees. Dans (45), les auteurs 
argumentent que cet effet, particulierement interessant pour les experimentateurs, 
provoquerait certainement des analyses plus approfondies, et se proposent done d'etudier 
theoriquement la dependance de la GHOE selon Tangle d'alignement pour un modele en 
2D de H^. Ainsi, ils rapportent la presence d'un profond minimum dans le spectre 
harmonique pour un angle d'alignement fixe, et que sa position augmente avec cet angle. 
Ce resultat a ete confirme par des calculs en 3D de H^ dans (48). De plus, il a ete 
observe que la frequence pour laquelle le minimum apparait depend uniquement de 
l'espece moleculaire (et non des parametres du champ). Cela s'explique par le constat 
que le processus physique qui mene a la suppression de certains harmoniques est contenu 
dans l'etape de recollision quantique, et son mecanisme est independant de la facon dont 
le paquet electronique a ete «injecte» dans le continuum. Cette importante decouverte a 
donne naissance a des techniques d'imagerie moleculaire, dont une revue recente peut 
etre trouvee dans (63). 
Le minimum dans l'intensite du spectre harmonique s'explique par un effet 
d'interference, induit lorsque la longueur d'onde de De Broglie de l'electron est 
comparable a la distance internucleaire. Lorsque l'etat initial depuis lequel l'electron est 
ejecte s'ecrit comme une combinaison de deux orbitales atomiques (comme e'est le cas 
pour les etudes citees sur H\), alors Ton se trouve dans une situation analogue a celle de 
l'experience des «fentes de Young». En effet, les deux orbitales atomiques vont se 
comporter comme un «emetteur a deux fentes» lors de l'etape de recombinaison. II a ete 
demontre (46) que, pour un etat initial totalement symetrique de H^ (e'est-a-dire une 
combinaison positive des deux orbitales atomiques 1^), la condition d'interference peut 
s'ecrire sous une forme simple. En supposant que les contributions des deux centres (les 
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«fentes») interferent avec une difference de phase determinee par la longueur d'onde de 
De Broglie, Ae, du paquet d'ondes electronique qui subit une recollision, et que son 
moment k soit polarise, tel que le produit scalaire k -R-kRcos(a), ou a est Tangle 
que forme l'axe moleculaire avec celui de la polarisation du champ electrique, Ton 
obtient la relation : 
tfcos(a) = (2« + l ) — , M = 0, 1, 2,... [2.16] 
comme condition pour avoir des minima d'interference, et: 
i?cos(«) = nXe, n = \, 2,... [2.17] 
pour observer des maxima d'interference dans l'intensite du spectre harmonique. Les 
formules ci-dessus utilisent la relation k = 2.njXe . Or, dans le cadre de 1'approximation 
du champ fort (SFA, section 2.3), la frequence d'une harmonique emise est donnee par la 
relation [2.15], et done Ton a un lien direct pour calculer l'ordre correspondant, auquel le 
minimum ou maximum d'interference apparait. Ceci permet de valider la formulation 
analytique, en comparant les valeurs obtenues par [2.16] ou [2.17] avec celles des calculs 
theoriques (ou d'experience). Cependant, les resultats dans (46) indiquent que pour 
reproduire les valeurs correctes des positions des minima, l'equation [2.15] devrait etre 
corrigee, et les auteurs proposent d'utiliser plutot 1'expression suivante : 
k2 
we=— [2.18] 
C'est une relation empirique, et le moment k qui y apparait est en realite un moment 
«effectif» (e'est-a-dire que ce n'est pas le meme k que celui qui intervient dans la loi de 
conservation de l'energie [2.15]). L'argumentation des auteurs dans (46) se base sur 
l'idee que, au moment de 1'interference, le moment k du paquet electronique 
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contiendrait deja l'effet du potentiel Coulombien (Ae decroit lorsque 1'electron entre dans 
le puis de potentiel). Cette relation a ete confirmee par les calculs en 3D dans (48). 
Cependant, il est important de preciser ici, que ce modele a ete formule pour un systeme 
moleculaire diatomique simple, dont l'etat initial peut effectivement etre correctement 
approxime par une combinaison lineaire d'orbitales atomiques Is. II est maintenant 
connu dans la litterature, que la situation se complique (meme pour une molecule 
diatomique) lorsque des l'orbitales atomiques s et p contribuent a la formation de 
l'orbitale moleculaire initiale. C'est par exemple le cas pour l'orbitale <jg de iV2, et il se 
trouve qu'il n'y a pas d'interference simple de type «double-fente» dans le spectre 
harmonique de cette molecule (80). 
Nous allons apporter dans la section suivante, une analyse sur un systeme dont l'etat 
fondamental peut etre exprime comme une combinaison d'orbitales Is, mais dont la 
geometrie nucleaire ne permet plus de faire les simplifications, utilisees pour obtenir les 
conditions [2.16]-[2.17] de l'interference a deux «fentes» . 
2.4.c. Modele analytique pour des interferences de type «fentes de Young» a 3 
centres non colineaires 
Nous avons expose, a la section 2.1, la procedure generalement suivie afin de calculer le 
spectre harmonique d'un systeme en resolvant 1'equation de Schrodinger dependante du 
temps appropriee. Nous avons utilise ce meme schema pour l'etude de la GHOE par l'ion 
H^, et la methode numerique a ete decrite au chapitre 3. II serait interessant, de 
comparer les resultats ainsi obtenus pour l'intensite du spectre harmonique avec un 
modele theorique, similaire a celui propose dans (46). Pour cette raison, nous 
developpons ici une expression analytique pour l'intensite du spectre, en imposant des 
simplifications sur les fonctions d'ondes electroniques de l'etat initial, et du paquet 
d'ondes dans le continuum. 
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L'equation [2.3] indique que l'intensite de P(a>) est proportionnelle au carre de la 
transformee de Fourier de la valeur moyenne de l'accel&ation du dipole dependant du 
temps. En realite, pour la calculer, Ton evalue des elements matriciels, tels que donnes 
par l'equation [2.5]. Cette derniere fait intervenir la fonction d'onde totale, ^(t), qui 
decrit revolution temporelle du systeme. Nous avons deja explique, dans le cadre de 
1'approximation du champ fort, que Ton peut negliger l'influence des etats excites du 
systeme sur le processus d'emission harmonique, et assimiler ainsi ^{t) a une somme 
coherente des fonctions decrivant l'etat initial, \<fi0), et le continuum, \&c) • Cela nous 
permet d'ecrire [2.5] sous la forme suivante : 
(a(O} = (*o|-VK(F)|0o) + ( « * c | ^ [2.19] 
ou nous avons omis le terme impliquant le champ electrique, E(t), puisque ce dernier ne 
contribue significativement qu'a remission de 1'harmonique d'ordre 1. Les divers termes 
de l'equation [2.19] expriment, respectivement, le moment dipolaire permanent de la 
molecule, l'ionisation d'un electron, la recombinaison du paquet electronique avec l'ion 
«parent», et enfin le dernier donne les transitions continuum-continuum. Puisque la forme 
du spectre ne depend que de l'etape de recombinaison, nous allons garder uniquement le 
3e terme par la suite, et negliger les autres. 
Pfa)K\\(t0\-VV{rtye)e-'~dt [2.20] 
A ce stade, il nous reste de definir |^0) et \$c) • Pour l'ion //3+, de symetrie Dih, 
l'orbitale moleculaire de l'etat fundamental peut etre approximee par la combinaison 
lineaire d'orbitales atomiques, Is, suivante : 
^o^NoMf-R^+ls^r-R^+ls^r-R,)] [2.21] 
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ou N0 est un facteur de normalisation, et les vecteurs-position sont illustres a la figure 7. 
Nous avons egalement fait usage de 1'approximation d'un seul electron actif (SAE), dont 
la position est reperee par le vecteur F. De cette facon, nous avons centre chaque orbitale 
atomique Is sur un des noyaux. 
Figure 7. L'ion equilateral H^ est presente dans le plan x,y, et les vecteurs-position 
i?!, R2 et R3, qui apparaissent dans l'equation [2.21], sont symbolises par des fleches. 
La position de l'electron «actif», r , est egalement indiquee. 
Quant a la fonction d'onde du continuum, decrivant le paquet d'onde electronique qui 
revient pour se recombiner avec l'ion «parent», avec une energie k2/2, nous allons faire 
appel a une onde plane : 
<t>c = g-'(r?-**') [2.22] 
ce qui est concordant avec 1'approximation du champ fort (SFA). Notons ici, que l'etude 
realisee par Lagmago et Bandrauk sur H\ (48) demontre que l'obtention du spectre 
harmonique a partir de l'operateur dipole dependant du temps ne permet pas de predire 
les positions des minima d'interference correctement pour cet ion moleculaire, lorsque ^0 
est approxime par une combinaison d'orbitales atomiques, et (/>c par des ondes planes. Par 
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contre un calcul par le biais de l'operateur acceleration du dipole permet d'accentuer le 
caractere d'emetteur a 2 centres de H\ , et done de mieux predire les interferences. Ainsi, 
nous avons choisi d'utiliser uniquement la forme acceleration pour deriver notre modele 
analytique sur H3+ . 
En remplacant [2.21] et [2.22] dans le facteur de recombinaison de l'equation [2.20] Ton 
obtient: 
^o | -VF( r^ c ) = ( [ b „ ( r - i O + ^ ^ ^ [2-23] 
ou nous avons factorise l'onde plane en une partie dependante de k • r et une partie 
dependante du temps. Cette derniere a ete omise ici, puisque l'integration ne se fait que 
sur les coordonnees spatiales. L'expression [2.23] se developpe comme suit: 
^ol-VV{rhc) = (hH(r -RA-VF (r V * ' ? ) + (W{? - ^ ) - V M e ^ ] 
[2.24] 
+ (lsH(r-Ri]-VV(rj[e-^ 
Cette egalite montre que le gradient -VV(r) se reduit a une derivee locale sur chaque 
centre nucleaire ( ^ , ^ 2 ou R3) (consulter (48), p. 14). En posant le changement de 
variable r' = r - Rj, ou j indexe le numero du noyau correspondant, Ton obtient: 
^|-Vr(F^} = ( l ^ ^ - W ^ 
=(w (r'\- v vfy-** y * + (uH (F'|- v v(?y y * 
+(isH(?'}-vv{?yr)e-** 
[2.25] 
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Pour obtenir la troisieme egalite ci-dessus nous avons fait usage du fait que les trois 
orbitales \sHj(f') sont identiques, ce qui nous permet d'avoir cette factorisation. C'est le 
point cle de notre demonstration, puisque Ton voit que uniquement le facteur 
\e~'kRl + e~'kRl + e"'kRlJ, le seul dependant explicitement de la geometrie nucleaire, 
pourrait provoquer des interferences. Ainsi, les positions des interferences etant affectees 
par ce dernier facteur, Ton ecrira approximativement l'intensite du spectre P(co) : 
P{(o) oc Iy(r', k, t\e'iMi + e~&'h + e~il'h \~im'dt \ [2.26] 
ou Y\r',k,tJ regroupe l'ensemble des termes «electroniques», non inclus dans le facteur 
d'interference (notamment l'integrale sur les coordonnees electroniques). Developpons 
maintenant le carre du facteur nucleaire : 
(e-** + e~&h + e'&h J = 3 + 2Re[e*^"^ ) + e * ' ^ + eil^'^] 
= 3 + 2cos[k • (tf, - R2)]+ 2cos[k • (j?, - R3)]+ 2cos[A: • (R2 - R3)] 
= 3 + 2cos[£ • (R')]+ 2cos[it • (R")]+ 2cos[it • (R"')] 
[2.27] 
Les vecteurs R', R" et R" sont en realite orientes selon les cotes du triangle equilateral. 
Ainsi, nous obtenons une relation qui fait intervenir des produits scalaires entre k et les 
vecteurs determinant l'orientation de la geometrie moleculaire. Par consequent, 
l'intensite du spectre depend directement de Tangle que va former la molecule avec le 
champ applique. C'est bien ce qui avait ete observe precedemment, theoriquement pour 
H2 (45,46,48), puis confirme experimentalement pour C02 (49). 
Considerons maintenant que l'ion H^ est soumis a un champ electrique parallele a l'axe 
x, et simplifions la relation [2.27], en calculant les produits scalaires correspondants : 
P(<o)oc3 + 2cos[yti?cos(l20o)]+2cos[^cos(60°)]+2cos[^cos(0o)] [2.28] 
53 
Nous allons comparer la variation de P((o) en fonction de l'ordre harmonique, en faisant 
appel aux relations [2.15] et [2.18]. Dans le chapitre 6, nous essaierons de comprendre 
laquelle de ces deux equations explique mieux la forme des spectres harmoniques, 
obtenus par resolution de l'equation de Schrodinger dependante du temps. Ainsi, selon 
[2.15]l'onobtient: 
+ 2COS[R^J2{NO}-IP)] 
[2.29] 
tandis que [2.18] mene a : 
Pc(<y)oc3 + 2cos 
co etant la frequence du champ electrique, et N l'ordre harmonique. Nous avons eu 
recours a la notation PSFA pour indiquer qu'il s'agit du spectre formule dans le cadre de 
1'approximation du champ fort (eq. [2.15]), et a la notation P° pour signifier que 
l'equation corrigee [2.18] a ete utilisee. 
La meme procedure peut etre suivie lorsque l'ion //3+ est soumis a un champ electrique 
perpendiculaire a l'axe x, en evaluant correctement les produits scalaires entre l'axe y 
et le vecteur-position correspondant. Cette fois-ci l'equation [2.27] devient: 
P(«)oc3 + 2cos[^cos(30°)]+2cos[^cos(330°)]+2cos[A:i?cos(90°)] [2.31] 
En introduisant les relations [2.15] et [2.18], respectivement, Ton obtient les expressions 
analytiques suivantes : 
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Ps™(<y)oc3 + 2cos Rft{Na,-Ip) + 2 cos 'Rp[Na>-Ip) 
R.42Ni co + 2 cos i?V2~M co + 2 cos \R42NG> [2.30] 
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Figure 8. Variation de l'intensite du spectre harmonique de l'ion H\, issue du modele 
analytique, pour une distance internucleaire (a) R = 2 u.a., (b) R = 4 u.a., et (c) 
R = 7.5 u.a. Les courbes oranges sont obtenues par le biais des equations [2.29] 
(panneau de gauche) et [2.32] (panneau de droite), tandis que les courbes bleue foncee 
avec, respectivement [2.30] et [2.33]. Le panneau de gauche montre les resultats lorsque 
la polarisation du champ electrique est orientee selon l'axe x, et le panneau de droite les 
cas lorsque la polarisation est parallele a l'axe y . 
PSFA(o))oc3 + 4cos\ 
R^{Nco-Ip) [2.32] 
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Pc(ft))oc3 + 4cos W6M 60 [2.33] 
La figure 8 devoile Failure generate de la dependance de l'intensite du spectre en 
fonction de l'ordre harmonique, N. Trois distances internucleaires sont considerees (voir 
la legende), illustrant l'influence de la taille moleculaire sur le spectre. Aussi, l'effet de 
deux polarisations differentes du champ a ete demontre. En effet, une comparaison des 
panneaux de gauche et de droite (voir legende) indique clairement une divergence de 
comportement avec 1'orientation de la molecule dans le champ. 
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CHAPITRE 3 
Methode de resolution de l'equation de Schrodinger 
dependante du temps pour l'ion H3+ 
Dans ce chapitre nous allons exposer la methode numerique utilisee pour resoudre 
l'equation de Schrodinger qui decrit le comportement de l'ion i/3+ en presence d'une 
impulsion laser (simulee par une fonction champ electrique). Ceci comprend quelques 
etapes : d'abord, justifier le choix des dimensions du probleme et du systeme de 
coordonnees ; en deuxieme lieu, ecrire l'Hamiltonien pour le systeme statique (l'ion H^ 
seul), et ensuite dormer la jauge d'interaction (ajout du champ); en troisieme partie, 
expliquer comment initialiser la fonction d'onde du systeme; et enfin, donner la methode 
pour propager la fonction d'onde dans le temps. Pour clore le chapitre, nous allons 
detailler le calcul des observables a partir de cette fonction d'onde. 
3.1. Systeme de coordonnees polaires 
Lors du choix du systeme de coordonnes, considerer la symetrie du probleme est 
essentiel. Dans le cas de l'ion moleculaire //3+ il s'agit de tenir compte de l'interaction 
Coulombienne entre trois protons et deux electrons. La geometrie nucleaire determine le 
groupe ponctuel de symetrie la plus elevee, ce qui nous permet d'evaluer certaines 
proprietes du systeme avant resolution de l'equation de Schrodinger. 11 a ete determine 
experimentalement (81) et rapporte theoriquement (82) que l'ion H^ est le plus stable 
sous forme de triangle equilateral, c'est-a-dire une geometrie correspondant au groupe 
Dih. Des lors, nous allons adopter la simplification suivante au probleme: d'abord, 
etudier le systeme molecule-champ en 2D (dans le plan du triangle), ainsi qu'utiliser les 
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proprietes du triangle equilateral pour situer les trois protons sur la grille 
bidimensionnelle (plan x, y; voir figure 9). 
Figure 9. Representation de l'ion /f3+ dans le plan x,y. Les trois noyaux sont disposes 
selon les sommets d'un triangle equilateral. Les deux electrons sont reperes par leurs 
coordonnees polaires respectives, p et <p. 
A cause des intensites elevees du champ, un traitement approprie des electrons 
demanderait des grilles extremement grandes sur les axes x et y pour chacun des deux 
electrons et, par consequent, un nombre tres eleve de points sur chaque grille. Par 
exemple, pour un champ d'une duree de 6 cycles a 800nm (co = 0,057 u.a.) 
(T
 le = 2n/a> = 110,3 u.a. = 2,67 fs; t = 6 x r ^ = 662 u.a. = 16 fs), et pour une 
intensite de 5xl014 WI cm2 {sQ =0,119 u.a.), la vitesse maximale qu'un electron 
accelere par le champ peut atteindre est donne par umax =2£0/co = 4,2 u.a. (voir chapitre 
2, equation [2.11])), ce qui correspond a un deplacement maximal de 
r = vxt = 2778 u.a.. Pour un calcul a 4 dimensions numeriques en coordonnees 
cartesiennes, en choisissant un pas spatial de 0,25 u.a., il faudrait au moins 11000 points 
pour chaque coordonnee, pour pouvoir decrire correctement les variations de la fonction 
d'onde sur la totalite de la grille. Cela requiert 16x(ll000)4 = 2,3xlO17 Octets (a raison 
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de 16 octets par point) de memoire pour une seule fonction d'onde. A l'heure actuelle, un 
tel calcul est hors de portee avec les ressources disponibles. L'on fait generalement usage 
d'un potentiel absorbeur (section 3.4), pour diminuer la taille des grilles requises pour la 
simulation. Cependant, la haute dimensionnalite du probleme considere dans cette etude 
fait en sorte que, meme avec seulement 700 points par coordonnee (a titre d'exemple), on 
est amene a utiliser 16 x (700)4 = 4 x 1012 Octets (« 4 To) de memoire pour une fonction 
d'onde. Cela reste un calcul extremement couteux. 
Ainsi, nous allons utiliser le systeme de coordonnees polaires pour les deplacements 
electroniques, {p,cp), schematises sur la figure 9. Le rayon electronique prendra des 
valeurs sur le domaine \0,L\, ou L est la taille de la boite numerique, tandis que Tangle 
cp de rotation dans le plan nucleaire variera sur [0,2;r]. La discretisation numerique de la 
fonction d'onde electronique selon cette coordonnee angulaire demande beaucoup moins 
de points sur la grille, et par consequent presente l'avantage de reduire la memoire 
necessaire pour stacker la fonction d'onde. Par exemple, a 4D en coordonnees polaires, 
en prenant 700 points pour chaque direction radiale et 100 points pour chaque angle, 
demanderait environ 8xl010 Octets («73 Go) de memoire, ce qui est toujours 
considerable, certes, mais accessible par calculs paralleles, distribues entre plusieurs 
processeurs. Ainsi, la reduction du nombre de points pour la discretisation spatiale permet 
de diminuer le temps de communication des donnees entre les processeurs et, par 
consequent, le temps de calcul requis pour la propagation temporelle. 
Les correspondances usuelles entre les systemes de coordonnees cartesiennes et polaires 
seront utilisees : 
p = ^x2+y2 , cp = arccos(x/p) [3.1] 
Numeriquement, il est parfois plus pratique, voire plus avantageux, de fixer certaines 
quantites en coordonnees cartesiennes (par exemple les domaines de definition de simple 
et double ionisation, section 3.6). Pour cette raison, nous allons faire appel aux relations 
[3.1] lorsque necessaire. 
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3.2. Hamiltonien du systeme en coordonnees polaires 
Sans considerer les effets relativistes, en se basant sur 1'approximation de Born 
Oppenheimer, nous allons devoir resoudre l'equation de Schrodinger pour le systeme 
H3+ -laser suivante (en coordonnees polaires, et en unites atomiques, h = me = e = 1): 
^(ftyM^^^^^^). 
Z
 7=1 
^(Pl»^l.P2.^2.0 
[3.2] 
ou les divers termes sont exprimes comme suit: 
d2 I d Id2 I d d 1 d2 
1
 dp2 •
 Pj dPj ' p) dtp2 Pj dPj Pj dpj + p) dcp2 
- + + • [3.3] 
represente l'energie cinetique de chaque electron (j = 1, 2), 
V = 
r
 eN 7=1 
"=' 4?) + N™ + K ~ 2Pj (C0S <PjN><* + S i n Pjltny ) + C-
[3.4] 
donne l'attraction de l'electron j par chacun des trois noyaux, 
V„ 
4 Pi + p\ ~ 2 A Pi c o s (^ i - <Pi) + ce, 
[3.5] 
exprime la repulsion entre les deux electrons, et 
R 
[3.6] 
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la repulsion mutuelle entre les noyaux. 
Dans l'equation [3.3], la premiere egalite donne l'expression generate du Laplacien en 
coordonnees polaires, dans laquelle cependant l'operateur {d2/dp2j)+\\./pJ\d/dpJ) n'est 
pas sous forme auto-adjointe. Cela poserait des problemes lors de la discretisation de 
l'operateur exponentiel correspondant, puisqu'il n'est pas unitaire. Bandrauk et Lu ont eu 
l'idee d'ecrire cet operateur sous forme auto-adjointe (83), et c'est le terme a droite de la 
deuxieme egalite qui le represente. 
Les coordonnees nucleaires, Nm et N , dans equation [3.4] sont donnees paries 
relations suivantes : 
NXx 
"i, 
= 0 
= + 2-R 
3 
xcos 
9 
2 
N2x = 
N2> = 
-R 
1 
3 
. e 
xsin — 
2 
i?xcos e 
2 
N3x 
N
» 
= +R 
1 
3 
. e 
xsin— 
2 
i?xcos e 
2 
[3.7] 
avec R etant la distance internucleaire entre protons, 0 Tangle d'ouverture du triangle 
(voir figure 9). 
Les constantes cee et ceN qui apparaissent dans [3.4] et [3.5] sont des parametres de 
regularisation qui servent a eviter les singularites apparentes a l'origine des potentiels 
Coulombiens. L'ajout de ces parametres, frequemment utilise (84-87), correspond a une 
moyenne sur la troisieme dimension, z , perpendiculaire au plan x, y de la molecule. En 
effet, assimilons par exemple l'atome d'hydrogene a une petite sphere, avec le noyau 
placee au centre et l'electron qui gravite autour avec un rayon r, et le potentiel 
d'interaction entre les deux sera V = y\x2 + y2 +z2 . Pour obtenir le potentiel moyen 
dans la direction z , il faudrait resoudre numeriquement 1'integrate 
V = \dz^x2+y2+z2)>{r), ou P{r) = | 
^H n I (discussion privee, HuiZhong Lu). 
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Pour un champ electrique de polarisation lineaire, le terme d'interaction V-mt(t) s'ecrit 
Kt(0 - cos(a)(/71 cos(p,)+ p2 cos((p2 )^.(t) + sm(ajp1 sin(p,) + p2 sin((p2)]E(?) [3.8] 
rre T - n t T=6t 
temps {cycles optiques) 
Figure 10. (a) Representation graphique de Tangle a que forme l'axe x avec la 
direction de polarisation du champ (symbolisee par une droite, passant par l'origine du 
systeme de coordonnees). (b) La fonction enveloppe dependante du temps, fe (t). 
L'on parvient a la relation [3.8] en developpant l'equation [1.32] pour le cas etudie ici. 
Nous avons simplement considere l'interaction de chaque electron avec le champ 
electrique (ce qui est different de la formule obtenue dans 1'approximation SAE, equation 
[2.2]). L'angle a qui apparait dans cette expression est Tangle que forme Taxe x avec la 
direction de polarisation du champ (illustre a la figure lO.a). Ainsi pour a = 0° le champ 
electrique sera polarise selon Taxe x, pour a = 90° selon Taxe y, et tout autre angle de 
polarisation peut egalement etre choisi. Pour Texpression de E(t) on utilisera l'equation 
[2.9], en appliquant une fonction enveloppe dependante du temps, fe{t) (representee a la 
figure lO.b), qui permet d'obtenir une impulsion laser de duree finie, T. Cela donne la 
relation suivante : 
E{t)=fe{t)E0sm(o)t + S) [3.9] 
avec : 
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/ . ( ' )= 
t/nr, pour 0<t<nr 
1, pour nz <t <{T -nx) 
\T-t)jnx, pour \T-nr)<t <T 
0, pour t >T 
[3.10] 
Dans ces deux dernieres equations, les differentes variables represented: l'amplitude 
maximale du champ E0 = y / / / 0 , ou / est l'intensite de 1'impulsion et 
I0 = 3,54x 1016 W/cm2, la frequence co, la phase initiale du champ 8 (qui sera toujours 
egale a zero dans nos calculs), la duree d'un cycle optique du champ r = In/co. L'entier 
n tient compte du nombre de cycles durant lesquels l'enveloppe du champ augmente 
graduellement pour atteindre l'amplitude maximale E0. Ainsi nt donne le temps en 
unites atomiques correspondant. Dans les calculs presentes aux chapitres 5 et 6, nous 
avons fixe n = 2 et T = 6r , c'est-a-dire une impulsion de duree totale 6 cycles, dont 
l'enveloppe augmente lineairement pendant les deux premiers cycles, atteint la valeur 
maximale E0 et reste constante au cours des 2 cycles suivants, pour enfin diminuer 
progressivement vers zero durant les 2 derniers cycles. Precisons ici que pour ces 
impulsions courtes et intenses la condition | E\t)dt = 0 doit etre satisfaite pour assurer 
que des effets non physiques (la presence d'une composante statique) ne seraient pas 
provoques apres la fin de la propagation du champ. Ce resultat a ete demontre dans (88). 
L'equation [3.2] est une equation differentielle aux derivees partielles (EDP) en 4D, et sa 
solution formelle peut s' ecrire : 
i
 2 
T(A ,9 l ,P l ,cp2 , t) = f exp - / J - - 1 V ] + VeN + te + Vm +Kt(0 
[3.11] 
Cette equation etablit le principe de la resolution de l'ESDT par la methode de 
propagation de paquets d'ondes. En effet, selon cette methode, Ton choisi un paquet 
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d'ondes initial (au temps t = t0), ici note par x¥{pi,(pl,p2,<p2,t0), qui constitue notre 
condition initiale. L'on propage ensuite ce paquet d'ondes au cours du temps, en faisant 
agir l'operateur d'evolution, ou le propagateur, sur lui. Mathematiquement, cela consiste 
a multiplier y¥(pl,cpvp2,(p2,t0) par l'exponentielle dans [3.11]. f est l'operateur 
d'ordonnancement en temps. II existe plusieurs techniques developpees dans le but de 
resoudre numeriquement [3.11], et la difference entre elles repose sur le choix d'une 
representation spatiale pour la fonction d'onde et sur la facon d'approximer le 
propagateur durant revolution temporelle. Enumerer les differentes methodes parues 
dans la litterature est hors de propos ici, nous allons nous restreindre uniquement a la 
description de la methode choisie pour etudier notre systeme (89) (qui est 
particulierement bien adaptee pour des problemes en coordonnees polaires). Le lecteur 
interesse par les diverses alternatives, existantes dans la litterature, est invite a consulter 
(90) pour une revue generate des methodes, (91,92) pour une etude comparative de 
certaines methodes d'evolution temporelle, (93) pour une revue de la dynamique des 
paquets d'ondes a l'echelle femtoseconde. 
Dans les sections qui suivent, nous allons dormer les bases de la methode developpee par 
(89), et testee ensuite par les memes auteurs pour l'etude de i/32+, H2 en champ intense 
(83). Nous allons d'abord expliquer comment discretiser l'exponentielle dans [3.11] sur 
une grille temporelle, et quels en sont les avantages pour la representation spatiale du 
probleme (section 3.3). Par la suite, nous allons formuler sa discretisation spatiale sur la 
grille numerique (section 3.4), ainsi que la procedure pour obtenir l'etat initial, qui sera 
l'etat fondamental de l'ion H^ (section 3.5). Enfin, le terme d'interaction sera ajoute, tel 
que decrit par [3.8]-[3.10], et une propagation en temps reel de la fonction d'onde initiale 
sera accomplie, afin d'etudier revolution des proprietes du systeme sous l'influence du 
champ laser (section 3.6). 
3.3. Discretisation temporelle de l'operateur de propagation 
L'operateur de propagation dans [3.11] est donne par l'exponentielle d'une somme 
d'operateurs, qui ne commutent pas entre eux. La methode l'Operateur Fractionne (de 
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l'anglais «Split Operator)}) permet d'approximer ce propagateur, et il existe des 
techniques a l'ordre 2 (94,95) ou a l'ordre eleve (96-98). Puisque la dynamique du 
systeme etudie consiste a connaitre revolution de la fonction d'onde au cours du temps 
avec precision, nous allons approximer [3.11] par un schema a l'ordre 3 : 
x¥(t + St)=el 2 V 4 V 4 V 4 V 4 V 2 ix¥(t)+0{St3) 
[3.12] 
La puissance de cette facon de proceder reside dans le fait que les differents termes dans 
[3.12] peuvent etre calcules dans des representations differentes. L'operateur potentiel, 
Vtot = VeN + Vee + Viat, est diagonal dans la representation spatiale, et l'operateur eH#/2F«.J 
associe agit simplement comme une multiplication sur la fonction d'onde. L'operateur 
d'energie cinetique (donne par les exponentielles e^a/4'v'', contenant les Laplaciens de 
chaque electron) est diagonal en representation des impulsions. De ce fait, apres avoir 
opere une transformation de Fourier sur la fonction d'onde, F\^¥(q,t)] = x¥(p,t), 
l'exponentielle de l'energie cinetique agira sur ^(p,*) par une multiplication de 
el-'(*/2)p/2J £ e c j presente l'avantage d'eviter le calcul direct des derivees spatiales 
d'ordre 2 (les Laplaciens). Ensuite, par transformee de Fourier inverse Ton peut revenir 
en representation spatiale de la fonction d'onde. Ces transformations sont efficacement 
realisees par un algorithme FFT (de l'anglicisme «Fast Fourier Transform»), avec un 
effort computationnel equivalent a N\og2 N operations (ou JV symbolise le nombre de 
points sur la grille choisie), l'efficacite maximale etant atteinte lorsque Af est une 
puissance de 2. La discretisation spatiale des differents termes exponentiels dans [3.12] 
est abordee a la section 3.4. 
Precisons ici que, l'unique action de l'energie cinetique sur la fonction d'onde : 
/ r_3v?l [_4vi] \->*vi] f-/*vfl ,, 
V{t + 8t) = e[ 4 J e [ 4 V 4 4 [ 4 >(/) [3.13] 
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represente l'equation de propagation d'un systeme dielectronique libre de tout influence 
exterieure. Par souci de rigueur, rappelons que la fonction d'onde dans cette equation 
n'est pas une fonction uniquement du temps, mais egalement des coordonnees de chaque 
electron (nous avons fait appel a cette notation pour simplifier l'ecriture). 
Selon la methode developpee dans (83,89), 1'approximation temporelle de cette partie de 
l'Hamiltonien se fera par la methode de Crank-Nicholson , appliquee separement a 
chaque electron. Cela revient a approximer chaque exponentielle dans [3.13] par le 
schema: 
(l + i(*/8)v5) 
{i-i(a/s)v)) 4 ' __i ^ ' ' " [3.14] 
ou j indique le Laplacien electronique correspondant. Avec cette expression, l'equation 
[3.13]devient: 
v 8 ' j 
y{t + St)= 1 + i—V) W(f) [3.15] 
Ainsi, nous discretisons le temps. Le pas de temps utilise pour la propagation numerique 
est $ = 0,03 u.a., ce qui couvre un domaine energetique |£max| = \/St = 33 u.a. (Emax 
etant la valeur propre maximale de l'Hamiltonien discretise). 
La connaissance de la fonction d'onde a chaque instant de revolution temporelle nous 
donne acces aux observables. Nous allons decrire leur calcul a la section 3.6. 
Concentrons nous maintenant sur la discretisation spatiale de la fonction d'onde. 
3.4. Representation spatiale de la fonction d'onde 
Comme explique precedemment, la formule [3.12] offre l'avantage de traiter les 
operateurs d'energie cinetique et potentielle dans les representations appropriees, ainsi 
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que d'effectuer leur discretisation spatiale selon des methodes adequates. De ce fait, nous 
avons traite separement le potentiel Coulombien (eqs. [3.4]-[3.6]) et le potentiel 
d'interaction (eqs. [3.8]-[3.10]), de l'energie cinetique [3.3], dont Taction a ete formulee 
auprealable selon les equations [3.13]-[3.15]. 
Numeriquement, les equations [3.4] et [3.5] seront simplement developpees sur la grille 
spatiale choisie (4D). Nous calculons de fa9on «exacte», dans un espace «reel» a 2D, 
l'attraction des deux electrons par les trois noyaux, et surtout, la repulsion entre les deux 
electrons. Lors de la determination de la fonction d'onde initiale (section 3.5), l'influence 
des parametres de regularisation, cee et ceN, sur les surfaces de potentiel ainsi que sur 
x¥{pl,q>l,p2,<p2,tg) sera testee. L'equation [3.6] exprime la repulsion entre les trois 
noyaux et, dans le cadre d'un calcul Born-Oppenheimer, ce terme est constant. Nous ne 
l'avons done pas inclus lors de la propagation de la fonction d'onde (eq. [3.12]), mais 
l'avons simplement ajoute aux surfaces de potentiel obtenues en fin de propagation en 
temps imaginaire. 
La grille numerique spatiale que nous avons constitute est definie par les parametres 
suivants : la longueur maximale selon chaque direction radiale,
 /o,
max
 = p™"" =156 u.a., 
le nombre de points correspondants, NpX - N p2 = Np = 624, ce qui implique un pas 
spatial Ap = 0,25 u.a., et le nombre de points selon chaque grille angulaire, 
^ , = ^ = ^ = 1 1 2 . 
Revenons maintenant a l'equation [3.13] et sa discretisation spatiale. Le Laplacien pour 
chaque electron, V^ (j = 1, 2), est donne par [3.3] en coordonnees polaires. La direction 
radiale Pj est le plus souvent traitee par la methode des differences finies (MDF), a cause 
de sa simplicite a mettre en place numeriquement. Cependant, la relation [3.3] montre 
clairement que les Vj contiennent des singularites a l'origine des grilles radiales, 
Pj = 0, par le biais des facteurs l//7 ;. L'on surmonte generalement cet obstacle en 
adoptant une transformation non lineaire sur ^(pj). De ce fait, lorsque l'on utilise la 
MDF standard pour discretiser l'operateur de seconde derivation, des problemes 
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d'unitarite et de convergence apparaissent (83). Pour remedier a cette difficulte, nous 
avons suivi la methodologie de Bandrauk et Lu, developpee specialement pour resoudre 
ce genre de problemes (83), que nous allons exposer brievement ici. Leur idee consiste a 
propager la fonction d'onde dans le plan polaire, sans separer les directions p et <p, ce 
qui evite l'usage de la transformation surY(/?.), citee ci-dessus. 
Pour approximer la fonction d'onde dans [3.13], nous l'avons developpee en serie de 
Fourier tronquee : 
vipj^h^fc'My-* 
N0 „=o 
[3.16] 
ou / est un indice faisant reference a la discretisation temporelle, et n au nombre de 
termes dans la serie. Le facteur exponentiel ne depend que de la variable angulaire, (p}, et 
constitue une base de fonctions propres pour Poperateur d2jd(p2j , dont les valeurs 
propres correspondantes sont -n2. Par consequent, cette representation a l'avantage de 
reduire Taction de d2jdcp2 sur ^ (p^ ,^ . , ^ ) a une simple multiplication par -n2e'"'Pl, 
permettant d'ecrire: 
vftky* = J d_ j 9 n^_ 
Pi 8Pj Pj dPj P) iipjY" [3.1.7] 
La base \fl\Pj ) \ est l'inconnue a calculer. Remarquons que les fonctions c'n dependent a 
la fois de p et du temps (par le biais de l'indice /) . En realite, la serie [3.16] montre que,. 
pour un pj fixe, ces fonctions sont simplement les analogues discrets des coefficients 
dans la transformee de Fourier de *¥\pj, <Pj ,t,) selon la variable <pj : 
1 m < 
® j 
In 
i 
[3.18] 
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ou m est un indice de discretisation de la coordonnee (pj, N^ est le nombre de points 
utilises sur la grille g)j, et 2^/iV . donne le pas angulaire correspondant. 
Bandrauk et Lu demontrent dans (83) que, pour n * 0 , le coefficient c'nit0{pj = 0J= 0. 
Cette condition garantit que la fonction d'onde definie par [3.16] soit correctement 
representee a l'origine, Pj = 0. En remplacant la serie [3.16] dans [3.15] pour un 
electron, Ton obtient l'equation discretisee : 
«=0 V ° J 
ou Ton utilise le coefficient c'n au temps / pour calculer le coefficient c'n+i a l'iteration 
temporelle / + 1 suivante. 
II nous reste a discretiser maintenant Taction de la partie (l//?; \d/8pj)Pj\d/dpj) du 
Laplacien [3.17], sur les coefficients c!n(pj). Nous adoptons la relation des differences 
finies a trois points suivante (un schema d'ordre plus eleve peut etre employe, egalement, 
si Ton souhaite une meilleure precision) : 
.Pj dpj"'dpj •*" p){*p) 
[3.20] 
ou k est un indice de discretisation de la coordonnee Pj. En realite, deux types de 
maillages peuvent etre employes ici, un maillage decale, qui contourne la singularite du 
potentiel Coulombien: 
p)=(k + \ll)Lp [3.21] 
et un maillage non decale : 
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p) = kAp [3.22] 
pour lequel Tonpeut representer le coefficient cl0[pj = Oj par : 
ii^ ;^4f^+0(M2) 
II est possible de demontrer (83), que le Laplacien discretise est symetrique, ce qui assure 
la condition que le propagateur soit unitaire. 
Precisons encore, qu'en plus de la condition aux limites [3.23] pour l'origine des grilles, 
nous devons tenir compte de la condition aux limites aux bords exterieurs des grilles 
numeriques. En effet, pour un systeme electronique lie par un potentiel Coulombien, non 
soumis a une influence exterieure, la fonction d'onde electronique doit s'annuler a l'infini 
(puisque ce systeme ne doit posseder que des etats localises sur les noyaux). 
Numeriquement cela correspond a /?""", si Ton fait usage des coordonnees polaires, 
comme c'est notre cas. Cette exigence est imposee simplement par la condition usuelle 
de Di'richlet, ^{p™* ,<Pj,t,)=Q, ou en termes de coefficients de Fourier, c[ (pymax) = 0. 
Cependant, si Ton applique un champ externe, tel que defini par [3.8]-[3.10], revolution 
de la fonction d'onde electronique est tres rapide, et atteint generalement les bords des 
grilles, ce qui provoque des reflexions artificielles. Cela perturberait Paralyse des 
proprietes du systeme, et des techniques existent pour contourner ce probleme. Ainsi, 
Ton peut imposer au paquet d'onde d'avoir un comportement d'onde sortante aux bords 
de la grille. La facon de faire standard, est d'appliquer un potentiel «absorbant» a la 
fonction d'onde, selon chaque direction radiale, ps : 
r
 ir(n'!a^ _ n \ys 
^ ^ ) = s i n - ^ ?>± [3.24] 
2Pabs 
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dans un intervalle pabs < pj < pj™, et ce pour chaque iteration temporelle. Le parametre 
pabs delimite la zone a partir de laquelle Vabs [pj J est applique, jusqu' a /?ymax . La relation 
[3.24] assure que Vabs(pj)=l lorsque (pj°* - P j ) = pabs, et que Vabs(fj)=0 lorsque 
{pj™ - / ? . )= 0. Tous les calculs presenters dans ce travail ont ete effectues pour 
Pabs ~ 16 u.a. Autrement dit, Vabs [pj) diminue progressivement de 1 a 0 sur la region ou 
Ton souhaite attenuer la fonction d'onde. Notons qu'a cause de cette condition limite 
«absorbante», la probabilite de trouver le systeme a l'interieur de la boite numerique ne 
sera plus egale a 1 (surtout en fin de propagation). Cela signifie que la norme de la 
fonction d'onde ne sera plus conservee a chaque temps de la propagation. Nous 
rencontrerons et discuterons cette situation au chapitre 5. 
3.5. Propagation en temps imaginaire 
Maintenant que nous avons etabli la methode numerique de resolution de 1'equation de 
Schrodinger dependante du temps, nous souhaitons obtenir la fonction d'onde initiale, qui 
va decrire convenablement notre systeme dielectronique, H^, non perturbe par le champ. 
Jusqu'ici nous n'avons evoque que la representation spatiale de cette fonction (et 
eventuellement, sa propagation temporelle ulterieure). Cependant, par souci de rigueur, 
rappelons que l'etat exact des electrons necessite egalement la consideration de leur spin. 
C'est un fait etablit que la fonction d'onde decrivant correctement le mouvement des 
electrons doit etre antisymetrique par rapport a la permutation des electrons (99). 
Nous savons que l'etat fondamental de H^ est singulet, ce qui signifie que toute fonction 
de spin appropriee doit posseder un spin total zero, correspondant a la multiplicite 
2S +1 = 1. Ainsi, en choisissant une fonction spatiale totalement symetrique, et la 
fonction de spin suivante (valable pour l'etat fondamental): 
©(«,/?) = 2"1/2 [a(l)fi(2)-a{2)fi{l)] [3.25] 
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nous pouvons mettre en facteur le spin du probleme, et ne plus le mentionner 
ulterieurement: 
®(Pj,<pj,a,f]) = v{pJ,(pj)xQ{a,j3) [3.26] 
L'ensemble des configurations ^{pj^jj constitue l'etat fondamental du systeme, qui 
est un etat stationnaire. Dans ce cas, la fonction d'onde est reelle, et il serait preferable de 
recourir a une methode qui traite des variables reelles. La methode de propagation en 
temps imaginaire semble convenir ici. Selon cette approche, Ton pose /? = it dans [3.12], 
qui devient: 
Y(PJ <pj ,fi)= e^(^^-)] e[-^] e[-^l er-^i] e[-^f] e[-/»(^^«)]Y^ (p, ; / ? J 
[3.27] 
Dans cette equation, /? est simplement un parametre mathematique. Puisque Ton cherche 
l'etat fondamental du systeme, nous avons fixe le terme d'interaction avec le champ, 
Vmt (t) = 0. A la deuxieme ligne, nous avons rassemble les divers operateurs spatiaux sous 
la notation Hmol, afin d'alleger notre propos par la suite. Precisons, cependant, que 
numeriquement c'est la premiere ligne de [3.27] qui est utilisee. Considerons que la 
fonction d'onde initiale ¥\Pj,(pj,j3) est une superposition d'etats propres, %\pj,(pj), 
avec des amplitudes dependantes du temps aq{fi), et des energies propres 
correspondantes Eq{0). L'evolution temporelle selon [3.27] menerait a une decroissance 
exponentielle de *F(^>.,^.,/?), ainsi qu'a la decroissance du poids respectif de chaque etat 
propre, exprimee par: 
v{pj>Vj>fihlt°, iP% (PJ • 9, VPEq [3-28] 
i 
Fondamentalement, [3.28] montre que ce sont les energies propres E qui gouvernent le 
processus de decroissance. Ainsi tous les etats excites du systeme, avec des valeurs plus 
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elevees de E que l'etat fondamental, vont decroitre beaucoup plus rapidement que l'etat 
fondamental. En consequence, apres un certain temps de propagation, seulement ce 
dernier va survivre. Cependant, comme tous les etats decroissent avec le temps durant la 
propagation imaginaire, il est necessaire de multiplier la fonction d'onde par un nombre 
superieur a 1 afin de preserver sa normalisation, et d'eviter que la solution tendent vers 
zero. L'iteration en temps imaginaire se fait selon le meme schema de Crank-Nicholson 
que decrit precedemment, et la methode numerique de discretisation temporelle reste 
valable ici. Cependant, il existe une difference pour ces deux scenarios de propagation : 
par propagation Crank-Nicholson en temps reel, la normalisation de la fonction d'onde 
est conservee, tandis que lors de la propagation Crank-Nicholson en temps imaginaire 
elle ne Test pas. Ceci peut etre contourne en instaurant la normalisation de ^F^o.,^.,/?) 
apres chaque iteration Crank-Nicholson en temps imaginaire. Avec cette technique, la 
methode de propagation en temps imaginaire donne des resultats tres precis a un cout 
computationnel bas, lorsqu'il s'agit d'obtenir l'etat fondamental d'un systeme. 
Comparativement aux propagations en temps reel, cette methode est egalement tres 
stable. Au depart, Ton peut choisir une fonction arbitraire, X¥A, pour initier la 
propagation en temps imaginaire. Toutefois, cette fonction devrait, idealement, 
representer une estimation grossiere de la solution finale. Dans le cas de H\, nous 
pouvons par exemple construire cette fonction a partir de la fonction d'onde 
monoelectronique de l'etat fondamental de l'ion Hi*, y/ffl+(p,<p), que nous aurons 
calculee au prealable. Ainsi, la fonction dielectronique X¥A peut etre approximee par le 
produit des fonctions monoelectroniques y/
 2+ (pt,, q>i) pour chaque electron, e, 
(i = l, 2), de l'ion H+ : 
x¥A{pl,<pl,p2,<p2,fiQ)^ yHt {px, <px V ^ (p2 ,<p2) [3.29] 
Nous avons tenu compte du fait que H* est un systeme dielectronique, et que la partie 
spatiale de sa fonction d'onde est symetrique vis-a-vis de la permutation des electrons. 
Cette approximation de depart aurait pour effet de diminuer considerablement le temps de 
convergence du calcul. 
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Obtenir la fonction d'onde de l'etat fondamental du systeme nous permet de visualiser sa 
distribution dielectronique. Puisque cette fonction depend de 4 variables spatiales, il est 
necessaire d'integrer sur certaines variables pour pouvoir la representer graphiquement. 
Ainsi, nous pouvons definir, respectivement, la densite de probabilite angulaire et la 
densite de probabilite radiale (pour faciliter la lecture, Ton rappelle que 
yO,max = /?"ax =156 u.a. indiquent les tailles de chaque grille radiale): 
[3.30] 
[3.31] 
Ces deux relations expriment des densites de probabilite dielectronique. II peut s'averer 
utile de considerer egalement la densite de probabilite d'un seul electron, c'est-a-dire la 
quantite : 
PM{P2><P2)=\ \\?{P\>9i>Pi><Pif pxdpxd(px [3.32] 
0 0 
Les equations [3.30]-[3.32] restent valables pour une fonction d'onde dependante du 
temps, et donnent acces a la visualisation de la variation temporelle des densites de 
probabilite. Nous allons discuter les figures montrant revolution de ces grandeurs 
induites par un champ laser au chapitre 5. 
Nous revenons ici sur les constantes de regularisation, cee et ceN , apparaissants dans les 
equations [3.4] et [3.5]. Leur influence sur la fonction d'onde et sur les surfaces d'energie 
potentielle correspondantes, obtenues dans le cadre de calculs Born-Oppenheimer, est 
evidente. Cela implique que les proprietes du systeme seront fortement modifiees par les 
valeurs de ces parametres. II est, par consequent, imperatif de les choisir judicieusement. 
Generalement, Ton precede par comparaison avec des donnees spectroscopiques, 
disponibles dans la litterature, sur le systeme etudie. Habituellement, les grandeurs qui 
p\ Pi 
PA{<P\,(PI)= \ jftiPuPi'Pi'PifPiP2dPidP2 
0 0 
2 * 2 * 
PR{PI>PI)= J ^{PiM'Pi'PiXd(pxd(p2 
0 0 
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servent de reference sont la distance d'equilibre dans l'etat fondamental, Re, l'energie de 
dissociation, De, et le potentiel d'ionisation de l'atome ou de la molecule, Ip. 
Remarquons que les deux dernieres quantites peuvent etre calculees comme une 
difference d'energies. Nous allons preter une attention particuliere, lors de la propagation 
en temps imaginaire, a la valeur que Ton obtient pour / , puisque c'est un parametre tres 
important pour l'analyse des spectres d'harmoniques (consulter la section 2 du chapitre 
2). Nous le calculons comme etant la difference d'energie correspondant a la transition 
verticale (Franck-Condon) entre l'etat fondamental de H^ et celui de H]+. 
-0.8 
-1.0 
7-1.2 
* 
^ - 1 . 4 
-1.6 
-1.8 
2 3 4 5 6 7 
E (u.a.) 
Figure 11. Courbes d'energie potentielle pour l'etat fondamental et les deux premiers 
etats excites de l'ion equilateral H^. L'influence des differents couples de constantes, 
cee etceN, est illustree. Les courbes noires ont ete trouvees de presenter le meilleurs 
compromis pour les valeurs des divers parametres de H\ (voir texte). 
Sur la figure 11 nous avons dessine les courbes d'energie potentielle pour l'etat 
fondamental et les deux premiers etats excites de H\, obtenues par des calculs a distance 
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internucleaire R fixe. Deux couples de constantes de regularisation sont illustres 
uniquement, afin d'eviter de surcharger la figure, mais ces cas demontrent la grande 
influence de cee et ceN sur les courbes de potentiel. L'experience (81) nous donne une 
valeur Re -1,65 u.a. pour la distance internucleaire a l'equilibre de l'etat fondamental de 
Hi. L'on constate sur la figure 11, que pour obtenir une distance aussi courte avec notre 
methode, il faudrait utiliser des constantes ceN assez faibles, c'est-a-dire un potentiel 
Coulombien tres attractif (eq. [3.4]). En effet, les electrons doivent etre fortement attires 
au «centre» de la structure moleculaire pour contrebalancer la repulsion entre les trois 
noyaux. De paire, la repulsion interelectronique doit etre tres faible, ce qui se traduit par 
des parametres cee eleves. Ainsi, la distance d'equilibre obtenue par la courbe bleue 
coincide exactement avec Re experimentale. Cependant, cet ajustements semble un peu 
arbitraires et, qui plus est, indique une valeur beaucoup trop faible pour la constante ceN, 
que celle generalement utilisee. Nous avons, par consequent, calcule les potentiels 
d'ionisation correspondants. La valeur theorique de cette quantite est etablie a 
/ = 1,26 u.a. (calculs ab initio en 3D). II s'avere que, dans tous les cas de couples de 
constantes, ceN et cee, etudies (et non presenters ici), le potentiel d'ionisation est 
largement surestime. Par exemple pour le cas ceN = 1,0 et ceN = 0,22 (courbes bleues de 
la figure 11), l'energie a Re = 1,65 u.a. de l'etat fondamental de l'ion H]+ est 
Eg = -0,312 u.a., tandis que la meme quantite pour l'ion H^ est Eg = -1,846 u.a., ce 
qui donne / = 1,534 u.a. En effet, l'imposition artificielle d'une tres forte attraction des 
electrons par les noyaux provoque ce potentiel d'ionisation important. De ce fait, nous 
avons adopte le compromis suivant: nous allons utiliser par la suite le couple de 
constantes qui donne Re - 2,0 u.a. et / = 1,259 u.a, qui est une tres bonne approche 
des valeurs reelles. Les valeurs de ces constantes sont ceN = 0,35 et cee = 1,0. Les 
courbes de potentiel obtenues sont representees par les graphiques noirs sur la figure 11. 
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3.6. Calcul des observables 
Un des phenomenes d'interaction laser-matiere le plus etudie est celui de l'ionisation des 
atomes et des molecules. L'on calcule, generalement, le taux d'ionisation, par le biais de 
la norme de la fonction d'onde : 
N
^
=
 11 I j\X¥(Pi><Pi>P2,<P2>tTPiP2dPidp2d<pld<p2 [3.33] 
0 0 0 0 
Grace a cette equation, Ton peut suivre, au cours du temps, quelle fraction de la fonction 
d'onde se trouve a l'interieur de la boite numerique. Comme nous l'avons deja 
mentionnee a la section 3.4, la norme ne sera pas toujours egale a 1, a cause de 
l'utilisation du potentiel absorbant [3.24], Dans notre cas, les grilles radiales etant assez 
petites (couts computationnels eleves), un champ laser suffisamment intense peut 
provoquer, pour les situations extremes, la perte totale de la fonction d'onde en fin de 
propagation reelle (voir chapitre 4). Pour cette raison, nous n'avons pas etudie de facon 
quantitative l'ionisation de H^. Cependant, nous pouvons faire des estimations 
qualitatives sur la stabilite de cet ion vis-a-vis de la perte d'electrons, provoquee par le 
champ. En effet, 1'evolution temporelle de la population de l'etat fondamental (PF), ainsi 
que les populations de simple (P s) et double (PD) ionisation peuvent servir comme de 
bons indices sur le comportement du systeme. Ces trois quantites sont exprimees par les 
relations : 
2x2apBpB 
PF{t)= J J l.]\X¥(Pl,<Pl,P2><P2>tVplP2dPldP2d9ld<P2 f3-34] 
0 0 0 0 
2x2xPBpT" 
Ps(t)= HI l^iPxiPxiPl^lSf PlP2dPldp2d(Pld<Pl 
000 P
° [3.35] 
2n2KpTl PB 
+ H J lfi'{Pi^l,P2^2^fPlP2dPldp2d<Pld(P2 
0 0 pB 0 
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P
n(t)=\jj jlviPvPi'Pi'ViA2PlP2dPidp2d(pldtp2 [3.36] 
o o pB pB 
ou pB est un rayon pour lequel le systeme est considere comme lie (dans le modele de 
Bohr pour l'atome d'hydrogene pB = n2a0, ou n est le nombre quantique principal), et 
^max _ ^max
 Q n t ^ ^ ^ incjiques dans la section 3.4. 
Une autre quantite importante est le deplacement electronique moyen dans une direction 
donnee. Puisque nous utilisons des fonctions champ electrique de polarisation lineaire 
uniquement, il faudrait definir cette observable en coordonnees cartesiennes. Ainsi, par le 
biais des relations [3.1], nous pouvons numeriquement calculer : 
L7t2nP2 P\ 
Jcy(*))= J J I jxj\*I'(Pi>'Pi>P2><P2>tVPif,2dPidP2d(Pid<P2 
0 0 0 0 
lizlnpT* A™" 
y>(l))= j J J" jy>^(A><PI>P2>92>tf PxPidP\dP2d(PidP: 
Inl Pi  
0 0 0 0 
Ces quantites donnent directement acces aux dipoles dependant du temps, (d(t)}, par le 
biais de l'equation [1.30], qui sont a la base des calculs des spectres d'harmoniques. 
Toutefois, nous avons discute dans le chapitre 2.1 le fait que, lorsque le processus de 
generation d'harmoniques est etudie par resolution de l'equation de Schrodinger 
dependante du temps, un meilleur choix est d'obtenir les spectres a partir des 
accelerations des dipoles (67), par l'equation [2.3]. La valeur moyenne de a(t) etait 
definie par [2.5]. Numeriquement, nous avons a calculer : 
IxlxPi A 
(a(t))=\jj j(-VVc}x¥(pl,p1,p2,p2,tfPiP2dPidP2d<Pid92 [3-38] 
0 0 0 0 
Le terme E{t) a ete omis, puisque sa transformee de Fourier donnera un coefficient 
preponderant pour la frequence initiale (la frequence du laser), le reduisant ainsi a 
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contribuer uniquement a remission de l'harmonique d'ordre 1. Vc denote de facon 
globale le potentiel Coulombien, VeN et Vee, cependant Vee peut egalement etre neglige, 
puisqu'il ne contribue pas au gradient de Vc. En realite, si Ton exprime Vee en 
coordonnees cartesiennes, Vee\xx,x2,yx,y2) = 1/^{xx -x2) + (yl -y2)2 + cee , le calcul 
des derivees dVee/dxl et dVee/dx2 , indique que dVee/dxl = -dVee/dx2 . Par consequent 
dVee/8xl +dVee/8x2 = 0. Nous avons effectue des tests, qui confirment, en effet, que les 
memes spectres harmoniques sont obtenus avec ou sans le gradient de Vee. L'action de 
l'operateur Nabla, V, sur VeN par rapport a la variable xp par exemple, peut s'exprimer 
analytiquement comme : 
dV, eN 
dx, 
i"i-f„) 
vl?l->'J+bl-»J*<«V 
[3.39] 
ou Nm et Nny symbolisent les coordonnees x et y du noyau n, donnees par 1'equation 
[3.7]. Une expression similaire peut etre obtenue pour la variable ys. 
Puisque VeN peut s'ecrire comme une somme de 3 termes, en plus de determiner le 
spectre harmonique «total» par la transformee de Fourier du carre de [3.38], nous 
pouvons egalement calculer les spectres emis par chaque noyau separement. Cela permet 
d'evaluer leurs contributions respectives, et definit la disparition ou apparition des 
minima d'interferences dans les spectres harmoniques (48). 
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CHAPITRE 4 
Dynamique dielectronique de l'ion H3 en presence d'une 
impulsion laser breve et intense 
Cette section vise une interpretation d'une partie des resultats obtenus apres resolution de 
l'equation de Schrodinger decrite au chapitre 3. II s'agit d'entamer ici une discussion 
preliminaire sur la dynamique electronique, suivie avec une precision sub-femtoseconde, 
possible grace a l'emploi d'impulsion laser de duree tres courte (un cycle optique de 2,67 
fs ; consulter le texte a la fin de la section 4.1). Nous allons par la suite nous servir de 
toute rinformation obtenue, pour une meilleure comprehension du processus de 
generation d'harmoniques par l'ion H^ (chapitre 5). L'accent etant mis sur la 
competition entre les processus d'ionisation de la molecule H\ et remission de radiation 
harmonique de haute energie. Ces deux phenomenes peuvent etre fortement influences 
par plusieurs facteurs, comme la geometrie nucleaire ou l'intensite et la frequence de 
l'impulsion laser. L'on se propose d'evaluer leurs effets. 
4.1. Densites de probability electronique initiales pour trois geometries differentes 
de l'etat fondamental 
Pour connaitre la distribution electronique dans l'etat initial (l'etat non perturbe par le 
champ), ainsi que son evolution temporelle sous l'influence de l'impulsion appliquee, 
nous avons calcule les densites de probabilite electronique a certains temps fixes. Disons, 
nous avons pris des «photos» du nuage electronique a l'echelle du mouvement des 
electrons. Toutes les expressions des densites de probabilite, montrees sur les figures ci-
dessous, sont donnees dans la section 3.2.e. Pour faciliter 1'interpretation des donnees, 
nous avons egalement joint, dans le Schema 5.1 ci-dessous, la disposition et la 
numerotation des 3 noyaux. 
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La figure 12 recapitule les distributions electroniques dans l'etat fondamental de l'ion 
H\ pour trois geometries differentes: a l'equilibre R=2 u.a., a une distance 
internucleaire intermediaire R=4 u.a., et a large distance internucleaire R=7,5 u.a., ou 
l'ion H\ peut etre considere comme dissocie (voir les courbes d'energie potentielle 
noires a la figure 11). Les distributions angulaires dans 12.a, 12.c et 12.e exhibent 
clairement une zone interdite par la forte repulsion electronique, c'est la diagonale 
cpx = tp2. Cet effet de repulsion est d'autant plus efficace que la distance internucleaire 
augmente, traduisant simplement la diminution du potentiel Coulombien attractif, exerce 
par les noyaux, qui contrebalance la repulsion entre electrons. Sur ces memes figures, 
12.a, 12.c et 12.e, on constate une distribution equiprobable pour trois zones, par la 
presence de trois «pics», plus ou moins etendus, de meme amplitude, montrant une forte 
correlation electronique. Ainsi lorsque cpx = 90°, on sait que (p2 = 210° et <p2 = 330° de 
facon equiprobable, c'est-a-dire que lorsque le premier electron «gravite» autour du 
noyaux situe en x = 0, alors le deuxieme electron sera egalement distribue sur les deux 
autres noyaux (voir Schema 5.1 pour la disposition et la numerotation des 3 noyaux). La 
meme chose se passe lorsque <px =210°, alors (p2 =90° et (p2 =330° ; ou lorsque 
^!=330°, alors cp2 = 90° et tp2 = 210°. Ces trois cas forment simultanement la 
distribution dans l'etat fondamental. On peut faire le lien ici avec les formes de resonance 
lorsque Ton ecrit la formule de Lewis d'une molecule : c'est la superposition des toutes 
les formes resonantes qui rend compte de la structure moleculaire. 
H2 
210 
90 | Y 
NXO 
/ V 
\ 
330s 
Schema 5.1. 
81 
Rappelons ici que, puisque les electrons sont des particules indiscernables, des fermions, 
et que la fonction d'onde spatiale de l'etat fondamental est totalement symetrique, les 
densites de probabilite electronique presentent un comportement symetrique vis-a-vis de 
l'echange des valeurs des deux angles. Nous n'avons done signale que trois des six pics 
visibles sur les figures 12.a, 12.c et 12.e, et nous allons poursuivre cette demarche, par la 
suite, pour toute distribution dielectronique. 
La repartition electronique analysee ci-dessus, decoule de la liaison particuliere de l'ion 
//3+, la fameuse liaison (2e,3c), ou deux electrons sont forces a garantir la cohesion de 
trois protons. En effet, si Ton considere la distribution d'un seul electron, montree sur la 
figure 12.b, il est evident qu'a l'equilibre, l'electron assurant la liaison entre les trois 
noyaux «occupe» toute la region a l'interieur du triangle forme par les protons. Lorsque 
les protons s'eloignent les uns des autres, ce qui a pour effet de diminuer la repulsion 
internucleaire, la contrainte sur la distribution monoelectronique decline; 
progressivement, la liaison est affaiblie. Notamment, a R=7,5 u.a., l'ion H^ etant quasi-
dissocie, les electrons n'ont plus a assurer la liaison chimique, et se repartissent 
uniquement sur les 3 noyaux (voir les 3 pics distincts sur 12.f), mais pas sur les cotes du 
triangle. 
Nous allons maintenant soumettre Z/3+ dans son etat fondamental a une impulsion laser, 
simulee par un champ electrique lineairement polarise (equations [3.9] et [3.10]), de 
duree 6 cycles a 800 nm et d'intensite / = 5xl0uW/cm2. L'oscillation temporelle du 
champ est dessinee dans la figure 12, et les fleches indiquent certains instants pour 
lesquels l'amplitude du champ passe par un extremum ou par une valeur nulle. Pour cette 
longueur d'onde, la duree d'un cycle optique est egale a 
r = 2Kj03 = 110,32 u.a. = 2,6l fs. Cette duree donne directement acces a l'echelle du 
mouvement electronique au sein des molecules, appelee echelle attoseconde. En effet, 
I'unite atomique de temps est egale a la periode de l'electron dans la premiere orbite de 
Bohr, soit 1 u.a. = 24 as. Nous allons ainsi «suivre» la reponse electronique au champ, 
sur une echelle sub-femtoseconde, en suivant les differentes proprietes electroniques tous 
les quarts ou huitiemes de cycle du champ. 
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Figure 12. Densites de probability pour l'etat electronique initial de l'ion i/3+, en 
coordonnees polaires, pour 3 geometries differentes : (a), (b) R=2 u.a.; (c), (d) R=4 u.a.; 
(e), (f) R=7,5 u.a. Les figures (a), (c) et (e) montrent les densites angulaires 
dielectroniques, eq. [3.30], tandis que (b), (d) et (f) les densites d'un seul electron 
«distribue» autour des noyaux, eq. [3.32]. 
83 
Deux polarisations du champ seront considerees (consulter figure 10 du chapitre 3 pour 
une definition de Tangle d'orientation de la molecule), parallele a l'axe x, et 
perpendiculaire a cet axe, et done perpendiculaire a une des liaisons H-H. La 
polarisation du champ aura pour effet de modifier la symetrie globale, et par consequent 
les proprietes, du systeme etudie. En effet, dans le premier cas, le systeme conservera une 
symetrie par rapport a l'axe x, tandis que dans la deuxieme situation la symetrie sera 
totalement brisee. En particulier, on s'attendra a des regies de selection differentes pour 
ces deux polarisations. Aussi, comme precise a la section 2.4., l'orientation spatiale de 
l'ion 7/3+ par rapport a l'axe de polarisation, influencera egalement les minima 
d'interference presents dans les spectres harmoniques (chapitre 5). 
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Figure 13. Evolution sinuso'idale du champ electrique, d'amplitude maximale Eo. Le 
temps est donne en unites de cycle optique, et la frequence du champ est 0,05695 u.a. 
A cause de la force inegale avec laquelle les electrons sont attires, par le biais du 
potentiel Coulombien, dans les trois geometries etudiees, nous allons nous attendre a des 
dynamiques electroniques distinctes pour ces trois cas. 
84 
4.2. Dynamigue electronique et ionisation dans la geometrie d'equilibre de l'ion 
moleculaire H-;+ 
4.2.a. Population de survie et de simple ionisation 
Notre etude commence par la soumission de l'ion H^ dans sa geometrie d'equilibre, a 
l'impulsion laser decrite ci-dessus, et montree a la figure 13. Nous avons calcule la 
population de survie de l'etat initial (precisons que dans le cas present, l'etat fondamental 
est l'etat initial pour le systeme), ainsi que la probabilite de simple ionisation de l'ion, 
exprimees par les equations [3.34] et [3.35]. Les graphiques obtenus sont donnes dans la 
figure 14. 
Suite aux calculs des energies electroniques utilisant les potentiels Coulombiens 
regularises, nous avons retenu la courbe d'energie potentielle pour laquelle la distance 
d'equilibre dans l'etat fondamental est R=2 u.a. Dans cette geometrie, l'ion H^ exhibe 
un potentiel d'ionisation tres eleve, soit / = 1,259 u.a., et l'etat initial est tres stable vis-
a-vis d'une perturbation exterieure. En effet, la figure 14.a confirme que, pour cette 
intensite du champ, la population de l'etat fondamental a plus de 99,9% de chance de 
survivre apres la fin de l'impulsion, quelle que soit la polarisation du champ. De plus, 
cela signifie egalement qu'il y a tres peu de dispersion du paquet electronique, a cause de 
l'impossibilite d'ionisation de la molecule. L'on observe seulement des oscillations de la 
population de l'etat fondamental, induites par les oscillations du champ (c'est-a-dire que 
le nuage electronique se comporte comme un dipole electrique qui oscille avec le champ). 
Ceci implique clairement qu'on est dans un regime perturbatif (pour le systeme molecule-
champ laser, Ton peut traiter le champ comme une perturbation agissant sur la molecule). 
La figure 14.b presente la population de simple ionisation de H\, qui est aussi une 
indication sur la probabilite de produire l'ion H^+. Manifestement, cette probabilite etant 
inferieure a 0,1%, l'ion monoelectronique n'est jamais forme tout le long de la 
propagation de l'impulsion. La faible probabilite d'ionisation est egalement un signe que 
le processus de generation d'harmoniques dans ce cas aura une tres faible efficacite, vu 
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que selon le modele semi-classique, une des etapes requises a 1'emission d'harmoniques 
est l'ionisation par effet tunnel du systeme moleculaire (consulter chapitre 2 pour une 
description de ce modele). 
1 2 3 4 . 5 6 
temps (cycles optiques) 
Figure 14. Populations (a) de l'etat fondamental et (b) de simple ionisation de l'ion H^ , 
dans la geometrie d'equilibre R=2 u.a., en presence de l'impulsion optique de la figure 
13, et de polarisation lineaire parallele a l'axe x (courbes rouges) et parallele a l'axe y 
(courbes bleues). 
La figure 14 indique egalement, que la polarisation du champ n'influe pas, pour la 
configuration d'equilibre de //3+, sur la dynamique d'excitation electronique. La seule 
difference notable est la presence d'oscillations legerement differentes. dans les 
populations a certains temps. 
4.2.b. Densites de probabilite angulaires 
Nous montrons, dans les figures 15.a et 15.b, les cas de polarisation du champ, 
respectivement, parallele et perpendiculaire a l'axe x. Seuls les «flash» aux temps 
t=3,25, 3,5 et 3,75 cycles sont joints dans ce manuscrit (le temps est indique au-dessus de 
chaque «photo»). II apparait immediatement qu'a 3,5 cycles, ou le champ electrique est 
nul (voir figure 13), la distribution electronique angulaire est identique a la distribution 
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non perturbee de la figure 12.a, et ce quelle que soit la direction de la polarisation. La 
meme chose se reproduit a chaque fois que le champ passe par la valeur zero, c'est-a-dire 
pour tout cycle entier ou demi cycle du champ (que nous ne montrons pas ici). En realite, 
cette intensite du champ n'est pas suffisante pour induire un changement constant dans 
l'etat moleculaire, a savoir, l'ion i/3+ possede un potentiel d'ionisation beaucoup trop 
eleve dans son etat d'equilibre, et ne peut pas etre ionise (ce que nous avons deja constate 
dans les populations). En effet, la legende des amplitudes de la densite de probabilite 
indique des valeurs strictement exactes a celles de la legende de la figure 12.a, et nous 
pouvons affirmer que le paquet d'onde electronique reste totalement lie au cceur ionique 
(pas de pertes par l'absorbeur). 
Cependant, Ton constate que la repartition electronique change de facon reversible pour 
des temps ou le champ est non nul. Au temps 3,25 cycles de la figure 15.a, ou le champ a 
une amplitude negative maximale (voir figure 13), Tangle q>x prend des valeurs 
uniquement dans l'intervalle 300-360° (axe x positif), tandis que les valeurs de <p2 
sont delocalisees sur un large domaine allant de 300° a 120° (dans le sens contraire des 
aiguilles d'une montre). La zone 120-300° (comprenant les quadrants ou l'axe x est 
negatif) semble relativement inaccessible pour cp2, avec une exception autour de 
(p2 = 210°. Ceci equivaut a un etirement vers l'axe x positif de la distribution d'un 
electron, en direction du noyau N3, pendant que le deuxieme electron maintient la 
cohesion du noyau Nl principalement et, dans une moindre mesure, celle de N2. A 
l'inverse, au temps 3,75 de la figure 15.a, ou le champ manifeste une amplitude positive 
maximale, (px varie dans l'intervalle 180-240° centre sur le noyaux N2 a 210° (axe x 
negatif), alors que (p2 englobe toute la region 60-240° en plus d'une plus faible 
contribution a <p2 = 330°. Recapitulons : lorsque le champ passe par un minimum, le 
nuage electronique est globalement etire selon l'axe x positif, et lorsqu'il passe par un 
maximum, le nuage electronique est deforme vers les x negatifs. 
En realite, tout se passe comme si, momentanement, le champ favorisait la formation de 
H* et H2 au cours du temps. Ceci s'explique par les oscillations du dipole electrique, 
observees dans la population de l'etat fondamental (figure 14a). Dans un calcul non 
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Born-Oppenheimer, ou les noyaux pourraient bouger, le systeme evoluerait selon les 
courbes d'energie potentielle de H++H2. De plus de «detecter» H++H2, nous 
constatons aussi la presence du systeme H~ + 2H+ a cause de 1'occupation de certaines 
zones <px =(p2, autrement interdites par la repulsion electronique dans l'etat non perturbe. 
II s'agit, notamment, de la zone 300-360° pour le temps 3,25 cycles, et la zone 
180 - 240° pour 3,75 cycles. 
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Figure 15. Evolution des densites de probabilite angulaire pour l'etat electronique 
fondamental, a l'equilibre R=2 u.a., sous l'influence de l'impulsion optique de la figure 
13, et de polarisation lineaire : (a) parallele a l'axe x et (b) parallele a l'axe y. 
Regardons maintenant ce qui se produit pour ces memes temps, lorsque le champ 
electrique est polarise selon l'axe y (figure 15.b). A 3,25 cycles, (p\ est distribue atour de 
Nl, avec des valeurs comprises entre 60-120°. On observe la meme delocalisation de 
Tangle q>2 sur un large intervalle de valeurs, cette fois-ci comprises entre 30-150° avec 
des contributions un peu moins elevees a ^ 2 «180-210° et (p2 «330-360°. 
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Clairement, le champ etire la distribution electronique selon l'axe y positif, avec une 
nette suppression de la repulsion entre electrons dans la zone (px - cp7 comprise dans 
l'intervalle 60-120°. De nouveau, il y a formation de H~ +2H+. La situation est un 
peu differente a 3,75 cycles, lorsque le champ passe par un maximum. On constate que la 
zone cpx = q>2 est tres faiblement accessible aux deux electrons, ce qui implique une 
probabilite reduite de former H~ + 2H+. II existe une forte densite de probabilite pour la 
region q>x « 180 — 240°, <p2 « 330 - 360°, avec des plus faibles dispersions pour certains 
angles voisins. La localisation electronique dans ce cas est notable, les electrons ne sont 
plus distribues sur les trois noyaux ! La repartition electronique sur la figure 15.b, au 
temps 3,75 cycles, ressemble a la distribution non perturbee de l'etat fondamental de 
l'ion //3+ dans une geometrie isocele, ou deux protons sont lies (par le biais des 
electrons) a une distance r~2,45 u.a., et le troisieme proton est a une distance d'environ 6 
unites atomiques du centre de masse des deux autres. Cette geometrie C2v est a l'origine 
de l'apparition d'une intersection conique entre les courbes d'energie de l'etat 
fondamental et le premier etat excite de H^ . C'est un phenomene purement quantique 
qui necessite un traitement au-dela de 1'approximation de Born-Oppenheimer. Une 
fonction d'onde electronique, en approchant une telle intersection des surfaces de 
potentiel, verrait une «multitude» de niveaux energetiques vibroniques accessibles, et 
formerait un paquet d'onde tres localise. 
Pour recapituler, un resultat bien connu ressort, apres analyse de revolution temporelle 
des densites de probabilite electronique : c'est la tendance des electrons a ce deplacer 
dans le sens oppose a la direction de polarisation du champ. Ceci est en accord avec le 
modele classique, selon lequel la force exercee sur l'electron, x(t) = -E0 cos(^) = Fx, est 
opposee a la direction du champ (consulter chapitre 2). 
4.2.c. Deplacement electronique moyen durant l'interaction 
De l'information pertinente sur le comportement electronique durant son interaction avec 
le champ electrique peut etre extraite en calculant les valeurs moyennes (x) et (j) 
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(eq. [3.38]). Pour un axe de polarisation du champ donne, Ton doit s'attendre a des 
oscillations electroniques predominates selon ce meme axe. En effet, il a ete demontre 
(100,101) qu'en champ lineairement polarise, les aspects fondamentaux dans la 
dynamique d'un systeme monoelectronique sont conserves meme si, pendant l'etude, le 
mouvement electronique etait restreint a la direction de polarisation uniquement (etude 
ID). Cependant, lorsqu'il s'agit d'un systeme dielectronique, un deplacement 
electronique hors la direction de polarisation ne peut plus etre neglige, a cause de la forte 
repulsion electronique (102-104). II y a un effet de dispersion du paquet electronique par 
le potentiel Coulombien. Pour notre modele en deux dimensions, il peut done etre 
interessant de verifier le comportement dans la direction perpendiculaire a la polarisation 
du champ, appelee direction transverse. Nous montrons les valeurs moyennes 
correspondantes, pour les deux polarisations du champ, a la figure 16. 
Lorsque le champ est polarise selon l'axe x, la valeur moyenne (x) exhibe des maxima 
est des minima dont la valeur absolue ne depasse pas 0,38 unites atomiques (figure 16.a). 
Ce faible deplacement moyen constitue un indice de plus sur la forte attraction que le 
potentiel nucleaire Coulombien exerce sur les electrons pour la geometrie d'equilibre. En 
accord avec les densites de probabilite angulaire dielectronique, (x) possede des valeurs 
positives lorsque l'amplitude du champ passe par un minimum, et des valeurs negatives 
pour amplitude maximale. A savoir, (x) et Ex{f) sont en phase, en accord avec le 
comportement classique que l'electron aurait sous Taction de la force electrique. 
En ce qui concerne le deplacement moyen dans la direction transverse de la figure 16.b, 
selon le modele «en 3 etapes» (chapitre 2.2) Ton devrait apercevoir des maxima dans (y) 
lorsque le champ est nul (a cause de la forte probabilite de recollision a ce moment-la), et 
(>>) proche de sa valeur initiale (dans la molecule non perturbee) lorsque l'amplitude du 
champ passe par un extremum (de part la grande probabilite de simple ionisation du 
systeme). Or, ce que Ton observe a la figure 16.b montre que (7) est nul aux memes 
temps que le champs, et (y) passe par des minima (valeurs extremales) a chaque fois que 
l'amplitude du champ passe par un extremum. 
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Figure 16. Deplacements electroniques (valeurs moyennes) au cours du temps, lors de 
l'interaction entre //3+ (R=2 u.a.) avec l'impulsion optique de la figure 13, de 
polarisation lineaire (a), (b) parallele a l'axe x et (c), (d) parallele a l'axe y. 
La figure 16.c, presentant les deplacements moyens en champ polarise parallele a y, 
indique le meme comportement pour (j) (selon l'axe de polarisation) que celui observe a 
la figure 16.a pour (x). C'est-a-dire que (y) et Ey(t) sont en phase aussi. La figure 16.d 
suggere une tres faible polarisabilite du nuage electronique dans la direction transverse, 
puisque (x) est nul tout le long de la propagation temporelle. Ce resultat s'explique 
simplement par des considerations de symetrie: du fait de la geometrie a l'equilibre 
particuliere de l'ion H^ (triangle equilateral), la fonction d'onde decrivant l'etat 
fondamental presente des proprietes de symetries differentes vis-a-vis des axes x et y . 
En effet, la fonction d'onde est symetrique par rapport a l'axe y, tandis qu'elle ne 
presente aucune symetrie par rapport a l'axe x. 
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4.3. Dynamique electronique et ionisation a distance internucleaire intermediaire de 
l'ion moleculaire H^+ 
Nous allons maintenant considerer le comportement de l'ion equilateral H\, pour la 
distance internucleaire R=4 u.a. de son etat fondamental, sous l'influence de la meme 
impulsion laser, utilisee precedemment et illustree a la figure 13. Le potentiel d'ionisation 
pour cette geometrie, / =0,871 u.a., est nettement inferieur a celui de la geometrie 
d'equilibre. 
4.3.a. Population de survie, de simple et de double ionisation 
En se basant sur la valeur du potentiel d'ionisation, nous allons nous attendre ici a une 
influence plus prononcee du champ sur le nuage electronique du systeme. L'energie 
ponderomotive qu'un electron libre gagne sous cette amplitude maximale du champ 
(indiquee dans la figure 13) est U - El/Ao)2 = 1,098 u.a., ce qui est superieur au Ip de 
l'ion moleculaire. En effet, les populations de survie de l'etat initial (courbes rouges) 
dans la figure 17 decroissent rapidement a partir de 1,5 cycle environ, et en fin 
d'impulsion, il y a moins de 20% de probabilite que le systeme demeure dans cet etat. La 
perte importante dans la norme (courbe noire) de la fonction d'onde (pertes par 
l'absorbeur) indique que le nuage electronique a atteint les bords de la boite numerique, a 
savoir une distance de 150 unites atomiques environ a ete franchie. On peut constater 
aussi que, pendant de tres courtes durees (d'environ un quart de cycle, ou 667,5 as), la 
population de l'etat initial subit une descente fulgurante. C'est le cas de 1,625 a 1,875 
cycles, de 2,125 a 2,375 cycles (la decroissance la plus importante, plus de 20% pour 
17.a, et quasiment 40% pour 17.b), de 2,625 a 2,875 cycles, de 3,125 a 3,375 cycles, et 
finalement une faible diminution de 3,675 a 3,875 cycles. II s'agit des temps pour 
lesquels le champ passe par un maximum ou un minimum (voir figure 13). Au-dela de 4 
cycles, la population initiale reste quasi-constante, puisque l'amplitude du champ 
commence a decroitre rapidement. 
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Entre ces temps de depopulation de l'etat initial, on observe des «paliers» dans la 
population, notamment autour de 2, 2,5, 3, et 3,5 cycles, pour lesquels le champ est nul. 
Malgre que ces «paliers» apparaissent aux memes temps pour les courbes rouges des 
deux figures, 17.a et 17.b, Ton voit clairement qu'ils ne montrent pas les memes valeurs 
pour les populations de survie. En effet, le «palier» autour de 2,5 cycles donne une valeur 
de 60% pour 17.a et 50% pour 17.b. Un demi cycle plus tard (a 3 cycles), il semble que la 
dynamique pour les cas 17.b a ete quelque peu ralentie, puisque le «palier» indique 
environ 40% de survie de l'etat initial dans les deux cas. Entre 3 et 3,5 cycles de nouveau 
Ton constate une dynamique plus rapide pour 17.b, qui n'est plus rattrapee au cours des 
cycles ulterieurs, et en fin de propagation l'etat initial termine avec environ 10% de 
chance de survie pour 17.b, et autour de 15% pour 17.a. 
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Figure 17. L'ion H^, a distance internucleaire intermediate R=4 u.a., en presence de 
1'impulsion optique de la figure 13, de polarisation lineaire (a) parallele a l'axe x et (b) 
parallele a l'axe y. Les courbes rouge, bleue et verte donnent les populations, 
respectivement, de l'etat fondamental, de simple ionisation, et de double ionisation. La 
courbe noire indique revolution de la norme de la fonction d'onde electronique. 
A partir de 1,75 cycles environ, les populations de simple ionisation (courbes bleues) 
commencent a monter de facon significative, et 1'inversion de population se produit a 
2,93 cycles pour 17.a et a 2,7 cycles pour 17.b. Jusque la, seulement moins de 9% de la 
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norme de la fonction d'onde est perdue dans les deux cas, ce qui donne une estimation 
acceptable pour la population de simple ionisation. Par contre apres 3 cycles, la norme de 
la fonction d'onde decroit tres rapidement et les valeurs des populations de simple et 
double (courbe verte) ionisation ne sont plus exactes. Toutefois, notre etude ne visant pas 
a fournir une analyse quantitative precise de la simple et double ionisation, nous allons 
conserver la taille de cette boite numerique par la suite. Qui plus est, augmenter la taille 
de la boite demanderait un effort computationnel irrealisable actuellement sur le 
superordinateur Mammouth parallele (voir chapitre 3). Nous pouvons, cependant, tirer 
des conclusions qualitatives des resultats presents quant a la probabilite d'ionisation de 
H\, et qui nous renseigneront sur notre objectif d'expliquer la competition entre 
l'ionisation et la generation d'harmoniques d'ordre eleve. En effet, nous savons des 
maintenant que la probabilite de former l'ion H*+ est superieure a 40% en milieu de 
propagation, et augmenterait encore avant que 1'amplitude du champ ne commence a 
decliner (si la boite numerique le permettait). Pour une etude ulterieure du spectre 
d'harmoniques, a cette geometrie nucleaire et cette intensite du champ, cela presume 
d'abord une efficacite relativement correcte du processus d'emission (a cause de 
l'efficacite de l'ionisation par effet tunnel), et de plus cela signifie que nous devons nous 
attendre a une contribution de l'ion //32+ dans le spectre d'emission. 
II est interessant aussi de noter la differente dynamique de simple ionisation entre 2,5 et 
3,5 cycles. Nous allons envisager une analyse des valeurs moyennes des operateurs 
coordonnees (dans la section suivante), pour chercher a mieux comprendre la dynamique 
electronique. Enfin, une derniere remarque pour souligner le fait que les courbes de 
simple et double ionisation sur la figure 17.a (polarisation du champ selon l'axe x) 
signalent une forte correlation entre elles, denotee par l'apparence de «paliers» suivis 
d'evolutions rapides aux memes temps de la propagation. 
4.3.b. Deplacement electronique moyen durant l'interaction 
Les variations des valeurs moyennes (x) et (>>) sont exposees a la figure 18. D'abord, 
comparativement a la geometrie d'equilibre, notons les valeurs extremales beaucoup plus 
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elevees dans les figures 18.a et 18.b. L'effet du champ electrique ici predomine (pour 
amplitude extremum) sur celui du potentiel Coulombien exerce par les noyaux. 
Remarquons cependant une nette difference dans les deux cas de polarisation du champ : 
lorsque le champ est polarise selon l'axe x, le deplacement moyen (x) oscille de facon 
presque symetrique entre des valeurs positives et negatives (18.a), tandis que pour la 
polarisation parallele a l'axe (y) Ton note une nette tendance de (y) a prendre des 
valeurs positives plus importantes (en valeur absolue) que les valeurs negatives. Cela 
revient a dire que le paquet electronique s'echappe de fa9on plus efficace du cote de l'axe 
(_y) positif (la ou se situe un proton dans notre modele numerique). Pour cette geometrie 
intermediaire, la symetrie particuliere de la fonction d'onde du systeme (differente selon 
x ou selon y, voir figures 12.c et 12.d) provoque des divergences dans le comportement 
electronique pour les divers cas de polarisation du champ etudies (contrairement a la 
geometrie d'equilibre, ou la symetrie de la fonction d'onde est presque spherique (figures 
12.a et 12.b), et le systeme a tendance a se comporter de la meme fa9on quelle que soit la 
polarisation du champ, voir les populations de la figure 14, ainsi que les deplacements 
electroniques moyens de 16.a et 16.c). 
Les maxima et minima observes sur 18.a. et 18.c devoilent une evolution non reguliere au 
cours du temps. C'est-a-dire que jusque 1,75 cycles environ (avant que le champ 
n'atteigne son amplitude maximale), Ton observe des valeurs importantes lorsque le 
champ passe par un extremum local et des deplacements nuls pour champ nul (en accord 
avec le modele « en 3 etapes »). Par contre apres 1.75 cycles, (x) de 18.a et (j>) de 18.c 
commencent a montrer un decalage de phase, exhibant des valeurs importantes pour 
champ quasi-nul, et des valeurs proches de l'initiale pour champ non nul. En realite, Ton 
pourrait supposer que le grand etirement du paquet electronique, sur plus d'une douzaine 
d'unites atomiques pour 18.c, provoque des effets de retard dans la reponse electronique 
aux oscillations du champ. Notons que les plus grandes valeurs que (x) de 18.a et (>>) 
de 18.c prennent sont autour de 2,5-2,75 cycles, la ou la population de simple ionisation 
de 17.a presente un «palier» apres avoir significativement augmente, et la population de 
simple ionisation de 17.b est sur le point de subir une inversion de population. 
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Figure 18. Deplacements electroniques (valeurs moyennes) au cours du temps, lors de 
l'interaction entre Z/3+ (R=4 u.a.) avec l'impulsion optique de la figure 13, de 
polarisation lineaire (a), (b) parallele a l'axe x et (c), (d) parallele a l'axe y. 
En plus de l'importante valeur de (x) pour polarisation parallele a l'axe x, Ton constate 
egalement une certaine dispersion au cours du temps pour le systeme, dans la direction 
transverse, figure 18.b. En effet, (y) presente une evolution assez complexe pour cette 
meme polarisation. Avant 2 cycles, la courbe montre de nombreux pics, a chaque fois que 
le champ passe par un extremum ou par une valeur nulle. Cela demontre des effets a 2 
electrons complexes et une dynamique dielectronique tres riche. La repulsion inter-
electronique n'intervient pas uniquement lorsque le champ est nul et que la probabilite de 
recollision de l'electron avec l'ion parent est grande (selon modele en 3 etapes), mais 
egalement a 0,75, 1,25, 1,3, 1,75 et 1,8 cycles pour lesquelles l'amplitude du champ passe 
soit par un extremum local, soit par une valeur non nulle. Apres 2 cycles, Ton constate 
des structures dans les pics lorsque le champ n'est pas nul (des sortes de dedoublements). 
De facon plus generale, Ton peut affirmer que (>>} varie extremement vite dans ce cas (la 
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duree de temps entre un minimum et un maximum de (y) est de l'ordre de 1/8 de cycle, 
soit 338 attosecondes environ). 
4.3.c. Evolution des densites de probability electronique sous l'influence d'un champ 
polarise selon l'axe x 
D'abord, examinons le cas de la polarisation parallele a l'axe x. Les densites de 
probabilite angulaire dielectronique sont montrees a la figure 19. Avant que le champ 
n'atteigne son amplitude maximale (apres 2 cycles), nous assistons a une certaine 
tendance pour le systeme a revenir a la distribution electronique initiale de la figure 12.c, 
lorsque les oscillations du champ passent par une amplitude zero. En effet, apres avoir 
subit une importante localisation a 1,25 cycles, la densite de probabilite retourne a sa 
forme delocalisee a 1,5 cycles, ou le champ est nul. Cependant, cette distribution n'est 
plus totalement equiprobable sur les trois noyaux, indiquant deja un debut d'alteration de 
l'etat electronique initial. En comparant la densite de probabilite angulaire a 1,25 cycles 
avec celle du premier etat excite de //3+ sur la figure 20, nous pouvons affirmer qu'une 
importante partie du paquet electronique occupe cet etat. 
Une autre comparaison de la distribution angulaire a 1,25 cycles, cette fois-ci avec la 
meme distribution pour la geometrie d'equilibre (15.a, photo a 3,25 cycles), indique une 
evolution electronique similaire, avec toutefois une moindre dispersion du paquet sur 
plusieurs angles (due a la plus faible repulsion internucleaire). Un demi cycle plus tard, 
une autre localisation importante se produit au maximum du champ, mais pour des angles 
differents que ceux au minimum du champ. 
De concert avec la population de survie de l'etat initial (figure 17), les densites de 
probabilite suggerent 1'excitation electronique de la molecule entre 1 et 2 cycles du 
champ seulement. Par la suite, inevitablement, au cours du temps la distribution 
electronique est modifiee de facon irreversible, du a la plus faible attraction exercee par 
les noyaux, et a partir de 2,5 cycles la densite de probabilite electronique ne ressemble 
plus a celle de l'etat initial, meme a champ nul. Ceci est en accord avec les courbes des 
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populations de la figure 17, ou nous avons remarque qu'a 2,93 cycles l'inversion de 
population a lieu, et a 3 cycles la population initiale survie a environ 40%. 
t=1.75 cycles 
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Figure 19. Evolution des densites de probabilite angulaire pour l'etat electronique 
fondamental, a distance R=4 u.a., sous l'influence de l'impulsion optique de la figure 13, 
de polarisation lineaire parallele a l'axe x. 
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La distribution electronique a 2,25 cycles s'apparente a celle pour 3,25 cycles (et pour 
tout autre temps de champ maximal) de la figure 15.a, mais avec une moindre dispersion 
du paquet electronique sur plusieurs angles. C'est-a-dire que le paquet electronique est 
tres fortement etire en direction de l'axe x positif, avec des probabilites significatives de 
transition vers les surfaces electroniques de l'ion H*+. La figure 21 recapitule quelques 
unes des distributions monoelectroniques aux temps au-dela de 2 cycles, ainsi que celles 
des deux premiers etats excites de Z/32+ (dans l'encadre de droite). Ces deux etats etant 
degeneres, ils possedent la meme energie, ainsi que toute combinaison lineaire entre eux. 
Un comparatif des densites de probabilites aux differents temps de propagation avec les 
distributions dans les etats propres, montre clairement que ces etats ont ete peuples. 
ler etat excite 2e etat excite 
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2e etat excite 
IP 
SO 120 ISO 140 500 .360 m 120 ISO 140 300 ISO 
Figure 20. Densites de probabilite electroniques (en coordonnees polaires) dans les deux 
premiers etats excites de l'ion H\ a distance internucleaire R=4 u.a. Les deux figures du 
haut montrent les distributions dielectroniques angulaires, tandis que les deux en bas 
presentent les distributions monoelectroniques. 
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Cette excursion d'un electron dans le continuum influe directement sur la reponse 
electronique au changement ulterieur de l'amplitude du champ. En effet, apres 
l'amplitude nulle a 2,5 cycles, lorsque le champ devient positif a 2,75 cycles la 
distribution dielectronique ne peut plus le suivre «instantanement» (c'etait le cas pour la 
geometrie d'equilibre). Au lieu d'avoir une repartition dielectronique etiree selon l'axe x 
negatif, nous remarquons que c'est le cas seulement d'un electron, soit <p} «180-240°, 
pendant que l'autre conserve, majoritairement, une valeur d'angle <p2 * 0°. Ainsi, nous 
enregistrons un retard dans la reponse de l'electron du continuum aux oscillations du 
champ. 
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Figure 21. Evolution des densites de probabilite de l'ion Z/3+ (en coordonnees polaires) 
pour l'etat electronique fondamental, a distance R=4 u.a., sous 1'influence de l'impulsion 
de la figure 13. Les temps de propagation sont indiques au dessus de chaque «photo». Les 
deux figures supplementaires dans le rectangle de droite montrent la distribution 
electronique dans les deux premiers etats excites de l'ion H]+. 
Par contre l'electron qui a suivit le champ, participe a de nouvelles transitions vers les 
etats electroniques de l'ion H*+, comme en temoigne la densite de probabilite 
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monoelectronique en haut au milieu de la figure 21, comparee a celle en haut a droite 
dans le rectangle. C'est ce qui explique que le meme retard, dans la reponse 
dielectronique, se produit au prochain changement de signe du champ, a 3,25 cycles 
(figure 19). Ce comportement se poursuit jusqu'a ce que l'amplitude du champ 
commence a decliner apres 4 cycles de propagation. 
4.3.d. Evolution des densites de probabilite electronique sous l'influence d'un champ 
polarise selon i'axe y 
La figure 22 presente les densites angulaires de probabilite electronique pour polarisation 
parallele a l'axe y. De nouveau, le systeme tend a revenir a sa distribution initiale 
jusqu'a 2 cycles du champ, et ensuite il subit des changements irreversibles dans la 
probabilite de densite electronique. Nous avons presente cette fois-ci revolution 
temporelle tous les huitiemes de cycle du champ. II est clair que lorsque le champ atteint 
son amplitude maximale, E0, et apres que l'ion H^ ait subit une augmentation de la 
population de simple ionisation de 10 a environ 50% (figure 17.b) entre 2 et 2,5 cycles, 
les electrons dans le continuum sont tres rapidement acceleres par le champ. En effet, 
apres 2 cycles, Ton note une variation de la distribution electronique a chaque 1/8 de 
cycle. Cette observation laisse supposer qu'a partir de ce temps, et jusqu'a la fin de la 
propagation, les electrons sont majoritairement sous Taction de la force du champ, avec 
peu d'influence des forces Coulombiennes. Dans un contexte d'analyse des spectres 
harmoniques pour cette geometrie et ces parametres du champ (chapitre 5), cela 
impliquerait que 1'approximation du champ fort offrirait une bonne estimation des 
caracteristiques des spectres. Une autre particularite des densites de probabilite 
dielectronique de la figure 22 est la tendance prononcee du systeme a adopter des 
distributions complexes, a partir de 2,625 cycles environ, suggerant la creation de 
superpositions coherentes d'etats electroniques. En effet, nous pouvons supposer la 
formation de H + H\ des lors qu'un electron se trouve majoritairement autour de 90° 
pendant que le deuxieme est «disperse» sur la zone 210-330° (a 2,625, 2,75, 2,875 
cycles, etc.). L'on remarque egalement la situation ou cpx=(p2= 270° (a 2,875, 3,875 
cycles, etc.), indiquant une «disposition» dielectronique selon l'axe y negatif. 
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Figure 22. Evolution des densites de probabilite angulaire pour l'etat electronique 
fondamental, a distance R=4 u.a., sous l'influence de l'impulsion optique de la figure 13, 
de polarisation lineaire parallele a l'axe y. 
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Une troisieme possibility de distribution est le cas ou <px ~ 330° et cp2 ~ 210° (a 2,875 
cycles seulement), c'est-a-dire que les electrons ont encore tendance a rester pres des 
noyaux N2 et N3 (voir schema 1). Ce n'est plus le cas a 3,875 cycles, ou la simple 
ionisation est beaucoup trop importante (figure 17.b): les superpositions d'etats 
electroniques commencent a etre defavorisees. Ainsi, Ton emettra l'hypothese 
d'importants transferts de charge «d'un bout a l'autre» du triangle nucleaire, le long de 
l'axe y, induits par le champ. Cela pourrait servir d'argument pour expliquer la difference 
dans revolution de la population de double ionisation (courbes vertes de la figure 17) 
pour les deux polarisations du champ (parallele a x, figure 17.a, et parallele a y, figure 
17.b). 
4.4. Dvnamique electronique et ionisation pres de la limite de dissociation de l'ion 
moleculaire Fh+ 
Enfin, consacrons-nous a l'etude de la dynamique electronique, en presence du champ, 
illustre a la figure 13, lorsque la distance internucleaire de l'ion //3+ est a la limite de la 
dissociation, notamment R=7,5 u.a. C'est egalement une configuration nucleaire pour 
laquelle le phenomene d'ionisation exaltee par resonance de charge (CREI) se produit 
(consulter chapitre 2.4.a), sous l'influence d'un champ intense (105). Le potentiel 
d'ionisation que nous avons calcule pour cette geometrie est / = 0,728 u.a. 
4.4.a. Population de survie, de simple et de double ionisation 
Nous donnons de nouveau les populations de l'etat fondamental, de simple et de double 
ionisation de l'ion H^, pour les deux polarisations du champ, a la figure 23 (voir la 
legende de la figure). Ce qui ressort immediatement de la population de l'etat 
fondamental (courbe rouge) est sa depopulation precipitee a presque 50% (23.a), avant 
meme que l'amplitude du champ n'atteigne sa valeur maximale a 2 cycles, 
comparativement a moins de 20% de depopulation avant 2 cycles pour la geometrie 
intermediaire R=4 u.a. Dans le cas de la polarisation parallele a l'axe y, la depopulation 
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est plus rapide encore, et l'etat initial ne survit qu'a 40% apres 2 cycles de propagation. 
Ceci confirme le fait (que nous avons deja constate pour les deux autres geometries) que 
la presence d'un proton sur l'axe de polarisation du champ accelere la dynamique 
electronique. La decroissance fulgurante a partir de 1,75 cycles environ, est suivie d'un 
bref retard dans la dynamique entre 2-2,125 cycles, decele par la presence d'un «palier» 
dans les courbes rouges, ainsi que dans les courbes bleues. Dans cet intervalle de la 
propagation temporelle, on constate un ecart important dans 1'evolution des populations 
pour les deux cas de polarisation etudies. L'inversion entre les populations de l'etat 
fondamental et de simple ionisation se produit a 2,25 cycles pour la polarisation parallele 
a x (voir le carre dans le coin superieur droit de la figure 23.a) et a 2 cycles exactement 
pour polarisation parallele a y (carre inclut dans la figure 23.b). C'est-a-dire que, dans le 
premier cas elle se produit apres le «palier», tandis que dans le deuxieme cas elle se 
produit juste avant. 
t ime (optical cycles) time (optical cycles) 
Figure 23. L'ion H\, a grande distance internucleaire R=7,5 u.a., en presence de 
l'impulsion optique de la figure 13, de polarisation lineaire (a) parallele a l'axe x et (b) 
parallele a l'axe y. Les courbes rouge, bleue et verte donnent les populations, 
respectivement, de l'etat fondamental, de simple ionisation, de double ionisation. La 
courbe noire montre 1'evolution de la norme de la fonction d'onde du systeme. 
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Aussi, la population de simple ionisation de la figure 23.a parvient a sa valeur maximale 
apres l'inversion de population (vers 2,3 cycles), tandis que celle de la figure 23.b 
l'atteint quasiment au moment de l'inversion. L'intervalle 2-2,3 cycles pour la figure 23.b 
est dominee par une sorte de «plateau» dans la courbe bleue, pendant que pour les 
courbes rouge et verte se produit l'inversion de population exactement a 2,3 cycles 
(encart dans le coin superieur). Ensuite, la population de simple ionisation commence a 
decliner progressivement, tandis que la population de double ionisation enregistre un 
premier maximum a 2,5 cycles (environ 38% pour 23.a et 40% pour 23.b), puis un 
deuxieme vers 2,9-3 cycles (de nouveau environ 38% pour 23.a, et cette fois-ci seulement 
38% pour 23.b). Dans le cas de polarisation parallele a x les populations de simple et 
double ionisation se croisent une seule fois, vers 2,8 cycles. II est interessant de constater 
que pour la polarisation parallele a y, ces populations se croisent une premiere fois a 
2,45 cycles, suivie d'un maximum pour la double ionisation et d'un «palier» pour la 
simple. Ulterieurement, elles se recroisent vers 2,6 cycles et co-evoluent brievement, 
jusqu'a 2,7 cycles environ. 
Malgre ces quelques differences dans les valeurs des populations de double ionisation 
pour les deux cas de polarisation du champ, il est evident que les deux courbes vertes de 
23.a et 23.b presentent les memes caracteristiques (inversion, maxima et minima) 
exactement aux memes temps. Ce qui est contraire aux courbes bleues de simple 
ionisation, pour lesquelles on avait enregistre une dynamique plus rapide dans le cas de 
23.b. Une meilleure comprehension de la difference notee dans les populations, pour les 
deux cas de polarisation du champ, sera proposee dans la section suivante, ou nous 
analyserons les evolutions temporelles des deplacements electroniques moyens dans les 
directions x et y . 
A 3 cycles toutes les populations diminuent rapidement. A 4 cycles l'etat initial est quasi-
totalement depeuple (environ 0,3% de chance de survie), quelle que soit la polarisation 
du champ. En fin de propagation (apres 6 cycles), la norme de la fonction d'onde a ete 
absorbee a plus de 99%. 
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4.4.b. Deplacement electronique moyen durant ['interaction 
La figure 24.a presente la valeur moyenne (x) lorsque le champ est polarise selon l'axe 
x, ce qui fournit des indications directes sur les deplacements electroniques lors du 
processus de simple ionisation. En effet, lorsque 1'amplitude du champ passe par un 
extremum, Ton s'attend a ce que //3+ subisse une simple ionisation, et que le 
deplacement (x) soit maximal. Ce que Ton observe sur la figure 24.a confirme jusqu'a 
un certain point cette hypothese, a savoir, Ton note des extrema dans (x) a 2,125, 2,625 
cycles, et dans une moindre mesure un peu apres 3 et 3,5 cycles. Plus precisement, ces 
resultats indiquent: 
(i) lorsque le champ atteint pour la premiere fois son amplitude negative 
maximale, a 2,25 cycles, le deplacement electronique moyen selon l'axe x est 
fortement etire vers les valeurs negatives, (x) ~ -16 u.a., dans le sens oppose 
a la direction de la force electrique (contrairement a ce que Ton avait constate 
pour la geometrie d'equilibre). En comparant avec la figure 23.a, le temps 
2,125-2,25 cycles correspond exactement a l'inversion qui a lieu entre les 
populations de survie et de simple ionisation. 
(ii) lorsque le champ atteint pour la premiere fois son amplitude positive 
maximale, a 2,75 cycles, (x) enregistre une valeur maximale, (x) ~ 21 u.a., 
de nouveau en opposition avec Taction de la force du champ. Toutefois, la 
population de simple ionisation de la figure 23.a est en train de decliner entre 
2,625-2,75 cycles, alors que Ton s'attendrait a une augmentation rapide. En 
realite, nous avons a ce moment precis des importantes pertes par Pabsorbeur 
(voir la pente de la courbe noire, la norme, pour l'intervalle 2,625-2,75 
cycles), qui faussent inevitablement les valeurs de simple ionisation, mais qui 
nous signifient l'importante fraction de paquet electronique qui est etire au-
dela de la taille de la boite numerique (156 u.a.). Indirectement, nous avons la 
confirmation que le processus de simple ionisation se poursuit. 
(iii) des 3 cycles, Ton commence a assister a une sorte de «decalage» dans la 
reponse electronique, la valeur de (x) passant par un minimum local avant 3,1 
cycles, puis par un maximum local avant 3,6 cycles. La population de simple 
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ionisation exhibe, a ces moments-la, des «paliers», plus ou moins bien definis, 
qui pourraient expliquer cet effet de decalage. 
II est important de considerer cette analyse de pair avec le resultat a la figure 24.b, 
montrant la valeur moyenne (j>) (direction transverse) pour cette meme polarisation du 
champ. En effet, Ton constate immediatement qu'a 2,625 cycles le systeme subit une 
certaine dispersion dans la direction transverse, (y)«-0,7 u.a., pendant qu'au meme 
moment (x) est maximal. Ceci semble un peu contradictoire avec le modele «en 3 
etapes» (consulter chapitre 2.2), selon lequel lorsque le champ passe par un extremum de 
son amplitude, la simple ionisation predomine, impliquant ainsi une dispersion quasi-
nulle dans la direction transverse, y ici. Par contre, c'est lorsque l'amplitude du champ 
est nulle (pour tout cycles entier, ou demi cycle), que la valeur de (>>) devrait etre 
importante, traduisant le fait que la dispersion transverse se produit au moment de la 
recombinaison de l'electron ionise avec l'ion parent (i/32+ ici). Qui plus est, en examinant 
attentivement la courbe correspondant a (y) de la figure 24.b, Ton se rend compte que le 
seul intervalle de temps ou (_y) manifeste une evolution relativement en accord avec les 
predictions du modele «en 3 etapes» se situe entre 1,5 et 2 cycles. A 1,5 cycles (champ 
nul), (y) = 0,0178 u.a., une faible dispersion certes, mais Pamplitude du champ au 
temps 1,25 cycles etait encore loin d'atteindre sa valeur maximale. A 1,75 cycles 
(amplitude positive extremale), Ton note (jy) « 0 u.a., et a 2 cycles (y) = -0,17 u.a., en 
accord aussi avec le modele. 
A partir de la (apres 2 cycles), et jusqu'a 3,6 cycles, (y) montre une importante 
dispersion vers les valeurs negatives, quelle que soit l'amplitude du champ. Plusieurs 
raisons peuvent etre fournies pour tenter d'expliquer cette apparente contradiction. 
D'abord, remarquons que la periode temporelle en accord avec le modele, 1,5-2 cycles, 
est une periode pour laquelle la population de simple ionisation (figure 23.a) augmente 
rapidement, sans pour autant qu'il y ait des pertes dans la norme de la fonction d'onde 
electronique par l'absorbeur. La population de double ionisation atteint a peine les 10%. 
Apres 2 cycles, cette derniere commence rapidement a augmenter, et domine la 
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dynamique electronique entre 2,75 et 3,25 cycles environ. Nous pouvons, par consequent, 
argumenter que, si la boite numerique etait suffisamment grande pour contenir la totalite 
du paquet electronique, la population de double ionisation apres 2,5 cycles serait tres 
importante, frolant generalement les 80% (voir figure 12 dans (106)). La double 
ionisation expliquerait ainsi la predominance des effets a 2 electrons, observes grace a la 
dispersion transverse. 
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Figure 24. Deplacements electroniques (valeurs moyennes) au cours du temps, lors de 
1'interaction entre H\ avec 1'impulsion optique de la figure 13, de polarisation lineaire 
(a), (b) parallele a l'axe x et (c), (d) parallele a l'axe y. 
La situation est tout autre pour polarisation du champ parallele a l'axe y, figures 24.c et 
24.d. D'abord, sans beaucoup de surprise, Ton note que (>>) se comporte sensiblement 
de la meme facon que (JC) sur la figure 24.a. Quant aux valeurs de (x) sur 24.d, Ton peut 
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affirmer que la dispersion transverse est quasi-nulle dans ce cas. Cela ne signifie pas que 
les effets a 2 electrons sont inexistants, mais simplement qu'ils ne se manifestent pas 
selon l'axe x. Cela traduit aussi le fait, que le nuage electronique est moins deformable 
selon x. Le resultat de la figure 24.d pourrait constituer une explication au fait que les 
populations de la figure 23.b evoluent un peu plus'rapidement que celles de la figure 23.a. 
A savoir, la faible dispersion dans la direction perpendiculaire a la direction de 
polarisation (24.d) accelererait la dynamique electronique lors de la simple ionisation 
(23.b). 
4.4.c. Evolution des densites de probability electronique sous l'influence d'un champ 
polarise selon l'axe x 
Examinons maintenant les distributions electroniques sous l'effet de 1'impulsion laser, 
polarisee selon l'axe x. 
La figure 25 depeint les densites de probabilite angulaire dielectroniques a certains 
temps choisis. En realite, si Ton compare cette figure a la figure 19, Ton peut conclure 
immediatement que le systeme se comporte sensiblement de la meme maniere dans ces 
deux geometries (lorsque la polarisation du champ est parallele a l'axe x), avec comme 
difference la moindre dispersion du paquet sur plusieurs angles voisins (pics moins 
«etales ») pour le cas present. 
Pour cette raison, nous allons chercher plus d'informations dans les distributions 
dielectroniques, en calculant les densites de probabilite en coordonnees cartesiennes, dans 
la grille constitute par x, et x2. Les resultats sont resumes dans la figure 26. Le temps de 
propagation est note au-dessus de chaque «photo». 
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Figure 25. Evolution des densites de probabilite angulaire pour l'etat electronique 
fondamental, a grande distance R=7,5 u.a., sous l'influence de l'impulsion optique de la 
figure 13, et de polarisation lineaire parallele a l'axe x. 
Nous montrons d'abord la distribution dielectronique initiale, a t=0 cycle, qui indique que 
lorsque le premier electron possede une grande densite de probabilite de se trouver autour 
de 4 u.a. sur l'axe x, alors le deuxieme est majoritairement autour de -4 u.a. sur le meme 
axe (ici, nous ne savons pas quelle est la distribution dielectronique selon l'axe y). Ceci 
traduit la forte repulsion electronique. Apres 1,875 cycles de propagation du champ, la 
densite de probabilite dielectronique est etiree vers les valeurs negatives a la fois pour JC, 
et x2. C'est-a-dire que les deux electrons sont deplaces dans le sens de la polarisation du 
champ. Lorsque le champ est nul a 2 cycles, la distribution electronique essaye de revenir 
a sa configuration initiale, mais clairement un retard est note. Ceci est concordant avec la 
«photo» de la figure 25 a t=2 cycles, ou Ton voit que lorsque <p2 = 90° alors <px a 
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tendance a s'etaler de 180° a 210° (le premier electron reste significativement deplace 
vers les x negatifs). Ensuite, lorsque le champ devient negatif, le systeme dielectronique 
suit avec retard ce changement: au maximum du champ, a 2,25 cycles, Ton note un 
debut de deplacement selon l'axe x positif, et a 2,375 cycles la densite de probability des 
deux electrons s'etend dans le continuum. Qui plus est, Ton voit clairement qu'a 2,375 
cycles plusieurs voies d'ionisation sont possibles. L'une part de la zone x, =10 u.a., 
x2 = -4 u.a., qui est en realite le chemin de simple ionisation. Cependant, il existe une 
voie encore plus probable, partant de x, = 8 - 1 0 u.a., x2 = 2 - 4 u.a. (cette voie est 
indiquee avec une fleche sur la «photo» pour faciliter la lecture). La troisieme possibility 
part de xx = 9-10 u.a., x2 = 6 - 7 u.a., et sa densite de probabilite est la plus faible. 
Ces deux dernieres voies correspondent a la double ionisation (effets a deux electrons), 
que Ton avait deja observee dans les populations de la figure 23. En effet, la courbe verte 
de la figure 23 augmente significativement dans l'intervalle 2,25-2,5 cycles (en 1/4 de 
cycle). L'existence de plusieurs mecanismes d'ionisation indique la complexite de la 
dynamique qui a lieu durant la propagation temporelle. 
Plus tard, a 2,5 et 2,625 cycles, la distribution dielectronique de la figure 26 a de nouveau 
tendance a revenir a l'initiale avec le meme retard enregistre. Des densites de probabilite 
electronique importantes restent cependant dans le continuum, ce qui confirme la 
diminution rapide de la population de survie de l'etat initial (courbe rouge de la figure 
23). Une image similaire a celle a t=2,375 cycles, avec plusieurs mecanismes 
d'ionisation, est visible a 2,875 cycles. Apres 3 cycles du champ, tous ces effets declinent 
puisque l'etat initial est quasi-totalement depeuple. 
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Figure 26. Evolution des densites de probability selon la grille x pour l'etat electronique 
fondamental, a grande distance R=7,5 u.a., sous l'influence de l'impulsion optique de la 
figure 13, et de polarisation lineaire parallele a l'axe x. 
4.4.d. Evolution des densites de probabilite electronique sous l'influence d'un champ 
polarise selon l'axe y 
La figure 27 presente revolution des densites de probabilite electronique angulaires, 
induite par un champ de polarisation parallele a l'axe y. Un comparatif avec la figure 22 
(R=4 u.a.) revele que la dynamique electronique dans ces deux geometries differe des 
1,75 cycles de propagation. En effet, les «photos» a 1,75 et 1,875 cycles de la figure 22 
sont tres differentes des «photos» aux memes temps de la figure 27. Sur cette derniere 
figure, Ton constate la tendance du systeme a former des superpositions coherentes 
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d'etats electroniques des 1,875 cycles. Ceci s'explique par le fait que, a cette distance 
internucleaire (R=7,5 u.a.), les forces d'attraction de Coulomb exercees par les noyaux 
sur les electrons sont tres faibles, Ton est a la limite de dissociation de l'ion Z/3+ (voir 
courbes noires de la figure 11). Ainsi, le systeme est fortement perturbe bien avant que le 
champ atteigne son amplitude maximale. Ce qui est remarquable egalement, c'est que les 
superpositions d'etats excites n'existent plus apres 2,25 cycles du champ. Par contre Ton 
observe une localisation de la distribution electronique autour de (px=cp2 = 90°, a 2,375, 
2,5 et 2,625 cycles. C'est-a-dire que les deux electrons n'ont plus aucune densite de 
probabilite a se trouver sur les noyaux N2 et N3 (voir schema 1). Cette situation est 
clairement provoquee uniquement grace a la faible force attractive des noyaux, 
comparativement a la force exercee par le champ electrique. Effectivement, pour des 
temps ulterieurs, 2,75, 2,875, 3, 3,125, 3,375, 3,875 cycles, les valeurs 210° et 330° sont 
interdites pour les angles (px et (p2. Ces derniers prennent des valeurs qui permettent le 
deplacement dielectronique uniquement selon l'axe y. Notamment, <px =q>2 = 90° et 
(px= cp2= 270° donnent la distribution de deux electrons etiree selon l'axe y, 
respectivement, positif et negatif, tandis que <px =90°, q>2 =270° (et inversement) 
indiquent la distribution opposee des deux electrons selon cet axe. Cette dynamique 
observee uniquement le long de l'axe de polarisation est concordante avec la dispersion 
transverse (x) quasi-nulle, notee a la figure 24.d. 
Ce chapitre nous a permis de faire une description comparative des dynamiques 
electroniques induites par un champ laser de duree 6 cycles, pour trois geometries 
differentes de l'ion 7/3+ . Nous avons demontre que le potentiel Coulombien joue un role 
essentiel sur la dynamique du systeme, et influe de fa?on importante sur son interaction 
avec le champ. Pour la configuration a l'equilibre, nous avons constate que les electrons 
suivent tres rapidement les oscillations du champ et s'adaptent instantanement a cette 
perturbation exterieure. Par contre des retards importants dans la reponse electronique ont 
ete detectes lorsque la distance internucleaire augmente. De plus, des effets a deux 
electrons, operant pour ces geometries etendues, donnent acces a une forte probabilite de 
double ionisation de l'ion H$ . 
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Figure 27. Evolution des densites de probabilite angulaire pour l'etat electronique 
fondamental, a grande distance R=7,5 u.a., sous l'influence de l'impulsion optique de la 
figure 13, et de polarisation lineaire parallele a l'axe y. 
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Soulignons egalement le fait que les electrons se deplacent dans le sens de la force 
classique exercee sur eux pour les geometries R = 2 u.a. et R = 4 u.a., tandis qu'a 
R = 7,5 u.a. cette tendance est inversee et Ton constante un deplacement electronique 
dans le sens oppose a la direction de la force. 
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CHAPITRE 5 
Spectres de generation d'harmoniques par l'ion H3 en 
presence d'une impulsion laser breve et intense 
Nous avons discute au chapitre 2 l'importance grandissante du processus de generation 
d'harmoniques d'ordre eleve par les molecules, et son apport pour le progres 
technologique en science laser. II s'agit, notamment, des nouvelles techniques d'imagerie 
moleculaire, proposees recemment, pour sonder la structure et la dynamique des 
molecules. Nous avions mis l'accent sur le phenomene d'interferences d'origine 
structurelle, qui apparaissent dans les spectres harmoniques moleculaires. Outre 
l'extreme interet theorique qu'elles suscitent, les interferences presentent egalement de 
nombreuses pistes de recherche pour les experimentateurs. Pour ne citer qu'une, 
soulignons la possibilite tres attirante de rehausser par interferences constructives des 
frequences harmoniques qui pourraient s'averer specialement interessantes en 
applications. 
Dans ce chapitre nous aborderons notre etude des spectres harmoniques de l'ion H^ en 
effectuant des tests pour comparer 1'exactitude des resultats, selon la jauge utilisee dans 
les calculs. Ensuite, nous evaluerons 1'influence de la geometrie moleculaire (dans un 
cadre Born-Oppenheimer) sur remission harmonique, avant de se consacrer a l'effet 
exerce par la polarisation du champ laser. La derniere section sera reservee a l'etude des 
interferences. 
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5.1. Tests des calculs : longueur ou acceleration 
Dans le chapitre 2 (section 2.1) de cette these, nous avons resume la procedure suivie 
pour calculer les spectres harmoniques a partir de la resolution numerique de 1'equation 
de Schrodinger dependante du temps (ESDT) convenable. Nous avons egalement precise 
que deux approches de calcul etaient generalement acceptees dans la litterature, soit par 
le biais de l'equation [2.3], soit avec [2.6], et que la methode de choix etait la premiere. 
C'est un resultat bien etabli (67). Cependant, dans le cadre de 1'approximation du champ 
fort, il est souvent plus facile d'utiliser la deuxieme facon d'obtenir l'intensite du spectre. 
De plus, elle favorise Petendue spatiale des trajectoires quantiques loin des noyaux, ce 
qui concorde bien avec les hypotheses de cette approximation (notamment, le fait que le 
paquet d'onde electronique ne ressent pas l'effet du potentiel Coulombien dans le 
continuum). Pour cette raison, nous proposons ici un comparatif des resultats obtenus 
selon chacune des methodes. Numeriquement, le spectre [2.3] a ete calcule a l'aide des 
equations [3.39] et [3.40] (chapitre sur la methode). Le dipole dependant du temps qui 
apparait dans [2.6] est evalue grace a l'equation [3.38], en se rappelant que 
(d{t)) = -(x(t)) (en unites atomiques). 
La figure 28 presente les graphiques des spectres harmoniques. Plusieurs cas ont ete 
considered, permettant d'evaluer 1'influence de la geometrie nucleaire d'une part, et de 
l'intensite du champ laser d'autre part. Seule la figure 28.a devoile des courbes qui 
exhibent la meme allure. Dans tous les autres cas, les graphiques divergent sensiblement. 
Cela indique que les deux jauges peuvent etre utilisees de facon equivalente uniquement 
si Ton se trouve dans le regime Ip > Up (figure 28.a). Lorsque, au contraire, l'energie 
ponderomotive excede le potentiel d'ionisation, 28.b-28.d, la jauge de longueur (courbes 
noires) ne permet plus d'avoir une bonne estimation de la forme du spectre (et 
particulierement de la zone de la «coupure»). Nous n'utiliserons, en consequence, que 
l'acceleration du dipole dans la suite de ce chapitre, et les resultats presentes auront ete 
calcules a l'aide des equations [3.38]-[3.39]. 
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Figure 28. Comparaison des spectres harmoniques de l'ion H3+, obtenus soit a partir des 
dipoles dependants du temps (courbes noires), soit a partir des accelerations des dipoles 
(courbes roses). L'effet de l'intensite est montre pour une geometrie donnee, (a) et (b), 
soit R=2 u.a. Les figures (a), (c) et (d) donnent l'effet de la geometrie nucleaire pour une 
intensite fixe. 
Ajoutons une petite precision sur les jauges ici. En realite, les calculs des spectres 
peuvent egalement etre effectues dans une troisieme jauge, la jauge de vitesse. En effet, 
l'intensite du spectre harmonique est obtenue a partir de la vitesse du dipole dependant du 
temps, v\t)= d(t). Dans le present travail, nous n'avons pas utilise cette jauge, puisque 
nos calculs a partir de 1'acceleration du dipole sont precis. Un article recent (107) peut 
etre consulte, montrant une etude comparative des spectres obtenus par ces trois jauges 
pour l'atome d'hydrogene, et une analyse de Pinfluence des differents parametres du 
champ sur le processus harmonique. 
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5.2. Competitions entre la generation d'harmoniques et l'ionisation : influence de la 
geometrie moleculaire 
Nous allons decrire dans cette section la reponse harmonique de l'ion H^ soumis a une 
impulsion d'intensite, de longueur d'onde et de duree, respectivement, 
/ = 5 x 1014 WI cm2, X - 800 nm et r = 6 cycles. Uniquement la polarisation parallele a 
l'axe x sera considered ici. Comme dans le chapitre 4, nous etudierons les trois 
distances internucleaires de 2, 4 et 7,5 unites atomiques. Pour une meilleure comparaison, 
nous avons superpose les courbes roses des figures 28.a, 28.c et 28.d sur un meme 
graphe, presente a la figure 29. Immediatement, Ton constate que l'efficacite du 
processus harmonique differe pour les trois cas, surtout quant a remission depuis la 
geometrie d'equilibre (courbe verte). En effet, dans la region du «plateau» (29.b.), 
l'intensite du spectre obtenu pour R=2 u.a. est environ 4 ordres de grandeur inferieur a 
celle du spectre pour R=4 u.a. (courbe bleue). Nous avons explique au chapitre 2, que 
l'efficacite de la GHOE etait principalement regie par l'etape d'ionisation (premiere 
etape du modele semi-classique). De plus, dans le chapitre 4, nous avons analyse 
revolution des populations de l'etat initial et de simple ionisation pour chacune des 
configurations ci-dessus. De ce fait, nous pouvons affirmer ici que pour R=2 u.a. la 
faible intensite du spectre harmonique s'explique par le peu de population de simple 
ionisation durant Taction du champ electrique. L'emission est probablement due a des 
transitions des etats electroniques hautement excites vers l'etat fondamental, ou aussi des 
bas niveaux energetiques du continuum vers l'etat fondamental. Clairement, dans ce cas 
de figure, 1'approximation du champ fort ne pourrait pas fournir une image adequate de la 
dynamique electronique, puisque le paquet d'ondes forme apres l'etape d'ionisation 
devrait subir une forte influence du potentiel Coulombien. Nous allons revenir sur ce 
resultat dans la section 5.6, lors de l'analyse des minima d'interferences. Pour les deux 
autres configurations, R=4 et 7,5 u.a. (courbes bleue et rouge), une comparaison des 
spectres indique une efficacite similaire sur les bas ordres, 29.a, et puis de plus en plus 
l'intensite de la courbe rouge diminue dans les zones du «plateau» et de la «coupure», 
29.b. Plusieurs facteurs jouent de paire pour provoquer cette situation. La figure 23 
indique que la population de simple ionisation, liee au mecanisme d'ionisation par effet 
tunnel, arrive rapidement a «saturation» avant 2,5 cycles du champ, la ou la norme de la 
fonction d'onde est encore assez proche de 1. En effet, c'est la population de double 
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ionisation (courbe verte) qui marque une augmentation fulgurante en moins d'un quart de 
cycle (< 700 as). 
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Figure 29. Spectres harmoniques de l'ion H^ , soumis a l'impulsion optique montree a la 
figure 13, et de polarisation lineaire parallele a l'axe x. L'effet de la geometrie 
moleculaire est compare pour les trois distances internucleaires etudiees (indiquees sur la 
figure). La figure (a) presente un zoom sur la zone des ordres de basse energie, tandis que 
(b) montre la region du plateau et de la «coupure». 
Cette extreme rapidite de revolution temporelle nous suggere que des effets a deux 
electrons operent durant ce laps de temps, et de plus qu'ils sont tres forts. Or, l'effet 
tunnel etant un processus d'un seul electron «actif», il est evident que son efficacite serait 
affectee, et en consequence celle de remission harmonique. Une confirmation de cette 
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hypothese sera fournie a la section suivante, ou nous montrerons des analyses de Gabor 
effectuees sur certains ordres harmoniques. Elles nous permettrons d'etablir revolution 
au cours du temps du processus radiatif, notamment en indiquant les temps pour lesquels 
l'etape de recombinaison a lieu. Ajoutons ici, que pour la distance R=7,5 u.a., et pour 
l'intensite / = 5xlOuW /cm2, lorsque le champ electrique atteindra son amplitude 
maximale, Ton se trouvera dans le regime d'ionisation augmentee par resonance de 
charge (CREI). Nous avons donne un bref descriptif de ce phenomene a la section 2.4.a. 
II contribuerait a la formation rapide d'un ion «doublement charge» qui subirait aussitot 
une explosion Coulombienne, dans le cadre d'un calcul non Born-Oppenheimer. 
Toutefois, notre etude etant realisee pour des noyaux figes, nous nous bornons ici a 
constater la «decomposition» de l'etat fondamental de l'ion Hi (figure 23.a, courbe 
rouge). Le fait que l'etat initial soit totalement depeuple entraine l'arret de remission 
harmonique. 
Nous donnons egalement les intensites de saturation pour les trois cas (ce sont les 
intensites pour lesquelles la barriere de potentiel (VTol, donnee par eq. [2.7]) est 
«supprimee» par le champ, et un atome ou une molecule sont ionises avec 100% de 
probability). Dans cette situation, la position du maximum de la barriere de potentiel, x0, 
est telle que la condition V^.ot{x0) = Q soit satisfaite. Or V^ot(x0)-0 = \l/xg)-Ex 
(puisque V(x0) = - l /x 0 ). Ainsi Ton trouve que x0 = 1/ *\EX . La hauteur de cette barriere 
serait alors - Ip - VTot (x0) = - / + l^E . Puisque Ton veut que la barriere soit 
supprimee, Ton deduit que 1'amplitude du champ electrique et l'intensite correspondante 
sont donnees par les expressions : 
Esat=I2p/4, Isal=I4p/l6 
Le calcul de Isat en W /cm2 s'effectue a l'aide de la relation : 
Isat(w/cm2)=4xl09x(lp(eV))4 =4xl09 x(n,2x1 p(u.a.)f, 
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et Ton obtient pour chaque geometrie nucleaire : 
Isat(jR = 2 w.a.)=4xl09x(27,2xl,259)4 =5,5xl01 5»7cm2 
Isat(R = A w.tf.)=4xl09x(27,2x0,87l)4 = \,26xlOl5W/cm2 
ISCU(R = 7,5 w.a.) = 4xl09x(27,2x0,728)4 = 6,15x10'4W/cm2 
Le regime d'intensite utilise ici nous situe nettement en dessous de la valeur de Isat dans 
les deux premiers cas. On se rapproche tres sensiblement de la suppression de la barriere 
de potentiel pour la distance R=7,5 u.a., ce qui appuie nos interpretations des efficacites 
des spectres harmoniques. 
Dans le but de completer cette analyse, nous allons comparer les caracteristiques de nos 
spectres avec les predictions du modele semi-classique. Classiquement, la frequence 
harmonique maximale qui peut etre emise, correspond a une energie calculee par la loi de 
la «coupure», Nco = Ip + 3,17£/p (en unites atomiques). Dans notre cas de parametres du 
champ utilises, Penergie ponderomotive qu'un electron peur acquerir est 
Up =E2/4(o2 =1,098 u.a. Ainsi, nous obtenons pour chaque geometrie les «coupures» 
suivantes : 
M(P I \ 1259 + 3,17x1,098 4,74 ^ 0 ^ 
NIK = 2 u.a. I = = = 83 
v
 ' 0,05695 0,05695 
/ N 0,871 + 3,17x1,098 4,35 „ n c 
Jy[R = 4 u.a.)= = = 76 
v ;
 0,05695 0,05695 
,r(n m \ 0,728 + 3,17x1,098 4,21 
N(R = 7,5 u.a.) = — • = = 74 
v ;
 0,05695 0,05695 
Comparativement, nous determinons a partir des spectres de la figure 29.b les valeurs 
suivantes : N(R = 2 u.a) = 89, N(R = 4 u.a) =81, et N(R = 7,5 u.a) = 77. 
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Manifestement, le modele semi-classique offre une bonne evaluation de cette 
caracteristique. La legere sous-estimation remarquee s'explique facilement par la 
correction a la loi classique de la «coupure», proposee dans le modele de Lewenstein 
(73). En effet, les auteurs derivent un facteur multiplicatif pour le potentiel d'ionisation 
(inferieur a 1,32). 
5.3. Analyses de Gabor des profits d'harmoniques 
II est legitime de se demander quand est-ce qu'une harmonique est emise. C'est-a-dire, 
connaitre les temps pour lesquels la recombinaison du paquet d'ondes electronique et de 
l'ion «parent» se fait. En realite, cela necessite l'introduction d'un deuxieme parametre 
lorsque Ton effectue la transformee de Fourier sur les dipoles dependants du temps, qui 
localisera l'information spectrale autour d'un temps donne. Cela implique l'utilisation 
d'une transformee de Gabor, dans laquelle l'exponentielle complexe provenant de la 
transformee de Fourier est multiplied par une fonction enveloppe, qui agit comme une 
fenetre tempore lie (71): 
(Jt£l 
aG{a>,t')= J e -*V lal}a{t)dt [6.1] 
- c o 
La fonction fenetre ici est une Gaussienne (mais d'autres fonctions peuvent egalement 
etre utilisees). Par consequent, la transformee de Gabor consiste a developper le signal 
detecte sur une base de fonctions (impliquant l'exponentielle complexe) a l'interieur 
d'une enveloppe. Le parametre t' permet de «glisser» doucement l'enveloppe, de facon 
continue, localisant ainsi le signal. La constante <r0 donne la largeur de la fenetre 
temporelle a mi-hauteur. Nous utiliserons ici cr0 = 0,1 fs (61). En realite, la valeur de 
cette constante n'est pas arbitraire. Elle est telle que la largeur de la fenetre temporelle 
doit etre superieure a la periode 2nfcoH de l'harmonique analyse, de frequence coH. 
D'autre part, elle doit etre nettement plus courte que la periode 2nj(oL du champ laser. 
Ainsi, les valeurs de crQ sont limitees a l'intervalle 2KJ(OH < <r0 « 2nJmL . 
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Nous montrons sur la figure 30 des profils temporels \aG\a>,t'}, comme fonction du 
temps t', pour les harmoniques correspondants a la «coupure» dans chacun des spectres 
de la figure 29.b. Les distances internucleaires et les ordres de «coupure» sont indiques 
sur chaque graphe. Chacun des profiles exhibe deux pics durant un cycle optique du 
champ. lis indiquent les temps d'emission harmonique, deux fois par cycle, lors des 
recombinaisons du paquet electronique avec l'ion «parent». Le modele semi-classique 
predit pour les harmoniques de la region de la « coupure » des temps de retour t=0,7 
cycles apres que l'amplitude du champ passe par un extremum. Pour la fonction utilisee 
dans nos calculs, les maxima sont a chaque quart de cycle, et les minima tous les trois 
quarts de cycle. Cela nous donnerait done des recombinaisons a 0,95, 1,45, 1,95, 2,45, 
2,95 cycles, etc. Nous constatons ainsi un accord remarquable entre les temps 
«classiques» avec ceux donnes par les pics de la figure 30 (obtenus apres resolution de 
l'ESDT). 
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Figure 30. Profiles temporels |aG(<y,?')| de l'harmonique «coupure» emise par l'ion i/3+, 
dans chaque configuration, et soumis a la meme impulsion optique que celle de la figure 
29. La distance R influence sensiblement l'efficacite du processus radiatif. 
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Remarquons que les trois profiles temporels possedent des formes differentes. 
A l'equilibre (30.a) l'harmonique «coupure» est emise efficacement seulement apres que 
le champ ait atteint son amplitude maximale (a 2,25 cycles, voir la sinusoi'de du champ 
dans le coin inferieur a droite). En effet, nous observons un retour moins intense a 
environ 2,45 cycles, suivi de trois principaux pics marquant la generation de cet ordre. 
Par contre pour la distance R=7,5 u.a., Ton observe l'effet inverse. La contribution la plus 
importante se fait lors du retour a 2,45 cycles, et par la suite remission de cet ordre arrete 
rapidement. Cela confirme la baisse dans l'intensite du spectre harmonique pour cette 
geometrie, que nous avions discute a la section 5.2. 
5.4. Influence de la polarisation du champ 
II est bien connu qu'uniquement des harmoniques impaires sont emises lors de 
l'interaction d'un champ laser avec des atomes ou des molecules symetriques, du a leur 
symetrie d'inversion. Par contre pour des molecules asymetriques, a la fois des 
harmoniques impaires et paires sont generees. 
II est interessant de preciser que, de part sa geometrie triangulaire, l'ion 7/3+ possede une 
fonction d'onde dont les proprietes de symetrie different selon l'axe choisi. Notamment, 
elle est symetrique par rapport a l'axe y, et ne presente aucune propriete de symetrie par 
rapport a l'axe x. Par consequent, nous devrions constater remission d'harmoniques 
paires dans les spectres de cet ion lorsqu'il est soumis a un champ polarise selon l'axe y. 
Nous avons done compare les spectres de la figure 29, obtenus pour une polarisation 
parallele a x, avec ceux pour le cas perpendiculaire a x. Les resultats sont montres sur 
les figures 31-33, respectivement pour les trois geometries considerees. 
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Figure 31. Spectres de generation d'harmoniques de l'ion 7/3+ (R=2 u.a.), soumis a la 
meme impulsion optique que precedemment. Seule la polarisation du champ est variee : 
parallele a l'axe x (courbe verte), et parallele a l'axe y (courbe violette). La figure (a) 
presente un zoom sur la zone des ordres de basse energie, tandis que (b) montre la region 
du plateau et de la «coupure». 
Cependant, un comportement different est observe lorsque Ton augmente la distance 
internucleaire. En effet, il est clairement visible a la figure 31 (a l'equilibre), que des 
harmoniques paires sont produits uniquement au-dela des ordres 38-42 pour la courbe 
violette (voir legende). C'est-a-dire des ordres faisant partie du «plateau», la ou Ton parle 
de generation d'harmoniques d'ordre eleve. 
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Figure 32. Meme comparaison que pour figure 31, mais pour la geometrie intermediaire 
R=4 u.a. La courbe bleue presente le cas de polarisation parallele a l'axe x, et la courbe 
jaune celui de polarisation parallele a l'axe y. 
D'autre part, la figure 32 qui est obtenue a R=4 u.a., devoile la production successive 
(quasi-continue) d'ordres pairs et impairs pour la courbe jaune, tout comme Ton s'y 
attendait. Toutefois, dans la zone de la «coupure» ce processus est un peu perturbe, et les 
ordres pairs se presentent plutot comme une structure secondaire dans les pics impairs. 
Enfin, pour une large distance internucleaire, figure 33, les ordres pairs ne sont plus 
observes dans la courbe verte. De maniere generate, pour ce cas de figure, Ton constate 
que quelle que soit la polarisation du champ, le spectre harmonique ne presente pas des 
pics bien definis autour d'un ordre, mais plutot une forme irreguliere sur 2-3 ordres 
voisins. Une explication a cet ecart de comportement peut etre fournie en se rappelant les 
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distributions electroniques dans l'etat initial pour chacune des configurations nucleaires 
(figure 12). 
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Figure 33. Meme comparaison que pour figure 31, mais pour la geometrie R=7,5 u.a. La 
courbe rouge presente le cas de polarisation parallele a l'axe x, et la courbe verte celui de 
polarisation parallele a l'axe y. 
En effet, nous avions determine que le nuage dielectronique etait majoritairement 
«contenu» a l'interieur de la structure triangulaire, formee par les trois noyaux, pour R=2 
u.a. Du fait de la courte distance a laquelle les noyaux sont figes, se repoussant fortement, 
les electrons doivent contrebalancer cet effet, assurant ainsi la liaison chimique. Ainsi, a 
cause de cette grande contrainte sur la distribution electronique, la fonction d'onde 
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presente quasiment une symetrie spherique, similaire a celle d'un atome. Cela concorde 
remarquablement avec le fait que 1'interaction avec une impulsion polarisee selon y ne 
produise pas d'harmoniques paires sur les bas a moyens ordres. Par contre, observer des 
harmoniques paires dans le «plateau» signifie que lorsque 1'electron part loin dans le 
continuum, l'effet du potentiel Coulombien n'est plus ressenti. La situation change 
lorsque Ton diminue la contrainte sur les electrons. En effet, a R=4 u.a., Ton commence a 
bien distinguer les trois pics de densite de probability equivalente sur les trois noyaux 
(figure 12.c). Nous sommes en presence de la rupture des proprietes de symetrie autour 
de l'axe x, et cette fois-ci une impulsion polarisee selon y produit un spectre 
caracteristique des molecules asymetriques. En augmentant encore la taille de la 
molecule, Ton franchit la limite de l'ionisation par effet tunnel uniquement, et des effets 
de CREI viennent perturber le processus harmonique (comme discute a la section 5.2). 
Nous soulignons ainsi le fait que, pour cet ion a structure et a liaison chimique 
particuliere, l'effet de la polarisation du champ applique ne peut pas etre considere 
independamment la geometrie nucleaire. 
5.5. Minima d'interferences dans les spectres harmoniques 
Nous avons deja introduit au chapitre 2.4 le fait que le potentiel Coulombien moleculaire 
provoque une delocalisation importante de la fonction d'onde du systeme sur plusieurs 
centres nucleaires. Cela implique que l'operateur acceleration du dipole dependant du 
temps (eq. [2.4]), ainsi que sa valeur moyenne (eq. [2.5]), contiendront egalement une 
somme de plusieurs termes nucleaires. Physiquement, cela s'interprete par le fait que 
l'acceleration totale du dipole est obtenue par la contribution de chaque noyaux, (an(t)), 
a la valeur moyenne totale {«(/)) = ^ (#„('))• ^ n consequence, nous pouvons definir des 
n 
spectres en frequence emis par chaque noyau individuellement, Pn (<w) ~ \(an (<u)} , en 
presence des autres noyaux (48). Le spectre total (eq. [2.3]) s'obtiendra done par la 
contribution de tous les spectres individuels P(o))' 1(3.(4 
2 
. Si Ton developpe le 
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carre de cette somme, il est clair qu'en plus des termes (^(fflW il existe des termes 
mixtes, qui en realite traduisent la presence des interferences de type «fentes de Young» : 
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Figure 34. Spectres d'harmoniques de l'ion Hi (R=2 u.a.), soumis a la meme impulsion 
optique que celle utilisee a la figure 2§. L'effet des interferences est montre : la courbe 
verte donne le spectre total, tenant compte des interferences; la courbe violette est 
obtenue en sommant les contributions de chaque noyaux. La figure (a) presente un zoom 
sur la zone des ordres de basse energie, tandis que (b) montre la region du plateau et de la 
«coupure». 
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P(<y)~|(awl(<y))|2 +|(a^2(fi;))|2 + |(aOT(V))|2 + 2Re[am{o))a* N2{CO)] 
[6.2] 
+ 2 Re[am {co)a'NI {CO)\+ 2 Re[aw2 {co)a*m (a>)\ 
Par consequent, dessiner sur un meme graphique P{co) (le spectre avec interferences) et 
<3jvi(<a)) +(flJV2(ffl)) + (^ W3(<y)) ( ^ i e s t ^e spectre harmonique sans interferences) 
nous fournira un comparatif clair vis-a-vis de l'effet des interferences sur remission 
harmonique (48). Ces graphiques sont montres dans les figures 34-35 pour R=2 u.a., les 
figures 36-37 pour R=4 u.a., et 38-39 pour R=7,5 u.a. Pour chaque geometrie, les deux 
polarisation habituelles du champ (selon l'axe x et y) ont ete considerees. Les figures de 
cette section etablissent un lien direct avec les resultats de la figure 8, obtenus 
analytiquement. Rappelons que dans cette figure, les courbes orange correspondent a une 
intensite du spectre, derivee dans le cadre de 1'approximation du champ fort (SFA), 
tandis que les courbes bleues rendent compte de la correction, faite par Lein et al., pour la 
frequence emise (eq. [2.18]). 
Ce qui est remarquable, c'est la coincidence dans la position du minimum de la figure 34 
(R=2 u.a., champ polarisee selon axe x ) et celui predit par la courbe bleue de la figure 
8.a dans le panel de gauche. En effet, ces deux courbes indiquent un minimum centre 
autour del'ordre 40. Cela confirme la validite de la relation [2.18] pour ce cas ici. Ce 
resultat concorde egalement avec notre discussion precedente (section 5.2) sur le fait que, 
pour la geometrie d'equilibre, 1'influence du potentiel Coulombien ne pouvait pas etre 
negligee (comme c'est le cas de la SFA). 
Lorsque Ton utilise un champ de polarisation parallele a l'axe y, figure 35, d'abord Ton 
constate que les interferences sont beaucoup moins prononcees. Un faible minimum peut 
etre remarque autour du 27e ordre harmonique. Encore une fois, nous avons un tres bon 
accord avec la position du minimum de la courbe bleue sur la figure 8.a, panneau de 
droite. 
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Figure 35. Meme comparaison que celle montree a la figure 34, mais pour polarisation 
du champ parallele a l'axe y. 
En augmentant la distance internucleaire a R=4 u.a., nous constatons qu'un large 
minimum sur quelques ordres n'apparait plus dans la figure 36 (contrairement a la figure 
34). Plutot, nous observons clairement que dans la courbe bleue (avec interferences) les 
ordres pairs sont absents, tandis que dans la courbe jaune ils sont emis. Ce resultat differe 
de la prediction analytique correspondante (figure 8.b, panneau de gauche). Cela laisse 
supposer qu'au moins une des hypotheses utilisees dans le developpement du modele 
n'est plus valide, notamment approximer la fonction d'onde comme une combinaison 
d'orbitales atomiques, ou decrire revolution du paquet dans le continuum par des ondes 
planes (48). Cependant, on se serait attendu que ces deux hypotheses fonctionnent mieux 
pour le cas de grande distance internucleaire que pour l'equilibre. 
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Figure 36. Spectres d'harmoniques de l'ion H3+ (R=4 u.a.), soumis a la meme impulsion 
optique que celle utilisee a la figure 29. La courbe bleu donne le spectre total, tenant 
compte des interferences ; la courbe jaune est obtenue en sommant les contributions de 
chaque noyau. La figure (a) presente un zoom sur la zone des ordres de basse energie, 
tandis que (b) montre la region du plateau et de la «coupure». 
Une autre approximation utilisee pour obtenir le modele analytique pour les conditions 
d'interferences est le fait de negliger les etats excites du systeme (la fonction d'onde est 
exprimee uniquement en termes de l'etat fondamental, \$0), et du paquet d'onde 
electronique dans le continuum, |$.)), ce qui nous permet d'aboutir a 1'equation [2.19]. 
Cependant, cette approximation est valable pour la geometrie d'equilibre, pour laquelle il 
a ete demontre que le champ agit uniquement comme une perturbation exterieure, et des 
133 
transitions electroniques vers les etats excites ne sont pas observes (voir sections 4.2.a et 
4.2.b du chapitre 4). Par contre pour des geometries plus etendues (R = 4, 7,5 u.a) des 
transitions vers les etats electroniques excites sont observees, ce qui indique clairement 
que 1'approximation decrite ci-dessus n'est pas valable. Ceci pourrait expliquer pourquoi 
les predictions du modele analytique ne concordent pas avec les resultats numeriques. 
Une facon de confirmer ou infirmer cette explication est d'effectuer le meme calcul 
numerique, mais pour une intensite plus faible, pour laquelle des transitions electroniques 
vers les etats excites seraient moins probables. Ce test n'a pas ete effectue dans le present 
travail. 
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Figure 37. Meme comparaison que celle montree a la figure 36, mais pour polarisation 
du champ parallele a l'axe y. 
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Pour polarisation du champ selon l'axe y (figure 37), les deux spectres, avec et sans 
interferences, sont tres similaires. Un minimum d'interferences n'est pas visible, ce qui 
signifie que les contributions n'interferent pas entre elles. De plus, Ton observe la 
presence d'ordres pairs et impairs dans les deux spectres. Cela mene a la deduction que 
les interferences ont pour effet de supprimer les ordres pairs. 
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Figure 38. Meme comparaison que pour la figure 36, mais pour R=7.5 u.a. La courbe 
rouge donne le spectre total, tenant compte des interferences ; la courbe verte est obtenue 
en sommant les contributions des trois noyaux. 
135 
Nous constatons exactement le meme comportement lorsque Ton augmente plus encore 
la distance internucleaire (figures 38-39). De nouveau, les resultats divergent avec ceux 
predits selon notre modele analytique (figure 8.c). 
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Figure 39. Meme comparaison que celle montree a la figure 38, mais pour polarisation 
du champ parallele a l'axe y. 
Les analyses ci-dessus suggerent que l'etendue spatiale de la molecule affecte 
sensiblement le phenomene d'interferences quantiques. Ce resultat avait ete suggere par 
Lein et al. (46), sur la base de calculs pour la molecule lineaire H\ . 
136 
CHAPITRE 6 
r 
Etudes Spectroscopiques non Born-Oppenheimer de la 
dynamique nucleaire femtoseconde de H2 
6.1. Passage adiabatique Raman a derive de frequence : effet des etats electroniques 
excites sur l'efficacite du processus et controle des paquets d'ondes vibrationnels 
Adiabatic climbing of vibrational ladders using Raman transitions with chirped 
pump lasers: 
effect of higher electronic surfaces and control of the shapes of vibrational wave 
packets. 
Deyana S. Tchitchekova*, Szczepan Chelkowski, and Andre D. Bandrauk 
Departement de Chimie, Faculte des Sciences, Universite de Sherbrooke, Sherbrooke, 
Quebec J1K 2R1, Canada 
Journal of Raman Spectroscopy, 38 (2007), 927 
Resume : 
Des solutions numeriques de l'equation de Schrodinger dependante du temps (basees sur 
la methode de l'operateur fractionne), decrivant la molecule H2 en presence de champs 
laser intenses, on ete utilisees dans le but de calculer l'excitation vibrationnelle induite 
par le passage adiabatique Raman a derive de frequence. Comme son nom l'indique, c'est 
un processus qui fait usage des transitions Raman (Stokes) de telle maniere, qu'un 
passage entre deux niveaux vibrationnels consecutifs soit provoque, et ce tout le long de 
la propagation de 1'impulsion laser. Ainsi, un a un, des niveaux vibrationnels hautement 
excites de l'etat electronique fondamental peuvent etre atteints, et Ton fait generalement 
reference, de facon imagee, a gravir une echelle vibrationnelle. Nous demontrons que le 
fait d'ajouter quelques surfaces electroniques d'etats excites, a un simple modele a deux 
surfaces, ameliore l'efficacite du processus pour des intensites en dessous du seuil 
d'adiabaticite. De plus, nous montrons que l'emploi de photons, dont l'energie est 
comparable a la frequence de la transition resonante vers le premier etat excite, permet de 
diminuer plus encore l'intensite des impulsions pompe et Stokes. Ceci persente un atout 
pour les experimentateurs. Cependant, cette possibilite entraine des effets non desirables 
sur l'efficacite du processus envisage. En effet, ces transitions Raman proches de la 
resonance menent a un important transfert de population vers l'etat excite ce qui 
provoque une perte dans la selectivity de l'excitation vibrationnelle de l'etat fondamental. 
A l'oppose, un taux de dissociation considerable pourrait etre obtenu en utilisant des 
photons plus energetiques que precedemment. Nous avons egalement etudie revolution 
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temporelle de la structure des paquets d'ondes vibrationnels, qui resultent du processus 
Raman a derive de frequence. Nous mettons en evidence une tres importante localisation 
pour certains temps du paquet d'onde a grande distance internucleaire, ou la probability 
d'ionisation de la molecule est superieure (par 3 ordres de grandeur) a celle pour la 
distance d'equilibre. 
Lorsque nous avons envisage de mener cette etude, j 'ai modifie (avec l'aide de Dr. S. 
Chelkowski) le code numerique traitant un modele a deux surfaces de potentiel de facon a 
pouvoir inclure l'effet des etats excites supplementaires. J'ai ensuite execute la totalite 
des tests necessaires, et realise 1'ensemble des calculs qui ont donne lieu aux resultats 
publies. J'ai ecris une premiere version du manuscrit, qui ensuite a ete revisee et corrigee 
par Dr. S. Chelkowski et Prof. A. Bandrauk. 
Abstract. Using numerical solutions of time-dependent Schrodinger equationfor the H2 
molecule in intense laser fields we calculate the vibrational excitation induced by the 
Raman chirped adiabatic process, RCAP. We show that adding several higher electronic 
surfaces to a simplest two-surfaces model improves the efficiency of the ladder climbing 
process at intensities below the adiabaticity threshold. Furthermore we show, that 
although using photon energies close to the one-photon electronic transition frequency 
allows to use lower pump and Stokes intensities, in general this leads to more population 
transfer to the upper electronic surfaces accompanied by a loss of selectivity in the 
vibrational excitation on the ground state surface. By contrast, considerable dissociation 
yields can be achieved when higher energy photons are used. We also investigate the 
structure of time-dependant vibrational wave packets prepared by RCAP. We find that at 
specific times the wave packet is very well localised at large internuclear separations at 
which ionization occurs with probability three orders of magnitude larger than at the 
equilibrium separation. 
Keywords: vibrational excitation, H2, control of wave packets 
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INTRODUCTION 
Selective excitation of molecules into specific high vibrational states provides an 
attractive way to control chemical reactions by intense laser fields thanks to remarkable 
progress of laser technologies. In particular the possibility to vary and to control the laser 
instantaneous frequency (such frequency variation is commonly called "chirp") leads to 
interesting possibilities for controlling chemical reactions with lasers [1-13]. 
The attractiveness of chirped pulses for achieving selective control of molecular 
excitations is twofold: first, by sweeping the laser frequency through resonance one gets 
complete and robust inversion in any two-level system via rapid adiabatic passage [7] at 
each step v —> u +1 of a vibrational ladder; second, monochromatic pulses cannot 
efficiently excite high vibrational levels [2] due to molecular anharmonicity; typically in 
all diatomic molecule transition frequency for v —> v +1 decreases as function of 
vibrational level number v which means that the resonance condition cannot be matched 
at all steps of the vibrational ladder. By contrast, the excitation frequency, which 
decreases as function of time, may be adapted to the subsequent transitions during the 
ladder climbing allowing to achieve efficient populations of high vibrational states. Thus, 
the level of excitation can be controlled by the choice of a rapid turn-off of the chirped 
pulse. If the chirp rate is sufficiently slow the process becomes adiabatic [3,5,7] i.e. is no 
longer sensitive to the chirp rate and the laser intensity. 
Two techniques of ladder climbing using chirped pulses have been investigated: the first 
uses direct one-photon transitions v —> v +1 within one specific molecular surface. Such 
transitions are possible only in polar molecules or in ionic bonds (they cannot occur in 
homonuclear diatomic or in covalent bonds in which the dipole moment vanishes). 
Efficient ladder climbing with chirped pulses was demonstrated theoretically for HF 
molecule [2-3] and experimentally for NO molecule [6]. Such technique cannot be used 
in symmetric molecules for which one-photon v —> u +1 transitions are not allowed due 
to zero dipole moments. Nevertheless there is growing interest in studying highly excited 
vibrational states of symmetric molecules in view of their selective reactivity and due to 
of their importance in atmospheric chemistry and physics [14]. We have proposed in [9-
11] to use stimulated Raman effect for ladder climbing in molecules having strong 
Raman transitions. Note that in general strong Raman coupling exists in symmetric 
molecules having zero dipole moment. In [9-11] we investigated a scheme in which the 
frequency chirped pump laser is superposed on a non-chirped Stokes pulse. The pump 
frequency smoothly decreases in time, adjusting to the anharmonicity of the molecule, 
which insures the adiabatic evolution of the system. This process based on Raman two-
photon transitions is called Raman Chirped Adiabatic Passage (RCAP). The initial 
frequency of the pump laser is chosen to be slightly above the two-photon transition 
frequency between the v = 1 and v = 0 states. The laser amplitude is kept constant 
during the time evolution, allowing the resonant sequential two-photon Raman transitions 
v —> v +1 until a preselected level is populated. RCAP can be used to excite or dissociate 
diatomic molecules for which excitation using IR chirped laser pulses via multi-step-one-
photon transitions does not work because of the selection rules. The technique has been 
recently demonstrated experimentally for the CO2 molecule [15] and other experiments 
are being performed [16]. 
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Previous theoretical studies of RCAP [9,10] were based on two electronic surfaces 
model. In H2 molecule just two lowest states were used. In this work we solved 
numerically the time-dependent Schrodinger equation using seven lowest electronic 
surfaces of H2 . We investigate the following aspects of RCAP: (i) We wish to establish 
the validity of the two electronic surfaces model used in previous work [9,10]. We find 
that by including higher electronic surfaces the efficiency of the process increases. (//) 
We determined the lower limit for laser intensities (for a fixed chirp rate) below which 
the ladder climbing process is no longer efficient. (Hi) We also studied the efficiency of 
RCAP as function of the pump pulse frequency. One may expect that by decreasing the 
detuning between the pump frequency and the transition frequency to the upper electronic 
surface one would increase the efficiency of the RCAP since the strength of the Raman 
transition between consecutive vibrational levels is in general inversely proportional to 
this detuning [10]. This would allow to decrease considerably the field intensity, which 
constitutes an attractive issue for laser experimentalists. We find however that, in general, 
the use of too high photon energies leads to more population trapped on the excited 
electronic surfaces and to loss in the selectivity of vibrational excitation, i.e. we found 
that the vibrational excitation at given time becomes spread over many vibrational states. 
By contrast, we observe that the molecular dissociation is much easier to achieve when 
the photon energy is close to the one photon resonance than in the large detuning case. In 
the latter case the molecule can be dissociated via RCAP process when very high 
(u = 14) vibrational level is reached [9] whereas when higher energy photon is used the 
dissociation occurs after climbing just few vibrational levels, (iv) Finally, we investigate 
the shape of the wave packet prepared by RCAP when the molecule is stretched up the 
internuclear separation as large as 3.6 atomic units. We find that at particular times the 
wave packet resembles to the shape of a single vibrational state whereas at other times 
the packet is sharply localised at the right turning point. We suggest that this localisation 
maybe detected via ionization process induced by a few femtosecond pulse superposed 
on the RCAP pulse or by the RCAP pulse itself if a sufficiently intense pulse is used. It 
was found recently [17] that ionization rates of H2 molecule stretched up to 3 a.u. are 3 
orders of magnitude higher than at equilibrium separation. This fact allows easy 
experimental detection of the RCAP ladder climbing. 
7 ELECTRONIC STATES MODEL FOR NON-RESONANT RAMAN IN H2 
Fig. 1 shows the potential energy surfaces (solid lines), calculated by Wolniewicz et al. 
[18-21], which are used in our 7-surfaces model. We show also the Morse potentials 
fitted to the potentials XlI.+g and 5'S* . Note that the Morse potential fits very precisely 
to the XllLg surface. This allows us to use analytic vibrational eigenfunctions for XlI,+g 
surface. We also plot in Fig.l a Morse function fitted to the B1!,^ state, which was used 
in our previous work [9]. In this work, we use exact potentials everywhere except in the 
case of wave packet calculations shown in Figs.6-8. We checked that Raman induced 
populations of high vibrational states are slightly (5%) stronger when exact potentials are 
used, than in the case when i?'X* is represented by Morse shown in Fig.l. This means 
that previous results [9] underestimated slightly the efficiency of the Raman Climbing in 
H2 because of the use of an approximate Morse potential. We show in Fig.2 the 
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transition dipole moments between all 7 surfaces, only three of them are nonzero for 
transition from the ground state. 
During the Raman ladder climbing process the molecular system is exposed to the action 
of two fully overlapping laser pulses, the pump E (t) and the Stokes Es (t) pulses. The 
frequency of the pump is linearly negatively chirped in order to account for the 
anharmonicity and this is described via the following form of the pump laser phase: 
<PP{t)- cof-y^cf (i) 
where coi is the initial frequency and cr is the chirp rate. The instantaneous frequency is 
given by the temporal derivative of the oscillation phase,cojm (?) = d<p{t)jdt = a)i -crt, 
which we choose to coincide with the subsequent transitions during the anharmonic 
ladder climbing. We assume that the envelopes of the pump and Stokes pulses are 
identical, ss (t) = s (t) = s(t), and we write the total laser field in the following form: 
E(t) = e(t)[sm(<pp) + sm(cost)^ , (2) 
where: 
s(t) = E0sin' 
4) = E0 
(M^ 
\2trJ 
for t<tr 
for t>tr 
is the envelope of the pulse, tr =9.9899 fs, cos =0.04283 a.u. (AS =1064 nm), 
cai =cos+ co0l = 0.06301 a.u. (A,. = 723.18 nm), with CD01 = Ef - E% = 0.018948 a.u., 
which is the separation between the two lowest vibrational levels, cr = 1.058 xlO"8 a.u., 
E0 - 0.01688 a.u. This value of E0 corresponds to the laser intensity / = 1013 WI cm2. 
All calculations were performed with intensities 7<1013 WI cm2 in order to avoid 
ionization, which will occur via tunnelling process at higher intensities [23]. As in our 
previous work [2,9] we have chosen an artificial pulse envelope, which remains constant 
during excitation instead of a Gaussian-like envelope. This choice simplifies the 
interpretation of dynamics since it eliminates changes of the effective Rabi frequencies 
induced by a Gaussian envelope. The rise time tr = 9.9899 fs is long enough to 
eliminate artifacts related to the abrupt turn-on. The chosen value of the chirp rate 
cr = 1.058xlO"8 a.u. allows reaching level o = 11 within t < 30 ps. This is still shorter 
time than the relaxation in gases due to collisions. 
As shown in [10], if the pump laser frequency is sufficiently far from resonance, then the 
multilevel system describing Raman transitions between two vibrational levels v, v' can 
be reduced to a two-level system and the only requirement for efficient transfer between 
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vibrational levels is based on the general condition for adiabaticity (see relation (19) in 
[3]) : 
cr « Of (3) 
where Q'f is the effective Rabi frequency for the two-photon transition, which is defined 
by eq.(15) in [10]. This equation involves summation over all vibrational levels from all 
electronic surfaces. To get simple estimate of the value of Clf it is useful to assume that 
the Raman two-photon transitions occur via single intermediate upper level. Thus, one 
gets [10]: 
r\eff _ " x , u " 1 , 1 / 
2A 
(4) 
where A = \E"X - E * \ - coi is the one-photon detuning from the upper level x, and Q ^ , 
Q^ . are the Rabi frequencies of each laser (Q^j = ^oPx,u > ^ S ' = ^oPx,u' where pxu , 
pxv, are the transition dipole moments between the vibrational levels x,u andx,u', 
respectively). Approximate equation (4) helps us to choose appropriate values of the laser 
intensity and the chirp rate and gets a glimpse on the dependence of Q.f on laser 
intensity and laser frequency. 
To investigate the laser induced molecular dynamics, we have solved numerically the 
time-dependent Schrodinger equation, describing the laser-molecule system (the 
Hamiltonian is given by a real, symmetric matrix): 
ih d 
dt 
~%{R,t)~ 
V2(R,t) 
_%{R,t\ 
r 
V 
T(R)+VxiR) -fil2{R)E(t) 
-MMm T{R)+V2(R) 
-^{R)E{t) -Mv{R)E(t) 
~Hhl{R)E{tj 
-M2J(R)E(t) 
T(R) + V1(R) 
W2{R,t) 
(5) 
using the split operator method [24-26], combined with a FFT (Fast Fourier Transform) 
algorithm. In (5) T(R) is the kinetic energy operator given by T = (-h2/2m\d2/dR2), 
Vn{R) are the electronic potentials shown in Fig.l, and the juiJ(R)E(t) terms are the 
field-matter interaction potentials (in the electric dipole approximation); Miji^) a r e the 
transition moments N'f 1^r,I¥''\ (i,j = 1,...,7) taken from [22] and shown in Fig.2, 
and E{t) is the laser field described by (2). Time-dependent Schrodinger equation (5) 
was integrated using the time step A; = 0.1 a.u., the spatial step AR = 0.05 a.u. and 1024 
points on the R-grid. 
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RESULTS AND DISCUSSION 
7-surfaces model versus 2-surfaces model 
Our first calculations for the seven electronic states model were carried out using the 
same parameters for the electric field function as those used in [9] where the 2-surfaces 
model was used. Fig. 3 and Fig.4 show the populations of the first 11 vibrational levels of 
the ground electronic X'Z* surface. In both figures solid lines show the 7-surfaces model 
results whereas dotted lines (only for populations in v - 0, 1, 9, 10 states) show the 
corresponding 2-surfaces model results. In Fig. 3 we use the same laser intensity, 
/ = 1013 W/cm2, as in [9]. Surprisingly both models give nearly identical results at this 
intensity for most populations, except a very small difference of the population of high 
vibrational levels which is due to the escape of the population to higher surfaces 
occurring because of very strong transition moments at large R, see Fig.2. Both models 
predict very low but significantly different populations in the v = 0 state at times larger 
than 8 ps, P0 = 0.0137 (7-surfaces) and P0' = 0.0286 (2-surfaces). More significant 
difference between two models appears at lower intensities, 7 = 5xl012 WIcm2 and 
3xl012 WI cm2, when first transitions are no longer adiabatic, i.e. they do not satisfy 
requirement (3). Fig.4a shows the case of / = 5xl012 W/cm2 when the first vibrational 
level is not entirely depopulated but still one gets significant populations in higher 
vibrational states, whereas Fig.4b shows the case of the limiting intensity, 
3xl012 Wlcm2, for RCAP at our chirp rate value cr = 1.058xlO"8 a.u. We checked 
that RCAP works much less efficiently at intensity / = 2xl012 WIcm2, at this value of 
the chirp rate, since we observe that populations at this intensity are falling rapidly 
(linearly) as function of o (e.g. i>5 = 0.02, P1 =0.013, P9 =0.009), whereas at 
/ = 3xl012 WI cm2 we see that e.g. P9 is only slightly less than P6. We note that the 
first vibrational level of the ground electronic state is more efficiently depopulated in the 
case of the seven electronic surfaces model (solid line) than in the case of the 2-surfaces 
model in Figs.3 and 4. This leads to the increase of the populations in higher vibrational 
states: e.g. we note that at 7 = 5xl012 WI cm2 the level v = 9 is 8% more populated 
than in the case of 2-surfaces model (dotted line in Fig.4a) whereas at 
7 = 3xl012 Wlcm2 this improvement reaches 30%. This means that the strength of 
Raman transition increases when we add more intermediate electronic surfaces which is 
expected to occur since the measure of this strength is described by effective Rabi 
frequency Clf defined by eq.(15) in [10]. In the limit of the detuning A much larger 
than laser frequencies, we get (see the derivation of (25) in [10]): 
fif =< 9>s Y.PV I^M)-v.{4^}j (6) 
where Ve is the ground electronic surface potential and Ve. are all other electronic 
potentials. Clearly, we expect from the approximate eq.(6) that adding more upper 
ungerade surfaces leads to an increase of the strength of Raman transition since all terms 
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in the summation in (6) are positive. However, since at sufficiently high laser intensities 
the population transfer is adiabatic (and thus is dependent only on the chirp rate cr in 
both models), the difference between both models shows up only at lower intensities and 
is small since our model includes only two additional ungerade surfaces. One can 
however expect that for the case of exact calculation including all energy levels of H2, the 
difference will be larger leading to better efficiency of the RCAP process than predicted 
by models using only few lower electronic states. 
Large versus small detuning 
So far the RCAP process was studied for the case when the pump laser frequency was 
very far from the resonant frequency between two lower electronic surfaces. Since the 
effective Rabi frequency given by (4) is inversely proportional to the detuning 
A = \E" -El)- a>( one may expect that the efficiency of the RCAP process will improve 
when we use higher frequencies for the pump and Stokes lasers. In order to check these 
expectations we carried out the calculations of vibrational populations making A 
noticeably smaller than in preceding calculations. Lowering the detuning by a factor k 
allows us to use k-times lower laser intensity and have similar efficiency of Raman 
transitions since the effective Rabi frequency given in eq.(4) is proportional to El and 
inversely proportional to the detuning A. In previous calculations, with large detuning, 
we determined that 7 = 8xl012 W/cm2 is the lower limit for laser intensities (for a 
chosen chirp rate cr) for which efficient adiabatic population transfer occurs. Therefore, 
we used this limit intensity to calculate the new value of the intensity when A is 
decreased. Thus for A' = A/5 we chose/' = 1/5, which insures the same value for Clf. 
In the case of large detuning illustrated in Figs.3,4 no molecular dissociation occurred 
within the time interval t < 27 ps. By contrast, we observed very high dissociation 
yields in our first tests of RCAP with small detuning. This causes the unphysical 
reflections of the wave packet from the boundary at R = Z?max = 52 a.u. The standard 
remedy to this problem is the introduction of an absorbing potential in the interval: 
R0 <R< /?max. Following [27] we multiplied the wave function for each surface, at each 
temporal iteration, by a mask function f(R) = cos(a(R-RQ)) , where 
a = #/[2(/?max --/?<,)], with R0 = 25 a.u . Because of the absorbing boundary conditions 
the total probability Pm for finding the nuclei at internuclear distance R < Rmax is no 
longer 1 and the deviation of Ptot from 1 maybe used as a measure of the total 
dissociation, i.e.: 
PSL =1-P'°'(t) , P~(t) = £*Tpt{R,t)2dR (7) 
k=\ 0 
The results of our 7-surfaces (solid lines) and 2-surfaces simulations (dotted liens) are 
shown in Fig. 5. We note that the ladder climbing process works efficiently only until the 
vibrational level i> = 3, see Fig.5a, with P2 =0.63,' P3 =0.37, P4 =0.06 and others 
(5 < v < 9), which are nearly equally populated with probabilities in the range 0.03 - 0.1. 
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Clearly the selectivity of populations of vibrational levels seen in the case of large 
detuning (when populations as function of time were showing sharp maxima), see Figs.3 
and 4, is lost when the detuning is small. This loss of efficiency of the RCAP process is 
related to the flow of population to higher electronic states, mostly to the # '£* state, as 
illustrated in Figs.5b,c. We note that as much 0.4 population is transferred to the 5'X* 
surface (Fig.5b), and relatively little to other states: the population in the EFxlLg and in 
the GKlJj*g surfaces reaches only 0.008, see Fig.5c. The population in GK1!,* is not 
shown since it nearly overlap with that of the EF'l,g surface. By contrast, the 
populations in the remaining ungerade states are 0.002 or less. We conclude, that the 
population transfer due to resonant (one photon) transitions from the higher vibrational 
states ( u > 3 ) on the ground electronic surface onto the first excited state, -81!*, is 
responsible for the break-down of the RCAP process on the ground surface. Surprisingly, 
this leads to very high dissociation probabilities, P^s «0.5, achieved already at 
t = 18 ps, see Fig.5d. This result is obtained with the code in which the absorbing 
boundaries are used on each surface. Consequently, we do not know at which surface the 
dissociation predominantly occurred. Therefore we added in Fig.5d the results obtained 
(dotted line) using the 2-surfaces model without the absorbing boundaries. Clearly, the 
dissociation occurs predominantly on the ground electronic surface. Summarizing, the 
case of small detuning A seems to be interesting since it leads to selective dissociation of 
a molecule, in a sense that only molecules to which the chirping in RCAP was fitted to 
first vibrational transitions will dissociate whereas no dissociation will occur e.g. in an 
isotope which has significantly different separations between first vibrational levels. 
Shape of the wave packets prepared by RCAP 
From Figs.3 and 4 we can distinguish two different cases for the evolution of the 
populations of the vibrational levels: at some times the populations of two consecutive 
vibrational levels are equal, e.g. the populations of levels v = 9 and v = 10 are same at 
t = 25.682 ps, and at other times the population of one vibrational level predominates, 
e.g. at t = 27.017 ps for the population of u = 10 level. One can expect that for the first 
case the time-dependent wave function describing the system could be considered as a 
superposition of only two vibrational levels, while in the second case it mainly consists of 
the yfv=w{R) vibrational function. Nevertheless, Fig.3 indicates that at / = 27.017 ps 
there is small quantities of the populations of v = 9 and v = 11 levels (P9 = 0.072 and 
Pu = 0.086). To explore the shape of these wave packets, we have calculated the time-
dependant probability densities of finding the molecule at R on the lowest electronic 
surface, Pg(/?,f) = | ^ ( i ? , * | , for different moments within the time interval around 
25.67 and around 27.05 ps. In Fig.6 we illustrate the time evolution of the wave packet on 
X'Sg state from the inner turning point to the outer turning point of the well which is 
occurring during 8 fs. Since the wave packet changes significantly on the femtosecond 
time scale we use in Fig.6 and in Fig.7a the time labels for each wave packet expressed 
via the relative time t' = t-t0, where t0 was arbitrary chosen to be equal to 25.6 ps and 
27.0 ps respectively (we introduced this time definition inside the figure in order to 
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shorten the time labels of Figs.6 and 7b). The probability density of the wave packet 
shown in Fig.6 is well localised at 25.682 ps, and periodically oscillates back to this 
position about every 17 fs. If only two vibrational states were simultaneously populated 
the motion of wave packet would be periodic with the period T = 2rih/AE, where AE is 
the energy separation between the two states. The period for a wave packet formed from 
a combination of the vibrational functions for o-9 and u = 10 levels is 
T = 2nti/(Ev=l0 - Ev=9) = 16.89 fs, which is in a good agreement with the value found by 
comparing the probability densities at different times of the time propagation. In figure 7a 
we compare the probability density of the wave packet on Xl~Lg state at t = 27.017 ps 
(i.e. at time when P10 is maximum) with the probability density Jy/-^,,, (.ft)| . Despite 
some differences between the two functions, such as the position of the maximum around 
R = 3.505 a.u. for |yv=io(^)| an(^ a r o u n d R = 3.550 a.u. for Tg(/?,M , as well as the 
number and the strength of the picks, one can conclude that at this time the wave packet 
describing the system consists predominantly of the vibrational function of level v = 10. 
However, since there are non-negligible contributions of the vibrational functions of 
levels v = 9 and v = 11, we see in Fig.7b the motion of the wave packet from the left to 
the right turning point of the well which is occurring within 9 fs. The period of motion in 
the well seen in Fig.7b is 18 fs. 
The width of the packet can be evaluated from the following dispersion relation, which is 
a measure for its localisation: 
a
2
 =(Vg{Rj)\R2\Vg{Rj))-((Vg{Rj)\R\Vg(R4)2 
Fig.8 shows <T2 for XlI<+g state between 25.660 ps and 27.055 ps presenting periodic 
maxima and local and global minima between two maxima. Global minima at 27.016-
27.017, 27.034-27.035 and 27.053 ps correspond to probability densities in the outer 
turning point, where the wave packet is well localised. Local minima at 27.008, 27.026 
and 27.044 ps correspond to probability densities in the inner turning point, and indicate 
that for small internuclear distances there is a partial localisation of the packet. Maxima 
correspond to probability densities in the middle of the well, where the wave packet is 
broad. Thus we demonstrate that the periodicity in the shape of the wave packet is in 
agreement with the periodicity of its motion in the potential well, and for times where the 
v = 10 level is predominantly excited, the period of motion is about 18 fs. Fig.8 shows 
that better localisation is achieved in the case when the wave packet consists of only two 
adjacent states, i.e. around t = 25.682 ps than around t = 27.017 ps when just one sate 
predominates in the wave packet. 
These results suggest an interesting pump-probe experiment, which would allow 
observing the molecular movement together with above wave packet localization during 
the RCAP excitation scheme. For a probe pulse one should use an ultra-short 
( r <8 fs), intense ( / >8xl01 3 WI cm2) laser pulse superposed on the RCAP (pump) 
pulse. 
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By measuring the ionization signal as function of the delay between these two pulses, one 
expects to see sharp picks as function of this time delay. This effect should be strong 
since the ionization rate is strongly dependant on the internuclear separation [17]. Figs.l 
and 2 in [17] show that the ionization rate at R close to 3 a.u is over two orders of 
magnitude higher that at equilibrium separation R = \A a.u at laser intensity 
3-5xl0 1 3 WI cm2. We conclude that if RCAP pulse is in this intensity range it will 
itself ionize molecule when large R is achieved during the vibrational excitation thus 
allowing a straightforward experimental detection of the RCAP process. 
CONCLUSIONS 
RCAP is an efficient, selective method for transferring of laser energy into the molecular 
vibrational motion allowing to reach high vibrational states in a diatomic molecule. Since 
the method relies on subsequent resonant two-photon transitions during the ladder 
climbing it allows to excite selectively a particular isotope, e.g. depending on the choice 
of laser frequencies we can excite H2 molecules without exciting D2 or vice versa. The 
previous theoretical studies of the RCAP process employed the two lowest electronic 
surfaces and considered the case of low laser frequencies (large detuning A) far from one 
or two photon resonant transitions to upper electronic surface). We have shown that the 
presence of a larger number of levels, coming from the excited electronic states of H2 
molecule, in a seven electronic surfaces model, improves the depopulation of the first 
vibrational level of the ground electronic state, compared to the two electronic surfaces 
model, and consequently leads to higher populations in high vibrational states at laser 
intensities right below the threshold for adiabaticity in RCAP. We observe practically no 
difference between two models when the adiabaticity regime is reached. 
Our second goal was to check whether it is advantageous to increase the pump and 
Stokes frequency, which would lead to smaller detuning A and thus it would allow 
achieving the same effective Rabi frequency at lower laser intensities. The results we 
obtained reveal that in the regime of small detuning the ladder climbing process breaks 
down after few vibrational steps due to the population transfer to the upper electronic 
surface, in particular, the regular peaks of vibrational population as function of time 
(Figs.3,4) disappear and nearly equal small populations remain spread over time. By 
contrast, we observed that in the regime of small detuning dissociation yields on the 
ground surface are considerably higher than in the case of large detuning; in our earlier 
investigations of RCAP [9] we found that the dissociation occurs when the ladder 
climbing process reaches very high (v > 14) vibrational level which require the use of a 
very large amount of total chirp. Clearly, our studies suggest that if the goal of the RCAP 
process is to break the bond the case of small detuning may be advantageous, however, 
note that our work do not provide a definite answer to this issue since only five upper 
electronic surfaces are included in our model. To get the conclusive answer regarding the 
dissociation yield the time-dependent Schrodinger equation for the exact wave function 
^(rj ,^, /?, ;) (where rx,r2 are the electron coordinates) should be solved numerically. 
This is still a challenge for the current computer technology if one wishes to solve this in 
full dimensionality and can be tackled if one reduces the electron and nuclei motion to 
one dimension. 
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Previous studies of RCAP did not provide the spatial shapes of the vibrational wave 
packets (only vibrational populations as function of time were evaluated). Our 
calculations of the wave packet shapes show that RCAP generates a well-localized wave 
packet at times when the wave packet approaches the outer turning point. We show that 
due to chirping we can achieve considerable control of wave packet localisation and 
control of the stretching of the molecule, which can be monitored via the subsequent 
ionisation, which is much larger in stretched molecule than at the equilibrium 
internuclear distance. This suggests that isotope sensitive ionisation can be achieved 
using RCAP process. Clearly, interesting experiments can performed in this direction. 
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FIGURE CAPTIONS 
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Fig. 1: The energies (in a.u.) of the seven electronic potentials of S+ type of H2 molecule, 
calculated by Wolniewicz et al., are represented as function of the internuclear distanced (in 
a.u.) . The arrows illustrate the RCAP scheme used for the ladder climbing and the definition of 
the detuning A. 
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Fig. 2: Transition moments (in a.u.) used in the seven electronic states model of H2 molecule as 
function of the intemuclear distance: (a) from level 5 E*, (b) from level B' E* and (c) 
from level B"B E*. 
Fig. 3: Populations of first 11 vibrational levels of the ground state of H2 molecule as function 
of time (in ps) at intensity 7 = 1013 Wjcm1 for the seven electronic states model (solid lines), 
and populations of v = 0, 1 and v = 9, 10 vibrational levels (P0', /*,', P9', P[0) of the two 
electronic states model (dotted lines). 
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Fig- 4: (a) Populations of first 11 vibrational levels of the ground state of H2 molecule as 
function of time (in ps) at intensity / = 5xl0 1 2 WI cm2 for the seven electronic states model 
(solid lines), and populations of v = 0, 1 and v = 9, 10 vibrational levels (/>', P/, P9',' />'„) 
of the two electronic states model (dotted lines), (b) Same as in (a) but at intensity 
/ = 3xl0 1 2 Wlcm2. 
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Fig. 5: Results of RCAP process simulations using 5-times smaller detuning A' = A/5 (i.e. 
k =133.61 nm, ks =141.47 nm) and lower intensity / = 1.6xl012 WI cm2 (with 
absorber), (a) Populations of v = 0, 1, 2, 3, 5, 7, 9 vibrational levels of the ground electronic 
state as function of time (in ps) for the seven electronic states model (solid lines), superposed 
with populations of v = 0, 1 vibrational levels for the two electronic states model (dotted lines). 
(b) Total populations on ground and first excited electronic states as function of time for the 
seven electronic states model (solid lines) and the two electronic states model (dotted lines), (c) 
Total populations on excited gerade states EF 'Z* and HH : £ * in the seven electronic states 
model. Population on GK Z* state has almost the same values as the population on HH 'X* 
state and is not shown here. Total populations on ungerade excited states are lower than 0.0005. 
(d) Total dissociation for the seven electronic sates model (solid line) and the two electronic 
states model (dashed line). We add to this figure the dissociation on X lY,+ state for the two 
electronic states model without absorber (dotted line), showing that dissociation process occurs 
mostly on the ground electronic state. 
153 
Fig. 6: Probability densities of finding the molecule at R (in a.u.) on X •£* (ground) state at 
different instants of the time evolution. The indicated time, t', on the graph correspond to 
t' = t — t0, where t0 = 25.6 ps and t is the time measured from the beginning of the pulse. For 
?'= 82 fs the wave packet is in the outer turning point of the X X* potential well. 
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Fig. 7: (a) Probability density of finding the molecule at R (in a.u.) on X. *E* state, 
Pg{R,t = 27.017 ps)=^¥g(R,t = 27'.017 ps^ (solid lines), where the population of v = 10 
level is on its largest value; and the vibrational probability density k^v=10(^?1 (dashed lines) as 
function of the internuclear distance R (in a.u.). (b) Probability densities of finding the 
molecule at R (in a.u.) on X l Z* (ground) state at different instants of the time evolution. The 
indicated time, t', on the graph correspond to t' = t — t0, where t0 =27.0 ps and t is the time 
measured from the beginning of the pulse. For t' = 17 fs the wave packet is in the outer turning 
point of the X ' S * potential well. 
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Fig. 8: Width of the wave packet on X lH+ state, a2 (in a.u.), as function of time (in ps) at 
intensity 7 = 1013 W/cm2 . 
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6.2. Spectroscopic multiphotonique de paire d'ions (SMPD de H2 
Multiphoton Ion Pair Spectroscopy (MPIPS) with Ultrashort Laser Pulses for 
the H2 molecule 
Andre D. Bandrauk*, Deyana S. Tchitchekova, Szczepan Chelkowski 
Laboratoire de Chimie Theorique, Departement de Chimie, Faculte des Sciences, Universite de 
Sherbrooke, Sherbrooke, Quebec J1K 2R1, Canada 
The Journal of Physical Chemistry A, 111 (2007), 9340 
Resume : 
Des simulations numeriques de Fequation de Schrodinger dependante du temps ont ete 
effectuees dans le but de preparer des paquets d'ondes vibrationnels et de suivre leur 
evolution sur les surfaces des etats electroniques de paire d'ion B"B 'E* et HH 'E* de 
la molecule H2. Pour cette etude, nous avons utilise des surfaces de potentiel et des 
moments de transition ab-initio pris dans la litterature. Nous proposons des schemas 
d'excitation a deux et a trois photons avec des impulsions laser ultra breves ( r < 10 fs), 
visant a preparer des superpositions coherentes des deux etats de paire d'ions H+H~ et 
H~H+, par l'intermediaire de l'etat 5 ' £* . Cette approche se base sur le fort couplage 
radiatif entre les deux etats de paire d'ions. Les resultats des simulations ont ete utilises 
pour evaluer revolution temporelle, ainsi que les temps de retour des paquets d'ondes 
vibrationnels, a des grandes distances internucleaires. Ces geometries nucleaires ne sont, 
generalement, pas accessibles par le biais de transitions verticales a un seul photon, d'ou 
l'emploi de schemas d'excitation pompe-sonde dans notre etude. En definitive, nous 
proposons des conditions pour localiser les etats de paire d'ions. 
Cette etude a ete realisee a l'aide du code numerique modifie precedemment (consulter la 
sous section anterieure). J'ai effectue la totalite des calculs. Ensuite, avec Dr. S. 
Chelkowski, nous avons participe a la revision et la correction du manuscrit, redige par 
Prof. A. Bandrauk. 
Abstract. Time-dependent Schrodinger Equation, TDSE, simulations have been 
performed in order to prepare and study via MPIPS the evolution of vibrational wave 
packets on the ion pair electronic state potentials B"B 'Z* and HH 'E* of the H2 
molecule. Using ab-initio potential surfaces and transition moments we present two and 
three-photon excitation schemes with ultrashort pulses ( r<10 fs) to prepare coherent 
superpositions of the two ion pair H+H~ and H~H+ states from the doorway B *S* 
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state, which result from the strong radiative coupling between these two electronic states. 
The simulations are used to estimate the time evolution and recursion times of vibrational 
wave packets at large internuclear distances, usually not accessible by single photon 
spectroscopy. Conditions for the localisation of the ion pair states are proposed. 
Keywords: H2 ion pair states, vibrational wave packets, pump-probe experiences 
1. INTRODUCTION 
Electron transfer is a fundamental and ubiquitous chemical process, which occurs 
naturally between atoms of different nuclear charge. The simplest example is the Nal 
system which is ionic in the ground state, Na+I~, but covalent in the first excited state, 
an example of electron back-transfer. Vibrational wave packet studies of the electron 
transfer and back-transfer have been performed in detail by Zewail by photoexcitations 
with short ( r > 100 fs) pulses.1'2 Less well known is that ion pair states exist in the 
highly excited electronic states of symmetric molecules, such as H2, as pointed out by 
Mulliken in 1939.3'4 Such states have now been identified in other symmetric molecules 
for which high-resolution spectroscopy have led to unravelling of ion pair dissociation 
dynamics.5' 
Ion pair states of symmetric molecules usually have large equilibrium internuclear 
distances and cross valence states at the much shorter equilibrium distances of the latter 
neutral (covalent) states. Thus, highly excited electronic and vibrational states are 
necessary to probe the properties of ion pair states. As an example, double resonance 
excitation of H2 with extreme UV radiation has been used to observe rovibrational states 
of the double-well HH 'E* potential at large internuclear distances of 11 a.u. (atomic 
units).7'8 
Symmetric ion pair states, such as the B"B ' l * and HH !Z* states, have large 
electronic transition moments proportional to qR, where q is the charge transfer and R 
the internuclear distance. This leads to strong electronic absorption bands called Charge 
Resonance bands.3 With increasing field strengths E, as available currently with intense 
laser fields,9 the radiative coupling qRxE can become larger than vibrational energies 
thus leading to laser induced avoided crossings and laser induced molecular potentials, 
LIMP's.4 At laser intensities exceeding 1013 W/cm2, a new nonperturbative phenomenon, 
called Charge Resonance Enhanced Ionization, CREI, leads through these ion pair or 
Charge Resonance states to enhanced ionization.10 The H+H~, H'H+ are in fact 
doorway states to intense laser field ionization11 and lead to extreme multiphoton 
coupling in symmetric molecular systems.12"14 Interest in symmetric charge transfer states 
is growing also in photoinduced intramolecular electron transfer of large dimmer 
molecular systems, where charge separated ion pair states, P+ -P~, are known to occur 
in solution.15 
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In the present paper, we study numerically from solutions of the appropriate time-
dependent Schrodinger equation, TDSE, vibrational wave packet evolution in the ion pair 
states B"B '£+ and HH 'Z* corresponding to the sum of H+H~ and H~H+ ion 
configurations of H2, prepared by MPIPS. In Figure 1, we illustrate seven potential 
surfaces and in Figure 2 the corresponding electronic transition moments used in the 
numerical simulations. We use numerical techniques based on split-operator methods16 to 
examine the detailed time evolution of nuclear wave packets, both bound (vibrational) 
and continuum (dissociative), on the individual electronic states in Figure 1. We use the 
one-photon excited B 'Z* state as the doorway state to pump the HH 'Z* (see scheme 
in Figure 1) by further one-photon or three-photon excitation, whereas the B"B :Z* state 
is excited by a two-photon process from the B !Z* state. In this second excitation of the 
ion pair states, ultrashort intense pulses are used to follow the wave packet evolution and 
to assess the effect of the strong radiative coupling expected between the two ion pair 
states, B"B 'S^ and HH "Z*. Recursion times corresponding to vibrations between 
inner and outer turning points of the B 'Z* potential will be shown to occur in ~40 fs. 
Conditions for observing vibrational wave packets on either B"B 'Z* or HH 'Z* 
potentials are established. We use ab-initio calculations of Wolniewicz for all potentials17 
and transition moments.18 The long range or large R behaviour of these transition 
moments determine the nonperturbative effects to be expected. As an example, the 
B Z+ -> EF Z* and fiS*-^ HH Z* transition moments vary linearly for 
4 < R < 12 au, whereas the B"B Z* —> HH Z* transition moment varies linearly for 
R > 6 au. These are all indications of charge transfer effects, in particular the 
B"B Z* —» HH Z* transition moment, which varies exactly as R, a signature of the 
dominance of the charge transfer or ion pair states H+H~, H~H+ .3 '1U2 
2. NUMERICAL METHOD 
In order to study the multiphoton response of the H2 system we start with the general 
molecular Hamiltonian for the nuclear dynamics: 
Hmo!=K{R)+Vm{RhVmtM, (1) 
where K(R) and Vm(R) are the proton kinetic energy operator and the molecular 
potentials (Figure 1). Vmt(R,i) is the time-dependent external interaction induced by the 
laser pulse, which in the dipole approximation (X » R, where X is the laser pulse 
wavelength) can be written as: 
VmXR,t) = -^R)s{t). (2) 
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/U(R) are the individual electronic transition moments illustrated in Figure 2, and s(t) is 
the time-dependent laser field, defined in equations (8-10). The total TDSE for the seven 
potential system is (in atomic units h - 1, and proton mass mp = 1837 ): 
i?^=[m+hR,tMR,t), (3) 
ot 
where K = -(l/mp)d2/dR2, v(R,t)=Vm(R) + VM(R,t). V(R,t) is thus a time-dependent 
7x7 matrix which does not commute at different times, i.e. [v{R,t), V(R,t')\*0 and 
furthermore [K(R), V(R,t)\* 0 . The formal solution of (3) is: 
x¥(R,t + At) = f e x p J - i \[k(R) + V(R,t)}itwfat). (4) 
f is the time-ordering operator due to the non-commutativity of the operators K{R) and 
V{R,t). A split-operator method is then used to approximate to second-order accuracy19 
the time evolution of the seven-component vector function W(R,t): 
y¥(R,t + At) = exp r •iK R* 
V 2 , exp 
-iV RJ A A At exp 4f 
(5) 
The kinetic energy exponentials are readily calculated by Fast Fourier Transforms 
(FFT).20 The 7x7 matrix V(R,t) is non-diagonal and can be split into a time-
independent diagonal part, Vm(R), and a non-diagonal time-dependent part, Vint(R,t). 
Thus exp[-zT(i?, ?)A?J is factorised itself as 
exp[-iVm{R)At/2\exp[-iVint(R,t)At\exp[-iVm{R)At/2\. The 7x7 matrix Vini{R,t) is 
non-diagonal and is diagonalised19 by a unitary matrix U such that 
UVmX{R,t)U* - f)(R,t), where D(R,t) is a diagonal matrix and U+ is the conjugate of 
U. We note that Vmt(R,t) = s(t)VD{R), where VD{R) is the purely non-diagonal dipole 
transition matrix, which is time-independent, so it is only diagonalised once for all R. 
Using the above numerical procedures, the TDSE (3) was integrated with time step 
A? = 0.1 au (2.4 attoseconds) and spatial step AR = 0.05 au (0.026 A). 
The TDSE (3) does not include nonadiabatic couplings between electronic states since 
these are not known for all states in the present simulation. Such nonadiabatic 
(nonradiative) couplings are of the order of excited state vibrational energies (smaller 
than 1000 cm~x = 0.1 eV). These couplings are further slower than the laser periods, i.e. 
30 fs (1000 cm"1) vs. 2.7 fs for a 800 nm laser, and therefore can be neglected due to 
their slower time scales. We indicate that these field-free nonadiabatic corrections are 
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negligible at the field intensities 1012 WI cm2 < /<10 1 3 WI cm2 we shall use. Thus at 
7 = 1013 WI cm2 (s = 1.7xl0~2 au) and at R>3 au, where valence electron state 
avoided crossings occur, as seen from the quick variations of the transition moments 
(Figure 2), the radiative coupling Rs > 0.05 au (1.4 eV). This is considerably larger 
than vibrational energies, so that laser induced radiative couplings, which are included 
fully in the present TDSE, will dominate over field-free nonadiabatic couplings.4 Figure 3 
shows the diagonalised (dressed) potentials at peak intensity 7 = 5x1012 WI cm2 
{s = 1.2x10"2 au) and the corresponding laser induced avoided crossings which occur 
between the states at internuclear distance R = 6.05 au . We see in Figure 3 considerable 
radiative distortion of the molecular potentials thus confirming the dominance of 
radiative couplings. 
With intensities I > 1013 WI cm2, we should further consider possible ionization of the 
bound electronic states of Figure 1. Using the simple tunnelling ionization rate for atoms 
at field strength s :21 
w(,) = 4^(2/J5/2exp 
where a>0 is the a.u. rate (4xl01 6 s'1), I the ionization potential in a.u., we estimate 
that the times for ionization, r = l/w(t), at peak field intensities for example 
7 = 1012, 5xl012 , 1013 Wlcm2 are respectively 
r = 3.3xl0~8, 7.6xl0"14, 4.1xl0~15 s. We have used for this estimate the ionization 
potential of H~H+: Ip(H~H+)= Ip(H:)+l/R = 0.171 au at R = lau, where 
Ip\H~)= 0.028 au?1 Actual ionization times will be larger due to reduction of true 
ionization rates by inclusion of Franck-Condon factors which are neglected in equation 
(6). 
Rotations are neglected due to the ultrashort pulse excitation, 10 fs, which cannot drive 
rotational transitions, which occur on picosecond time scales in H2. 
3. MPIPS - MULTIPHOTON ION-PAIR SPECTROSCOPY 
We present numerical simulations based on the TDSE (3) for the seven surfaces and their 
corresponding transition moments illustrated in Figures 1 and 2. To create nuclear wave 
packets on the B"B '£* and HH 'Z* ion pair states we first use a pump laser pulse in 
the UV region to first excite the B 'X* state from the ground X '£* state of H2. A 
second pulse, the probe, is time delayed with respect to the first to induce one, two, or 
2Kf (6) 
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three-photon transitions to the ion-pair states. The pump-probe scheme is summarized as 
follows: 
X*Z+g(v = 0) pump > 5 ' z ; probe > HHlX+g , B"Bl,L+u. (7) 
For numerical simulation of equation (2), we used a linearly polarized laser field, 
represented by two pulses, the pump sx (t) and the probe s2 (t) laser pulses: 
e(t) = EX (t - C /2)+ e2 (t - C /2-d,), (8) 
where t'°' /2 is the peak position of the pump pulse, and dt is the time delay of the probe 
pulse with respect to the pump pulse. The corresponding electric fields are given by the 
following equations :23"25 
sk{t) = -l/c(dAk/dt), (9) 
\-ce0ik[cos2(nt/C)sin{a>kt + 9k}] for -t?/2<t<t?/2 
Ak\t) = ) ' ( 1 0 ) 
0 elsewhere 
where k = 1,2 ; c is the speed of light, e0 k are the amplitudes, a>k are the frequencies, 
and <pk are the carrier-envelope phases. The forms of the pulses are chosen to satisfy the 
zero area theorem, j eytjdt = 0, implied by Maxwell's equations for ultrashort pulses. 
We have varied the field parameters in the simulations in order to obtain optimal 
preparation of the ion pair states. Laser pulse parameters are chosen such as to satisfy the 
following optimal conditions: (i) we need to reach the R>6-1 au. region of the B 'S* 
potential well to ensure that the /J\HH -B"BJ transition moment varies linearly with R 
(charge resonance effect) and (ii) we need to keep non negligible Franck-Condon factors 
for the transition Xx~Ls(v = 0)—pump >#'£* . The best compromise between these two 
conditions is obtained for the v = 19 vibrational level of the B '£* electronic state. For 
more clarity, we show in Figure 4 the time profile of the laser field intensity for specific 
parameters: time delay d, =20 fs, half-widths r, =r 2 =10 fs, wavelengths 
\ =91.5 nm, A2 =556 nm, and peak intensities /, = / 2 =1013 WI cm1. As we will 
demonstrate afterwards, the time delay dl between pump and probe pulses is the 
essential parameter for the dynamics of the ion pair states. 
In order to populate the ion states through the B X"L+U state, we use a pump frequency to 
access vibrational levels u>15 with turning points R > 6 au, where the HH-B"B 
transition moment is large and varies linearly as R (Figure 2c). Choosing &>, = 0.5 au 
(A, =91.5 nm) with peak intensity /, =1013 WI cm2 (e0l =1.7xl0 -2 au) and half-
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width rl = 10 fs (the second electric field, corresponding to the probe pulse, is set equal 
to zero here), a one-photon resonance between u = 0[X 'Eg) and o = \9[B 'E*J 
produces a wave packet on the B 'E* state whose temporal evolution is illustrated in 
Figure 5. The nuclear probability density [¥(/?, f)j is shown as a function the 
internuclear distance, R, for different times, t. One sees clearly from this figure that at 
times 30, 75 and 115 fs, the vibrational wave packet of the B 'E* state around v = 19 is 
well localised at the outer turning point, R = 7 au, of that potential. The recurrence time 
of the wave packet is 40-45 fs or a corresponding frequency co ~ 800 cm"1. 
Adding next the probe pulse with intensity 72=1013 W/cm2 (£02 =1.7xl0~2 au), 
A2 = 556 nm, and r2 = 10 fs , we illustrate in Figure 6a the population distributions for 
all seven potential surfaces as a function of the time delay d,. The wavelength 
X2 =556 nm induces a direct one-photon transition to the symmetric ion pair state 
HH 'Eg. At intensity 1013 W/cm2 the maximum population of this state is 42% for 
certain delays which have a periodicity of 43 fs, the recurrence time of the B 'E* wave 
packet (Figure 5). Figure 6a shows in fact that the B 'E* population is out of phase with 
the HH 'E+ population. Other states, such as B"~B XVU and EF 'E+, follow the 
B 'E* state, so that at maximum excitation of the HH ion pair state one has -45% 
population of the X 'E* and HH 'Eg states in the molecule. It is to be noted that at 
A2 =556 nm the population of the other ion pair state, B"B 'E*, is well below 5% since 
the HH and B"B are coupled radiatively by one-photon transitions, but these transitions 
are non-resonant and lead to little population transfer.10 
We next examine two and three-photon transitions to the ion pair states by choosing 
wavelengths /l2=1112 nm and 22=1668 nm successively, i.e. by doubling and 
tripling the probe wavelength. The doubled wavelength will induce direct two-photon 
transitions from the B *E^ state to the other ion pair state of same symmetry, the 
B"B x E*. This state however may couple radiatively with the symmetric HH : E g state 
during this transition. The tripled wavelength will allow to study a three-photon transition 
from the B 'E^ state to the symmetric ion pair state HH 'E^ which can couple 
strongly radiatively to the antisymmetric ion pair state B"B 'E* due to the large 
transition moment, varying as R, between these two. Results of the simulations from the 
TDSE (3) are shown in Figures 6b and 6c. The populations by two-photon excitation of 
the B"B 'E+ state (Figure 6b) and by three-photon excitation of the HH 'E^ state 
(Figure 6c) are now less than the one-photon (resonant) excitation probability of 
HH 'Eg (Figure 6a), i.e. it is more difficult to isolate the two ion pair states from others 
via two and three-photon transitions out of the B 'E* state. Thus in Figure 6b, 20% 
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periodic (with same period of 43 fs as in 6a) population transfer to the B"B 'X* ionic 
state is achieved at the outer turning point of the B 'X* state. Little transfer to the HH 
symmetric ion pair state occurs as the wavelength X2 = 1112 nm corresponds to a photon 
energy larger than the energy separation between the two ion pair states. Of note is that in 
Figure 6c, where a three-photon transition between the B 'X* and HH 'X* states is 
operative, the populations of the two ion pair states, B"B 'X* and HH 'X*, are nearly 
equal. This is indicative of localisation of the charge transfer into either the left 
configuration H~H+ or the right configuration H*H~ separately. Thus the larger 
wavelength X2 = 1668 nm , or lower frequency a>2, creates a coherent superposition of 
the delocalised ion pair states, xF(5"5j±vF^/7/J, leading to a more localised charge 
transfer H~H+ or H+H~. 
The influence of the strong radiative coupling between the two ion pair states B"B 'X* 
and HH 'X* leading to ion pair state localisation is confirmed in a calculation at higher 
intensity, illustrated in Figure 7, where we compare a four electronic states simulation 
(including X 'X+, B lI,+ , HH 'X+, 5"5 *X+ states), Figure 7a, to the full seven state 
simulation, Figure 7b. Thus at equal pump-probe pulse intensities 
Ix = I2 =2xl0 1 3 WIcm1, wavelengths Xx =91.5 nm and X2 =1668 nm, half-widths 
xx = T2 = 10 fs, we obtain equal symmetric HH and antisymmetric B "B ion pair state 
populations, by omitting the symmetric EF and GK double well states and the 
antisymmetric B' state of H2 (Figure 7a). Comparing Figures 7a and 7b one sees that the 
intermediate electronic states {EF, GK, B') inhibit the radiative coupling at high 
intensities. 
CONCLUSION 
Ion pair states in symmetric molecules have large electronic transition moments, leading 
to intense charge resonance (transfer) absorptions. With intense lasers, these states are 
doorway states to enhanced ionization. We have performed numerical experiments using 
accurate potentials and electronic transition moments in the TDSE (3) to investigate the 
feasibility of preparing vibrational wave packets in the ion pair states, the symmetric 
HH lT,+g and antisymmetric B"B ' l * states of H2, via Multiphoton Ion Pair 
Spectroscopy, MPIPS. Using single UV photon excitation of the high vibrational levels 
(U>19) of the B '£* state with ultrashort ( r ~ 1 0 fs) pump pulses allows for 
preparation of the ion pair states efficiently from the large distance (R>7 au) turning 
points of the B 'Z* wave packets. One, two and three-photon ultrashort pulse 
excitations out of the B '£* state into the ion pair states was shown to lead to efficient 
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preparation of HH and B"B ion pair vibrational wave packets by one and two-photon 
absorption respectively, and with little radiative coupling between the two. Three-photon 
excitation from the B 'Z* state leads to nearly equal populations of the HH and B"B 
ion pair states, allied with simultaneous excitation of other electronic states due to strong 
radiative couplings between all electronic states with ultrashort ( r ~ 1 0 fs) intense 
( / ~ 1013 WI cm2) pulses of low frequency (A2 = 1668 nm). Since such ion pair states 
exist at large internuclear distances and are separated by small energies, the coherent 
superposition by MPIPS with intense ultrashort pulses should lead in principle to charge 
localisation of the ion pair states in symmetric molecules. The study of the temporal 
evolution of such localised ion pair states prepared by MPIPS would provide new 
methods of characterizing charge transfer processes in symmetric molecules. The present 
numerical study shows that for H2, high intensities and low frequencies are necessary to 
prepare such localised states (see Figure 7a) whose lifetimes in H2 are in the femtosecond 
time scale due to low ionization potentials. Furthermore, overlapping absorptions such as 
X'S* -> 5 'Z ; and X'X* -> B'X1L+U (Figure 1) can inhibit equal population of the ion 
pair states (Figure 7b). We conclude that localisation of ion pair states should be more 
easily achievable and measurable in highly charged molecular ions,14 where higher 
ionization potentials will lead to much larger lifetimes in intense fields and larger energy 
separations of excited state potentials. 
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FIGURE CAPTIONS 
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Figure 1: Potential energy curves for the seven electronic states of the H2 molecule17 are 
represented as function of the internuclear distance (in atomic units). Also shown is the schematic 
pump( A,, / , )-probe( A2,I2) excitation process of the two ion pair states, HH and B"B, via the 
intermediate B ' l + state by MPIPS. 
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Figure 2: Transition dipole moments (in atomic units), used in the seven electronic states model 
of the H2 molecule,18 as function of the internuclear distance (in atomic units): (a) from level 
B lH+u, (b) from level B' ' S * and (c) from level B"B~ XVU. 
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Figure 3: Diagonalised (dressed) potentials (in atomic units) as function of the intemuclear 
distance in a static laser field £ = 1.195x10~2 au ( / = 5xl0 1 2 Wlcm2). An avoided crossing 
occurs between the two ion pair states, at intemuclear distance R = 6.05 au, and the 
corresponding energy gap between them (AE = 0.01 au) is larger than typical vibrational 
energies for the H2 molecule. 
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Figure 4: Laser field intensity (in atomic units) time profile (in fs) for field parameters 
Ix = I2 = 1013 WI cm2, Ax =91.5 nm, X2 = 556 nm, r, =r2 =10 fs, and fixed time 
delay d, =20 fs. 
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Figure 5: The nuclear probability density ^ ( i ? , ^ on the B 'Z* state (around v = \9) as 
function of the internuclear distance, at different times. At times 30, 75 and 115 fs, the vibrational 
wave packet reaches the outer turning point of that potential, and its recurrence time is -40 fs or a 
corresponding frequency co = 800 cm" . 
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Figure 6a: State populations as function of the time delay d, (in fs) at intensities 
Ix =I2 =1013 WIcm2, wavelengths Xx =91.5 nm and Xx =556 nm, and half-widths 
r, = T2 = 10 fs . Maximum population of HH ' 2,+g state is achieved for certain delays: 20, 63 
and 106 fs. 
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Figure 6b: State populations by two-photon transition from the 5 X* state to the B"B 
ion pair state at intensities / , = I2 =10 WI cm , wavelengths Xx =91.5 nm 
X2 =1112 nm, and half-widths r, = r2 = 10 fs . Periodic population transfer to the B "B 
ionic state is achieved for delays 19, 62 and 105 fs. 
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Figure 6c: State populations by three-photon transition from the B X* state to the HH 
ion pair state at intensities / , = I2 =1013 WIcm2, wavelengths Xx =91.5 nm 
X2 = 1668 nm, and half-widths r, = r2 = 10 fs. 
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Figure 7a: Populations of the four electronic states as function of the time delay (in fs). A three-
photon transition (A2 =1668 nm) from the B E* state to the HH E* ion pair state is 
operative at laser field intensities/, = I2 =2*lOnW /cm2. 
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Figure 7b: Populations of all seven electronic states, at field intensities 
/j = 12 = 2*\0l3W/cm2, as function of the time delay (in fs) are given for comparison with 
Figure 7a where only four electronic states are taken into account. 
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Conclusion 
Les objectifs de cette these s'articulaient autour d'une analyse approfondie de la 
dynamique moleculaire des entites H2 et i/3+ sur des intervalles de temps extremement 
courts, Ton parle d'echelle femtoseconde et sub-femtoseconde. Pose ainsi, le probleme 
est evidemment vaste et peut faire reference a plusieurs phenomenes du domaine des 
interactions entre un champ laser intense et la matiere. Toutefois, je voudrais souligner ici 
le fait que notre comprehension actuelle de la nature, basee sur des hypotheses, des 
modeles et des concepts, impose indeniablement la subjectivite de la pensee humaine. La 
matiere, elle, n'est pas concernee par Pemploi de tel formalisme mathematique ou de 
telle autre theorie. Separer les «evenements» physiques qui ont lieu dans la nature en 
fonction d'une approximation choisie, ou des moyens numeriques disponibles est 
reductionniste et loin d'une quelconque «realite». 
Ceci etant dit, il est evident que ce travail ne se veut pas etre une representation complete 
et exacte de la dynamique que les molecules H2 et H\ subiraient dans les conditions 
que nous leur avons imposees. Cependant, faute de meilleur choix, nous avons eu recours 
a tout un stock d'outils theoriques afin de distiller certaines proprietes de ces systemes, 
accessibles pour les moyens dont nous disposions. 
Ainsi nous avons d'abord fait appel a 1'approximation de Born-Oppenheimer, pour 
delimiter les situations suivantes : 
, - Dans le cas de l'ion H\ nous avons fige la geometrie nucleaire, pour pouvoir 
etudier plus concretement la dynamique electronique, induite par un champ bref et 
intense. En effet, nous nous sommes propose de considerer cet ion dans sa 
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structure d'equilibre, un triangle equilateral, qui implique immediatement que 
cette geometrie non lineaire doit etre etudiee au moins dans un plan, sinon en trois 
dimensions. Cette derniere variante ayant ete hors de portee des machines aussi 
complexes que Mammouth parallele (RQCHP), nous nous sommes done restreints 
a la dynamique dans le plan de la molecule. Cela impliquait la mise au point 
d'une methode numerique, adaptee a la resolution de ce probleme. Ultimement, 
les calculs ayant ete limites par la memoire exigee pour pouvoir discretiser ce 
probleme numerique a 4 dimensions, nous avons du faire appel a un systeme de 
coordonnees permettant de diminuer le nombre de points numeriques exiges, ainsi 
qu'a l'emploi de fonctions absorbantes en fin de grille numerique. Toutes ces 
conditions ont fait en sorte, que 1'etude d'un certains nombre de proprietes du 
systeme n'etait pas envisageable au stade actuel (telle que, par exemple, 
l'ionisation au-dessus du seuil (ATI), qui est hautement faussee par l'emploi 
d'absorbeur). Par consequent, nous nous sommes concentres sur le phenomene de 
generation d'harmoniques d'ordre eleve (GHOE), dont la derniere etape (et la 
determinante pour la forme du spectre) se passe pres des noyaux. Cela implique le 
fait que nos calculs avec des petites grilles, et avec conditions absorbantes, restent 
fiables pour ce cas. Ceci a ete confirme par les tests de jauges, indiquant que 
l'emploie de la jauge d'acceleration, qui focalise les trajectoires electroniques 
pres des noyaux, permet des calculs de spectres harmoniques corrects. Ainsi, nous 
avons effectue des analyses des distributions dielectroniques et des spectres 
harmoniques pour trois geometries nucleaires distinctes de H^, notamment a 
l'equilibre, a une distance internucleaire intermediaire, et enfin pour une 
geometrie tres etendue, a la limite de la dissociation de l'ion. Nous avons mis en 
evidence les differentes dynamiques electroniques pour chacun de ces cas, regies 
par la contrainte de repulsion internucleaire, et la repulsion interelectronique. Cela 
provoque une importante divergence des effets interelectroniques (effets a deux 
electrons) pour chacune des geometries, visibles par la nette dominance de la 
population de double ionisation lorsque R=7,5 u.a. Dans les spectres 
harmoniques, cela se traduit par deux observations importantes : d'abord, nous 
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demontrons que remission harmonique arrete des lors que l'etat initial est 
totalement depeuple puis, que les phenomenes d'interferences structurelles sont 
detruits a larges distances internucleaires. D'autre part, il a ete montree que le 
modele analytique, dormant les conditions des extrema dans l'intensite des 
spectres harmoniques, decrit efficacement le processus harmonique pour la 
geometrie d'equilibre, en exhibant une nette coincidence dans les positions des 
mina du calculs numerique et du modele analytique. De plus, a part dormer les 
conditions d'apparitions d'un minimum d'interference, notre modele montre 
clairement que des conditions de maxima d'interferences devraient etre 
envisagees lorsque R augmente. Cette voie d'etude pourrait mener a des 
applications interessantes en experience, permettant de delimiter les conditions 
pour lesquels l'intensite d'un ordre harmonique choisi serait nettement augmentee 
par effet d'interferences constructives. 
Ensuite, nous avons etudie certaines proprietes spectroscopiques lors de la 
dynamique nucleaire de H2. Nous avons profite ici de la simplicity a exprimer 
l'unique vibration (l'elongation de liaison) de cette molecule. Une partie de 
1'etude consistait a evaluer 1'effet que les etats electroniques excites de H2 
pouVaient exercer sur le processus RCAP et, particulierement, etait-il possible 
d'ameliorer son efficacite dans le but de viser des applications experimentales. II 
a ete trouve que tenir compte des etats superieurs du systeme aide non seulement 
a ameliorer l'efficacite du RCAP, mais egalement a diminuer l'intensite du champ 
laser pour laquelle elle a lieu. De plus, un controle precis de la forme des paquets 
d'onde nucleaires etait possible, grace au choix des parametres du champ. Dans 
une deuxieme partie, nous souhaitions analyser la spectroscopic des etats de paire 
d'ion de cette molecule. Plus precisement, Ton s'interessait a degager des 
conditions favorables d'un schema pompe-sonde, qui permettraient de creer des 
superpositions coherentes entre ces deux etats. Nous avons pu definir les 
meilleurs parametres du champ, qui proposent de peupler de facon egale les etats 
de paire d'ion, ou alors specifiquement l'un ou l'autre. Ce processus atteste d'un 
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important transfert de charge electronique qui s'effectue durant les transitions 
electroniques induites par le champ. C'est un phenomene d'un tres grand interet 
dans les systemes chimiques plus complexes (systemes de type donneur-
accepteur) ou dans les molecules biologiques. 
Ce travail offre de nombreuses possibilites pour aller plus loin dans l'etude envisagee de 
H\. Entre autres, une analyse plus approfondie des profiles temporels de Gabor sur les 
ordres harmoniques permettrait de mieux comprendre l'etape de recombinaison, en 
fournissant les temps pour lesquels elle a lieu. Comme nous l'avons souligne au chapitre 
2, cette etape est determinante pour 1'interpretation des caracteristiques des spectres 
harmoniques. 
Une autre voie interessante serait la consideration d'une geometrie en triangle isocele de 
la molecule. En effet, dans cette configuration, lorsque Ton fixe la distance entre deux 
protons a 2,45 unites atomiques et que Ton etire le troisieme proton a une distance 
superieure a 6-7 u.a., les surfaces d'energie potentielle de l'etat fondamental et du 
premier etat excite du systeme se croisent, formant une intersection conique. Ce 
phenomene purement quantique mene a la rupture de 1'approximation de Born-
Oppenheimer, et les mouvements electronique et nucleaire ne peuvent plus etre 
consideres separement. Ainsi, un traitement numerique tenant compte de ce nouveau 
degre de liberie du systeme est imperatif. Malgre l'interet que cette etude presente (entre 
autre pour suivre la dynamique electronique induite par champ laser, ou les spectres 
harmoniques emis, lorsque H\ traverse une intersection conique), ce calcul n'etait pas 
envisageable lors de la presente these. 
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