Recently, an energy-based unified framework for image denoising was proposed by Mrázek et al. [10], from which existing nonlinear filters such as M-smoothers, bilateral filtering, diffusion filtering and regularisation approaches, are obtained as special cases. Such a model offers several degrees of freedom (DOF) for tuning a desired filter. In this paper, we explore the generality of this filtering framework in combining nonlocal tonal and spatial kernels. We show that Bayesian analysis provides suitable foundations for restricting the parametric space in a noisedependent way. We also point out the relations among the distinct DOF in order to guide the selection of a combined model, which itself leads to hybrid filters with better performance than the previously mentioned special cases. Moreover, we show that the existing trade-off between the parameters controlling similarity and smoothness leads to similar results under different settings.
Introduction
Many denoising techniques have been proposed in literature, many of them are application-dependent. However, there are only few strategies that combine different approaches and allow further generalizations. One of them is the energybased approach proposed by Mrázek et al. [10] , which combines the well-known M-smoothers [5] with bilateral filtering [17] . By extending the spatial influence that neighbouring pixels have on a central pixel, they end up with a general nonlocal filtering framework that rewards similarity to the input image and penalises large deviations from smoothness. Many other existing nonlinear filters are obtained as special cases of this framework. In this paper we explore the relations among the different degrees of freedom available for tuning a specific filter. Particularly, we focus on degradation processes governed by Gaussian and impulse perturbations. Moreover, in Bayesian analysis we find suitable foundations to instantiate probabilistically this model. Finally, we point out that the use of combined (nonlocal) data and (nonlocal) smoothness constraints leads to better denoising results than considering those filters obtained as special cases of this general approach. Our paper is organised as follows: Section 2 presents the Nonlocal Data and Smoothness (NDS) filtering framework. Section 3 provides brief insides into Bayesian analysis that will help us in tuning the model parameters in Section 4. Finally, some conclusions are outlined in Section 5.
The NDS Framework
Let f ∈ IR n be a given degraded version of the unknown 1-D or 2-D image u ∈ IR n , and let i, j be pixel indices running along the set Ω = {1, . . . , n}. In [10] a unifying variational approach to restore the original image u was proposed. It minimises the energy function
This energy-based approach comprises a linear combination of two constraints,
, where the constant α ∈ [0, 1] determines the relative importance of both assumptions. The data term E D (u) rewards similarity to the input image f , while the smoothness term E S (u) penalises deviations from (piecewise) homogeneity in the restored u. On one hand, the kernels Ψ (·) are increasing functions that penalise large tonal distances s 2 ; that is, the distance between two pixel grey values s i and s j . On the other hand, the kernels w(·) are nonnegative and (possibly) nonlocal windows that ponder the influence of distant pixels; the Euclidean distance between two pixel locations x i and x j is called spatial distance x 2 . See Table 1 and Table 2 for a non-exhaustive list of kernels Ψ (·) and w(·) proposed in literature. 
The NDS function (1) presented above exhibits wide generality in choosing the parameters Ψ D , Ψ S , w D , w S and α to derive a desired filter. In particular, Table 3 shows some well-known nonlinear filters obtained as special cases by tuning the different degrees of freedom.
To minimise the expression (1) we make use of the Jacobi method. See [6] for a comparison study among different minimisation methods for the NDS functional.
Statistical Background
The most common degradation model is given by f = u + η, where u is the true image, η represents a zero-mean additive noise with standard deviation σ, and f is the recorded image. In the following we consider these quantities as realisations of the random variables U , η, and F , denoting as p U , p η , and p F their probability density function (pdf), respectively. In Bayesian analysis [18] , the maximum a posteriori (MAP) estimator
yields the most likely image u given f . The conditional distribution p F |U , also called likelihood, models the degradation process of U to F and is therefore considered as the noise distribution, i. e.
, assuming that the noise is independent and identically distributed (i.i.d.). We will focus on Gaussian and impulse noise. These types of noise are well modelled by the Gaussian and Laplacian distributions, being respectively their pdf's
Pluging these noise models into the MAP estimator (2), and observing the structural resemblance to our NDS function (1), suggests that the penalisers for the data term can be instantiated as Ψ D (s 2 ) = s 2 for Gaussian noise, and as Ψ D (s 2 ) = |s| for impulse noise, see Table 1 . The previous noise distributions are special cases of a more general probabilistic law: the generalized Gaussian distribution [7] , with parameters mean μ, variance σ 2 , and ν > 0 (Gaussian case ν = 2, Laplacian case ν = 1); and pdf
where Γ (·) is the Euler Gamma function. This distribution has been also utilized for modelling probabilistic prior knowledge about the signal u to recover. In (2), this information is represented in terms of the prior distribution p U of the grey values of U . Besag [2] proposed the Laplacian law as model for p U , which was later extended by Bouman & Sauer with their generalized Gaussian Markov Random Field [3] based on the distribution (5) for ν ∈ [1, 2] . Since choosing a particular model for the prior distribution is essentially equivalent to specify the penaliser Ψ S for the smoothness term in our NDS framework, we can instantiate such tonal kernel as Ψ S (s 2 ) = |s| ν . This function is nonconvex for 0 < ν < 1, what may give rise to local minima in (1). However, nonconvex penalisers can allow almost exact restoration quality [9, 12, 13] .
In summary, the Bayesian framework provides a founded basis for choosing appropriate tonal kernels Ψ (·) for the data and smoothness terms in (1) . Studying other types of noise and the properties of the signal to recover, will lead to different criteria for selecting the penalisers.
Tuning the Model Parameters

Linear Combination of Kernels
The problem of determining α for the image simplification approach described in the Section 2 is crucial to obtain an optimal combination of similarity and smoothness. We intend to justify the use of such framework for α / ∈ {0, 1}, i. e. for a wider spectrum of filters than those special cases outlined in Table 3 .
A function ϕ : [0, 1] → IR is called unimodal on [0, 1] if it contains a single minimum in that interval. Then, we obtain an estimate of the true image u aŝ
assuming that we deal with the unimodal function ϕ(α) := u − u α 1 , where u α is the solution image for a specific value of α from (1). Exploiting the empirical unimodality 1 of ϕ on [0, 1], we employ the Fibonacci Search method to find an optimal value for α that solves (6) . This line-search strategy ensures fast convergence. For multimodal functions it is better to utilize the Simulated Annealing technique as minimization strategy, which guarantees finding a global minimum in finite time. See [1] for the implementation details.
Another important ingredient to achieve an appropriate mixture of similarity and smoothness is the determination of the support of the spatial kernels w(·) in both terms of (1). Moreover, we want to find out if there is a certain interrelation between both supports. In the following, we use as spatial kernels the disk-shaped hard window function of Table 2 , denoted by B(·) with supporting radius θ, i. e. with diametrical support (2θ + 1).
Let us first consider the case of Gaussian noise. As suggested by the statistical framework, we select the penaliser Ψ D (s 2 ) = s 2 for the data term, and the function Ψ S (s 2 ) = |s| ν for the smoothness term, focusing on ν ∈ {1, 2}. Thus, our designed nonlocal filter for Gaussian noise reads
Let us apply this model to reconstruct the Gaussian noise signal depicted in top left of Fig. 1 . All model parameters were optimised and the best five results for both values of ν are shown in the first two sections of the left-hand side of Table 4 .
In the third section we present the performance of those filters from Table 3 (d), also optimising their parameters. Mean and median stand as representatives of M-smoothers, and four instantiations of Ψ S for regularisation were included. Without exceptions, our designed model outperforms all the well known filters obtained as particular cases of the unifying NDS filtering framework. Now, if we have data contaminated by impulse noise, for instance salt-andpepper noise, we just need to modify from our previous model the penaliser in the data term by Ψ D (s 2 ) = |s|, as it is proposed in the Bayesian framework. Our new model reads
We use this filter for denoising the salt-and-pepper noise signal plotted on top right of Fig. 1 . We conduct the same comparative analysis as before, and conclude again that our model beats all the other particular filters. Exploiting the NDS image denoising framework for α / ∈ {0, 1} and nonlocal window functions leads to hybrid methods for image simplification. It is important to mention that we have deliberately chosen penalisers that do not require any gradient threshold parameter. This keeps our model simple and efficient. 
Smoothing Effects
Trade-off Between α and the Radius of w D . If we consider a functional which only consists of a data term, we notice that increasing the support of the spatial window leads to smoothing. On the other hand, if we leave the spatial window of the data term small and add a smoothness term, this has visually almost the same effect. In this experiment we want to quantify the difference more accurately and search for α corresponding to a certain support. To this end we consider the two following functions. The first function
consists only of a data term, but allows for a larger window given by the discshaped hard window function w D with supporting radius θ D . The second function has a local data term and a smoothness term which only takes the direct neighbours N (i) of pixel i into consideration Here, only changing the value α is used to steer the amount of smoothness. Fig. 2 shows two examples of the trade-off between these parameters. We see that in both cases with and without noise it is possible to obtain very similar results with both functionals. We are interested in knowing how far away the results 1 -error between ED and EC depending on α, for noise-free image. Top right: Optimal value of α depending on the radial support θD. Bottom: Same plots for the noisy input image.
obtained with the functions E D and E C are from each other, and how they approach each other by means of tuning θ D and α, respectively. In Fig. 3 , we display some measurements to quantify the trade-off between these parameters. In the left column, each curve stands for a certain radius size, and there is one value of α that minimizes the 1 distance between their estimates. The minimum distance achieved for every pair (θ D , α) is displayed in the right column.
Trade-off Between α and the Radius of w S . Similarly to the previous experiment, we want now to quantify the trade-off beetween decreasing the value of α and increasing the support of the spatial window in the smoothness term; both procedures lead to smoothing. Let us assume a level σ = 20 of Gaussian noise. From our experiments in Section 4.1, we know that the following function produces satisfactory results under Gaussian perturbations:
Keeping fixed θ D = 1, Fig. 4 shows the 1 distance between the original and the restored images for α ranging in [0, 1] and different radial support θ S . One can see that slightly better results are attained when both α and θ S are small. Fig. 5 shows an example where similar restoration quality is achieved under different parameterization.
These experiments show that it is possible to interchange certain smoothing approaches by some others. This is important when one is searching for fast and efficient denoising algorithms. By using the NDS framework one does not has necessarily to give up quality for speed of computation. 
Conclusions
We have shown the capabilities of the NDS framework as unifying filtering approach. We saw that excellent results can be obtained when terms that reward fidelity to the observations and penalise smoothness in the solution are nonlocally combined. By tuning its different degrees of freedom it is possible to design hybrid filters that outperform the performance of classical filters. The NDS functional possesses such a versatility that it is even possible to attain very similar results by tuning the parameters with different criteria and directions, what is particularly useful in looking for alternative ways to solve a denoising problem.
