Abstract. Error estimates are derived for an augmented Lagrangian approximation to an optimal control problem. Convex control constraints are treated explicitly while a Lagrange multiplier is introduced for the nonlinear system dynamics. The nonlinear optimal control problem does not fit the classical theory for estimating the error in multiplier approximations, since the natural coercivity assumption is formulated in a Hilbert space where the cost is not differentiable. This discrepancy between the function space setting needed for coercivity and that needed for differentiability is compensated for by regularity results associated with the necessary conditions. The paper concludes with an analysis of the optimal penalty parameter corresponding to a given finite-element discretization.
R while the control u is a map from I to R m. In our model problem, the system dynamics is possibly nonlinear, the cost is possibly nonquadratic, while the control constraint is convex" minimize I_ h(x(t), u(t)) dt (1) subject to :(t) =f(x(t), u(t)) and u(t)
a.e. /,
where f: Rn/'--> R n, h Rn/"--> R, 12 R" is nonempty, closed and convex, a is the given starting condition, L is the space of essentially bounded functions, and W 1' is the space of Lipschitz continuous functions (or, equivalently, the space of essentially bounded functions with essentially bounded derivatives). We consider an augmented Lagrangian approximation to (1) with quadratic penalty:
1 minimize C(z)+(p h, F(z))+-e (F(z), F(z)) (2) subject to u(t) fl a.e. 6/, x(0) a, z (x, u) W ' L , where z denotes the pair (x, u), ph is any approximation to a Lagrange multiplier p* associated with the differential equation in (1), e >0 is the penalty parameter, C(z) is the integral cost in (1), F(z)=f(z)-, and (., .) is the L 1062 WILLIAM W. HAGER in [17] , [25] , and [26] . Some interesting applications of augmented Lagrangian techniques to boundary-value problems are developed by Fortin, Glowinski, and their collaborators in [12] .
Multiplier methods can be viewed as a generalization of the penalty method--the penalty method is obtained from the multiplier method by taking p h= O. Courant [7] published the first paper studying penalty techniques for the solution of partial differential equations. In chronological order, other researchers who have studied penalty techniques for either partial differential equations or optimal control include Russell [34] , Lions [24] , Balakrishnan [3] , Babuka [2] , King [23] , Falk [10] , Falk and King [11] , Kikuchi [22] , Werner [36] , Chen and Mills [5] , Reddy [29] , Kheshgi and Luskin [21] , Chen et al. [6] , and Hager [17] . Let us focus in particular on those papers related to optimal control: Russell [34] considers state constrained problems; a penalty is introduced for the state constraint and the convergence of solutions for the penalized problems to a solution of the original problem is established. Lions [24] considers a quadratic cost problem with a convex control constraint and with the system dynamics described by a parabolic partial differential equation. After introducing a penalty for the system dynamics, Lions shows that the solution to the penalized problem converges strongly to the solution of the original problem. Balakrishnan also uses a penalty term to handle the system dynamics in [3] . He gives a detailed analysis of unconstrained, quadratic cost problems with linear system dynamics. For control constrained problems with nonlinear system dynamics, he shows that the optimal value associated with the penalized cost function converges to the optimal value associated with the original problem; in addition, a maximum principle for the penalized problem is developed, and the limit of the maximum principle as the penalty parameter tends to zero is analyzed. Chen and Mills [5] consider an unconstrained quadratic cost problem with linear system dynamics and with an endpoint constraint. A penalty is introduced for the endpoint constraint, and it is shown that the deviation between the solution to the penalized problem and the solution to the original problem is bounded by O(e). In [6] Chen et al. examine unconstrained quadratic cost problems with linear system dynamics. A penalty term is used to handle the system dynamics. Assuming the penalized problem is solved by the finite-element method, a condition is formulated that leads to the uncoupling of the penalization error and the discretization error. In 17] Hager analyzes the error in finite-element approximations to augmented Lagrangians, and applies the results to optimal control problems with terminal constraints. Both linear and nonlinear problems are analyzed, as well as problems for which the system dynamics is described by a partial differential equation.
In this paper, a penalty is introduced for the system dynamics in a nonlinear control problem with control constraints. We obtain precise estimates for the distance between a solution z to (2) and a solution z* (x*, u*) to (1). When we try to obtain error estimates using classical techniques developed for the analysis of multiplier methods (see [4] , [17] , or [25] ), the following problem is encountered: The cost satisfies a coercivity assumption in Hi L 2 while f and h in (1) are differentiable in the L norm; here H denotes the usual Sobolev space consisting of functions in L 2 with an L 2 derivative. This discrepancy between the norm needed for coercivity and the norm needed for differentiability is compensated for by regularity results associated with the necessary conditions for the optimal control problem.
The error estimates and analysis in this paper are quite different from the error estimates contained in our earlier analysis (see [13] , [15] , [16] , and [18] ) of multiplier approximations to convex optimal control problems. In our earlier work, the penalty term of (2) was not present. If z h denotes a minimizer associated with the ordinary Lagrangian, then the distance between z h and z* in the L 2 norm was estimated in terms of the distance between ph and p* in the H norm. In contrast, the analysis that follows includes a penalty term so that nonconvex problems can be treated; however, our estimate for the distance between z and z* is measured in the H L norm using the quantity e llph _p,ll" Thus for the augmented Lagrangian, the error only depends on the L 2 distance between ph and p*, not the H distance.
Briefly, our paper is organized in the following way" In 2 we establish regularity results for a linear-quadratic optimal control problem. Later, the nonlinear problem is linearized and the linear-quadratic regularity results are used. Section 3 develops necessary conditions for the nonlinear problem, while 4 uses the necessary conditions, the regularity results, and the implicit function theorem to estimate the distance between an extreme point z of (2) and a solution z* of (1). Using this estimate, we obtain a convergence result for one of the standard iterative implementations of augmented Lagrangian techniques" Letting Pk denote the current approximation to the multiplier p* associated with the differential equation, the new approximation Zk/l to Z* is a local minimizer of the augmented Lagrangian (2) corresponding to ph-'Pk; the new approximation Pk/ to the multiplier is given by Pk+ =Pk + F(Zk/)/e. In 5, we show that near a local minimizer of (1), extreme points of (2) locally minimize the augmented Lagrangian.
When the augmented Lagrangian (2) is optimized numerically, the space W 1' L is replaced by a finite-dimensional approximation. Section 6 examines finite-element approximations. In a simple example, it is seen that, as e 0, while the dimension of the finite-element space is fixed, the finite-dimensional approximation can move away from the solution it is approximating. To achieve good approximation properties as e 0, the dimension of the finite-element space must increase as e decreases. We show rigorously that, for a linear quadratic problem with piecewise linear approximations to the state and piecewise constant approximations to the control, the optimal relationship between e and the mesh spacing h is e ch, where c is an arbitrary positive constant (independent of h). For higher-order finite-element spaces, the optimal e is bounded by ch 2r/3, where r is the degree of approximation associated with the finiteelement space (r 1 for piecewise linear states and piecewise constant controls).
2. The linear-quadratic problem. Our analysis of the augmented Lagrangian (2) is based on properties for a linearization of the original optimal control problem (1).
In this section, we study the following linear-quadratic problem: 
P R where Q is n n and R is m x m, the cost function in (3) can be expressed as 
where LT denotes the adjoint of L. In this formulation, K consists of those u L 2 that satisfy the control constraints of (3). That is, K U, where U is the set of controls u L 2 with u(t) fl for almost every I. When we identify the v of Lemma 1 with the z of (3) and we think of the state and the control as independent variables, the analogue of the coercivity assumption (4) is the following: There exists a > 0 such that
with M(z) 0 and u u u 2 for some u and U 2 U.
Here H is the subspace of H consisting of functions that vanish at t-0 and the inner product (.,.)t4, is defined by <x, x>,,=<y, )+<x, x). Hence, (8) is equivalent to the following condition: There exists a > 0 such that
2 with M(z) 0 and u ul u2 (9) for some ul and u2 U.
In other words, the cost needs only to be coercive in the control since coercivity in the state holds automatically. Note that, when we take v u in Lemma 1 and we view the state as an affine function of the control, assumption (4) applied to (3) reduces to (9) .
By Lemma 1, (9) implies that there exists a unique solution z*= (x*, u*) to (3). Moreover, if z* is any solution of (3), then for any z that is feasible in (3), the convexity of the constraints implies that Therefore, x x*, u u*, and p p* is a solution of the system of relations (11) p + A rp+ Qx + Su =O,
Conversely, if (9) holds, then any solution of (11) yields the optimal solution to (3) . To demonstrate this, suppose that x= x*, u= u*, and p=p* is a solution of (11) . Expanding about z*, we have (z, Pz)= (z*, Pz*)+ 2(Pz*, z-z*)+(z-z*, P(z-z*)}.
If z is feasible in (3), then (z-z*, P(z-z*))>-O by (9) . Since the inequality in (11) is equivalent to (Pz*, z z*) >= O, it follows that (z, Pz) >= (z*, Pz*) whenever z is feasible in (3) . In summary, we have Lemma 2.
LEMMA 2. Any solution to (3) satisfies the relations (11) for some p. Moreover, if (9) holds, then (3) and (11) (16) ]
Since the L norm of x-x2 and Pl-P2 is bounded in terms of the W 1' norm, it follows from (14) and (16) that (17) IlU2 (9) and (15) hold, then the solution to (12) has the following Lipschitz property:
3. Nonlinear formulations. Now suppose that the nonlinear problem (1) has a solution z* =(x*, u*). We assume that there exists a bounded open set E c R "+', where both f and h are twice continuously ditterentiable, and that there exists 6 > 0 such that z*(t)E and the distance from z*(t) to the boundary of E is at least 6 for almost every tel Letting H be the Hamiltonian defined by H(x, u,p)= h(x, u)+p Tf(x, u), the adjoint system associated with (1) is given by
a.e. e I, p(1)=0.
Ox
If p p* denotes the solution to the adjoint equation corresponding to x x* and u u*, it follows from the control minimum principle [27] that
In summary, x x*, u u*, and p p* satisfy the following necessary conditions:
where the subscripts x and u denote partial derivatives with respect to x and u.
We will show that for e sufficiently small, (2) (19) C(z+'z)+(ph, F(z+r,3z))+Ts_(F(z+'z),F(z+riz)) >=0. (18) and (22) are identical except for the e term. Hence, (x*, u*, p*) and (x, u, p) satisfy nearly the same equations. We will use the implicit function theorem to estimate the distance between a solution (x*, u*, p*) to (18) and a solution to (22) . 4 . Error estimates. A nice treatment of the implicit function theorem for a variational inequality appears in Robinson's paper [30] . Although Robinson's setting does not exactly fit our application, these differences can be handled with appropriate changes in the problem formulation and in the analysis. For completeness, we now give a development of the implicit function theorem for inequalities, providing explicit estimates for the constants that appear in the bounds and relating the implicit function theorem to the classical contraction mapping principle. Robinson's paper considers an equation involving a parameter, giving estimates for the change in the solution relative to a change in the parameter. The analysis that follows is more in the spirit of our paper 17] in which we estimate the distance between a given point and a root of an equation. In [17] there are no constraints, while in [30] the constraint set is assumed to be convex. In the analysis below, the constraint set is arbitrary.
Let X be a Banach space, let Y be a normed subspace of the dual space X*, and let K be a subset of X. Given a map T from X to Y, let us consider the following variational inequality. (23) Find 'K such that (T('), r/-sr)x_->O for all where (., )x denotes the usual pairing between a space and its dual. We will formulate conditions under which (23) has a solution '1 in the neighborhood of some given point sro. Our analysis is based on the classical contraction mapping theorem (for example, see [20, p. (26) is r.
Remark. Referring to the proof of Lemma 4 and of Theorem 1, we see that T and its derivative are evaluated only in a convex set containing both 'o and points in K near sro.
We apply Theorem 1 to the necessary conditions (18) and (22) 
q(t)x(t)+ r(t)u(t)+ s(t)p(t)] dt.
The constraint set K is the collection of (x, u, p) in W f(x, u) 2
The point 'o is (x*, u*, p*) while yo is To('o) and L is T(sro). Defining the matrices A, B, and P by Of(x*( t), u*( t)) Of(x*( t), u*( t)) 02H(z*( t), p*( t)) B(t)= P(t)= z:
Ox Ou 0 and partitioning P as in (7) In practice, augmented Lagrangians are used in an iterative fashion. At iteration k, the current value of the penalty parameter is ek, and the current approximation to the multiplier p* associated with the differential equation is Pk. The new approximation Zk+a =(Xk+l, Uk+) to a solution of the optimal control problem (1), and the new approximation Pk+ to the multiplier, satisfy (22) 
The constant fl is independent of e for e sufficiently small
Assuming that the coercivity assumption (8) (8) and (28) give us the following lemma. From (31) 
where p=ph+F(z)/e. By Lemma 7 it follows that if 6x(0)=0 and 6U=U--U2 for some u and u2 U, then the second derivative in (32) is positive whenever 6z O.
This positivity for the second derivative coupled with (19) for the first derivative implies that z is the unique minimizer of the augmented Lagrangian (2) over feasible points in N.
[-I 6. Finite-dimensional approximations. In practice, the minimization of the augmented Lagrangian is carried out in a finite-dimensional space. In this section we determine the relationship between the dimension of the finite-dimensional space and the size of e so that the total error is minimized. To simplify the discussion, we drop the constraint u(t) 12 and set ph-----0. That is, we consider the following augmented We will consider finite-element approximations in which case h typically denotes the diameter of the largest mesh interval associated with the finite-element space.
First, let us observe that if e 0 while h is held fixed, the solution to (34) (35) in general. Therefore, letting e 0 while holding h fixed moves us away from the desired solution.
The fundamental problem with letting e 0 while holding h fixed is that the null space of M, the linear system dynamics, is not "rich" enough to achieve a good approximation to z*. That is, as e-0, the augmented Lagrangian approximation to (35) approaches the null space of M restricted to Zh. However, for every choice of h, the null space of M restricted to Z h is the single pair (x, u), where x(t)= 1 and u(t)=-I for every tel0, 1]. Since there is only one element in the null space of M restricted to Zh, we cannot achieve a good approximation to z* as e 0. Chen et al. [6] give a necessary and sufficient condition under which the error in the solution to (34) can be decomposed into the sum of a term depending only on h and a term depending only on e. There is one exceptional case where it is possible to achieve good approximations even as e -* 0: The system dynamics is u and the finite-element space used to approximate u is the derivative of the finite-element space used to approximate x.
Nonetheless, as problem (35) 
The classical analysis of penalty approximations gives us an estimate of the form v-v* II--< c,
Replacing the space V of (37) by a finite-dimensional subspace V h yields the approximation
If v h denotes the solution to (38), then the classical analysis of finite-element approximations (see [35] ) gives the estimate (39) 
Hence, the left side of (54) decomposes into three terms:
Starting with the first term, we apply the interpolation error bound (52) to obtain (56)
II(g-)-A(xg-x)[I O(h).
By the Aubin-Nitsche duality trick (see [35] Combining these bounds for T, T 2 and T yields (54).
Remark. Although the size of the penalty parameter is crucial when an augmented Lagrangian is discretized, it is less crucial if an optimal control problem is discretized and the discrete problem is solved by a multiplier method. As e -0 in the augmented Lagrangian for the discrete problem, the solution to the penalized problem typically converges to a solution of the discretized problem. And for an appropriate discretization (for example, see [8] , [9] , or [14] and the references they cite), the solution to the discrete problem converges to the solution of the continuous problem as the mesh is refined. Hence, letting e -, 0 while fixing the discretization does not interfere with the convergence when the discretization is "appropriate."
7. Numerical experiments. The dependence between the optimal e and h was investigated using four problems. The (P4) l+3e subject to2(t)=x(t)+etu(t), x(0)=2(l_e), u(t)<-l, with the optimal solution x*(t)=e'(t+x(O)), u*(t)=l, O<=t= <, For the finite-dimensional problem (34), we employed a uniform mesh with mesh spacing h. The controls were approximated by piecewise constant polynomials while the states were approximated by continuous, piecewise linear polynomials. Table 1 gives the optimal e corresponding to various choices of h (actually 1/e is given for various choices of l/h). The optimal e was chosen to minimize the expression (58) (X xh, x* xh)Hl"-(U* uh UCa--uh), where (xh, u h) denotes the solution to (34) (which depends on e). The column labeled
