Abstract-The multiobjective evolutionary algorithm based on decomposition (MOEA/D) has been shown to be very efficient in solving multiobjective optimization problems (MOPs). In practice, the Pareto-optimal front (POF) of many MOPs has complex characteristics. For example, the POF may have a long tail and sharp peak and disconnected regions, which significantly degrades the performance of MOEA/D. This paper proposes an improved MOEA/D for handling such kind of complex problems. In the proposed algorithm, a two-phase strategy (TP) is employed to divide the whole optimization procedure into two phases. Based on the crowdedness of solutions found in the first phase, the algorithm decides whether or not to delicate computational resources to handle unsolved subproblems in the second phase. Besides, a new niche scheme is introduced into the improved MOEA/D to guide the selection of mating parents to avoid producing duplicate solutions, which is very helpful for maintaining the population diversity when the POF of the MOP being optimized is discontinuous. The performance of the proposed algorithm is investigated on some existing benchmark and newly designed MOPs with complex POF shapes in comparison with several MOEA/D variants and other approaches. The experimental results show that the proposed algorithm produces promising performance on these complex problems.
I. INTRODUCTION

I
N THE evolutionary computation (EC) community, multiobjective evolutionary algorithms (MOEAs) have gained great popularity for solving practical multiobjective optimization problems (MOPs) [1] , [2] , [6] , [42] . The advantages of MOEAs over traditional optimization methods mainly lie in that an MOEA works with a population of candidate solutions in parallel and thus is able to obtain an approximation of the Pareto-optimal front (POF) that consists of a set of tradeoff solutions, known as Pareto-optimal set (POS), for an MOP in a single run. In recent years, a number of wellknown and powerful MOEAs based on Pareto optimality have been introduced [7] , [21] , [22] , [25] , [32] , [37] , [48] , and their effectiveness for handling MOPs has been validated by empirical studies and various applications. Apart from those Pareto-dominance-based MOEAs, there has been increasing interest in decomposition-based approaches for evolutionary multiobjective optimization [3] , [15] - [17] , [20] , [26] , [44] .
In this paper, we focus on the MOEA based on decomposition (MOEA/D) [44] , which is a recent breakthrough in the design of MOEAs. In contrast to those MOEAs that use Pareto-dominance to guide the search, MOEA/D decomposes an MOP into a number of scalar optimization subproblems and simultaneously solves them in a collaborative manner. The performance of MOEA/D was compared with the improved nondominated sorting genetic algorithm (NSGA-II) in [7] and [26] for MOPs with simple and complicated Pareto sets, respectively, showing that MOEA/D was able to generate the best set of diverse nondominated solutions close to the POF in all tested cases. Furthermore, the efficiency of MOEA/D was confirmed by winning the unconstrained MOEA competition in the 2009 IEEE Congress on EC (IEEE CEC 2009) [46] . Since then, MOEA/D has attracted increasing research interest and various modified versions have been proposed in [19] , [31] , and [40] . Besides, the idea has also been integrated into hybrid algorithms [5] , [27] , [28] , [36] , [41] .
The remarkable performance of MOEA/D is due to its diversity maintenance among subproblems and its information sharing or mating/updating strategy between individuals residing in the neighborhood. The diversity of subproblems guarantees a set of well-distributed solutions, which is achieved by decomposing an MOP by a uniform distribution of weight vectors, while information sharing helps a population converge toward the POF as fast as possible.
In the literature, there exists a number of works focusing on the uniformity of weight vectors to achieve the diversity of the resulting subproblems. While a set of evenly distributed weight vectors works well for simple MOPs, especially when the shape of the POF is close to the hyperplane M i=1 f i = 1 (where M is the number of objectives and f i is the ith objective) [30] , it cannot give a good distribution for complex MOPs, such as the POF that has a long tail and sharp 2168-2267 c 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/ redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
peak [40] . This means MOEA/D will struggle to find points on the boundary or extreme regions of the POF in those cases. Besides, the mating mechanism used in MOEA/D is likely to produce duplicate solutions if the neighborhood contains similar solutions, especially when the POF of the MOP being optimized has disconnected regions. In recent years, there has been an amount of research interest on these issues. As the uniformity of weight vectors plays a fundamental role in MOEA/D, some researchers [12] , [40] , [43] employ weight adjustment schemes to achieve a best approximation possible. However, Giagkiozis et al. [10] argued that an even or uniform distribution of weight vectors does not necessarily produce evenly distributed solutions on the POF. Another feasible way is to develop effective decomposition approaches [18] , [19] , [45] . For example, Zhang et al. [45] proposed a normal boundary intersection (NBI) style Tchebycheff approach to overcome the sensitivity to scales of the objectives, thereby expecting a good distribution of approximated POF. While it works well on bi-objective problems, this approach can not be easily extended to higher dimensional problems. Another interesting method for handing complex problems is to adopt an objective transform strategy [30] if the geometry of the POF is below the hyperplane M i=1 f i = 1. The basic idea behind it is to identify the POF geometry, getting the transformed POF as close to this hyperplane as possible. The idea seems helpful. However, if there is noise in the approximated POF used in identifying the POF shape, this method will fail. Besides, the identification of the POF geometry or the transform parameter itself is an optimization problem, which requires extra computational resources.
To overcome these shortcomings, an improved MOEA/D with a two-phase strategy (TP) and a niche-guided scheme, denoted MOEA/D-TPN, is proposed in this paper. In MOEA/D-TPN, TP is conditional and will be activated when there are less boundary or extreme solutions than intermediate solutions in the population, which helps the algorithm to dedicate computational resources to find boundary solutions, and the niche-guided scheme is used to perform the mating operation with parents in the less crowded regions, thereby avoiding duplicated solutions in the offspring. MOEA/D-TPN is tested on some existing and newly designed complex MOPs, showing better performance than its predecessor. Additionally, the performance of MOEA/D-TPN is also compared with strength Pareto evolutionary algorithm 2 with shift-based density estimation (SPEA2+SDE) [24] , NSGA-III [8] , in our experimental study.
The rest of this paper is organized as follows. Section II presents a brief review of MOEA/D. The improved MOEA/D, i.e., MOEA/D-TPN, is described in Section III. Section IV presents some newly designed test problems with complex POFs and the experimental study based on them. A further discussion of the algorithm is provided in Section V. Section VI concludes this paper.
II. REVIEW OF MOEA/D
MOEA/D employs decomposition to convert an MOP into a number of scalar optimization subproblems and then optimizes them simultaneously. Three decomposition approaches have been used in [44] . For simplicity, we use the Tchebycheff approach in this paper, and the scalar optimization subproblems are in the following form:
where λ = (λ 1 , . . . , λ M ) is a weight vector with M j=1 λ j = 1, x is the solution space, f j (x) is the jth objective, and z * is the reference point, i.e., z
Since its introduction, MOEA/D has received increasing research interest, and many studies have been published to further enhance its performance. Since the uniformity of weight vectors is of great importance to MOEA/D, researchers have proposed various weight vector design methods. Zhang and Li [44] adopted the simplex-lattice design to set a fixed number of weight vectors. But this method cannot guarantee a set of uniform solutions [40] . Based on the mapping relation between the weight vectors and optimal solutions, Qi et al. [40] proposed a new weight vector initialization method, called WS-transformation. Besides, they also designed an elite population-based adaptive weight vector adjustment (AWA) strategy, where an elite population is introduced to help add new subproblems into the real sparse regions of the objective space. This way, AWA is expected to solve complex MOPs with disconnected subregions in the POF more effectively. In [43] , a uniform design method is applied to generate the weight vectors. This uniform design method has the advantages: it can generate a more uniform distribution of the weight vectors and the resulting population size does not increase nonlinearly with the number of objectives.
Apart from refining the weight vectors, there exists work on maintaining the population diversity. Li and Zhang [26] introduced the differential evolution (DE) operator [38] into MOEA/D, which leads to the MOEA/D-DE algorithm. Recently, an interesting mating selection method has been presented in [29] . To reach a balance between convergence and diversity of the search process, Li et al. [29] considered the selection of promising solutions for subproblems as a matching between subproblems and solutions, thus proposing a simple and effective stable matching model to coordinate the selection process. Following this line, an interrelationship-based mating selection has been also introduced in [23] . Other diversity maintenance mechanisms, such as the adaptive mating selection mechanism [4] , ensemble of neighborhood sizes [47] , variable neighborhood [33] , and opposition-based learning strategy [34] , have been successfully applied to MOEA/D.
Since MOEA/D uses decomposition approaches to decompose an MOP into a number of scalar subproblems, any attempt to improve decomposition approaches is not trivial. Some newly developed decomposition approaches include the NBI-style Tchebycheff approach [45] , adaptive scalarizing functions [18] , and simultaneous use of different scalarizing functions [19] . In [10] , a novel generalized decomposition is introduced, providing a framework with which the decision maker can guide the underlying evolutionary algorithm toward specific regions of interest of the entire POF with the desired distribution of POS.
There have been other approaches for enhancing MOEA/D to handle complicated MOPs. Liu et al. [30] suggested the use of objective transform for finding a set of uniformly distributed solutions if the POF shape is convex. Recently, a new version of MOEA/D, called MOEA/D-M2M, has been proposed in [31] . Interestingly, MOEA/D-M2M does not require any aggregation methods and a subpopulation is responsible for each decomposed subproblem.
III. IMPROVED MOEA/D
In this section, the MOEA/D-TPN algorithm is presented. MOEA/D-TPN improves MOEA/D with two strategies: the TP strategy, which conditionally divides the whole optimization process into two phases and the niche-guided strategy, which helps increase the population diversity in a more reliable way. The two strategies are described below.
A. TP Optimization
As stated in [40] , there are two main issues in MOEA/D. One is the nonuniformity of approximated solutions along the convex POF that has complex shapes with a sharp peak and long tail, where a small variation in one objective results in a large gap in another objective. In this case, MOEA/D offers dense solutions in the intermediate region of the POF and can hardly achieve well-distributed solutions in the extreme region of the POF although a set of uniform weight vectors is provided. Fortunately, MOEA/D is free from this drawback in concave MOPs [30] . Thus, it is natural to achieve uniform solutions for a convex MOP by solving the scalar optimization subproblems in a reversed form max g r x|λ, r
where r * is the nadir point constructed from the worst objective values for the entire POS, i.e., r
When handling an MOP, however, its convexity-concavity is not always known beforehand. This gives rise to the problem on how to properly choose the subproblem form. Besides, the nadir point is also not available before the evolution. For these reasons, we propose the TP method that divides the whole evolution procedure into two phases. The first M r % of the entire computing resources is called the first phase, where MOEA/D uses the scalar subproblem form of Eq. (1) and concentrates on convergence and diversity. At the end of the first phase, a crowding-based method is used to evaluate whether MOEA/D has obtained a set of uniform solutions or not. The crowdingbased method assesses the density of solutions in both the intermediate region and the extreme region of the POF. If the solutions in the intermediate region is denser than those in the extreme region, it implies that the MOP is probably convex, and the use of the reversed scalar subproblem form will be more suitable in the remaining optimization phase. Note that the nadir point used in Eq. (2) for the second phase can be constructed by the obtained Pareto-optimal solutions from the first phase. The following illustrates how the crowding-based method works.
Any weight vector λ used in MOEA/D should satisfy the restriction λ 1 + · · · + λ M = 1, where each ingredient λ j is nonnegative. According to the arithmetic mean-geometric mean inequality theorem,
always holds, and the equality condition of this inequality is that if and only if all ingredients of λ are equal, which means λ is located in the center of the hyperplane λ 1 + · · · + λ M = 1. In other words, the larger M j=1 λ j is, the closer the weight vector is to the central weight vector. Therefore, we can categorize the set of N weight vectors employed in MOEA/D into two subsets, the intermediate subset W m and the extreme subset W e , as follows:
where λ is the set of N weight vectors generated by the simplex-lattice design used in the original MOEA/D. A value of 0.5 is used in Eq. (3) as it can generate a good classification between W m and W e . A too large or too small value of this parameter will cause size imbalance of the classified subsets. 
where D mid and D ext are the crowdedness values for the intermediate and extreme sub-populations, respectively, γ (i) quantifies the crowding level of the ith solution in a sub-population, which is defined as follows:
where d ij is the distance between the solutions i and j and B(i) and T are the neighboring members of solution i and the neighborhood size in MOEA/D, respectively. The definition of γ (i) is not trivial because it measures the closeness of the T neighboring solutions to the ith solution.
It should be noted that the second phase is an alternative, which means if there is no much difference between D mid and D ext , the second phase can be eliminated from the evolution procedure, and the first phase will last for the whole evolution.
B. Niche-Guided Mating/Update Selection
Another issue regarding MOEA/D is that it will produce many similar solutions due to the neighborhood mating and updating strategy. The neighborhood mating plays an important role in MOEA/D. In the original version of MOEA/D [44] , the authors used the simulated binary crossover (SBX) operator to produce new solutions. Later in MOEA/D-DE [26] , the same authors employed the DE operator [38] , instead of SBX, to perform the mating operation and increased the population diversity by selecting three parent solutions from the whole population with a small probability 1 − δ. This modification, however, can not guarantee that the selected solutions are distinct and may result in producing similar solutions in each generation. When an MOP has disconnected sub-regions on the POF, the effect is more severe and many scalar subproblems may obtain similar solutions on breakpoints, leading to a decrease in the population diversity. Thus, the selection of mating range is also of great importance to the performance of MOEA/D.
In the following, we propose a niche-guided scheme for the selection of the mating/update range. The scheme computes the niche count of each individual over its T neighboring individuals instead of all members of the population. The niche count for each individual i, denoted nc(i), is calculated by summing a sharing function over its T neighboring individuals as
where d ij is the distance between individuals i and j and sh(d ij ) is the sharing function that measures the similarity level between individuals i and j, which is defined as
where σ share is a predefined niche radius and α is a constant, called the sharing level [11] .
If the niche count of an individual is over a given threshold, it means that the individual is similar to its T neighboring individuals and it is desirable to choose individuals outside the neighborhood as the mating parents. Hence, the mating/update range can be defined as follows:
where β is the threshold that is closely related to the niche radius σ share , i.e., β is mainly determined by σ share . As the maximum value of nc(i) is T, we set β to be T/2 in this paper. P and P are calculated by
where rand 1 and rand 2 generate independently random numbers in the range [0, 1], P remains the same as in MOEA/D-DE [26] . The definition of P means that, if the niche count of individual i reaches the threshold β, it has a 50% chance to select individuals outside its neighborhood as the mating parents. This makes sense when MOEA/D pursues a high level of diversity but the neighboring solutions are very similar.
C. Framework of MOEA/D-TPN
For simplicity, we apply the DE operator [38] and polynomial mutation operator [6] to produce offspring in the proposed algorithm, which is the case with MOEA/D-DE [26] . The DE operator generates a candidate solutionŷ bŷ
k , with probability CR x r 1 k , with probability 1 − CR (12) whereŷ k is the kth component ofŷ and x
k , and x r 3 k are three distinct individuals randomly chosen from the population. CR and F are two control parameters.
The polynomial mutation produces a solution y = (y 1 , . . . , y n ) fromŷ as follows:
, with probability p m y k , with probability 1 − p m (13) with if gen == M r * MaxIteration then 8: Calculate D mid and D ext by Eqs. (4) and (5), respectively. Re-initialize the N weight vectors for the second evolution phase and re-calculate the T closest weight vectors to each weight vector 13: end if 14: end if 15: for i := 1 to N do 16: Calculate the niche count of individual i and set the mating/update range as P by Eq. (9) 17:
Set r 1 = i and randomly select two indexes r 2 and r 3 from P 18: Apply the DE operator on individuals r 1 , r 2 and r 3 by Eq. (12) to generate a solutionȳ, and perform the polynomial mutation operator onȳ by Eq. (13) to produce a new solution y 19: Update the reference point z if the evolution is in the first phase 20: Check if y is better than any individual x j in P (g(y|λ j , z) ≤ g(x j |λ j , z) for the first phase and g(y|λ j , r) ≥ g(x j |λ j , r) for the second phase). If y is better and no more than n r individuals in P have been replaced, x j is replaced by y 21: end for 22 : end for 23: Save the final population in EP 2 24: Output the non-dominated solutions from EP 1 ∪ EP 2 of Algorithm 1, at the beginning of the second phase, the N weight vectors should be reinitialized since the scalar subproblem form (i.e., the search direction) has changed.
To obtain a uniform distribution of weight vectors for the reversed scalar subproblem form, we firstly use the simplex-lattice design to generate N points {w 1 , . . . , w N } on the hyperplane [26] , the proposed algorithm adopts the DE operator to produce new solutions (line 17). But it selects parent individuals in a reliable way that guarantees a wide exploration when the neighboring solutions are over-crowded. In other words, the niche-guided scheme helps maintain the population diversity. 5) In some sense, the second phase can be regarded as a stage of refining the already obtained solutions in the first phase since the second phase is expected to find a set of well-distributed solutions. Thus, in the second phase, instead of reinitializing the population, we use the final population of the first phase as the initial population. Besides, this will not interrupt the evolution process, which is quite important to the convergence performance of any MOEAs. 6) The algorithm uses two external population archives, EP 1 and EP 2 , to store the approximated solutions in the two phases. Then, at the end of the whole evolution, nondominated solutions are identified from EP 1 and EP 2 and served as the final optimization results. Intuitively, EP 1 tends to keep intermediate solutions, while EP 2 is more likely to store boundary solutions.
D. Computational Cost of One Generation of MOEA/D-TPN
MOEA/D-TPN has the same framework as MOEA/D-DE [26] , thus the increased computation cost is 
IV. EXPERIMENTAL STUDY
A. Test Problems
To investigate the performance of MOEA/D-TPN on problems with complex POF shapes, we develop some new test instances (F1-F4), each of which has a nonconcave POF shape. Besides, two more commonly used test functions, UF4 [46] and convex DTLZ2 [8] , are also included in the experiments. UF4 is a two-objective problem with a complicated POS shape, whilst the convex DTLZ2 is adapted from the original DTLZ2 problem [9] , whose Pareto-optimal surface is almost flat at the edges, but changes sharply in the intermediate region. Deb and Jain [8] has shown in their experimental study that, on the convex DTLZ2, some MOEA/D variants fail to find points on the boundary of the POF. The details of these test instances are presented in Table I . [40] is used for weight vector initialization. The control parameters for the compared algorithms were set the same as in [26] . In the last three variants, the sharing radius σ share was set to 0.005, and the TP control parameter M r was set to 0.7.
B. Parameter Settings
The population size in each algorithm was set to 200 for the two-objective instances and 300 for the three-objective instances. Each algorithm was executed 30 runs independently for each test instance on a computer with a configuration of Intel Core2 Duo CPU 2.4 GHz processor and 4 GB memory. The maximum number of generations was set to 500 for all the test instances.
C. Performance Metric
In our experimental studies, we adopt the following two widely used performance metrics.
1) Inverted Generational Distance [49] : Inverted generational distance can provide reliable information on both the diversity and convergence of obtained solutions. Let PF be a set of solutions uniformly sampled from the true POF, and PF * be the approximated solutions in the objective space, the metric measures the gap between PF * and PF, which is calculated as follows:
where d(p, PF * ) is the distance between the member p of PF and the nearest member of PF * .
2) Hypervolume [48] : Hypervolume metric measures the size of the objective space dominated by the approximated solutions S and bounded by a reference point R = (R 1 , . . . , R M ) T that is dominated by all points on the POF, and is computed by
where Leb(A) is the Lebesgue measure of a set A. In our experiments, R is set to (2.0, 2.0) T for bi-objective test instances.
D. Comparison Among MOEA/D Variants
Figs. 2 and 3 plot the approximated POF achieved by each MOEA/D variant with the best IGD value on each test instance. F1 and F3 are problems with complex POF shapes of a sharp tail and a long tail. So, the use of TP evidently provides a good distribution in the extreme regions. F2 has several disconnected regions on the POF, and the original MOEA/D only finds a small part of solutions on the POF. Nevertheless, the use of the niche-guided scheme helps MOEA/D to solve this difficulty. It is also interesting that MOEA/D-TP also achieves a good approximation on this problem. One possible reason for this is that in the second phase, the weight vectors need to be reinitialized, which may cause the variation of search directions, and thus increase the population diversity. In Fig. 3 , again, TP is very helpful in identifying boundary points for F4 and convex DTLZ2. UF4 is a concave problem, and the proposed TP scheme will not be activated in this case, which helps us focus analysing on the influence of the niche-guided scheme. Besides, UF4 also has strong dependencies between variables. Thus, to obtain a good approximation of this problem, an algorithm must be capable of maintaining population diversity. As shown in the middle column of Fig. 3 , MOEA/D variants with the use of the niche-guided scheme have improved population diversity, thus achieving a better distribution of approximated solutions than those without this strategy. It can be also observed that TP is not activated in this case since MOEA/D-TPN and MOEA/D-N achieve similar results in Fig. 3 on UF4 .
The plots of MOEA/D (which uses only WS-transformation) on F1, F3, and convex DTLZ2 in Figs. 2 and 3 also clearly indicate that a uniform distribution of weight vectors will not necessarily lead to a set of evenly distributed solutions on the POF. This may motivate researchers to seek other possible improvements like decomposition approaches, instead of pursuing a better distribution of weight vectors, to enhance MOEA/D. Table II 
E. Comparison With Peer Algorithms
To have a fair comparison, peer algorithms, such as MOEA/D-NBI [45] and MOEA/D with objective transform (TMOEA/D) [30] , that are specially designed for solving MOPs with complex POF geometries should be tested in our experiments. Since MOEA/D-NBI is only applicable to bi-objective cases, we choose F1-F3, and UF4 as the test instances in this part. The parameter settings of each algorithm are derived from the referenced paper.
The statistical results of the three algorithms are presented in Table III . It can be clearly seen from the table that MOEA/D-TPN significantly outperforms the other two algorithms on the four tested problems in terms of IGD and HV. For TMOEA/D, the poor performance can be attributed to that the shapes of the test instances are extremely irregular, and TMOEA/D may not be able to accurately identify them, thus it cannot achieve a good approximation. For MOEA/D-NBI, apart from the extremely irregular POF geometries of the test problems, the lack of effective diversity maintenance strategy may be another reason for its poor performance. Nevertheless, MOEA/D-TPN considers the distribution of solutions and uses TP to adjust search directions. Accordingly, it achieves a better approximation for each instance. To have a better understanding of differences among the three different kinds of algorithms, we also plot the approximations obtained by TMOEA/D and MOEA/D-NBI for F1, F2, and UF4 in Fig. 4 . 
F. Comparison With Other Algorithms
In this section, SPEA2+SDE [24] and NSGA-III [8] are used for comparison. The algorithms compared are newly-developed techniques and have shown to be very efficient for solving MOPs. To increase difficulties for these algorithms, four extra test problems with complex POF shapes are used in the experiment, which are presented in Table IV . POL is derived from Poloni's study [39] , whose POF is discontinuous and has a long tail. mF4 is a modified version of F4, and is more difficult for MOEAs to find boundary solutions on the POF since both the search space and the objective space have been scaled. The modification leads to TABLE IV  EXTRA TEST INSTANCES   TABLE V  BEST, MEDIAN, AND WORST IGD, HV, AND T (SECONDS) VALUES OF THE THREE ALGORITHMS ON THE EXTRA TEST PROBLEMS   Table IV are more challenging than those used in our previous experiment, imposing various effects on the performance of MOEAs. Specially, reference points (20, 30) T , (12, 12, 12 ) T , and (2, 2, 2) T are selected for the HV calculation of POL, mF4, and another three-objective problems, respectively. The parameter settings in each algorithm are derived from the referenced paper. Table V gives the statistical results of the IGD, HV, and T values on these test functions, where "T" represents the runtime of an algorithm, recorded in seconds. It can be observed that, for the tested problems, MOEA/D-TPN achieves significantly better results than the other two algorithms in terms of IGD and HV. Specifically, judging from the IGD values, SPEA2+SDE struggles to converge toward the POF on mF4 and F5, while NSGA-III performs poorly on POL and F6. As for the run-time performance, MOEA/D-TPN clearly exceeds the other two algorithms by a significant margin, SPEA2+SDE ranks the second, and NSGA-III ranks the last.
The results in Fig. 5 shows the approximated POF of the lowest IGD value over 30 runs obtained by each algorithm. It is clear to see that MOEA/D-TPN is able to converge to the POFs and cover the entire POFs of the first three test functions, and finds most of solutions for F6. On F6, SPEA2+SDE loses the boundary areas, while MOEA/D-TPN keeps most of them. However, MOEA/D-TPN loses extreme areas, while SPEA2+SDE keeps well. While SPEA2+SDE performs well on POL and F6, it struggles to converge to the POFs of mF4 and F5. NSGA-III achieves fair results on POL, mF4, and F5, but it fails to cover the whole extreme regions of these problems. NSGA-III performs poorly and obtains many points on a local POF surface on F6 since this a deceptive problem with a complex POF, but the other algorithms have successfully found many global solutions on this problem. Fig. 6 shows the evolution curves of the average IGD values for the test problems against generation. Clearly, all the algorithms have a fast convergence performance on the test functions. Meanwhile, a notable improvement of the IGD values can be observed in the improved MOEA/D when TP is activated (at the 350th generation), leading to MOEA/D-TPN achieving better late-stage performance than SPEA2+SDE and NSGA-III on this problems.
V. DISCUSSION, LIMITATION, AND FUTURE RESEARCH
A. Further Investigation of TP
As has been shown in the previous experimental study, the TP scheme evidently improves MOEA/D by providing a better set of evenly-distributed solutions for the tested problems. There are two basic issues involved in TP, however, which may influence the performance of the proposed algorithm. One is the definitions of the intermediate and extreme regions, since the definitions are based on the continuous POF, we would wonder what will happen to them for disconnected problems. The other one is whether TP has an influence on population diversity. Therefore, we carried out the following experiments. Fig. 7 , D mid seems to be higher than D ext , and this is probably because the level of extreme solutions is too low, and many extreme individuals of W e share the same solutions, leading to a small value of D ext . It is worth noting that, the figure also confirms that parameter 0.9 is able to determine whether there is a significant difference between D mid and D ext .
2) Influence of TP on Population Diversity: As discussed in Section IV-D, TP not only helps in finding extreme solutions, but seems to have the potential to increase population diversity for F2. To further investigate the diversity performance of TP, we tested MOEA/D + TP on F2. Fig. 8 shows the population at the 350th, 360th, 370th, and 380th generations. We can observe that, at the end of the first phase (350th generation), the algorithm only finds solutions on the top left of the POF. When TP is triggered, the population gradually covers the disconnected subregions on the bottom right of the POF, which means TP helps diversify the population across the whole POF. One possible reason for this is that search directions have been changed in the second phase, which in return increases the chance for the population to explore new regions, thus providing a better distribution and coverage of solutions. 
C. Effect of the Sharing Radius σ share
In the proposed algorithm, the sharing radius σ share in the sharing function is an important factor. A large σ share will reduce the impact of the niche-guided scheme, while a small one may lead to too much exploration in the search space and may not ensure a fast convergence of the population. In the following, σ share is set to 0.001, 0.005, 0.01, 0.05, 0.2, and 0.5, and MOEA/D-N is tested on F2 and UF4, both of which have shown to be sensitive to σ share in the previous study. Note that, we do not use MOEA/D-TPN here because TP helps to solve the problem, which may shadow the importance of the niche-guided scheme. So, to avoid this situation, it is better to investigate the effect of the sharing radius separately. Table VII gives the effect of varying the sharing radius σ share . Clearly, high values of σ share deteriorate IGD values because the algorithm is given more chance to produce a new individual by selecting neighboring parent individuals, while a low value will make the algorithm concentrate on global exploration and cannot provide sufficient convergence performance. Notably, setting the value of σ share to 0.005 offers better results on the tested instances F2 and UF4.
D. Effect of the Population Size
The population size (N) is another key factor that greatly affects the performance of algorithms. To investigate its influence, we test three levels of population sizes for the algorithms SPEA2+SDE, NSGA-III, and MOEA/D-TPN on the problems POL and mF4. number of divisions on each objective and M is the number of objectives. The population size for NSGA-III is set as the smallest multiple of four higher than N, which is referenced to the setting in [8] . SPEA2+SDE has the same population size setting as NSGA-III. Table IX gives 
E. Limitations and Future Research
The study has two main limitations. The first is that there are some parameters involved in MOEA/D-TPN, and it is not easy for users to set in advance without any knowledge about a problem. For example, the setting of the control parameter M r used in the TP scheme may vary with the difficulty of the problem considered. On one hand, for easy problems, M r = 0.5 may be enough to drive most of individuals toward the true POF, but for difficult problems, M r = 0.5 may not be enough to obtain an accurate estimation of population crowdedness and the nadir point. On the other hand, a large M r is good for estimating population crowdedness, but may cause the algorithm to have few computational resources in the second phase, thus unable to have a good approximation at the end of the evolution. For these reasons, M r is suggested to be in [0. 5, 0.8] . Note that, the TP scheme is really helpful for complex problems in question and a value of 0.7 for M r generates good results for them in this paper. Another key parameter is σ share , and its setting relates to the number of objectives and the population size. σ share = 0.005 may not be the best choice for all the problems, however, the experimental study has seen an improvement in MOEA/D with the use of niche. The second limitation is this paper mainly focuses on bi-and three-objective complex problems, which may induce some bias. Although MOEA/D-TPN has achieved encouraging performance on the problems in question, that does not imply MOEA/D-TPN is always better than the other compared algorithms. Further investigations are required to have a better understanding of its performance.
As a first step, the analysis has been focusing on low-dimensional test problems. Future work will extend the improved MOEA/D to many-objective optimization and dynamic multiobjective optimization. We will also consider to develop a self-adaptive version of MOEA/D-TPN that is less sensitive to parameter settings and even free from key parameters. Another interesting research line will be to design a smart version of MOEA/D-TPN, where the solutions on the POF are smart distributed [13] , [14] , [35] . In other words, we will emphasize the regions of the POF that entail significant tradeoff, and de-emphasizes the regions corresponding to little tradeoff. Besides, the issue on how to set a arbitrary population size of MOEA/D in high-dimensional problems will be addressed in our further work.
VI. CONCLUSION
An extensive review of the performance of MOEA/D has shown that the MOEA/D algorithms tend to find solutions located in the intermediate region of an irregular POF and have difficulty in solving problems with complex POF shapes, i.e., the POF with a sharp peak and long tail, and disconnected regions. This paper has extended the MOEA/D framework to overcome this drawback by introducing a novel TP scheme and a niche-guided scheme. While TP alternatively divides the whole optimization procedure, according to the crowdedness of solutions on the POF, into two phases, and helps the population in finding points on the boundary of the POF in the second phase; the niche-guided scheme is used to maintain the population diversity in cases where the POF has several disconnected regions that may result in MOEA/D producing many duplicate solutions. In this way, the improved MOEA/D is expected to be capable of handling difficult landscapes and achieving desirable optimization results.
The proposed algorithm has been tested on some complex problems, including existing and newly designed test functions. Experimental results have shown that the improved MOEA/D achieves better performance than several compared MOEA/D variants, and outperforms another two algorithms, i.e., SPEA2+SDE and NSGA-III, on the test problems. We would like to summarize some key findings regarding the proposed MOEA/D-TPN as follows.
1) The niche-guided scheme provides a high level of population diversity for complex test problems (e.g., F2, UF4) during the evolution, especially when the problem being optimized is discontinuous. 2) When solving problems whose POF has a sharp peak or a long tail, MOEA/D with TP shows a significant better performance than that without TP. The improved MOEA/D has been tested on the convex version of DTLZ2, mF4, and F5, proving that it is very efficient for finding points on the boundary of the POF. Besides, TP can adjust search directions and diversify individuals (e.g., F2), which may be helpful disconnected problems.
3) The experimental results have also revealed that, although a good distribution of weight vectors (i.e., WS-transformation) for MOEA/D is available, it cannot necessarily guarantee the evenness of the resulting solutions on complex POF shapes. This may motivate researchers to seek other possible improvements like decomposition approaches, to enhance MOEA/D instead of pursuing only a better distribution of weight vectors. Despite that, MOEA/D-TPN has achieved encouraging performance on the tested problems, there still exists areas for continued improvement. A number of future directions have been identified from this paper, and MOEA/D-TPN will be extended to handling more complicated problems and meeting a series of requirements.
