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ON THE HOMOGENIZATION OF MULTICOMPONENT
TRANSPORT
GRE´GOIRE ALLAIRE, HARSHA HUTRIDURGA
Abstract. This paper is devoted to the homogenization of weakly coupled
cooperative parabolic systems in strong convection regime with purely peri-
odic coefficients. Our approach is to factor out oscillations from the solution
via principal eigenfunctions of an associated spectral problem and to cancel
any exponential decay in time of the solution using the principal eigenvalue
of the same spectral problem. We employ the notion of two-scale convergence
with drift in the asymptotic analysis of the factorized model as the lengthscale
of the oscillations tends to zero. This combination of the factorization method
and the method of two-scale convergence is applied to upscale an adsorption
model for multicomponent flow in an heterogeneous porous medium.
1. Introduction
Upscaling reactive transport models in porous media is a problem of great prac-
tical importance and homogenization theory is a method of choice for achieving
this goal (see [15] and references therein). In this paper we focus on a model
problem of reactive multicomponent transport for N diluted chemical species
in a saturated periodically varying media. The fluid velocity is assumed to be
known. On top of usual convective and diffusive effects we consider linear re-
action terms which satisfy a specific condition, namely that the reaction matrix
is cooperative (see the precise definition in Section 2). This assumption is quite
natural for a linear system, as we consider here, since it ensures a maximum (or
positivity) principle for solutions which, being concentrations, should indeed be
non-negative for obvious physical reasons. As usual the ratio between the pe-
riod of the coefficients and a characteristic lengthscale of the porous domain is
denoted by a small parameter 0 < ε≪ 1. Denoting the unknown concentrations
by uεα, for 1 ≤ α ≤ N , we study in the entire space Rd the following weakly
coupled (i.e., no coupling in the derivatives) system of N parabolic equations
with periodic bounded coefficients:
(1.1) ρα
(x
ε
)∂uεα
∂t
+
1
ε
bα
(x
ε
)
·∇uεα−div
(
Dα
(x
ε
)
∇uεα
)
+
1
ε2
N∑
β=1
Παβ
(x
ε
)
uεβ = 0,
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for 1 ≤ α ≤ N , where bα are velocity fields, Dα are symmetric and coercive
diffusion tensors and Π is the reaction (or coupling) matrix, assumed to be coop-
erative (see (2.7) for a precise definition). All coefficients are Y -periodic, where
Y :=]0, 1[d is the unit cell in Rd. Our main result, Theorem 18, states that a
solution to the Cauchy problem for (1.1) admits the following asymptotic repre-
sentation (for every 1 ≤ α ≤ N):
uεα(t, x) = ϕα
(x
ε
)
exp (−λt/ε2)
(
v
(
t, x− b
∗t
ε
)
+O(ε)
)
,
where {λ, (ϕα)1≤α≤N} is the first eigenpair for a periodic system posed in the unit
cell Y :=]0, 1[d, b∗ is a constant drift vector and v(t, x) solves a scalar parabolic
homogenized problem with constant coefficients. Our result generalizes the works
[7] and [14], which were restricted to a single (scalar) parabolic equation. In
[9], [10] a similar result was obtained for a cooperative elliptic system without
convective terms. Our present work is thus the first to combine large convective
terms and multiple equations.
Let us explain the specific ε-scaling of the coefficients in (1.1), which is not
new and is well explained, e.g., in [6]. Before adimensionalization, the physical
system of equations, in original time-space coordinates (τ, y), is, for 1 ≤ α ≤ N ,
ρα
∂uα
∂τ
+ bα · ∇uα − div(Dα∇uα) +
N∑
β=1
Παβuβ = 0.
Interested by a macroscopic view and long time behaviour of this parabolic sys-
tem, we perform a “parabolic” scaling of the time-space variables, i.e., (τ, y) →
(ε−2t, ε−1x), which yields the scaled model (1.1).
Remark 1. Another scaling that one could consider is the “hyperbolic” scaling,
i.e., (τ, y)→ (ε−1t, ε−1x). This has been addressed in [21] (for N = 2) where the
scaled system is:
ρα
(x
ε
)∂uεα
∂t
+ bα
(x
ε
)
· ∇uεα − εdiv
(
Dα
(x
ε
)
∇uεα
)
+
1
ε
N∑
β=1
Παβ
(x
ε
)
uεβ = 0,
for 1 ≤ α ≤ N . The main result of [21] is that the solution to the Cauchy problem
for the above system admits the asymptotic representation:
uεα(t, x) ≈ φα
(x
ε
)
δ(x− b∗t)
where φα is the first eigenfunction and there is no time exponential because λ = 0
happens to be the first eigenvalue for the specific choice of cooperative matrix Παβ
made in [21]. In the above equation δ is the Dirac mass which appears because
of a concentration assumption on the initial data. The main difference with the
parabolic scaling in our work is that there is no diffusion homogenized problem.
The drift velocity can be interpreted as b∗ = ∇H(0) with H being some effective
Hamiltonian.
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The organization of this paper is as follows. In Section 2, we describe the
mathematical model of cooperative parabolic systems and the precise hypotheses
made on the coefficients. Section 3 briefly recalls the existence and uniqueness
theory for system (1.1). Since no uniform a priori estimates can be obtained for
(1.1), a factorization principle (or change of unknowns) is performed in Section
4. Then, uniform a priori bounds are deduced for the solution of this factorized
problem. The definition of two-scale convergence with drift is recalled in Section
5. Then, based on the uniform a priori estimates of Section 4, we obtain a
two-scale compactness result for the sequence of solutions (see Theorem 15).
Our main homogenization result is Theorem 18 which is proved in Section 6.
Eventually, Section 7 generalizes our analysis to a similar, but more involved,
system which is meaningful from a physical point of view. The differences are
that (i) the convection-diffusion takes place in a perforated porous medium and
(ii) the chemical reactions are localized on the holes’ boundaries rather than in
the fluid bulk. This is a frequent case for adsorption or deposition of the chemical
on the solid surface (cf. the discussion and references in [6]).
2. The model
Before we present our model, let us introduce the following shorthands:
ρεα(x) := ρα
(x
ε
)
; bεα(x) := bα
(x
ε
)
; Dεα(x) := Dα
(x
ε
)
; Πεαβ(x) := Παβ
(x
ε
)
,
where the small positive parameter ε ≪ 1 represents the lengthscale of oscilla-
tions. We consider the following Cauchy problem:
(2.1) ρεα
∂uεα
∂t
+
1
ε
bεα · ∇uεα − div(Dεα∇uεα) +
1
ε2
N∑
β=1
Πεαβu
ε
β = 0 in (0, T ) × Rd,
(2.2) uεα(0, x) = u
in
α (x) for x ∈ Rd.
For a normed vector space H, we use the following standard notation for Y -
periodic function spaces:
Lp#(R
d;H) :=
{
f : Rd →H s.t. f is Y -periodic and ‖‖f‖H‖Lp(Y ) <∞
}
.
The assumptions made on the coefficients of (2.1) are the following:
(2.3) ρα ∈ L∞# (Rd;R) and ∃cα > 0 s.t. ρα(y) ≥ cα,
(2.4) bα ∈ L∞# (Rd;Rd) and divbα ∈ L∞# (Rd;R),
(2.5) Dα = (Dα)
∗ ∈ L∞# (Rd;Rd×d) and ∃cα > 0 s.t. cα|ξ|2 ≤ Dα(y)ξ · ξ
for all ξ ∈ Rd and for almost every y ∈ Rd (where (Dα)∗ is the adjoint or
transposed matrix of Dα),
(2.6) Π ∈ L∞# (Rd;Rd×d) and Παβ ≤ 0 for α 6= β,
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we also assume that the coupling matrix Π is irreducible, i.e., there exists no
partition B 6= ∅,B′ 6= ∅ of {1, · · · , N} such that
(2.7) {1, · · · , N} = B ∪ B′ with B ∩ B′ = ∅ and Παβ = 0 for all α ∈ B, β ∈ B′.
This irreducibility assumption ensures that the system (2.1) cannot be decoupled
in two disjoint subsystems (see Remark 19 below).
Remark 2. The only assumption made on the convective fields bα in (2.4) is
that they are bounded as well as their divergences. No divergence-free assumption
is made on these vector fields. The hypotheses (2.6)-(2.7) are borrowed from
[24, 22, 3, 10]. A matrix satisfying (2.6) is sometimes referred to as “cooperative
matrix” (up to the addition of a multiple of the identity it is also an M -matrix).
Hence the system (2.1) gets the name “cooperative parabolic system”.
Finally, we assume that the initial data in (2.2) has following regularity: uinα ∈
L2(Rd) for each 1 ≤ α ≤ N .
3. Qualitative Analysis
Results of existence and uniqueness of solutions to (2.1) are classical. The
“cooperative” hypothesis (2.6) is actually not necessary to obtain well-posedness.
Standard approach is to derive a priori estimates on the solution. Classical
technique is to multiply (2.1) by uεα and integrate over R
d:
1
2
d
dt
ˆ
Rd
ρεα|uεα|2dx+
ˆ
Rd
Dεα∇uεα · ∇uεαdx
=
1
2ε
ˆ
Rd
div(bεα)|uεα|2dx−
1
ε2
N∑
β=1
ˆ
Rd
Πεαβu
ε
βu
ε
αdx.
Since the divergences of the convective fields are bounded, summing the above
expression over 1 ≤ α ≤ N followed by the application of Cauchy-Schwarz in-
equality, Young’s inequality, Gronwall’s lemma and an integration over (0, T )
leads to the following a priori estimates:
(3.1)
N∑
α=1
‖uεα‖L∞((0,T );L2(Rd)) +
N∑
α=1
‖∇uεα‖L2((0,T )×Rd) ≤ Cε
N∑
α=1
‖uinα ‖L2(Rd),
where the constant Cε depends on the small parameter ε. For any fixed 0 < ε, we
can use the a priori estimates (3.1) and Galerkin method to establish existence
and uniqueness of the solution uεα ∈ L2((0, T );H1(Rd)) ∩ C((0, T );L2(Rd)), 1 ≤
α ≤ N .
Maximum principles are a different story altogether. In general we have no
maximum principles for systems. However, the hypotheses (2.6)-(2.7) guarantee a
maximum principle. In [24, 22], weakly coupled cooperative elliptic systems with
coupling matrices satisfying (2.6)-(2.7) are studied with emphasis on maximum
principles and on the well-posedness of associated spectral problems. The results
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of [24] on the cooperative elliptic systems have their parabolic counterpart. We
state the result from [24] adapted to cooperative parabolic systems:
Lemma 3 (see [24, 22] for a proof). Let the conditions (2.3)-(2.7) on the coef-
ficients of (2.1) be satisfied. Then, for any fixed ε > 0, the following holds:
(i) There is a unique solution uεα ∈ L2((0, T );H1(Rd)) ∩C((0, T );L2(Rd)) for
1 ≤ α ≤ N .
(ii) If uinα ≥ 0 for all 1 ≤ α ≤ N , then uεα ≥ 0 for all 1 ≤ α ≤ N .
Remark 4. In order to make an asymptotic analysis on (2.1), as ε → 0, one
demands uniform (with respect to ε) estimates on the solution uεα. But the es-
timates in (3.1) are not uniform in ε. This renders the application of standard
compactness theorems from homogenization theory useless for (2.1).
4. Factorization Principle
The difficulty with the derivation of a priori estimates in presence of large lower
order terms has long been recognized [25, 17, 18, 3, 4, 14]. The idea is to use
information from an associated spectral cell problem. The basic principle is to
factor out principal eigenfunction from the solution to arrive at a new “factorized
system”, amenable to uniform a priori estimates. This idea of factoring our
oscillations from the solution was first introduced in [25] in the context of elliptic
eigenvalue problems. In case of scalar parabolic equations it is shown in [17,
18, 14, 7] that the factorized equations have no zero order terms and that the
first order terms are divergence free. In case of cooperative elliptic systems with
large lower order terms studied in [3, 10], however, it is shown that the factorized
systems still have zero order terms and are transformed as “difference terms”.
We adopt the “factorization principle”, extensively used in the above mentioned
references, to remedy the difficulty we have with the derivation of uniform a priori
estimates for (2.1). We first define the following spectral problem associated with
(2.1) and posed in the unit cell with periodic boundary conditions:
(4.1)


bα · ∇yϕα − divy
(
Dα∇yϕα
)
+
N∑
β=1
Παβϕβ = λραϕα in Y,
y → ϕα(y) Y -periodic.
The above spectral cell problem is not self-adjoint. The associated adjoint prob-
lem is:
(4.2)


−divy(bαϕ∗α)− divy
(
Dα∇yϕ∗α
)
+
N∑
β=1
Π∗αβϕ
∗
β = λραϕ
∗
α in Y,
y → ϕ∗α(y) Y -periodic,
where Π∗ is the transpose of Π. The well-posedness of the above spectral problems
is a delicate issue which is addressed in [24, 22]. The following proposition is an
adaptation to our periodic setting of the main result of [24, 22].
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Proposition 5 (see [24] for a proof). Under the assumptions (2.3)-(2.7) on the
coefficients, the spectral problems (4.1) and (4.2) admit a common first eigenvalue
(i.e., smallest in modulus) which satisfies:
(i) the first eigenvalue λ is real and simple,
(ii) the corresponding first eigenfunctions (ϕα)1≤α≤N ∈ (H1#(Y ))N for (4.1),
(ϕ∗α)1≤α≤N ∈ (H1#(Y ))N for (4.2) are positive, ϕα, ϕ∗α > 0 for 1 ≤ α ≤ N , and
unique up to normalization.
Remark 6. The first eigenvalue λ in Proposition 5 measures the balance between
convection-diffusion and reaction. Also, the uniqueness of first eigenfunctions
in Proposition 5 is up to a chosen normalization. The normalization that we
consider is the following:
(4.3)
N∑
α=1
ˆ
Y
ραϕαϕ
∗
αdy = 1.
In the proof of our a priori estimates it will be convenient to scale the spectral
problems (4.1)-(4.2) to the entire domain Rd via the change of variables y → ε−1x.
More precisely, (4.1)-(4.2) are equivalent to
(4.4)


εbεα · ∇ϕεα − ε2div
(
Dεα∇ϕεα
)
+
N∑
β=1
Πεαβϕ
ε
β = λρ
ε
αϕ
ε
α in R
d,
x→ ϕεα(x) ≡ ϕα(x/ε) εY -periodic,
(4.5)


−εdiv(bεαϕ∗εα )− ε2div
(
Dεα∇ϕ∗εα
)
+
N∑
β=1
Π∗εαβϕ
∗ε
β = λρ
ε
αϕ
∗ε
α in R
d,
x→ ϕ∗εα (x) ≡ ϕ∗α(x/ε) εY -periodic.
Now, we get down to the task of reducing (2.1) to a “factorized system”.
As explained in [3, 4, 14, 7] the first eigenvalue λ governs the time decay or
growth of the solution uεα. So, as is done in the references cited, we perform
time renormalization in the spirit of the factorization principle. Also the first
eigenfunction ϕεα is factored out of u
ε
α. In other words we make the following
change of unknowns:
(4.6) vεα(t, x) = exp (λt/ε
2)
uεα(t, x)
ϕεα(x)
.
The above change of unknowns is valid, thanks to the positivity result in Propo-
sition 5. Now we state a result that gives the factorized system satisfied by the
new unknown (vεα)1≤α≤N .
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Lemma 7. The system (2.1)-(2.2) is equivalent to
(4.7) ϕεαϕ
∗ε
α ρ
ε
α
∂vεα
∂t
+
1
ε
b˜εα ·∇vεα−div
(
D˜εα∇vεα
)
+
1
ε2
N∑
β=1
Πεαβϕ
∗ε
α ϕ
ε
β(v
ε
β−vεα) = 0
in (0, T )× Rd for each 1 ≤ α ≤ N complemented with the initial data:
(4.8) vεα(0, x) =
uinα (x)
ϕεα(x)
x ∈ Rd,
for each 1 ≤ α ≤ N , where the components of (vεα)1≤α≤N are defined by (4.6).
The convective velocities, b˜εα(x) = b˜α
(
x
ε
)
, in (4.7) are given by
(4.9) b˜α(y) = ϕαϕ
∗
αbα + ϕαDα∇yϕ∗α − ϕ∗αDα∇yϕα for every 1 ≤ α ≤ N
and the diffusion matrices, D˜εα(x) = D˜α
(
x
ε
)
, in (4.7) are given by
(4.10) D˜α(y) = ϕαϕ
∗
αDα for every 1 ≤ α ≤ N.
The proof of Lemma 7 is just a matter of simple algebra, using (4.4), and
we refer to [10], [16] for more details, keeping in mind the following chain rule
formulae:

∂uεα
∂t
(t, x) = exp (−λt/ε2)
(−λ
ε2
ϕα
(x
ε
)
vεα(t, x) + ϕα
(x
ε
)∂vεα
∂t
(t, x)
)
,
∇
(
uεα(t, x)
)
= exp (−λt/ε2)
(
1
ε
vεα(t, x)
(
∇yϕα
)(x
ε
)
+ ϕα
(x
ε
)
∇xvεα(t, x)
)
.
Remark 8. The divergence of the convective fields b˜α satisfy
(4.11) divy b˜α =
N∑
β=1
Π∗αβϕαϕ
∗
β −
N∑
β=1
Παβϕ
∗
αϕβ .
It follows that
N∑
α=1
divy b˜α = 0.
Remark 9. The factorized system (4.7) still has large lower order terms. But,
as noticed in [3, 10], the terms are transformed as “difference terms”. This
factorization is the key for getting a priori estimate on the differences (vεα − vεβ).
The following lemma gives the a priori estimates on the new unknown.
Lemma 10. Let (vεα)1≤α≤N be a weak solution of (4.7)-(4.8). There exists a
constant C, independent of ε, such that
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(4.12)
N∑
α=1
∥∥∥vεα
∥∥∥
L∞((0,T );L2(Rd))
+
N∑
α=1
∥∥∥∇vεα
∥∥∥
L2((0,T )×Rd)
+
1
ε
N∑
α=1
N∑
β=1
∥∥∥vεα − vεβ
∥∥∥
L2((0,T )×Rd)
≤ C
N∑
α=1
‖vinα ‖L2(Rd).
Proof. To derive the a priori estimates, we multiply (4.7) by vεα followed by
integrating over Rd and sum the obtained expressions over 1 ≤ α ≤ N :
(4.13)
1
2
d
dt
N∑
α=1
ˆ
Rd
ϕεαϕ
∗ε
α ρ
ε
α|vεα|2dx−
1
2ε
N∑
α=1
ˆ
Rd
div(b˜εα)|vεα|2dx
+
N∑
α=1
ˆ
Rd
D˜εα∇vεα · ∇vεαdx+
1
ε2
N∑
α=1
N∑
β=1
ˆ
Rd
Πεαβϕ
∗ε
α ϕ
ε
β(v
ε
β − vεα)vεα = 0.
To simplify the above expressions, we now use the scaled spectral problems (4.4)-
(4.5). Multiply (4.4) by ϕ∗εα (v
ε
α)
2 followed by integration over the space domain
R
d:
1
ε
ˆ
Rd
(bεα · ∇ϕεα)ϕ∗εα (vεα)2dx−
ˆ
Rd
div
(
Dεα∇ϕεα
)
ϕ∗εα (v
ε
α)
2dx
+
1
ε2
N∑
β=1
ˆ
Rd
Πεαβϕ
ε
βϕ
∗ε
α (v
ε
α)
2dx− 1
ε2
ˆ
Rd
λρεαϕ
ε
αϕ
∗ε
α (v
ε
α)
2dx
= −1
ε
ˆ
Rd
div(bεαϕ
∗ε
α )ϕ
ε
α(v
ε
α)
2dx− 1
ε
ˆ
Rd
ϕεαϕ
∗ε
α b
ε
α · ∇(vεα)2dx
+
ˆ
Rd
ϕ∗εα D
ε
α∇ϕεα · ∇(vεα)2dx+
ˆ
Rd
(vεα)
2Dεα∇ϕεα · ∇ϕ∗εα dx
+
1
ε2
N∑
β=1
ˆ
Rd
Πεαβϕ
∗ε
α ϕ
ε
β(v
ε
α)
2dx− 1
ε2
ˆ
Rd
λρεαϕ
ε
αϕ
∗ε
α (v
ε
α)
2dx
= −1
ε
ˆ
Rd
div(bεαϕ
∗ε
α )ϕ
ε
α(v
ε
α)
2dx− 1
ε
ˆ
Rd
ϕεαϕ
∗ε
α b
ε
α · ∇(vεα)2dx
+
ˆ
Rd
ϕ∗εα D
ε
α∇ϕεα · ∇(vεα)2dx+
ˆ
Rd
(vεα)
2Dεα∇ϕεα · ∇ϕ∗εα dx
−
ˆ
Rd
ϕεαD
ε
α∇ϕ∗εα · ∇(vεα)2dx+
ˆ
Rd
ϕεαD
ε
α∇ϕ∗εα · ∇(vεα)2dx
+
1
ε2
N∑
β=1
ˆ
Rd
Πεαβϕ
∗ε
α ϕ
ε
β(v
ε
α)
2dx− 1
ε2
ˆ
Rd
λρεαϕ
ε
αϕ
∗ε
α (v
ε
α)
2dx
= −1
ε
ˆ
Rd
div(bεαϕ
∗ε
α )ϕ
ε
α(v
ε
α)
2dx−
ˆ
Rd
div(Dεα∇ϕ∗εα )ϕεα(vεα)2dx
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− 1
ε2
ˆ
Rd
λρεαϕ
ε
αϕ
∗ε
α (v
ε
α)
2dx− 1
ε
ˆ
Rd
ϕεαϕ
∗ε
α b
ε
α · ∇(vεα)2dx
+
ˆ
Rd
ϕ∗εα D
ε
α∇ϕεα · ∇(vεα)2dx−
ˆ
Rd
ϕεαD
ε
α∇ϕ∗εα · ∇(vεα)2dx
+
1
ε2
N∑
β=1
ˆ
Rd
Πεαβϕ
∗ε
α ϕ
ε
β(v
ε
α)
2dx = 0.
In the above expression, we recognize the scaled adjoint cell problem (4.5). We
also recognize the scaled expression of (4.9) for the convective field b˜α. Taking
all these into consideration, we have the following:
−1
ε
ˆ
Rd
b˜εα · ∇(vεα)2dx+
1
ε2
N∑
β=1
ˆ
Rd
(
Πεαβϕ
∗ε
α ϕ
ε
β −Π∗εαβϕ∗εβ ϕεα
)
(vεα)
2dx = 0.
Summing over α, we have:
(4.14)
− 1
2ε
N∑
α=1
ˆ
Rd
div(b˜εα)(v
ε
α)
2dx =
1
2ε2
N∑
α=1
N∑
β=1
ˆ
Rd
(
Πεαβϕ
∗ε
α ϕ
ε
β−Π∗εαβϕ∗εβ ϕεα
)
(vεα)
2dx.
Now, let us employ (4.14) in the estimate (4.13) which leads to:
1
2
d
dt
N∑
α=1
ˆ
Rd
ϕεαϕ
∗ε
α ρ
ε
α|vεα|2dx+
N∑
α=1
ˆ
Rd
D˜εα∇vεα · ∇vεαdx
+
1
ε2
N∑
α=1
N∑
β=1
ˆ
Rd
{
Πεαβϕ
∗ε
α ϕ
ε
β
(
vεβv
ε
α −
1
2
(vεα)
2
)
− 1
2
Π∗εαβϕ
∗ε
β ϕ
ε
α(v
ε
α)
2
}
dx = 0.
The above expression is nothing but the following energy estimate:
(4.15)
1
2
d
dt
N∑
α=1
ˆ
Rd
ϕεαϕ
∗ε
α ρ
ε
α|vεα|2dx+
N∑
α=1
ˆ
Rd
D˜εα∇vεα · ∇vεαdx
− 1
2ε2
N∑
α=1
N∑
β=1
ˆ
Rd
Πεαβϕ
∗ε
α ϕ
ε
β |vεα − vεβ |2dx = 0.
Each one of the integrands in the above estimate is positive because of the posi-
tivity assumption (2.3), coercivity assumption (2.5) and the cooperative assump-
tion (2.6). Integrating the energy estimate (4.15) over (0, T ) yields the a priori
estimates (4.12). 
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5. Two-scale Compactness
The homogenization procedure is to consider the weak formulation of (4.7)-
(4.8) with appropriately chosen test functions and passing to the limit as ε→ 0.
The usual approach is to obtain two-scale limits using a priori estimates of Lemma
10 by employing some compactness theorems. As it has been noticed in [20, 14, 7],
the classical notion of two-scale convergence from [1, 23] needs to be modified in
order to address the homogenization of parabolic problems in strong convection
regime. We recall this modified notion of two-scale convergence with drift, as
first defined in [20].
Definition 11. Let b∗ ∈ Rd be a constant vector. A sequence of functions uε(t, x)
in L2((0, T ) × Rd) is said to two-scale converge with drift b∗, or equivalently in
moving coordinates (t, x)→
(
t, x−b
∗t
ε
)
, to a limit u0(t, x, y) ∈ L2((0, T )×Rd×Y )
if, for any function φ(t, x, y) ∈ C∞c ((0, T ) × Rd;C∞# (Y )), we have
(5.1)
lim
ε→0
ˆ T
0
ˆ
Rd
uε(t, x)φ
(
t, x− b
∗
ε
t,
x
ε
)
dxdt =
ˆ T
0
ˆ
Rd
ˆ
Y
u0(t, x, y)φ(t, x, y)dydxdt.
We denote this convergence by uε
2−drift−−−−⇀ u0.
Now we state a compactness theorem, again borrowed from [20], which guar-
antees the existence of two-scale limits with drift for certain sequences.
Proposition 12. [20, 2] Let b∗ be a constant vector in Rd and let the sequence
uε be uniformly bounded in L
2((0, T )×Rd). Then, there exist a subsequence, still
denoted by ε, and a function u0(t, x, y) ∈ L2((0, T ) × Rd;L2#(Y ))such that
uε
2−drift−−−−⇀ u0.
Remark 13. Note that the case b∗ = 0 coincides with the classical notion of two-
scale convergence from [1, 23]. It should also be noted that the two-scale limits
obtained according to Proposition 12 depend on the chosen drift velocity b∗ ∈ Rd.
These issues are addressed in [16]. Unfortunately, the notion of convergence in
Definition 11 does not carry over to the case when the drift velocity b∗ varies in
space.
If the sequence {uε} has additional bounds, then the result of Proposition 12
can be improved. The following result addresses this issue when the sequence
has uniform H1 bounds in space.
Proposition 14. [20, 2] Let b∗ be a constant vector in Rd and let the sequence
uε be uniformly bounded in L
2((0, T );H1(Rd)). Then, there exist a subsequence,
still denoted by ε, and functions u0(t, x) ∈ L2((0, T );H1(Rd)) and u1(t, x, y) ∈
L2((0, T ) × Rd;H1#(Y )) such that
uε
2−drift−−−−⇀ u0
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and
∇uε 2−drift−−−−⇀ ∇xu0 +∇yu1.
Having given the notion of convergence, we shall state a result that gives the
two-scale limits corresponding to solution sequences for (4.7)-(4.8).
Theorem 15. Let b∗ ∈ Rd be a constant vector. There exist v ∈ L2((0, T );H1(Rd))
and v1,α ∈ L2((0, T )×Rd;H1#(Y )), for each 1 ≤ α ≤ N , such that a subsequence
of solutions (vεα)1≤α≤N ∈ L2((0, T );H1(Rd))N of the system (4.7)-(4.8), two-
scale converge with drift b∗, as ε→ 0, in the following sense:
(5.2)
vεα
2−drift−−−−⇀ v, ∇vεα
2−drift−−−−⇀ ∇xv +∇yv1,α,
1
ε
(
vεα − vεβ
)
2−drift−−−−⇀ v1,α − v1,β,
for every 1 ≤ α, β ≤ N .
Proof. Consider the a priori bounds (4.12) on vεα obtained in Lemma 10. It follows
from Proposition 14 that there exist a subsequence (still indexed by ε) and two-
scale limits, say vα ∈ L2((0, T );H1(Rd)) and v1,α ∈ L2((0, T )×Rd;H1#(Y )) such
that
(5.3)
vεα
2−drift−−−−⇀ vα
∇vεα
2−drift−−−−⇀ ∇xvα +∇yv1,α
for every 1 ≤ α ≤ N . Also from the a priori estimates (4.12) we have:
(5.4)
N∑
α=1
N∑
β=1
ˆ T
0
ˆ
Rd
(
vεα − vεβ
)2
dxdt ≤ Cε2.
The estimate (5.4) implies that the two-scale limits obtained in the first line of
(5.3) do match i.e., vα = v for every 1 ≤ α ≤ N . However, the limit of the coupled
term isn’t straightforward. Since
1
ε
(vεα−vεβ) is bounded in L2((0, T )×Rd), we have
the existence of a subsequence and a function q(t, x, y) ∈ L2((0, T )×Rd;L2#(Y ))
from Proposition 12 such that
(5.5)
1
ε
(vεα − vεβ)
2−drift−−−−⇀ q(t, x, y).
Taking Ψ ∈ L2((0, T ) × Rd × Y )d, let us consider
(5.6)
ˆ T
0
ˆ
Rd
(
∇vεα −∇vεβ
)
·Ψ
(
t, x− b
∗
ε
t,
x
ε
)
dxdt =
−
ˆ T
0
ˆ
Rd
(
vεα − vεβ
)
divxΨ
(
t, x− b
∗
ε
t,
x
ε
)
dxdt
−
ˆ T
0
ˆ
Rd
1
ε
(
vεα − vεβ
)
divyΨ
(
t, x− b
∗
ε
t,
x
ε
)
dxdt.
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Let us pass to the limit in (5.6) as ε→ 0. The first term on the right hand side
vanishes as the limits of vεα and v
ε
β match. To pass to the limit in the second
term of the right hand side, we shall use (5.5). Considering the two-scale limit
in the second line of (5.3), upon passing to the limit as ε→ 0 in (5.6) we have:
(5.7)
ˆ T
0
ˆ
Rd
ˆ
Y
∇y
(
v1,α − v1,β
)
·Ψ(t, x, y)dydxdt =
−
ˆ T
0
ˆ
Rd
ˆ
Y
q(t, x, y)divyΨ(t, x, y)dydxdt.
¿From (5.7) we deduce that (v1,α−v1,β) and q(t, x, y) differ by a function of (t, x),
say l(t, x). As v1,α and v1,β are also defined up to the addition of a function solely
dependent on (t, x), we can get rid of l(t, x) and we recover indeed the following
limit q(t, x, y) = v1,α − v1,β. 
6. Homogenization Result
This section deals with the homogenization of the coupled system (4.7)-(4.8).
To begin with, we state a Fredholm alternative for solving the cell problem, which
is a key ingredient in the homogenization result.
Lemma 16. Let (fα)1≤α≤N ∈ (L2#(Y ))N . Consider the following cooperative
system:
(6.1)


b˜α · ∇yζα − divy
(
D˜α∇yζα
)
+
N∑
β=1
Παβϕ
∗
αϕβ
(
ζβ − ζα
)
= fα in Y,
y → ζα(y) Y -periodic,
for every 1 ≤ α ≤ N , where the coefficients (b˜α, D˜α) are as in (4.9)-(4.10) and
the hypotheses (2.4)-(2.7) hold. Then there exists a unique solution (ζα)1≤α≤N ∈
(H1#(Y ))
N/(R × 1) to (6.1), where 1 = (1, · · · , 1) ∈ RN , if and only if the
following compatibility condition holds true:
(6.2)
N∑
α=1
ˆ
Y
fαdy = 0.
Proof. To prove that condition (6.2) is necessary, let us integrate the left hand
side of (6.1) over the unit cell. Exploiting the periodic boundary conditions, we
will be left with:
−
ˆ
Y
divy(b˜α)ζαdy +
N∑
β=1
ˆ
Y
Παβϕ
∗
αϕβ
(
ζβ − ζα
)
dy.
Substituting for the divergence term in the above expression from (4.11) and
summing over α indeed guarantees that the condition (6.2) on the source term
is necessary.
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To prove sufficiency, let us assume that (6.2) is satisfied. Consider the following
norm on the quotient space H (Y ) := (H1#(Y ))
N/(R × 1):
(6.3) ‖(zα)1≤α≤N‖2H (Y ) =
N∑
α=1
‖∇yzα‖2L2(Y ) +
N∑
α=1
N∑
β=1
‖zα − zβ‖2L2(Y ).
(It is easy to show that (6.3) is a norm on H (Y ) since the zero set of (6.3) is the
subspace spanned by 1.) The variational formulation of (6.1) in H (Y ) is: find
ζ = (ζa)1≤α≤N ∈ H (Y ) such that
(6.4)
ˆ
Y
Q(ζ) · η dy = L(η) for any η = (ηa)1≤α≤N ∈ H (Y ),
withˆ
Y
Q(ζ) · ηdy :=
N∑
α=1
ˆ
Y
(
b˜α(y) · ∇yζα
)
ηαdy +
N∑
α=1
ˆ
Y
D˜α(y)∇yζα · ∇yηαdy
+
N∑
α=1
N∑
β=1
ˆ
Y
Παβϕ
∗
αϕβ
(
ζβ − ζα
)
ηαdy
and
L(η) :=
N∑
α=1
ˆ
Y
fαηαdy.
The compatibility condition (6.2) implies that (fα)1≤α≤N is orthogonal to 1 in
L2 and consequently that the linear form L(η) in (6.4) is continuous.
By performing similar computations as in the proof of Lemma 10, we can show
that the bilinear form in (6.4) is coercive in H (Y ) i.e.,
ˆ
Y
Q(ζ) · ζ dy ≥ C
N∑
α=1
ˆ
Y
|∇yζα|2dy +
N∑
α=1
N∑
β=1
ˆ
Y
|ζa − ζb|2dy.
To show that the bilinear form in (6.4) is continuous on H (Y )×H (Y ) we remark
that, first,
´
Y
Q(η)·1 dy = 0 for any η ∈ H (Y ) (this is precisely the computation
which yields the compatibility condition (6.2)) and, second, Q(η − c1) = 0 for
any η ∈ H (Y ) and any c ∈ R. Therefore, for any ζ, η ∈ H (Y ), we have the
following:ˆ
Y
Q(ζ) · η dy =
ˆ
Y
Q
(
ζ − 1cζ
)
·
(
η − 1cη
)
dy for any constants cζ , cη ∈ R,
which implies∣∣∣
ˆ
Y
Q(ζ)·ηdy
∣∣∣ ≤ C∥∥∥(ζ−1cζ
)∥∥∥
(H1
#
(Y ))N
∥∥∥(η−1cη
)∥∥∥
(H1
#
(Y ))N
= C‖ζ‖H (Y )‖η‖H (Y ).
We can thus apply the Lax-Milgram lemma in H (Y ) to obtain the existence and
uniqueness of a solution to (6.1). 
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Remark 17. The well-posedness result of the Lemma 16 is given in the quotient
space (H1#(Y ))
N/(R × 1) i.e., the solutions are unique up to the addition of a
constant. The constant being the same for each component of the solution.
In the previous section, using the a priori estimates, we have obtained two-
scale limits with drift for the solution sequence. Now, by choosing an appropriate
drift constant b∗, we shall characterize the two scale limits. Contrary to the com-
pactness result of Theorem 15 which gives the convergence up to a subsequence,
the next result guarantees that the entire sequence vεα converges to v for every
1 ≤ α ≤ N . The main result of this article is the following.
Theorem 18. Let (vεα)1≤α≤N be the sequence of solutions to the system (4.7)-
(4.8). The entire sequence vεα converges, in the sense of Theorem 15, to the limits
v ∈ L2((0, T );H1(Rd)) and v1,α ∈ L2((0, T ) × Rd;H1#(Y )) for every 1 ≤ α ≤ N
(see (5.2) for details). The two-scale limits v1,α are explicitly given by
(6.5) v1,α(t, x, y) =
d∑
i=1
∂v
∂xi
(t, x)ωi,α(y) for every 1 ≤ α ≤ N,
where (ωi,α)1≤α≤N ∈ (H1#(Y ))N/(R × 1) satisfy the cell problem:
(6.6)


b˜α(y) ·
(
∇yωi,α + ei
)
− divy
(
D˜α
(
∇yωi,α + ei
))
+
N∑
β=1
Παβϕ
∗
αϕβ
(
ωi,β − ωi,α
)
= ϕαϕ
∗
αραb
∗ · ei in Y,
y → ωi,α(y) Y -periodic,
for every 1 ≤ i ≤ d, where the drift velocity b∗ is given by
(6.7) b∗ =
N∑
α=1
ˆ
Y
b˜α(y)dy.
Further, the two-scale limit v(t, x) is the unique solution of the scalar diffusion
equation:
(6.8)


∂v
∂t
− div(D∇v) = 0 in (0, T ) ×Rd,
v(0, x) =
N∑
α=1
uinα (x)
ˆ
Y
ρα(y)ϕ
∗
α(y)dy in R
d,
with the elements of the dispersion matrix D given by
(6.9)
Dij =
N∑
α=1
ˆ
Y
D˜α
(
∇yωi,α + ei
)
·
(
∇yωj,α + ej
)
dy
−1
2
N∑
α,β=1
ˆ
Y
ϕ∗αϕβΠαβ
(
ωi,α − ωi,β
)(
ωj,α − ωj,β
)
dy.
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Remark 19. The irreducibility assumption (2.7) on the coupling matrix Π en-
sures microscopic equilibrium among all vεα resulting in a single homogenized limit
v(t, x) i.e., if the coupling matrix Π ≡ 0 (say), we get N different homogenized
limits.
Remark 20. Our main homogenization result (Theorem 18) holds only for weakly
coupled cooperative parabolic systems. Our approach does not answer the homoge-
nization of general weakly coupled parabolic systems, not to mention fully coupled
systems. We heavily rely upon the cooperative assumption on the coupling matrix
as the positivity and spectral theorems are known only in the cooperative case.
Remark 21. The homogenized limit v(t, x) is proven to satisfy a scalar diffusion
equation (6.8), which is a bit deceptive by its simplicity. However, if we make
the following change of functions:
v˜(t, x) = exp (−λt/ε2)v
(
t, x− b
∗
ε
t
)
,
we remark that v˜(t, x) indeed satisfies the following scalar convection-diffusion-
reaction equation:
∂v˜
∂t
+
b∗
ε
· ∇v˜ − div(D∇v˜) + λ
ε2
v˜ = 0 in (0, T )× Rd.
Therefore, b∗/ε is precisely the effective drift while λ/ε2 is the effective reaction
rate. Remark that because of the large drift ε−1b∗, we cannot work in bounded
domains.
Remark 22. The assumption of pure periodicity on the coefficients of (2.1) is
crucial for the results obtained in this article. The natural thought for general-
izing the results of this article is to explore the possibility of considering “locally
periodic” coefficients i.e., coefficients of the type b(x, x/ε), where the function is
Y -periodic in the second variable. If the convective fields bεα were locally periodic,
then it is clear that the drift vector b∗(x) should depend on x. However, in such
a case, we have no idea on how to extend the method of two-scale asymptotic ex-
pansion, not to mention the even greater difficulties in generalizing the notion of
two-scale convergence with non-constant drift (as already mentioned in Remark
13). Such a generalization still remains as an outstanding open problem in the
theory of Taylor dispersion.
Remark 23. This article only addresses the homogenization of linear systems.
We have also considered only diagonal diffusion models. Cross diffusion phenom-
ena occurs naturally in the physics of multicomponent gaseous mixtures, popu-
lation dynamics and porous media (cf. [8] and references therein). The natural
nonlinear transport model to consider is the Maxwell-Stefan’s equations. A com-
plete mathematical study of the Maxwell-Stefan laws is still missing. There have
been some recent studies in this direction (cf. [8, 12, 19, 13] for example). One
approach would be to consider the “parabolically” scaled Maxwell-Stefan’s equa-
tions and arrive at an homogenization result. The obvious questions to ask is
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the following: Is there a scalar diffusion limit even in case of nonlinear Maxwell-
Stefan’s equations? This problem might involve mathematical techniques quite
different from the ones used here as the spectral problems (which is the crux of
the Factorization method) in the nonlinear counterpart have not been well under-
stood. We hope to return to this question in subsequent publications.
Before we present the proof of Theorem 18, we state a lemma that gives some
qualitative information on the dispersion matrix.
Lemma 24. The dispersion matrix D given by (6.9) is symmetric positive defi-
nite.
Proof. The symmetric part is obvious. By the hypothesis on the coupling matrix
Π and the positivity of the first eigenvector functions, the factor Παβϕ
∗
αϕβ is
always non-positive for α 6= β. By the hypothesis (2.5), we know that the
diffusion matrices Dα are coercive with coercivity constants cα > 0. For ξ ∈ Rd,
we define
ωαξ :=
d∑
i=1
ωi,αξi.
Then,
Dξ · ξ ≥
N∑
α=1
cα
ˆ
Y
∣∣∣∇yωαξ + ξ
∣∣∣2dy ≥ 0.
Now, we need to show that Dξ ·ξ > 0 for all ξ 6= 0. Suppose that Dξ ·ξ = 0 which
in turn implies that ωαξ + ξ · y ≡ Cα for some constant Cα. As the cell solutions
(ωi,α)1≤α≤N are Y -periodic, they cannot be affine. Thus the above equalities are
possible only when ξ = 0 which implies the positive definiteness of D. 
Proof of Theorem 18. In the sequel we use the notations
φ ≡ φ(t, x) , φε ≡ φ
(
t, x− b
∗t
ε
)
,
φ1,α ≡ φ1,α(t, x, y) , φε1,α ≡ φ1,α
(
t, x− b
∗t
ε
,
x
ε
)
.
The idea is to test the factorized equation (4.7) with
φεα = φ
ε + ε φε1,α,
where φ(t, x) and φ1,α(t, x, y) are smooth functions with compact support in x,
which vanish at the final time T and are Y -periodic with respect to y. We get
N∑
α=1
ˆ T
0
ˆ
Rd
ϕεαϕ
∗ε
α ρ
ε
α
∂vεα
∂t
φεαdxdt+
1
ε
N∑
α=1
ˆ T
0
ˆ
Rd
b˜εα · ∇vεαφεαdxdt
+
N∑
α=1
ˆ T
0
ˆ
Rd
D˜εα∇vεα · ∇φεαdxdt+
1
ε2
N∑
α=1
N∑
β=1
ˆ T
0
ˆ
Rd
Πεαβϕ
∗ε
α ϕ
ε
β(v
ε
β − vεα)φεα = 0.
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Substituting for φεα in the above variational formulation and integrating by parts
leads to
(6.10)
−
N∑
α=1
ˆ T
0
ˆ
Rd
ϕεαϕ
∗ε
α ρ
ε
αv
ε
α
∂φε
∂t
dxdt−
N∑
α=1
ˆ
Rd
ϕεαϕ
∗ε
α ρ
ε
αv
ε
α(0, x)φ
ε(0, x)dx
+
1
ε
N∑
α=1
ˆ T
0
ˆ
Rd
vεα
(
ϕεαϕ
∗ε
α ρ
ε
αb
∗ − b˜εα
)
· ∇xφεdxdt
−1
ε
N∑
α=1
ˆ T
0
ˆ
Rd
div
(
b˜εα
)
vεαφ
εdxdt+
N∑
α=1
ˆ T
0
ˆ
Rd
D˜εα∇vεα · ∇xφεdxdt
+
1
ε2
N∑
α=1
N∑
β=1
ˆ T
0
ˆ
Rd
Πεαβϕ
∗ε
α ϕ
ε
β(v
ε
β − vεα)φεdxdt+
N∑
α=1
ˆ T
0
ˆ
Rd
(
b˜εα · ∇vεα
)
φε1,αdxdt
+
N∑
α=1
ˆ T
0
ˆ
Rd
ϕεαϕ
∗ε
α ρ
ε
αv
ε
αb
∗ · ∇φε1,αdxdt+
N∑
α=1
ˆ T
0
ˆ
Rd
D˜εα∇vεα · ∇yφε1,αdxdt
+
1
ε
N∑
α=1
N∑
β=1
ˆ T
0
ˆ
Rd
Πεαβϕ
∗ε
α ϕ
ε
β(v
ε
β − vεα)φε1,αdxdt+O(ε) = 0.
In a first step we choose φε ≡ 0 in (6.10) and pass to the limit as ε→ 0 which
yields:
(6.11)
−
N∑
α=1
ˆ T
0
ˆ
Rd
ˆ
Y
ϕαϕ
∗
αραb
∗ · ∇xvφ1,αdydxdt
+
N∑
α=1
ˆ T
0
ˆ
Rd
ˆ
Y
b˜α ·
(
∇xv +∇yv1,α
)
φ1,αdydxdt
−
N∑
α=1
ˆ T
0
ˆ
Rd
ˆ
Y
divy
(
D˜α
(
∇xv +∇yv1,α
))
φ1,αdydxdt
+
N∑
α=1
N∑
β=1
ˆ T
0
ˆ
Rd
ˆ
Y
Παβϕ
∗
αϕβ
(
v1,β − v1,α
)
φ1,α(t, x, y)dydxdt = 0.
The above expression is the variational formulation for the following PDE:
(6.12)


b˜α ·
(
∇yv1,α +∇xv
)
− divy
(
D˜α
(
∇yv1,α +∇xv
))
+
N∑
β=1
Παβϕ
∗
αϕβ(v1,β − v1,α) = ϕαϕ∗αραb∗ · ∇xv in Y,
y → v1,α(y) Y -periodic,
for every 1 ≤ α ≤ N . By the Fredholm result of Lemma 16, we have the
existence and uniqueness of (v1,α)1≤α≤N ∈ L2((0, T ) × Rd;H (Y )) if and only
if the compatibility condition (6.2) is satisfied. Writing down the compatibility
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condition for (6.12) yields the expression (6.7) for the drift velocity b∗. Also by
linearity of (6.12), we deduce that we can separate the slow and fast variables in
v1,α as in (6.5) with (ωi,α)1≤α≤N satisfying the coupled cell problem (6.6).
In a second step we choose φε1,α ≡ 0 in (6.10) and substitute (4.8) for the initial
data vεα(0, x), which yields
(6.13)
−
N∑
α=1
ˆ T
0
ˆ
Rd
ϕεαϕ
∗ε
α ρ
ε
αv
ε
α
∂φε
∂t
dxdt−
N∑
α=1
ˆ
Rd
ϕ∗εα ρ
ε
αu
in
α (x)φ
ε(0, x)dx
+
1
ε
N∑
α=1
ˆ T
0
ˆ
Rd
ϕεαϕ
∗ε
α v
ε
αρ
ε
αb
∗ · ∇xφεdxdt− 1
ε
N∑
α=1
ˆ T
0
ˆ
Rd
vεαb˜
ε
α · ∇xφεdxdt
−1
ε
N∑
α=1
ˆ T
0
ˆ
Rd
div
(
b˜εα
)
vεαφ
εdxdt+
N∑
α=1
ˆ T
0
ˆ
Rd
D˜εα∇vεα · ∇xφεdxdt
+
1
ε2
N∑
α=1
N∑
β=1
ˆ T
0
ˆ
Rd
Πεαβϕ
∗ε
α ϕ
ε
β(v
ε
β − vεα)φεdxdt = 0.
Using the expression (4.11) for the divergence of b˜α allows us to obtain
−1
ε
N∑
α=1
ˆ T
0
ˆ
Rd
div
(
b˜εα
)
vεαφ
εdxdt+
1
ε2
N∑
α=1
N∑
β=1
ˆ T
0
ˆ
Rd
Πεαβϕ
∗ε
α ϕ
ε
β(v
ε
β−vεα)φεdxdt
(6.14)
=
1
ε2
N∑
α=1
N∑
β=1
ˆ T
0
ˆ
Rd
(
Πεαβϕ
∗ε
α ϕ
ε
βv
ε
α −Πε∗αβϕεαϕ∗εβ vεα
)
φεdxdt
+
1
ε2
N∑
α=1
N∑
β=1
ˆ T
0
ˆ
Rd
(
Πεαβϕ
∗ε
α ϕ
ε
βv
ε
β −Πεαβϕ∗εα ϕεβvεα
)
φεdxdt = 0.
Thanks to (6.14) all terms of order O(ε−2) in (6.13) cancel each other. There
are, however, terms of O(ε−1) in (6.13) which still prevent us to pass to the limit
as ε→ 0. In order to remedy the situation, we introduce the following auxiliary
problem posed in the unit cell:
(6.15)


−∆Ξ =
N∑
α=1
(
ϕαϕ
∗
αραb
∗ − b˜α
)
in Y,
y → Ξ(y) Y -periodic.
The above auxiliary problem is well-posed, thanks to our choice (6.7) of the drift
velocity and the chosen normalization (4.3). We scale (6.15) to the entire domain
via the change of variables y → ε−1x. The vector-valued function Ξε(x) = Ξ(x/ε)
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satisfies
(6.16)


−ε2∆Ξε =
N∑
α=1
(
ϕεαϕ
∗ε
α ρ
ε
αb
∗ − b˜εα
)
in Rd,
x→ Ξε εY -periodic.
Getting back to the variational formulation (6.13), let us regroup the problematic
terms of order O(ε−1):
1
ε
N∑
α=1
ˆ T
0
ˆ
Rd
vεα
(
ϕεαϕ
∗ε
α v
ε
αρ
ε
αb
∗ − bεα
)
· ∇xφεdxdt
(6.17)
= −ε
2
ε
d∑
i=1
ˆ T
0
ˆ
Rd
∆Ξεi
∂φε
∂xi
vεαdxdt+
1
ε
N∑
β=1
ˆ T
0
ˆ
Rd
(vεα − vεβ)b˜εβ · ∇xφεdxdt
+
1
ε
N∑
β=1
ˆ T
0
ˆ
Rd
ϕεβϕ
∗ε
β ρ
ε
β(v
ε
β − vεα)b∗ · ∇xφεdxdt
(6.18)
= ε
d∑
i=1
ˆ T
0
ˆ
Rd
∇Ξεi · ∇
(∂φε
∂xi
)
vεαdxdt+ ε
d∑
i=1
ˆ T
0
ˆ
Rd
∇Ξεi · ∇vεα
(∂φε
∂xi
)
dxdt
+
1
ε
N∑
β=1
ˆ T
0
ˆ
Rd
ϕεβϕ
∗ε
β ρ
ε
β(v
ε
β − vεα)b∗ · ∇xφεdxdt
+
1
ε
N∑
β=1
ˆ T
0
ˆ
Rd
(vεα − vεβ)b˜εβ · ∇xφεdxdt,
where we have used the scaled auxiliary problem (6.16). We can now pass to
the limit in (6.18) since the sequences (vεβ − vεα)/ε are bounded. Taking into
consideration (6.14) and (6.18), the variational formulation (6.13) rewrites as
(6.19)
−
N∑
α=1
ˆ T
0
ˆ
Rd
ϕεαϕ
∗ε
α ρ
ε
αv
ε
α
∂φε
∂t
dxdt−
N∑
α=1
ˆ
Rd
ϕ∗εα ρ
ε
αu
in
α (x)φ
ε(0, x)dx
+ε
d∑
i=1
ˆ T
0
ˆ
Rd
∇Ξεi · ∇
(∂φε
∂xi
)
vεαdxdt+ ε
d∑
i=1
ˆ T
0
ˆ
Rd
∇Ξεi · ∇vεα
(∂φε
∂xi
)
dxdt
+
1
ε
N∑
β=1
ˆ T
0
ˆ
Rd
ϕεβϕ
∗ε
β ρ
ε
β(v
ε
β − vεα)b∗ · ∇xφεdxdt+
N∑
α=1
ˆ T
0
ˆ
Rd
D˜εα∇vεα · ∇xφεdxdt
+
1
ε
N∑
β=1
ˆ T
0
ˆ
Rd
(vεα − vεβ)b˜εβ · ∇xφεdxdt = 0.
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Using the compactness results from Theorem 15, we pass to the limit as ε → 0
in the above variational formulation leading to:
(6.20)
−
ˆ T
0
ˆ
Rd
v
∂φ
∂t
dxdt−
N∑
α=1
ˆ
Rd
ˆ
Y
uinα (x)φ(0, x)ϕ
∗
αραdydx
+
N∑
α=1
ˆ T
0
ˆ
Rd
ˆ
Y
D˜α
(
∇v +∇yv1,α
)
· ∇xφdydxdt
+
d∑
i=1
ˆ T
0
ˆ
Rd
ˆ
Y
∇yΞi · ∇yv1,α ∂φ
∂xi
dydxdt
+
N∑
β=1
ˆ T
0
ˆ
Rd
ˆ
Y
ϕβϕ
∗
βρβ
(
v1,β − v1,α
)
b∗ · ∇xφdydxdt
+
N∑
β=1
ˆ T
0
ˆ
Rd
ˆ
Y
(
v1,α − v1,β
)
b˜β · ∇xφdydxdt = 0.
Substituting (6.5) for v1,α in (6.20), we obtain
(6.21)
−
ˆ T
0
ˆ
Rd
v
∂φ
∂t
dxdt−
N∑
α=1
ˆ
Rd
uinα (x)φ(0, x)
ˆ
Y
ϕ∗α(y)ρα(y)dydx
+
N∑
α=1
d∑
i,j=1
ˆ T
0
ˆ
Rd
∂v
∂xj
∂φ
∂xi
ˆ
Y
D˜α
(
∇yj +∇yωj,α
)
· ∇yidydxdt
−
d∑
i,j=1
ˆ T
0
ˆ
Rd
∂v
∂xj
∂φ
∂xi
ˆ
Y
(
∆yΞi
)
ωj,αdydxdt
+
N∑
β=1
d∑
i,j=1
ˆ T
0
ˆ
Rd
∂v
∂xj
∂φ
∂xi
ˆ
Y
ϕβϕ
∗
βρβ
(
ωj,β − ωj,α
)
b∗ · ∇yidydxdt
+
N∑
β=1
d∑
i,j=1
ˆ T
0
ˆ
Rd
∂v
∂xj
∂φ
∂xi
ˆ
Y
(
ωj,α − ωj,β
)
b˜β · ∇yidydxdt = 0.
Using the information from the auxiliary cell problem (6.15) in (6.21) and making
a rearrangement similar to that of (6.17), we deduce that (6.21) is nothing but
the variational formulation for a scalar diffusion equation (6.8) for v(t, x) with
the entries of the diffusion matrix given by
Dij =
N∑
α=1
ˆ
Y
D˜α
(
∇yj+∇yωj,α
)
·∇yidy+
N∑
α=1
ˆ
Y
ωj,α
(
ϕαϕ
∗
αv
ε
αρ
ε
αb
∗− bεα
)
· eidy.
By integration by parts, it is clear that the diffusion matrix D is contracted with
the Hessian matrix ∇∇v, which is symmetric. Thus the non-symmetric part of D
does not contribute to the homogenized equation (6.8). So, the above expression
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for the diffusion matrix is symmetrized:
(6.22)
Dij =
N∑
α=1
ˆ
Y
D˜αej · eidy + 1
2
{ N∑
α=1
ˆ
Y
(
D˜α∇yωi,α · ej + D˜α∇yωj,α · ei
)
dy
}
+
1
2
{ N∑
α=1
ˆ
Y
(
ωi,α(ϕαϕ
∗
αραb
∗ − b˜α) · ej + ωj,α(ϕαϕ∗αραb∗ − b˜α) · ei
)
dy
}
.
To obtain the desired expression (6.9) for the diffusion matrix, we consider the
variational formulation for the cell problem (6.6) with test functions (ψα)1≤α≤N
(6.23)
N∑
α=1
ˆ
Y
(
b˜α · ∇yωi,α
)
ψαdy +
N∑
α=1
N∑
β=1
ˆ
Y
Παβϕ
∗
αϕβ
(
ωi,β − ωi,α
)
ψαdy
+
N∑
α=1
ˆ
Y
D˜α
(
∇yωi,α + ei
)
· ∇yψαdy =
N∑
α=1
ˆ
Y
(
ϕαϕ
∗
αραb
∗ − b˜α
)
· eiψαdy.
In (6.23) we first choose the test function (ψα) = (ωj,α). Similarly, in (6.23) for
j instead of i, we choose the test function (ψα) = (ωi,α). This leads to
(6.24)
1
2
{ N∑
α=1
ˆ
Y
(
ωi,α(ϕαϕ
∗
αραb
∗ − b˜α) · ej + ωj,α(ϕαϕ∗αραb∗ − b˜α) · ei
)
dy
}
=
N∑
α=1
ˆ
Y
D˜α∇yωi,α · ∇yωj,αdy + 1
2
{ N∑
α=1
ˆ
Y
(
D˜α∇yωi,α · ej + D˜α∇yωj,α · ei
)
dy
}
−1
2
{ N∑
α=1
ˆ
Y
ωi,αωj,αdivy b˜αdy
}
+
1
2
{ N∑
α=1
N∑
β=1
ˆ
Y
(
Παβϕ
∗
αϕβ(ωi,β − ωi,α)ωj,α +Παβϕ∗αϕβ(ωj,β − ωj,α)ωi,α
)
dy
}
.
Using formula (4.11) for the divergence of b˜α in (6.24), its right hand side sim-
plifies as
(6.25)
N∑
α=1
ˆ
Y
D˜α∇yωi,α · ∇yωj,αdy + 1
2
{ N∑
α=1
ˆ
Y
(
D˜α∇yωi,α · ej + D˜α∇yωj,α · ei
)
dy
}
−1
2
N∑
α=1
N∑
β=1
ˆ
Y
ϕ∗αϕβΠαβ
(
ωi,α − ωi,β
)(
ωj,α − ωj,β
)
dy.
Plugging (6.25) in the symmetrized formula (6.22) leads to the desired equation
(6.9). Eventually the scalar homogenized equation (6.8) has a unique solution
since, by virtue of Lemma 24, the dispersion matrix is positive definite. This
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guarantees that the entire sequence vεα converges to v, for 1 ≤ α ≤ N , and not
merely a subsequence as in Theorem 15. 
7. Adsorption in Porous Media
In this section, we give a generalization of our previous result in a more ap-
plied context. Our goal is to upscale a model of multicomponent transport in
an highly heterogeneous porous medium in presence of adsorption reaction at
the fluid-pore interface. In [7], the authors study the homogenization of one sin-
gle scalar convection-diffusion-reaction equation posed in an ε-periodic infinite
porous medium:
(7.1)


ρε
∂uε
∂t
+
1
ε
bε · ∇uε − div(Dε∇uε) + 1
ε2
cεuε = 0 in (0, T ) ×Ωε,
−Dε∇uε · n = 1
ε
κuε on (0, T ) × ∂Ωε.
Typically, an ε-periodic infinite porous medium is built out of Rd (d = 2 or 3,
being the space dimension) by removing a periodic distribution of solid obstacles
which, after rescaling, are all similar to the unit obstacle Σ0. More precisely,
let Y =]0, 1[d be the unit periodicity cell. Let us consider a smooth partition
Y = Σ0 ∪ Y 0 where Σ0 is the solid part and Y 0 is the fluid part. The fluid
part (extended by periodicity) is assumed to be a smooth connected open subset
whereas no particular assumptions are made on the solid part. For each multi-
index j ∈ Zd, we define Y jε := ε(Y 0 + j), Σjε := ε(Σ0 + j), Sjε := ε(∂Σ0 + j),
the periodic porous medium Ωε := ∪j∈ZdY jε and the (d− 1)−dimensional surface
∂Ωε := ∪j∈ZdSjε .
In this section, we generalize the results of [7] to the multicomponent case.
We consider the following weakly coupled cooperative parabolic system with
Neumann boundary condition at the fluid-pore interface.
(7.2)


ρεα
∂uεα
∂t
+
1
ε
bεα · ∇uεα − div(Dεα∇uεα) = 0 in (0, T )× Ωε,
−Dεα∇uεα · n =
1
ε
N∑
β=1
Πεαβu
ε
β on (0, T ) × ∂Ωε,
uεα(0, x) = u
in
α (x) in Ωε.
Remark 25. Note the different scaling in front of the surface reaction terms.
It is of order ε−1 because it balances a flux rather than a diffusive term, as in
the previous model of Section 2. As usual, by the change of variable (τ, y) →
(ε−2t, ε−1x) all singular powers of ε disappears in (7.2) written in the (τ, y)
variables.
The hypotheses on the coefficients in (7.2) are exactly the same as in Section
2. As before it is impossible to obtain uniform (in ε) estimates on the solutions
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uεα of (7.2). As was done in Section 4, we employ the method of factorization by
introducing a new unknown:
vεα(t, x) = exp (λt/ε
2)
uεα(t, x)
ϕα
(
x
ε
) ,
where (λ, ϕα) and (λ, ϕ
∗
α) are the principal eigenpairs associated with the (new)
following spectral problems respectively:
(7.3)


bα(y) · ∇yϕα − divy
(
Dα∇yϕα
)
= λραϕα in Y
0,
−Dα∇yϕα · n =
N∑
β=1
Παβϕβ on ∂Σ
0,
y → ϕα(y) Y -periodic.
(7.4)


−divy(bαϕ∗α)− divy
(
Dα∇yϕ∗α
)
= λραϕ
∗
α in Y
0,
−Dα∇yϕ∗α · n− bα(y) · nϕ∗α =
N∑
β=1
Π∗αβϕ
∗
β on ∂Σ
0,
y → ϕ∗α(y) Y -periodic.
Proposition 5, which guarantees the existence of principal eigenpairs for the spec-
tral problems (4.1)-(4.2), carries over to the above spectral problems (7.3)-(7.4)
as well. This is apparent from the proofs in [24, 22]. The normalization (ensuring
uniqueness of the eigenfunctions) that we choose is:
N∑
α=1
ˆ
Y 0
ϕαϕ
∗
αρα dy = 1.
As in Section 4 it is a matter of simple algebra to obtain the factorized system
for (7.2) with the new unknown which is, for each 1 ≤ α ≤ N ,
(7.5)


ϕεαϕ
∗ε
α ρ
ε
α
∂vεα
∂t
+
1
ε
b˜εα · ∇vεα − div
(
D˜εα∇vεα
)
= 0 in (0, T )× Ωε,
−D˜εα∇vεα · n =
1
ε
N∑
β=1
Πεαβϕ
∗ε
α ϕ
ε
β(v
ε
β − vεα) on (0, T ) × ∂Ωε,
vεα(0, x) =
uinα (x)
ϕα
(
x
ε
) in Ωε,
where the convective fields b˜α and diffusion matrices D˜α are given by the same
formulae (4.9) and (4.10). A proof, completely similar to that of Lemma 10,
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yields the following a priori estimates (7.5):
(7.6)
N∑
α=1
∥∥∥vεα
∥∥∥
L∞((0,T );L2(Ωε))
+
N∑
α=1
∥∥∥∇vεα
∥∥∥
L2((0,T )×Ωε)
+
N∑
α=1
N∑
β=1
√
ε
∥∥∥1
ε
(vεα − vεβ)
∥∥∥
L2((0,T )×∂Ωε)
≤ C
N∑
α=1
‖vinα ‖L2(Rd).
Remark 26. Since the (d−1) dimensional measure of the periodic surface ∂Ωε is
of order O(ε−1), a bound of the type √ε‖zε‖L2(∂Ωε) ≤ C means that the sequence
zε is bounded on the surface ∂Ωε.
In the a priori estimates (7.6), we have bounds in function spaces defined on
the periodic surface ∂Ωε. In order to speak of the convergence of sequences
in such function spaces, we need to generalize the Definition 11 of two-scale
convergence with drift for periodic surfaces. This generalization was introduced
in [16]. We state this definition together with the corresponding compactness
result (the proof of which is similar to that of Theorem 9.1 in [2]).
Lemma 27. Let b∗ ∈ Rd be a constant vector. Suppose that uε(t, x) is a sequence
of functions uniformly bounded in L2((0, T ) × ∂Ωε) in the sense that
√
ε‖uε‖L2((0,T )×∂Ωε) ≤ C.
Then, there exists a subsequence, still denoted by uε(t, x), and a function u0(t, x, y) ∈
L2((0, T ) × Rd × ∂Σ0) such that
(7.7)
lim
ε→0
ε
ˆ T
0
ˆ
∂Ωε
uε(t, x)φ
(
t, x− b
∗
ε
t,
x
ε
)
dσε(x)dt
=
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
u0(t, x, y)φ(t, x, y)dσ(y)dxdt,
for any function φ(t, x, y) ∈ C∞c ((0, T ) × Rd;C∞# (Y )).
In (7.7), dσε(x) and dσ(y) denote the standard surface measures on ∂Ωε and
∂Σ0 respectively. We denote this convergence on periodic surfaces in moving
coordinates by uε
2s−drift−−−−⇀ u0.
Remark 28. Let uε(t, x) be a sequence of functions defined on (0, T )× Ωε. Let
γ be the trace operator, i.e., γu = u|∂Ωε . Suppose that we have a well-defined
sequence of associated trace functions γuε(t, x) on (0, T )×∂Ωε. If uε 2−drift−−−−⇀ u0
and γuε
2s−drift−−−−⇀ v0 with the same drift velocity for both convergences, then γu0 =
v0 i.e., γu0 = u0|∂Σ0 = v0 (see [5] for details). In the sequel we systematically
identify the “bulk” and “surface” two-scale limits.
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We now define the homogenized velocity which is chosen as the constant drift
in the definition of two-scale convergence with drift:
(7.8) b∗ =
N∑
α=1
ˆ
Y 0
b˜α(y)dy.
Theorem 29. Let (vεα)1≤α≤N ∈ L2((0, T );H1(Ωε))N be the sequence of solutions
of (7.5). Let b∗ ∈ Rd be given by (7.8). There exist v ∈ L2((0, T );H1(Rd)) and
ωi,α ∈ H1#(Y 0), for 1 ≤ α ≤ N and 1 ≤ i ≤ d, such that vεα two-scale converges
with drift b∗, as ε→ 0, in the following sense:
(7.9)


vεα
2−drift−−−−⇀ v,
∇vεα
2−drift−−−−⇀ ∇xv +∇y
( d∑
i=1
ωi,α
∂v
∂xi
)
,
1
ε
(
vεα − vεβ
)
2s−drift−−−−⇀
d∑
i=1
(
ωi,α − ωi,β
) ∂v
∂xi
,
for every 1 ≤ α, β ≤ N . The two-scale limit v(t, x) in (7.9) satisfies the following
homogenized equation:
(7.10)


∂v
∂t
− div(D∇v) = 0 in (0, T ) × Rd,
v(0, x) =
N∑
α=1
uinα (x)
ˆ
Y 0
ρα(y)ϕ
∗
α(y)dy in R
d,
where the dispersion tensor D is given by
(7.11)
Dij =
N∑
α=1
ˆ
Y 0
D˜α
(
∇yωi,α + ei
)
·
(
∇yωj,α + ej
)
dy
−1
2
N∑
α,β=1
ˆ
∂Σ0
ϕ∗αϕβΠαβ
(
ωi,α − ωi,β
)(
ωj,α − ωj,β
)
dσ(y)
and the components (ωi,α)1≤α≤N , for every 1 ≤ i ≤ d, are the solutions of the
cell problems
(7.12)

b˜α(y) ·
(
∇yωi,α + ei
)
− divy
(
D˜α
(
∇yωi,α + ei
))
= ϕαϕ
∗
αραb
∗ · ei in Y 0,
−D˜α(∇yωi,α + ei) · n =
N∑
β=1
Παβϕ
∗
αϕβ
(
ωi,β − ωi,α
)
on ∂Σ0,
y → ωi,α Y -periodic.
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Proof. As we have L2 bounds on the solution sequence, we have the existence of
a subsequence and a two-scale limit, say (vα)1≤α≤N ∈ L2((0, T );L2(Rd))N such
that
(7.13) vεα
2−drift−−−−⇀ vα
for every 1 ≤ α ≤ N . For w ∈ H1(Ωε), consider the following Poincare´ type
inequality derived in [11]:
(7.14) ‖w‖2L2(Ωε) ≤ C
(
ε2‖∇w‖2L2(Ωε) + ε‖w‖2L2(∂Ωε)
)
.
Taking w =
1
ε
(
vεα− vεβ
)
, we deduce from (7.14) and a priori estimates (7.6) that
(7.15)
d∑
α=1
d∑
β=1
‖vεα − vεβ‖L2((0,T )×Ωε) ≤ C ε.
The above estimate (7.15) implies that the limits obtained in (7.13) do match
i.e., vα = v for every 1 ≤ α ≤ N . The H1 a priori estimate in space as in
(7.6) does imply that v ∈ L2((0, T );H1(Rd)) and that there exist limits v1,α ∈
L2((0, T ) × Rd;H1#(Y 0)) such that
(7.16) ∇vεα
2−drift−−−−⇀ ∇xv +∇yv1,α
for every 1 ≤ α ≤ N . In order to arrive at the two-scale limit of the coupled
term on the boundary, we use Lemma 30 below. Taking φ from (7.18) as the test
function, consider the following expression with the coupled term:
ε
ˆ T
0
ˆ
∂Ωε
1
ε
(
vεα − vεβ
)
φ
(
t, x− b
∗t
ε
,
x
ε
)
dσε(x)dt
=
ˆ T
0
ˆ
Ωε
div
(
(vεα − vεβ)θ
(
t, x− b
∗t
ε
,
x
ε
))
dxdt
=
ˆ T
0
ˆ
Ωε
(
∇vεα −∇vεβ
)
· θ
(
t, x− b
∗t
ε
,
x
ε
)
dxdt
+
ˆ T
0
ˆ
Ωε
(
vεα − vεβ
)
(divxθ)
(
t, x− b
∗t
ε
,
x
ε
)
dxdt
2−drift−−−−⇀
ˆ T
0
ˆ
Rd
ˆ
Y 0
(
∇yv1,α −∇yv1,β
)
· θdydxdt
=
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
(
v1,α−v1,β
)
θ·ndσ(y)dxdt =
ˆ T
0
ˆ
Rd
ˆ
∂Σ0
(
v1,α−v1,β
)
φdσ(y)dxdt,
which implies that
1
ε
(
vεα − vεβ
)
2s−drift−−−−⇀ v1,α − v1,β for every 1 ≤ α, β ≤ N.
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The rest of the proof is completely similar to the proof of Theorem 18. We safely
leave it to the reader. 
We finish by stating a technical lemma which was useful in the proof of The-
orem 29.
Lemma 30. For a function φ(t, x, y) ∈ L2((0, T ) × Rd × ∂Σ0) such that
(7.17)
ˆ
∂Σ0
φ(t, x, y)dσ(y) = 0 ∀ (t, x) ∈ (0, T )× Rd,
there exists a vector field θ(t, x, y) ∈ L2((0, T ) ×Rd;L2#(Y 0))d such that
(7.18)


divyθ = 0 in Y
0,
θ · n = φ on ∂Σ0,
y → θ(t, x, y) Y -periodic.
Proof. Consider the following stationary diffusion problem posed in the unit cell:
∆yξ(y) = 0 in Y
0,
∇yξ · n = φ on ∂Σ0,
with Y -periodic boundary conditions and the Neumann data φ satisfying (7.17).
The existence and uniqueness of ξ ∈ H1#(Y 0)/R is guaranteed for the above prob-
lem as (7.17) is indeed the compatibility condition from the Fredholm alternative.
Choosing θ = ∇yξ gives one possible solution for (7.18). 
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