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ABSTRACT
Annual rainfall totals over South Africa during 
the period 1910 - 1972, and where availability of data 
permitted for the period 1880 - 197J, are examined for 
evidence of secular variation. It is shown that no 
evidence exists to support the view that the sub-continent 
is undergoing progressive desiccation. With the aid of a 
linear model station records, grouped using principal 
component ana? vsis, are shown in some cases to possess 
trend on a micro-scale.
Strong evidence is provided to support the hypothesis 
that rainfall is oscillatory in nature. Oscillations in 
the ranges 16-20, 10-12, and 2 - 3  years are shown by 
different methods to be spatially dependent. A 3 - 4 
year oscillation is ubiquitous.
The plausibility of using stochastic models to fore­
cast annual rainfall totals is investigated and tentative 
forecasts made regarding the general pattern of rainfall 
behaviour over some regions of South Africa.
This is to declare that this 
thesis is entirely my own work 
and has not been previously 
submitted as a thesis for any 
degree in any other University.
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PREFATORY NOTE
World climatic change is a field of scientific 
research which is receiving ever increasing attention from 
not only climatologists and meteorologists but also from 
hydrologists, physicists, ecologists, and decision makers 
in general. It is therefore surprising that so little 
work has been done in exploring sub-continental scale 
regional variations, their spatial gradients and links 
with the general circulation of the atmosphere. In work 
on climatic change the emphasi has usually been on tne 
analyses of data for discrete stations rather than on the 
spatial extrapolation of common effects experienced over 
large areas. This is reflected in the dearth of literature 
dealing with an approach to climatic variation that considers 
the whole spectrum of spatial and temporal gradients of 
climate. This situation is true for South Africa in partic­
ular , and for the world as a whole.
Whether South Africa is drying up has been debated 
for the best part of a century. Even so, definite and 
reliable conclusions to this effect have yet to be formulated. 
This is surprising when it is borne in mind that South 
Africa's continued economic advancement is dependent upon 
adequate water resources. For a meaningful evaluation of 
these resources, it is necessary for research to be carried 
out on a regional rather than an individual station scale into 
the essential composition of climatic variation.
In this thesis an attempt will be made to provide 
answers to both the problem of climatic variation in South 
Africa and the broader issue of how such changes can be
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delimited simultaneously in both the time and space 
domains. This having been done, some attempts will be 
made to use the results obtained to forecast future changes.
Moi3 specifically, the aims of this thesis are:
(i) to determine the extent to which South African 
rainfall has shown a systematic and progressive 
increase or decrease during the period of meteor­
ological record. If neither of these have occurred,
(ii) to determine exactly what changes have taken place,
In so doing,
(iii) to develop methods for the simultaneous delimitation 
of regional and temporal changes of climate, the 
spatial gradients thereof and the regional occurrence 
of the changes. Finally, using the results of this 
analysis of South African rainfall,
(iv) to attempt, in a preliminary manner only, to forecast 
both qualitatively and quantitatively what near-future 
changes in rainfall are likely to be.
In order to meet these objectives, the thesis will be 
devoted, on the one hand, to the analysis of what has happened, 
and on the other, to the discussion of this analysis with the 
view to the possible prediction of future events. This 
dichotomy is implicit in the arrangement of material.
Part I presents an introduction, and gives an histor­
ical background; pertinent aspects of the meteorology of 
South Africa; and the analytical techniques used in the 
analysis of South African rainfall data. In Part II, the 
results of analyses carried out on a macro, and ,ieso scale 
are presented. A discussion of the results obtained in 
Part II is given in Part III. Part IV considers the
Vplausibility of using stochastic models to forecast annual 
rainfall totals. In Part V conclusions are given and an 
overall summary of the results obtained in the thesis is 
presented.
During the course of the research for this thesis 
much of the material presented herein has been published. 
Substantive parts of Chapters 4 and 6 have been presented in 
a paper in the Quarterly Journal of the Royal Meteorological 
Society (1975), Vol. 101. A further paper based on 
Chapters 5 and 7 appears in the same volume of that Journal. 
Those aspects of the material in Chapters 5 and 7 not contained 
in the secord paper, have been accepted for publication in 
the Quarterly Journal of the Royal Meteorological Society 
(1976), Vol. 102. A portion of the material contained in 
Chapter d has been published in the South African Geographical 
Journal (1975), Vol. 57.
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INTRODUCTION
1CHAPTER 1
HISTORICAL BACKGROUND
1.1 RAINFALL VARIATION OVER SOUTH AFRICA; SOME
CONTRADICTORY VIEWS
Variation In South Africa's rainfall receipts, and 
the related consequences thereof, has long been subjected 
tc discussion and investigation. Early reports indicate 
the one time presence of lakes and rivers in what are now 
semi-arid parts of the country (Moffat, 1842); (Livingstone, 
1857). A declared view that the Kalahari had become drier 
was made by Wilson (1865). In a general review, Barber 
(1910) suggested that South Africa as a whole was drying 
up; this view was widely held oy both lay and informed 
members of the public (Agric. Journ. Un. S. Afr., 1913).
The findings of the Union Parliament Senate Select Comm­
ittee on Drought, Rainfall and Soil Erosion were contrary 
to popular beliefs (Union of S.A., 1914). In 1918 Schwartz 
wrote the first of a series of articles dealing with the 
desiccation of South Africa tSchwartz, .19.16, 1919, 1920a, 
1920b, 1923, 1925, 1926, 1927), which were all similar in 
content. In 1935, Wallis concluded, on the basis of an 
analysis of ten rainfall stations in Bechuanaiand, that the 
Kalahari had become drier. The views and plans of Schwartz 
were criticised by Cox (1925), kanthack (1930), Schumann 
and Thompson (1934), Thompson (1936), and Kokot (1948). 
Paulsmeier (1946) criticised Schwartz for not having ack­
nowledged that the views he put forward had been given by 
Paulsmeier to the press some years earlier.
21.2 A CYCLICAL BEHAVIOUR PATTERN
Claims that the rainfall variation was cyclical in 
nature extend almost as far back in time. Hutchins (1888, 
1897, 1898, 1905), and Tripp (1888, 1890) appear to have 
been the first to publish result leading to this view. 
Hutchins found evidence to support Meldrum's cycle (Meldrum, 
137 3) which originated from work carried out in Mauritius 
correlating sunspot activity with occurrence of cyclones. 
Furthermore, Hutchins came to the conclusion that the 12.6 
year rather than the 11.11 year sunspot cycle had the great­
est effect on rainfall in Maritzburg, Durban and the Cape.
He also made predictions based on the now well known Bruckner 
cycle of 35 years (Landsburg, 1960). Tripp was of the 
opinion that cycles existed, but found no evidence to 
support the view that they were related to the sunspot 
cycle. Working on data at the Cape of Good Hope Observatory, 
Morrison (1900) found evidence which supported the existence 
of two cycles of length 9 and 10 years respectively.
Hutchins (1907) continuing his work on cycles, found good 
agreement between South African rainfall, Indian rainfall, 
and sunspot cycles. Evidence for an 18 year periodical 
fluctuation in Natal's rainfall extending back to the 
middle of the nineteenth century was suggested by Nevill 
(1908). Van Reenen (1923, 1925) from knowledge gained 
whilst Chairman of a Drought Commission in South-West 
Africa decided that the coincidence between the rainfall 
period and the period of the Bruckner Cycle was "noteworthy". 
Cox (1925) found some evidence for a periodicity in rain­
fall at Cape Town of length 14 years from a consideration 
of data extending over the period 1838-1920. Rainfall data 
for the period 1909-1929 at Lourenco Marques was analysed 
by Peres (1930) who found it possible to suggest an 
oscillation v '„th a period of 20 years. Lev ink.J nd (1941) 
divided South Africa into four climatic regions and con­
sidered the rainfall over each one separately and in 
combination. He was able to form the opinion that rain­
fall return periods varied from one area of the country to
3another. In 1946, an historical survey covering a 
period of 284 years w is carrier out by Tylden (1946). 
Although he speaks of the cyclical nature of rainfall, 
actual periods were not deduced.
In later years the Report of the Desert Encroach­
ment Committee (Union Government, 1951) stated that 
allegations of climatic changes tended to arise because 
"human recollections are apt to be of a gloomy charac­
ter when they relate to past climatic conditions".
Glover and Robinson (1954) discussed the periodical nature 
of rainfall in terms of return periods, whilst Vorster 
(1957) decided that a general decline in rainfall could 
be detected between 1881 and 19 50 in the southwestern 
Cape Province.
Van Rooy's (1966) work suggested that the country 
is getting wetter, but that this arises from periodical 
variation with increasing amplitude. Fabricius (1964) 
formed the opinion that the rainfall over the country as 
a whole was oscillatory in nature, having no fixed period. 
Brook and Marnetse (1969) confirmed the conclusions 
arrived at by Hofmeyr and Schulze (1963) regarding a 
spatial dependence of rainfall variation, both papers 
employing methods based on simple linear regressions. 
Recent work (Tyson 1971, 1972; Keen 1971) suggests the 
reality of an 18-20 year oscillation which shows a dis­
tinctive regional distribution in its occurrence.
1.3 A BRIEF CRITIQUE
Past investigations into climatic changes ^ver South 
Africa have used, with the exception of Tyson (1971, 1972) 
and Keen (1971), unsophisticated statistical techniques 
on the one hand, contused thinking and human recollections 
on the other.
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4Investigations into the presenc? of cycles are mostly 
based on the use of harmonic analysis. The model is fitted 
by least squares. This assumes that there is a random 
component superimposed upon a periodic movement. The 
elements of this random component must have zero mean 
and constant variance, and they must be mutually indepen­
dent (Tintner, 1952) . It is extremely doubtful whether 
this last assumption is ever fulfilled with climatological 
data. An even more serious defect is that the spectral 
estimates obtained have a standard error which J s of the 
same order as the variance of the original data (Bendat 
and Piersal, 1968). Kendall (1945) illustrates very 
clearly that the variability of the spectral estimates 
does not decrease as the sample size increases. This tech­
nique should only be used on deterministic data, that is, 
for investigating the harmonics of a fixed identifiable 
frequency 2n/n under the assumption that the series is a 
genuine periodic function (Jenkins, 1961). In other cases, 
for example Nevill (1908), no indication is given as to how 
the claimed cycle was determined.
Simple linear regression models tend to be used for 
investigating the presence of trend. Apart from the general 
relaxation of the necessary conditions that this model 
requires, it s obviou (Brook and M metse, 1969; Fig. 2, 
p.137) that many of the regression coefficients have no 
physical significance as far as secular variation is con­
cerned, even if they are statistically significant. in 
many cases, for example, Peres (1930), the amount of data 
available was too little to justify the claims made.
Confusion over physical issues can be gleaned from 
reading the Schwartz articles mentioned earlier. It would 
appear that he was inclined to confuse evaporation from 
the soil with that from an open water surface, and further, 
to treat potential evaporation as if it were the same as 
evaporation actually permitted by soil moisture conditions.
Tyson (1971) in smoothing the rainfall series 
reduced the variance of a transformed series from the 
original data, and hence also the standard errors of the 
spectral estimates. However, he was criticised by Currie, 
(1972) on the grounds that the apparent periodicities were 
spurious, having been introduced by the smoothing technique. 
Furthermore, Currie was concerned about this work because 
trend had not been removed from the raw data. Tyson later 
corrected for trend and was able to show that its presence 
had had no serious effects on his conclusions.
The foundation laid by Tyson provides a starting 
point for this thesis. However, because the thesis pro­
vides an introduction to future work into the much broader 
issues involved with climatic variation, Currie's criti­
cisms must be assessed independently. To establish beyond 
all reasonable doubt that Currie's concern is without 
foundation the pertinent parts of Tyson’s work will be 
re-examined independently using more sophisticated tech­
niques that are available for time series analyses.
* * * * *
Sufficient evidence has been supplied to indicate 
strongly that South Africa's annual rainfall budget is 
unreliable. Over the course of time, diametrically 
opposed views have been postulated. Without exception, 
no one has concluded his findings by attempting to 
derive forecasting models.
In this thesis an awareness of the relatively short 
rainfall series available for analysis is reflected in 
the diversity of relevant investigatory methods applied 
to each aspect of climatic change. This will increase 
the reliability of conclusions made in the thesis by 
providing corroborative evidence and minimising the possi­
bility that a single method may give rise to an incorrect
J6
or ambiguous result. That is, the inability to choose 
an obviously most powerful technique is guarded against; 
this is an inherent difficulty encountered in time series 
analysis (Kendall and Stuart, 1966) .
Variation in South African rainfall, and the beh­
aviour of such variation over time and space will be 
investigated. In particular, attention will be focussed 
on past claims that South African rainfall has undergone 
either a progressive increase or decrease during the period 
of meteorological record. If neither claim is substantia­
ted, then the nature of any other variations that could 
have occurred will be diagnosed. In this event, methods 
will be developed that describe the simultaneous delimi­
tation of regional and temporal changes in climate, their 
spatial gradients and regional occurrence.
This aspect of the research will provide the groundwork 
for a tentative exploration of the possibility of fore­
casting future climatic variations.
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2.1: Mean sea-level isobars (full lines) and mean
contours of the 850-mbar pressure surface 
(broken lines) at 14hoo South African Stand­
ard Time (12hoo G.M.T.), (18 year average). 
Upper, January; lower, July (after Griffiths, 
1972) .
CHAPTER 2
SOUTH AFRICAN M E T E O R O L O G Y : AN OUTLINE
2.1 MEAN CIRCULATION PATTERNS
South Africa is situated between latitudes 22 and 35 
degrees south, thus being almost completely contained in 
the high pressure belt of the Southern Hemisphere. This 
high pressure belt undergoes a seasonal latitudinal dis­
placement of about 4 degrees (Schulze, 1972). Its centre 
is furthest north during July to August, and furthest south 
in February. Usually, a temperature inversion exists, at 
about 3000m., above a relatively shallow layer of maritime 
air in the high pressure belt; this is duo to subsidence in 
the upper atmosphere (Taljaard and Schumann, 1940; Taljaard, 
1955). This inversion is strongest at the west coat, being 
about 7 degrees Celsius, due to the influence of the cold 
Benguela Current. At the east coast the inversion is less 
pronounced and is situated at about 2000m. in summer, chang­
ing to 1000m. in winter.
The high pressure belt is separated into two cells.
This is a direct effect of the land mass of the sub­
continent intruding into a large area of water, the mass 
being heated differently in summer and winter. These two 
cells constitute the Atlantic and Indian Ocean highs,
(Fig. 2.1). Much of the country's climate is therefore 
dominated by anticyclonic circulation patterns and atten­
dant subsidence. This is particularly so in winter when 
the frequency of anticyclonic systems exceeds 70 per cent 
(Vowinckel, 1955).
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Fig. 2.2: Distribution of the mean 850-mbar pressure
fields in January and July (after Jackson, 
1961).
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Until 1952 it was generally considered that Southern 
Africa was under the major influence of cyclonic condit­
ions during summer and anticyclonic conditions during 
winter. At that time it was shown that the general cir­
culation patterns over the plateau undergo no basic 
change through the passage of a year (Jackson, 1952).
The only variation is in the strength of the continental 
anticyclone which weakens in summer, it being forced to 
move southward (Fig. 2.1).
The intensification of the high over land in winter 
inhibits the passage of maritime air into the interior, 
thus giving dry winters (Fig. 2.2). During this period 
when cyclonic activity is most active south of the sub­
continent , cyclogenesis may occur in subtropical lati­
tudes (Taljaard, Schmidt and van Loon, 1961; Taljaard 
and van Loon, 1962). These cyclonic disturbances provide 
the southwestern Cape with winter rainfall. The South 
Atlantic Ocean between latitudes 30 and 40 degrees is the 
general area of origin of these cyclones, (Fig. 2.3).
Their centres travel east south eastwards and are followed 
by anticyclones travelling eastwards and often, especially 
in summer, moving northeastwards around the South African 
coast, (Fig. 2.4).
In summer, rainfall occurs over northeastern South 
Africa. Anticyclonic circulation transfers maritime, 
potentially unstab*e, air from the region of the Limpopo 
mouth and further north onto the plateau. The formation 
of shallow lows assists the passage of moist air into the 
interior, (Fig. 2.1). Rainfall is probably a result of 
convergence between the plateau anticyclone and the 
adjacent oceanic anticyclone (de Biy, 1964). During this 
season little rain is received in the southwestern Cape. 
Only along the southern Cape coastal belt is rainfall 
received throughout the year.
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Fig. 2.3: Tracks of cyclone centres, April, 1958
(after Taljaard and van Loon, 1962, 1963).
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Fig. 2.4: Tracks of anti-cyclone centres, July, 1957
(after Taljaa 1, 1964, 1965).
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Fig. 2.5: Mean annual rainfall (after Jackson, 1961)
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Fig. 2.6; Surface synoptic chart, January 10, 1961 - 
summer drought (after Griffiths, 1972).
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The net result of the seasonal and daily circulation 
patterns is to produce a mean annual distribution of rain­
fall possessing a gradient from the wetter east coat to 
the arid west coast, (Fig. 2.5).
2.2 SYNOPTIC SITUATIONS
Weather situations over South Africa follow general 
patterns which are modified by numerous, but minor, varia­
tions. The frequency of occurrence of these patterns has 
not yet been fully investigated. Vcwinckel (1955), presents 
the frequency distributions of some synoptic situations 
experienced on the high plateau.
One of the most common situations is that of wide­
spread anticyclonic activity, which may continue for 
periods of up to fourteen days, (Fig. 2.6). On the surface 
chart the isolines on the plateau are the contours of the 
700-mbar pressure level, (Fig. 2.7) . Although this situa­
tion is most common in winter, it does occur sometimes in 
summer with accompanying disastrous droughts. This high 
pressure phenomenon, when present in summer, often coincides 
with a tropical cyclone situated in the Mozambique Channel. 
In winter, the southern cyclonic activity reaches furthest 
north. Mainly orographic rain occurs during northwesterly 
winds against the western, southwestern and southern escarp­
ment as the cold front approaches land. This condition is 
taken as normal in winter and explains the Mediterranean 
climate of the southwestern Cape. The presence of a minor 
coastal low on the west coast, which moves around the south 
coast, is quite common. Under these conditions hot Berg 
winds blow which are approximately perpendicular to the 
coastline. They can persist for some days, terminating when 
the cold front reaches the land. Inland, on the plateau, 
clear skies persist. In general, this situation is des­
cribed closely by Vowinckel's (1955) type 1. He gives the 
frequency of occurrence of this type as being between 60-70
2.7: Contours of the 700-mbar level (m),
January 10, 1961 (after Griffiths, 1972).
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Fig. 2.8: Surface synoptic chart, August 11, 1964 -
cold front (after Griffiths, 1972).
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Fig. 2.9: Contours of 700-mbar level (m),
August 11, 1964 (after Griffiths, 197 2).
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per cent in mid-winter and about 8 per cent in mid­
summer .
Often in late winter and spring, short cold spells 
occur by virtue of an influx of cold air over the whole 
country, (Figs. 2.8, 2.9). Generally bad weather, with 
gales along the southwestern, southern, and southeastern 
coasts can occur when this synoptic condition prevails.
The severity of the weather is dictated by the intensity 
of the low pressure system and the proximity of its 
centre to the coast. Passage of the cold front across the 
coast brings about associated pre-frontal rain over the 
southern Cape Province, whilst post-frontal showers tend 
to clear quickly from the west. This cold air mass can 
result in snow on the high mountain regions in the south 
and southeast (Lesotho). The high pressure system, which 
follows in the wake of the low one, moves around the coast 
causing orographic cloud and drizzle on the southeastern 
and eastern escarpments. During this process the interior 
experiences clear skies.
2.3 SEASONALITY
Most of South Africa experiences seasonal rainfall 
(S.A.W.B., 1972). Of the area that is so affected, the 
largest portion receives its rain during the summer season 
wnich is taken to be from October to March. A decidedly 
smaller area in the western and southwestern Cape Province 
has winter rainfall. All season rainfall, but having a bi- 
modal distribution, is experienced by southern coastal areas, 
(Fig. 2.10). Rainfall over the country experiences a marked 
change from being seasonally winter in the south to season­
ally summer in the north, and this is clearly indicated by 
the isolines of summer seasonal rainfall expressed as a 
percentage of the normal annual rainfall totals, (Fig. 2.11). 
An interior transitional zone exists between these two parts 
of the country. In this zone a six-month wave (equinoctial 
maximum) is experienced.
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Fig. 2.10: Histograms to show spatial variation of
mean monthly rainfall over South Africa 
(after Keen, 1971).
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(after S.A.W^.B., 1965).
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Fig. 2.12: Temporal and spatial variation of the
50-mm isohyet over the summer rainfall 
region (after S.A.W.B., 1965).
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Fig. 2.13: The relative variability of annual rainfall
in percent (after 3.A.W.B., 1965) .
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Fig. 2.14: Seasonal rainfall regimes (after Keen
and Tyson, 1973).
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A different illustration of seasonality is obtained 
from a consideration of the temporal and spatial oscilla­
tory behaviour of individual isohyets. The 50-mm. one, 
viewed over the summer rainfall region of the country, 
is at the southeastern coast in winter. During September 
it commences a westward passage across the country and 
attains its maximum distance from the coast in March,
(Fig. 2.12). Its return passage eastward is more sudden, 
reaching the eastern escarpment in April. This isohyet 
has a definite axis of rotation which is centred to the 
north of Port Elizabeth, (Fig. 2.12). The behaviour of 
this isohyet provides a marked feature of the summer rain­
fall regime over South Africa (Taljaard, 1955).
The relative variability, defined here as mean abso­
lute deviation, divided by the mean rainfall expressed as 
a percentage, shows marked change over the different seasonal 
rainfall areas of the country. It is least over the south 
and southwestern coastal regions and over much of the 
summer rainfall area. Over the western interior its grad­
ient is severe, reaching a maximum on the arid coast of 
South-West Africa, (Fig. 2.13) .
* * * * *
Southern Africa's rainfall is closely associated with 
anticyclonic activity, resulting from the subcontinent's 
virtual complete containment in the southern hemisphere's 
high pressure belt. This rainfall is highly seasonal, 
progressing from winter and all seasons in the south to 
summer over a larger portion of the northern part of the 
subcontinent. The interior transitional zone is clearly 
defined, (Fig. 2.14).
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CHAPTER 3 
ANALYTICAL TECHNIQUES
3.1 INTRODUCTION
The statistical techniques used in the subsequent 
analyses of rainfall data are described. Theoretical 
aspects of the analyses have not been dealt with in detail 
unless new theory is developed; standard techniques have 
various interpretations; the results would be ambiguous 
without elucidation of the techniques used; or new appli­
cations of a standard technique are used or developed.
3.2 TREND INVESTIGATION
A detailed analysis of a time series requires know­
ledge of its degree of stationarity. In general a series 
should be at least weakly stationary (Anderson, 1971).
A commonly accepted method for deciding on the presence 
or absence of trend is to inspect the graph of the raw 
data (Chatfield and Pepper, 1971) . This technique has the 
weakness of permitting only subjective conclusions. Of the 
many objective methods, the mcst common is that of consider­
ing the serial correlation for a time lag of unity. An 
inherent weakness with this test is that the underlying 
assumptions are seldom satisfied by climatological data. 
Statistical conclusions can therefore be unreliable. 
Furthermore, the first serial correlation is insensitive to 
non-linear trend (Kendall and Stuart, 1966). When dealing
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with rainfall data, apart from the type of trend of 
interest, a non-parametric test statistic should be used 
(Dyer, 1974). Kendall's Tau has been used in this thesis 
(Kendall, 1962). It is non-parametric; sensitive to 
both linear and non-linear trend; and has a power effic­
iency of 91 per cent where the basic assumptions necessary 
for a parametric test are satisfied.
Tau is defined as
- 1
n(n-l)
(3.1)
where P is the total number of pairs for which u(J)>u(i) 
for j > i and 2 £  i ^  (n-l)3 in a time series defined as 
the sequence of
u(t) where 2 .1 t <. M (3.2)
n being the number of terms in the series.
In the null case
E (j ) = 0 (3.3)
with Var (t2 - 2(2n + 5)
----------  (3.4)
9n(n-1)
The distribution of Tau tends rapidly to normality for 
n > 10 (Kendall and Stuart, 1961) . An alternative hypo­
thesis of trend (two-sided) is taken against a null one of 
no trend. A five per cent level of significance has been 
used for the rejection of the null hypothesis. Where sig­
nificant trend has been removed, it was done by fitting
least squares polynomials (Yule and Kendall, 1958).
3.3 FILTERING
Where filtering of the rainfall data u(tj for 
1 t Z. n has been applied, it has been done by employing 
a 5-term binomial low-pass filter (Mitchell et a l , 1966). 
The elements of the smoothed series are given by
Sit) = 0.06 u(t-2) + 0.26 uit-l) + 0.28 uit) +
0.26 u(t+l) + 0.06 u(t+2) (3.5)
for 3 £ £ £ (n-2)
The first and last two terms have been estimated using
S(l) = 0.64 nil) + 0.46 u(2) (3.6)
Si 2) = 0.26 u(l) + 0.50 u(2) + 0.25 nil) (3.7)
Sin-1) - 0.25 uin-2) + 0.50 uin-l) + 0.25 u(n) (3.8) 
Sin) = 0.54 uin) + 0.46 u(n-l) (3.9)
Equations 3.6 to 3.9 inclusive are an adaption of the Hann­
ing smoothing technique (Bendat and Piersol, 1968).
The frequency response function for the smoothed series 
Sit) for 3 ^ t ^ in-2) is given by
if) = eoa? n / At (3.10)
where f is tlie relevant frequency; p = 5 the order of the 
binomial expansion used; and k t = 1 the sampling interval
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(Stringer, 1972).
This response function gives ratios of smoothed to 
unsmoothed amplitudes of 0.952, 0.925 and 0.813 for periods 
of 20, 16 and 10 years. Therefore, unlike ordinary simple 
moving averages, the tendency to convert peaks into troughs 
does not exist. Furthermore, binomial weighting coeffic­
ients produce no phase shift in the data (Stringer, 1972).
The order of smoothing has been kept small purposely.
This reduces the tendency of smoothing to generate spurious 
oscillations because of the Slutzky-Yule effect described 
by Moran (1949); (Slutzky, 1937; Yule, 1926).
Taking moving averages of order k , over a random series, 
introduces serial correlations in the smoothed series 
(Kendall and Stuart, 1966). The s-th serial correlation, 
r(a),for the smoothed series is given by
k-a
= I a.a.tB
. | a | < (3.11)
k
1
= 0 elsewhere
where the a. are the weighting factors. For a simple moving 
J
average, the weights are equal and equation 3.11 reduces to 
r(a) = 1 -
-  0
-—  , I s I . < fe (3.12)
elsewhere
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These equations indicate that r(s) resulting from binomial 
weights is less than the corresponding value when simple 
moving averages are used (Table 3.1). Hence the tendency 
to generate spurious oscillations is reduced for the bi- 
0  nomial system.
TABLE 3.1 - SERIAL CORRELATIONS INTRODUCED BY SMOOTHING 
m  DATA
8
Weighting system
simple binomial
1 0.80 0.79
2 0.60 0.39
3 0.40 0.11
4 0.20 0.01
3.4 SERIAL CORRELATIONS
• *
Serial correlations have been calculated from
—  nZk-
\ u(t) u(t+k)
r(k) = 1_____________  , -(n-1) < k < (n-1) (3.13)
n
£ {u(t)} 
t=l
which has been chosen in preference to
<
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n-k
1 j> u(t) u(t-hk) 
n-k t=l
v'(k) = _____________________ , -(n-1) £ ^ £ (n-1) (3.14)
n
1_ I {u(t)} 
n
t-1
because although it provides biased estimates, the variances 
are less than those obtained from 3.14 (Otnes et al, 1972).
In each of 3.13 and 3.14 u(t) and u(t + k), for <?<_*:<_ (n-1), 
are terms from a time series having zero expectation (if 
necessary the series must be coded to accomplish this ex­
pectation) . Because of the symmetrical properties of r(k), 
its values need only be considered in the range o < k <_ (n-1),
3.5 FOURIER ANALYSIS
The general Fourier equation can be written as
-- f\ CH
h=l
W (3.15)
where
C, - cos 2hi\X . and S, - sin 2hvX . n i n  i
The subscript h is the harmonic number, X the fundamental 
wavelength or first harmonic, Y^ the observations taken at
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equally spaced intervals X^. For a finite series contain­
ing n equally spaced observations
A h ~  ^ Yi 008 2hnXi (3.16)
n t=l -----
n
B, = 2 y y . ein BhnX . (3.17)
n — L t i
n t=l--------------
The coefficient is zero, and - ZY^/n. The amplitude 
of the b-th harmonic is
amh = U h * Bh;*> (j.16)
and its phase angle is
= tau
_i
f
- h
(3.19)
The power or variance association with the h-th 
harmonic is
8h = Ah * hh (3‘2°
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2
and if s is the total variance of Y in the series, the
y
percentage of the contribution of the h-th harmonic is 
simply
—  . 100% = percentage of contribution (3.21)
2
2 s v
3.6 UNIVARIATE SPECTRAL ANALYSIS
Sample smoothed spectral estimates have been obtained
from
m-1
R( f ) = 2A{J + 2% \(k)r(k)co32T\fkL), o</< _Z_ (3.22)
k=l 2A
in preference to
m-1
C ( f ) = 2 h{ C( o ) +2  I  \ ( k ) a ( k j  aop2-nfkh} Jo<f< 1 ^  23 )
k-I 26
since the former provides standardised estimates. In each 
of 3.22 and 3.23 6 is the sample rate; \(k) the smoothing
function or lag window; f the frequency at which spectral 
estimates are obtained; m the maximum value of the time 
lags, k. In 3.22 R(f) are the sample smoothed spectral 
density estimates; v(k) are the serial correlations for 
2 £ * (m-1). In 3.23 C(f) is the sample smoothed spectral
power estimate; a(o) the sample variance; and c(k) the 
serial covariances for 2 <_ k <_ (m-1). Single sided spectra 
have been obtained in this thesis, permitted by the symm­
etrical properties of the spectral estimator; this accounts 
for the factor two appearing in both 3.22 and 3.23.
i
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A confusingly large number of lag windows \(k) are 
available. Differences in their mathematical properties 
are minimal (Hannan, 1967). Some windows give less bias 
and better resolution than others but this is usually 
associated with increased variance of the spectral esti­
mates, and vice versa. The choice of window appears to be 
almost arbitrary (Jenkins and Watts, 1968). The window 
used most commonly is that due to Blackman and Tukey, 
(1958), but for no better reason than that it became known 
early in the development of spectral analysis and is thus 
used in many statistical packages. A window not dealt with 
by Hannan is Parzen's (1957, 1958, 1961). This one never 
produces negative ordinates. The correlation between non- 
ad jacent estimates is less than Tukey's as is the variance 
of the estimates. In this thesis Parpen's window has been 
used.
This window is defined as
\(k) - I - 6
r i 
k 2 . 5flil ’ , I M  < m
p m . I m 2
= 2 1 _ j*1 1 , Z < |iic| < m
» m J 2
(3.24)
- 0, elsewhere
It follows that the unsmoothed spectrum is a special 
case of the smoothed one. A periodogram can be obtained for 
the case when \(k) is equal to unity for all k, o <_ k fm-27, 
and m is put equal to n, the number of terms in the series.
No standard procedure has yet been developed for 
obtaining m, the cut-off or maximum lag, k. Granger and 
Hatanaka (1966) suggest m < n/3 for small n and n/S<tfi<n/6
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for large n . The value of a used in this thesis is 63, 
which is considered to be small. However, reliable spec­
tral estimates can be obtained from this sized sample 
(Granger and Hughes, 1968). Small n gives large bias 
with correspondingly smaller variance of the spectral 
estimates. As m is increased the bias is decreased, but 
the variance increases. A technique known as window 
closing has been used in this thesis as a means of choos­
ing the optimum value of m (Jenkins and Watts, 1968).
Three values of m are chosen equal to, say, n/3, n/4 and 
n/5. A spectrum is obtained for each m, and the m that 
best balances bias against variance, judged by the comm­
encement of instability in the spectrum, is taken as the 
optimum value. The method is by no means foolproof. A 
more meaningful spectrum can sometimes be obtained by 
using different m values for different sections of a 
spectrum. When more than one m is used it often entails 
having one value for the high frequency end, and another 
for the lower frequency end of the spectrum.
The behaviour of the correlograms should also be 
noted, and used as an additional aid in the determination 
of m. This entails noting the value of k beyond which 
all further r(k) are zero, within sampling limits. Also, 
the correlogram is oscillatory if the time series is 
periodic or nearly so; this provides a further reason for 
using serial correlations rather than covariances as an 
intermediate step in obtaining the spectral estimates. In 
the present work, m took on values 10, 20 and 30 years; 
m equal to 20 was found satisfactory.
Commonly, (m + 1) values of R(fj are obtained by 
letting f take the values 0t 1/m, %m,. . . . Jenkins and 
Watts (1968) are inclined to the view that this spacing, 
1/m is too large. It is possible that peaks in the spec­
trum will be missed. However, too small an interval can
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give rise to correlation problems between adjacent 
estimates (Bendat and Piersol, 1968). In this thesis, 
values of fj have been obtained for a frequency spacing 
of 1/2F where F = 2m. The final computation equation for 
R(f) with A - Z year is given by
R(f) = 2
m/2
/ i 2/ 1
1+2 I v(k) i-e /i
k=l
L
W l  "J
ooavlk 
F
m-1
+ 4 I r(k) 1-k aoavlk
k=m+l m F
2
i .
(3.25)
for 1 = 0, 1,.......   F.
The significance of spectral ordinates are often 
tested against a null hypothesis of a first order Markov 
generating process for the time series (Mitchell et al, 
1966) . Such a model has been used by Erat (1973a,b), 
Jaganathan and Parthasarathy (1973), and Parthasarathy 
and Dhar (1974). The rainfall data for South Africa did 
not satisfy the conditions for this model. Within sampling
2 i
limits r(2) = r (1), r(3) - r (ljt etc., when the Markov 
model is the underlying process. A number of other null 
hypot ses may be postulated and identified by methods 
presented by Box and Jenkins (1970), Nelson (1974). In the 
work being described the null hypothesis is that the gener­
ating process of the time series is random. Statistical 
significance of peaks in the rainfall spectra have been 
tested using standard methods (Jenkins and Watts. 1968; 
Granger and Hatanaka, 1966).
-:
I«
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Spectral analyses have been performed on raw data.
This po? icy is justified because no series had severe 
trend as judged by inspecting graphs of the data that 
have significant trend statistics. This follows the 
policy advocated by Tukey (1961), and removes the necess­
ity of pre-whitening the data and the subsequent post- 
darkening , Pre-whitening can have adverse effects on the 
final spectral estimates (Granger and Hughes, 1971).
Removal of trend by taking first differences or using least- 
squares straight lines is often done as a matter of course. 
However, the resulting phase shift is just as commonly 
ignored. This phase movement can be quite significant at 
the low end of the spectra. the very section of the spect­
ra where clarification is often sought. A further guide 
for the presence of severe trend is excessive power at the 
low frequency end of tha spectrum (Chatfield and Pepper, 
1971). The correlograms of trend-possessing data tend to 
remain positive, or negative up to quite large k values.
It must be borne in mind that it is often difficult to dis­
tinguish between trend and an oscillation of long period.
3.7 MULTIVARIATE SPECTRAL ANALYSIS
The sampla smoothed coherency spectrum between two 
stochastic processes can be defined as
CoJi (f) = <30 (f) + q (f)
(3.26)
and the smoothed phase spectrum as
= tau (q(f)/o(fJ) (3.27)
where ~co(f) is the smoothed co-spectrum defined as
■
i
4
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ao(fJ - 2
m
A(o) + 2  \ \(k).A(k) cos-nkl
k=l F
(3.28)
for o < I < Ft F = 2m
q (f) is the smoothed quadrature spectrum defined as
m-1
q(f) = 4 I \(k). B(k) lin Ttkl 
k=l F
(3.29)
for o < l < F , F  = 2m
n-k
A(k) =  1_  £ {u i f j J. u 2 (j-k) + u ^  0 ) tu x( d~k))
(n-k) J =2
(3.30)
n-k
B(k) = __1__ I [u (j). u (j-k) - u (j).u (j-k)}
(n-k) j=l (3.31)
(tyl^ ^are the smoothed spectral estimates
1 2
for any two time series u (t) and u (t) respectively.
1 2
Parzen's lag window \(k) is used in the present study. 
Estimation problems are similar to the univariate case; 
a maximum lag of m = 20 years has been used. Other forms 
of the expressions given in 3.26 to 3.31 inclusive are 
given in Granger and Hatanaka (1966), and Gudmendsson 
(1971) .
3.8 PRINCIPAL COMPONENT ANALYSIS
Over recent years principal component analysis has 
proved a useful technique in meteorology and climatology
V
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(Barry and Perry, 1 9 7 3; Colgate, 1 9 7 5; Craddock, 1 9 6 5; 
Craddock and Flintoff, 1 9 7 0; Craddock and Flood,
1 9 6 9; Grimmer, 1 9 6 3; Kutzbach, 1 9 6 7; Stidd, 1 9 6 7; 
Trenberth, 1 9 7 5). It often enables the data matrix to 
be represented by a smaller set of new orthogonal var­
iables which account for most of the variance in the 
original matrix. The analysis has the advantage, unlike 
many multivariate techniques, of not relying on the dis­
tributional properties of the sampled population (Gower, 
1 9 6 6). In this thesis the application of the technique 
has been broadened.
Eigenvalues have been obtained for the correlation 
matrix of variables (rainfall stations); this reduces 
all variables to equal importance as measured by sea._ 
(Cattell, 1 9 6 5; Kendall and Stuart, 1 9 6 6). The cut­
off value for eigenvalues contributing a significant 
reduction in the total variance has been taken as unity 
(Jeffers, 1 9 6 7; Jolliffe, 1 9 7 2; Kaiser, 19 61).
Rotation of the eigenvectors has been performed 
using the varimax method (Child, 1 9 7 0; Kaiser, 1 9 5 8).
For this operation the I.B.M. Scientific Subroutine 
VARMX has been used. The advantages of rotation be­
come evident in the discussion of results which follows 
later in the thesis. The modes of analysis available 
are defined in Table 3 .2 . In this thesis S mode is used 
rainfall stations are the variables (entities) and years 
are cases (occasions), (Rumme1 , 1 9 7 0).
Examples of entities are rainfall recording sta­
tions, countries; of characteristics, rainfall, temp­
erature; and of occasions, usually recordings over 
space or time.
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TABLE 3.2 - DISTINGUISHING FEATURES OF THE MODES 
USED IN FACTOR ANALYSIS
Mode Variable (column) Cases (rows)
R characteristics entities
0 entities characteristics
0 occasions characteristics
p characteristics occasions
T occasions entities
S entities occasions
3.9 THE COMPONENTS OF ANNUAL RAINFALL TOTALS
A linear fixed two-way unreplicated model has 
been fitted to sets of time series obtained from the
principal component analysis, making it possible to
investigate, individually, the behaviour of the four 
components of which annual rainfall totals are assumed 
to consist. The model may be defined as
= U + ai + 8 i = 1, . J = 1,. . ,s
(3.32)
where X.. is the annual rainfall total for the i-th 
year and the j-th station; y is the overall mean annual 
rainfall for a region containing a set of s stations 
with records of annual totals extending over n years;
is the i-th level of the regional temporal effect 
(AJ; 6 . is the j-th level of the regional spatial
effect (B); and e . . is the N(0 j0 ) error variable.t J
The interaction ('a.B.J between the main effects A and
t i)
B is assumed to be zero (Afifi and Azen, 1972).
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To obtain unique least-squares estimators for the 
parameters, the side conditions
I = o , I Qj = ° (3.33)
i -1 J=1
are imposed, and thus 
n a
V = J -  I I ij (3.34)
i=l
a - 1 I - y (3.35)
8 J-l
n
Qj = ^ I x ^ . j - u  (3.36)
n i-1
and
etj 1 XU  - V - *l- (3.37)
/ I
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41 The techniques outlined above provide a versatile
approach to the analysis of South African rainfall 
when 157 recording station records of annual totals are 
considered as a set of time series. The results ob- 
#  tained from these analyses are next presented, to be
followed in later chapters by a discussion of their 
significance.
PART II
THE ANALYSIS
43
Location of stations
/v
't }>•*•,
no {
. .. .
•«)
200 400
km
Fig. 4.1: Location of rainfall recording stations used
in the present study.
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CHAPTER 4
A MACRO-SCALE ANALYSIS OF SOUTH AFRICAN RAINFALL
4.1 INTRODUCTION
The rainfall station records analysed in the follow­
ing chapters have been screened both for spatial represen­
tation and continuity in previous work, (Tyson, 1970). The 
data matrix of annual, rainfall totals is large, having 
order (157 x 63). If the results from this thesis show 
spatially dependent oscillatory patterns in rainfall, 
then future research using smaller sampling rates will be 
justified.
In this chapter, results of a trend analysis of 157 
rainfall series will be considered for the period 1910- 
1972, (Fig. 4.1). A subset of these series, with records 
extending back to 1880 has also been analysed for trend 
behaviour. These series, having been detrended or adjus­
ted to zero means, were submitted to a 5-term binomial 
filtering. New series were derived from the smoothed 
series by taking 5 year and 9 year cumulative totals.
Maxima and minima of these totals are mapped to show that 
South Africa's rainfall possesses regional spatial and 
temporal variati >n. For purposes of comparison, an 
identical analysis is performed on randomly generated 
simulated series.
Univariate spectral analysis is carriel out on the 
unsmoothed series. Isolines of spectral density are used
J
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STATION 39
STATION 49
STATION S3
• • ■ •200 400
k m
Fig. 4.2: (a) Distribution of stations showing
. . significant trend (5 per cent, two
tail) during the periods 1910-197 2.
(b) Some examples showing the time depen­
dence of trend in annual rainfal totals.
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to investigate further the regional behaviour of rain­
fall patterns over the country.
4.2 THE TREND ANALYSIS
Of the 157 rainfall series tested for trend, 26 have 
significant Tav values. The distribution of stations with 
series showing significant trend is given in F ig. 4.2a. 
Twenty four records show significant negative Tau values, 
the other two being positive, (Table 4.1). The rejection, 
or critical, values of Tau are -0.1692 and 0.1692 at 
the five per cent level (two-tailed).
TABLE 4.1 - SIGNIFICANT TAU VALUES FOR 26 FROM 157 RAIN­
FALL RECORDS ANALYSED FOR TREND
Station No. Tau Station No. Tau
157 -0.1715 44 -0.2904
154 -0.1914 41 -0.1787
151 -0.3507 40 -0.1695
143 -0.2350 39 -0.2145
114 -0.2432 37 -0.3200
102 -0 1787 36 -0.2002
93 -0.1705 32 -0.2197
81 +0.1818 24 -0.1900
7 7 -0.2524 19 +0.3180
75 -0.1828 18 -0.2873
61 -0.1767 13 -0.1695
56 -0.2565 10 -0.1982
48 -0.1951 8 -0.2043
On an assumption that the 157 rainfall records are 
independent, the expected results under the null hypo­
thesis for significant Tau values is four each positive
47
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Fig. 4.3: Spatial distribution of the Group A,
Group B, and Group C stations.
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e
Fig. 4.4: Superimposed deviations from mean annual
rainfall smoothed by taking 5-year weighted 
averages for stations in northern and 
eastern South Africa (Group A), in the 
southern Cape Province (Group B) and in 
remaining areas (Group C). The Group A 
stations are 85, 86, 103, 130, 139 and 48. 
Those given in Group B are 27, 34, 39, 46 
and 47, and those in roup C are 53, 68, 79, 
120 and 121.
<50
and negative at the five per cent level. A one-sample 
Chi-square test give the probability of the observed 
values of Tau occurring under the null-hypothesis of no 
trend as less than 0.001, with two degrees of freedom 
(X2= 103). However, although statistical tests can be 
readily implemented, they are difficult to interpret in 
this case because of the doubtful validity of the under­
lying assumption of independence. These results can only 
be used as an indication of the true situation regarding 
the presence or absence of trend.
Some station records extend further back in time.
When these are submitted to trend analysis, the dependence 
of trend on length of record is clear, (Table 4.2). In 
general it appears that as the length of record increases 
so the tendency for the occurrence of trend decreases, 
thus showing that the trend is artefactual. The trend is 
linear and examples displaying its behaviour over time are 
shown (Fig. 4.2b). Further elaboration of this section is 
provided in a later chapter dealing with the discussion.
4.3 OSCILLATORY BEHAVIOUR OF THE SMOOTHED SERIES
Smoothing the rainfall series, to remove the influence 
of noise, shows the emergence of oscillatory patterns which 
are spatially dependent. Group A stations comprising those 
from the north and northeastern part of the country exhibit 
an oscillation with a period of the order 20 years (Fig. 4.3). 
Stations in the southern Cape Province form Group B, in 
which rainfall series have an oscillation of the order 10 
years. The behaviour of the rainfall of the remaining 
stations, those in Group C,and notably those from the 
central area, show no organised patterns for oscillations 
with periods great-er than the order of smoothing, (Fig.
4.4). The Group A station records indicate peaks over the 
intervals 1918-1922, 1938-1942, and 1958-1962. Corresponding
■
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W A V E S  W IT H  P ER IO D 'S  1 6 -2 2  Y E A R S
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Fig. 4.6: Variance and range associated with Fourier waves
having periods in the intervals 16-22 and 10-12 
years.
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Fig. 4.7: The occurrence of 5-year and 9-year rainfall
maxima and minima at 157 stations over South 
Africa. Heavy lines indicate the periods of 
maxima and light lines periods of minima. 
Broken lines indicate weak maxima.
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troughs are present during the intervals 19 28-1932 , 
1948-1 9 5 2, and 1968-1 9 7 2.
Mapping cumulative positive and cumulative negative 
deviations for these quinquennial periods reveals the 
ureal extent to which the country as a whole experiences 
these peaks and troughs in its rainfall budget, (Fig. 4.j ). 
The number of anomalous stations, i.e., those not conform­
ing to the contours of the cumulative deviations, is less 
than eight per cent of the 157 analysed.
Fitting Fourier series to the filtered data indicates 
the extent to which periodicities account for the observed 
fluctuations in the rainfall series, (Panofsky and Brier, 
1965). Over the interval 1910-1972 the combined variance 
associated with waves having periods in the range 16-22 
years delimits those parts of the country experiencing a 
rainfall fluctuation of about 20 years. Both the range of 
the fluctuation, and the percentage variance accounted for 
by it, increase towards the north-east. In this region, 
the range of the fluctuation exceeds 150mm over a wide area. 
The quasi-10 year oscillation suggested in the Group B 
stations, is confined to the southern Cape. In few cases 
does its range exceed 75mm, (Fig. 4.6).
4.4 MAXIMUM AND MINIMUM OF CUMULATIVE DEVIATIONS
A further demonstration of the oscillatory behaviour 
of the rainfall series can be obtained from a considera­
tion of the occurrence of maximum values of cumulative 
deviations from the mean, or trend line of the filtered 
series. When trend was absent in a series, deviations 
were taken from the mean of the series; when it was 
present the trend line was taken as the reference level. 
Cumulative deviations of order 5, and order 9 are taken.
The maxima and minima of these series for all 157 stations 
are mapped, (Fig. 4.7). Stations whose records show
i
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g ro u p  a GROUPC
Fig. 4.8: Spatial distribution of the Group A,
Group B , and Group C stations shown in 
Fig. 4.7.
V
similar time intervals in which maximum values and minimum 
values occur are grouped together, (Fig. 4.7). The 
spatial distribution of the stations forming these groups 
is shown, (Fig. 4.8).
A 16-20 year fluctuation is evident from the spacing 
of the 9 yearly maxima and minima for Group A stations, 
numbers y4 - 157. The maxima are centred about the inter­
vals 1920-22, 19-.0-42, and 1958-60. For the Group B 
stations the pattern is still discernible, though with less 
clarity than in Group A. No recognisable overall pattern 
is obvious for Group C.
The peaks and troughs based on 5-year cumulative 
deviations for the Group B stations show the extent to 
which a quasi 10-year oscillation is present. The line of 
demarcation between Group A and Group B is to a large extent 
geographical, as is that between Group B and Group C. The 
peaks based on 5- year cumulative totals for Group A divide 
near the boundary with Group B. There is a tendency for 
them to regroup in the region of the boundary between 
Group B and Group C. This is particularly noticeable for 
the maxima centred on 1940-42, and 1958-60.
4.5 A SIMULATION STUDY
For purposes of comparison with the results obtained 
in section 4.4, 157 rainfall records were simulated and 
subjected to an identical analysis. Pseudo random numbers 
following the rectangular distribution over (0.1) were 
generated by means of the Tansworthe generator (Whittlesey, 
1968). Each number was then used to produce a normal (0.1) 
random variable using the inverse method, (Tocher, 1963).
The transformation was made using a table lookup and linear 
interpolation in the range (0.001, 0.999). Outside this 
range the Newton-Raphson algorithm was used (Hildebrand, 1956).
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The mappings of these simulated series is completely 
devoid of organised patterns. Those for the Group A 
stations illustrate this clearly, (Fig. 4.9).
4.6 CORRELATIONS BETWEEN ABOVE AND BELOW NORMAL RAINFALL
By determining the frequency with which the rainfall 
maxima and rainfall minima shown in Fig.4.7 occur within 
specific time intervals, the inverse correlation between 
periods of above and below normal rainfall in Group A and 
Group B stations can be demonstrated, (Fig. 4.10). Similar­
ly, the lack of correlation in the case of the Group C 
stations and the simulated series is at once evident.
Fearson's correlation coefficient between 9-yearly maxima 
and minima, for Group A stations with 1910-1972 data, is 
-0.97. That between the 5-yearly maxima and minima for 
Group B stations is -0.93. For the Group C stations the 
coefficients are 0.03 and -0.29 for the 9- and 5-yearly totals 
respectively. No stations in Group A have records extend­
ing back to 1880. Group B stations with records for the 
period 1880-1972 show a correlation coefficient between 
5-yearly maxima and minima of -0.84. Even though the basic 
conditions for the proper use of Pearson's correlation co­
efficient are not satisfied, the results obtained are never­
theless useful. The coefficients provide a measure, or 
indication, of the degree of linear agreement between the 
variables considered (rainfall series).
4.7 SPECTRAL ANALYSIS
Oscillatory patterns in South African rainfall 
having been established for smoothed data, attention is 
redirected to the raw data. A theoretically more soph­
isticated approach than those adopted so far for stochastic 
processes is spectral analysis. It provides a means of
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Fig. 4.11: Correlcgrcms for Station 148 (an example 
of the Group A type), for Station 27 (a 
Group B type) and station 79 (a Group C 
type).
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investigating the physical mechanism generating a time 
series; determines the behaviour of a dynamic linear 
system in response to random excitations; and aids in the 
k imulation of time series for the purpose "jf building fore 
casting models (Parzen, 1961).
CorreIngrams for Group A stations are typified by 
that for station 148; for Group B by station 27; and 
for Group C by station 79, (Fig. 4.11). Regular fluc­
tuations are clearly indicated for Group A and Group B 
stations. Superimposed on a wave with a period of approx­
imately 18 years, for Group A, is a ripple of order less 
than five years. For the Group B stations a wave with 
period ten years is evident, together with a ripple of 
shorter period. The correlograms f r Group C stations 
reflect the absence of waves having periods of the order 
found in Group A and Group B. There is, however, evidence 
to suggest regular fluctuations in the higher frequency 
waveband.
Each group of stations possesses individual spectral 
patterns, (Fig. 4.12). The spectra present, in an alter­
native form, the information given by the correlograms.
For the Group A stations, the spectra have peaks in the 
16-20 year interval, and the 2-3 and 3-4 year bands. The 
spectral ordinates, at 20 years, are significant at the 
five per cent level for stations 103, 116 and 14 8; sig­
nificance at the ten per cent level applies to station 130
The spectra belonging to the Group B stations peak 
in bands containing 10-year and 3-4 year oscillations.
For the peaks centred at the wavelength of 10 years, sig­
nificance is obtained at the five per cent level for 
station 27, and at the ten per cent level for stations 34, 
39 and 46.
Lack of significance of the spectral ordinates does 
not necessarily imply lack of reality, (Jenkins, 1961;
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Fig. 4.12: Rainfall spectra for some Group A,
Group B and Group C stations over 
the periods 1910-1972 and 1880-1972.
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Granger and Hatanaka, 1966). The reality of the peaks 
is strongly suggested by the similarity in shape of large 
numbers of spectra. That this view is correct, is strongly 
suggested by the previous analysis of rainfall maxima and 
minima, (Fig. 4.5, 4.7). The stability of the 10 year 
ordinate is evident from the comparison of the 1910-72 and 
1880-1972 spectra.
The spectra for Group C stations do not all possess 
similar characteristics, (Fig. 4.12). Large subsets of 
the group do, however, possess similar spectra. Typical 
spectra for stations in the south-western,north-eastern 
and northern (interior) Cape Province are those for stations 
25, 53, 68 and 79 respectively, (Figs, 4.1, 4.12). In 
some spectra, maximum power is concentrated at the high 
frequencies, whilst in others at low frequencies.
In almost all spectra, irrespective of whether from 
Group A, B or C stations, peaks occur in the 2-3 and 3-4 
year ranges.
In general, spectra are independent of their time 
histories. Those for the interval 1910-72 are substan­
tially the same as those obtained for the larger interval 
1880-1972. This indicates that the series are of suffic­
ient length to give a true overall picture of the distri­
bution of variance over frequency. The increase in power 
for the 1880-1972 spectra, at the low frequency end, is 
a result of a generally wet decade from 1880 to 1890,
(Table 4.2, Fig. 4.2b).
Mapping spectral densities of integrated frequency 
bands enables an assessment of the regional organisation 
and spatial gradients of specific spectral components to 
be made, (Fig. 4.13). Contours associated with rainfall 
oscillations having periods greater than 20 years are 
fairly flat over the country as a whole. The exception
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Fig. 4.13: Percentage cumulative spectral density
associated with rainfall oscillations 
greater than 20 years, greater than 8 
years, in the range 16-20 years and the 
range 10-12 years.
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is the south-western Cape (a subset of Group C) where the 
contour values are highest, accounting for twenty per cent 
of the total variance. In the interior, the contour 
values for this oscillation are at their lowest. Oscill­
ations with periods greater than eight years are indicated 
over two major portions of the country. The gradients are 
negative from the south-western Cape Province toward the 
interior, and from the Transvaal toward the interior.
Taking a specific interval of 16-20 years, most 
spectral power associated with this band lies over the cen 
tral Transvaal. The spectral power for this band is of 
almost equal intensity over the south-western Cape, being 
virtually non-existent in the interior and associated corr 
idor to the eastern coast, (Fig. 4.13).
The 10-12 year oscillation is noticeably weaker and 
is confined to the southern Cape Province. Over the 
remainder of the country the contours for this wave show 
no relief.
Oscillations having periods in the 3-4 year interval 
are ubiquitous, showing little regional organisation; 
the associated spectral gradients are weak, (Fig. 4.14). 
The quasi-biennial oscillation shows a highly distinctive 
spatial organisation. Maximum power associated with this 
wave occurs over the interior and southern Transvaal,
(Fig. 4.14). Furthermore, the percentage variance attri­
butable to this wave is, in general, stronger over all 
areas of the country than any other wave.
* * * * *
About one rainfall record in six shows significant 
trend, 24 being negative and 2 being positive in a total 
of 157 series analysed. Lack of independence between
66
P E R C E N T A G E  C U M U L A T IV E  S P E C T R A L  D E N S IT Y
2 - 3  y e a rs
10 10
•40
30,
20030 400
km
Fig. 4.14: Percentage cumulative spectral density
associated with rainfall oscillations 
having periods in the 3-4 year and 2-3 
year ranges.
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rainfall records has been established, thus rendering 
statistical tests inconclusive. In many cases trend is 
shown to be time dependent. Various methods provide 
evidence in favour of relatively long wave variation in 
rainfall (greater than 20, 16-20 and 10 years) that have 
distinctive regional patterns. A 3-4 year wave is ubiqui­
tous over the country. Although the quasi-biennial wave 
shows strong regional patterns, it is in evidence over all 
parts of the subcontinent.
It is unlikely that any of the waves mentioned above 
are purely local phenomena, because of their recorded 
presence over other regions of the earth's surface 
(Chatfield and Pepper, 1971; Lamb, 1972; Stringer, 1972; 
Barry and Perry, 1973) .
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CHAPTER 5
A flESO-SCALE ANALYSIS OF SOUTH AFRICAN RAINFALL
5.1 INTRODUCTION
Principal component analysis has been used here to 
replace the inter-dependent rainfall series with a set 
of orthogonal variables accounting for most of the var­
iance in the original rainfall series. It provides an 
objective means of delimiting the country into independent 
rainfall regions.
Fitting linear two-way unreplicated models to the 
results obtained from the principal component analysis 
enables large regions of the country to be represented 
by single independent time series. The models also 
decompose these individual series into three component 
effects namely, a regional temporal, a regional spatial 
and a residual micro-scale effect. Spectral analysis on 
the regional temporal series enables the oscillatory 
behaviour of rainfall on a regional scale to be further 
demonstrated.
5.2 PRINCIPAL COMPONENT ANALYSIS
In the first instance a straight forward principal 
components analysis was carried out on the 157 rainfall
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TABLE 5.1 - VARIANCE EXTRACTED BY EACH OF THE FIRST 29 
EIGENVALUES TOGETHER WITH THE ASSOCIATED
CUMULATIVE PERCENTAGE OF THE TOTAL VARIANCE
1
Eigenvalue 
N o .
Variance
extracted
Cumulative 
percentage of 
total variance
1 43.88 27.95
2 17.12 38.86
3 13.15 47.23
4 8.95 52.94
5 6.53 57.10
6 5.15 60. 38
7 3.95 62.90
8 3.77 65.30
9 3.12 67.29
10 2.95 69.17
11 2.73 70.91
12 2.49 72.50
13 2.33 73.98
14 2.21 75.39
15 2.07 76.71
16 1.95 77.95
17 1.78 79.09
18 1.67 80.15
19 1.65 81.21
20 1.53 82.18
21 1.50 83.13
22 1.42 84.04
23 1.35 84.90
24 1.32 85.74
25 1.26 86.54
26 1.20 87.30
27 1.10 88.00
28 1.06 88.68
29 1.04 89.35
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Fig. 5.2: Contours of the first eigenvector show little
relief over most of South Africa. But for a 
small group of stations in the south-western 
Cape Province ■ , this vector shows high
association with rainfall records throughout 
the country.
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series. The first three eigenvalues extracted 47 per 
cent of the total variance in the original rainfall 
series. Using Kaiser's criterion, which rejects eigen­
values of magnitude less than unity, as a cut-off, the 
first 29 eigenvalues accounted for 89.35 per cent of the 
total variance, (Table 5.1).
Mapping coefficients of the eigenvectors for each 
principal component shows the level of correlation bet­
ween each station's rainfall and the newly derived ortho­
gonal variables. The contour field for the first eigen­
vector shows little relief over the major portion of the 
country. For a small area of the south-western Cape 
Province, (Fig.5.1), correlation between rainfall and 
the first principal component is considerably less than 
elsewhere, (Fig. 5.2). The north-eastern half of the 
country is positively correlated with the second orthogonal 
variable, whilst negative correlation exists between it and 
stations in the south-western half, (Fig. 5.3). Strong 
gradients are present over the contour field for the third 
principal component, (Fig. 5.4). The south-western coastal 
rea is highly correlated with this third orthogonal variable, 
with a similar situation existing for stations in the Trans­
vaal and northern Free-State. A corridor from the central 
interior to the east coast, representing the region of trans­
ition between predominantly cyclonic activity to the south 
and anticyclonic to the north, has a large negative corre­
lation with this same variable. The diagrams shown so far, 
indicate the possible usefulness of rotating the vectors.
This follows from the suggested alignment of stations in 
different parts of the country with specific eigenvectors.
An aim in rotation is to decrease ambiguities that may 
have arisen in the direct analysis. For example, the first 
eigenvector has high coefficients over an area of the 
country known to experience two d ' arent oscillations in 
annual rainfall totals. These . the 16-20 year wave to
Fig. 5.5: The first rotated factor shows close
association only with rainfall records for 
the north-eastern part of South Africa .
Elsewhere, little correlation exists between 
this factor and rainfall records ,1111111111111111 .
3
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Fig. Station rainfall records in the southern and 
interior Cape Province are highly correlated 
with the second rotated factor as indicated 
by the contour pattern for this vector 
In no other area of the country does this 
vector account for significant variance in the 
rainfall records.
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«0
F ig. 5.7: The contour field of the third rotated
factor shows that it accounts for signi 
ficant variance only in those rainfall 
records belonging to stations situated 
along the south-western Cape coast
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the north of the country and the 2-3 year one over the 
interior. This further clarification is accomplished if 
the rotated factors contain high loadings on jom-t original 
variables and low loadings on others. Middle value load­
ings will then have altered and moved into one or other 
of these categories, namely high or low. The total percen­
tage extracted variance remains unchanged upon rotation; 
it may be redistributed amongst the factors.
Mapping the loadings of the first rotated factor 
reveals a high level of correlation between stations in 
the nor hern part of the country and this factor,(Fig. 5.5). 
Stations giving rise to a ridge of high loadings over the 
central and southern Transvaal give way to stations with 
uniformly low loadings over the southern Free-State and 
the remainder of the country, including the northern 
Transvaal. Loadings on the second rotated factor group 
stations in the southern interior, (Fig. 5.6). The ridge 
formed by these loadings falls away quite rapidly in direc­
tions on all points of the compass. Mapping the loadings 
for the third rotated factor shows that only a small group 
of stations, contained in the south-western coastal strip, 
possesses high correlation with this factor, (Fig.5.7).
Over the remainder of the country the contour field is 
fairly uniform, and low in value. Along the east coast 
two groups of stations are seen to have negative correl­
ations with this factor. They are separated by a small 
area, adjacent to Lesotho, having low but positive values.
A similar group of stations appear in the southern Free- 
State. However, the values are low in absolute value and 
may have arisen from sampling fluctuations.
Rainfall station groupings are suggested by the results 
shown in Figs. 5.5 to 5.7 inclusive. Each rainfall series 
has 29 rotated factor loadings. For each station the factor 
with the highest loading on that station has been noted.
It was found that homogeneous groups of stations were formed.
79
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Fig. 5.8: Showing the rainfall recording station
groupings according to rotated factors 
as criteria. The numerals denote dominant 
factors within each group of stations.
The homogeneity arises from spatial clustering of stations 
having their highest loadings on the same factor. This 
analysis results in the formation of ten distinct rainfall 
regions, (Fig. 5.8).
Factor seven is the dominant one in the group cf 
stations comprising the far northern Transvaal. Stations 
in the remaining part of the Transvaal, the northern Free- 
State and much of Natal are most closely correlated with 
the first factor. Two eastern coastal regions, a small 
one midway along the Natal coast, and another larger one 
in the north-eastern Cape Province exhibit the eighth and 
sixth factors respectively as dominant. Factor two accounts 
for most of the explained variance of stations forming a 
Lrlt stretching from the north-western interior to the 
east coast. The southern coastal stations form a group 
most closely related to the fifth factor, and contained 
in this region are two stations represented by factor ten, 
and twenty three. The south-western Cape Province and 
west coast are best delimited regionally by factor three.
All the regions shown in Fig. 5.8 will henceforth 
be referred to by the dominant factor number within the 
region. In no case was a spatially non-homogeneous array 
of stations present; each factor describes a unique geo­
graphical grouping of stations experiencing like rainfall 
changes over time.
5.3 PARSIMONY OF RAINFALL SERIES WITHIN REGIONS
Homogeneous groups of stations having been formed 
further analyses will be simplified if each group can be 
represented by a single time series. Fitting a linear two- 
way unreplicated model to the station rainfall series within 
a region results in a regional temporal effect, regional 
spatial effect, and residual effect for each region. The
residuals represent effects on a local or micro-scale 
that are unexplained by the qeneral meso effect of a 
region. Regions 8, 10 and 23 have been excluded from the 
following analysis because of problems arising from too 
few degrees of freedom. Furthermore, it was considered 
that these stations constituted anomalies.
A two-way analysis of variance (ANOVA) on the 
stations' records within each of the seven regions demon­
strates that the regional temporal effect, A, is signifi­
cantly different from zero, and thus provides an explana­
tory effect on the rainfall series. The level of rejection 
for the null-hypothesis, is taken as 0.01; the
information relating to the ANOVA is given in Table 5.2.
In all cases, the probabilities of the calculated F values 
having occurred by chance were less than 0.001 under ZZ : 
all a^ = 0 .
TABLE 5.2 - SUMMARY OF THE ANOVA FOR AN UNREPLICATED FIXED
TWO-WAY MODEL ON REGIONS 1 TO 7; t i a l l  a ^ = 0.
Region F V
i
V
2
1 39.68 62 2666
2 18.23 62 1178
3 20.42 62 1426
4 41.34 62 2418
5 7.05 62 372
6 9.78 62 558
7 7.27 62 248
Similarly, the ANOVA demonstrates that H : all 8-= 0.
o &
can be rejected at a probability level of less than 0.001 
(Table 5.3). This result justifies the assumption that 
the rainfall stations have real micro-climates, the behaviour
8 2
of which can be determined from analyses of the residuals 
in the model.
TABLE 5.3 - SUMMARY OF THE ANOVA FOR AN UNREPLICATED FIXED 
TWO-WAY MODEL ON REGIONS 1 TO 7; # : all 0^= 0
Region F V ,
1
1 127 43 2666
2 7333 19 1178
3 390 23 1426
4 274 39 2418
5 23911 6 372
6 2846 9 558
7 162 J. 4 248
5.4 TREND IN THE REGIONAL TEMPORAL SERIES
Testing each of the regional temporal series for 
trend over the period 1910-1972 shows that no region is 
undergoing long term significant positive or negative trend, 
(Table 5.4). A two-tailed test has been used, with a sig­
nificance level of five per cent. The critical 1t 1 statistic 
value for rejecting the null-hypothesis is 2.00 : r (a) = 0).
The probability of obtaining one positive and six 
negative r(s) values in a total of seven can be estimated by 
treating the positive and negative values as successes and 
failures respectively in a binomial situacion. This action 
is justified because of the manner in which the regional 
temporal effects are defined. The probability that the dis­
tribution of positive and negative signs in Table 5.4 arose
63
by chance is 0.11, based on the assumption that either sign 
was equally likely to arise.
TABLE 5.4 - SPEARMANS z*(s) VALUES WHEN USED TO TEST FOR
TREND IN THE REGIONAL TEMPORAL SERIES FOR EACH 
OF THE REGIONS 1 TO 7.
Region r (d) 11 1 statistic
1 -0.08 -0.66
2 -0.22 -1.80
3 -0.16 -1.29
4 O.l 5 0.37
5 -0.02 -0.20
6 -0.13 -1.06
7 -0.12 -0.95
5.5 TREND IN THE MICRO-EFFECT SERIES
Some residuals from the unreplicated two-way linear 
models show significant trend, (Table 5.5). In a total of 
34 stations having significant trend on a micro-scale, 16 
show positive trend and 18 negative trend.
The one sample Chi-square test can be used in this 
instance to test the significance of these results because 
of the essential independence of the residuals, (Table 5.5). 
Under the null-hypothesis of no trend, the distribution of 
16 positive and 18 negative trend values can be expected to 
arise by chance with a probability of less than 0.001
(x2= 96 with two degrees of freedom). The distribution is random 
of stations with positive and negative trend over the country 
(Table 5.5, Fig. 4.1). In some cases adjacent stations have
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Fig. 5.9: Showing the spectra of the regional temporal
series for Regions 7 and 1, together with the 
regions' geographical locations.
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records whose micro-effects show trend of opposite sign; 
this reflects the true local nature of the micro-effects.
5.6 THE OSCILLATORY BEHAVIOUR OF THE REGIONAL TEMPORAL 
SERIES
That the regional temporal series are oscillatory in 
behaviour is demonstrated by the significant peaks in 
their spectra, (Table 5.6). Clearly defined peaks with 
wavelengths of 20 years are present in the spectra for 
the northern and central Transvaal, Regions 7 and 1 res­
pectively. These regions are those naving summer seasonal 
rainfall, (Fig. 5.9).
TABLE 5.6 - WAVELENGTHS AT WHICH PEAKS ARE CENTRED IN 
THE SPECTRA OF THE TEMPORAL SERIES FOR 
REGIONS 1 TO 7.
Region Peaks (wavelengths in years)
1 20**, 3.64**, 2.35*
2 10**, 3.64**, 2.86, 2.10
3 40**, 5, 3.33, 2.67*
4 20, 4.44*, 3.64**, 2.67, 2.35
5 20, 10, 4**, 2.86**, 2.22
6 20, 6.67, 3.64**, 2
7 20**, 5, 3.08, 2.67, 2
(**, * indicates significance at 5 and 10 per cent
levels respectively, against an hypothesis of a
random generating process)
Areas of the south and south-western Free-State, and 
north-eastern Cape Province, Regions 4 and 6, have temporal
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Fig. 5.10: Showing the spectra of the regional temporal 
series for Regions 4 and 6, together with the 
regions' geographical locations.
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Fig. 5.11: Showing the spectra of the regional temporal
series for Regions 5 and 2, together with the 
regions' geographical locations.
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Fig. 5.12: Showing the spectrum of the regional 
temporal series for Region 3, together 
with the region's geographical location
series in which the 20 year oscillation is discernible, 
but weak, (Fig. 5.10). These Regions, 4 and 6, are in 
decreasing summer rainfall areas where the predominantly 
anticyclonic disturbances are weakening. The spectrum of 
Region 5 is unique, having peaks at both 20 and 10 years,
(Fig. 5.11). This southern coastal region borders on 
Region 2 which forms an area of transition between pre­
dominantly anticyclonic activity to the north and cyclonic 
to the south, (Fig. 5.11). The spectrum for the south­
western Cape, Region 3, shows a peak at 40 years, (Fig. 5.12).
At the high frequency end of the spectra an oscilla­
tion with periods in the 3-4 year range is ubiquitous. It 
is weak over the south-western Cape Province, (Region 3) 
and the far northern area of the country, (Region 7). In 
the other regions, it is the strongest peak in the spectra, 
(Figs. 5.9 to 5.12). An oscillation in the 2-3 year wave­
band is also apparent over most parts of the country. 
its wavelength is less stable than that in the 3-4 year 
interval, and is spatially dependent. Over the south coast, 
(Region 5) and interior corridor, (Region 2) it appears 
to peak at 2.66 years. Its wavelength decreases both to 
the north and south of these regions. It could be argued 
that peaks at the high frequency end of the spectrum are 
caused by aliasing. However, apart from the fact that the 
quasi-biennial oscillation has been noted frequently else­
where, aliasing presents no serious problem here because 
sampling is not from instantaneous points on a continuous 
time scale, (Dzerdzeevski, 1968; Godin, 1972; Trenberth,
1975) .
The overall level of significance for the peaks noted 
in Table 5.6 is less than any of the individual levels quoted. 
This decrease arises from the use of the multiplicative rule 
to determine the probability of a number of independent events. 
In this case the non-adjacent spectral ordinates may be con­
sidered independent by virtue of using Parzen's lag window.
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Furthermore, the individual spectra are on independent 
time series. If a uniform distribution of significant 
ordinates over frequency is taken as a null-hypothesis, 
the application of the one sample Chi-square test shows 
that the distribution of noted significant ordinates shown 
in Table 5.6 has, approximately, a probability of less 
than 0.02 of having arisen by chance.
The cross-spectral analysis indicates that for the 
20 year oscillation significant coherence - greater than 
0.34, (Jenkins and Watts, 1968) - exists between Region 1 
and Regions 4 and 7. Region 1 leads 4 by about 1.5 years, 
and is in phase with Region 7. Coherence between Region 1 
and Regions 5 and 6 for this wave is insignificant. With 
regard to the 10 year wave, only Regions 2 and 5 have sig­
nificant coherence and the two records are in phase. For 
the 3-4 year wave, Region 1 lags those regions to its 
south that possess this oscillation, but it leads Region 
7 to its north. However, the largest out of phase value is 
only 0.25 years, with Region 6, and it could be assumed that 
all regions arc virtually in phase for this wave. It is 
clear from Table 5.6 that the 2-3 year oscillation is wide­
ly varying in its value, over the regions. This is borne out 
by the cross-spectral analysis, which gave rise to no use­
ful information regarding the oscillation in the 2-3 year 
interval. These results are considered in more detail in a 
later part of this thesis.
Seven statistically independent rainfall regions have 
been defined from a principal component analysis. A spec­
tral analysis on the seven regional temporal series shows 
clearly defined peaks in both the high and low frequency
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ends of the spectra. An oscillation of 20-years is 
strongest over the summer rainfall area of the country.
A 40-year wave is confined to the south-west Cape coast, 
Region 3. Region 2 which forms an area of transition 
between the predominantly anticyclonic circulation to the 
north and zone of cyclonic disturbances to the south ex­
periences a wave with period 10-years. The southern coastal 
strip is affected by both the 10- and 20-year waves. A 
3-4 year wave is ubiquitous and is strong over the country 
as a whole, except in Regions 3 and 7. A quasi-biennial 
oscillation is present over the country and is spatially 
dependent.
PART III 
DISCUSSIOil OF RESULTS
93
CHAPTER 6
RAINFALL CHANGES DURING THE PERIOD 
OF METEOROLOGICAL RECORD
6.1 PREAMBLE
The results of trend analysis on the one hand and 
evidence for the occurrence of spatially dependent osci­
llations on the other having been presented in Part II, 
it is now necessary to submit these findings to critical 
scrutiny.
Before this is done, however, it will be advantageous 
to recapitulate briefly. In Part II of the thesis, rain­
fall series for 157 stations were analysed for trend, both 
linear and non-linear, using the method of Kendall.
Following this a number of approaches wore adopted to 
investigate the oscillatory behaviour of the series.
Fourier analysis enabled the variance associated with 
selected waves to be mapped. Secondly, rainfall deviations 
smoothed with a 5-termed binomial filter were grouped 
according to the distribution of cumulative totals for given 
periods and the distribution of stations showing like tem­
poral patterns of change were mapped. Thirdly, correlo- 
gram and spectral analysis were used to determine object­
ively the behaviour of the raw data series over the time 
and frequency domains. Relative variance associated with 
integrated frequency bands was mapped to show the spatial
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gradients of specific spectral components.
6.2 THE QUESTION OF TREND
The analysis of rainfall records at 157 stations shows
that, owing to the lack of independence of the data, no 
conclusive evidence can be assembled to demonstrate that 
rainfall has declined generally over the country during 
the period 1880-1972. Although the number of stations 
showing negative trend is larger than would be expected 
by chance (assuming independent data), the impossibility 
of providing any physical explanation for only a small 
fraction of stations experiencing this decline militates 
against accepting the suggestion that South Africa as a 
whole is undergoing progressive d siccation. In some 
instances spurious negative trends can be explained by 
the excessive rainfall in the decade 1880-1890. It would
appear that, as the length of record increases co the ten­
dency for the occurrence of trend decreases. In some cases 
negative trend was introduced only because of the occurrence
of the peak in the rainfall series centred on the interval
1880-1890. Only 24 stations out of 157 showed persistent 
negative trend over the whole period of record. It is 
inconceivable that the 157 records are or may be treated as
independent. Thus statistical hypothesis testing in this
case, although mechanically simple to implement, becomes 
extremely difficult to interpret. Recourse to physical 
(i.e., climalological) explanation and reasoning is a fax 
more powerful tool in throwing doubt on the hypothesis that 
South Africa as a whole has undergone progressive desiccation.
6.3 AN ALTERNATIVE TO TREND
Instead of a steady decline, it appears that South 
African rainfall has oscillated during the period 1880-1972.
Different and independent techniques of analysis suggest 
the reality of clearly discernible but weak oscillations 
with periods 16-20, and 10-12 years. The ubiquity of an 
oscillation of 3-4 years and the distinctive spatial 
occurrence of a quasi-biennial fluctuation have also been 
shown.
The quasi-biennial oscillation occurs almost exclu­
sively in that area of the country having a six-monthly 
seasonal rainfall regime. The 16-20 year fluctuation 
can be discerned over thousands of square kilometres of 
the northern, eastern and southern subcontinent having a 
summer rainfall regime. It is weakest in the south and 
predominates in the north-east. Though weak, the 10-12 
year fluctuation shows a distinctive spatial distribution 
in the coastal and adjacent inland area of the southern 
Cape Province experiencing an all-seasons rainfall. That 
this oscillation is more than simply an haimonic of its 
16-20 year counterpart is suggested by the fact th«t it 
fails to account for much variance in areas where the 
16-20 year fluctuation is most pronounced. Its reality is 
confirmed by the analysis of periods of rainfall maxima 
and minima actually observed.
6.4 RECOGNITION OF SOME INHERENT WEAKNESSES IN THE ANALYSIS
Each of the three techniques used to determine the 
nature of rainfall oscillations is individually open to 
criticism. The arbitrary choice of a fundamental period 
for the fitting of cosine curves to the data and the fact that 
the observed fluctuations are quasi-periodic, rather than 
truly sc ■* two factors which make the Fourier analysis 
a cruov Furthermore, a basic assumption for this
analysis 1 the random components must be mutually 
independe a.us condition is open to serious doubt in
climatological time series. However, Fourier analysis is
unique in that no other type of analysis obtains results 
in the required form. Bearing in mind the weaknesses, 
it is still possible to draw meaningful conclusions from 
such an analysis.
In the case of the sorting of filtered data into 
periods of maximum and minimum rainfall there is the 
risk that the smoothing procedure itself may introduce 
pseudo-periodicities into the data. However, the results 
of the simulation study show that not only is it difficult 
to reproduce the correct temporal similarities for many 
stations from randomly generated data, but it is imposs­
ible to reproduce the high degree of observed spatial 
clustering for the stations that do show appropriate 
temporal similarities.
The spectral analysis deals with records of short 
length which makes it impossible to obtain good resolution 
at the low frequency end of the spectra. Furthermore, the 
series analysed are not independent. This makes for diff­
iculties when attempting to determine overall statistical 
significance for the spectral ordinates. However, Granger 
and Hughes, (1968), do suggest that series of the length 
used can produce meaningful spectral estimates. In 
addition, even allowing for lack of independence, the fact 
that records for many different stations show similar 
spectra, and that spectral components show a noticeable, 
cohesive and in-phase spatial organisation, offsets the 
extent of the doubts one may have concerning the reliabil­
ity of individual spectra.
Notwithstanding these and other objections, the fact 
that curve fitting, simple sorting of filtered data into 
periods of maximum and minimum rainfall, and spectral 
analysis give independently derived results in substantial 
agreement, suggests the physical reality rather than the 
possible statistically spurious nature of the observed 
fluctuations.
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6.5 TEMPERATURE RAINFALL RELATIONSHIP
Yet further support for the physical reality of the 
16-20 year rainfall oscillation is to be found in the 
similar but inverse oscillation in temperature that has 
been observed over the country, (Table 6.1).
TABLE 6.1 - AMPLITUDES OF, AND PHASE LAGS BETWEEN, 20-YEAR 
RAINFALL AND TEMPERATURE WAVES AS DETERMINED 
BY FOURIER AND CROSS-SPECTRAL ANALYSIS 
RESPECTIVELY, (AFTER KEEN, 1971).
Station
No.
Amplitude
rainfall
mm, 0C ) 
temperature
Phase lag 
years
157 25 1.7 9
153 35 1.6 9
140 43 2.2 10
136 36 1.2 10
135 44 1.1 11
86 58 1.6 10
67 11 0.4 9
53 11
006 10
36 14 1.5 11
29 16 0.9 10
23 21
006 9
17 31 1.1 9
49 16 2.7 7
38 17 2.5 15
79 8 2.0 4
At the 80per cent of the stations for which annual temper­
ature data were available the 20-year rainfall and temper­
ature oscillations were out of phase by approximately 
160 degrees, (Fig. 6.1).
*
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Fig. 6.1: Showing the geographical locations of
stations used in the temperature and 
rainfall analysis.
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Fig. 6.2: Showing the similarity between the spatial
incidence of seasonal rainfall regimes and 
predominant oscillations in the rainfall 
records.
The fact that the 16-20 year temperature and rainfall 
fluctuations vary inversely suggests that the fluctuations 
in the two parameters reflect similar persistent changes in 
the general circulation of the atmosphere over the sub­
continent , since similar but inverse fluctuations may be 
expected if the controlling mechanism is the general cir­
culation. Periods of higher temperature and lower rainfall 
are likely to be brought about by persistent anticyclonic 
conditions favouring subsidence, clear skies, dry air and 
optimum insolation.
Similarly, lower temperatures and higher rainfall are 
likely to be due to persistently greater cyclonic activity, 
increased convergence and cloud cover, accompanied by 
decreased insolation, (Schulze, 1965). Such a relationship 
holds over a time scale of months, when a close correlation 
exists between seasonal anomalies of precipitation and 
pressure departures over southern Africa, (Rubin, 1956).
An abnormally wet summer over the eastern part of the sub­
continent is associated with a general negative departure 
of pressure, stronger cyclonic activity in the westerlies 
and a deeper continental trough. By contrast, dry summers 
coincide with positive anomalies over and to the east of the 
continent.
The similarity between the distribution of seasonal 
rainfall regimes, being the manifestation of different 
rainfall producing systems in different parts of the country, 
and the distribution of the dominant regional oscillations 
is striking, (Fig. 6.2). The one-to-one correspondence 
between seasonal rainfall areas, and regions claimed to 
have spatially dependent oscillatory rainfall patterns lends 
further support to the hypothesis that these oscillations 
have real physical significance and are linked to the general 
circulation of the atmosphere over Southern Africa.
«'
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No conclusive eviuence can be found to support the view 
that South Africa's annual rainfall budget has decreased 
over the period 1880-1972. Dependence between station 
records has made statistical inferences unreliable. In 
some cases spurious trend was introduced as a result of 
the excessively wet decade between 1880 and 1890.
A number of methods show the presence of spatially 
dependent fluctuations in the rainfall data. The 16-20 
year oscillation is strongest in the summer rainfall area; 
the 10-12 year one in the coastal and adjacent inland area 
of the southern Cape Province experiencing an all-season 
rainfall; a 3-4 year wave is ubiquitous; and a quasi-bi­
ennial oscillation has its strongest influence over that 
area of the country having a six-monthly seasonal rainfall 
regime. Strong evidence in support of the 16-20 year osci­
llation is obtained from the fact that temperature and 
rainfall, over the area where the wave has influence, are 
180 degrees out of phase. Evidence supporting the presence 
of waves in general is given by the similar spatial distri­
bution of seasonal rainfall and these waves.
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CHAPTER 7 
FURTHER ASPECTS OF RAINFALL CHANGES 
OVER SOUTH AFRICA
7.1 PREAMBLE
The discussion in the previous chapter reveals that 
lack nf independence between the rainfall series restricts 
the value of statistical inference. In order to remove 
this restraint and permit an analysis of rainfall data on 
a meso-scale, a different approach was adopted. Principal 
component analysis was used to delimit the country into 
rainfall regions. In that exercise, rotation of the 
factors retained from ;„he principal component analysis 
added greater clarity to the regionalisation cf the country 
in terms of climatic change. The fitting of line. ' sto­
chastic models to the station records within each group 
derived from principal component analysis solved the problem 
of dependence between the rainfall series. Furthermore, 
it enabled the component series into which rainfall could 
be decomposed to be analysed individually without being 
contaminated by the other components.
7.2 THE PARSIMONIOUS REPRESENTATION OF 157 RAINFALL RECORDS
By grouping stations according to the rotated factor 
with the highest loading common to each station, ten rain­
fall regions were formed. Of these, seven were retained in 
the subsequent analyses.
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The linear model enabled the regional temporal effect, 
regional spatial effect, and local effect, to be isolated 
for each region. Of extreme yalue is the fact that, by 
definition, the newly derived series are statistically 
independent. This permits meaningful conclusions to be 
made from the results of statistical tests applied to 
these series.
7.3 A RECONSIDERATION OF TREND IN RAINFALL
By submitting the regional temporal series to a two- 
way analysis of variance, it was possible to establish 
that, at the 0.01 level, they were all significantly 
different from zero; this result also applies to the 
regional spatial effects.
These regional temporal series were submitted to 
trend analysis; the results showed that no region was 
undergoing trend. Of the seven series analysed, the un­
balanced distribution of the values of v(a) was cause for 
concern, even though none was significant at the five pe’* 
cent level. Because the r(e) values are independent, the 
distribution of positive and negative signs follows the 
binomial distribution under the null-hypothesis. In fact, 
the probability of obtaining six negative signs from a 
total of seven is 0.11 by chance. Hence it can be con­
cluded with 95 per cent confidence that South Africa is 
not undergoing progressive desiccation.
This result makes the one regarding trend, given in 
Chapter 4, even more puzzling; this is so even when 
taking account of the dependence • roblem. However, the 
residuals in the linear model represent local effects 
that are unexplained by the general moso-effect.s of the 
regions. Examining these residuals for trend showed that 
some possessed significant trend at the five per cent level.
Of the 157 residual series examined, a total of 34 showed
#
significant trend. The distribution was 16 stations with 
positive and 18 stations with negative trends. Applying 
the one-sample Chi-square test resulted in this distri­
bution of signs having occurred by chance with a probability 
of less than 0.001. The spatial distribution o r stations 
with trend on a micro-scale shows no spatial organisation, 
stations with positively trending residuals often being 
adjacent to those with negative trending values. It may 
therefore be concluded with a high degree of confidence 
that some stations are affected by trend on a local scale, 
but that there is no bias toward trend in either direction.
7.4 THE OSCILLATORY BEHAVIOUR OF THE REGIONAL TEMPORAL
SERIES
In submitting the regional temporal series to spectral 
analysis the advantages of the linear two-way unreplicated 
model become apparent. The seven spectra are independent 
by the model, consequently any peak common to some or all 
of these spectra gains added support for its reality. One 
such peak is that in the 16-20 year waveband. It appears 
in the spectra of Regions 1,4,5,6 and 7. This peak is 
statistically significant in Regions 1 and 7, and weakens 
in spectra for regions away from the summer rainfall area 
of the country. In terms of coherence this oscillation of 
20 years is common to Regions 1,4 and 7. Lack of signifi­
cant coherence between these regions and Regions 5 and 6 
suggests .hat in the southern part of the country the 20 
year wave is an harmonic of a wave of longer period implied 
by the peak at the low frequency end of the spectrum for 
Region 3.
The 10-12 year oscillation has statistical signifi­
cance only in the spectrum of Region 2. It does, however, 
appear in the spectrun of the adjacent coastal area,
Region 5. Since this paak is absent in the spectra of 
regions where the 20-year one is strong, it may be concluded
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that it is not an harmonic of the 20-year wave present 
over the summer rainfall area of the country. That the 
10-year wave is of common origin to both Regions 2 and 5 
is indicated by the highly significant coherence value,
(0.7 9) that is present between these two regions for this 
wave. Although the southern part of the subcontinent 
experiences cyclonic disturbances which weaken in a north­
erly direction, the 10-year wave would not appear r.o be 
associated with these disturbances. This follows from the 
fact that its area of greatest influence is over Region 2, 
and weakens toward the south coast and the accompanying 
cyclonic activity. The existence of this wave may be due 
to a beat effect between the 20-year oscillation to the 
north and the one of longer wavelength to the south-west. 
The ubiquity of an oscillation with wavelength in the 1-4 
year interval is illustrated by the presence of a relevant 
peak in the spectra for the regions as a whole. Taking 
Region 1 as an area of reference, those regions to the 
south lead this region with respect to the phase of this 
wave. On the other hand, the one region to the north of 
Region 1 lags behind it. However, the phase differences 
are small in all cases. The largest phase difference for 
this wave is between Region 1 and Region 6, where it is of 
the order of 0.25 years. This 2-4 year oscillation would 
therefore appear to exist in its own right, originating 
from some process that is independent of the mechanisms 
responsible for the various oscillations of longer wave­
length that are in evidence over the country as a whole.
The presence of the quasi-biennial oscillation is 
widespread. This wave is, however, more variable in its 
wavelength than is the 3-4 year oscillation. The coherence 
for this wave between the regions is generally low. This 
leads to the hypothesis that it is of purely local impor­
tance. However, the fact that it has been observed over 
other ide areas of the world mitigates against this theory.
106
7.5 PRINCIPAL COMPONENTS AND RAINFALL STATION GROUPINGS
Principal component analysis and rotation of the 
eigenvectors accounting for significant variance in the 
original data matrix provided a means of delimiting the 
country into homogeneous rainfall regions. Fitting a 
linear two-way unreplicated model to each of the regions 
so formed enabled the regional temporal effects to be 
isolated for further analysis. From an inspection of the 
spectra of these temporal series , it is clear that the 
principal component analysis has pulled out, or grouped, 
those stations whose records have common oscillatory 
patterns.
Factor one has pulled out those stations whose records 
arc most strongly affected by the quasi-20 year oscillation. 
Those stations experiencing a quasi-10 year oscillation 
have been grouped under factor 2, whilst factor 3 has formed 
a rainfall region from the stations whose annual totals 
fluctuate with a period of the order 40 years.
« « « « *
Using principal component analysis to form rainfall 
regions and fitting linear models to the sets of data con­
tained in each region has resulted in a clear picture being 
obtained regarding rainfall behaviour on a regional basis.
The linear model enables rainfall amounts to be divided into 
three components, regional temporal, regional spatial, and 
local effects. These can be examine^ separately, frae of 
contamination from each other. Trend is shown to be absent 
on a regional scale, b"t present on a micro one. Hence it 
can be concluded that Louth Africa's rainfall receipts have not 
decreased over the period 1910 to 1972. Furthermore, by the
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linear model, rests for trend have been carried out on 
independent series, thus making the conclusion reliable. 
Evidence for the existence cf fluctuations in rainfall 
within definite frequency intervals is provided by the 
the spectra of the regional temporal series. The summer 
rainfall area has a 16-20 year wave; all year seasonal 
area, a 10-year wave; the all year southern coastal strip 
has both the 10 and 20-year waves, though weakly so; and 
the area with a mediterranean climate has a 40-year wave. 
At the high frequency end of the spectrum, the 3-4 year 
wave is ubiquitous; the quasi-biennial wave is spatially 
dependent.
PART IV
STOCHASTIC MODELS AND RAINFALL PREDICTION 
OVER SOUTH AFRICA
CHAPTER 8 
SOME APPROACHES TO SHORT AND LONG TERM 
FORECASTING OF RAINFALL OVER SOUTH AFRICA
8.1 INTRODUCTION
Both series and spectra have shown that the 
regional temporal rainfall series are oscillatory.
This fact suggests that rainfall over South Africa may 
lend itself to prediction by models applicable to time 
series data of this type. The investigation dealing 
with forecasting models is an exploratory one. Two 
regions have been chosen to illustrate the results cf 
this section of the work. The summer rainfall region 
of the north-eastern part of the country (Region 1), 
experiencing a quasi- 20 year oscillation, and the 
southern region with a quasi- 10 year oscillation 
(Region 2).
Despite the considerable attention that has been 
given to climatic change In the literature, few attempts 
have been made to model such changes mathematically 
(Schneider and Dickinson, 1974). The difficulties atten­
dant on such modellings are formidable and for this 
reason, and since model building constitutes a major 
topic in itself, no more than preliminary statistical 
modelling will be explored in this chapter. Four approa­
ches suggest themselves; autoregression, multiple linear
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regression, exponential smoothing, and trigonometric 
curve fitting. Between them, these models cover short 
and long term forecasts. Before considering each of 
these in turn, it is necessary to consider certain theor­
etical aspects of forecasting models in general.
8.2 THE FORECASTING MODELS
AUTOREGRESSION AND MULTIPLE LINEAR REGRESSION MODELS
Autoregression models have been fitted to the 
regional temporal series (Pagano, 1972). The est­
imation of the parameters in these models can be 
done by either solving the Yule-Walker equations 
(Kendall, 1973), or by adopting multiple linear 
regression techniques as advocated by Kendall and 
Stuart (1966). In this thesis the multiple linear 
regression techniques have been used.
The final order of a model is based on the pre­
diction sum of squares as the fitting criterion 
(Allen, 1971a, b, 1972, 1974). The classical multiple 
linear regression model may be defined as
Y = (8.1)
where Y_ is the (n x 1) column vector on the dependent 
variable; % is the (n x k) matrix on the independent 
variable and of full rank; P_ is the unknown (k x. 1) 
column vector of regression parameters to be estimated; 
and c is the N(Osl a ?) column vector of random variables.
The prediction sum of squares relating to this 
model is defined as
n a
P(l) - £ (Y. - Y.7)2
i=l 1
(8.2)
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where Y . is the i-th value of the dependent variable; 
and Y . ^ is the least squares estimator of E ( Y .) using 
the l-th subset of predictor variables from the k 
possible, for o k.
Each observation is therefore predicted from an 
equation whose parameters have been estimated using 
the remaining (n - 1) observations on y . This me thou 
simulates prediction as the analysis progresses, and 
the criterion can be shown t;o be a weighted sum of 
squares of residuals. The weights are functions of 
the variances of the independent variables. The resi­
dual sum of squares, which is the classical criterion 
in regression analysis, is but a simple sum. Predic­
tion sum of squares will have a relatively low value 
when associated with subsets that have small squared 
residuals related to independent variables with large 
variances. Independent variable selection by the 
prediction sum of squares usually results in a more 
parsimonious subset, than that given by conventional 
means.
A reduction j n the computation time of repeatedly 
calculating the prediction sum of squares is obtain­
able from a re-arrangement of the expressions 
for ordinary estimators in the multiple linear regress­
ion model. The presence of vectors in the algebra 
that follows is clear; vector notation is therefore 
dropped.
Initially
y - *6 + e (8.3)
and
6 = (X 'XT X'Y (8.4)
Ill
Let 3(v; t^G column vector of regression para­
meters estimated on (n-1) observations; that is, 
the i-th observation removed where 1 < i <_n 
then
^(i) ~ (XU )  X ('> ' ’(i) Y(i)
- (X'X - x (i)) 1 (X ,y " x '(i) U (i)) (8.5)
where x , . u . ., are the observations deleted from the
(t )* u (%j
calculation, which in future will be denoted by x t and 
y respectively.
Now, using the matrix identi^'/
_i _i _i _i
fA - UV*) = A~ + A uv1A
(J-v'A 1u) (8.6)
Q(i) =
i i i
(X1X)~ + (X'X)' x ’x (X'X)~
(l-x(X’ X)~ x')
(X' X-x'y)
-i -i _i
(X’X) X'X + (X'X) x'x(X'X) X'X
(l-x(X'X)~ x')
(X'X)'1x'x(X'X)~'x'y
(l-x(X'X)'1x') (8.7)
now, let
g = (X x r ' x  (8.8)
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then
<7*3
(l-x(X’X)~X x')
_  l
(l-x(X'X) x')
-  6 + g x $  -  g y  -  gy  '* ' y
l-xg (l-xg)
I + gx 3 - g  y + g' x'y
(l-xg) (l-xg)
I + gx (8.9)
fl-xg) (l-xg)
Equation 8.9 facilitates evaluation of the 6 . . , 's for 
each of the I subsets o < I < k with a minimum of com­
puting time.
For relatively small samples, bias exists in the 
estimates of the regression coefficients; this bias 
is due to autocorrelation in the residuals. Quenouille
(1956) introduced a statistic, now known as the gener­
alised Jacknife statistic, for the express purpose of 
reducing bias in any estimator. The statistic has been 
used in a general method of forming confidence inter­
vals where normal, and asymptopic theory did not apply 
(Tukey, 1958). Gray and Schucany (1972) have investi­
gated Quenoullie's earlier work and explored the possi­
bility of its extension and adaptability to wider fields 
of estimation. The usefulness of this statistic has 
been explored further by Bissel and Ferguson (1975). 
Quenouille defined his statistic as,
«7f0) = nQ - (n-1) 0
n n-1
(8 .10)
where 0^ is the original biased estimator based on 
n observations in a sail,; le of size n , and  ^ is the 
mean of the 0's obtained by using the n possible sub­
sets of (n-lj observations.
Equation 8.9 and the regression with the minimum 
P(l)t o <. Z < k, are used to ootain the Jacknife 
estimates from
^ <*>1 = nK ,  l (8-11)
where JfBJ, is the Jacknife estimate of a regression
coefficient in a regression of order I; Y. is the
sample of dependent variables 1 < i < n; 3 is the— — n t L
biased estimate of a regression coefficient based on 
the n observations in a regression of order I; and 
6 /r_ j , ; is the mean of the 3 's obtained by using the
n possible subsets of (n-lj observations in a regre­
ssion of order I.
An estimate of the standard error of the resid­
uals is given by
S. E. ~ PCI) (8 .12)
n-l
where I is the order of the regression as determined 
from 8.2. Uncertainty regarding the distributions being 
dealt with when using autoregressive models suggest 
that tolerance regions, rather than confidence inter­
vals, are more appropriate. These may be estimated from
y - 1.96 (S.E. ) (8.13)
for 95 per cent regions where y is obtained from
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I = XJ(£)L (8.14)
Confidence intervals may be set up for the regre­
ssion coefficients 8 . 1 < j < I, Initially, as each 
for 1 < i < n, is deleted from a sample
t/yCp; = »8 - (n-D&i i ~ 1,2,. , n (8.15)
where the estimate 8■ of 6 is obtained from the sub-
'Z'
sample when the i-th observation Y . has been deleted.
A
These pseudovalues J . ($) can be treated as indepen­
dent identically distributed random variables (Tukey, 
1958). Hence the expression
(J(l) - BJ
(8.16)
r,/.re; -  . / r e ; /  
1
which is a vector in a regression situation, can be 
assumed to be asymptotically distributed as a normal 
random variable with zero mean, and unit variance 
(Gray and Schucany, 1972). The Jacknife J(B) can 
be used to form an approximate confidence interval for 
any 8.
THE EXPONENTIAL MODEL
In a model of the type (Kendall and Stuart, 1966)
2
u(t+l) = au(t) + a(l-a)u(t-1) + a(1-a) u(t-2) +
+ a(1-a)^u(t-k) + z (t+1) (8.17)
11" HP "imp
the terms contribute a diminishing influence on 
u(t+l) as t decreases backwards in time providing 
| J-a | < 1. In 8.17 u(t+l) is the one unit ahead 
value of the time series in which u(t) is the 
latest observation or known value; a the smoothing 
constant; k, (o ^ k < n), is the number of histor­
ical teims used to forecast u(t+l); and c(t+l) is 
the crroi variable.
The importance of the most recent observation 
when forecasting u(t+l) is determined by the value 
of a. Estimating the optimal a is not straight­
forward. With computer assistance, a is varied for 
different values of k and the minimum mean sum of 
squares of the errors of the forecasts is used as 
the criterion for fixing both a and k. As the 
section of work on forecasting progressed, the final 
orders of the models chosen suggested that the extra 
computation time involved in using the prediction sum 
of squares as a criterion was probably not justified 
here. The exponential model can bo more flexible 
than the autoregressive type, and for ill-behaved 
time series is often more appropriate, because the 
parameter is easily adjusted in the event of the 
generating process undergoing change (Barnard, 1959; 
Brown, 1959, 1963; Box and Jenkins, 1970; Cox, 1961; 
Lowe, 1970; Nelson, 1973; Salzman, 1968; Ward, 1963; 
Winters, 1960, 1969).
The basic exponential model can be extended to 
double and triple types (Brown, 1963). For the triple 
model,
u(t+l) - b(t) + c(t) + O.bd(t) + C(t+1) (8.18)
Initial estimates, which arc henceforth updated, of 
the coefficients b(l)3 o(t) and d(t) are obtained from
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bit) = u(l) - o(t) - 0.5 d(t) (8.19)
c(t) = u(2) - uil) - 1.5 d(t) (8.20)
d(t) = uil) - 2ui2) + u(3) (8.21)
As new observations become available the updating 
functions are
bit) = uit) + (1-a) 3(u(t) - uit)) (8.22)
A A A  2
eft) - bit-1) + a(t-l) - 1.5a (2-a)
(uit) - uit)) (8.23)
dit) = dit-l) + a3(u(t) - uit)) (8.24)
These updated coefficients are used in
u(t+l) - bft) + eft) + 0.5 5ft) (8.25)
to give one step ahead forecasts.
In theory, this model can be used to provide fore­
casts even when no historical data are available.
Usually in estimating the coefficients bit), ait), 
dit) eithei of two methods are used. The complete set 
of available data can be used in the estimation, whilst 
incrementing a to obtain the minimum mean sum of squares 
of the forecasting errors. This has the disadvantage 
that initially the coefficients may be particularly 
biased, because they are based on the use of few terms. 
The result of this is reflected in the mean sum of 
squares of the residuals, and it becomes difficult to 
assess how well the model could fit the data.
117
Alternatively, the data set may be divided into 
three subsets (Salzman, 1968). The first subset 
is used to provide initial estimates for the co­
efficients; in this way their values are given the 
opportunity to stabilise. The second subset is used 
to finalise the estimation and determine a. Finally, 
the goodness of fit, as indicated by the mean sum of 
squares of the residuals can be determined from the 
third subset. Both methods have been used in the 
present work.
THE TRIGONOMETRIC MODEL
Regression models of the form
DjC08 2\\i + E^sin 2]\i
b
* ri (8.26)
for o i n-1, 1 <_ J _< k
are fitted by ordinary least squares to the regional 
temporal series, where D ., are the regression co­
efficients ; n is the number of observations on Y 
k is determined from the appropriate spectrum for 
each region; and the wavelengths, A are chosen so 
as to minimise the sum of the squares of the residuals. 
Initial estimates of the wavelengths are obtained from 
the spectrum for a particular region. Thereafter they 
are incremented positively and negatively about the 
starting value in a loop within the fitting computer 
programme. Unlike conventional harmonic analysis, which 
is inappropriate for non-determini3tic data, the wave­
lengths arc not necessarily integer variables (Granger 
and Hughes, 1971; Kupper, 1972). Furthermore, they are 
not constrained to be multiples of the sample size used 
in the computations.
1 1 b
8.3 APPLICATION 01' THE FORECASTING MODELS
AUTOREGRESSION ANALYSIS ON THE REGIONAL TEMPORAL SERIES
Fitting autoregressive models to the regional tem­
poral series for Regions 1 and 2 result in constant 
models (zero order) for both cases (Table 8.1). The 
model for each region having the best predictive 
value, i.e., the one with the minimum value of P(l)t 
is underlined in the table.
The Jacknife estimates of the coefficients in
these models are -4.83 and -4.74 for Regions 1 and 2
respectively. For comparison, the ordinary least 
squares estimates arc -4.87 and -4.75 for Regions 1 
and 2 respectively. Since the difference between the
two estimates is obviously not significant, it follows
that the number of data points taken in the estimation 
was sufficient to reduce the problem of bias which can 
be one of major difficulty when using lagged variables 
in regression models (Johnston, 1972). In addition, 
it follows that the use of the Jacknife estimates has 
not significantly refined the model.
The sample estimate of the variance (i.e., observed 
variance) for the regional temporal series in Region 1 
is 16329 and in Region 2 is 5572. For the best auto­
regressive model, that of zero order, there is little 
difference between these observed variances and the 
prediction sum of squares obtained from the model. 
Therefore, because the model accounts for so little of 
the observed variance of the regional temporal series, 
they must be rejected as being of no climatological 
significance or usefulness in the present study.
e
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Fig. 8.1: Spectrum of the 20-year (double) sunspot
series.
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m  MULTIPLE REGRESSION USING SUNSPOT NUMBERS AS
PREDICTOR VARIABLES
The literature reflects a longstanding interest 
•  in possible relationships between climatological par­
ameters and solar activity, e.g. Koppen (1873).
However, as Lamb (1972) points out, the work of Walker 
(1915) and Brooks (1923, 19 34) did much to discourage 
further research in this field. In the case of 
Walker's world-wide survey and Brooks' study of the 
variation in ievel of Lake Victoria, insufficient 
thought was given to the formulation of the conclu­
sions that were drawn. In Lamb's opinion, the general 
conclusion that no relationship existed between solar 
activity and weather was probably unfounded.
Further interest shown in this area of study in 
the 1950s by over enthusiastic amateurs working in 
isolation brought more discredit to the subject. Of 
the many reviews of work carried out in this field of 
research, those of particular value can be found in:
Baur (1949, 1956, 1958) , Belinski (1957), Julien et al
(1957), Lamb (1972), Mironovitch (1960), Mitchell (1965), 
Mustel (1967), and Roberts (1963).
Renewed interest in this field of research has 
been shown by King (1973, 1974) and Willett (1964, 1965, 
1968, 1974). The Willett (1968) paper is one of the 
few that attempts to describe a possible physical foun­
dation for solar/weather relationships.
The oscillations present in both the individual 
rainfall series and regional temporal series of order 
20 and 10 years show a striking similarity with solar 
activity as measured by sunspot numbers. For the time 
interval 1910-1972 the spectra of the double and single 
cycles peak at 20, and 10 years respectively (Fig. 8.1,8.2)
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150
50
0
-5 0
-150
p
Ji i.l u l..h
DOUBLE SUNSPOT SERIES
ioc
100
o
-100
-200
rp iitih -rl ilbh
il, lirrir lil
I
Fig. 8.3: Showing the in-phase similarity between the
temporal series for Region 1 and the double 
sunspot series.
Fig.
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UEGION 2
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I I 2&
3.4: Showing the anti-phase similarity between the
temporal series for Region 2 and the single 
sunspot series.
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The summer rainfall area of the country, Region 1, 
has a regional temporal series whose variation 
resembles the double sunspot series closely, (Fig.8.3). 
Cross-spectral analysis reveals a significant co­
herence of 0.53 between the two series at a wavelength 
of 20 years. Solar variation leads rainfall by about
0.5 years, and therefore the two series can be assumed 
to be in phase.
The all seasons rainfall area, Region 2, has a 
strong similarity between its regional temporal series 
and the single sunspot series, (Fig. 8.4). The co­
herence between these two series at the wavelength of 
the single solar cycle is 0.85, with a phase differ­
ence of about 4 years. These two series are therefore 
not far from being in perfect anti-phase.
Comparison of the coherence of 0.54 between the 
regional temporal series for Region 1 and the double 
sunspot cycle, and the coherence of 0.85 between the 
regional temporal series for Region 2 and the single 
sunspot cycle is, at first glance, confusing when con­
sidered in conjunction with the graphs given in Fig.8.3. 
The apparent contradiction lies in the fact that the 
regional temporal series for Region 1 tends to be 
bi-modal.*
Because the series are relatively short, the co­
herence values can be taken as no more than a guide 
to the frequencies that are common between two series 
(Granger and Hughes, ]968) . In these circumstances 
the coherencies tend to be biased heavily toward 0.5. 
Confidence limits for the phase differences are use­
less and therefore not given. This fact arises from 
the necessity of having to use the sample coherence
* Further research way establish the combined effect of 
the double solar cycle and the lunar declination cycle 
of 18, G yearst the latter being suggested by Ncvill 
(1908).
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TABLE 8.4 - COMPARISON OF JACKNIFE AND ORDINARY ESTIMATES FOR REGRESSION 
COEFFICIENTS WHEN TEMPORAL SERIES FOR REGIONS 1 AND 2 ARE 
REGRESSED ON THE SINGLE AND DOUBLE SUNSPOT SERIES
Region
Jacknife jstimates Ordinary estimates
single cycle double cycle single cycle double cycle
1 -31.14 -i .47 -31.16 -1.46
0.52 0.48 0. 52 0.43
2 2- , 2 rj -0.19 24.27 -0.20
-C. 40 0.77 -0.40 0.76
0.62 0.62
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estimate as the true coherence when deriving con­
fidence intervals for the phase differences.
Fitting multiple linear regression models using 
sunspot numbers as a lagged predictor variable on 
the regional temporal series gives rise to the models 
and their prediction sum of squares values, Tables 
8.2 and 8.3. Table 8.2 refers to the single sunspot 
cycle as predictor variable whereas Table 8,3 refers 
to the double cycle as the predictor.
In the case when single sunspot numbers are taken 
as the predictor variable, the order of regression 
having the minimum prediction sum of squares da unity 
for both Region 1 and 2. When the double sunspot 
numbers are taken as the predictor variable Region 1 
is best represented by a model of order one, and 
Region 2 by a model of order two. Jacknife and ordin­
ary least squares estimates of regression coefficients 
for regression models relating to the single and double 
sunspot series are given in Table 8.4.
The Jacknife estimates do not difrer significantly 
from the ordinary least squares estimates and thus in 
no way improve the model. The climatological value of 
the best models can be assessed by comparing observed 
variances of the regional temporal series for Region 1 
and 2 and the minimum prediction sum of squares under­
lined in Tables 8.2 and 8.3. Such a comparison shows 
that since the respective values are very similar neither 
the single nor double sunspot series provided useful 
predictor variables in the multiple linear regression 
models.
EXPONENTIAL EXTRAPOLATION
In fitting exponential models to the regional tem­
poral series, orders up to seven have been considered.
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Therefore, 56 terms have been used to obtain the mean 
sum of squares of the forecasting errors, seven terms 
being lost in the initialisation process. The smooth­
ing constant is not estimated from the data in this 
type of model, but is chosen sc that for a given order 
model, the mean sum of squares of the forecasting 
errors is a minimum.
Initially, the smoothing constant, a, has been 
taken from zero to 0.7 in steps of 0.1. However, since 
a number of minimum sum of squares is obtained for 
a = 0.1, the process has been repeated. In this case 
a has been taKen from 0.02 in increments of 0.02 up to 
0,1. The final value of a, and the order k> of the 
model using the minimum sum of squares, m.s.u., as the 
fitting criterion are given for the regional temporal 
series of Region 1 and 2 in Table 8.5.
TABLE 8 . 5 -  ESTIMATED CONSTANTS IN THE BEST FITTING 
EXPONENTIAL MODELS FOR REGIONS 1 AND 2
Region k a m. 8 . e .
1 4 0.06 16690
2 4 0.02 5576
The smaller the value of a the less influence has 
the latest term in the series on the forecast.
Because a is so small in this case, Table 8.5, the 
fitting process has been repeated leaving the latest 
term out of the model, (Table 8.6).
A comparison of the entries in Tables 8.5 and 8.6 
shows that for neither region is the fit of the model
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improved by omitting the latest term in the series.
As in the case of the autoregressive and multiple 
linear regression models the fitting criterion, in 
this case the mean sum of squares of the residual 
errors, does not differ significantly from the ob­
served variance and the model must be rejected for 
predicting rainfall changes. Before rejecting expon­
ential models altogether, however, it is necessary to 
explore Brown's (1963) assertion that the triple ex­
ponential model may be more superior.
TABLE 8.6 - ESTIMATED CONSTANTS IN THE BEST FITTING 
EXPONENTIAL MODELS FOR REGIONS 1 AND 2 
WHEN THE LATEST TERM IN THE SERIES HAS 
NOT BEEN INCLUDED IN THE MODEL
Region k a m. s . e.
1 3 0.12 16406
2 3 0.04 5579
The triple exponential model produces excessively 
large minimum mean sum of squares of the forecasting 
errors, namely 51301 and 29124 for Regions 1 and 2 
respectively. Some improvement in the fit of this 
model can be obtained when the estimation of a was 
obtained using three subsets of the data series. 
However, the mean sum of squared residuals in this case 
is still excessive, being 25568 and 11735 for Regions 
1 and 2 respectively, showing that the triple exponen­
tial model is even less satisfactory than the single.
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TRIGONOMETRIC REGRESSION AND THE PREDICTION OF 
REGIONAL TEMPORAL SERIES
The initial values for the in equation 8.26 
have been estimated from each of the peaks in the 
spectra of the regional temporal series (Table 5.5). 
Values of \j have been taken on each side of a spec­
tral peak and these have been used to estimate the 
regression coefficients. The values of the wave­
lengths giving the minimum mean sum of squares of 
the residual errors have been used in the final model. 
In most cases, the spectral peaks occur at wavelengths
not far removed from the wavelengths of the best
fitting trigonometric function. Values for and
A. are given in Table 8.7 for Regions 1 and 2.
J
Regression coefficients D and E that are significant 
at the 5 per cent level are indicated thus *,
TABLE 8.7 - VALUES OF D ., £% AND A . IN EQUATION 8.26 
FOR REGIONS 1 AND 2.
Region
a0 A. (years)
V
*
1 -20.77 -66.03 18.6
# *
40.76 51.62 3.60
#
60. 44 10. 58 2.34
2.92
*
Standard error of the residuei Is = 105.27 mm
•
2 16.7 34.49 10.4
37.87* 4.88 3.50 #
#
32.16 2.45 3.00
24 9.41 2.10
-0.32
#
Standard error of the residuals = 6 3.09 mm
TABLE 8.8 - VALUES OF THE FITTING CRITERIA FOR EACH OF THE FORECASTING 
MODELS FITTED TO THE REGIONAL TEMPORAL SERIES FOR REGIONS 
1 AND 2
Region
1
2
Auto
regr. Mult. regr. Exponential Trig.
regr.
Est. variance 
regional serieseye
single
le
double single triple
15173
5171
16254
5392
15543
5371
16690
5576
51301
29124
10009
3242
16329
5572
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Using equation 8.26 and Table 8.7 it is possible 
to determine the fitting criterion of mean squares 
of the residual errors. These mean squares of the 
residual errors for Regions 1 and 2 are 10009 and 3242 
respectively. These values are not closely similar 
to the actual observed variance of the regional
temporal series for both summer and all-seasons rain­
fall areas and suggest that the trigonometric models
offer the best potential for forecasting future rain­
fall changes. For both Regions 1 and 2 the goodness 
of fit for the trigonometric model is significant at 
the 1 per cent level.
8.4 COMPARISON OF MODELS
Autoregression, multiple linear regression using sun­
spot numbers as predictor variables, single and triple ex­
ponential, and trigonometric models have been fitted to the 
regional tmporal series of Regions 1 and 2 The results 
obtained from this exercise are given in Table 8.8. In this 
table the values of the fitting criteria are given for each 
type of model.
It is clear that the only worthwhile model is that 
using trigonometric curve fitting. For both the autoregress­
ive and multiple linear regression models the reduction in 
the sum of squares provided by the models is negligible.
The triple exponential models arc a good example of what 
can happen when a completely inappropriate model is used.
The model is incapable of providing forecasts that converge 
on the true value, and what is commonly termed an explosion 
takes place, (Box and Jenkins, 1970; Kendall and Stuart, 
1966; Tintner, 1952).
It is only trigonometric curve fitting that provides a 
basis for predicting future rainfall changes but at best 
this approach is somewhat crude.
8.5 PREDICTING MAXIMA AND MINIMA SOLAR ACTIVITY
As has been pointed out, the general pattern of rain­
fall over much of South Africa is similar to the variation 
in solar activity as measured by sunspot numbers. Over 
the summer rainfall region the double sunspot cycle and 
regional temporal series (Region 1) are in phase, whereas 
in the southern Cape area the single sunspot cycle and the 
regional temporal series (Region 2) arc in anti-phase. Thus 
if it is possible to predict sunspot variation, statements 
can be made concerning likely rainfall conditions.
Using the data presented by Lamb (1972) concerning 
the inter peak and trough time periods associated with the 
single sunspot cycle it is possible to relate the time taken 
to reach a peak from the previous trough and vice versa.
The regression equation for so doing is equation 8.27.
in solar activity and is the corresponding preceding
period of fall. An analysis of variance shows that the 
goodness of fit of this linear model is significant at the 
5 per cent level. In addition the estimated standard error 
of the residuals and regression coefficient are 1.025 
and 0.178 respectively. Equation 8.27 therefore provides 
adequate forecasts for the next period of rise to a maximum 
of solar activity given the previous period of fall to a 
minimum.
In a similar manner the prediction equation for the 
time of fall given the previous time of rise is given by
T (8.27)max
where T represents the period of time to reach a maximum
max
T . = 9.204 - 0. 53? t (8.28)m m max
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Again, an analysis of variance for this regression 
indicates that the fit is significant at cbe 5 per cent 
level. The estimated standard errors of the residuals 
and regression coefficient are 1.221 and 0.235 respective­
ly. Equation 8.28 will predict the time of the next min­
imum given the previous time of rise adequately.
One may apply the same method to the double sunspot 
cycle except that instead of predicting the time to the 
next maximum given the previous period of fall and vice versa, 
in this case one predicts the time to a maximum from zero 
from the rise from a minimum to that zero. Thereafter the 
fall from a maximum to the next zero is predicted from the 
rise from the previous zero to the next maximum and so on.
8.6 SOME PREDICTIONS FOR THE FUTURE
To date it has proved impossible to forecast long term 
rainfall totals over South Africa in any way at all. The 
work presented in this thesis shows that, whereas forecasts 
of rainfall one or two years ahead is not feasible without 
further research, the prediction of extended spills of above 
and below normal rainfall is possible, both qualitatively 
and semi-quantitatively. Such forecasts for the summer rain­
fall area (Region 1) and the all-seasons area of South 
Africa (Region 2) will now be attempted.
The proviso that applies to all predictions for the 
future is that the general circulation of the atmosphere over 
Southern Africa and adjacent oceans will obey the dictates 
of its controls in the next few decades as it has in the 
past half dozen,so that the rhythm and patterns of rainfall 
changes of the past 60 years or so continues to repeat it­
self in the near future.
A QUALITATIVE ASSESSMENT
Subjective extrapolation of mean temporal series
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Fig. 8.5s Showing a subjective extrapolation of the
temporal series for Region 1. If conditions 
continue unchanged, the present wet period 
is suggested to have reached its maximum in 
an interval centred on 1975/76. Similarly, 
a drier than normal period is indicated for 
the early to middle 1980's.
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Fig. 8.6: Showing a subjective extrapolation of the
temporal series for Region 2. Past and 
prevailing conditions of the atmospheric 
circulation suggest that a period of above 
normal rainfall will be experienced around 
1978. Relow normal conditions can be 
expected for a period centred on the early 
eighties.
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into the future suggests that in the case of the 
summer rainfall region the present wot seasons that 
the country is experiencing will continue, but the 
peak has probably been reached (1975/76) and the 
above average rainfall will decrease toward the end 
of the dec a'' (Fig. 8.5). Likewise the beginning of 
the next decade might be drier than normal with a 
trough centred on 1986 (Fig .8.5). This is not to say that 
for the rest of the seventies one or two years will 
not experience droughts or that the middle and late 
eighties will not experience occasional floods. On 
the basis of past experience all that can be said is 
that there is a good chance that the cumulative total 
rainfall in the summer rainfall areas will be above 
normal for the rest of this decade and below normal 
for the next. The range of the fluctuation will vary 
between 20 and 30 per cent of the total annual precip­
itation at individual stations covering thousands of 
square kilometres over the north-eastern nart of the 
country.
Likewise in the southern Cape area (Region 2) 
subjective extrapolation of the regional temporal 
rainfall series given in Fig. 8.6 suggests that the 
interval centred on 1975 will be a period of slightly 
above normal rainfall receipt whilst the late eight­
ies will experience mere serious deficits. Below 
normal rainfall can be expected over an interval cen­
tred on 1982. The remarks made earlier, with respect 
to Region 1, regarding the year to year variation in 
rainfall behaviour apply equally well to Region 2.
The range of the fluctuation will vary between 15 and 
25 per cent of the total annual precipitation at 
individual stations in the southern Cape area of the 
country.
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Fig. 8.7: Using solar activity as measured by the
double sunspot series as a forecasting aid, 
indicates that Region 1 will continue to 
experience above normal rainfall during the 
remainder of the seventies and early eighties.
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Fig. 6.8: Variation it', solar activity as measured
by the single sunspot series suggests 
that the rainfall receipts over Region 2 
will be below normal during the late 
seventies and early eighties.
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Fig. 8.9: Foreci itirig rainfall receipts using u
trigonometric model suggests that Region 1 
will experience above normal rainfall 
receipts during the seventies and nineties. 
It is likely to be drier than normal during 
much of the eighties.
RAINFALL ESTIMATION FROM SOLAR ACTIVITY
Using this approach predictions of future sun­
spot action may be related to the appropriate rain­
fall changes bearing in mind the phase relationships 
referred to earlier. Thus in Fig. 8.7 it is suggested 
that in the summer rainfall region of the country the 
present spell of above average rainfall will have 
reached its peak by about 1978. It is impossible to 
make a prediction further into the future than this 
until further sunspot data are available for the 
years 197 5 to about 1980. Once this is at hand a 
prediction can be made for the ensuing period.
Similarly in the southern Cape region this fore­
casting approach suggests that the interval centred 
on 1979 will see rainfall receipts that are below 
average in value (Fig. 8.8).
EXTRAPOLATION FROM THE TRIGONOMETRIC MODEL
Whereas the approach used in estimating future 
sunspot changes is dependent only on the pattern of 
variation in a few preceding years, extrapolation 
using the trigonometric model uses all the available 
data and therefore forecasting future changes must 
again be based r the premise that the pattern and 
rhythm of chanr .: has prevailed since at least the
turn of the ceru ry will continue to prevail into the 
near fuf e. Given that it does, trigonometric extra­
polation nto the future suggests that in the summer 
rainfall region the present wet interlude is centred 
on 1975/76. For the next few years the average rain­
fall receipts will decrease, and maximum drier than 
normal conditions can be expected to prevail over an 
interval centred on 1985 (Fig. 8.9).
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Fig. 8.10: Forecasting rainfall over Region 2, using 
a trigonometric model indicates generally 
droughty conditions during the late 
seventies and late eighties. The early 
eighties and middle nineties are likely 
to be periods when above average rainfall 
receipts will be experienced.
* *
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The southern Cape Province can expect a generally 
droughty period over the interval centred on 1978.
This period when a deficit in rainfall is experienced 
will give way to above average conditions likely to 
be centred on 1984. A period experiencing a greater 
rainfall deficit than that of 1978 will probably occur 
around 1989 (Fig. 8.10).
* * * * *
Prediction of exact year to year changes has not 
proved feasible. On the other hand it would appear 
that estimation of future spells of wet and dry years 
is possible providing the general circulation over 
South Africa continues only to change rhythmically as 
it has done previously and not to undergo a radical new 
mode of behaviour.
PART V
CONCLUSIONS
CHAPTER 9 
S U M M A R Y
South Africa's rainfall has been a popular topic 
for discussion among both informed scientists and enthus­
iastic amateurs since the inception of European settle­
ment. In particular, theories of progressive dessication 
have been propounded over the years and until very recently 
the debate has continued as to whether South Africa is 
becoming wetter or drier. The majority of research workers 
have, in many studies, sought to resolve the controversy 
by analysing rainfall data for trends. Relatively few 
workers have been concerned with the scillatory nature 
of South African rainfall and when they have they have 
been concerned only with isolated stations widely distri­
buted ovej. the country. In almost all studies there has 
been a tacit assumption that the country as a whole has 
behaved in a similar fashion in response to climatic 
changes.
In this thesis attempts have been made to resolve 
the controversy of progressive dessication, to examine the 
oscillatory nature of South African rainfall and to delimit 
regional changes of climate. The specific results of the 
investigation are best itemised as follows.
A. TREND
1. Over the whole of South Africa, and out 
of 157 cases, only 26 showed trend sig­
nificant at the five per cent level. Of
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the cases showing trend only two ex­
hibited positive trend. The 24 cases 
of negative trend were distributed fairly 
evenly over the country.
2. Where it has been possible to extend trend 
analysis back in time to 1880, it has 
been clearly demonstrated that the pres­
ence or otherwise of trend is highly time 
dependent. In only three cases out of 30 
could persistent trend be found over the 
total period 1880-197 2. In many cases the 
effect of an excessively wet decade 1880- 
1890 introduced spurious trend into the data.
3. Statistical testing of regression data shows 
that it is not possible to prove conclusive­
ly , in a statistical sense, that South 
Africa has not undergone progressive dessi- 
cation. However, this is hardly surprising 
since all statistical testing that is based 
on the assumption of independent data will 
prove inconclusive. The a priori assump­
tion, and the results of this thesis, showed 
quite conclusively that South African rain­
fall data are not independent.
4. Although the number of individual stations 
showing negative trend is larger than might 
be expected by chance (assuming independent 
data), the impossibility of providing any 
physical explanation for why only a small 
fraction of stations should experience this 
decline mitigares against accepting the 
suggestion that South Africa as a whole is 
undergoing progressive dessication.
5. Delimiting rainfall regions using principal 
component analysis and subsequent factor 
rotation provides the data matrix input for 
using a linear two-way fixed effects model 
to isolate the independent components of 
annual rainfall totals. These components 
arc: regional temporal effect, regional
spatial effect, and micro or local effect.
6. Trend analysis on regional temporal series 
shows that neither individual regions nor 
South Africa as a whole have experienced 
either decreasing or increasing rainfall 
receipts over the period of meteorological 
records.
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7. Trend analysis on the micro-effects
obtained from the linear two-way fixed 
effects model, shows significant trend 
at 34 stations, 16 positive and 18 neg­
ative. The probability of such a distri­
bution having arisen by chance is less 
than 0.01.
8. The stations with records whose local 
effect series denote trend are randomly 
distributed over the country. In many 
cases stations with positive local effect 
series components of trend are adjacent 
to others with negative trend.
OSCILLATORY SECULAR VARIATION
1. Inspection of smoothed rainfall series, 
determination of pentade and decade 
periods of maximum and minimum rainfall, 
Fourier analysis, spectra1 analysis and 
principal component analysis all show that 
it is possible to isolate, on a regional 
scale, areas of South Africa experiencing 
like patterns of secular rainfall variation.
2. These regions may be identified with in- 
phase oscillations of the order of 20, 10, 
3-4 and 2-3 years.
3. The 16-20 year oscillation is strongest over 
the northern part of the country which ex­
periences a seasonal summer rainfall. To a 
lesser extent this wave is present in the 
all-year rainfall belt running along the 
south coast. The 10-year wave appears over 
the southern Cape Province and adjacent 
inland area, experiencing an all-year rain­
fall regime. At the higher frequency end
of the spectra, the 3-4 year oscillation 
shows no spatial dependence. On the other 
hand, the 2-3 year wave is strongest over 
that area of the country having a seasonal 
six-monthly rainfall regime.
4. Spatial gradients of change between one 
region and another have been determined by 
mapping the variance associated with Fourier 
waves and the variance associated with spec­
ific spectral bands determined by spectral 
analysis.
5. Whereas individual spectral peaks may 
not be statistically significant, the 
fact that large numbers of spectra 
possess peaks in the same frequency bands 
may offset doubts one may have about the 
individual peaks.
6. Isolating regional temporal effects using 
the linear two-way fixed effects model 
and subjecting the time series of these 
effects to spectral analysis shows that the 
spectral peaks for regions as a whole are 
statistically significant.
7. The amplitude of the 20-year wave is
between 20 and 30 per cent of the annual 
mean rainfall throughout the summer rain­
fall area in the north-eastern part of 
South Africa. The amplitude of the 10- 
year wave is between 15 and 25 per cent 
of the annual rn^an rainfall throughout 
the all-seasons rainfall area in the 
southern Cape Province.
8. Cross-spectral analysis between temper­
ature and rainfall data shows that an in­
verse correlation exists between the two 
variables at a period of the order 20 
years. It is significant that at this 
avelength the rainfall and temperature os­
cillations are in almost perfect anti-phase.
FORECASTING FUTURE CHANGES
1 Subjective extrapolation of composite time 
series of regional temporal effects suggests 
that the present wet spell over the summer 
rainfall region will decrease toward the end 
of the present decade. In the southern Cape 
area a drier than average period will be ex­
perienced around 1978, to be followed by a 
wetter than average period centred at about 
1982.
2. Autoregressive, multiple linear regression 
and single and triple exponential smoothing 
have all been shown to be inadequate for fore­
casting future changes.
Using a simple linear regression model it 
has proved possible to predict both single 
and double sunspot cycle variations for 
limited periods in the future, based on the 
fact that precipitation In the summer rain­
fall area is current]y in phase with the 
double sunspot cycle and that precipitation 
in the all-seasons southern Cape rainfall 
region is in anti-phase with the single sun­
spot cycle, it is possible to suggest that
(i) in the summer rainfall region the 
present wet spell arises from an 
above average rainfall decade centred 
on 1976.
(ii) in the southern Cape the pentad centred 
on 1979 will be a period when the rain­
fall receipts will be below average.
The trigonometric regression model fits the 
observed regional temporal, effect data at the 
one per cent level of significance. Neverthe­
less the standard error of forecasting estimates 
are still too large to enable meaningful one 
year ahead predictions to be made. However, it 
is possible to predict wet and dry spells with 
some qualitative assurance. On this basis the 
model suggests that
(i) the summer rainfall region will become 
drier toward the end of the 1970s to be 
replaced by a dry spell with maximum 
severity centred on 1985.
(ii) the southern Cape will experience a deficit 
over the interval centred on 1978, to be 
replaced by a wetter than average interval 
centred on 1984.
All the above forecasts are contingent upon the 
fact that the general circulation of the atmos­
phere, and therefore the consequent rainfall 
changes, will continue to vary in the future as 
it has over the period of meteorological record 
to date.
This thesis has investigated secular variation in 
rainfall over South Africa. On the basis of the research 
carried out, the often popular belief that South Africa 
is undergoing progressive dessication must be rejected.
But although there is no significant evidence to suggest 
that the general circulation over Southern Africa and 
its surrounds is experiencing long-term permanent change, 
there is considerable evidence to support the theory that 
the general circulation, which in this case must involve 
the southern hemisphere's high pressure belt, is behaving 
in an oscillatory manner. These oscillations in the atmos­
phere manifest themselves over South Africa as a 20-year 
wave in rainfall over the summer rainfall area, and a 10- 
year wave over the all-seasons rainfall area of the south­
ern Cape Province. In addition to these secular variations 
a spatially ubiquitous 3-4 year oscillation is clearly in 
evidence, as too, is the spatially dependent oscillation 
in the interval 2 to 3 years occurring over the six- 
monthly rainfall region of the southern Cape Province.
The oscillatory behaviour of rainfall over South 
Africa has enabled forecasts for future wet and dry spells 
to be made. Forecasts using three different methods are 
in essential agreement regarding the centres of periods 
experiencing above and below average rainfall. In the 
summer rainfall area these periods relate to decades, 
whilst in the southern Cape Province pentades are the 
appropriate intervals. The fundamental proviso govern­
ing such predictions is that the general circulation of 
the atmosphere continues to behave in the near future as 
it has in the best part of the last century. If this con­
tinues to be so, then the estimation of near future rain­
fall changes made in this thesis should prove valid. Des­
pite its high degree of organisation the general circu­
lation of the atmosphere is a turbulent system, thus 
because the circulation over South Africa has experienced 
regular changes previously does not mean it will continue
to do so for tin extended period of time and there is 
no way of predicting when the present pattern of rhy­
thmic change will alter or even disappear altogether.
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LIST OF THE MAIN SYMBOLS USED IN CHAPTERS 3 AND
A the regional temporal effect
a a coefficient in the exponential model
A (k) coefficient in the co-spectrum
Ah
cosine coefficient in Fourier series
ao
weighting factor in smoothing procedure
amh
amplitude of Fourier wave
B the regional spatial effect
b a coefficient in the exponential model
B(k) coefficient in the quadrature spectrum
Bh sine coefficient In Fourier series
o a coefficient in the exponential model
c (k) the serial covariance
ch cosine term in Fourier series
c m smoothed spectral power
co(f) smoothed co-spectrum
C^h(f) smoothed coherency spectrum
d a coefficient in the exponential model
Di
cosine coefficient in trigonometric regression
Ei
sine coefficient in trigonometric regression
£’( ) expected value
F multiple of maximum lag in spectral analysis
f the frequency
9 [X 'X)"7* ’
i summation index
j summation index
j (6) ..life
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k a summation index «•
I a summation index
m maximum lag in spectral analysis
n number of observations, or terms in a time series
P counting variable in Tau
p order of binomial smoothing
P(I) prediction sum of squares m
ph[f) smoothed phase-spectrum
cjT(/) smoothed quadrature spectrum
R(f) frequency response function #
r(e) correlation coefficient
r f(e) alternative form of serial correlation
77(/") smoothed spectral density m
5 (t) elements in binomially smoothed series
S. sine term in Fourier seriesn
t time e»
u(t) an observation at time t
Var( ) variance
Jf matrix on independent variable *»
independent variable in regression model
independent variable removed in P [I)
x
ij variable in analysis of variance model
1 vector on dependent variable in regression model
y(i) dependent variable in regression
 ^ dependent variable removed in P(Z)
y , . 7. least squares estimate of E ( V  .) based on l-th subset
V 2- £■ / 2-
of k possible predictor subsets
regional temporal series
column vector of regression coefficients 
regional spatial series
estimated 3 on (n-1) terms in a regression
sampling interval
column vector of residuals
residuals in analysis of variance model
phase angle
Parzen's lag window 
wavelength
overall mean in analysis of variance model
Kendall's correlation coefficient 
estimate
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