We exploit an adaptive control technique, namely funnel control, in order to establish both initial and recursive feasibility in Model Predictive Control (MPC) for output-constrained nonlinear systems. Moreover, we show that the resulting feedback controller outperforms the funnel controller both w.r.t. the required sampling rate for a zero-order-hold implementation and required control action. We further propose a combination of funnel control and MPC, exploiting the performance guarantees of the model-free funnel controller during a learning phase and the advantages of the model-based MPC scheme thereafter.
INTRODUCTION
Model Predictive Control (MPC) is nowadays a widelyapplied control technique, largely thanks to its applicability to constrained nonlinear multi-input, multi-output systems, see e.g. Grüne and Pannek (2017) or Rawlings et al. (2018) . However, there are two main obstacles: On the one hand, MPC requires a model for its prediction and optimization step, and on the other initial and recursive feasibility have to be ensured. In the present paper, we propose learning-based Funnel-MPC in order to resolve these issues. To this end, we exploit the concept of funnel control -a model-free output-error feedback of high-gain type developed in Ilchmann et al. (2002) , see also the survey Ilchmann and Ryan (2008) . MPC requires either a sufficiently long prediction horizon (see, e.g. Boccia et al. (2014) ) or suitably constructed terminal constraints (see, e.g. Rawlings et al. (2018) ) in order to guarantee recursive feasibility while initial feasibility is assumed. Both approaches and their respective prerequisites are difficult to achieve in the presence of (time-varying) state (or output) constraints. The complementary concept of funnel control guarantees a prescribed tracking performance over the whole time interval. The funnel controller proved its potential for tracking problems in various applications, see e.g. Berger and Rauert (2018) ; Berger and Reis (2014) ; Hackl (2017) and the references therein. We investigate the combination of MPC and funnel control in order to benefit from the best of both worlds: guaranteed feasibility (funnel control) and superior performance (MPC).
The key idea is reflected by the "funnel-like" cost function, which is based on the model-free control law used in funnel control and becomes infinite when the tracking error Thomas Berger and Karl Worthmann gratefully acknowledge support from the German Research Foundation (Deutsche Forschungsgemeinschaft) via the grants BE 6263/1-1 and WO 2056/6-1. approaches the funnel boundary. An immediate advantage of this penalization-based approach is that available results in funnel control guarantee the existence of a control input which meets the output constraints. We exploit this to prove initial and recursive feasibility of a corresponding MPC scheme. However, MPC still requires a model of the system while funnel control achieves the objective with structural information only, without any knowledge of specific system parameters. To resolve this, we additionally employ learning techniques to obtain the model parameters. Starting with a raw estimate, the initial state and the system dynamics are approximated during a learning phase while adherence of the output constraints is guaranteed by the funnel controller. After that, the mechanism switches to the Funnel-MPC scheme, thus improving controller performance. We like to emphasize that the Funnel-MPC scheme also significantly relaxes requirements on the sampling rate, while still considerably improving the performance and the range of applied control values compared to (a zero-orderhold implementation of) the funnel controller.
Notation: N and R denote the natural and real numbers, resp.,
denotes the (linear) space of Lebesgue-measurable, and locally essentially bounded functions. Moreover, we define B k,∞ (R ≥0 , R) as the space of k-times continuously differentiable functions with f,ḟ , . . . , f (k) ∈ L ∞ (R ≥0 , R).
COMBINING FUNNEL CONTROL AND MPC
We consider the control affine systeṁ with sufficiently smooth vector fields f : R n → R n , g : R n → R n×p , a sufficiently smooth mapping h : R n → R p , and control input function u ∈ L ∞ loc (R ≥0 , R p ). Note that the dimensions of the output and input coincide. For single-input, single-output (SISO) systems, i.e., p = 1, the control affine system (1) is said to have relative degree r ∈ N, if the conditions
hold for all x ∈ R n , see e.g. Isidori (1995) . Recall that the Lie derivative of h along f is defined by
and we may successively define
is invertible for all x ∈ R n . Note that, for simplicity, we require the above properties to hold for all x ∈ R n , while usually these are local properties, i.e., the high-gain matrix may only be invertible on different separated open subsets of R n . If (1) has relative degree r ∈ N, then there exists a diffeomorphism Φ : R n → R n such that the coordinate transformation (ξ(t), η(t)) = Φ(x(t)), where ξ(t) = (y(t),ẏ(t), . . . , y (r−1) (t)), puts the system into Byrnes-Isidori form (cf. (Isidori, 1995, Sec. 5 .1))
If p ≥ 2, then we need to require that the distribution G(x) = im g(x) is involutive in order for this to be feasible. We call G(x) involutive (see e.g. (Isidori, 1995, Sec. 1 .3)), if for all smooth vector fields g 1 , g 2 : R n → R n with g i (x) ∈ G(x) for all x ∈ R n and i = 1, 2 we have that the
Funnel control revisited
For a given reference trajectory y ref ∈ B r,∞ (R ≥0 , R p ) the objective in funnel control is to design a control law such that the tracking error e(t) = y(t) − y ref (t) evolves within a performance funnel determined by a function ϕ ∈ B r,∞ (R ≥0 , R) which satisfies ϕ(t) > 0 for all t > 0 and lim inf t→∞ ϕ(t) > 0, see Fig. 1 . Furthermore, all signals u, e,ė, . . . , e (r−1) in the closed-loop system should remain bounded.
The boundary of the performance funnel is given by 1/ϕ. If we choose ϕ(0) = 0, which is explicitly allowed, then the initial error can be arbitrary since ϕ(0) e(0) < 1; in this λ (0, e(0)) 1/φ(t) t 1 Fig. 1 . Error evolution in a funnel with boundary 1/ϕ(t).
case the funnel boundary 1/ϕ has a pole at t = 0. Since ϕ is bounded, there exists λ > 0 such that 1/ϕ(t) ≥ λ for all t > 0. It was shown in that under some structural assumptions the funnel controller
achieves the above described control objective (more precisely, e i (t) < ϕ i (t) −1 for all t > 0), where σ ∈ {−1, 1} and each ϕ k ∈ B r−k,∞ (R ≥0 , R) satisfies ϕ k (t) > 0 for all t > 0 and lim inf t→∞ ϕ k (t) > 0, k = 0, . . . , r − 1. The structural assumptions required in are knowledge of the relative degree r, a bounded-input, bounded-output (BIBO) property of the internal dynamics (i.e., the second equation in (3)), and sign-definite highgain matrix, i.e.,
this is equivalent to either Γ(x)+Γ(x) > 0 (in which case we have σ = −1 in (4)) or Γ(x) + Γ(x) < 0 (in which case we have σ = 1 in (4)).
If the system (1) and the current state x(t) are known, then the auxiliary error terms e i (t) may be expressed in terms of the state, the reference signal, the funnel functions and the derivatives of these. In the case of relative degree r = 2 this means
Funnel-MPC
The funnel controller motivates to consider an associated Optimal Control Problem (OCP) with output constraints:
Next, we show existence of a feasible solution, for which the inequality constraint is inactive. To this end, we employ the funnel controller. Lemma 1. Consider system (1) with relative degree r ∈ N, involutive distribution im g(x) and sign-definite high-gain matrix Γ(·) as in (2). Moreover, let a reference trajectory
. . , r − 1, be given. In addition, choose the initial condition x(t) =x such that e 0 , . . . , e r−1 in (4) satisfy
Then the funnel controller (4) applied to (1) yields an initial-value problem which has a unique solution x FC on [t,t + T ], which is also an element of the feasible set of the OCP (6). Furthermore, there exists a unique Θ > 0 such that
and (8) is active, i.e., there exist j ∈ {0, . . . , r − 1} such that (8) holds with equality for i = j.
Proof. The assertion can be proved similar to (Berger et al., 2018, Thm. 3.1) . We stress that compared to the latter work we do not require the BIBO property of the internal dynamics, because we only consider solutions on the compact time interval [t,t + T ]. More precisly, we may w.l.o.g. assume that the system is in Byrnes-Isidori form (3), then it is clear that the closed-loop system (3), (4) with initial value x(t) =x has a solution on some interval [t, ω) such that e i (t) < ϕ i (t) −1 for all t ∈ [t, ω). As a consequence, ξ is bounded on [t, ω) and integrating the second equation in (3) and using that q(·, ·) is Lipschitz on [t,T ] with Lipschitz bound L > 0 (wherê T > ω is arbitrary) we obtain
for all t ∈ [t, ω) and some M 1 , M 2 > 0. Then Gronwall's lemma implies that η is bounded on [t, ω) and hence, analogous to (Berger et al., 2018, Thm. 3 .1), we may show that the solution can be extended to [t,T ] . SinceT was arbitrary we may chooseT =t + T . Furthermore, because all involved functions in (1) are sufficiently smooth, they are locally Lipschitz and hence the solution (ξ, η) is unique. This guarantees uniqueness of Θ. 2
Based on Lemma 1, we define the map Ψ :
x) which satisfy (7). Hence, Ψ is well-defined, provided the assumptions of Lemma 1 hold. Note that Θ may have been chosen to be an element of R r using the same line of reasoning applied componentwise. We exploit the map Ψ and, thus, indirectly the funnel controller (4), in order to ensure initial and recursive feasibility of the following MPC scheme.
Algorithm: Funnel-MPC Given: system (1) with relative degree r, reference sig-
Set the time shift δ > 0, the prediction horizon T ≥ δ and the current timet := 0.
(a) Setx := x(t) (b) Solve the OCP (6) subject to the additional constraint (1), increaset by δ and go to step (a)
Next, we show initial and recursive feasibility of the proposed MPC scheme. Theorem 2. Consider system (1) with relative degree r ∈ N, involutive distribution im g(x) and sign-definite highgain matrix Γ(·) as in (2). Further, let a reference trajectory y ref ∈ C r (R ≥0 , R p ) and positive funnel functions
. . , r − 1}, be given. If the initial data (t,x) = (0, x(0)) satisfies condition (7), then Funnel-MPC is initially and recursively feasible, i.e., the feasible set of the OCP (6) augmented by the feasibility constraint (9) is non-empty at timet = 0 and at each successor timet ∈ δN.
Proof. The proof is a straightforward consequence of the proposed construction. Condition (9) ensures that the funnel controller yields a feasible solution of the OCP (6) augmented by the feasibility constraint (9) in view of Lemma 1. Since this constraint is incorporated in the OCP (6) and the feasible set at time t =t+δ is closed, also the optimal control u satisfies (9). This, however, implies that condition (7) holds at the successor time. Since this line of reasoning can also be applied at each subsequent timet ∈ δN, recursive feasibility follows. 2
We stress that in Theorem 2, in order to apply the Funnel-MPC scheme, we do not require that y ref , ϕ k and its derivatives are bounded, which is needed for the application of the funnel controller (4). Theorem 2 ensures well-posedness of the MPC closed loop system, provided that (7) holds, i.e., the initial state is contained in the interior of the funnel. The funnel functions ϕ k can always be chosen such that this holds. Although not explicitly allowed in Theorem 2, it is also possible to use "infinite funnels", i.e., ϕ k (0) = 0, so that any initial value is feasible.
Stage Cost
The stage costs (·, ·, ·) in (6) have not been specified so far and we like to use costs, which only depend on the auxiliary errors and the control effort, e.g., using the rewritten auxiliary errors in (5),
with regularization parameter λ > 0. However, the stage costs (10) penalize the errors independently of the specified funnel. If e.g. a batch process is considered, then a wider funnel corresponds to less emphasis on the error. Hence, penalizing the distance of the error from the funnel boundary seems a more reasonable approach. A straightforward way to achieve this is to use the funnel gains k i as in (4) (which have to be computed for evaluating the error anyway), i.e.,
One alternative would be to focus on e 0 (·, ·) and neglecting higher order terms. Moreover, we emphasize that both performance measures can be evaluated without knowing the state -only the output, the control, and the current time are needed.
FUNNEL-MPC: A NUMERICAL CASE STUDY
In this section, we illustrate the Funnel-MPC scheme by a numerical case study consisting of three parts: First, we investigate funnel control and its implementation with zero-order hold (ZOH), i.e., u ZOH (t) = u FC ( t/τ τ ) meaning that the control is only updated every τ time units, which leads to a sampled-data system with ZOH. Then we investigate the Funnel-MPC scheme with time shift δ = τ and show that it outperforms the controller u ZOH w.r.t. required sampling rate and performance. Finally, we present a combination of the funnel controller and Funnel-MPC, which is applicable if the model is not available, but its parameters must first be identified. Throughout this section, we consider an example of a mass-spring system mounted on a car from Seifried and Blajer (2013) , see Fig. 2 . The equations of motion (where the control input is the force acting on it) are given by
and the output is chosen as the horizontal position of the mass on the ramp, y(t) = x(t) + s(t) cos(α). Clearly, the mass on car system can be rewritten in the form (1) and, as shown in , the system has relative degree r = 2 for 0 < α < π/2 and r = 3 for α = 0; with positive high-gain matrix Γ in both cases. For the simulations we use the parameters m 1 = 4 and m 2 = 1 for the mass of the car and the mass moving on the ramp, resp., k = 2 and d = 1 for the coefficients of the spring and damper, resp., and the initial values x(0) =ẋ(0) = s(0) =ṡ(0) = 0.
Funnel Control with ZOH Sampling
In this subsection, we consider the ZOH implementation of the funnel controller. We neglect potential additional difficulties inferred from the requirement of computing derivatives of the output by providing the exact values at each sampling instant using the representation of the auxiliary errors in terms of the state as in (5). The simulation on the time interval [0, 10] is performed using the Matlab-routine ode45. We first choose α = π/4 ∈ (0, π/2) (relative degree two) and the funnels ϕ 0 (t) := (0.1 + 5 exp(−2t)) −1 , ϕ 1 (t) := (0.5 + 10 exp(−2t)) −1 .
(12)
As shown in Fig. 2, feasibility ( i.e., error evolution within the funnel boundaries) is not maintained for a sampling rate τ = 1/300. While feasibility is achieved for τ = 1/500, the control signal is deteriorated as the range of the control values is significantly larger. For the sampling rate δ = 1/600 the continuous-time performance (cf. ) is essentially recovered. For relative degree (12) and ϕ 1 (t) = ϕ 2 (t) = (0.05 + 1.4 exp(−t)) −1 , feasibility is ensured for sampling rate δ = 1/700. However, a shattering of the control can be observed, which results in oscillations within the time intervals [5.6, 6.7] and [8.6, 9.6 ]. Here, a sampling rate of τ = 1/1200 is needed in order to recover the performance of the funnel controller with ZOH. We remark that a redesign of the computed control signal for the digital implementation may be beneficial, see e.g. ; and Monaco et al. (2010) .
Funnel-MPC Scheme
We use MPC without stabilizing terminal constraints or costs, see e.g. the textbook Grüne and Pannek (2017) for details. Moreover, we refer to Worthmann et al. (2014) and the references therein for a detailed analysis and discussion of the connection between continuous-time and discrete-time MPC schemes without stabilizing terminal constraints and costs. Sampled-data systems with ZOH are in particular treated in Worthmann et al. (2015) . Again, we consider the mass on car system with α = π/4 and, thus, relative degree r = 2. For the Funnel-MPC scheme we use the prediction horizon T = N δ with N = 41 and time shift δ = τ = 1/40. First, we employ the "standard" stage costs (10) with weighting factor λ = 0.005. Note that the sampling rate is much lower (factor 15) compared to the ZOH implementation of the funnel controller. Hence, the funnel controller is able to adjust its control signal significantly more often. Nevertheless, MPC yields a feasible control input and a drastically increased performance measure
of 1.5435 on the simulated time interval, i.e., less than 22% of the costs evaluated along the funnel control and output error trajectories, which yield aggregated costs of 7.0900. This can also be observed from Fig. 3 : the output is tracked more accurately and the range of employed control values is much smaller, i.e., approximately [−6, 12] compared to [−50, 50] for the funnel controller.
Here, both the Euler and the Matlab-routine ode45 yield essentially the same results for the MPC closed loop in our numerical investigations (Euler yields aggregated costs of 1.5511 instead of 1.5435). Hence, we present the results computed with Euler in the following. Next, we consider the Funnel-MPC scheme with the stage costs (11), which penalize the distance of the auxiliary errors to the funnel boundaries instead of their absolute values (we use the term funnel costs in Fig. 3) . It can be observed that already the open-loop predictions provide a larger distance to the funnel boundary (the performance measure decreases from 107.8013 to 21.0963). This controller design is particularly interesting since it may allow to eschew the funnel constraints and the additional feasibility constraint (9) in the OCP (6). We conjecture that feasibility of the Funnel-MPC scheme without incorporating the funnel constraints and the feasibility constraint (9) can be proved by using optimality of the predicted open-loop trajectories. For relative degree r = 3 (α = 0), feasibility along the MPC closed-loop trajectory is preserved for the sampling rate δ = τ = 1/40 (factor 30 compared to the funnel controller). However, the improvement of the performance measure is smaller, i.e., 1.8171 instead of 2.4389. Remark 3. If a model of the system is available, then a reference control signal u ref which exactly reproduces the reference y ref can be obtained using system inversion techniques and a corresponding feedforward-control input can be computed. However, if the initial error e(0) is nonzero, then this approach may lead to large errors and must be combined with feedback control techniques. Such a combination with the funnel controller has been proposed in Berger et al. (2019) and was simulated for the mass on car system. In a corresponding combination with a MPC scheme the difference u(t) − u ref (t) could be penalized instead of u(t). However, even u ref (t) takes values in the interval [−8.5, 4 .5] with a peak at t = 0. This explains the high value at the beginning caused by the large initial error due to the choice of the initial value. Hence, the proposed Funnel-MPC controller yields a satisfactory range of control values.
While the above numerical experiments look promising, one should keep in mind that the computational effort of MPC is much higher compared to funnel control and the controller is non-causal, i.e., predictions depending on future inputs have to be computed (which may be done using a system model). The latter drawback motivates the investigations in the following subsection.
Model identification during runtime
The assumption that the system dynamics and the initial value are known restrict the applicability of Funnel-MPC, especially when compared to the model-free funnel controller. In this subsection, we present a methodology to resolve this drawback by using funnel control during a learning phase, where the system model and the initial/current state are identified, and Funnel-MPC as soon as the model is sufficiently well known. We assume knowledge of the structure of the mass on car system, but only limited information on the parameters, i.e., α ∈ [0, π/2], m 1 ∈ [2, 6], m 2 ∈ [0.5, 1.5], k ∈ [1, 3], d ∈ [0.5, 1.5], and the initial value z 0 = (x(0),ẋ(0), s(0),ṡ(0)) , i.e., z 0 ∈ [−2.5, 3.5] × [−1, 1] × [−2.75, 3.25] × [−1, 1]. As it can be inferred from the simulations in Subsection 3.1, the funnel controller yields a satisfactory behaviour on the time interval [0, 1]. Hence, we apply the funnel controller with step size τ = 10 −3 in order to determine an input-output vector (u FC , y FC ) = (u(iτ ), y(iτ )) 100q i=0 , q ∈ {1, 2, 5, 10}, and solve the minimization problem minimize α,m1,m2,k,d,z 0 ŷ − y FC 2 subject to z(0) = z 0 and for all i ∈ {1, 2, . . . , 100q} z(i) = ϕ(τ ; z(i − 1), u FC (i − 1)) y(i) = [1, cos(α), 0, 0]z(i)
where z = (x,ẋ, s,ṡ) denotes the state of the mass on car system and ϕ(τ ; z(i − 1), u FC (i − 1)) denotes the solution of it with initial value z(i − 1) and constant control u(t) ≡ u FC (i − 1) after τ time units. We obtain the quadratic and maximal error of the predicted trajectories on the time interval [0, 100] shown in Table 1 . Clearly, on the prediction interval [t,t + T ] of length one, y −ŷ 2 y −ŷ ∞ t = 0.1 358.5043074855 1.9866952202 t = 0.2 68.5598064742 0.3769510455 t = 0.5 2.2736367216 0.0147993864 t = 1.0 0.6038075070 0.0040749474 t = 2.0 0.3149716888 0.0015685639 t = 3.5 0.0066075315 0.0000401394 t = 5.0 0.0006860503 0.0000039939 the error is significantly smaller, as it can be inferred from the open-loop error trajectories, cf. Fig. 4 where it can be seen that the error is (linearly) increasing over time.
In conclusion, the computed estimates of the parameters (the learned model) and the initial value yield reliable predictions of the dynamical behaviour of the mass on car system, and thus allow for the application of Funnel-MPC. Future work will be devoted to determine the interplay of learning and Funnel-MPC. To this end, the model will be updated in a receding-horizon fashion to gradually improve the prediction accuracy while keeping the funnel controller as a safeguard.
CONCLUSION
In the present paper we proposed the novel method of Funnel-MPC, which ensures initial and recursive feasibility of MPC by exploiting concepts from funnel control. To this end, we proposed a new stage cost formulation, which seems to be highly suitable to properly address outputconstrained problems with MPC. Moreover, we indicated a further combination of funnel control and MPC by first learning a dynamic model for utilization in MPC, which should lead to improvement of performance and relaxation of the requirements on the sampling rate for a ZOH-based implementation.
