Abstract. Earth attributes show complex, heterogeneous spatial patterns generated by exogenous environmental factors and formation processes. This study investigates various strategies to quantify the underlying spatial patterns of simulated fields resembling real earthscapes and to compare their performance for describing them. The approach is to disaggregate the variability of earth attributes into two components, deterministic trend m(x i ) and spatial dependence ε(x i ), and determine the effects of m(x i ) and ε(x i ) on prediction accuracy under various combinations of spatial fields of earth attributes encountered in different earthscapes. We illustrate that cross-dependencies exist between spatial and feature accuracy. Scientific visualization is used to transpose quantitative results into visual space.
3 structures into account. Biogeochemical earth attributes show varying degrees of spatial patterns with short, long, linear and sometimes overlapping spatial structures that are complex to reconstruct and visualize [20] . Soil sensors, such as visible/near-infrared diffuse reflectance spectroscopy or electromagnetic meters, have been used extensively to create denser observation sets across earthscapes. However, the accuracy and precision of in situ field observations still do not match lab-based analytical measurements.
Fundamental questions pertaining to the quantitative description and visualization of earth features remain. How much of the variability in earth attributes can be explained by exogenous environmental factors and how much by spatial dependence? Are mixed models that model both environmental correlation and spatial dependence structures more accurate than models that consider one of them? In this paper, we study spatial and non-spatial phenomena in a set of parameterized spatial fields that exhibit a variety of different patterns. These generated patterns may represent different geographic earth features such as biogeochemical soil properties, topographic and land use attributes that form earthscapes. We examine various strategies to quantify the underlying patterns and to compare their performance for describing earthscapes. We illustrate that cross-dependencies exist between spatial and feature accuracy. SciVis is used to render results to allow ease of comparison.
Problem description
Earth attributes result from many interactive physical, chemical and biological processes that are nonlinear and/or chaotic coevolving in space and time. The outcome is so complex that the variation appears to be random. If we adopt a stochastic view, then at each point in geographic space there will be not just one value for an attribute but a whole set of values. Thus, at a location x i , an earth attribute (z) is treated as a random variable with mean (µ), variance (σ 2 ) and a cumulative distribution function (cdf). The set of random variables, Z 1 (x i ), Z 2 (x i ), . . . , Z n (x i ), constitutes a random function (RF) or a stochastic process [21] - [25] . A random variable is a variable whose values are randomly generated according to some probabilistic mechanism. The set of outcomes and their corresponding probabilities is sometimes referred to as the probability distribution of a random variable [25] . Regionalized variable theory assumes that the spatial variation of any variable can be expressed as the sum of three major components (equation (1)) [22] : (i) a structural component m(x i ), having a constant mean or trend that is spatially dependent, (ii) a spatially correlated component (ε(x i )), known as the variation of the regionalized variable, and (iii) a spatially uncorrelated random noise or residual term (ε ). The deterministic component is dependent on some exogenous factors such as climate, vegetation, organisms, topography and geology and can be described by a trend model (e.g. regression, regression variant or process model).
where Z (x i ) is the value of a random variable at x i ; m(x i ) is deterministic function describing the 'structural' component of Z at x i ; ε(x i ) is stochastic, locally varying but spatially dependent residual from m(x i )-the regionalized variable; ε is a residual, spatially independent noise term; x i is geographic position (x, y and z coordinates). Commonly, earth observations are spatially autocorrelated, meaning that observations obtained close to each other are more likely to be similar than observations taken further apart from each other. This spatial correlation of ε(x i ) is described by the semivariance γ . If γ is plotted as a function of the lag distance h, the semivariogram is obtained. In equation (2) , one implicit assumption is that the semivariance depends only on the separation distance h and not on the position x i and x i + h (stationarity assumption).γ (h) is estimated as [21] :
whereγ is the semivariance, h is the distance (lag) in metres, and N is the number of location pairs separated by vector (or lag) hours. From the semivariogram, the nugget variance (C 0 ), sill variance (C 1 ) and range (a) can be derived to describe the spatial behavior of the observed variable [21, 23, 24] (figure 1). The rate of the semivariogram increase reflects the degree of dissimilarity of ever more distant samples. If the semivariogram reaches a limiting value, called the sill, it means that there is a distance beyond which attribute values are uncorrelated. This distance is called the range. The nugget variance captures (i) a microstructure, namely a component of the phenomenon with a range shorter than the sampling support (true nugget effect), (ii) a structure with a range shorter than the smallest interpoint distance, and (iii) measurement or positioning errors [24] . The nugget to sill ratio can be used to express the magnitude of the spatial dependence in a given dataset [24, 26] . A variable is said to be autocorrelated-or regionalized-when the measure made at one sampling site brings information on the values recorded at a point located a given distance apart. The autocorrelation coefficient measures the degree of autocorrelation and can be expressed by Moran's I coefficient [27, 28] according to the following equation:
where
• I is Moran's I coefficient (positive values of I correspond to positive autocorrelation);
• d is distance class, which is a function of the separating distance between sampling points;
• y i and y j are the values of the variables with i and j varying from 1 to n (the number of data points);
•ȳ is the mean of the ys;
• w i j is a weighting factor taking the value of 1 if the points belong to the same distance class and zero otherwise; and
• W is the sum of the ws, i.e. the number of data pairs involved in the estimation of the coefficient for the distance class d.
Ordinary kriging (OK) is a commonly used interpolation method that predicts values at unsampled locations using a weighted linear combination of observed data in its neighborhood [21, 23] . It takes into account the way in which a property varies in space through the semivariogram model. The aim of kriging is to estimate the value of the random variablê Z (x 0 ) at unsampled points from observation data (equation (4); [21] ). The weights are allocated to the sample data within the neighborhood of the point (or block) to be predicted in such a way as to minimize the kriging variance (equation (5); [21] ).
with
λ i = 1 to ensure that the prediction is unbiased.
The expected error is
Observations across earthscapes are limited due to labor and costs of data collection. An adaptable approach that considers variation in parameter and spatial space is needed to derive accurate predictions of earth attributes over a large region. The challenge is that it is typically unknown to what proportion m(x i ), ε(x i ), and ε contribute to Z (x i ). To address this issue, it is proposed to (i) disaggregate Z (x i ) and determine the effects of m(x i ) and ε(x i ) on prediction accuracy under various combinations of spatial fields of earth attributes encountered in different earthscapes; and (ii) use SciVis to transpose quantitative results into visual space.
Analysis of data

Disaggregation of earthscapes
To quantify earth patterns, simulated spatial fields that resemble specific spatial phenomena within real-world earthscapes are generated. Each field consists of 121 nodes (x i ), where i designates the spatial coordinates (x, y), with 100 × 100 m spacing following a Gaussian distribution of values z. The first field consists of random (R) patterns of z 0 (x i ), which varies between zero and one (z 1 (x i ) to z 121 (x i )), generated using a random number generator in ArcGIS (Environmental Systems Research Institute (ESRI), Redlands, CA, USA). The variable z 0 (x i ) shows a mean of 0.47, median of 0.47, standard deviation of 0.28 and skewness coefficient of 0.13 providing an ideal test set to study spatial patterns. The 121 node values are rearranged to generate linear (L), short-range (SR), long-range (LR), mixed long and short-range (LSR), mixed long-range and random (LRR), mixed long-range and linear (LRL), mixed short-range 6 and random (SRR) and mixed short-range and linear (SRL) spatial patterns. To generate SR and LR fields, respectively, the attribute values z 0 (x i ) are rearranged 250 times (i.e. 250 iterations are performed) across the 121 nodes using an objective function to minimize the range a (to generate the SR field) and maximize a (to generate the LR field) using a spherical function to predict semivariograms (equation (6); [21] ) in ISATIS version 8.0 (Geovariances Inc., Avon, France).
and
To generate the L field attribute values, (z 1 (x i ) to z 121 (x i )) are ordered sequentially from minimum to maximum values in north-south and west-east directions across all 121 nodes to generate linear patterns. The mixed synthetic fields (LSR, LRR, LRL, SRR and SRL) are derived by adding generated fields of R, L, SR and LR in various forms. For example, to generate the synthetic field LSR, the fields of LR and SR are added. Note that all spatial fields have values that follow a Gaussian distribution which avoids unstable predictions and stabilizes variances [21] .
We use semivariograms, spatial range, nugget to sill ratio (NSR) [21] and Moran's I coefficient [25, 26, 29] to characterize spatial dependence structures (ε(x i )) and the strength of spatial autocorrelations for each simulated field. Moran's I values (equation (3)) are compared with random patterns ('no spatial autocorrelation'). The test is based on the null hypothesis H0 'there is no spatial autocorrelation'. Under the H0, the value of Moran's I coefficient is
≈ 0 with E(I ) being the expectation of I and n number of data points [28] . OK is used to predict values at unsampled locations projected onto a grid with 10 m spacing covering an area of 100 ha (figure 2). The spatial portion of the analysis is conducted in ISATIS version 8.0 (Geovariances Inc., Avon, France) and visualization in ArcGIS 9.2 (ESRI, Redlands, CA). Spatial patterns of generated fields L, SR and LR vary between zero and one; and mixed LSR, LRR, LRL, SRR and SRL vary between zero and two. Cross-validation is used to assess the prediction performance using the mean error (ME) [21] (equation (7)), root mean square error (RMSE) and coefficient of determination (R 2 ).
withẑ(x i ) being the predicted values, z(x i ) the observed values and n the number of observations. Next consider predictions derived using an earth sensing method, statistical or mechanistic model to map z(x i ) in parameter space across an earthscape. These predictions model the m(x i ) component of equation (1) . Various sets of observations at 121 node locations of earth attributes derived at x i are considered. Each set represents a scenario along trajectories of prediction accuracies. The first set (z 0 (x i )) is considered the most accurate, e.g. an analytical method used in the laboratory to measure a given biogeochemical earth attribute deriving the 'true' value. Additional sets assume that values deviate from the original set by 10% (z 10 (x i )), 20% (z 20 (x i )), Figure 2 . Spatial patterns of generated fields: linear, short-range and long-range; random; short-range and random, and long-range and random; and mixed shortrange and linear, long-range and linear, long-range and short-range. The mixed spatial patterns (3rd and 4th columns) were generated by superimposing patterns shown in the 1st and 2nd columns. 30% (z 30 (x i )), 40% (z 40 (x i )), 50% (z 50 (x i )), 60% (z 60 (x i )), 70% (z 70 (x i )), 80% (z 80 (x i )), 90% (z 90 (x i )) and 100% (z 100 (x i )), respectively. These error fields are assumed to be stationary and may represent deviations due to measurement error, prediction error (e.g. mechanistic or statistical earth models), or both. For each attribute set (z 10 (x i ), . . . , z 100 (x i )), the R 2 , ME and RMSE in cross-validation mode are derived to quantify the prediction performance of attributes.
The final step is to consider a mixed model that predicts an earth attribute acknowledging both spatial and non-spatial components of variation across an earthscape. First, the deterministic trend is modeled for various attribute sets (z 10 (x i ), . . . , z 100 (x i )) and then the spatial dependence structure of residuals is modeled to describe ε(x i ) for various simulated spatial fields (L, LR, LRL, SRL, LSR, LRR and SR). Since kriging is an exact interpolator the sequence of modeling first m(x i ) and then ε(x i ) of residuals cannot be reversed. For each prediction model (m(x i ) and ε(x i )), the prediction accuracy is assessed in cross-validation mode using R 2 , ME and RMSE. Each error metric is rescaled to a range from zero to one with the aim to standardize them (i.e. to make them comparable) where zero indicates optimized predictions and one indicates poor predictions. Rescaling was implemented by setting the maximum ME to 1 and dividing 8 all MEs by the maximum ME. The same rescaling procedure was adopted for RMSE and 1 − R 2 , respectively. Note that an inverse approach for R 2 is implemented with rescaled 1 − R 2 of 0 indicating optimized predictions and value of 1 for poor predictions. All three previously scaled metrics are then added and rescaled to the range of 0-1 to derive a synergy (S) value assuming equal weighting of each error metric (ME, RMSE and R 2 ). SciVis is used to assign each performance metric a specific color code to allow side-by-side comparison among m(x i ) and ε(x i ) for different spatial fields and parameter scenarios (z 10 (x i ), . . . , z 100 (x i )).
Results and discussion
A combination of rescaled error metrics (0-1) and SciVis allows the effects of trend and spatial components on prediction performance to be compared. In essence, the variation of earth attributes across a larger region is disaggregated into trend and spatial components. To identify which modeling approach is best, depending on underlying spatial patterns, is of paramount interest in earth science studies. Options include to model (i) only the trend component m(x i ), (ii) only the spatial component ε(x i ) of observations z(x i ), or (iii) a combination of trend component m(x i ) followed by modeling the spatial component ε(
According to [26] , the NSR classifies the spatial dependence of a variable as either strong (NSR 0.25), moderate (0.25 < NSR < 0.75) or weak (NSR 0.75). Based on the NSR, fields L, LRL, LR, SRL, LSR and LRR show strong spatial dependence, field SR moderate spatial dependence and SRR and R no spatial dependence, because no sill and nugget are generated for those two fields (table 1) . According to Moran's I index, there is less than 1% likelihood that the clustered patterns could be the result of a random chance for all fields, except fields SR and R, which show neither spatially autocorrelated nor dispersed patterns.
As expected, for scenarios z 10 (x i ) to z 100 (x i ), the RMSE (0.055-0.551) and ME (0.0474-0.4739) increase linearly, whereas R 2 shows the opposite trend. Low RMSEs (<0.089) are only achieved within L, LRL and LR spatial fields and somewhat in fields with SR, SRL and LSR. This suggests that linear spatial trends show strong spatial dependence, confirmed by 9 the high Moran's I coefficients that reduce errors (RMSE and ME) and increase prediction performance as indicated by R 2 . The introduction of short-range variation in fields diminishes the prediction performance indicated by a decreasing R 2 and increasing RMSE and ME. In fields that show mixed spatial patterns (R and SRR), interpolations are associated with large errors. Mixed spatial models that contain random or short-range variations (SRL, LSR and LRR) demonstrate large RMSE (>0.244) and low R 2 (<0.610) comparable with attribute predictions that deviate more than 40% from the true values considering the RMSE (>0.220) and more than 60% considering the R 2 (<0.637). These findings suggest that depending on the underlying spatial patterns of a given attribute found in an earthscape, it is important to model either the spatial component (table 2) or the non-spatial trend (table 1) . However, at this point it is not clear to what extent the accuracy of predictions in spatial or parameter space is better or worse. Thus, no decision on efficient use of sampling and analytical resources can be made but will be addressed below.
The effects of m(x i ) and ε(x i ) on prediction accuracy under various combinations of spatial fields of earth attributes are illustrated visually in figures 3-6. High rescaled values (maximum of one) represent low accuracy in predictions and vice versa. The ME considers over-and underestimations, the RMSE considers the squared deviations between predicted and observed values, whereas the R 2 is focused on highlighting the unexplained variance as a 'goodness-offit' metric. As expected, rescaled values of 1 − R 2 increase steeply to model the deterministic trend component m(x i ) under various parameter scenarios (z 10 (x i ) to z 100 (x i )) from 0.01 to 1.0, respectively (figure 3). For rescaled 1 − R 2 , there is no major effect of ε(x i ) on original observations (z 0 (x i )) or residuals among different parameter scenarios since it was assumed that parameter deviations are equally distributed at all observation sites. However, there are large variations in ε( and 0.724 (SR), respectively. Based on visual interpretation, a rescaled 1 − R 2 of z 70 (x i ) of 0.490 is in a comparable range to the spatial model (ε(x i )) derived from a field with LSR spatial pattern (0.452). This suggests that a prediction model m(x i ) that is 70% off is similar in terms of rescaled 1 − R 2 when compared with a spatial interpolation model (ε(x i )) in an earthscape with dominant long and short-range patterns. Interestingly, the rescaled 1 − R 2 is similar for modeling ε(x i ) of original values of fields (i.e. z(x i )) and (ε(x i )) of residuals across various spatial fields.
The rescaled ME increases along profiles of increasing inaccuracy (z 10 (x i ) to z 100 (x i )), but speckled patterns emerge for ε(x i ) considering different spatial fields (figure 4). It is important to note that ε(x i ) residuals for rescaled ME are one order of magnitude higher for L, LR and LRL, but much lower for SRL, LSR, LRR and SR when compared with rescaled 1 − R 2 . This suggests that long-range and long-range and linear patterns contribute to enlarge the ME when modeling the spatial dependence structure of residuals across various scenarios (z 10 (x i ) to z 100 (x i )). The rescaled ME for m(x i ) and ε(x i ) residuals on fields with SR patterns mirror each other along trajectories of accuracies (z 10 (x i ) to z 100 (x i )). This suggests that in an earthscape with pronounced short-range patterns it is challenging to model spatial autocorrelation patterns, possibly requiring many observation sites to capture the underlying short-range variability of earth attributes. Figure 5 illustrates the behavior of rescaled RMSE for m(x i ) and various ε(x i ) models on different spatial fields. Similar to ME, the rescaled RMSE increases for m(x i ) along different parameter scenarios (z 10 (x i )to z 100 (x i )). In contrast with rescaled ME, the rescaled RMSE is two orders of magnitude lower for ε(x i ) residuals on spatial fields L, LR and LRL. The reverse trend occurs on spatial fields SRL and LSR, whereas LRR and SR behave similarly for rescaled RMSE and ME.
Considering all three assessment metrics (1 − R 2 , ME and RMSE) into a rescaled synergy value (S), the effects of m(x i ), ε(x i ) and mixed models (m(x i ) and ε(x i ) of residuals) are contrasted ( figure 6 ). Overall, L, LR and LRL show lowest rescaled S for ε(x i ) of residuals (< 0.4) across all parameter scenarios (z 10 (x i ) to z 100 (x i )). The largest rescaled S is reached for m(x i ) of parameter scenario z 100 (x i ). Other large rescaled S values occur on fields LRR and SR, in particular in parameter scenarios z 50 (x i ) to z 100 (x i ). This illustrates the usefulness of rescaling in combination with SciVis.
Assume that a mixed model at z 10 (x i ) is modeled with a trend m(x i ) of 0.070 and residuals from the trend ε(x i ) of 0.015 on an L spatial field. Both trend and spatial models show high prediction performance indicated by low rescaled S values. Yet consider the case where the . This disproportionate split between spatial and deterministic trends is also found for scenarios z 80 (x i ) to z 100 (x i ).
One may argue that it is expected that increase in measurement errors, in particular for rough patterns when compared with smoother patterns, will lead to poorer predictions. This is true but the intriguing aspect of this study is that visual comparisons (figures 2-6) allowed us to distinguish between errors in representing spatial and non-spatial variability across various error trajectories.
This approach allows modelers to make a decision regarding analytical procedures (e.g. desired precision to measure earth/soil properties) under given circumstances (e.g. landscape settings).
Conclusions
In this study, various parameter and spatial scenarios are used to demonstrate the effects of modeling errors in predicting earth attributes. We use synthetic data with optimized Gaussian distributions under controlled conditions (e.g. assuming a stationary error process). Although stationarity in earth/soil attributes in nature is often not found, this study has value contrasting different scenarios of possible spatial realizations of properties found in different earthscapes. Studying spatial and non-spatial behavior and variability in a controlled environment enables us to make informed decisions on analytical measurements and sampling strategies for capturing the underlying variability in earth attributes. In this study, our aim is to understand and contrast the complex spatial behavior of earth attributes, which is dependent on a multifactorial system of environmental factors (e.g. topography, micro-and macro-climate, parent material/geology, etc) and human impact (e.g. land use and non-point and point source pollution). This knowledge can flow into future earth/soil studies that aim to map these patterns across earthscapes.
Depending on the underlying spatial variability either modeling the deterministic trend m(x i ), spatial dependence structure ε(x i ), or mixed components of m(x i ) and ε(x i ) of residuals is most successful in resembling earth patterns. Most problematic to model are random and short-range spatial structures to describe earthscapes. The trend and spatial components of earthscapes with long-range and linear patterns show higher accuracies to model earth attributes. SciVis allows ease of comparison among many simulated output values that are rescaled (standardized). The visual tables provide an overview of possible patterns encountered in real earthscapes and will assist in making an informed decision on what strategy to use to model variability within a specific earthscape. The significance lies in capturing the phenomena in the form of trend and/or spatial components. As a conjecture, the findings from this study are not limited to earth attributes, but can be employed to study vegetation species, wildlife species or other environmental phenomena. Thus, mapping/visualization techniques presented in this paper have value for many applications in (geo)physical sciences.
