Abstract
the classifier will take more time to measure the intra-class and interclass distances. Moreover, if the pattern dimension is less for limited training samples, then the curse of dimensionality can be alleviated. On the other hand, reduction in the number of features may lead to a loss in the discrimination power and thereby lower the accuracy of the resulting recognition system. Feature extraction methods try to reduce the feature dimensions used in the classification step. There are especially two methods used in pattern recognition to reduce the feature dimensions; Principal Component Analysis (PCA) and Linear Discriminant Analysis (LDA). In this paper we have considered Principal Component for dimensionality reduction.
Eigenspace method is the implementation of Principal Component Analysis (PCA) over images. In this method, the features of the studied images are obtained by looking for the maximum deviation of each image from the mean image. This variance is obtained by getting the eigenvectors of the covariance matrix of all the images.
Eigenspace Projection
Eigenspace is calculated by identifying the eigenvectors of the covariance matrix derived from a set of training images. The eigenvectors corresponding to non-zero eigenvalues of the covariance matrix form an orthonormal basis that rotates and/or reflects the images in the N-dimensional space. Eigenspace projection involves following steps [7] [8].
1-We assume the training sets of images are T1,T2 ,…,Tm with each image is I(x, y) . Convert each image into set of vectors and new full-size matrix (m × p) , where m is the number of training images and p is x × y 2-Find the mean face by:
3-Calculated the mean-subtracted face:
and a set of matrix is obtained with A= [Ф1, Ф2, . . . , Фm ] is the mean-subtracted matrix vector with its size Amp .
4-By implementing the matrix transformations, the vectors matrix is reduced by:
where C is the covariance matrix and T is transpose matrix. 
Feature selection using Rough set
Eigenspace projection does not guarantee that the reduced space with transformed feature vector is minimal. To keep discriminative features from the principal components rough set theory can be applied.
Rough set approach to feature selection can be based on the minimal description length principle and tuning methods of parameters of the approximation spaces to obtain high quality classifiers based on selected features [9] . At first rough set theory introduced in brief and then the algorithm for feature selection has been discussed.
Rough Sets: Basic Notation
The original rough set theory was proposed by Pawlak [2] [4] . This theory is concerned with the analysis of deterministic data dependencies. 
Definition 2: (Lower and Upper Approximation)
In rough sets theory, the approximation of sets is introduced to deal with inconsistency. A rough set approximates traditional sets using a pair of sets named the lower and upper approximation of the set.
⊆ ⊆
Given a set B A, the lower and upper approximations of a set Y U are defined by, respectively,
The positive region of X is defined as:
is the set of all objects in U that can be uniquely classified by elementary sets in the partition U/IndD by means of C [6] , the negative region   () is defined by:
The boundary region is the difference between upper and lower approximations of a set X that consists of equivalence classes having one or more elements in common with X; it is given by the following formula: Given a decision system, the degree of dependency of D on C can be defined as: Attribute c is dispensable in T if   () =  ({} (), otherwise attribute c is indispensable in T.
Definition 5: (Independent) T = (U, C, D) is independent if all cÎ C are indispensable in T.

Definition 6: (Reduct) The set of attributes RÍC is called a reduct of C, if T' = (U, R, D) is independent and
  () =   ().The set of all the condition attributes indispensable in T is denoted by CORE(C).
A reduct is a subset R ⊆ C such that:
The reduct set is a minimal subset of attributes that preserves the degree of dependency of decision attributes on full condition attributes. The intersection of all the relative reduct sets is called core. (11) where RED (T) is the set of all reducts of T.
CORE(T) = ∩RED(T)
Algorithm for Feature selection using Rough sets
After Transform original patterns from A into m-dimensional feature vectors in the principal component space by formula:
Y=X ŴKLT (for a whole set of patterns).
Now, to reduce further we apply the following algorithm
Step1: obtain Yd, which is a discrete form of Y.
Step2: construct the decision table using Yd as condition and attribute value representing corresponding class as decision.
Step3: compute a select reduct from the decision table.
Hybrid
Step4: compose the final(reduced) real-valued attribute decision table containing these columns from the projected discrete matrix Yd which are correspond to the selected feature set. Label patterns by corresponding classes from the original data set.
We have implemented the feature selection using software ROSETTA [15] . The ROSETTA software supports six-feature selection algorithm, namely, Genetic algorithm, Johnson's algorithm, Dynamic reducts (RSES), Exhaustive calculation (RSES), Johnson's algorithm (RSES)and Genetic algorithm (RSES).
Learning vector Quantization classifier
Learning vector quantization (LVQ) is a method for training competitive layers in a supervised manner (with target outputs). A competitive layer automatically learns to classify input vectors. However, the classes that the competitive layer finds are dependent only on the distance between input vectors. If two input vectors are very similar, the competitive layer probably will put them in the same class. There is no mechanism in a strictly competitive layer design to say whether or not any two input vectors are in the same class or different classes.
LVQ networks, on the other hand, learn to classify input vectors into target classes chosen by the user. The schematic of the LVQ network architecture is shown in Figure ( 2).
Figure 2. Architecture of LVQ neural network
An LVQ network [10] has first, a competitive layer and second, a linear layer(figure 2). The linear layer transforms the competitive layer's classes into target classifications defined by the user. The classes learned by the competitive layer are referred to as subclasses and the classes of the linear layer as target classes. The competitive layer and linear layer will have the number of neurons equal to subclasses and targets respectively. Thus, the neurons in the first layer will always more than the second layer. There exist several versions of LVQ and LVQ-I has been used in this study.
In the training mode, this supervised network uses the Kohonen [13] layer such that the Distance of a training vector to each processing element is computed and the nearest Processing element is declared the winner. There is only one winner for the whole layer. The winner will enable only one output processing element to fire, announcing the class or category the input vector belonged to. If the winning element is in the expected class of the training vector, it is reinforced toward the training vector. If the winning element is not in the class of the training vector, the connection weights entering the processing element are moved away from the training vector. This later operation is referred to as repulsion. During this training process, individual processing elements assigned to a particular class migrate to the region associated with their specific class [14] .
Learning Algorithm
Learning vector quantization or LVQ has been wildly used in neural network pattern recognition due to its own advantages such as automatically adapting to learning and storing message, simple network structure, proceeding high-dimension input with lower computing cost.
Let   represent the   training pattern vector, and   represent the class to which   belongs, and   is the class which is represented by the   output neuron, and the neuron number of the hidden layer is n, and the procedure of the learning vector quantization algorithm is as follows.
Step 1: initialize the weight vector, { w1, w2,…, wn }, and initialize the learning rate
Step 2: compute the distances from each sample vector   to the neurons of the competition layer and the winner neuron is selected as the neuron with the minimum distance.
weight is modified as follows
other (13) Step 3: modify the learning rate α (t); α (t) is an iterative decrease function
In the formula,   is the initialized learning rate, and   ∈[0,1] , and T is training iteration time. The formula means the iteration learning rate in the t time gradually decreases as the training times increase.
Step 4: examine the termination condition, and withdraw if certain conditions prevail, otherwise go back to step 2 to continue the procedure. For execution of this study, neural network tool box of Matlab (Matlab R2009b) was used.
Experiment and Results
These experiments were done for the human face recognition problem. In this study use PCA for feature projection and reduction, PCA has an apparent limitation it cannot guarantee that a few first selected principal components are the most adequate features for face recognition. To solution this limitation is apply Rough set theory for feature selection. Applying the rough set theory to select the most adequate and discriminative features from the principal components generated by PCA then using neural network for classification.
Experimental studies are carried out on the ORL database image, which contains a set of faces taken between April 1992 and April 1994 at Olivetti Research Laboratory in Cambridge. There are 10 different images of 40 distinct subjects. For some of the subjects, the images were taken at different times. There are variations in facial expression (open/closed eyes, smiling/non smiling), and facial details (glasses/no glasses). The images are grayscale with a resolution of 92x112. Sample face images, the average face of them, eigenfaces(with the highest eigenvalues) of the face images are shown in Figure( In the last preprocessing step, discretization and the rough sets method was used for the final feature selection/reduction of the reduced PCA continuous-valued patterns. The reduction of the PCA patterns by rough sets was provided based on a selected 22-element relative reduct. After feature reduction and selection these feature vectors are classified using LVQ neural network . Rate recognition using different method is given in Table 1 . Firstly, face recognition using PCA and LVQ. The numbers of input and output neurons are 99 and 20 by its feature vectors and pattern class. Secondly, face recognition using PCA and Rough set theory. The numbers of input and output neurons are 22 and 20 by its feature vectors and pattern class. 
Conclusions
In this paper we have presented a method to face recognition system. The method has three steps. First step involves a technique for dimensionality reduction called eigenspace projection (also known as Principal Component Analysis). This method has already been used widely for dimension reduction and human face recognition. In the second step concept of 'reduct' and 'Core' from rough set theory have been considered and this investigation has revealed the capability of rough set theory in feature selection and dimensionality reduction. Finally face recognition using LVQ neural network. This method has shown significant improvement in case of training time requirement i.e. the classifier network converges faster and the recognition rate has also increased.
