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In this paper we establish L”--bounds for the derivatives of all orders of the 
solutions to the FitzHugh-Nagumo equations, by means of comparison functions. 
We obtain bounds for the initial value problem, the Dirichlet problem and the 
Neumann problem. The FitzHugh-Nagumo equations arise in mathematical 
biology as a model for the conduction of electrical impulses along a nerve axon. 
1. INTRODUCTION 
We consider the FitzHugh-Nagumo equations 
v, = t’,, +f(c) - u, 
(1.1) 
u, = cw - yu 
where (T, y are positive constants and f is smooth. The class of functions f 
which we consider is characterized by certain growth conditions at infinity 
(.cf. (2. l), (4.1)). This class contains cubic polynomials of the form f(v) = 
-a(~ - a)(~ - b) with a and b > 0. For background material we refer the 
reader to the survey article of Hastings [3] and the paper by Rauch and 
Smoller [4]. We are interested in uniform bounds in time and space for the 
derivatives of all orders of the solutions of (1.1). We note that the arguments 
in [4] provide bounds on the derivative which grow with time. In this paper 
we show that if the initial data have m continuous derivatives then the first m 
spatial derivatives are bounded uniformly in space and time. The proof uses 
comparison functions together with an a priori La estimate on the solution 
itself. This L”j estimate was established by Rauch and Smaller [4] using the 
invariant regions found by Conley and Smoller. 
Our method is a generalization of the one which was used by Chueh et al. 
[ 21 and Chueh [ 1 ] to obtain uniform bounds on the derivatives of solutions 
for nondegenerate parabolic systems of the form 
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where VE R” and D is a constant diagonal matrix with positive entries. In 
the special case of the FitzHugh-Nagumo system (1.1) which has a 
parabolic degeneracy, the boundedness of the first derivatives in the x 
variable was established by Chueh [ 1 ] using a different method. 
In this paper we treat several problems for system (1.1). In Section 2 we 
consider the initial value problem. We show that if the initial data lie in C: 
then all spatial derivatives of the solution up to order m are bounded 
uniformly in space and time. In Section 3 we consider the Dirichlet problem 
with boundary data in BP’. We prove that if the initial data are in C’! and 
the boundary data are in BC” then all spatial derivatives of the solution up 
to order m are bounded uniformly for x > 0 and t > 0. In Section 4 we 
consider the Neumann problem. It is known that in this case the L.” norm of 
the solution of system (1.1) grows at most exponentially in time [5]. We 
show that the L%orm of each of the derivatives grows at most exponen- 
tially in time. 
We will use the following notation 
R+ = (<YE R:s>O}. 
For functions of one variable 
gk = gk@) = -$dxh 
1 g lk = SU,P " 1 gjtx)l * 
.,=I 
For functions of two variables 
Uk = Uk(t, x) = -g v(t, x), 
1 u(t)lk = SUP ’ I oj(t, X)I 5 
x ,G 
C:(R) = {g E Ck(R): limg,(x) = 0 as Ix] -+ co, n = 0, I, 2 ,..., k}, 
C~(~+)={gECk(R+):limg,(x)=Oasx+ao,n=0,1,2,...,k}, 
BCrn(H) = ( g E Cm(H): ( gl, < 00 } where His R or R+, 
[k] = integer part of k. 
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2. THE INITIAL VALUE PROBLEM 
In this section we study solutions of the initial value problem of system 
(1.1). We will show that if the initial data lie in Ct(lF?) then the solution has 
m continuous spatial derivatives and [m/2] continuous time derivatives 
which are bounded uniformly in x and t. 
We first recall that in a given strip ((x, t): 0 < r < T) the boundedness of 
derivatives up to order m has been established by Rauch and Smoller [4]. 
More precisely it follows immediately from Theorems (2.1) and (3.9) in [4] 
that if u,,(x) E Cr(lR) and the function f satisfies the growth conditions: 
lim inf ] j(o)/v 1 > a/> as ]z~]-+co, 
lim inff(tl)/v = --oo as /+cc 
0.1) 
then 
C 1. There is a unique solution CJ E C([O, 001 IC:(R)) of (1.1) with 
U(0. x) = U,(x). 
C2. sup, I CJ(t, x)1 < C for some positive constant C. 
C3. suPlxl+oc CJk(t. x) = 0 uniformly in t E [0, T], 0 < k < m. 
Throughout the paper it will be assumed that the function f satisfies the 
growth conditions (2.1). 
To prove the uniform boundedness of the spatial derivatives we will use 
the above results of Rauch and Smoller together with an argument which 
involves comparison functions. 
THEOREM (2.1). Let U(t, s) = (v, u) be a solution of the initial value 
problem (1.1) with initial data (vO, uO) in C!(R). Then there exists a 
constant M depending only on J o, 1’ and the initial data such that 
/4t)l,c + I~@)l,c G M (2.2) 
for all t>O and O<k<m. 
ProoJ: The proof is by induction on the order of the derivatives. The case 
n = 0 is implied by statement C2 (see [4] for a proof). Suppose that 
assertion (2.2) is true for n < k and let n = k. We will first obtain a bound 
for 1 ~(t)]~. For this purpose we construct two comparison functions, 
G(t, x) = v,(t. x) + v:- ,(t. x)/2 
G(t, x) = v/Jt, x) - v:<t, x)/2. 
We will show that G, - G,, is bounded from above by a quadratic form 
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in G with negative leading term and G, - G,, is bounded from below by a 
quadratic form in G with positive leading term. 
If we differentiate system (1.1) k times we obtain 
t’kl = ok+2 +f’(t)) t’k - uk + A,, 
u kl = (TVk - yu, 
(2.3) 
where A, is a sum of terms involving derivatives up to order k - 1 and 
therefore is bounded by the inductive hypothesis. Thus, 
G, = v k-,[vk+,+fl(t’)L’k~,+Ak-,-Uk-,]+t’k+2+f’(t’)vk-Uk+Ak 
(2.4) 
and since 
we obtain 
G, = G,, - v; +f’(v) G - uk + A; P-5) 
where A; is a sum of bounded terms involving derivatives up to order k - 1. 
By a similar computation we obtain 
c, = G,, + v; -f’(v) G - uk + A; (2.6) 
where A; is a sum of terms involving derivatives up to order k - 1, and is 
therefore bounded by the inductive hypothesis. Using (2.5) and (2.6) we 
obtain 
(2.7) 
where B, is a constant chosen so that 
w’kf’(v)lv IA;Iv IA;11 <B/c. 
In order to obtain bounds on G and G using (2.7) we will need the following 
auxiliary estimate: if, for some n, 
then 
sup I u(t)l, < L 
0<t<r 
(2.8) 
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The estimate (2.8) is established as follows. From the second equation of 
system (2.3) we obtain 
.t 
uk(t, k) = u 
J 
uk(s, x) e-)‘t-S’ ds + uo,Jx) -It. (2.9) 
0 
Hence 
Next, we define the monotone auxiliary functions 
P(T)=sup(G(t,x):O<t~T,?cE iR} 
and 
N(T) = inf{G(t, x): 0 < t < T, x E R}. 
Monotonicity together with the uniform decay in x of U(f, x) over intervals 
[0, T], cf. C3, implies that P( 7) and N(T) are continuous functions. 
We will show that there exists a constant p such that for all T> 0 
IP( < p and INr)l < F* 
We choose the constant P such that the following two conditions hold: 
p> IUOlk +I4/2lk-17 (2.10) 
-~+B,~+B,+a/yP+Iu,l,<o. (2.11) 
If / P(T)1 < p and IN(T)] < P for all T > 0 we are done. If not by the 
continuity of P(T) and N(T) and (2.10) there exist a To > 0 such that either 
(P( To)1 = p or I N(T,)l = F. Without loss of generality we may suppose 
(P(T,)J = p. 
Let f, > 0 be the first t such that for some finite x0 
G(to, x0) = it 
The existence of a finite x0 is ensured by the uniform decay of Uk(f,x) on 
compact time intervals (cf. C3). At the point (to, x0) we clearly have G, > 0 
and G,, < 0. Hence, we obtain 
Gt@o 3 xo) - G,,(to, xo) > 0, 
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which contradicts (2.7) and (2.11). Thus, G has a uniform upper bound and 
G’ has a uniform lower bound implying that Iti(t is uniformly bounded. The 
uniform bound for lu(t)lk follows from (2.8) and the uniform bound of 
1 all. The proof of the theorem is complete. 
From the form of Eqs. (1.1) we have an immediate corollary. 
COROLLARY (2.1). Let U(t. x) be a solution of ( 1. I ) rrith initial data in 
C?(R). Then there exist a constant M which depends only on u, 11, f and the 
initial data such that 
where /? 6 [m/2] and a < m. 
3. THE DIRICHLET PROBLEM 
In this section we consider solutions of the Dirichlet problem for the 
system (1.1) with BC’(m+‘K21(Rf) b oundary data at x = 0 and Cr(R ‘) 
initial data. We will show that such solutions have m spatial derivatives and 
[m/2] time derivatives which are bounded uniformly for x > 0 and t > 0. In 
order to ensure the local boundedness of the solution and the derivatives we 
impose compatibility conditions at the origin. The usual argument for 
parabolic equations which avoids such compatibility conditions at the origin 
gives an estimate for t > T > 0. Since in our case the second component, 
u(t, x), of the solution U(t, x) behaves essentially like & t’(s, x) ds, we need a 
bound for u(r, x) starting from zero. 
We remark that if the uniform bound is required only for x > E > 0 the 
compatibility conditions are no longer necessary. Tis s-dependent bound will 
approach infinity as E tends to zero. 
THEOREM (3.1). Let U,(x) = (t+,(x), uo(x)) E C;(IFi +), r(t, 0) = h(t) E 
BC”“+ “‘*‘(R + ). If the following compatibility conditions are satisfied at 
(0,O). 
hk(O) = u,,(O); 
k-l (3.1) 
h(O) = t’0,2k(0) + -i- D2jvk-I-j(F(0, O)), 
,TO 
k = 0, l,..., [m/21; 
where 
F(t, x) =f(u(t, x)) - u(t, x). 
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Then 
Dl. There is a unique solution U= (c, u) E C([O, oo]/C~(W ‘) of (1.1) 
with U(0, x) = U,(x) and r(t. 0) = h(t). 
D2. SUP,~~ 1 U(t, x)1 < C for some positive constant C. 
D3. sup,-,, Uk(t. x) = 0 untformly in t E [O. T] 0 < k <m. 
Proof. The proof of D I and D2 is analogous to Theorem (2.1) and 
Theorem (3.9) of [4] and will be omitted. D3 follows immediately from Dl 
and D2. 
To obtain the uniform boundedness of the spatial derivatives we use 
Theorem (3.1) and the comparison functions constructed in Theorem (2.1). 
THEOREM (3.2). Let U(t, x) be a solution of the Dirichlet problem (1.1) 
with initial data U,,(x) and boundaq~ data h(t) rvich satisfy the conditions of 
Theorem (3.1). Then there exist a constant M which depends onyl on u. y,f, 
the initial data and the boundary data such that 
I4th + 14th G kf forallt>O, O,<k<m. 
Proof The proof is virtually the same as for the Cauchy problem. The 
only difference is that for the Cauchy problem A;, Ai are bounded in terms 
of f, u, y and the initial data, while for the Dirichlet problem they are 
bounded in terms off, u, I’, the initial data and the boundary data. 
COROLLARY (3.3). Under the assumptions of Theorem (3.2) there exists 
a constant M which depends only on u, y, f. the initial and the boundary data 
such that 
sup 1 D”+IJ(t, x)] < M 
where /? < ]m/2] and a < m. 
Proof Follows from Theorem (3.2) and the form of Eqs. (1.1). 
4. THE NEUMANN PROBLEM 
In this section we study the derivatives of the solution to the Neumann 
problem (1.1) with BCt”“21 boundary data at x = 0 and Ct initial data. We 
shall show that the L”O norms of the derivatives of the solution grow at most 
exponentially in time. We have shown in [5 ] that the solution itself grows at 
most exponentially. 
Again we require compatibility conditions at the origin. In the absence of 
the compatibility conditions a corresponding result holds in the set x > E. 
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In this section we will suppose that in addition to (2.1) f satisfies 
(4.1) 
where P(v) is a polynomial of degree k, for some arbitrary k. 
THEOREM (4.1). Let U = (~1, u) be a solution of the Neumann problem 
(1.1) with initial data (v,(x), t.+,(x)) in Ct(R ‘) and boundary data. tiI(t, 0) = 
h(t) in BC ‘*” which satisfies the compatibility condition 
h(0) = ~‘0.1, 
k 
hk(O) = u0,2k+ I + 
\' D"- 'v"-'F(O, 0) 
,r, 
(4.2) 
for 0 < k < [m/2] and F(t, x) =f(u(t, x)) - u(t, x). 
Then for each k there exists a constant ck depending only on o, y, f, the 
initial and the boundary data such that 
2: ]D=%(t, x)] + 
a.4 
x I Da%(t, x)1) ,< c, exp c, t, 
a.4 
for t>O,j?,< [m/2], a<m. 
Proof: The proof proceeds by induction on the order of the derivatives. 
The case m = 0 was proved in [5, Theorem (9.1)]. Suppose the theorem true 
for m < k. Let m = k. We first bound uk(f, x). We recall that we have the 
following integral representation: 
u(t, x) = -2 
1 
.’ h(s) K(t - s, x) ds + ja uo(z) I?(& z, x) dx 
0 II 
(4.3) 
+ it jx F(s, Z) R(f, Z, x) dx, 
-0 0 
where 
K(t, x) = (471t)- ‘I2 exp -(x’/4t), 
R(t, z, x) = zqt, z - x) + K(f, z + x). 
We will need the following integral representations for uzj-, and Uzj. 
j = 1, 2,... 
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~~~~~ ,(t, X) = -2 [‘&‘(s) DK(f - S, x) ds + Jm u,,zj- I(z) K(f, z~ x) dz 
-0 0 
where 
+ ft \o11 F2,j- ,,(s, z) DR(t. z, x) dz ds 
‘0’0 
(4.4) 
= I, + II, + III, 
j-1 
i?(f, z, x) = K(t, z - x) - K(f, z + x), 
A2Cj-l, are terms involving spatial derivatives of order less than 2(j - l), 
and 
~,~(t, x) = -2 l”,&(s) K(t - s, x) ds + 
“if 
1 
t’oe2j(Z) X(f, Z, X) dZ 
-0 0 
.I .r 
+ 
JJ 
F2j-,(s, z) DK(f - s, z, x) dz ds (4.5) 
0 0 
= Iz + II, + 1111. 
We will prove (4.4) and (4.5) by induction. Let j = 1. It is obvious that 
~!,(t, x) can be represented as 
“,(f, wy) = -2 1’ h(S) DK(f - S, X) ds + I-u1 uo(Z) D&f, Z, X) dz 
0 -0 
(4.6) .t .* 
+ 
!I 
F(s, z) Dl?(f, z, x) dz dx. 
0 0 
We note that the second integral can be replaced by 
j; u,,(z) D&v z, x) dz 
=jmuo(z)DIK(f.z+x)+K(f,z-x)]dz 
0 
(4.7) 
-cc .m 
= 
! 
uo(z) D,(K(f, z + x) dz - 
0 J 
uo(z) DK(f, z - x) dz 
0 
= -v,(O) K(f, X) + u,(O) K(f, -X) + jrn uo,, (Z) K(f, Z - X) dz 
0 
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where we first change the derivative in x on the kernel for a derivative in z 
and then integrate by parts. Since 
L’JO) K(t, x) = q)(O) K(t. -x) 
(4.6) and (4.7) yield (4.8) forj = 1, hence 
c,(t, x) = -2 (-’ h(s) DK(t - s, x) ds + .T co.,(z) I-@, z, x) dz 
JO ! 0 
(4.8) 
.I .fx 
+ ) 1 F(s, z) DI?(t, z, x) dz ds. 
.0-o 
To obtain ~‘,(t,x) we differentiate the last expression 
c,(t. x) = -2 f’ h(s) D2K(f - s, x) ds + fm’ co.,(z) DK(t, z. x) dz 
+ I-; 
(4.9) 
.I .IxI 
‘F(s,z)Dz,,,.z,.)d~&,. 
‘0.0 
Computations similar to the ones used in (4.7) yield 
.I .Lc 
1 ) F(s, z) D’R(t, z, x) dz ds = 1.’ lx DF(s, z) DI?(t, z, x) dz ds. (4.10) 
.0-o -0-o 
It is easy to show that the second integral in (4.9) satisfies 
.Lc 
LT~,,(z) DK(t, z, x) dz = 2coq,(0) K(t, x) + )‘I c,,,(z) R(t, z. x) dz. (4.11) 
-0 -0 
We note that 
K,,(t - s. x) = K,(t - s. x) = -K,(t - s. s). 
Using this last fact and an integration by parts on the first integral we obtain 
-2 f’ h(s) D’K(t - s, x) ds = -2h(O) K(t, x) - 2 f h’(s) K(t - s, x) ds. (4.12) 
.o -0 
Combining (4.9), (4.10). (4.11) and (4.12) we obtain 
c2(t, x) = -2 f h’(s) K(t - s, x) ds + [)- v,,,(z) R(t, z, x) dz 
-0 -0 
+ f [= DF(s, z) Di?(t, z, x) dz ds. 
-0-o 
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We note that the boundary contribution vanishes due to the compatibility 
condition (4.2), h(0) = Us,,. Let j > 1. By a change of variables we will 
reduce the problem to the case j = 1. Let L; = c,,~- ,,. Then 
and we have 
L;t=F.~xf~*(j-I), 
C,(t, 0) = LJZj- *(t, 0) = gj- ‘(f), 
qo. x) = co = t;,,,,j- JO) 
L’,j-, = L;,. 
L’lj = L;2. 
By the compatibility condition (4.2) and the definition of g’-‘. we have that 
L; satisfies the compatibility condition 
Co.,(O) = g’- ‘(0). 
Hence by the same proof as for (4.8) and (4.9) we obtain that ~7, = LICK-, 
and d, = clj satisfy (4.4) and (4.5), respectively. Now we will use represen- 
tations (4.4) and (4.5) to obtain estimates for ok. For this we will obtain 
bounds for the integrals on the right-hand side of (4.4) and (4.5). Let 
k=2j- 1. Then, 
11, I < const o;y%t I t?‘(s)l jd 2(t T,,I,2 exp -(‘/4(f - s)) ds. 
By the change of variables y = x/(t - s(li2 we obtain 
.f x 
-10 2(t - s) 
,,* exp -(?c*/4(r - s)) ds < \m em”’ dy < C. 
-0 
So that 
(~,~,<consto~~~,lgi~‘(~)l~~~expc,~, 
-. -. 
where the last inequality results from the definition of g’-’ and the inductive 
hypothesis. 
In the following we shall denote by c any constant depending only on u, I’, 
f the data and the order of the derivation. 
The bound of II, is easy, 
III,1 < const (L~o12i-I. 
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The bound for III, is obtained as follows. We note that from the definition of 
f’zcj- 1) and the growth condition (4.1) we have 
IF2+I,(s*Z)I G if/(u) 1 IL’I2(j-l) + IuI,cj-l, +Al,jml) 
,< Cptu)) I Iv12(jpl) + I”l.?Cj-1, +A2cjmlb. 
Hence by the inductive hypothesis we have 
(F,,j- I,(.t- ~11 < c exp C[ for t > 0. 
This last inequality together with the auxiliary estimate 
(4.7) 
., .m 
I! 
Dl?(t - s. z, x) dz ds < const t “, 
‘0 0 
yields 
IIII,~<cexpct [‘r”2 ds < et”’ exp ct < c exp ct. 
-0 
From the estimates on I,, II,, III, and the representation (4.4) we obtain 
I "2j- 1(X, t)l < C exp ct. 
Similar computations yield 
1 ~,~(t, x)1 < c exp cr. 
Hence we have 
14th < c exp ct, f > 0. 
To bound ju(t)lk we use the last bound and Eq. (2.9) 
I u(f)lk < c 1’ exp cr exp y(r - s) ds + I uOlk 
< c koxp et, t > 0. 
To finish the proof we will need to show that 
where u < k, p < [k/2], but this last estimate follows immediately from the 
bounds on the space derivatives and the form of the system (1.1). 
This completes the proof of the theorem. 
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