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The least prime number represented by a binary quadratic
form
Naser T. Sardari
Abstract
LetD < 0 be a fundamental discriminant and h(D) be the class number ofQ(
√
D). LetR(X,D) be
the number of classes of the binary quadratic forms of discriminant D which represent a prime number
in the interval [X, 2X]. Moreover, assume that piD(X) is the number of primes, which split in Q(
√
D)
with norm in the interval [X, 2X].We prove that
(
piD(X)
pi(X)
)
2
≪ R(X,D)
h(D)
(
1 +
h(D)
pi(X)
)
,
where pi(X) is the number of primes in the interval [X, 2X] and the implicit constant in≪ is independent
of D andX .
Keywords. Quadratic forms, Ideal class group, Sieve Theory, Siegel mass formula, Theta transfer, Half-
integral weight Maass forms, Golden quantum gates
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1 Introduction
1.1 Motivation
In this paper, we consider the problem of giving the optimal upper bound on the least prime number rep-
resented by a binary quadratic form in terms of its discriminant. Giving a sharp upper bound on the least
prime number represented by a binary quadratic form is crucial in the analysis of the complexity of some
algorithms in quantum compiling. In particular, Ross and Selinger’s algorithm for the optimal navigation
of z-axis rotations in SU(2) by quantum gates [RS14], and its p-adic analogue for finding the shortest path
between two diagonal vertices of LPS Ramanujan graphs [Sar17]. In [Sar17], we proved that these heuristic
algorithms run in polynomial time under a Crame´r type conjecture on the distribution of the inverse image
of integers representable as a sum of two squares (or primes p ≡ 1 mod 4 ) by a binary quadratic form;
see [Sar17, Conjecture 1.4]. Given a discriminant D < 0, we show that this Crame´r type conjecture holds
for binary quadratic forms of discriminantD with a positive probability that only depends on the density of
the primes that split in Q(
√
D).
More precisely, let π(X) be the number of primes with norm in the interval [X, 2X ]. Let D < 0 be a
fundamental discriminant, which means D is squarefree and D ≡ 1 mod 4. Let πD(X) be the number
of primes that split in Q(
√
D) with norm in the interval [X, 2X ]. In [Sar18], we proved that for a given
fundamental discriminant D, by assuming the generalized Riemann hypothesis for the zeta function of
the Hilbert class field of the imaginary quadratic field Q(
√
D), 100% of the binary quadratic forms of
discriminant D represent a prime number less than h(D) log(|D|)2+ǫ as |D| → ∞, where h(D) is the
class number ofQ(
√
D). In this paper, we remove the GRH assumption and show that unconditionally with
probability at least α
(
πD(X)
π(X)
)2
a binary quadratic forms of discriminantD < 0 represent a prime number
smaller than any fixed scalar multiple of h(D) log(|D|), where α is an absolute constant independent of
D. As a result, we prove that if
(
πD(X)
π(X)
)2
≫ 1 for some X ∼ h(D) log(|D|) then a positive proportion
of the binary quadratic forms of discriminant D < 0 represent a prime number smaller than any fixed
scalar multiple of h(D) log(|D|). Next, we state a form of our main theorem. Let R(X,D) be the number
of classes of binary quadratic forms of discriminant D which represent a prime number in the interval
[X, 2X ].
Theorem 1.1. We have (πD(X)
π(X)
)2
≪ R(X,D)
h(D)
(
1 +
h(D)
π(X)
)
,
where the implicit constant in≪ is independent ofD andX .
Remark 1.2. Note that by Dirichlet’s theorem, we have
πD(X)
π(X) ∼ 1/2 as X → ∞. By assuming the Rie-
mann hypothesis or even a zero-free region of width O( log log(|D|)log(|D|) )) for the Dirichlet L-function L(s, χD),
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we have
πD(X)
π(X) ∼ 1/2 for any X ≫ |D|ǫ where ǫ > 0. Since h(D) ≫ |D|1/2−ǫ, under GRH we have
πD(X)
π(X) ∼ 1/2 for any X ∼ h(D) log(|D|) and it follows that the above proposed algorithms give a proba-
bilistic polynomial time algorithm for navigating SU(2) and PSL2(Z/qZ).
Next, we show that our result is optimal up to a scalar. Namely, if a positive proportion of the binary
quadratic forms of discriminant D represent a prime number less than X, then h(D) log |D| ≪ X. We
give a proof of this claim in what follows. Let H(D) be the genus class of the binary quadratic form of
discriminantD and r(n,D) denote the sum of the representation of n by all the classes of binary quadratic
forms of discriminantD
r(n,D) =
∑
Q∈H(D)
r(n,Q).
By the classical formula due to Dirichlet we have
r(n,D) = wD
∑
d|n
χD(d), (1.1)
where,
wD =


6, if D = −3,
4, if D = −4,
2, if D < −4.
This means that the multiplicity of representing a prime number p by all the binary quadratic forms of a
fixed negative discriminantD < −4 is bounded by 4
r(p,D) ≤ 4. (1.2)
Assume that a positive proportion of binary quadratic forms represent a prime number smaller thanX . Let
N(X,D) denote the number of pairs (p,Q) such that X < p < 2X is a prime number represented by
Q ∈ H(D). We proceed by giving a double counting formula for N(X,D). By our assumption a positive
proportion of binary quadratic forms of discriminant D represent a prime number in the interval [X, 2X ],
then
h(D)≪ N(X,D). (1.3)
On the other hand,
N(X,D) =
∑
p<X
r(p,D).
By inequality (1.2),
N(X,D) ≤ 4πD(X).
By the above inequality and inequality (1.3), we obtain
h(D)≪ πD(X).
By Siegel’s lower bound |D|1/2−ε ≪ h(D), it follows that
h(D) log(|D|)≪ X.
This completes the proof of our claim.
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1.2 The generalized Minkowski’s bound for the prime ideals
It follows from our result that a positive proportion of the ideal classes of Q(
√
D) contain a prime ideal
with norm less than the optimal bound h(D) log(|D|).More precisely, let HD denote the ideal class group
of Q(
√
D) and N
Q(
√
D)(x + y
√
D) = x2 − Dy2 be the norm of the imaginary quadratic field Q(
√
D).
Given an integral ideal I ⊂ O
Q(
√
D), let qI(x, y) be the following class of the integral binary quadratic
form defined up to the action of SL2(Z)
qI(x, y) :=
N
Q(
√
D)(xα+ yβ)
N
Q(
√
D)(I)
∈ Z,
where x, y ∈ Z, and I ∼= 〈α, β〉Z identifies the integral ideal I with Z2. It follows that qI only depends
on the ideal class [I] ∈ HD. This gives an isomorphism between HD and the orbits of the integral binary
quadratic forms of discriminantD under the action of SL2(Z). Note that if qI represents the prime number
p then qI(x, y) = p for some x, y ∈ Z. Then, the principal ideal (xα + yβ) = IJ factors into the product
of I and J where N
Q(
√
D)(J) = p and J belongs to the inverse of the ideal class [I] ∈ HD . Let hD(X) be
the number of ideal classes of HD that contain a prime ideal with norm in the interval [X, 2X ]. Hence, we
have the following Corollary of Theorem 1.1.
Corollary 1.3. We have (πD(X)
π(X)
)2
≪ hD(X)
h(D)
(
1 +
h(D)
π(X)
)
,
where the implicit constant in≪ is independent ofD andX .
More generally, let K be a number field of bounded degree n over Q with discriminant DK and class
number hK . Then we have the following conjecture which generalizesMinkowski’s bound for prime ideals.
Conjecture 1.4. A positive proportion (depending only on n) of ideal classes in the ideal class group ofK
contain a prime ideal with norm less than any fixed scalar multiple of hK log(|DK |).
Next, we show that these bounds are compatible with the random model for prime numbers known as
Crame´r’s model. We cite the following formulation of the Crame´r model from [Sou07].
Crame´r Model 1.5. The primes behave like independent random variablesX(n) (n ≥ 3) with X(n) = 1
(the number n is ‘prime’) with probability 1/ logn, and X(n) = 0 (the number n is ‘composite’) with
probability 1− 1/ logn.
Note that each class of the integral binary quadratic forms is associated to a Heegner point in SL2(Z)\H.
By the equidistribution of Heegner points in SL2(Z)\H, it follows that almost all classes of the integral
quadratic forms have a representative Q(x, y) := Ax2 + Bxy + Cy2 such that the coefficients of Q(x, y)
are bounded by any function growing faster than
√
|D|:
max(|A|, |B|, |C|) <
√
|D|ψ(D),
for any function ψ(D) defined on integers such that ψ(D)→∞ as |D| → ∞. We show this claim in what
follows.We consider the set of representative of the Heegner points inside the Gauss fundamental domain of
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SL2(Z)\H and denote them by zα for α ∈ H(D). They are associated to roots of representatives of binary
quadratic forms in the ideal class group. By the equidistribution of Heegner points in SL2(Z)\H and the
fact that the volume of the Gauss fundamental domain decays with rate y−1 near the cusp, it follows that for
almost all α ∈ H(D) if zα = a+ ib is the Heegner point inside the Gauss fundamental domain associated
to α then
|a| ≤ 1/2, and
√
3/2 ≤ b ≤ ψ(D), (1.4)
where ψ(D) is any function such that ψ(D) → ∞ as |D| → ∞. Let Qα(x, y) := Ax2 + Bxy + Cy2 be
the quadratic form associated to α ∈ H(D) that has zα as its root. Then
zα =
−B ± i
√
|D|
2A
,
where a = −B2A and b =
√
|D|
2A . By inequality (1.4), we have
|B| ≤ |A|, and
√
|D|
2ψ(D)
≤ A <
√
|D|.
By the above inequalities andD = B2 − 4AC, it follows that
max(|A|, |B|, |C|) <
√
|D|ψ(D). (1.5)
This concludes our claim. Next, we give a heuristic upper bound on the size of the smallest prime number
represented by a binary quadratic forms of discriminantD that satisfies (1.5). Since D is squarefree, there
is no local restriction for representing prime numbers. So, by Crame´r’s model and consideration of the
Hardy-Littlewood local measures, we expect that for a positive proportion of the classes of binary quadratic
forms Q there exists an integral point (a, b) ∈ Z2 such that |(a, b)|2 < L(1, χD) log(|D|) and Q(a, b) is a
prime number. We have
Q(a, b) = Aa2 +Bab+ Cb2 ≤ max(|A|, |B|, |C|)|(a, b)|2 ≪
√
|D|L(1, χD)ψ(D) log(|D|). (1.6)
We may take ψ(D) to be any constant in the above estimate. Therefore, we expect that a positive proportion
of quadratic forms of discriminant D represent a prime number less than h(D) log(|D|). By a similar
analysis, we expect that almost all binary quadratic forms of discriminant D represent a prime number
less than h(D) log(|D|)2+ǫ. In other words, almost all ideal classes of Q(√D) contain a prime ideal with
norm less than h(D) log(|D|)2+ǫ. In [Sar18], we proved this result by assuming the generalized Riemann
hypothesis for the zeta function of the Hilbert class field of the imaginary quadratic field Q(
√
D). We
conjectured that this type of generalized Minkowski bound holds for every number field.
Conjecture 1.6. Almost all ideal classes in the ideal class group of K contain a prime ideal with norm
less than hK log(|DK |)A for some A > 0. Note that by the Brauer-Siegel Theorem and GRH, we have
hK ≪
√
|DK | log(|DK |)ǫ.
1.3 Repulsion of the prime ideals near the cusp
As we noted above, based on Crame´r’s model we expect that the split prime numbers are randomly dis-
tributed among the ideal classes of Q(
√
D), and hence with a positive probability that is independent
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of D, a quadratic form of discriminant D represent a prime number less than a fixed scalar multiple of
h(D) log(|D|). We may hope that every ideal class contain a prime ideal of size h(D)|D|ǫ. Note that
Crame´r conjecture states that every short interval of size log(X)2+ǫ contains a prime number. By Linnik’s
conjecture, every congruence class modulo q contains a prime number less than q1+ǫ. This shows that small
prime numbers cover all short intervals and congruence classes. However, we note that the family of bi-
nary quadratic forms of discriminant D < 0 is different from the family of short intervals and its p-adic
analogue. Small primes do not cover all the classes of binary quadratic forms. For example, the principal
ideal class that is associated to the binary quadratic formQ(x, y) = Dx2+y2 repels prime numbers, which
means the least prime number represented by this form is bigger than |D| compared to
√
|D| log(|D|)2+ε
that is the upper bound for almost all binary quadratic forms under GRH. This feature is different from
the analogous conjectures for the size of the least prime number in a given congruence classes modulo an
integer (Linnik’s conjecture) and the distribution of prime numbers in short intervals (Crame´r’s conjecture).
We call this new feature the repulsion of small primes by the cusp. In fact, the binary quadratic forms
with the associated Heegner point near the cusp repels prime numbers. This can be seen in equation (1.6),
where max(|A|, |B|, |C|)| could be as large as |D| near the cusp but for a typical binary quadratic form it
is bounded by |D|1/2+ǫ. This shows that the bound in Conjecture 1.6 does not hold for every ideal class.
1.4 Method of the proof
Our method is based on our recent work on the distribution of prime numbers in the short intervals. In [Sar],
we proved that a positive proportion of the intervals of length equal to any fixed scalar multiple of log(X)
in the dyadic interval [X, 2X ] contain a prime number. We also showed that a positive proportion of the
congruence classes modulo q contain a prime number smaller than any fixed scalar multiple of ϕ(q) log(q).
These results are compatible with Crame´r’s Model.
We briefly describe our method here. We proceed by introducing some new notations and follow the pre-
vious ones. Let w(u) be a positive smooth weight function that is supported on [1, 2] and
∫
w(u)du = 1.
Let wX(u) := w(u/X) that is derived from w(u) by scaling with X . Let π(Q,w,X) denote the number
of primes weighted by wX that are representable by the binary quadratic form Q. By the Cauchy-Schwarz
inequality, we obtain
( ∑
Q∈H(D)
π(Q,w,X)
)2
≤ R(X,D)
( ∑
Q∈H(D)
π(Q,w,X)2
)
. (1.7)
By Dirichlet’s formula in (1.1),
∑
Q∈H(D) π(Q,w,X) is the weighted number of prime numbers inside the
interval [X, 2X ] that split in the quadratic field Q(
√
D). So, we have
πD(X) ∼
∑
Q∈H(D)
π(Q,w,X). (1.8)
Next, we give a double counting formula for the sum
∑
Q∈H(D) π(Q,w,X)
2. This sum counts pairs
of primes (p1, p2) weighted by wX(p1)wX(p2) such that p1 and p2 are represented by the same binary
quadratic form class [Q] ∈ H(D). Assume thatQ is a representative of that class that represents two prime
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numbers p1 and p2. Without loss of generality, we assume that Q(x, y) = p1x
2 + αxy + βy2 for some
integers α and β such that
D = α2 − 4p1β, (1.9)
since by the action of SL2(Z) on the space of the integral binary quadratic formswe can find a representative
of Q with the above form. Since Q represents p2, p2 = p1u
2 + αuv + βv2 for some integers u and v. We
multiply both side of the previous identity by 4p1 and obtain
4p1p2 = 4p
2
1u
2 + 4p1αuv + 4p1βv
2.
We use identity (1.9), and substitute α2 −D = 4p1β in the above identity and obtain
4p1p2 = 4p
2
1u
2 + 4p1αuv + (α
2 −D)v2.
Hence,
4p1p2 = (2p1u+ αv)
2 −Dv2.
We change variables to s := 2p1u+ αv, and obtain
4p1p2 = s
2 −Dv2. (1.10)
On the other hand if (p1, p2) is a solution to the equation (1.10) for prime numbers X < p1 < 2X
and X < p2 < 2X , then p1 and p2 are represented by the same binary quadratic form class in H(D).
Heuristically, this number is about
πD(X)
2
h(D) + πD(X), that is the number of distinct pairs of split primes
inside the interval [X, 2X ] divided by the number of classes of binary quadratic forms of discriminant D
plus the contribution of diagonal terms where p1 = p2. Therefore, we expect∑
Q∈H(D)
π(Q,w,X)2 ≈ πD(X)
2
h(D)
+ πD(X).
In fact, by applying the Selberg upper bound sieve on the number of prime solutions (p1, p2) to the equa-
tion (1.10), we show that ∑
Q∈H(D)
π(Q,w,X)2 ≪ π(X)
2
h(D)
+ π(X). (1.11)
Therefore, by inequality (1.7), equation (1.8) and the above inequality, it follows that(πD(X)
π(X)
)2
≪ R(X,D)
h(D)
(
1 +
h(D)
π(X)
)
.
This gives a proof of Theorem 1.1. Next, we briefly explain how we prove inequality (1.11). We begin
by counting the number of solutions (p1, p2, s, v) to the equation (1.10) weighted by the smooth weight
function wX where v = 0. We call them the diagonal solutions. If v = 0, then 4p1p2 = s
2. Hence,
p1 = p2 = p for some prime number p and s = ±2p. Therefore, the number of diagonal solutions to the
equation (1.10) is the number of prime numbers weighted by wX that is π(wX) ≈ π(X). Next, we give an
upper bound on the number of non-diagonal terms v 6= 0 weighted by wX(p1)wX(p2). Since D < 0 and
wX(p1)wX(p2) 6= 0 only if X < p1, p2 < 2X then
|s| ≤ 4X, and |v| ≤ 4X√|D| . (1.12)
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We fix v = v0 for some 0 ≤ v0 ≤ 4X√|D| , and let m := Dv
2
0 < 0. Let P(m,wX) be the number of prime
solutions (p1, p2) to s
2 − 4p1p2 = m weighted by wX(p1)wX(p2). Let
Vm := {(x, y, z) : q(x, y, z) = m}, (1.13)
where q(x, y, z) := z2 − 4xy. Let Y := |D|δ, where δ > 0 is a fixed small power; e.g. δ < 1/620.
Let S(m,Y,wX) denote the number of integral solutions (x, y, z) to the equation (1.13) weighted by
wX(x)wX (y), where x and y do not have any prime divisor smaller than Y. If X <
√
|m|/2, then
P(m,wX) = S(m,Y,wX) = 0. Otherwise,X ≥
√
|m|/2 > Y, and we have P(m,wX) ≤ S(m,Y,wX).
We apply the Selberg upper bound sieve to give a sharp upper bound up to a constant on S(m,Y,wX).
We briefly discuss the Selberg upper bound sieve in what follows. Assume that d1, d2 and d are square-
free integers. Let #wXAd1,d2 denote the number of integral solutions (x, y, z) to the equation (1.13)
weighted by wX(x)wX (y), where d1|x and d2|y. Similarly, let #wXAd be the same number where d|xy.
We write#wXA for#wXAd when d = 1. It follows from the inclusion-exclusion principal that; see [BF94,
Lemma 8, Page 79]
#wXAd = µ(d)
∑
lcm[d1,d2]=d
µ(d1)µ(d2)#wXAd1,d2. (1.14)
Let χY (.) be the indicator function of integers with no prime divisor less than Y . Let {λd} be any sequence
of real numbers for d ≥ 1, where λ1 = 1. We have the following upper bound on χY (n)
χY (n) ≤
( ∑
d| gcd(n,∏p<Y p)
λd
)2
.
Hence,
S(m,Y,wX) =
∑
z2−4xy=m
χY (xy)wX(x)wX (y) ≤
∑
z2−4xy=m
( ∑
d| gcd(xy,∏p<Y p)
λd
)2
wX(x)wX(y)
=
∑
d
µ+(d)#wXAd,
(1.15)
where
µ+(d) :=
∑
lcm[d1,d2]=d
λd1λd2 .
In Theorem 3.1, we give an asymptotic formula for #wXAd1,d2 with a power saving error term if d1d2 ≤
|D|1/308. The proof of this theorem is the main technical part of our work. We apply the Siegel Mass
formula on the ternary quadratic form Vm,d1d2 :=
{
(x, y, z) : z2 − d1d2xy = 0
}
in order to give the main
term of #wXAd1,d2 as the product of Hardy-Littlewood local densities. For giving a power saving upper
bound on the error term we use the spectral theory of modular forms and Duke’s sub-convex upper bounds
on the Fourier coefficients of weight 1/2 Maass forms and Eisenstein series and our upper bound on the
L2 norm of the theta lift of weight 1/2 Maass forms. We give the outline of the proof of Theorem 3.1 in
the next section. By assuming these results the main term of the weighted number of integral points comes
from the product of the local densities with a power saving error term Er
#wXAd1,d2(m) = σ∞,wX
∏
p
σp(Vm,d1d2) + Er, (1.16)
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where
σ∞,wX = lim
ǫ→0
∫
m<z2−4d1d2xy<m+εwX/d1 (x)wX/d2 (y)dxdydz
ǫ
,
σp(Vm,d1d2) := lim
k→∞
|Vm,d1d2(Z/pkZ)|
p2k
.
(1.17)
We explicitly compute these local densities in terms of the quadratic character χD and as a result we have
#wXAd = #wXA
ω(d)
d
+ Er, (1.18)
where ω(.) is explicit and is called the sieve density. For a squarefree integer l, define
g(l) :=
ω(l)
l
∏
p|l
(
1− ω(p)
p
)−1
, (1.19)
and let G(Y ) :=
∑Y
l=1 g(l), where the sum is over squarefree integers l. By the fundamental theorem for
the Selberg sieve [FI10, Theorem 7.1], there exists a sequence λd ∈ R with λ1 = 1 such that
S(m,Y,wX) ≤
∑
d
µ+(d)#wXAd ≤
#wXA
G(Y )
+ Er.
In Lemma 2.7, we show that
L(1, χD)
2 log(|D|)2ϕ(v0)
v0
≪ G(Y ).
Finally, by summing over |v0| ≪ X√|D| and proving the analogue of Gallagher’s result on the average
size of the Hardy-Littlewood singular series [Gal76, equation (3)], we prove inequality (1.11) and hence
Theorem 1.1.
1.5 Outline of the paper
In Section 2, we give the proof of Theorem 1.1 by assuming Theorem 3.1. In Lemma 2.1, we compute
σ∞,wX the Hardy-Littlewoodmeasure at the archimedean place. In Lemma 2.3, we give an explicit formula
for σp in terms of the quadratic characterχD. In Lemma 2.4, we give an explicit formula for#wXAd involv-
ingL(1, χD). In Lemma 2.6, we compute the sieve densities ω(d) defined in equation (1.18). In Lemma 2.7,
we give a sharp upper bound on the main term of the Selberg sieve. Finally, we prove the average size of
these singular series is bounded (the analogue of Gallagher’s theorem), and prove Theorem 1.1.
In Section 3, we prove Theorem 3.1 which implies equation (1.16). Let qk(x, y, z) = z
2 − 4kxy, Vm,k :=
{(x, y, z) : qk(x, y, z) = m} and Γk := SOqk(Z) be the integral points of the orthogonal group of qk. Then
Γk is a lattice and Γk\Vm,k has a natural hyperbolic structure with finitely possible elliptic and cusp points.
We construct an automorphic functionW defined on Γk\Vm,k from the smooth functionwX . We spectrally
expand W in the basis of eigenfunctions of the Laplace-Beltrami operator on Γk\Vm,k. We denote the
contribution of the constant function by the main term and the contribution of the non-trivial eigenfunctions
(Maass cusp forms and Eisenstein series of Γk\Vm,k) by Er.
In Section 3.1, we prove a generalized class number formula in Proposition 3.4. This theorem gives the
main term of #wXAd1,d2 defined in equation (1.16). We briefly describe the proof of Proposition 3.4. The
proof uses the Siegel Mass formula that gives a product formula for the sum of the representation number
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of an integer n by a quadratic form averaged over the genus class of qk. In Lemma 3.3, we show that the
genus class of qk(x, y, z) = z
2 − 4kxy contains only one element for every k ∈ Z and Proposition 3.4
follows from the Siegel Mass formula.
Our goal for the rest of Section 3 is to give a power saving upper bound on Er. This power saving in the
error term is crucial for the application of the Selberg sieve in Section 2. We write Er as the sum of the low
and the high frequency eigenfunctions in the spectrum
Er = Erhigh + Erlow + Ercts,low,
where they are defined in (3.3).
In Section 3.2, we give an upper bound on the contribution of Erhigh. The upper bound follows from in-
tegration by parts. We show that Erhigh = O(1). In Section 3.3, we prove an explicit form of the Maass
identity that relates the Weyl sums to the Fourier coefficients of the associated half-integral weight Maass
form obtained by the theta transfer using the Siegel theta kernel. In Section 3.4, we give an upper bound on
Erlow. We apply Duke’s non-trivial upper bound on the Fourier coefficients of the weight 1/2 Maass form
and the upper bound on the L2 norm of the theta transfer of a Maass form that we prove in Section 4 to
bound Erlow.
In Section 3.5, we give an upper bound on Ercts,low. We need to regularize the theta integral for bounding
Ercts,low.We use the center of the enveloping algebra (Casimir operator) for regularizing this theta integral.
This method has been used in the work of Maass [Maa71], Deitmar and Krieg [DK91] and Kudla and
Rallis [KR94, Section 5]. Finally, we use Duke’s non-trivial upper bound on the Fourier coefficients of the
weight 1/2 Eisenstein series.
There is a technical issue in using Duke’s result. The bound is exponentially growing in the eigenvalue
aspect with the term cosh(πt/2) for the half-integral weight eigenfunctionsψλ with norm 1 and eigenvalue
1/4 + t2. We show that this term cancels with the exponentially decaying factor cosh(−πt/2) that appears
in |Θ ∗ ψλ|2, the L2 norm of the theta transfer of ψλ. This is the content of Section 4.
In Section 4, we give an upper bound on the L2 norm of the theta transfer of a weight 1/2 Maass form f
in the eigenvalue and the level aspect up to a polynomial in these parameters. In Lemma 4.1, we compute
the Mellin transform of the theta lift of f by a see-saw identity that is originally due Niwa [Niw75] and
used by Katok and Sarnak [KS93]. The see-saw idenity in this case identifies the Mellin transform with the
inner product of an Eisenstein series against the product of the weight 1/2 modular form f and the complex
conjugate of the Jacobi theta series θ¯. The last integral against the Eisenstein series is explicitly computable
by unfolding the Eisenstein series. Hence, we obtain the Fourier coefficients of the theta transfer at the cusp
at infinity. Finally, we bound the L2 norm of a modular form by bounding the truncated sum of the squares
of its Fourier coefficients; see [Iwa02, Page 110, equation 8.17]. Note that the L2 norm of the theta transfer
of a new form is given by the Rallis-Inner product formula. Since we also deal with old forms, we rather
use a more direct approach.
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2 Deducing Theorem 1.1 from Theorem 3.1 via the Selberg sieve
Recall (1.16)
#wXAd1,d2(m) = σ∞,wX
∏
p
σp(Vm,d1d2) + Er,
where σ∞,wX and σp(Vm,d1d2) were defined in equation (1.17). In this section, we give the proof of Theo-
rem 1.1 by assuming the above formula and a power saving upper bound on Er.
2.1 Local densities
We proceed by computing the local densities σ∞,wX and σp. Let
I(a) :=
∫ 2
1
∫ 2
1
1
2
√
4x1x2 + a
+w(x1)w(x2)dx1dx2,
where
√
y+ :=
{√
y, if y > 0,
0, otherwise.
Lemma 2.1. We have
σ∞,wX =
X
d1d2
I(
m
X2
).
Proof. We change the variables to u := d1x and v := d2y then
σ∞,wX = lim
ǫ→0
∫
m<z2−4d1d2xy<m+εwX/d1(x)wX/d2 (y)dxdydz
ǫ
=
1
d1d2
lim
ǫ→0
∫
m<z2−4uv<m+ε wX(u)wX(v)dudvdz
ǫ
.
Next, we scale the coordinates by 1/X and define x1 = u/X , x2 = v/X and x3 = z/X . Hence,
σ∞,wX =
1
d1d2
lim
ǫ→0
∫
m<z2−4uv<m+ε wX(u)wX(v)dudvdz
ǫ
=
X
d1d2
lim
ǫ′→0
∫
m
X2
<x23−4x1x2< mX2 +ε′
w(x1)w(x2)dx1dx2dx3
ǫ′
=
X
d1d2
∫ 2
1
∫ 2
1
1
2
√
4x1x2 +
m
X2
+w(x1)w(x2)dx1dx2,
where ǫ′ := ǫX2 . Then, σ∞,wX =
X
d1d2
I( mX2 ). It follows that I is smooth and is bounded by a constant that
only depends on the smooth function w.
Next, we compute explicitly, the local density σp at each odd prime p. We have
σp =
∞∑
t=0
S(pt),
where S(1) := 1 and
S(pt) :=
1
p3t
∑
a
∗∑
b
e
(a(qd1d2(b)− n)
pt
)
,
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where a runs over integers modulo pt with gcd(a, p) = 1, and b runs over vectors in Z3 modulo pt. Since p
is an odd prime number, we can diagonalize our quadratic form qd1d2(X) over the local ringZp by changing
the variables to x1 = z , x2 = x− y and x3 = x+ y and obtain
qd1d2(x1, x2, x3) = x
2
1 + d1d2x
2
2 − d1d2x23.
We apply the following lemma for the computation of local densities. For another versions for this lemma
see; [TS17, Lemma 3.1] and Blomer [Blo08, (1.8)].
Lemma 2.2. Let
Q(x1, x2, x3) = x
2
1 + p
αdx22 − pαdx23,
where α ∈ Z with α ≥ 0 and d ∈ Zp with gcd(d, p) = 1. Assume that n = pβn′ where n′ ∈ Zp with
gcd(n′, p) = 1. Let Vn be the following quadric
Vn := {(x1, x2, x3) : Q(x1, x2, x3) = n} ,
defined over Zp. Then
σp(Vn) := lim
t→∞
Vn(Z/p
tZ)
p2t
= 1 +
∞∑
t=1
S(pt),
where
S(pt) :=
1
p3t
∑
a
∗∑
b
e
(a(Q(b)− n)
pt
)
.
Moreover if t is odd, then
S(pt) =
{(
n′
p
)
pmin(α+t,2t)pt/2
p3t p
t− 12 , if β = t− 1,
0, otherwise.
where
(n′
p
)
denote the Legendre symbol of n′ modulo p, and if t is even then
S(pt) =


0, if β < t− 1,
− pmin(α+t,2t)pt/2p3t pt−1, if β = t− 1,
pmin(α+t,2t)pt/2
p3t φ(p
t), if β ≥ t.
Proof. We compute
S(pt) :=
1
p3t
∑
a
∗ ∑
b∈( Z
ptZ
)3
e
(a(Q(b)− n)
pt
)
=
1
p3t
∑
a
∗ ∑
b∈( Z
ptZ
)3
e
(a(b21 + pαdb22 − pαdb23 − n)
pt
)
=
1
p3t
∑
a
∗
e
(−an
pt
) 3∏
i=1
∑
b mod pt
e
(aaipαib2
pt
)
,
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where a1 := 1, α1 := 0, a2 := d, α2 := α, a3 := −d and α3 = α. We note that the last summation is a
Gauss sum. Let G(h,m) :=
∑
x modm e(
hx2
m ) be the Gauss sum, and let εm = 1 if m ≡ 1 modulo 4 and
εm = i ifm ≡ 3 modulo 4. Then if gcd(h,m) = 1, we have
G(h,m) :=


εm
(
h
m
)
m1/2, ifm is odd ,
(1 + χ−4(h))m1/2, ifm = 4α,
(χ8(h) + iχ−8(h))m1/2, ifm = 2.4α, α ≥ 1,
where
( h
m
)
is the Jacobi symbol. We defineG(h, pt−αi) := 1 when t < αi. We have
S(pt) =
1
p3t
∑
a
∗
e
(−an
pt
) 3∏
i=1
pmin(αi,t)G(aai, p
t−αi).
We substitute the values of G and obtain
S(pt) =
∏3
i=1 p
min(
αi+t
2 ,t)εpt−αi
p3t
∑
a
∗
e
(−an
pt
)(a
p
)t(−1
p
)t−α
,
By our assumption we have n = pβn′, where gcd(n′, p) = 1. If t is an odd number, then the inner sum is a
Gauss sum, and we obtain
∑∗
a mod pt
e
(−apβn′
pt
)(a
p
)
=
{
εp
(
−n′
p
)
pt−
1
2 , if β = t− 1,
0, otherwise .
Note ε2p
(
−1
p
)
= 1 and ε2pt−α
(
−1
p
)t−α
= 1. Hence if t is odd, we deduce that
S(pt) =
{(
n′
p
)
pmin(α+t,2t)pt/2
p3t p
t− 12 , if β = t− 1,
0, otherwise.
On the other hand, if t is even then the inner sum is a Ramanujan sum cpt(n):
cpt(n) =
∑
a
∗
e
(−an
pt
)
=


0, if β < t− 1,
−pt−1, if β = t− 1,
φ(pt), if β ≥ t.
Hence if t is even, it follows that
S(pt) =


0, if β < t− 1,
−
∏3
i=1 p
min(
αi+t
2
,t)
ptk
pt−1, if β = t− 1,
φ(pt)
∏3
i=1 p
min(
αi+t
2
,t)
p3t , if β ≥ t.
In the following lemma, we apply Lemma 2.2 and give the explicit formula for the local densities σp(Vm,d1d2).
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Lemma 2.3. Let α(d1d2) := Ordp(d1d2), and β(m) := Ordp(m). Then, we have
σp(Vm,d1d2) =


1 + 1p +
χD(p)
pk+1
− 1
pk+1
, if α(d1d2) = 0 and β(m) = 2k,
2 + χD(p)pk − 1pk , if α(d1d2) = 1 and β(m) = 2k,
p+ 1 + χD(p)
pk−1 − 1pk−1 , if α(d1d2) = 2 and β(m) = 2k,
1 + 1p − 1pk+1 − 1pk+2 , if α(d1d2) = 0 and β(m) = 2k + 1,
2− 1pk − 1pk+1 , if α(d1d2) = 1 and β(m) = 2k + 1,
p+ 1− 1
pk−1 − 1pk , if α(d1d2) = 2 and β(m) = 2k + 1.
Proof. By Lemma 2.2, we have
σp(Vm,d1d2) = σp(α(d1d2), β(m)).
If α = 0 and β = 0, it follows that
σp(0, 0) = 1 +
χD(p)
p
.
More generally, we have
σ(0, 2k) = 1 +
1
p
+
χD(p)− 1
pk+1
.
Moreover, if α = 1 or 2 and β = 0 then
σp(1, 0) = σp(2, 0) = 1 + χD(p).
More generally,
σp(1, 2k) = 2 +
χD(p)
pk
− 1
pk
.
We also have for k ≥ 1
σp(2, 2k) = p+ 1 +
χD(p)
pk−1
− 1
pk−1
.
Next, we compute the local densities for β = 2k + 1 and α = 0, 1, 2.We have
σ(0, 1) = 1− 1/p2,
σ(1, 1) = 1− 1/p,
σ(2, 1) = 0.
In general, we have
σ(0, 2k + 1) = 1 +
1
p
− 1
pk+1
− 1
pk+2
,
σ(1, 2k + 1) = 2− 1/pk − 1/pk+1,
σ(2, 2k + 1) = 1 + p− 1
pk−1
− 1
pk
.
In the following lemma, we give an asymptotic formula for#wXA = #wXAd1,d2 where d1 = d2 = 1.
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Lemma 2.4. We have
#wXA = XW (
m
X2
)L(1, χD)
6
π2
∏
β(p)≥2
(
1− 1
p2
)−1(
1− χD(p)
p
)
σp + Er, (2.1)
wherem = Dv20 . As a result,
#wXA≪ XW (
m
X2
)L(1, χD)
( v0
ϕ(v0)
)2
.
Proof. By formula (1.16), we have
#wXA = σ∞,wX
∏
p
σp + Er,
where σp = σp(α, β) for α(p) = 0 and β(p) = Ordp(Dv
2
0). By Lemma 2.1 and 2.3, we have
σ∞,wX = XW (
m
X2
),
σ(0, 0) =
(
1 +
χD(p)
p
)
,
σ(0, 1) =
(
1− 1
p2
)
.
By substituting the above values in the product formula, we obtain
#wXA = XW (
m
X2
)
∏
β(p)=0
(
1 +
χD(p)
p
) ∏
β(p)=1
(
1− 1
p2
) ∏
β(p)≥2
σp + Er.
We simplify the above product formula by applying the following Euler product identities
L(1, χD) =
∏
p
(
1− χD(p)
p
)−1
, and
∏
p
(
1− 1
p2
)
=
6
π2
.
Hence, we have
#wXA = XW (
m
X2
)L(1, χD)
∏
p
(
1− χD(p)
p
)
×
∏
β(p)=0
(
1 +
χD(p)
p
) ∏
β(p)=1
(
1− 1
p2
) ∏
β(p)≥2
σp + Er
= XW (
m
X2
)L(1, χD)
6
π2
∏
β(p)≥2
(
1− 1
p2
)−1(
1− χD(p)
p
)
σp + Er.
This completes the proof of the identity (2.1). By Lemma 2.3 if β(p) ≥ 2, then
σp = 1+ 1/p+O(1/p
2).
Hence,
#wXA≪ XW (
m
X2
)L(1, χD)
∏
β(p)≥2
(
1 +
2
p
)
≪ XW ( m
X2
)L(1, χD)
( v0
ϕ(v0)
)2
.
This completes the proof of our lemma.
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Recall that from identity (1.14), we have
#wXAd = µ(d)
∑
lcm[d1,d2]=d
µ(d1)µ(d2)#wXAd1,d2.
In the following lemma, we give an asymptotic formula for#wXAd.
Lemma 2.5. We have
#wXAd = #wXA
ω(d)
d
+ Er,
where
ω(d) =
∏
p|d
2σp(1, β)− σp(2, β)/p
σp(0, β)
. (2.2)
Proof. Let d1 and d2 be two squarefree integers. By product formula (1.16), we have
#wXAd1,d2(m) = σ∞,wX
∏
p
σp(α, β) + Er,
where α(p) = Ordp(d1d2) and β(p) = Ordp(Dv
2
0). Hence,
#wXAd1,d2(m) =
#wXA
d1d2
∏
p|d1d2
σp(α, β)
σp(0, β)
+ Er.
We substitute the above product formula in (1.14) and obtain
#wXAd = µ(d)
∑
lcm[d1,d2]=d
µ(d1)µ(d2)#wXAd1,d2 + Er
= µ(d)#wXA
∑
lcm[d1,d2]=d
µ(d1)µ(d2)
d1d2
∏
p|d1d2
σp(α, β)
σp(0, β)
+ Er
=
#wXA
d
∏
p|d
2σ(1, β)− σp(2, β)/p
σp(0, β)
+ Er.
This completes the proof of our lemma.
In the following lemma, we give an explicit formula for ω(p) that is defined in (2.2).
Lemma 2.6. We have
ω(p) =


2+2χD(p)−1/p−χD(p)/p
1+χD(p)/p
, if β(p) = 0,
2
1+1/p , if β(p) = 1,
3−1/p+χD(p)/pk−1/pk
1+1/p+χD(p)/pk+1−1/pk+1 , if β(p) = 2k for k ≥ 1,
3−1/p−3/pk+2/pk+1
1+1/p−1/pk+1−1/pk+2 , if β(p) = 2k + 1 for k ≥ 1.
Proof. By definition of ω(p) given in equation (2.2), we have
ω(p) =
2σp(1, β)− σp(2, β)/p
σp(0, β)
.
We substitute the explicit values of σp(α, β) from Lemma (2.3) and obtain the explicit values of ω(p).
The least prime number represented by a binary quadratic form 17
Finally, we give an upper bound on the main term of the sieve. For a squarefree integer l, define
g(l) :=
ω(l)
l
∏
p|l
(
1− ω(p)
p
)−1
, (2.3)
and let G(Y ) :=
∑Y
l=1 g(l), where the sum is over square free variables l. In the following lemma, we give
an asymptotic formula forG(Y ).
Lemma 2.7. Let Y = |D|δ for some fixed δ > 0 andG(Y ) be as above. Then
L(1, χD)
2 log(|D|)2ϕ(v0)
v0
≪δ G(Y ).
Proof. First, we estimate the value of g(p) at primes p. By equation (2.3), we have
g(p) =
ω(p)
p− ω(p) ≥ 0.
By Lemma 2.6, we have
g(p) =


2(1+χD(p))
p +O(1/p
2), if β(p) = 0,
2
p +O(1/p
2), if β(p) = 1,
3
p +O(1/p
2), if β(p) = 2k for k ≥ 1,
3
p +O(1/p
2), if β(p) = 2k + 1 for k ≥ 1,
(2.4)
where the implicit constant involved in O(1/p2) is independent of all variables. Next, we apply Rankin’s
trick and relate the truncated sum G(Y ) to an Euler product. Note that
G(Y ) ≥
∑
n
p|n =⇒ p≤Y 1/10
µ(n)2g(n)
( 1
n10/ log(Y )
− e−10).
Then
G(Y ) ≥
∏
p≤Y 1/10
(
1 +
g(p)
p10/ log(Y )
)− e−10 ∏
p≤Y 1/10
(
1 + g(p)
)
.
Since
exp(x)
1+x is a monotone increasing function in x ≥ 0, then we have∏
p≤Y 1/10
(
1 + g(p)
)(
1 +
g(p)
p10/ log(Y )
)−1 ≤ exp ( ∑
p≤Y 1/10
g(p)(1− 1
p10/ log(Y )
)
)
≤
∏
p≤Y 1/10
(
4
∑
p≤Y 1/10
1
p
(
10 log(p)
log(Y )
)
) ∼ e4,
where we used the prime number theorem and the fact that g(p) ≤ 4p . Hence,
G(Y ) ≥ 1/2
∏
p≤Y 1/10
(
1 +
g(p)
p10/ log(Y )
)
.
Next, we complete the above Euler product by extending the product over primes Y 1/10 < p . Note that
∏
Y 1/10<p
(
1 +
g(p)
p10/ log(Y )
) ≤ exp ( ∑
Y 1/10<p
g(p)
p10/ log(Y )
) ≤ exp ( ∑
Y 1/10<p
4
p1+10/ log(Y )
) ≤ 2 log(2),
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where we used the fact that
∑
p<N
1
p = log log(n) +O(1) and g(p) ≤ 4p . Therefore, we have
G(Y )≫
∏
p
(
1 +
g(p)
p10/ log(Y )
)
. (2.5)
Next, we complexify this Euler product and considerG(s), the Dirichlet series associated to the multiplica-
tive function g
G(s) :=
∑
l
µ(l)2g(l)l−s =
∏
p
(
1 +
g(p)
ps
)
.
We write
G(s) = ζ(s+ 1)2L(s+ 1, χ−D)2η(s)G˜(s), (2.6)
where
η(s) =
∏
β(p)≥2
(1 +
g(p)
ps
)(1 − 1
ps+1
)2(1− χ−D(p)
ps+1
)2,
and
G˜(s) =
∏
β(p)≤1
(1 +
g(p)
ps
)(1− 1
ps+1
)2(1 − χ−D(p)
ps+1
)2.
We analyze the Dirichlet series η(s) and G˜(s). First, we give an upper bound on the |η(s)|. Recall that
β(p) = Ordp(Dv
2
0) and D is squarefree. Let p be a prime number such that β(p) ≥ 2. Hence, p|v20 and by
equation (2.4), we have
η(s) =
∏
p|v0
(1 +
g(p)
ps
)(1− 1
ps+1
)2(1− χ−D(p)
ps+1
)2 =
∏
p|v0
(
1 +
1− 2χ−D(p)
ps+1
+O(
1
ps+2
)
)
.
Hence, for σ > 0 we have
η(σ + it)≫
∏
p|v0
(
1− 1
p
)
=
ϕ(v0)
v0
.
In particular,
η(10/ log(Y ))≫ ϕ(v0)
v0
. (2.7)
Next, we analyze G˜(s). Assume that p is a prime number such that β(p) ≤ 1. By equation (2.4), it follows
that
(1 +
g(p)
ps
)(1− 1
ps+1
)2(1− χ−D(p)
ps+1
)2 = 1 +O(
1
ps+2
).
Hence,
G˜(s)≪ 1 and G˜(s)−1 ≪ 1
for ℜ(s) > −1 + ǫ, where the implicit constants depend only on ǫ > 0. In particular, we have
G˜(
10
log(Y )
)≪ 1.
By (2.5), (2.6), (2.7) and the above inequality, it follows that
G(Y )≫ ζ(1 + 10
log(Y )
)2L(1 +
10
log(Y )
, χD)
2ϕ(v0)
v0
.
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Since Y = |D|δ then ζ(1 + 10log(Y ) )2 ≫
( δ log(|D|)
10
)2
and it follows that
G(Y )≫δ log(|D|)2L(1 + 10
log(Y )
, χD)
2ϕ(v0)
v0
. (2.8)
Finally, we make the observation that any completed L-function is monotone increasing in σ ≥ 1. This is a
consequence of the fact that all zero are to the left of 1. More precisely, for D a negative discriminant one
looks at
Λ(s, χD) :=
|D|
π
s/2
Γ(
s+ 1
2
)L(s, χD),
then Λ(σ, χD) is monotone increasing in σ ≥ 1. The proof is an application of the Hadamard factorization
formula, which shows that Λ(σ, χD) =
∏
ρ |1− σρ |, and since all the zeros have real part in (0, 1) then each
term |1− σ/ρ| is monotone increasing in σ ≥ 1. Therefore,
Λ(1, χD) ≤ Λ(1 + 10
log(Y )
, χD).
In other words,
L(1, χD)≪ |D|5/ log(Y )L(1 + 10
log(Y )
, χD).
Since Y = |D|δ then |D|5/ log(Y ) = e5δ. By the above inequality and (2.8), we have
L(1, χD)
2 log(|D|)2ϕ(v0)
v0
≪δ G(Y ).
This completes the proof of our lemma.
2.2 Proof of Theorem 1.1
Proof. Recall that S(m,Y,wX) is the weighted number of integral solutions (x, y, z) to z
2 − 4xy = m,
where x and y do not have a prime divisor smaller than Y andm = Dv20 . By inequality (1.15), we have
S(m,Y,wX) ≤
∑
d
µ+(d)#wXAd.
By the fundamental theorem for Selberg sieve [FI10, Theorem 7.1], we have
S(m,Y,wX) ≤ #wXA
G(Y )
+Oǫ(X
1−ǫ),
for some ǫ > 0. By Lemma 2.4 and Lemma 2.7, we have
#wXA≪ XW (
m
X2
)L(1, χD)
( v0
ϕ(v0)
)2
,
L(1, χD)
2 log(|D|)2ϕ(v0)
v0
≪δ G(Y ).
Therefore,
S(m,Y,wX)≪
XW ( mX2 )
log(|D|)2L(1, χD)
( v0
ϕ(v0)
)3
,
where m = Dv20 . By inequality (1.12), we have v0 ≤ 4X/
√
|D|. We sum the above inequality for 0 ≤
v0 ≤ 4X/
√
|D|, and obtain
∑
Q∈H(D)
π(Q,w,X)2 ≪ π(X) +
∑
1≤v0≤4X/
√
|D|
XW (
Dv20
X2 )
log(|D|)2L(1, χD)
( v0
ϕ(v0)
)3
≪ π(X) + X
log(|D|)2L(1, χD)
∑
1≤v0≤4X/
√
|D|
W (
Dv20
X2
)
( v0
ϕ(v0)
)3
.
20 Naser T. Sardari
By lemma 2.1,W (
Dv20
X2 ) = O(1). It is easy to check that∑
1≤v0≤4X/
√
|D|
( v0
ϕ(v0)
)3
= O(X/
√
|D|).
Therefore, we obtain∑
Q∈H(D)
π(Q,w,X)2 ≪ π(X) + X
log(|D|)2L(1, χD)
X√
|D| ≪ π(X) +
π(X)2
h(D)
.
This proves inequality (1.11) and concludes Theorem 1.1.
3 Quantitative equidistribution of integral points on hyperboloids
Recall that q(v) := z2 − 4xy, where v := (x, y, z), and that Vm := {v ∈ R3 : q(v) = m}, where
m := Dv20 , and D < 0 is a fundamental discriminant and v0 ≤ log(|D|)A for some A > 0. Assume that
d1 and d2 are integers. Recall that w(u) is a positive smooth weight function that is supported on [1, 2] and∫
u
w(u)du = 1. Let X ≫
√
|m| and wX(u) := w(u/X). Recall that #wXAd1,d2(m) is the number of
integral points lying on Vm(R) which are weighted by wX(x)wX(y) such that x and y are divisible by d1
and d2, respectively. In this section, we show that
#wXAd1,d2(m) = σ∞,wX
∏
p
σp(Vm) + Er,
where σ∞,wX and σp(Vm) were defined in (1.17) and Er is the error term that we bound in this section. We
briefly explain our method for bounding Er. Recall that qk(x, y, z) := z
2 − 4kxy, and Vm,k := {v ∈ R3 :
qk(v) = m} and Vm,k(Z) is the set of integral points of Vm,k, where k := d1d2. Note that#wXAd1,d2(m)
is the number of integral points lying on Vm,k which are weighted by wX/d1(x)wX/d2 (y). Let Γk :=
SOqk(Z) and consider the surface Γk\Vm,k. We equipped Γk\Vm,k with the hyperbolic metric. Let dµ be
the Haar measure induced from the hyperbolic metric, and let 〈f, g〉 := ∫
Γk\Vm,k fgdµ be the Petersson
inner product. Let ∆ be the Laplace-Beltrami operator. We assume that the reader is familiar with the
spectral theory of ∆; see [Iwa95, Sel43]. Let Sk := {fλ ∈ L2(Γk\Vm,k) : ∆fλ = λf} be an orthonormal
basis of Maass cusp forms. Let Ek := {a : a ranges over all inequivalent cusps of Γk\Vm,k}. For a ∈ Ek,
let σa be a scaling matrix associated to a, which is an isometry between Vm,k and the upper half-plane H
such that σa(∞) = a, and
σ−1
a
Γaσa =
{[
1 n
0 1
]
: n ∈ Z
}
,
where Γa is the stabilizer of a. For a ∈ Ek, we define the height function ya : Vm,k → R+ as:
ya(v) := ℑ(σ−1a (v)).
For v ∈ Γk\Vm,k and s ∈ C, let Ea(v, s) be the Eisenstein series such that its constant Fourier coefficient
at cusp b is δaby
s
b
+ϕab(s)y
1−s
b
, where δab = 1 if a = b and δab = 0 otherwise. We define the Γk periodic
functionW on Γk\Vm,k by averaging the smooth weight function w on Γk orbits
W
(
Γkh
)
:=
∑
γ∈Γk
w
(
γh
)
.
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By Proposition 3.4, the action of Γk on Vm,k(Z) has finitely many orbits. Let Hk(m) ⊂ Γk\Vm,k(Z) be
the equivalence class of these orbits. We have
#wXAd1,d2(m) =
∑
h∈Vm,k(Z)
w(h) =
∑
Γkh∈Hk(m)
1
|Γk,h|W (Γkh),
where |Γk,h| is the order of the stabilizer of h. Define the m-th Weyl sum associated to a Γk periodic
function f to be
R(m, f) :=
∑
Γkh∈Hk(m)
1
|Γk,h|f(Γkh).
Hence,#wXAd1,d2(m) = R(m,W ). By the spectral theory of Maass forms developed by Selberg [Sel43],
we writeW in terms of Maass cusp forms, Eisenstein series and the constant function, and obtain
W (v) =
∫
Γk\Vm,k Wdµ
vol(Γk\Vm,k) +
∑
fλ
〈W, fλ〉fλ(v) +Wcts(v), (3.1)
where the first term comes from the contribution of the constant function, and
Wcts(v) :=
∑
a∈Ek
∫ ∞
−∞
〈W,Ea(., 1/2 + it)〉Ea(v, 1/2 + it)dt.
By (3.1), we have
R(m,W ) =
∫
Γk\Vm,k Wdµ
vol(Γk\Vm,k)
∑
Γkh∈Hk(m)
1
|Γk,h| +
∑
fλ
〈W, fλ〉R(m, fλ) +R(m,Wcts).
Note that
∑
Γkh∈H(m)
1
|Γk,h| is the class number associated to the action of Γk on Vm,k(Z). By Proposi-
tion 3.4, the first term can be written as the product of local densities, and we obtain∫
Γk\Vm,k Wdµ
vol(Γk\Vm,k)
∑
Γkh∈H(m)
1
|Γk,h| =
∫
Γk\Vm,k Wdµ
vol(Γk\Vm,k) σ∞
∏
p
σp(Vm,k),
where σp(Vm,k) := liml→∞
|Vm,k(Z/plZ)|
p2l
and σ∞ :=
∫
Γ\Vm,k dσ∞. Therefore,
#wXAd1,d2(m) = σ∞,wX
∏
p
σp(Vm,k) + Er, (3.2)
where Er :=
∑
fλ
〈fλ,W 〉R(m, fλ)+R(m,Wcts). Our goal in this section is to give an upper bound on Er.
Let T := |m|δ for some δ > 0. We write Er = Erhigh + Erlow + Ercts,low, where
Erhigh :=
∑
λ≥T
〈W, fλ〉R(m, fλ) +
∑
a∈Ek
∫
|1/4+t2|>T
〈W,Ea(., 1/2 + it)〉R(m,Ea(v, 1/2 + it))dt,
Erlow :=
∑
λ<T
〈W, fλ〉R(m, fλ),
Ercts, low :=
∑
a∈Ek
∫
|1/4+t2|<T
〈W,Ea(., 1/2 + it)〉R(m,Ea(v, 1/2 + it))dt.
(3.3)
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Theorem 3.1. Let D be a fundamental discriminant andm = Dv20 where v0 < log(|D|)A for some fixed
A > 0. Let #wXAd1,d2(m) be as above. Then, for every ǫ > 0 we have
#wXAd1,d2(m) = σ∞,wX
∏
p
σp(Vm,k) +O
(
1 + |m|−1/28k10X1+ǫ|D|ǫ). (3.4)
As a result, for every 0 < δ there exists an 0 < ǫ such that if k308+δ ≤ D and X ≤ |D|1/2 log(|D|)B for
some B > 0 then
#wXAd1,d2(m) = σ∞,wX ×
∏
p
σp(Vm,k) +O
(
1 +
X
d1d2
|D|−ǫ), (3.5)
where k = d1d2 and the implicit constant in O depends only on ǫ and w.
Proof. By equation (3.2), we have
#wXAd1,d2(m) = σ∞,wX
∏
p
σp(Vm,k) + Er,
where Er = Erhigh + Erlow + Ercts,low. By Proposition 3.9, Erhigh = O(1), where the implicit constant in O
depends only on ǫ and w. By Proposition 3.14, we have
Erlow ≪ |m|−1/28k10X1+ǫT 7.
Let T = |D|ǫ/7, then
Erlow = O
(|m|−1/28k10X1+ǫ|D|ǫ).
By Proposition 3.19
Ercts,low ≪ k6.5T 7/4|m|−1/28+ǫ|X |1+ǫ = O
(|m|−1/28k10X1+ǫ|D|ǫ).
Therefore,
#wXAd1,d2(m) = σ∞,wX
∏
p
σp(Vm,k) + Er+O
(
1 + |m|−1/28k10X1+ǫ|D|ǫ).
This completes the proof of equation (3.4). If k308+δ ≤ D then
m−1/28k10 = O
( |D|−δ/28
k
)
.
Moreover if X ≤ |D|1/2 log(|D|)B , then X1+ǫ = O(X |D|ǫ). By the above inequalities and choosing ǫ
small enough comparing to δ, we conclude inequality (3.5) and our Theorem.
3.1 Main term
We define the generalized class number h(k,m) to be the number of Γk orbits of Vm,k(Z) weighted by
their representation number
h(k,m) :=
∑
Γkh∈H(m)
1
|Γk,h| .
We cite the following theorem from [CS99, Chapter 15, Theorem 19].
The least prime number represented by a binary quadratic form 23
Theorem 3.2 (Due to Kneser, Earnest and Hsia). If Q is an indefinite integral quadratic form with at least
3 variables and the genus of Q contains more than one class, then for some prime number p, Q can be
p-adically diagonalized and the diagonal entries all involve distinct powers of p.
Lemma 3.3. The genus of qk(x, y, z) contains only one class for every k ∈ Z.
Proof. We show this by computing the local spinor norms; see [CS99, Chapter 15]. By the work of Kneser
[Kne56] on the computation of the local spinor norms for odd primes p and its improvement by Earnest
and Hsia [EH75, EH84] for prime 2, we have the following theorem that implies the genus of an indefinite
quadratic forms contains only one class. We can diagonalize the quadratic form qk(x, y, z) over every the
local ring Zp where p 6= 2 by changing the variables to x1 = z , x2 = x− y and x3 = x+ y and obtain
qk(x1, x2, x3) = x
2
1 + kx
2
2 − kx23.
It is easy to check that check that qk does not satisfy the conditions of the above theorem and as a result the
genus class of qk contains only one element. This completes the proof of our lemma.
Proposition 3.4. We have
h(k,m) := σ∞
∏
p
σp(Vm,k),
where σp(Vm,k) was defined in (1.17) and
σ∞ := lim
ǫ→0
|Vol (Γk\(|qk(x, y, z)−m| < ǫ))
2ǫ
=
∫
Γk\Vm,k
dσ∞.
Proof. By Lemma 3.3, the genus class of qk contains only one class. Next, we apply the Siegel Mass
formula to the indefinite ternary quadratic from qk, and obtain
1∫
Γk\Vm,k dσ∞
∑
Γkh∈H(m)
1
|Γk,h| =
∏
p
σp(Vm,k).
This completes the proof of our Proposition.
3.2 Bounding Erhigh
In this section we give an upper bound on Erhigh. Note that qk(v) = v
⊺Akv, where
Ak :=

 0 −2k 0−2k 0 0
0 0 1

 .
Let Ck :=

1/2
√
k 1/2
√
k 0
1/2
√
k −1/2
√
k 0
0 0 1

 , then C⊺kAkCk =

−1 0 00 1 0
0 0 1

 . We proceed by defining the
Casimir operator of the orthogonal group SOqk which induces ∆ on Vm,k. Let X1 :=

0 1 01 0 0
0 0 0

,
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X2 :=

0 0 10 0 0
1 0 0

 and X3 :=

0 0 00 0 1
0 −1 0

. By the definition of the Casimir operator of the orthogo-
nal group SOqk :
Ω := Y 21 + Y
2
2 − Y 33 ,
where Y1 := CkX1C
−1
k , Y2 := CkX2C
−1
k and Y3 := CkX3C
−1
k . In the following lemma, we give a
formula for the Casimir operator Ω in terms of the (x, y, z) coordinates of the the quartic Vm,k.
Lemma 3.5. The restriction of Ω to Vm,k is given by
Ω = x2
∂2
∂x2
+ 2x
∂
∂x
+
4kxy + 2m
2k
∂2
∂x∂y
+ 2xz
∂2
∂x∂z
+ y2
∂2
∂y2
+ 2y
∂
∂y
+ 2yz
∂2
∂y∂z
+ (z2 −m) ∂
2
∂z2
+ 2z
∂
∂z
.
(3.6)
Proof. We compute the induced first order differential operators associated to Y1, Y2 and Y3. Note that
Y1 := CkX1C
−1
k =

1 0 00 −1 0
0 0 0

 .
This vector is associated to the following first order differential operator
Z1 := x
∂
∂x
− y ∂
∂y
.
Similarly Y2 := CkX2C
−1
k =

 0 0 1/2
√
k
0 0 −1/2
√
k√
k
√
k 0

 is associated to
Z2 := z/(2
√
k)
∂
∂x
− y/(2
√
k)
∂
∂y
+
√
k(x+ y)
∂
∂z
,
and Y3 := CkX3C
−1
k =

 0 0 1/2
√
k
0 0 −1/2
√
k
−
√
k
√
k 0

 is associated to
Z3 := z/(2
√
k)
∂
∂x
− z/(2
√
k)
∂
∂y
+ (y − x)
√
k
∂
∂z
.
The induced Casimir operator is given by
Z21 + Z
2
2 − Z23 .
We have
Z21 =
(
x
∂
∂x
− y ∂
∂y
)2
= x2
∂2
∂x2
+ x
∂
∂x
− 2xy ∂
2
∂x∂y
+ y2
∂2
∂y2
+ y
∂
∂y
, (3.7)
Z22 =
(
z/(2
√
k)
∂
∂x
+ z/(2
√
k)
∂
∂y
+
√
k(x+ y)
∂
∂z
)2
= z2/4k
∂2
∂x2
+ z2/2k
∂2
∂x∂y
+ z(x+ y)
∂
∂x∂z
+ z/2
∂
∂z
+ (x+ y)/2
∂
∂x
+ z2/4k
∂2
∂y2
+ z(x+ y)
∂2
∂y∂z
+ z/2
∂
∂z
+ (x+ y)/2
∂
∂y
+ k(x+ y)2
∂2
∂z2
,
(3.8)
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and
Z23 =
(
z/2
√
k
∂
∂x
− z/2
√
k
∂
∂y
+ (y − x)
√
k
∂
∂z
)2
= z2/4k
∂2
∂x2
− z2/2k ∂
2
∂x∂y
+ z(y − x) ∂
2
∂x∂z
− z/2 ∂
∂z
+ (y − x)/2 ∂
∂x
+ z2/4k
∂2
∂y2
− z(y − x) ∂
2
∂y∂z
− z/2 ∂
∂z
− (y − x)/2 ∂
∂y
+ (y − x)2k ∂
2
∂z2
.
(3.9)
By using the formulas in (3.7), (3.8) and (3.9), have the following formula for the induced Casimir operator
on Vm,k
Ω = x2
∂2
∂x2
+ 2x
∂
∂x
+
4kxy + 2m
2k
∂2
∂x∂y
+ 2xz
∂2
∂x∂z
+ y2
∂2
∂y2
+ 2y
∂
∂y
+ 2yz
∂2
∂y∂z
+ (z2 −m) ∂
2
∂z2
+ 2z
∂
∂z
.
In the following lemma, we prove an upper bound on the L2 norm ofW .
Lemma 3.6. LetW ,X and k be as above. Then
|W |2 ≪ X
1+ǫ
√
d1m
.
Proof. We have
|W |22 =
∫
Γk\Vm,k
|W |2dµ ≤ sup |W |
∫
Γk\Vm,k
|W |dµ. (3.10)
First, we give an upper bound on
∫
Γk\Vm,k |W |dµ. Recall that W
(
Γ(x, y, z)
)
:=
∑
γ∈Γk w
(
γk(x, y, z)
)
,
where w(x, y, x) := wX1(x)wX2 (y), and X1 =
X
d1
, X2 =
X
d2
, and wX(u) := w(u/X). Note that dµ =
1√
m
dσ∞. Hence, by Lemma 2.1, we have∫
Γk\Vm,k
|W |dµ ≤
∫
Vm,k
|w|dµ ≪ X√
md1d2
=
X
k
√
m
. (3.11)
Next, we give an upper bound on sup |W |. Let
B(X1, X2) := {(x, y, z) ∈ Vm,k(R) : X1 ≤ x ≤ 2X1 andX2 ≤ y ≤ 2X2}.
For h ∈ Vm,k, defineN(X1, X2,h) := #{γ ∈ Γk : Γkh ∈ B(X1, X2)}. Then,
W (h) =
∑
γ∈Γk
w
(
γh
)≪ N(X1, X2,h). (3.12)
We give an upper bound onN(X1, X2,h) by applying results in hyperbolic geometry. Let diam(B(X1, X2))
be the diameter of B(X1, X2) with respect to the hyperbolic metric on Vm,k. For h ∈ Vm,k define the in-
variant height of h by yΓ(h) = maxa(ya(h)).
Lemma 3.7. We have
diam(B(X1, X2))≪ 1 + log( X√
m
),
and
sup
h∈B(X1,X2)
yΓ(h)≪ d2 X√
m
.
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Proof. Let c :=

01
0

 , which is a cusp for Γk\Vm,k. Consider the following change of coordinates
u1 :=
d1x1√
|m| , u2 :=
d2x2√
|m| , and u3 :=
x3√
m
.
Then Vm,k maps to u
2
3 − 4u1u2 = −1, and B(X1, X2) maps to
B(X,m) :=
{
(u1, u2, u3) : u
2
3 − 4u1u2 = −1,
X√
m
≤ u1 ≤ 2 X√
m
and
X√
m
≤ u2 ≤ 2 X√
m
}
.
The quartic u23 − 4u1u2 = −1 with its induced metric (du3)2 − 4du1du2 is isomorphic to the hyperbolic
plane by β : (u1, u2, u3)→ −u3+i2u1 . This maps c to∞. SinceX ≫
√
m, we have |u3u1 | ≪ 1. It follows that
diam(B(X1, X2)) = diam(B(X,m))≪ 1 + log(| X√
m
|).
It follows that that the stabilizer of c in Γk is
Γc :=



 1 0 0n2k 1 n
2kn 0 1

 : n ∈ Z

 .
For a ∈ R, let αa :=

 1 0 0a2 d1d2 1 a/d2
2ad1 0 1

 . β indentifies Vm,k with the upper-half plane and maps αa to
[
1 a
0 1
]
. Hence, it identifies Γc with β (Γc) =
{[
1 d2n
0 1
]
: n ∈ Z
}
. Hence, yc(h) =
1
d2
ℑ (β(h)) =
1
2d2u1
. Since X√
m
≤ u1 ≤ 2 X√m ,
√
m
2Xd2
≤ yc(h) ≤
√
m
Xd2
for every h ∈ B(X1, X2). By Margulis’ lemma
and decomposing Γk\Vm,k into thin and thick parts, it follows that yc(h)ya(h) ≪ 1 for every a 6= c.
Therefore, yΓ(h)≪ d2 X√m . This completes the proof of Lemma 3.7.
By [Iwa02, Corollary 2.12 Page 52], we have N(X1, X2,h) ≪ diam(B(X1, X2)) suph∈B(X1,X2) yΓ(h).
Therefore, by Lemma 3.7, we have
N(X1, X2,h)≪ d2X
1+ǫ
√
m
. (3.13)
By the above inequality and inequalities (3.12), (3.15) and (3.10), we obtain
|W |22 ≪
X
k
√
m
d2
X1+ǫ√
m
≪ X
2+ǫ
d1m
.
This concludes Lemma 3.6.
Next, by applying the integration by parts, we give an upper bound on the inner product of W with the
Maass forms and also the Eisenstein series.
Lemma 3.8. Let A > 0 be any positive integer. We have
∑
λ≥T
|〈W, fλ〉|2 +
∑
a∈Ek
∫
|1/4+t2|>T
|〈W,Ea(., 1/2 + it)〉|2dt


1/2
= OA
(
X1+ǫ√
md1TA
)
,
where the implicit constant in O depends only on sup1≤n≤A d
(n)w.
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Proof. By Plancherel theorem and integration by parts we have∑
λ≥T
|〈W, fλ〉|2 +
∑
a∈Ek
∫
|1/4+t2|>T
|〈W,Ea(., 1/2 + it)〉|2dt
=
∑
λ≥T
1
λ2A
|〈W,ΩAfλ〉|2 +
∑
a∈Ek
∫
|1/4+t2|>T
1
(1/4 + t2)2A
〈W,ΩAEa(., 1/2 + it)〉2dt
≤ 1
T 2A

∑
λ≥T
|〈ΩAW, fλ〉|2 +
∑
a∈Ek
∫
|1/4+t2|>T
|〈ΩAW,Ea(., 1/2 + it)〉|2dt

 ≤ 1
T 2A
∫
Γk\Vm,k
|ΩnW |2dµ.
(3.14)
By a similar argument as in Lemma 3.6, we give an upper bound on
∫
Γk\Vm,k |ΩnW |2dµ. We have∫
Γk\Vm,k
|ΩnW |2dµ ≤ sup |Ω
nW |
λn
∫
Γk\Vm,k
|ΩnW |dµ.
We have∫
Γk\Vm,k
|ΩnW |dµ ≤
∫
Vm,k
|Ωnw|dµ ≤ sup |Ωnw|
∫
X1≤x≤2X1
∫
X2≤y≤2X2
dµ≪ sup |Ωnw| X
d1d2
√
m
.
(3.15)
We show that supΩnw = On(1). Note that w(x, y, z) := wX1(x)wX2 (y) is independent of the z variable.
Therefore, all the partial derivatives that include ∂∂z in formula (3.6) vanishes on w and we obtain:
Ωnw(x, y, z) =
(
x2
∂2
∂x2
+ 2x
∂
∂x
+ (2xy +m/D)
∂2
∂x∂y
+ y2
∂2
∂y2
+ 2y
∂
∂y
)n
wX1 (x)wX2 (y).
For n = 1, we check that Ωw is bounded by a constant. We have
Ωw =
x2
X21
w′′(
x
X1
)w(
y
X2
) +
2x
X1
w′(
x
X1
)w(
y
X2
) + 2
x
X1
y
X2
w′(
x
X1
)w′(
y
X2
)
+
m
DX1X2
w′(
x
X1
)w′(
y
X2
) +
y2
X22
w(
x
X1
)w′′(
y
X2
) + 2
y
X2
w(
x
X1
)w′(
y
X2
).
(3.16)
We assume that for every 0 ≤ n all the derivatives dkw
dtk
for 0 ≤ k ≤ n are bounded by a constant
|w|∞,n. Since w is supported inside [1, 2] then 1 ≤ xX1 ,
y
X2
≤ 2, otherwise Ωw = 0. Since, m < 0
and z2 − 4kxy = m then m ≤ 4kX1X2 otherwise Vm,k does not have any point where |x| < 2X1
and |y| < 2X2. By these assumptions we can bound each term in equation (3.16) and obtain |Ωw| ≪ 1.
Similarly, for every n, it follows that sup |Ωnw| ≪ 1.We have
ΩnW (h) =
∑
γ∈Γ
Ωnw
(
Γkh
) ≤ N(X1, X2,h) supΩnw.
By inequality (3.13), we have N(X1, X2,h)≪ d2X1+ǫ√m , and hence
sup |ΩnW (h)| ≪ d2X
1+ǫ
√
m
.
Therefore, by the above and inequality (3.15), we obtain∫
Γk\Vm,k
|ΩnW |2dµ≪ X
2+ǫ
d1m
.
Finally, by the above and inequality (3.14), we conclude our lemma.
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Finally, we show that the contribution of the high frequency spectrum is bounded. Recall that
Erhigh :=
∑
λ≥T
〈W, fλ〉R(m, fλ) +
∑
a∈Ek
∫
|1/4+t2|>T
〈W,Ea(., 1/2 + it)〉R(m,Ea(v, 1/2 + it))dt.
Proposition 3.9. Suppose that T = Dδ for some δ > 0. Then
Erhigh = O(1),
where the implicit constant in O depends on sup1≤n≤10/δ d
(n)w and δ > 0.
Proof. First, we give an upper bound on Weyl sums R(m, fλ) and R(m,Ea(v, 1/2 + it)). We have
R(m, fλ) =
∑
Γkh∈H(m)
1
|Γk,h|fλ(Γkh)|fλ|∞
∑
Γkh∈H(m)
1
|Γk,h| ≤ |fλ|∞h(k,m),
where k = d1d2. By the Weyl law we have the following trivial upper bound on the L
∞ norm of an
eigenfunction; see the recent work of Templier for a sharper upper bound [Tem15]
|fλ|∞ ≪ λ1/4k1/2.
By Proposition 3.4, Lemma 2.1 and Lemma 2.2, we have h(k,m)≪ X1+ǫk . Therefore,
|R(m, fλ)| ≪ λ
1/4X1+ǫ
k1/2
.
Similarly, we have
|R(m,Ea(v, 1/2 + it))| ≪ (1/4 + t
2)1/4X1+ǫ
k1/2
.
By Lemma 3.8 and the above inequalities, we have
Erhigh ≪
∑
λ>T
X1+ǫ√
md1λA
λ1/4X1+ǫ
k1/2
≪ X
2+ǫ
k1/2
∑
λ>T
λ1/4−A.
By Weyl law for Γk\Vm,k, we have
∑
λ>T
λ1/4−A ≪ k|D|δ(1+1/4−A).
Recall that X ≪ |D|1/2+ǫ, k = d1d2 ≤ |D|1/10. Therefore, by choosing A large enough, we obtain
Erhigh = O(1). This completes the proof of our Proposition.
3.3 The Maass identity and the Siegel theta kernel
Let L ∈ C(Γk\Vm,k) be any continuous function which decays with an exponential rate at cusps, e.g. L is
a truncated Eisenstein series, a cusp form or any function with a compact support. In this section, we write
R(m,L) in terms of the asymptotic of the m-th Fourier coefficient of the theta transfer of L. We begin
by introducing Siegel’s theta kernel associated to the indefinite quadratic form qk := z
2 − kxy. Let HAk
denote the majorant space of the symmetric matrix Ak (see [Sie67]):
HAk := {P : P ⊺ = P, P > 0 and PA−1k P = Ak}.
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For P ∈ HAk and z = x + iy ∈ C with y > 0, define R(z) := xA + iyP. The Siegel theta function is
defined for α ∈ Q3 with 2Akα ∈ Z3 by
Θα(z, P ) := y
3/4
∑
h∈Z3
e(R(z)[h+α]), (3.17)
where R(z)[h + α] := (h + α)⊺R(z)(h + α). We write Θ(z, P ) when α = 0. More generally, let
A[B] := B⊺AB for matrices A and B. Θα(z, P ) is absolutely convergent, since y > 0 and P > 0. We
note that the orthogonal group SOqk acts transitively on the majorant space HAk by sending P ∈ HAk to
P [g] := g⊺Pg for g ∈ SOqk . We define P0 ∈ HAk to be:
P0 :=

2k 0 00 2k 0
0 0 1

 .
We extend the definition of the theta kernel fromHAk to SOqk by defining:
Θα(z, g) := Θα(z, P0[g
−1]). (3.18)
Note that we used g−1 for transforming P0. Next, we cite a theorem that gives the transformation properties
of the theta kernel Θα(z, P0[g
−1]) in z variable. This theorem is essentially due to Siegel [Sie51] and is
stated in this form in [Duk88, Theorem 3]. It is a consequence of the properties of the Weil representation;
see [KS93, Proposition 2.2].
Theorem 3.10 ([Duk88], [KS93]). For
[
a b
c d
]
= γ ∈ Γ0(4k) we have
Θ(γz, g) = j(γ, z)Θ(z, g),
ΩΘ(z, g) = 4∆z,1/2Θ(z, g) +
3
4
Θ(z, g),
where j(γ, z) = θ(γz)θ(z) is the theta multiplier for θ(z) = y
1/4
∑
n∈Z e(n
2z), and ∆z,1/2 is the laplacian
operator defined on weight 1/2 modular forms and Ω is the Casimir operator.
Remark 3.11. By the above theorem it follows that if fλ is a cusp form with eigenvalues λ = 1/4 +
(2r)2, then Θ ∗ fλ(z) :=
∫
Θ(z, g)f¯(g)fµ(g) is a weight 1/2 modular form defined on Γ0(4k)\H with
eigenvalues λ′ = 1/4 + r2.
Note that SOqk also acts transitively on Vm,k. We define x0 :=

1/2
√
|m|/k
1/2
√
|m|/k
0

 , and extend the definition
of L from Γk\Vm,k to ΓK\SOqk by L(g) := L(gx0). It is easy to check that the stabilizer of x0 ∈ Vm,k
is the same as P0 ∈ HA, and it is a maximal compact subgroup of SOqk .We denote this maximal compact
subgroup byK . Let
F (z) := Θ ∗ L =
∫
ΓK\SOqk
Θ(z, g)L¯(g)dµ.
Theorem 3.10 implies that F (z) is a weight 1/2 modular forms of level 4k and has moderate growth. Let
F (u+ iv) = cF,∞(v) +
∑
n6=0
ρF,∞(n, v)e(nu)
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be the Fourier expansion of F at∞. Define them-th Fourier coefficient of F to be
ρF,∞(m) := lim
v→∞
ρF,∞(m, v)e2π|m|v(4π|m|v)−sgn(m)/4. (3.19)
Next, we prove an identity that relates ρF,∞(m) toR(m,L). Originally, Maass [Maa71] proved a version of
this identity for the eigenfunctions of co-campact lattices. As noted by Duke [Duk88, Theorem 6] Maass’
proof extends easily to cusp forms, since the theta integral is convergent for cusp forms. However, the
theta integral is not absolutely convergent for Eisenstein series. For our application, we need to extend
this identity for the Eisenstein series. In the next section, we prove the analogue of Maass’ identity for the
Eisenstein series by using the center of the enveloping algebra.
Lemma 3.12. We have ρF,∞(m) = π
1/4√
2
|m|−3/4R(m,L).
Proof. Note that ρF,∞(m, v) =
∫ 1
0
F (u+ iv)e(−mu)du.We have
ρF,∞(m, v) =
∫ 1
0
∫
ΓK\SOqk
Θ(u+ iv, P0[g
−1])L¯(g)e(−mu)dµ(g)du
= v3/4
∫
ΓK\SOqk
∫ 1
0
∑
h∈Z3
e(uqk(h) + ivP0[g
−1
h])L¯(g)e(−mu)dudµ(g)
= v3/4
∫
ΓK\SOqk
∑
h∈Z3
qk(h)=m
e(ivP0[g
−1
h])L¯(g)dµ(g).
We unfold the above integral and write it as a finite sum over the integral orbits. Then
ρF,∞(m, v) =
∑
l∈H(m)
v3/4
|Γk,l|
∫
SOqk
e(ivP0[g
−1
l])L¯(g)dµ(g).
Next, we use Fubini’s theorem and write the above integral over the ternary quadric Vm,k with its invariant
measure induced from the transitive action of SOqk on Vm,k. Recall that
x0 :=


√
|m|/4k√
|m|/4k
0

 .
Since SOqk acts transitively on Vm,k, for any l ∈ Vm,k there exist l ∈ SOqk such that lx0 = l. In fact if
lx0 = l then lkx0 = l for any k ∈ K . We write every element g ∈ SOqk as g = lkt for some t ∈ K\SOqk
and k ∈ K . Since dµ is a Haar measure then dµ(lg) = dµ(g). Note that K is a compact group, so we
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normalize the Haar measure so that
∫
K
dk = 1. We have
ρF,∞(m, v) =
∑
l∈H(m)
v3/4
|Γk,l|
∫
SOqk
e(ivP0[g
−1
l])L¯(g)dµ(g)
=
∑
l∈H(m)
v3/4
|Γk,l|
∫
K\SOqk
∫
K
e(ivP0[(lkt)
−1
l])L¯(lkt)dkdt
=
∑
l∈H(m)
v3/4
|Γk,l|
∫
K\SOqk
∫
K
e(ivP0[t
−1k−1l−1l])L¯(lkt)dkdt
=
∑
l∈H(m)
v3/4
|Γk,l|
∫
K\SOqk
∫
K
e(ivP0[t
−1
x0])L¯(lkt)dkdt
=
∑
l∈H(m)
v3/4
|Γk,l|
∫
K\SOqk
e(ivP0[t
−1
x0])
∫
K
L¯(lkt)dkdt.
Recall that L(lkt) = L(lktx0). We take the integral over the compact groupK and obtain
ρF,∞(m, v) =
∑
l∈H(m)
v3/4
|Γk,l|
∫
K\SOqk
e(ivP0[t
−1
x0])Vl(t)dt, (3.20)
where Vl(t) :=
∫
K
L¯(lktx0)dk. By our normalization of the Haar measure ofK we obtain
sup
t∈K\SOqk
|V (t)| ≤ sup
x∈Vm,k
|L(x)|.
So Vl is a bounded function on K\SOqk . We note that the quotient spaceK\SOqk is identified with Vm,k
by sending t ∈ K\SOqk to h := t−1x0 ∈ Vm and we write
h :=

h1h2
h3

 .
The measure dt is identified with the invariant measure defined over Vm,k that is the hyperbolic measure.
We denote this measure by dµ. Next, we change the variables and write the integral (3.20) that is over the
quotient spaceK\SOqk in terms of an integral over Vm,k and its hyperbolic measure. We also consider the
smooth weight function Vl(t) as a function on Vm,k by our identification t → t−1x0 ∈ Vm,k. Hence, we
obtain
ρF,∞(m, v) =
∑
l∈H(m)
v3/4
|Γk,l|
∫
Vm,k
e(ivP0[h])Vl(h)dµ.
Let I(l, v) := v3/4
∫
Vm,k
e(ivP0[h])Vl(h)dµ. Then
ρF,∞(m, v) =
∑
l∈H(m)
1
|Γk,l|I(l, v).
Next, we give an asymptotic formula for I(l, v) as v →∞. We note that P0[h] = 2kh21+2kh22+h23. Then,
I(l, v) = v3/4
∫
Vm,k
exp(−2πv(2kh21 + 2kh22 + h23))Vl(h)dµ.
Since h ∈ Vm, h23 − 4kh1h2 = m, and we obtain
I(l, v) = exp(−2πv|m|)v3/4
∫
Vm,k
exp(−2πv(2k(h1 − h2)2 + 2h23))Vl(h)dµ.
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We change the variables to u1 :=
h1
√
2k√
|m| , u2 :=
h2
√
2k√
|m| and u3 :=
h3√
|m| . Hence, we obtain
I(l, v) = exp(−2πv|m|)v3/4
∫
u23−u1u2=−1
exp
(− 2πvm((u1 − u2)2 + 2u23))Vl(u)dµ.
We note that as v → ∞ the above integral localizes around u0 = (1, 1, 0). By stationary phase theorem, it
follows that
lim
v→∞
∫
u23−u1u2=−1
exp
(− 2πvm((u1 − u2)2 + 2u23))Vl(u)dµ = (1/2 +O( 1√v ))Vl(x0)v|m| .
where x0 =

1/2
√
|m|/k
1/2
√
|m|/k
0

 is the minimum of the quadratic form 2k(h1− h2)2 + 2h23 on Vm,k. Note that
Vl(x0) :=
∫
K
L¯(lkx0)dk = L¯(lx0) = L¯(l).
Therefore,
I(l, v) = exp(−2πv|m|)(4π|m|v)−1/4L¯(l) |m|
−3/4π1/4√
2
(1 +O(1/
√
v)).
We use the above identity in the equation 3.3 and obtain
ρF,∞(m, v) = exp(−2πv|m|)(4π|m|v)−1/4 |m|
−3/4π1/4√
2
∑
l∈H(m)
1
|Γk,l|I(l, v)L¯(l)
= exp(−2πv|m|)(4π|m|v)−1/4 |m|
−3/4π1/4√
2
R(m,L).
By (3.19), we have
ρF,∞(m) =
|m|−3/4π1/4√
2
R(m,L).
This completes the proof of the Maass identity.
3.4 Bounding Erlow
Recall that Erlow :=
∑
λ<T 〈W, fλ〉R(m, fλ), where T = |D|δ for some fixed power δ > 0. In this section,
we give an upper bound on Erlow. Let
BT := {ψλ′ ∈ L2(Γ0(4k)\H) : ∆1/2ψλ′ = λ′ψλ′ and λ′ < T/4 + 3/16}
be an orthonormal basis of weight 1/2 cusp forms of level 4k and eigenvalue less than T/4 + 3/16. It is
known that ψλ′(z) has a Fourier development at∞ of the form
ψλ′(u + iv) = cψλ′ ,∞(v) +
∑
n6=0
ρψλ′ ,∞(n)W1/4sgn(n),it(4π|n|v)e(nu),
where 1/4+t2 = λ′, cψλ′ ,∞(v) is a linear combination of v
1/2+it and v1/2−it andWβ,µ(v) is theWhittaker
function normalized so thatWβ,µ(v) ≈ e−v/2vβ as v → ∞.We note that the asymptotic of the Whittaker
function is independent of the spectral parameter λ. In the following lemma, we apply the Maass identity
proved in Lemma 3.12 and write Erlow in terms of the Fourier coefficients of ψλ′ ∈ BT .
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Lemma 3.13. We have
Erlow = |m|3/4π−1/4
√
2
∑
ψλ′∈BT
〈Θ ∗W,ψλ′〉ρψλ′ ,∞(m).
Proof. Let WT =
∑
0≤λ≤T 〈W, fλ〉fλ, where {fλ} is an orthonormal basis of the cusp forms with the Ω
eigenvalue less than T. Since WT is a finite linear combination of Maass cusp forms, it decays rapidly at
cusps. By Lemma 3.12, we have
Erlow = R(m,WT ) = |m|3/4π−1/4
√
2ρΘ∗WT ,∞(m). (3.21)
By Theorem 3.10; see Remark 3.11, Θ ∗WT is spanned by the orthonormal basis BT . Hence,
Θ ∗WT =
∑
ψλ′∈BT
〈Θ ∗W,ψλ′〉ψλ′ .
By computing the m-th Fourier coefficient of both sides of the above identity and using the asymptotic of
the Whittaker function, we have
ρΘ∗WT ,∞(m) =
∑
ψλ′∈BT
〈Θ ∗W,ψλ′〉ρψλ′ ,∞(m).
By the above and equation (3.21), it follows that
Erlow = |m|3/4π−1/4
√
2
∑
ψλ′∈BT
〈Θ ∗W,ψλ′〉ρψλ′ ,∞(m).
This completes the proof of the lemma.
Finally, we bound the contribution of Erlow.
Proposition 3.14. We have
|Erlow| ≪ |m|−1/28k10X1+ǫT 7.
Proof. By Lemma 3.13, we have
|Erlow| ≤ |m|3/4π−1/4
√
2
∑
λ′<T/4+3/16
|〈Θ ∗W,ψλ′〉||ρψλ′ ,∞(m)|. (3.22)
Recall that m = Dv20 where D is a fundamental discriminant and v0 ≤ |D|ǫ. By Duke’s upper bound
[Duk88, Theorem 5] on the Fourier coefficients of the weight half-integral weight forms, we have
|ρψλ′,∞(m)| ≪ε |λ|3/2 cosh(πt/2)|m|−2/7+ε. (3.23)
Next, we give an upper bound on 〈Θ ∗W,ψλ′〉. We have
〈Θ ∗W,ψλ′〉 =
∫
Γ0(4k)\H
ψλ′(z)
∫
Γk\Vm,k
Θ(z,h)w(h)dµ(h)dη(z)
=
∫
Γk\Vm,k
w(h)
∫
Γ0(4k)\H
ψλ′(z)Θ(z,h)dη(z)dµ(h).
(3.24)
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where dη(z) and dµ(h) are invariant measures on Γ0(4k)\H and Γk\Vm,k, respectively. Let
ϕλ(h) :=
∫
Γ0(4k)\H
Θ(z,h)ψλ′(z)dη(z).
It follows from Theorem 3.10 that ϕλ is a Maass form of weight zero and eigenvalue λ = 4λ
′ − 3/4.We
say ϕλ is the theta lift of the weight 1/2 modular form ψλ′ . By equation (3.24), we have
〈Θ ∗W,ψλ′〉 =
∫
Γk\Vm,k
ϕλ(h)W (h)dµ(h) = 〈ϕλ,W 〉.
By the Cauchy-schwarz inequality
|〈Θ ∗W,ψλ′〉| ≤ |W |2|ϕλ|2,
where |W |2 and |ϕλ|2 are the L2 norm ofW and ϕλ. By Lemma 3.6, we have |W |2 ≪ X1+ǫ√d1m . By Theo-
rem 4.9, we have |ϕλ|2 ≪ cosh(−πr/2)k9λ9/2. Therefore,
|〈Θ ∗W,ψλ′〉| ≤ cosh(−πr/2)k9λ9/2X
1+ǫ
√
m
.
By applying the above and the inequality (3.23) in equation (3.22), we obtain
|Erlow| ≪ |m|3/4
( ∑
λ′<T/4+3/16
|λ|3/2 cosh(πt/2)|m|−2/7+ε cosh(−πr/2)k9λ9/2X
1+ǫ
√
m
)
.
By the Weyl law the number of eigenvalues λ′ ≤ T is bounded by kT. Therefore,
|Erlow| ≪ |m|−1/28k10X1+ǫT 7.
We choose T = |D|δ for a small fixed δ > 0.
3.5 Bounding Ercts,low
We briefly explain our method for bounding Ercts,low. Recall that
Ercts,low :=
∑
a∈Ek
∫
|1/4+t2|≤T
〈W,Ea(., 1/2 + it)〉R(m,Ea(v, 1/2 + it))dt.
We wish to apply Lemma 3.12 to R(m,Ea(v, 1/2 + it)) which relates R(m,Ea(v, 1/2 + it)) to them-th
Fourier coefficient of Θ ∗ Ea(v, 1/2 + it). However, we note that the theta integral Θ ∗ Ea(v, 1/2 + it)
is not absolutely convergent and we need to regularize this integral. We use the center of the enveloping
algebra (Casimir operator) for regularizing this theta integral. This method has been used in the work of
Maass [Maa71], Deitmar and Krieg [DK91] and Kudla and Rallis [KR94, Section 5]. We begin by proving
an auxiliary lemma.
Lemma 3.15. We have
1
k2.5
≪ ya(x0)≪ 1
for every a ∈ Ek.
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Proof. Let v0 :=

11
0

 ∈ V−4k,k. By scaling Γk\V−4k,k maps isometrically to Γk\Vm,k. This maps v0 to
x0. Hence yΓk(x0) = yΓk(v0). It follows that
yΓk(v0)≪ maxna
(
1,
1
dist(v0, nav0)
)
,
where na is a parabolic element of Γk. Since, na is parabolic, v0 6= nav0. Let nav0 =

n1n2
n3

 for some
n1, n2, n3 ∈ Z, where n23 − 4kn1n2 = −4k. By integrality of ni and v0 6= nav0, we have |n1n2| ≥ 2.
Hence, |n3| ≥ 2
√
k.We define the following isometry from V−4k,k to the upper half-planeH
a1a2
a3

 ∈ V−4k,k →

ka1/2
√
k
a2/2
√
k
a3/2
√
k

 ∈ V−1,1 → za = −a3 + i2
√
k
2ka1
∈ H. (3.25)
We note that v0 maps to
i√
k
and nav0 maps to
−n3
2kn1
+ i
n1
√
k
. Hence,
dist(v0, nav0) = dist(i,
−n3
2
√
kn1
+
i
n1
)≫ 1.
This completes the proof of our upper bound. For proving the lower bound, we identifySOqk withPSL2(R),
so that Γk is identified with Γ
′ ⊂ SOqk , where Γ′ contains the congruence subgroup Γ0(k). Then we
parametrize the cusps of Γ0(k) with 1/w for 1 ≤ w ≤ k and show 1k2.5 ≤ y1/w(i/
√
k). Since Γ′\H is a
covering of Γ0(k)\H and x0 maps to i/
√
k, we have 1k2.5 ≤ y1/w(i/
√
k) ≤ ya(x0).
We give the details of our argument. PSL2(R) acts on the space of binary quadratic forms Q := {ax2 +
bxy + cy2 : a, b, c ∈ R} by linear change of variables and it preserves the discriminant of the binary
quadratic forms [
a b
c d
]
.F (x, y) = F (ax+ by, cx+ dy).
This identifies PSL2(R) with SOq1 where q1(x, y, z) = z
2 − 4xy through the map
γ =
[
a b
c d
]
→ gγ =

 a2 c2 acb2 d2 bd
2ab 2cd ad+ bc

 .
LetBk :=

k 0 00 1 0
0 0 1

 , thenB⊺k

 0 −2 0−2 0 0
0 0 1

Bk =

 0 −2k 0−2k 0 0
0 0 1

 .We note that if g ∈ SOq1 then
B−1k gBk ∈ SOqk . This identifies PSL2(R) with SOqk
γ ∈ PSL2(R)→ gγ ∈ SOq1 → B−1k gγBk ∈ SOqk . (3.26)
By the above isomorphism the lattice Γk ⊂ SOqk is identified with Γ′ ⊂ PSL2(R), where
Γ′ :=


[
a b
c d
]
∈ PSL2(R) :

 a2 k−1c2 k−1ackb2 d2 bd
2kab 2cd ad+ bc

 ∈M3×3(Z)

 .
It is easy to check that Γ′ contains the congruence subgroup Γ0(k) :=
{[
a b
c d
]
: a, b, c, d ∈ Z and k|c
}
.
By Proposition 4.2 and 4.3, the cusps of Γ0(k) are parametrized (not uniquely) with 1/w for 1 ≤ w ≤ k
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and its scaling matrix is σ1/w =
[
1 0
w 1
] [√
k′′ 0
0 1/
√
k′′
]
, where k′′ = k
′
gcd(k′,w) and k
′ = kgcd(k,w) . Since
x0 maps to
i√
k
, we have
y1/w(
i√
k
) = ℑ(σ−11/w(
i√
k
)) =
1
k′′
√
k
k + w2
≥ 1
k2.5
.
This completes the proof of our theorem.
Let θ(z, g) := ΩΘ(z, g). Since Ω is inside the center of enveloping algebra, θ(z, g) remains a theta kernel.
The following theorem follows from the work of Kudla and Rallis [KR94, Proposition 5.3.1]; see also [TG,
Lemma 7.7].
Proposition 3.16. θ(z, g) = OC(|yΓ0(4k)(z)|−A) for every A > 0 and g ∈ C, where C ⊂ Γk\SOqk
is a fixed compact subset. Similarly θ(z, g) = OC′(|yΓk(g)|−A) for every A > 0 and g ∈ K, where
C′ ⊂ Γ0(4k)\H is a fixed compact subset. Moreover, for every z∫
Γk\SOqk
θ(z, g)dµ(g) = 0.
Let E ′4k := {a′ : a′ ranges over all inequivalent cusps of Γ0(4k)\H}. For z ∈ Γ0(4k)\H and s ∈ C,
let Ea′(z, s) be the Eisenstein series of weight 1/2 such that its constant Fourier coefficient at cusp b
′ is
δa′b′y
s
b′ + ϕa′b′(s)y
1−s
b′ ; see [Duk88, Section 2].
Proposition 3.17. We have
Ercts,low =
√
2
π1/4
|m|3/4
∑
a′∈E′4k
∫
|1/4+t2|≤T
1
1/4 + t2
ρE
a
′(.,1/2+it/2),∞(m)〈θ ∗W,Ea′(., 1/2 + it/2)〉dt.
Proof. SinceW is compactly supported and θ is rapidly decreasing uniformly on compact sets, θ ∗W (z)
is also rapidly decreasing on Γ0(4k)\H. Since the Eisenstein series Ea(., 1/2 + it) has moderate growth
on Γk\SOqk and θ is rapidly decreasing on Γk\SOqk ,
θ(z, .) ∗ Ea(., 1/2 + it) :=
∫
ΓK\SOqk
θ(z, g)Ea(gx0, 1/2 + it)dµ(g)
is absolutely convergent. By Siegel-Weil formula, we have
θ(z, .) ∗ Ea(., 1/2 + it) =
∑
a′∈E′4k
αaa′(t)Ea′(z, 1/2 + it/2),
where αaa′(t) is an analytic function for every pair aa
′ . Since θ transfers the cusp forms on Γk\SOqk to
the weight 1/2 cusp forms on Γ0(4k)\H and θ ∗W (z) is rapidly decreasing, by the Plancherel theorem
∑
a∈Ek
〈W,Ea(., 1/2 + it)〉θ(z, .) ∗ Ea(., 1/2 + it) =
∑
a′∈E′4k
〈θ ∗W,Ea′(., 1/2 + it/2)〉Ea′(z, 1/2 + it/2)
for every t ∈ R. Hence, them-th Fourier coefficient of both sides are equal, and we obtain
∑
a∈Ek
〈W,Ea(., 1/2 + it)〉ρθ∗Ea(.,1/2+it)(m) =
∑
a′∈E′4k
〈θ ∗W,Ea′(., 1/2 + it/2)〉ρE
a
′(.,1/2+it/2),∞(m)
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for every t ∈ R. By a similar computation as in Lemma 3.12 and the identityΩEa(v, s) = s(1−s)Ea(v, s),
it follows that √
2
π1/4
|m|3/4ρθ∗Ea(.,s),∞(m) = s(s− 1)R(m,Ea(., s)).
Finally, we have
Ercts,low =
∑
a∈Ek
∫
|1/4+t2|≤T
〈W,Ea(., 1/2 + it)〉R(m,Ea(., 1/2 + it))dt
=
√
2
π1/4
|m|3/4
∑
a∈Ek
∫
|1/4+t2|≤T
1
1/4 + t2
〈Ea(., 1/2 + it),W 〉ρθ∗Ea(.,1/2+it),∞(m)dt
=
√
2
π1/4
|m|3/4
∑
a′∈E′4k
∫
|1/4+t2|≤T
1
1/4 + t2
ρE
a
′(.,1/2+it/2),∞(m)〈θ ∗W,Ea′(., 1/2 + it/2)〉dt.
Proposition 3.18. We have
|〈θ ∗W,Ea′(., 1/2 + it/2)〉| ≪ k5t2.25|Γ(1/4 + it)|
∑
a∈Ek
|〈W,Ea(., 1/2 + it)〉| .
Proof. For simplicity, we give the proof for a′ = ∞. We briefly explain how to prove this proposition for
every cusp a′ ∈ E ′4k. By Proposition 4.2, E ′4k is parametrized (not uniquely) with 1/w for 1 ≤ w ≤ 4k.We
use the scaling matrices σ1/w that are introduced in Proposition 4.3 and the transformation properties of the
theta series; see [Duk88, equation 4.4], to reduce the problem to the cases a′ =∞.
We write E(., 1/2 + it/2) for E∞(., 1/2 + it/2). Suppose that ℜ(s) > 1, then by unfolding
∫
Γ0(4k)\H
against the Eisenstein series and unfolding
∫
Γk\SOqk
againstW (g), we have
〈θ ∗W,E(., s)〉 =
∫
Γk\SOqk
∫
Γ0(4k)\H
θ(z, g)E¯(z, s)W (g)
dxdy
y2
dµ(g)
=
∫
SOqk
∫ 1
0
∫ ∞
0
θ(z, g)y¯sw(g)
dy
y2
dxdµ(g)
=
∫
SOqk
∫ 1
0
∫ ∞
1

y3/4 ∑
h 6=0∈Z3
e
(
xqk(h)
)
e
(
iyh⊺g−⊺P0g−1h
) y¯sΩw(g)dy
y2
dxdµ(g)
=
∫
SOqk
∫ ∞
0

y3/4 ∑
h 6=0∈Z3
qk(h)=0
e
(
iyh⊺g−⊺P0g−1h
)

 y¯sΩw(g)dyy2 dµ(g)
= Γ(s− 1/4)
∫
SOqk
∑
h 6=0∈Z3
qk(h)=0
1
(h⊺g−⊺P0g−1h)s−1/4
Ωw(g)dµ(g).
Let
ψ(g, s) :=
∑
h 6=0∈Z3
qk(h)=0
1
(h⊺g−⊺P0g−1h)s−1/4
.
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It follows that ψ(g, s) is absolutely convergent for ℜ(s) > 3/4. Note that Γk acts on the set of projective
vectors [h] ∈ P 2(Q), where qk(h) = 0, and the inequivalent classes are in one to one correspondence with
Ek. For every a ∈ Ek, pick a primitive representative ha 6= 0 ∈ Z3.We have
ψ(g, s) = 2ζ(2s− 1/2)
∑
a∈Ek
∑
γ∈Γk,ha\Γk
1
(h⊺a(γg)−⊺P0(γg)−1ha)s−1/4
,
where Γk,ha ⊂ Γk is the unipotent subgroup which fixes ha. By Iwasawa decomposition, we write
γg = na(γg)aa(γg)k(γg), where k(γg) ∈ K, na(γg) ∈ Na, and aa(γg) is a symmetric matrix where
aa(γg)ha = tha for some ta(γg) ∈ R+. Hence, we have
ψ(g, s)
2ζ(2s− 1/2) =
∑
a∈Ek
∑
γ∈Γk,ha\Γk
1
(h⊺a(γg)−⊺P0(γg)−1ha)s−1/4
=
∑
a∈Ek
1
(h⊺aP0ha)s−1/4
∑
γ∈Γk,ha\Γk
ta(γg)
2s−1/2
=
∑
a∈Ek
1
(h⊺aP0ha)s−1/4ya(x0)2s−1/2
∑
γ∈Γk,ha\Γk
ya(γgx0)
2s−1/2
=
∑
a∈Ek
1
(h⊺aP0ha)s−1/4ya(x0)2s−1/2
Ea(g, 2s− 1/2).
Note that both sides of the above identity have analytic continuation to the whole complex plane. Hence
ψ(g, 1/2 + it) =
∑
a∈Ek
2ζ(1/2 + 2it)
(h⊺aP0ha)1/4+itya(x0)1/2+2it
Ea(g, 1/2 + 2it).
By Lemma 3.15, integrality of h
⊺
aP0ha and convexity bound on the zeta function, for every a ∈ Ek, we
have ∣∣∣∣ 2ζ(1/2 + 2it)(h⊺aP0ha)1/4+itya(x0)1/2+2it
∣∣∣∣≪ t1/4k1.25.
Therefore,
|〈θ ∗W,E(., s)〉| ≪ |Γ(1/4 + it)|t1/4k1.25(1/4 + 4t2)
∑
a∈Ek
|〈W,Ea(., 1/2 + it)〉|.
This completes the proof of our Proposition.
Finally, we give an upper bound on the contribution of Ercts,low.
Proposition 3.19. We have |Ercts,low| ≪ k6.5T 7/4|m|−1/28+ǫ|X |1+ǫ.
Proof. By Proposition 3.17, we have
|Ercts,low| ≪ |m|3/4
∑
a′∈E′4k
∫
|1/4+t2|≤T
1
1/4 + t2
|ρE
a
′ (.,1/2+it/2),∞(m)||〈θ ∗W,Ea′(., 1/2 + it/2)〉|dt.
By [Duk88, Theorem 5], we have
∣∣ρE
a
′(.,1/2+it/2),∞(m)
∣∣≪ (1 + |t|)3 cosh(πt/2)|m|−2/7+ǫ.
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By Proposition 3.18, we have
|〈θ ∗W,Ea′(., 1/2 + it/2)〉| ≪ k5(1 + |t|)2.25|Γ(1/4 + it)|
∑
a∈Ek
|〈W,Ea(., 1/2 + it)〉| .
Proposition 4.2 implies that |E ′4k| ≤ 4k. Hence,
|Ercts,low| ≪ |m|3/4
∑
a′∈E′4k
∫
|1/4+t2|≤T
1
1/4 + t2
|ρE
a
′ (.,1/2+it/2),∞(m)||〈θ ∗W,Ea′(., 1/2 + it/2)〉|dt
≪ k6|m|13/28+ǫ
∑
a∈Ek
∫
|1/4+t2|≤T
(1 + |t|)3.25 cosh(πt/2)|Γ(1/4 + it)| |〈W,Ea(., 1/2 + it)〉| dt.
By Stirling’s formula for the Gamma function, we have
|Γ (1/4 + it) | ∼
√
2π|t|−1/4e−π|t|/2.
Hence,
|Ercts,low| ≪ k6|m|13/28+ǫ
∑
a∈Ek
∫
|1/4+t2|≤T
(1 + |t|)3 |〈W,Ea(., 1/2 + it)〉| dt.
By Plancherel’s theorem and Lemma 3.6, we have
∑
a∈Ek
∫
|1/4+t2|≤T
|〈W,Ea(., 1/2 + it)〉|2 ≤
∫
Γk\Vm,k
|W |2dµ≪ X
2+ǫ
d1m
.
Since Γ0(k) is a subgroup of Γk, |Ek| ≤ k. By the Cauchy-Schwarz inequality, we have
∑
a∈Ek
∫
|1/4+t2|≤T
(1 + |t|)3 |〈W,Ea(., 1/2 + it)〉| dt
[∑
a∈Ek
∫
|1/4+t2|≤T
(1 + |t|)6dt
]1/2 [∑
a∈Ek
∫
|1/4+t2|≤T
|〈W,Ea(., 1/2 + it)〉|2 dt
]1/2
≪ k1/2T 7/4 X
1+ǫ
√
d1m
.
Therefore, Ercts,low ≪ k6|m|13/28+ǫk1/2T 7/4 X1+ǫ√d1m ≪ k
6.5T 7/4|m|−1/28+ǫ|X |1+ǫ.
4 Bounding the L2 norm of the Siegel theta transfer
4.1 The Mellin transform of the theta transfer
We follow the same notations as in the previous sections. Let f(z) be a weight 1/2 modular form on
Γ0(4k)\H with L2 norm 1 and eigenvalue λ′. Recall the Fourier expansion of f(z) at∞
f(z) = cf,∞(y) +
∑
n6=0
bf,∞(n)W1/4sgn(n),it(4π|n|y)e(nx),
where 1/4+ t2 = λ′, cf,∞(y) is a linear combination of y1/2+it and y1/2−it andWβ,µ(y) is the Whittaker
function normalized so thatWβ,µ(y) ≈ e−y/2yβ as y →∞. For g =
[
a b
c d
]
∈ SL2(R), we define
fg(z) :=
( cz + d
|cz + d|
)−1/2
f(gz),
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where for z 6= 0 and ν ∈ R we define zν = |z| exp(iv arg(z)), where arg z ∈ (−π, π]. Since f is an
eigenfunction of ∆1/2 with eigenvalue λ
′ and invariant under Γ0(4k) with a multiplier of weight 1/2 then
fg is an eigenfunction of ∆1/2 with eigenvalue λ
′ and is invariant under g−1Γ0(4k)g with a multiplier of
weight 1/2. Let
ϕ(g) :=
∫
Γ0(4k)\H
Θ(x+ iy, g)f(x+ iy)
dxdy
y2
. (4.1)
Recall that Θ(z, g) is Γk invariant from the left and K invariant from the right in g variable. It follows
from Theorem 3.10 that ϕ is a Maass form of weight zero and eigenvalue λ = 4λ′ − 3/4 on Γk\Vm,k. We
consider the following torusGm inside SOqk
t ∈ Gm → gt :=

t 0 00 t−1 0
0 0 1

 ∈ SOqk .
In the following lemma, we compute the Mellin-transfom of ϕ along the above embedding of Gm. Let
Ω(s) :=
∫ ∞
0
ϕ(gt)t
s dt
t
, (4.2)
θ(z) := y1/4
∑
h∈Z
e
(
(x+ iy)h2
)
,
and
E(s, z) :=
′∑
h1,h2
( y
|h1 + 4h2zD|2
)s
, (4.3)
where
∑ ′
h1,h2
is the sum over pairs of co-prime integers.
Lemma 4.1. We have
Ω(s) = ks/22s−1Γ(
s+ 1
2
)π−
s+1
2
∫
Γ0(4k)\H
f(z)θ(z)E(
s+ 1
2
, z)
dxdy
y2
.
Proof. We use the integral representation of ϕ in equation (4.1) and obtain:
Ω(s) =
∫ ∞
0
(∫
Γ0(N)\H
f(x+ iy)Θ(x+ iy, gt)
dxdy
y2
)
tsdt/t
=
∫
Γ0(4k)\H
f(x+ iy)
(∫ ∞
0
Θ(x+ iy, gt)t
sdt/t
)dxdy
y2
.
(4.4)
Next, we split Θ(z, gt) into product of two theta series. By definition (3.18), we have
Θ(x+ iy, gt) : = y
3/4
∑
h1,h2,h3∈Z
e
(
x(h23 − 4kh1h2)
)
e
(
iy(2kt−2h21 + 2kt
2h22 + h
2
3)
)
=
(
y1/4
∑
h∈Z
e
(
(x + iy)h2
))(
y1/2
∑
h1,h2∈Z
e
(
(−4kxh1h2)e(iy(2kt−2h21 + 2kt2h22)
))
.
(4.5)
We note that the first term in the above equation is the elementary theta series in one variable:
θ(z) := y1/4
∑
h∈Z
e
(
(x+ iy)h2
)
.
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We denote the second term by θ2(z, t) :=
(
y1/2
∑
h1,h2∈Z e
(
(−4kxh1h2)e(iy(2kt−2h21 + 2kt2h22)
))
. By
the symmetry between h1 and h2 we have θ2(z, t) = θ2(z, t
−1). By equation (4.5), the Siegel theta kernel
Θ(z, gt) splits into the product of two theta series of dimensions 1 and 2:
Θ(z, gt) := θ(z)θ2(z, t).
Let
M(s, z) :=
∫ ∞
0
θ2(x + iy, t)t
sdt/t, (4.6)
that is the Mellin transform of θ2(z, t). By the definition of Ω(s) in (4.4), we obtain
Ω(s) =
∫
Γ0(4k)\H
f(z)θ(z)M(s, z)
dxdy
y2
.
Next, we show that M(s, z) is an Eisenstein series of weight zero and level 4k. We show this by explicit
computation. Let
Qz,t(h1, h2) : = 8πkixh1h2 + 4πkyt
2h21 + 4πkyt
−2h22 = 4π
(
(
√
kyth1 +
ix
√
k
t
√
y
h2)
2 +
k|z|2h22
yt2
)
.
Then,
θ2(z, t) = θ2(z, t
−1) = y1/2
∑
h1,h2∈Z
exp(−Qz,t(h1, h2)).
Next, we apply the Poisson summation formula on h1 variable. Let ˆexp(ξ1, h2) be the Fourier transform of
exp(−Qz(h1, h2)) in h1 variable then:
ˆexp(ξ1, h2) :=
∫ ∞
−∞
exp(−Qz,t(u, h2)− 2πiuξ1)du.
By applying the Poisson summation formula in h1 variable, we obtain
y1/2
∑
h1,h2∈Z
exp(−Qz(h1, h2)) = y1/2
∑
ξ1,h2∈Z
ˆexp(ξ1, h2). (4.7)
Next, we compute ˆexp(ξ1, h2):
ˆexp(ξ1, h2) =
∫ ∞
−∞
exp
(
− 4π((√kytu+ ix
√
k
t
√
y
h2)
2 +
k|z|2h22
yt2
)− 2πiuξ1)du
=
1
2t
√
ky
exp
(− 4π
yt2
∣∣√kzh2 + ξ1
4
√
k
∣∣2).
We use the above formula and equation (4.7) to obtain
θ2(z, t
−1) =
1
2t
√
k
∑
h1,h2∈Z
exp
(− 4π
yt2
∣∣ h1
4
√
k
+
√
kzh2
∣∣2).
Next, we use the above formula in order to simplifyM(s, z) that is defined in (4.6). We have
M(s, z) =
∫ ∞
0
θ2(z, t)t
sdt/t =
1
2
√
k
∫ ∞
0
∑
h1,h2∈Z
exp
(− 4πt2
y
∣∣ h1
4
√
k
+
√
kzh2
∣∣2)ts+1dt/t.
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Therefore,
Ω(s) =
∫
Γ0(4k)\H
f(z)θ(z)M(s, z)
dxdy
y2
=
1
2
√
k
∫ ∞
0
∫
Γ0(4k)\H
f(z)θ(z)
∑
h1,h2∈Z
exp
(− 4πt2
y
∣∣ h1
4
√
k +
√
kzh2
∣∣2)ts+1 dt/t.
Since
∫
Γ0(4k)\H f(z)θ¯(z)
dxdy
y2 = 0, then
Ω(s) =
1
2
√
k
∫ ∞
0
∫
Γ0(4k)\H
f(z)θ(z)
′∑
h1,h2
exp
(− 4πt2
y
∣∣ h1
4
√
k
+
√
kzh2
∣∣2)ts+1dt/t.
where
∑′
h1,h2
is the sum over integers h1, h2 ∈ Z excluding h1 = h2 = 0. Next, we change the variable to
τ := 2t
√
π√
y | h14√k +
√
kh2z|. Then t = τ
√
y
2
√
π
∣∣ h1
4
√
k
+
√
kh2z
∣∣ and dτ/τ = dt/t. Therefore,
∫ ∞
0
′∑
h1,h2
exp
(− 4πt2
y
∣∣ h1
4
√
k
+
√
kzh2
∣∣2)ts+1dt/t = ( ∫ ∞
0
exp(−τ2)τs+1dτ/τ
) ′∑
h1,h2
( √y
2
√
π
∣∣ h1
4
√
k
+
√
kh2z
∣∣
)s+1
= 2sk
s+1
2 π−
s+1
2 Γ(
s+ 1
2
)
′∑
h1,h2
( y
|h1 + 4h2zk|2
) s+1
2
.
We define
E(s, z) :=
′∑
h1,h2
( y
|h1 + 4h2zk|2
)s
, (4.8)
Therefore,
Ω(s) = ks/22s−1Γ(
s+ 1
2
)π−
s+1
2
∫
Γ0(4k)\H
f¯(z)θ(z)E(
s+ 1
2
, z)
dxdy
y2
.
This completes the proof of the lemma.
Let
I(s) :=
∫
Γ0(4k)\H
f(z)θ(z)E(
s+ 1
2
, z)
dxdy
y2
.
Hence,
Ω(s) = ks/22s−1Γ(
s+ 1
2
)π−
s+1
2 I(s).
Next, we give an explicit formula for I(s) in term of the Fourier coefficients of f. We begin by writing
E(s, z) as a linear combination of Eisenstein series associated to the cusps of Γ0(4k). Then by unfolding
method we write the integral I(s) as a Dirichlet series with coefficients associated to the Fourier coefficients
of f(z)θ¯(z). First we parametrize the cusps of Γ0(4k). We cite [KY17, Proposition 3.1.].
Proposition 4.2. [KY17, Proposition 3.1.] Every cusp of Γ0(N) is equivalent to one of the form 1/w with
1 ≤ w ≤ N . Two cusps of the form 1/w and 1/v with 1 ≤ v, w ≤ N are equivalent to each other if and
only if
(v,N) = (w,N), and
v
(v,N)
≡ w
(w,N)
( mod
(
(w,N),
N
(w,N)
)
).
A cusp of the form p/q is equivalent to one of the form 1/w withw ≡ p′q( mod N)where p′ ≡ p( mod (q,N))
and (p′, N) = 1. In particular, the cusp at∞ is associated to w = N .
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For each cusp a ∈ Q ∪ {∞} of a finite covolume discrete subgroup Γ of SL2(R), we call σa ∈ SL2(R) a
scaling matrix for cusp a if σa∞ = a and σ−1a Γaσa =
{[
1 n
0 1
]
: n ∈ Z
}
, where Γa is the centralizer of
the cusp a. Note that scaling matrices are not unique. If σa is a scaling matrix for a so does σa
[
1 α
0 1
]
. We
use [KY17, Proposition 3.3.], where the authors give a representative for scaling matrix σ1/w of each cusp
1/w of Γ0(N).
Proposition 4.3. [KY17, Proposition 3.3.] Let 1/w be a cusp of Γ = Γ0(N), and set
N = (N,w)N ′w , w = (N,w)w
′ = (N ′w, w)w
′′, N ′ = (N ′w, w)N
′′
w.
The stabilizer of 1/w is given as
Γ1/w =
{
±
[
1− w′′N ′t N ′′t
−w′w′′Nt 1 + w′′N ′t
]
: t ∈ Z
}
,
and one may choose the scaling matrix as
σ1/w =
[
1 0
w 1
] [√
N ′′ 0
0 1/
√
N ′′
]
.
For each cusp 1/w of Γ0(4k), we define the Eisenstein series E1/w,4k(s, z):
E1/w,4k(s, z) :=
∑
γ∈Γ1/w\Γ0(4k)
im(σ−11/wγz)
s.
By the spectral theory of Γ0(4k)\H , the continuous spectrum of the laplacian operator on Γ0(4k)\H is
spanned by the Eisenstein series associated to the cusps of Γ0(4k). In the following lemma, we write
E(s, z) that is defined in equation (4.8) as a linear combination of E1/w,4k(s, z).
Lemma 4.4. Let E(s, z) and E1/w,4k(s, z) be the Eisenstein series as above. Then
E(s, z) =
∑
1/w
φ1/w(s)E1/w,4k(s, z),
where φ1/w(s) := 2ζ(2s)
(
N ′′w
N ′2w
)s
with N ′w andN
′′
w defined in Proposition 4.1.
Proof. We note that the Eisenstein series E1/w,4k(s, z) is zero asymptotically at every cusp for ℜ(s) > 1
except the cusp 1/w, where
lim
Imz→∞
E1/w,4k(s, σ1/wz) = y
s + o(1).
Hence, the asymptotic of E(s, z) at cusp 1/w gives the coefficient of the associated Eisenstein series
E1/w,4k(s, z) in the basis of
{
E1/w,4k(s, z) : w ∈ cusps of Γ0(4k)
}
for the continuous spectrum ofΓ0(4k).
Next, we give the asymptotic of E(s, z) at cusp 1/w. By definition 4.8, we have
E(s, z) =
′∑
h1,h2
ys
|4kh1z + h2|2s .
We use the scaling matrix
σ1/w =
[
1 0
w 1
] [√
N ′′ 0
0 1/
√
N ′′
]
,
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that is given in Proposition 4.1 in order to compute the asymptotic of E(s, z) at cusp 1/w.We have
E(s, σ1/wz) =
∑
h1,h2∈Z
Im(σ1/wz)
s
|4kh1σ1/wz + h2|2s
=
∑
h1,h2∈Z
N ′′sw y
s
|wN ′′wz + 1|2s|4kh1 N
′′
wz
wN ′′wz+1
+ h2|2s
=
∑
h1,h2∈Z
N ′′sw y
s
|4kh1N ′′wz + h2(wN ′′wz + 1)|2s
= ζ(2s)
∑
gcd(h1,h2)=1
N ′′sw y
s
|4kh1N ′′wz + h2(wN ′′wz + 1)|2s
.
We note that as Im(z)→∞ then all the terms in the above sum goes to zero except h1 and h2 such that the
coefficient of z in the denominator is zero, that is
4kh1N
′′
w + h2wN
′′
w = 0.
Since gcd(h1, h2) = 1 then h2 = ± 4kgcd(w,4k) = N ′w by the notation of the Proposition 4.1. Therefore,
lim
Im(z)→∞
E(s, σ1/wz) = 2ζ(2s)
N ′′sw
N ′2sw
.
As a corollary,
E(s, z) =
∑
1/w∈cusp of Γ0(4k)
2ζ(2s)
(N ′′w
N ′2w
)s
E1/w,4k(s, z).
This completes the proof of our lemma.
4.1.1 Fourier expansion of the Jacobi function at every cusp of Γ0(4k):
In this section we give the Fourier expansion of the classical Jacobi theta series at each cusp of Γ0(4k). We
note that the Fourier expansion of the Jacobi theta series at∞ is
θ(z) := y1/4
∑
n∈Z
e(n2z).
θ(z) is a weight 1/2 modular form invariant by Γ0(4) that has 3 inequivalent cusp∞, 0 and 1/2. Hence, it
suffices to give the Fourier expansion of θ(z) at 1/2 and 0. We use the the Following scaling matrices for
Γ0(4).We let
τ0 :=
[
0 −1/2
2 0
]
, τ1/2 :=
[
1 −1/2
2 0
]
,
where τ0 and τ1/2 are scaling matrices for cusps 0 and 1/2 of Γ0(4). The Fourier expansion of θ(z) at cusp
0 is given by expanding θτ0 that is
θτ0(z) =
( z
|z|
)−1/2
θ(−1/4z)
at∞.We use the following formula from [KS93, equation (2.4)]
θ(z)τ0 = e
−iπ/4θ(z).
The least prime number represented by a binary quadratic form 45
Next, we give the Fourier expansion of θ(z) at cusp 1/2. We have
θ(τ1/2z) = Im(τ1/2z)
1/4
∑
n∈Z
e(n2(τ1/2z))
=
y1/4
|2z|1/2
∑
n∈Z
e
(
n2(1/2− 1/(4z)))
=
y1/4
|2z|1/2
∑
n∈Z
(−1)ne(− n2/(4z))
=
y1/4
|2z|1/2
(
2
∑
n even
e
(− n2/(4z))−∑
n∈Z
e(−n2/4z)
)
=
y1/4
|2z|1/2
(
2
∑
n∈Z
e
(− n2/z)−∑
n∈Z
e(−n2/4z)
)
=
√
2θ(−1/z)− θ(−1/4z).
We use the transformation formula of θ(z) under γ2 :=
[
0 −1
1 0
]
; see [KS93, Page 202]
θ(−1/z) = i−1/2( z|z|)1/2 θ(z) + θ(z + 1/2)√2 .
By equations 4.1.1 and 4.1.1, we have
θ(τ1/2z) = e
−π/4( z
|z|
)1/2(
θ(z) + θ(z + 1/2)− θ(z)
)
= e−π/4
( z
|z|
)1/2
θ(z + 1/2).
We note that θσ1/w is invariant under Γ∞. Hence, we have
θσ1/w (z) := y
1/4
∑
n∈Z
bθ,1/w(n)e(nz),
where bθ,1/w(n) is the nth Fourier coefficient of θ(z) at cusp 1/w associated to scaling matrices σ1/w . In
the following lemma, we give the Fourier coefficients of θ(z).
Lemma 4.5. Let θ(z) = y1/4
∑
n∈Z e(n
2z) and σ1/w be the scaling matrices introduced above. Then θ(z)
has the following Fourier coefficients for each cusp 1/w of Γ0(4k). If w ≡ 0 mod 4 then
θσ1/w = θ(N
′′
1/wz),
|bθ,1/w(n)| : =
{(
N ′′1/w
)1/4
, if n = m2N ′′1/w for somem ∈ Z,
0, Otherwise.
If w ≡ ±1 mod 4 thenN ′′1/w = 4α and
θσ1/w(z) = θ(αz ± 1/4),
|bθ,1/w(n)| : =
{
α1/4, if n = m2α for somem ∈ Z,
0, Otherwise.
Finally if w ≡ 2 mod 4
θ1/w(z) = θ(N
′′
1/wz),
|bθ,1/w(n)| : =
{(
N ′′1/w
)1/4
, if n = m2N ′′1/w for somem ∈ Z,
0, Otherwise.
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Proof. We note that θ(z) is invariant under Γ0(4) and Γ0(4) has 3 cusps {0, 1/2,∞}. If w ≡ 0 mod 4 then
the cusp 1/w is equivalent to ∞ in Γ0(4) and the Fourier expansion of θσ1/w is given by the following
identity
θσ1/w(z) = θ(N
′′
1/wz).
If w = 4α+ 2 then 1/w is equivalent to 1/2 in Γ0(4) and we have
σ1/w =
[
1 0
4α 1
]
τ1/2
[
1 1/2
0 1
]
√
N ′′1/w 0
0 1/
√
N ′′1/w

 .
By the above decomposition and equation 4.1.1, we have
θ1/w(z) = θ(N
′′
1/wz).
If w = 4α+ 1 then 1/w is equivalent to 0 in Γ0(4) and we have
σ1/w =
[
1 1
4α 4α+ 1
]
τ0
[
1 1/4
0 1
] [√
N ′′/4 0
0 1/
√
N ′′/4
]
.
By the above decomposition and equation 4.1.1, we have
θ1/w(z) = θ(N
′′z/4 + 1/4).
Finally if w = 4α+ 3 then 1/w is equivalent to 0 in Γ0(4) and we have
σ1/w =
[ −1 1
−4(α+ 1) 4α+ 3
]
τ0
[
1 −1/4
0 1
] [√
N ′′/4 0
0 1/
√
N ′′/4
]
.
By the above decomposition and equation 4.1.1, we have
θ1/w(z) = θ(N
′′z/4− 1/4).
This completes the proof of our lemma.
Note that fσ1/w is invariant under Γ∞ = {
[
1 n
0 1
]
: n ∈ Z}. So, we can write the Fourier expansion of
fσ1/w at∞ and obtain
fσ1/w :=
∑
n6=0
bf,1/w(n)W1/4sgn(n),ir(4π|n|y)e(nx).
Next, we apply Hardy’s method in order to give the trivial bound on bf,1/w(n) the nth Fourier coefficient of
f at cusp 1/w. This method was implemented by Matthes for real analytic cusp forms [Mat92, Page 157].
Lemma 4.6. Let f be a weight 1/2 modular form defined on Γ0(4k) with Laplacian eigenvalue 1/4 + r
2
and |f |2 = 1. Then we have
|bf,1/w(m)| ≪ r
(1−1/4 sgn(m))
2 e
πr
2 N
′′1/2
1/w (1 +O(|r|−1)),
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Proof. Let Λy0 := {z = x + iy : |x| < 1/2 and y ≥ y0}. For each z ∈ H , we denote the number of
elements of the orbit of z by the discrete group σ−11/wΓ0(4k)σ1/w that lies inside Λy0 byN(z, 1/w, y0). For
each cusp 1/w of Γ0(4k), let
c1/w := min
{
c > 0 :
[∗ ∗
c ∗
]
∈ σ−11/wΓ0(4k)σ1/w
}
.
By definition of σ1/w in Proposition 4.1, it is easy to check that c1/w ∈ 1/N ′′1/wZ. Hence, c1/w ≥ 1/N ′′1/w.
By [Iwa02, Lemma 2.10], we have the following upper bound on N(z, 1/w, y0)
N(z, 1/w, y0) ≤ 1 + 10
c1/wy0
≤ 1 +
10N ′′1/w
y0
.
By inequality 4.1.1 and |f |2 = 1, we have
∫
Λy0
|f(σ1/wz)|2dµ(z) =
∫
σ−1
1/w
Γ0(4k)σ1/w\H
N(z, 1/w, y0)|f(σ1/wz)|2dµ(z) ≤
(
1 +
10N ′′1/w
y0
)
. (4.9)
Next, for each m ∈ Z, we give an upper bound on |bf,1/w(m)|, the mth Fourier coefficient of f at cusp
1/w defined in equation 4.1.1∫
Λy0
|f(σ1/wz)|2dµ(z) =
∑
n6=0
|bf,1/w(n)|2
∫ ∞
y0
|W1/4sgn(n),ir(4π|n|y)|2dy/y2
=
∑
n6=0
|bf,1/w(n)|24π|n|
∫ ∞
4π|n|y0
|W1/4sgn(n),ir(u)|2du/u2
≥ |bf,1/w(m)|24π|m|
∫ ∞
4π|m|y0
|W1/4sgn(m),ir(u)|2du/u2.
(4.10)
We take y0 := (4π|m|)−1 then by inequalities (4.9) and (4.10) we have
|bf,1/w(m)|2
∫ 2
1
|W1/4sgn(m),ir(u)|2du/u2 ≪ N ′′1/w. (4.11)
For t→∞ and bounded y, we have
Wsgn(m)1/4,ir(y) =
( Γ(−2ir)
Γ(1/2− µ− sgn(m)1/4)y
1/2+ir+
Γ(2ir)
Γ(1/2 + 2ir − sgn(m)1/4)y
1/2−ir
)
(1+O(t−1)).
(4.12)
By Stirling formula, we have
Γ(x+ iy) =
√
2πyx−1/2e−π|y|/2(1 +O(|y|−1)), x bounded,
By using the above asymptotic formula, equation (4.12) and (4.11), we have
|bf,1/w(m)|2 ≪ r1−1/4 sgn(m)eπrN ′′1/w(1 +O(|r|−1)),
with an absolute constant. This completes the proof of our lemma.
Finally, we compute the integral I(s) defined in equation 4.1. By Lemma 4.4 and unfolding method we
simplify the right hand side.
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Lemma 4.7. We have
I(s) = ψ(s)
∑
n≥1
ρ(n)
ns−1/2
.
where
ρ(n) :=
1√
2
∑
w odd
N ′′
N ′3/2
bf,1/w
(
(
2n
N ′w
)2N ′′w/4
)
+
∑
w even
N ′′
N ′3/2
bf,1/w
(
(
n
N ′w
)2N ′′
)
,
and
ψ(s) := 2ζ(s+ 1)(4π)−(s/2−1/4)
Γ(s/2 + 1/4 + ir)Γ(s/2 + 1/4− ir)
Γ( s+12 )
.
Proof.
I(s) : =
∫
Γ0(4k)\H
f(z)θ(z)E(
s+ 1
2
, z)dµ(z)
=
∫
Γ0(4k)\H
f(z)θ(z)
∑
1/w∈cusps
φ1/w(
s+ 1
2
)E1/w,4k(
s+ 1
2
, z)dµ(z)
=
∑
1/w∈cusps
φ1/w(
s+ 1
2
)
∫
Γ0(4k)\H
f(z)θ(z)E1/w,4k(
s+ 1
2
, z)dµ(z)
=
∑
1/w∈cusps
φ1/w(
s+ 1
2
)
∫
Γ0(4k)\H
f(z)θ(z)
∑
γ∈Γ1/w\Γ0(4k)
Im(σ−11/wγz)
s+1
2 dµ(z)
=
∑
1/w∈cusps
φ1/w(
s+ 1
2
)
∫
Γ1/w\H
f(z)θ(z)Im(σ−11/wz)
s+1
2 dµ(z)
=
∑
1/w∈cusps
φ1/w(
s+ 1
2
)
∫
Γ∞\H
f(σ1/wz)θ(σ1/wz)y
s+1
2 dµ(z)
=
∑
1/w∈cusps
φ1/w(
s+ 1
2
)
∫
Γ∞\H
f(z)σ1/wθ(z)σ1/wy
s+1
2 dµ(z).
By Lemma 4.5 and 4.6, we write I(s) as a Dirichlet series
I(s) =
∑
1/w∈cusps
φ1/w(
s+ 1
2
)
∑
n>0
bf,1/w(n)bθ,1/w(n)
∫ ∞
0
W1/4,ir(4π|n|y) exp(−2πny)ys/2−1/4dy/y
=
∑
1/w∈cusps
φ1/w(
s+ 1
2
)
∑
n>0
bf,1/w(n)bθ,1/w(n)
ns/2−1/4
∫ ∞
0
W1/4,ir(4πu) exp(−2πu)us/2−1/4du/u
= (4π)−(s/2−1/4)
Γ(s/2 + 1/4 + ir)Γ(s/2 + 1/4− ir)
Γ( s+12 )
∑
1/w∈cusps
φ1/w(
s+ 1
2
)
∑
n>0
bf,1/w(n)bθ,1/w(n)
ns/2−1/4
= ψ(s)
∑
n≥1
ρ(n)
ns−1/2
,
This completes the proof of the lemma.
Corollary 4.8. By Lemma 4.7 and Lemma 4.1, we have
Ω(s) =
√
2π−s−1/4ζ(s+ 1)Γ(s/2 + 1/4 + ir)Γ(s/2 + 1/4− ir)ks/2
∑
n≥1
ρ(n)
ns−1/2
. (4.13)
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4.2 Bounding the L2 norm of the theta transfer
Recall that f is a weight 1/2 modular form on Γ0(4k)\H with eigenvalue 1/4 + r2 and |f |2 = 1, and
ϕ(g) :=
∫
Γ0(4k)\H
Θ(x+ iy, g)f(x+ iy)
dxdy
y2
.
In the following theorem, we give an upper bound on the L2 norm of ϕ.
Theorem 4.9. Let f ,ϕ and r be as above. Then ϕ can be realized as a Maass form of weight 0 on Γ0(k)\H .
Moreover
|ϕ|2 ≪ cosh(−πr/2)(kr)9,
where the constant in≪ is absolute.
Proof. Recall that Θ(z, g) is Γ invariant from the left and K invariant from the right in g variable. By
Theorem 3.10, ϕ(g) is a Maass form of weight 0 on Γk\Vm,k by ϕ(v) := ϕ(gv), where v ∈ Vm,k and
gv ∈ SOqk is an element such that gvx0 = v. Define the involution τ : SOqk → SOqk by
τ(g) =

1 0 00 1 0
0 0 −1

 g

1 0 00 1 0
0 0 −1

 .
By definition of theta series at (3.17), it is easy to check that Θ(z, g) = Θ(z, τ(g)). As a result ϕ(g) =
ϕ(τ(g)) and this means that ϕ is an even Maass form on Γk\Vm,k. Recall the isomorphism between
PSL2(R) and SOqk that we introduced in (3.26):
γ ∈ PSL2(R)→ gγ ∈ SOq1 → B−1k gγBk ∈ SOqk ,
where Bk :=

k 0 00 1 0
0 0 1

 . Recall that we introduced an isomorphism between Γk\Vm,k and Γ′\H in
(3.25), where Γ0(k) ⊂ Γ′, by:
a :=

a1a2
a3

 ∈ Vm,k → za = −a3 + i
√
|m|
2ka1
∈ H.
As a result, we define the even Maass form u(z) with the Laplacian eigenvalue 1/4 + (2r)2 on the congru-
ence curve Γ0(k)\H by:
u(za) := ϕ(a).
Next, we relate the coefficients of Ω(s) defined in (4.2) to the Fourier coefficients of u(z) at the cups∞ of
Γ0(k). Recall that
Ω(s) :=
∫ ∞
0
ϕ(gt)t
s dt
t
,
where gt =

t 0 00 t−1 0
0 0 1

 ∈ G. By equation (3.25), zx0 = i/√k. Moreover, by isomorphism (3.26)
gt =

t 0 00 t−1 0
0 0 1

→
[√
t 0
0
√
t
−1
]
∈ SL2(R).
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Hence, ϕ(gt) = u(it/
√
k) and as a result
Ω(s) =
∫ ∞
t=0
u(it/
√
k)ts
dt
t
.
u(z) is an even Maass form with eigenvalue 1/4 + (2r)2 on Γ0(k), we write the Fourier expansion of u at
∞ and obtain
u(x+ iy) = 2
∞∑
n=1
au(n)n
−1/2 cos(2πnx)W0,2ir(4πny),
whereW0,2ir(y) is the usual Whittaker function which is normalized so that Wβ,µ(y) ≈ e−y/2yβ as y →
∞. By using the above expansion, we have
Ω(s) = 2
∫ ∞
t=0
∞∑
n=1
au(n)n
−1/2W2ir(4πnt/
√
k)ts
dt
t
= 2ks/2π−s
∞∑
n=0
au(n)
ns+1/2
∫ ∞
t=0
W2ir(4t)t
s dt
t
= ks/2π−s−1/2Γ(
s+ 1/2 + 2ir
2
)Γ(
s+ 1/2− 2ir
2
)
∞∑
n=1
au(n)
ns+1/2
.
(4.14)
where we used ∫ ∞
0
W2ir(4u)u
sdu
u
=
π−1/2
2
Γ(
s+ 1/2 + 2ir
2
)Γ(
s+ 1/2− 2ir
2
),
from [GR15].
By the equations (4.13) and (4.14), we obtain
√
2π−s−1/4ζ(s+ 1)Γ(s/2 + 1/4 + ir)Γ(s/2 + 1/4− ir)ks/2
∑
n≥1
ρ(n)
ns−1/2
= ks/2π−s−1/2Γ(
s+ 1/2 + 2ir
2
)Γ(
s+ 1/2− 2ir
2
)
∞∑
n=1
au(n)
ns+1/2
.
Hence,
√
2π1/4ζ(s+ 1)
∑
n≥1
ρ(n)
ns−1/2
=
∞∑
n=1
au(n)
ns+1/2
.
Therefore,
au(n) = n
1/2
√
2π1/4
∑
lm=n
l−1m1/2ρ(m),
where
ρ(m) :=
1√
2
∑
w odd
N ′′
N ′3/2
bf,1/w
(
(
2m
N ′w
)2N ′′w/4
)
+
∑
w even
N ′′
N ′3/2
bf,1/w
(
(
m
N ′w
)2N ′′
)
.
By Lemma 4.6 and Proposition 4.1, we have
ρ(m) ≤ 1√
2
∑
w odd
N ′′
N ′3/2
|bf,1/w
(
(
2m
N ′w
)2N ′′w/4
)|+ ∑
w even
N ′′
N ′3/2
|bf,1/w
(
(
m
N ′w
)2N ′′
)|
≪ r5/8eπr/2
∑
w Cusp of Γ0(4k)
N ′′3/2
N ′3/2
≪ r5/8eπr/2kǫ.
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Therefore,
|au(n)| ≪ n1/2
∑
lm=n
l−1m1/2|ρ(m)| ≪ n1+ǫ max
1≤m≤n
|ρ(m)| ≪ n1+ǫkǫr5/8eπr/2. (4.15)
Recall that u is a Maass form of weight 0 on the congruence group Γ0(k). We use [Iwa02, (8.17)], and
obtain ∑
|n|≤X
|νu(n)|2 = 8[SL2(Z) : Γ0(k)]−1X |ϕ|22 +O(rX7/8|ϕ|22).
where νu(n) =
(
4π
cosh 2πr
)1/2
au(n).We have
[SL2(Z) : Γ0(k)] = k
∏
p|k
(1 + 1/p) ≤ k log(k).
Let (kr)8+ǫ < X then the main term 8[SL2(Z) : Γ0(k)]
−1X |ϕ|22 dominates the error term O(rX7/8|ϕ|22)
and we obtain
|ϕ|22 ≪
k1+ǫ
X
∑
|n|≤X
|νu(n)|2. (4.16)
By inequality (4.15), we have
|νu(n)|2 =
( 4π
cosh 2πr
)|au(n)|2 ≪ cosh(−πr)n2+ǫkǫr5/4.
We apply the above inequality in (4.16) and obtain
|ϕ|22 ≪ cosh(−πr)k1+ǫr5/4
1
X
∑
1≤n≤X
n2+ǫ ≪ cosh(−πr)k1+ǫr5/4X2+ǫ.
By choosingX = (kr)8+ǫ, we deduce that
|ϕ|22 ≪ cosh(−πr)k17+ǫr18.
This completes the proof of our Theorem.
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