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Differential equations are considered which contain a small parameter. When the
parameter is zero the equation is autonomous with a hyperbolic equilibrium and a
homoclinic solution. No restriction is placed on the dimension of the phase space
or the dimension of intersection of the stable and unstable manifolds. Sufficient con-
ditions on the perturbation terms for producing a transverse homoclinic solution
and hence chaos are obtained. The technique follows the work of Palmer using
exponential dichotomies and the method of LyapunovSchmidt.  1996 Academic
Press, Inc.
INTRODUCTION
The analytic method for homoclinic bifurcation problems was introduced
by Chow et al. in [1] and Palmer in [7]. Since then, several authors
have generalized this work so that the linearized equation around the
homoclinic solution can have several bounded solutions. Included here is
our work in [4, 5].
In [5] we obtained conditions for the persistence of homoclinic solutions
under small periodic perturbations. The purpose of the present work is to
show that such homoclinic solution is transversal. The transversality is
important to the homoclinic solution since it implies chaos. In [1] the
authors pointed out that since the homoclinic solution existed for an open
set of parameter values, it must be transversal. However, they did not offer
further details.
In [6], Hale and Lin considered as elements of a function space the
vector fields that have homoclinic solutions. They showed that such vector
fields form a codimension d manifold if the linear variational equation has
d bounded solutions. This completed [1]. When applied to the present case
it will imply that the homoclinic solution obtained must be transversal.
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However, this approach is still indirect. The present work gives a direct
proof of the transversality.
We consider differential equations of the form
x* (t)=f (x(t), +, t) (1)
with x # Rn, + # RN and make the following assumptions:
(i) f is C3 in all its arguments.
(ii) f (x, 0, t) is independent of t so that we can write
f (x, +, t)=f0(x)+ :
N
k=1
+k fk(x, +, t).
(iii) For all sufficiently small |+|, x=0 is a hyperbolic equilibrium.
That is, f (0, +, t)=0 and the eigenvalues of Df0(0) lie off the imaginary
axis.
(iv) f is periodic in t.
(v) There exists a homoclinic solution when +=0. That is,
there exists a differentiable function, t  #(t), such that #* =f0(#(t)) and
limt  + #(t)=limt  & #(t)=0.
In [5] we established sufficient conditions for (1) to have a homoclinic
solution when +{0. Our objective here is to extend those results to find
conditions on the perturbation terms such that (1) has a transverse
homoclinic orbit. In this case the period map has the usual chaotic
properties.
Note that no restriction is placed on the intersection of the stable and
unstable manifolds for the unperturbed equation x* =f0(x). In (iii) we
assume that fk(0, +, t)=0 for k1 but this is for convenience only. When
this condition is not satisfied we can subtract a small periodic solution. For
details see the section following Theorem 13 in [5].
In (1) we make the change of variable {=t&: and then change back to
t to get
x* =f (x, +, t+:)=f0(x)+ :
N
k=1
+k fk(x, +, t+:). (2)
If t  x(t) is a solution to (2) then t  x(t&:) is a solution to (1). The
advantage in (2) is the presence of the additional parameter :.
Our work follows closely the techniques and results of Palmer [7]. Our
principal point of departure is Theorem 1 below which is taken from [5].
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This result establishes a two-sided exponential dichotomy for the varia-
tional equation u* =Df0(#)u. It is this result which eliminates any restriction
on the intersection of the invariant manifolds.
The impetus for this work came from conversations with Michal Fec kan
during a Fulbright visit to Bratislava. He has kindly read and corrected
early drafts. For similar results obtained with a different technique see his
recent work [3].
EXPONENTIAL DICHOTOMIES
We begin with the linear equation u* =A(t)u which will serve as the
variational equation below. The following result is Theorem 2 in [5] with
a slight change of notation.
Theorem 1. Let t  A(t) be a matrix-valued function continuous for
t # R. Suppose there exists a constant matrix, A0 , and a scalar b>0 such
that
sup
t
|A(t)&A0| eb |t|<.
Suppose also the eigenvalues of A0 satisfy |R(*)|3a for some a>0. Then
there exists a fundamental solution, U, for the differential equation u* =A(t)u
along with a constant K0>0 and four projections Pss , Psu , Pus , Puu such that
Pss+Psu+Pus+Puu=I and such that the following hold:
(i) |U(t)(Pss+Psu) U(s)&1|K0e2a(t&s) for ts0,
(ii) |U(t)(Puu+Pus) U(s)&1|K0e2a(s&t) for st0,
(iii) |U(t)(Pss+Pus) U(s)&1|K0e2a(s&t) for 0st,
(iv) |U(t)(Puu+Psu) U(s)&1|K0e2a(t&s) for 0ts.
Furthermore, there exists an integer d0 such that rank(Pss)=
rank(Puu)=d.
In this notation the first subscript denotes exponential decay, ‘‘s’’, or
exponential growth, ‘‘u’’, at &. The second subscript denotes the same
for +. Explicit examples of this theorem can be found in [4] and [5]
as well as below.
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We shall let uj denote column j of U and assume that these are numbered
so that
Id 0d 0 0d 0d 0
Puu=_0d 0d 0& , Pss=_0d Id 0& .0 0 0 0 0 0
Here, Id denotes the d_d identity matrix and 0d denotes the d_d zero
matrix. We also let u=i denote row i of U
&1.
Following [5] we use U, Pss and a from Theorem 1 and define the
Banach spaces
Z=[z # C0(R, Rn) : sup
t
|z(t)| ea |t|<]
Z ={z # Z : |

&
Puu U(t)&1 z(t) dt=0=
with norm the supremum in the definition.
Integration of the inequalities in Theorem 1 yields the following result.
Theorem 2. Let U, Pss , Psu , Pus , Puu be as in Theorem 1. Then there
exists a constant, B>0, such that for any z # Z the following hold :
(i) |
0
t
|U(t)(Pss+Psu) U(s)&1 z(s)| dsB &z& for t0,
(ii) |
t
&
|U(t)(Puu+Pus) U(s)&1 z(s)| dsB &z& for t 0,
(iii) |
t
0
|U(t)(Pss+Pus) U(s)&1 z(s)| dsB &z& for t0,
(iv) |

t
|U(t)(Puu+Psu) U(s)&1 z(s)| dsB &z& for t0.
We use the preceding result to define the following variation of constants
map K: Z  Z.
(Kz)(t)=U(t) _&|

0
PsuU(s)&1 z(s) ds+|
t
0
(Pss+Psu) U(s)&1 z(s) ds
+|
t
&
(Pus+Puu) U(s)&1 z(s) ds&
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=U(t) _|
0
&
PusU(s)&1 z(s) ds+|
t
0
(Pss+Pus) U(s)&1 z(s) ds
&|

t
(Psu+Puu) U(s)&1 z(s) ds&.
In this definition, the first and second forms are intended for t0 and
t0, respectively.
Now consider the nonhomogeneous equation
z* =A(t)z+h (3)
with A as in Theorem 1. If h # Z then Kh is a solution in Z for (3) satisfying
( (Kh)(0), u=j+d (0))=0, 1jd and the general solution in Z is
z=UPss;+Kh= :
d
j=1
;juj+d+Kh
for a constant vector ;.
Next, let 8: R  R be a smooth function satisfying supt |8(t) uj (t)|<
for all j and & 8(t) dt=1. Then define a projection 6: Z  Z by
(6z)(t)=8(t) |

&
U(t) PuuU(s)&1 z(s) ds
=8(t) :
d
i=1
ui (t) |

&
(u=i (s), z(s)) ds.
It is easy to check that Im(I&6)=Z and
|

&
(u=i , z* &Az) dt=0 for z # Z, 1id (4)
so that
6(z* &Az)=0. (5)
For details see [5].
Now consider (3) for h # Z. Using 6 we decompose the problem of
solving for z # Z into
z* =A(t)z+(I&6)h,
6h=0.
We can solve the first of these for z # Z. The second of these becomes our
bifurcation equation.
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In the language of dichotomies, see Coppel [2], we see that Theorem 1
provides a two-sided exponential dichotomy. For t0 an exponential
dichotomy is given by the fundamental solution U and the projection
Puu+Pus while for t0 such is given by U and Pss+Pus . Note that if d=0
then Pss=Puu=0 and there exists one exponential dichotomy valid on the
whole line.
Our application of Theorem 1 will be to the variational equation u* =
Df0(#)u obtained from (1) with +=0 and using the homoclinic solution #.
This equation always has at least one solution, #* , which exhibits exponen-
tial decay at both \ so we know d1. More generally, in this case, the
integer d represents the dimension of intersection of the stable and unstable
manifolds of the origin.
Suppose #+ denotes a homoclinic solution for (1) when +{0. The varia-
tional equation along #+ is
u* =Df0(#+)u+ :
N
k=1
+k D1 fk(#+ , +, t)u
but we have
# +=Df0(#+)#* ++ :
N
k=1
+k D1 fk(#+ , +, t)#* ++ :
N
k=1
+k D3 fk(#+ , +, t).
Due to the extra term in this last equation, #* + need not be a solution to
the variational equation along #+ and, furthermore, it is possible that the
perturbed variational equation has no nonzero solution exhibiting
exponential decay at both \ in which case d=0.
We see that the condition d=0 for the perturbed variational equation
has several interpretations. By definition it means that there exist no non-
zero solutions with exponential decay at both \. By the stable manifold
theorem this is equivalent to the condition that there exist no nonzero
bounded solutions. As mentioned above, d=0 implies the existence of an
exponential dichotomy on the whole line. The geometric meaning is that
for the perturbed equation the stable and unstable manifolds meet trans-
versely.
Our next result will provide the hypothesis necessary that the variational
equation for the perturbed equation satisfy d=0. We consider equations of
the form u* =(A(t)+S(t))u where t  S(t) is a bounded matrix-valued
function. S defines a function S : Z  Z defined by (S z)(t)=S(t) z(t) with
&S &supt |S(t)|.
Theorem 3. Let x* =A(t)x be as in Theorem 1 along with U, a, d
and the four projections Pss , Psu , Pus , Puu . Let t  S(t) be a bounded
312 JOSEPH GRUENDLER
File: 505J 315907 . By:BV . Date:12:09:96 . Time:10:53 LOP8M. V8.0. Page 01:01
Codes: 2371 Signs: 1382 . Length: 45 pic 0 pts, 190 mm
matrix-valued function continuous for t # R. Suppose that &S & is sufficiently
small so that I&K(I&6)S is invertible. Define a d_d matrix F(S) by
F(S) ij=|

&
(u=i , S [I&K(I&6)S ]
&1 uj+d) dt, 1i, jd.
If F(S) is nonsingular then the differential equation u* =(A(t)+S(t))u
satisfies d=0.
Proof. We must show that the equation x* =(A+S)x has no nonzero
solutions in Z. The problem of solving this equation is equivalent to the
two equations
x* =Ax+(I&6) S x, (6a)
6S x=0. (6b)
Now, x # Z is a solution to (6a) if and only if x=UPssa+K(I&6) S x
for some a # Rn so that x=[I&K(I&6)S ]&1 UPssa.
Equation (6b) now becomes
0=6S x=6S [I&K(I&6)S ]&1 UPssa
=8 :
d
i=1
ui |

&
(u=i , S [I&K(I&6)S ]
&1 UPssa) ds
=8 :
d
i, j=1
ui aj+d |

&
(u=i , S [I&K(I&6)S ]
&1 uj+d) ds
=8 :
d
i, j=1
F(S) ij uiaj+d .
If F(S) is nonsingular then this last equation requires aj+d=0, 1jd
and hence x=0. K
PERTURBATION THEORY
We now turn our attention to (2). Henceforth we shall let U, d, Pss , Psu ,
Pus , Puu be the corresponding quantities obtained by applying Theorem 1
to the variational equation u* =Df0(#)u. In addition to the conventions
mentioned following Theorem 1 we shall assume u2d=#* . This is always
possible since, as a solution in Z to the variational equation, #* can be
expressed as a linear combination of columns ud+1 through u2d of U and
a linear change of coordinates among these columns will not affect the
projections.
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The following result is Theorem 8 in [5].
Theorem 4. There exist a connected open set V/RN_Rd&1 with
(0, 0) # V and C2 functions H: V_R  Rd and 1: V_R  Z denoted
H(+, ;, :), 1(+, ;, :) with the following properties:
(i) If H(+, ;, :)=0 then 1(+, ;, :) is a homoclinic solution to (2),
(ii) 1(0, 0, :)=#,
(iii)
1
;k
(0, 0, :)=uk+d ,
(iv) H(0, 0, :)=0,
(v)
Hi
+j
(0, 0, :)=|

&
(u=i (t), fj (#(t), 0, t+:)) dt,
(vi)
Hi
;j
(0, 0, :)=0,
(vii)
2Hi
;j ;k
(0, 0, :)=|

&
(u=i , D
2f0(#) uj+duk+d) dt.
Motivated by this result we are lead to make the following definitions for
+ # RN, ; # Rd&1, : # R.
aij (:)=|

&
(u=i , fj (#(t), 0, t+:)) dt {1id1 jN
bijk=|

&
(u=i , D
2f0(#) uj+d uk+d) dt {1id1 j, kd&1
Mi (+, ;, :)= :
N
j=1
aij (:) +j+
1
2
:
d&1
j, k=1
bijk ;j;k , 1id.
The conditions for the existence of a homoclinic solution are
H(+, ;, :)=M(+, ;, :)+ } } } =0.
Our next result shows that it is sufficient to solve the equation M(+, ;, :)=0.
This next result is a slight modification of Theorem 12 in [5]. In this
modified form the hypotheses are also sufficient for transversality of the
homoclinic orbit as will be shown below.
Theorem 5. Let x* = f (x, +, t+:) be as in (2), H as in Theorem 4 and
M as above. If M(+0 , ;0 , :0)=0 and D (;,:)M(+0 , ;0 , :0) is nonsingular then
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there exist an open interval, J, containing zero and C2 functions : J  Rd&1,
,: J  R with (0)=0, ,(0)=0 such that H(s2+0 , s(;0+(s)), :0+,(s))
=0 for s # J.
In particular, this implies that for s # J the equation x* = f (x, s2+0 , t+
:0+,(s)) has a homoclinic solution, #s , C2 in s, satisfying #0=# and
#s
s } s=0= :
d&1
k=1
;0, kuk+d .
Proof. Define the C2 function F : Rd&1_R_R  Rd by
F(x, y, s)={
1
s2
H(s2+0 , s(;0+x), :0+ y), for s{0
M(+0 , ;0+x, :0+ y), for s=0.
Then F(0, 0, 0)=0 and D(x, y)F(0, 0, 0) is nonsingular. By the implicit
function theorem there exist an open interval, J, containing zero and two
C2 functions : J  Rd&1, ,: J  R such that (0)=0, ,(0)=0 and such
that
H(s2+0 , s(;0+(s)), :0+,(s))=0.
The result now follows from Theorem 4 where we take
#s=1(s2+0 , s(;0+(s)), :0+,(s)). K
We now come to the main result of this work.
Theorem 6. Let x* = f (x, +, t) be as in (1) and let the function M be as
above; suppose that M(+0 , ;0 , :0)=0 and that D(;, :)M(+0 , ;0 , :0) is
nonsingular. Then there exists $>0 such that when 0<|s|<$ the period
map for the equation x* = f (x, s2+0 , t) has a transverse homoclinic point and
hence exhibits chaos.
Proof. Let ,: J  R and #s be as in Theorem 5. The variational
equation along #s is
u* =[Df0(#)+S(s)]u (7)
where
S(s)=Df0(#s)&Df0(#)+s2 :
N
k=1
+0, k D1 fk(#s , s2+0 , t+:0+,(s)).
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Following [7] it is sufficient to show that (7) satisfies d=0 and hence has
an exponential dichotomy on the whole line.
Let h=(#ss)| s=0. From Theorem 5, h=d&1k=1 ;0, kuk+d . Note that
S(0)=0, S$(0)=D2f0(#)h.
In the notation of Theorem 3 we let Q(s)=F(S(s)) and write Q(s)=
[qij (s)]. We must show that Q(s) is nonsingular for sufficiently small
nonzero |s|.
We have
Q(0)=0. (8)
Next we compute
q$ij (0)=|

&
(u=i , S$(0) uj+d) dt
=|

&
(u=i , D
2f0(#) huj+d) dt
= :
d&1
k=1
;0, k |

&
(u=i , D
2f0(#) uk+duj+d) dt.
From this last equation we get
q$ij (0)= :
d&1
k=1
bijk;0, k , 1id, 1 jd&1. (9)
We need a separate calculation for qid . That #s is a solution to the
perturbed equation means
#* s=f0(#s)+s2 :
N
k=1
+0, k fk(#s , s2+0 , t+:0+,(s)).
Differentiating the previous equation with respect to s yields h4 =Df0(#)h
while differentiating with respect to t yields
# s=Df0(#)#* s+S(s)#* s+s2 :
N
k=1
+0, k D3 fk(#s , s2+0 , t+:0+,(s)) (10)
and from (5) and (10)
6 _S(s)#* s+s2 :
N
k=1
+0, k D3 fk(#s , s2+0 , t+:0+,(s))&=0. (11)
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Consider the equation
u* =Df0(#)u+S(s)#* s+s2 :
N
k=1
+0, k D3 fk(#s , s2+0 , t+:0+,(s)).
From (10) we know that #* s is a solution to the preceding equation. Using
the property of the variation of constants map, K, defined above and (11)
we have
#* s=K _S(s)#* s+s2 :
N
k=1
+0, k D3 fk(#s , s2+0 , t+:0+,(s))&+UPssc(s)
=K(I&6) _S(s)#* s+s2 :
N
k=1
+0, k D3 fk(#s , s2+0 , t+:0+,(s))&+UPss c(s)
for some C2 function c: J  Rn defined on an interval, J, containing zero.
The entries of c other than cd+1 , ..., c2d are arbitrary and can be taken as
zero. Evaluating the preceding equation at s=0 yields UPssc(0)=#* and by
substituting this we get an equation of the form
#* s=K(I&6) S(s)#* s+#* +s :
d
k=1
c$k+d (0) uk+d+O(s2).
Choose $1>0 so that when |s|<$1 , I&K(I&6) S (s) is invertible. Then
for s in this range the preceding equation can be solved for #* s to yield
[I&K(I&6) S (s)]&1 #* =#* s&s :
d
k=1
c$k+d (0) uk+d+O(s2)
and, using (10),
S (s)[I&K(I&6) S (s)]&1 #*
=S(s)#* s&s2 :
d
k=1
c$k+d (0) S$(0) uk+d+O(s3)
=# s&Df0(#)#* s&s2 :
N
k=1
+0, k D3 fk(#, 0, t+:0)
&s2c$2d (0) D2f0(#) h#* &s2 :
d&1
j,k=1
c$k(0) ;0, j D2f0(#) uj+d uk+d+O(s3).
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Next, using D2f0(#) h#* =h &Df0(#)h4 and (4),
qid (s)=|

&
(u=i , S (s)[I&K(I&6) S (s)]
&1 #* ) dt
=&s2 :
N
k=1
+0, k |

&
(u=i , D3 fk(#, 0, t+:0)) dt
&s2 :
d&1
j, k=1
c$k(0) ;0, j |

&
(u=i , D
2f0(#) uj+duk+d) dt+O(s3)
=&s2 :
N
k=1
a$ik(:0) +0, k&s2 :
d&1
j,k=1
c$k(0) ;0, jbijk+O(s3). (12)
Combining (8), (9) and (12) we have
det(Q(s))=&sd+1 det(D(;, :) M(+0 , ;0 , :0))+O(sd+2).
Let us summarize. From this last equation there exists $ with 0<$$1
such that Q(s) is nonsingular when 0<|s|<$. Then by Theorem 3, (7) has
an exponential dichotomy on the whole line. The theorem now follows
from [7]. K
EXAMPLE
To illustrate our theory we adapt an example from [5]. Consider the
equations
x =x&2xz2+x* 2++1 cos |t&+2z
y = y&2yz2+x* y*
z =z&2z3+yy* ++1 cos |t+(+2&+1)z* .
We work in the phase space (x, x* , y, y* , z, z* ) and introduce r(t)=sech t
to simplify our formulas. When +=0 the origin is an equilibrium with
eigenvalues [&1, &1, &1, 1, 1, 1] and there is a homoclinic solution given
by #=(0, 0, 0, 0, r, r* ).
The variational equation, u* =Df0(#)u, can be written
u 1=(1&2r2)u1 , u 3=(1&2r2)u3 , u 5=(1&6r2)u5 .
These equations have the solutions u1=r, u3=r, u5=r* and for each equa-
tion a second solution can be found by variation of constants. This yields
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a fundamental solution, U below, as given in Theorem 1 and satisfying the
succeeding assumptions.
U=_
,r 0 0 r 0 0
& .
(,r). 0 0 r* 0 0
0 ,r 0 0 r 0
0 (,r). 0 0 r* 0
0 0 r* 0 0 r*
0 0 (r* ). 0 0 r
Here, , and  satisfy ,4 r2=1, 4 r* 2=1. It is easy to check that we have
u=1 =_
&r*
& , u=2 =_
0
& , u=3 =_
0
& .
r 0 0
0 &r* 0
0 r 0
0 0 &r
0 0 r*
Our bifurcation function becomes
M1(+, ;, :)=a11(:) +1+2+2&
?
8
;21
M2(+, ;, :)= &
?
8
;1 ;2
M3(+, ;, :)=a31(:) +1&
2
3
+2&
?
8
;22
where
a11(:)=&? cos |: sech ?|2
a31(:)= 23&?| sin |: sech ?|2.
We can apply Theorem 6 twice. For the first case we choose :0 satisfying
&?2<|:0<?2
and then take
+0=
?
16 \
2
a11(:0)+3a31(:0)
,
3a31(:0)
a11(:0)+3a31(:0)+
;0=(1, 0).
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We assume | is chosen large enough so that a11(:)+3a31(:)>0. Then +0
is defined, +0, 1>0 and :0 is restricted so that a$31(:0){0. We have
&?4 0 a$11(:0) +0,1
D(;, :) M(+0 , ;0 , :0)=_ 0 &?8 0 & .0 0 a$31(:0) +0, 1
Theorem 6 now applies. By varying :0 we get an open, fan-shaped region
in the +1&+2 plane such that for each + in the region the differential equa-
tion exhibits chaos. The limiting slopes for the edges of the region are
m=1\ 32?| sech ?|2.
For our second case we choose :0 so that 0<||:0|<? and then take
+0=
3?
16 \
2
a11(:0)+3a31(:0)
,
&a11(:0)
a11(:0)+3a31(:0)+
;0=(0, 1).
Now we have
0 0 a$11(:0) +0, 1
D(;, :) M(+0 , ;0 , :0)=_&?8 0 0 & .0 &?4 a$31(:0) +0,1
Here we have restricted :0 so that a$11(:0){0. We get a second open,
fan-shaped region with limiting slopes
m=\
?
2
sech ?|2.
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