In this paper, a denoising algorithm and simulation experiments of algorithm based on wavelet transform and support vector machine (SVM) image is proposed, a new method is adopted in the selection of characteristic vector of support vector machine, based on training of support vector machine, the support vector machine model is used to distinguish between noise and the original image, to achieve the effect of denoising. The experimental results show that the method can well remove the noise, and can save some important details of images, compared with other denoising method based on wavelet transform, it has a good advantage. Support vector machine is a Vapnik8, et al., first proposed in 1995, because of the support vector machine is suitable for dealing with small sample, high dimension and better generalization performance and so on many aspects of advantages, is widely used in the classification problem. Support vector machine method is based on VC dimension theory and structure risk minimum principle basis, we can calculate it for support vector classification and better ability to distinguish, and probably in support vector attachment midperpendicular direction is the position of the optimal hyperplane. Hyperplane can maximize classification intervals to ensure the accuracy of classification and minimum classification error.
Introduction
With the continuous development of social informatization and the enhanced ability of the computer processing, people now have entered the information era of life, images and more and more closely related to people's life and production, has been applied to the digital television, television, telephone, military, aerospace, medical, industrial, agriculture and other aspects. However, due to the image in the process of acquisition, compression, conversion and transmission, to avoid the moderating effect of their own equipment and a variety of external factors, to produce some unnecessary noise, such as electronic noise, speckle noise, the photon noise and quantization noise. So most of the real image with noise, if the signal-to-noise ratio is too low, can affect the quality of the image, which caused a big trouble to people's actual needs. In order to improve the image quality and quality, provide convenience to people's production and life, image denoising has become a hot issue study in various fields. A good denoising method is in does not affect the image under the premise of important details, as much as possible to remove noise.
In the field of image denoising, people are given the multi-resolution characteristic of wavelet transform is widely adopted; the denoising method based on wavelet coefficient is the researchers usually adopt algorithm. Image denoising in a certain sense is to separate the noise and the image process, the actual is a classification problem. Support vector machine as a good classifier, gradually received widespread attention in the field of image processing. Such as the United States postal handwritten digital library recognition, face detection, validation, denoising, image segmentation, and involves the theory of support vector machine and got a great success. This chapter puts forward a kind of based on wavelet transform and support vector machine de-noising algorithm, the experiment results show that the method can achieve higher peak signal to noise ratio, has the very good denoising effect.
Related Works
Support vector machine (SVM) in the aspect of image denoising has been very widely used, for example: Wang Shunli presents an image denoising method based on support vector machine (SVM), the method using support vector regression technology structure filter required for image denoising; One of the feature extraction and the design of the training sample aimed at curbing the different types of noise. FuYan proposed a weighted SVM based on feature combination and image denoising methods, according to the correlation of adjacent pixels in the image and the characteristics of the salt and pepper noise, extract contains a variety of noise in the image characteristics. Zhang Xuegong put forward at the center of the Support vector machine (Central Support VectorMachines, CSVM) method, each type of training sample set clustering is divided into several subsets, center with a subset of the new training sample set training SVM; Keerthi modification method put forward by the NPA (Nearly PointAlgorithm) recently points method, to a certain extent, improve the convergence speed of the proposed method. Based on support vector machine (SVM) the singular point of capture performance, Ma Xueliang will support vector regression model generation support vector filter and the sampling direction filter bank, is applied to the remote sensing in the SAR image denoising.
The traditional statistics is by gradual theory to explore the samples tends to infinite time's characteristics; explore the joint degree of mathematical models and assumptions. Statistical method processing mainly can be divided into three stages: data collection, data analysis, reasoning, classification and prediction. Common statistical methods include regression analysis, cluster analysis, exploratory analysis and discriminate analysis Support vector machine (SVM) is based on VC dimension theory and structural risk minimization principle. Its main idea is to the problem, two kinds of classification is mapped to high-dimensional space to seek a hyperplane as segmentation of two types of problems, to ensure the minimum classification error rate. Support vector machine (SVM) to handle the linearly separable case and the linear inseparable, classification is a very practical tool. Support vector machine (SVM) is based on statistical theory arises at the historic moment, it is based on VC dimension theory and structural risk minimization principle, independent found beneficial to support vector classification, so as to construct the classification hyperplane. Support vector machine (SVM) by learning to find the optimal hyperplane, has the largest classification interval. The basic idea of SVM is by using kernel function to low-dimensional input space data mapped to high-dimensional feature space, the low dimensional linear inseparable problem under the high dimensional space become linearly separable.
Empirical risk minimum principle of consistency can be described as: the function set L (m , n)and probability distribution function F( x, y) , in the case of infinitely many samples if can converge to the same limit value, said the empirical risk minimum consistency. And the actual risk and empirical risk with at least  1probability to satisfy the following formula [3] :
, actual risk is composed of empirical risk and confidence limit, confidence limit to reflect the real risk and the upper bound of the empirical risk difference, it is associated with the VC peacekeeping sample of function sets, it gets bigger and bigger with VC dimension h smaller with sample sizes l .
Structural risk minimization generally there are two ways: first, calculate each subset of the empirical risk minimum, and then select the empirical risk and confidence interval is the smallest; Second, the constructor sets the empirical risk minimum, and then select the confidence interval, the smallest (support vector machine is based on the second thought). Structural risk minimization principle is in the case of limited samples, have found empirical risk and confidence interval, this approach can achieve the ideal.
Image Denoising Process Design
In the field of image denoising, people are given the multi-resolution characteristic of wavelet transform is widely adopted, which is based on the wavelet coefficient denoising method [1] is the researchers usually adopt the algorithm. For an image, the edge and contour and texture are mainly concentrated on the high frequency information, describe the detail of the image changes, and the noise is due to the randomness, is usually included in the high frequency information. Therefore, at the same time of denoising is bound to be detrimental to details, to be a good reservation details are difficult to achieve the ideal denoising. How to do to find an ideal compromise balance is crucial. Wavelet threshold denoising method is applied in the traditional wavelet transform denoising most widely, and its basic ideas are as follows: (1) the image for discrete wavelet decomposition, get the high frequency subband and low-frequency subband and wavelet coefficients of each direction. (2) Threshold. Determine the threshold for parties to the wavelet coefficient threshold upward. (3) Using the modified coefficient of inverse wavelet image for image reconstruction。 Some scholars in the training process for support vector machine optimization problem, puts forward some improvement of genetic algorithm and neural network algorithm combining with algorithm, greatly improving the efficiency of support vector machine, save the training time. With existing machine learning, such as neural network, fuzzy compared such as machine learning, artificial intelligence, genetic method, support vector machine has a more solid theoretical foundation and better generalization ability and strong nonlinear and high dimensional processing ability. Can be expected, in quite a long time in the future, about this aspect of the further research will bring about a sustainable development boom.
In this process, the selection of threshold is suitable is the most key factors influencing the denoising effect is good or bad. Threshold selection is too small, will keep too much noise, cannot achieve the expected effect of denoising; the coefficient of threshold selection is too large, can make the image too much into 0, damaged the image blur. Generally on the choice of the threshold, there are two major categories: [2] soft threshold and hard threshold. Hard threshold denoising is easy to cause the image edges mutations, method of soft threshold denoising images sometimes too smooth. The traditional threshold denoising method, large size threshold is given, the denoising effect is often certain subjectivity and randomness, in many cases, can't get a satisfactory result. Support vector machine as a new classification algorithm, was widely used in many fields. Its algorithm in image denoising process is: to contain noise image wavelet decomposition, and then select eigenvectors, training and support vector machine classification, finally the image reconstruction.
(1)Wavelet decomposition [4, 5] : the noise image J levels discrete wavelet transform, get A low-frequency subband A and high frequency subband In the upper left corner for each level of the approximate part, i.e., the low frequency component, the upper right corner to horizontal component, the lower left corner as the vertical component, the lower right corner of the diagonal components. The main part of the image for the low frequency part, reason of low frequency part decomposition step by step, and get rid of the rest of the high frequency part is the image multistage decomposition (2) . Select eigenvectors: for support vector machine classification process, the characteristic vector selection of a great influence on classification results. By using properties of the wavelet coefficient, use neighborhood wavelet coefficients of the average amplitude values to do select eigenvectors as an important reference basis. First of all, will get the wavelet coefficient after wavelet decomposition as below for processing [6] :
Among them j T is as the threshold value of the series, 
Among them, ( ( , ) ) , ( , ) 0.6745
In the high frequency part , 1, 2,j D j J  of image, if the window dimension of 2 n + 1, this window corresponds to the neighborhood center wavelet coefficients of the average amplitude value [7] is:
Then the feature vector is: (5) (3) Support vector machine training: support vector machine has many characteristics, one of them is raising dimension for data processing, support vector machine parameters and the dimension of feature space there is no direct relationship. Raising dimension here is implemented by kernel function, different kernel function to map the characteristics of the different space, the index of different feature space is unable to compare. Minimize cross validation method is used to determine the parameters for the kernel function in this paper, the selection of kernel function for radial basis kernel function, as shown below [8, 9] : 2 2 ( , ) exp
       (6) Each of which corresponds to a support vector function center, they all be determined by the algorithm and its output value. (4)Support vector machine classification: use the trained support vector machine to classify the wavelet coefficients of high frequency subband. All of the high frequency coefficients will be divided into two categories: noise coefficient and the noise coefficient. When the support vector machine when the output is 1, high frequency coefficient is the noise factor; when the output of the support vector machine when the result is 1, high frequency coefficient represents the noise coefficient. ( 5 ) Image reconstruction: the noise coefficient follows below equation for soft threshold processing [10] :
Among them k ij W is wavelet coefficient after soft threshold processing, k ij w is the wavelet coefficient before processing, T as the threshold value, the change with classification number according to (3), using wavelet coefficients obtained by inverse wavelet reconstruction after denoising images can be obtained.
Experiment and Analysis
The original image, each House and Lena adding different levels of gauss noise and salt and pepper noise, and then the method in this paper made a comparison and reference method [14] . Gives a denoising method based on wavelet coefficient relation, it is compared with the traditional threshold denoising method has higher peak signal to noise 
Conclusion
This paper proposes a denoising method based on support vector machine and the simulation experiment of the algorithm. The focus of this chapter is on the selection of support vector machine (SVM) eigenvector adopted a new method, first the image wavelet decomposition to get the wavelet coefficients in all directions, the coefficient of threshold 01 normalized processing yes coefficient, and then by choosing qualified neighborhood average amplitude of wavelet coefficient values as a feature vector. Based on support vector machine of training, the support vector machine model is used to distinguish between noise and the original image, to achieve the effect of denoising. The experimental results show that the method can well remove the noise, and can save images of some important details, with other denoising method based on wavelet transform is compared, has a good advantage
