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Abstract 
 
 
Research applications of nuclear magnetic resonance (NMR) span a broad range of fields 
and disciplines.  The work presented in this dissertation attests to this fact.  Specifically, 
the research topics discussed in the body of this work employ NMR spectroscopy and 
imaging to characterize the water diffusion and NMR relaxation times ex vivo in rabbit 
Achilles tendon and, in a clinical setting, employ functional magnetic resonance imaging 
(fMRI) to investigate the behavior of different neural networks over a period of sustained 
activity.   
In the ex vivo in rabbit Achilles tendon work, a series of studies were performed.  First, 
the diffusion-time dependence of the water apparent diffusion coefficient (ADC) was 
characterized in a spectroscopic mode with the samples subjected to different states of 
tensile loading.  The results of this study demonstrated:  (1) the anisotropy of the 
diffusion of water through tendon; (2) the ADC is diffusion-time dependent; (3) the 
values of the ADC(tdif) curve increased with tensile loading; (4) a change at the short 
diffusion-time points that is consistent with the interpretation of a load-induced increase 
in the collagen fibril packing density; and (5) an increase in the water ADC at long 
diffusion times, hypothesized to be due to T1 editing.   
To further investigate these issues, another series of ex vivo in rabbit Achilles tendon 
experiments was performed that employed NMR imaging to spatially characterize the 
water ADC, T1 and T2 relaxation time constants.  As with the spectroscopic work, these 
studies were also conducted with the tendon samples subjected to different states of 
tensile loading.  The results from these imaging experiments demonstrated:  (1) two 
regions with distinct differences in signal intensity across the tendon: a thin region of 
  - ix -   
high signal intensity at the peripheral rim of the tendon that encircles a region of low 
signal intensity in the central core of the tendon; (2) a higher diffusion anisotropy ratio in 
the tendon central core relative to the peripheral rim; (3) upon tensile loading, significant 
increases in the ADC of water in the peripheral rim region and a corresponding increase 
in a measure of the change in proton density in the rim region, consistent with the 
hypothesis that tensile loading causes extrusion of water from the core to the rim region 
of the tendon; (4) this water extrusion is not uniformly distributed throughout the tendon 
rim region; and (5) the long-diffusion-time ADC behavior is consistent with the T1 spin 
editing hypothesis of the spectroscopic work.  
From the clinical fMRI studies, an analysis method was presented for observing dynamic 
changes in brain regions involved in different neural network processes during a period 
of sustained activity.  The results from these studies are consistent with the idea that over 
time, brain regions adapt to the given task demands through either recruitment or 
discharge of adjacent areas of tissue.  These results also indicate that traditional analysis 
of block design fMRI studies may underestimate dynamic changes in brain regions 
during a sustained task.  The analysis method may be useful as an exploratory tool to 
observe region specific variations in activation that may allow inferences to be made 
regarding how different brain regions adapt to and interact with one another during 
periods of extended activity. 
  - x -   
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This chapter introduces those concepts of nuclear magnetic resonance (NMR) appropriate 
for the general reader as they apply to the experimental work presented in the subsequent 
chapters of this dissertation.  The information presented begins with a discussion of the 
nuclear physics foundations of the phenomenon, from both the classical and quantum 
mechanical perspectives, to explain how magnetic nuclei interact with applied magnetic 
fields and radiofrequency pulses.  In these initial sections, neither a classical or quantum 
mechanical approach is adopted in favor of the other since each provides valuable 
insights to an introductory portrayal of NMR.  A discussion of NMR signal 
characteristics and how the environment of the nuclei of interest affects the signal 
appearance and behavior follows.  Finally, these concepts are brought together and shown 
how they apply to the acquisition and generation of magnetic resonance images. 
The general principles discussed in this section have an extensive historical foundation 
and numerous texts have been written on the topic.  Several texts that have proved to be 
helpful resources while writing this section include those by Gadian (1995), Farrar 
(1989), and Callaghan (1993). 
 
1. Basic Physical Principles 
1.1. Nuclear Angular Momentum 
Nuclei that can be detected in the NMR experiment possess nuclear angular 
momentum.  The total angular momentum of a particle is comprised of two types 
of rotational motion:  orbital motion, which is the motion of a particle with mass 
m rotating at an angular velocity ω in a radius r about an axis; and spin rotational 
motion, which is an intrinsic property independent of its orbital motion.  Nuclear 
angular momentum of atomic-scale particles is a quantized (i.e., only possesses 
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discrete values) vector quantity.  The total angular momentum vector, J, is the 
sum of the orbital and spin angular momentum components.  The quantized value 
of the orbital angular momentum component of a particle is given by nh/2π 
where n takes integer values and is known as the principle quantum number.  
[Note: due to the prevalence of 2π in equations involving Planck’s constant, h/2π 
is often represented by h and will be used periodically in this text.]  Similarly, the 
magnitude of the spin angular momentum is quantized by a parameter known as 
the spin quantum number, I, and is given by h[I(I+1)]½.  Depending on the 
combination of neutrons and protons in the nucleus of interest, I is an integer or 
half-integer value.  Individually, protons and neutrons in the nucleus have spin 
quantum number I = ½.  In the nucleus, these particles will pair with themselves, 
i.e., protons pair with protons and neutrons pair with neutrons, and cancel each 
other out.  Consequently, the total spin angular momentum of the nucleus is 
determined by the spin of unpaired particles.  For nuclei with an even atomic 
mass number, I is an integer value; those nuclei with an odd mass number have 
half-integer spin numbers (e.g. 1H, 13C and 31P are examples of spin ½ nuclei); 
and I is zero for nuclei with even numbers of both protons and neutrons (e.g. 12C 
and 16O have zero spin and do not produce NMR signals).  
 
1.2. Nuclear Magnetic Dipole Moment 
Nuclei with non-zero spin (i.e., I ≠ 0) possess a nuclear magnetic dipole moment, 
µ (often referred to in an abbreviated manner as the magnetic moment).  This 
parameter describes the magnitude and direction of the local magnetic field 
generated from the rotational motion of the net charges of the nuclear particles.  
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The magnetic moment of a nucleus is always oriented parallel to its angular 
momentum and the two properties are related to each other through a 
proportionality constant that is unique to a given nucleus and known as the 
magnetogyric (or gyromagnetic, depending upon your academic upbringing) 
ratio, γ.  The relationship is expressed as: 
 
µ = γ J    ( 1.1 ) 
 
From this equation it can be seen that if the total angular momentum of nuclei is 
zero (i.e., I = 0), then the nucleus will have no magnetic moment and hence will 
not produce an NMR signal.   
 
1.3. Nuclear Energy States  
The angular momentum and magnetic moment vectors are restricted to a finite 
number of possible orientations or states that are described by a set of magnetic 
(also referred to as directional) spin quantum numbers, m, determined from I and 
given by the series: 
 
mI = I, (I – 1), (I – 2),…, –I     ( 1.2 ) 
 
As an example, for nuclei with spin quantum number I = ½ (referred to as a spin-
½ nucleus), there are two possible magnetic spin quantum numbers, +½ and –½; 
for I = 1, mI may have values 1, 0, –1.  In general, there are (2I + 1) possible 
states of the nucleus.   
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In the absence of a magnetic field, the magnetic moments have no preferred 
orientation and the energy is the same at each of the 2I + 1 different states, a 
condition in which the energies associated with each state are said to be 
degenerate (or the same).  In the presence of a static magnetic field B0, however, 
the interaction between the B0 field and the nuclear magnetic moment imparts 
potential energy to the nucleus that depends on the orientation of µ with respect 
to the B0 field:   
 
EI = -γhmIB0     ( 1.3 ) 
 
where the magnetic quantum number mI determines which of the (2I + 1) 
possible states a nucleus may occupy.  For a spin-½ nucleus, mI = +½ or –½ so 
there are two possible orientations of the magnetic moment with respect to the 
applied field:  with mI = +½, the z-component of the nuclear magnetic moment, 
µz, is aligned with the B0 field; and with mI = –½, µz is aligned against the B0 
field, as shown in Fig. 1.1.  The energy difference, ∆E, between adjacent energy 
levels (i.e., ∆mI =±1) is given by: 
 
∆E = γhB0     ( 1.4 ) 
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B0 = 0 µz 
µz 
E 
(mI = ½ )
(mI =-½ )
E1=-γhB0/2
E2=γhB0/2 B0 ≠ 0 
 
Figure 1.1 – Possible orientations of the z-component of the nuclear magnetic moment 
of a spin-½ nucleus, with respect to a static magnetic field B0, and the energy associated 
with each orientation. 
 
 
 
Transitions of nuclei between adjacent energy levels are required in order to 
observe an NMR signal.  One of the fundamental aspects of quantum mechanics 
is the notion that electromagnetic radiation can be regarded as discrete packets, 
or quanta, of energy.  Nuclear interaction with radiation involves the absorption 
or emission of one quantum of radiation, which results in a change in the energy 
state of the nucleus.  Since energy must be conserved, the energy difference 
between the transitioned energy states is also equal to one quantum of radiation:  
∆E = hν, where ν is the frequency of the absorbed or emitted radiation.  From Eq. 
(1.4), we know the B0 field establishes the energy difference between states and 
that transitions between states are accompanied by the absorption or emission of 
a quantum of radiation with frequency obtained by relating Eq. (1.4) to the 
energy of a quantum of radiation: 
 
∆E = hν0 = γ(h/2π)B0    ( 1.5 ) 
 
and therefore, 
 
ν0 = γB0/2π.    ( 1.6 ) 
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 To induce transitions between energy states, energy is applied to the system in 
the form of an oscillating electromagnetic field (which has a magnetic field 
component referred to as the B1 field).  The frequency of the applied B1 field 
must satisfy Eq. (1.6) such that nuclei absorb the applied radiation and transition 
to the adjacent energy level.  Since the gyromagnetic ratio, γ, is unique to each 
nuclear isotope, each nucleus will resonate at a different frequency in a given B0 
field. 
 
The number of nuclei that populate one of the (2I + 1) different energy levels that 
arise when a sample is placed in a B0 field is determined from the Boltzmann 
distribution.  For a sample at thermal equilibrium, the nuclear population of an 
individual energy state NI is given by:  
 
NI = exp(-EI/kT)    ( 1.7 ) 
 
where EI is the energy of state I, k is the Boltzmann constant (1.38 × 10-23 J/K) 
and T is the environmental temperature.  What is detected in the NMR 
experiment is the population difference between energy states.  Without a 
population difference between states, there would be equal numbers of transitions 
in both directions resulting in no net absorption of energy and therefore no NMR 
signal.  Given a population of spin-½ nuclei where NT represents the total 
number of spins in the population, from Eq. (1.7) it can be shown that the 
population difference ∆N between the two spin states is: 
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 kT2
BγNN 0T h=∆     ( 1.8 ) 
 
An increase in strength of the static B0 field increases the energy difference 
between adjacent states and hence their population difference.  The greater 
population difference between energy states enhances the net absorption of 
energy from the applied B1 field, which, in turn, improves the signal-to-noise 
ratio of the NMR signal.   
 
 
1.4. Classical Physics Description of NMR 
Prior to introducing some of the subsequent topics of this chapter, specifically 
those concerning spin excitation and relaxation, it is helpful to consider the 
description of the NMR experiment from a classical physics perspective. 
 
In effort to maintain continuity with the quantum mechanical description of 
NMR, this section will begin by considering the behavior of particles with 
intrinsic angular momentum, J, and a non-zero net magnetic moment, µ, which 
we know from Eq. (1.1) are related to one another through the gyromagnetic 
ratio, γ, of the isotope under consideration.  In the presence of a static magnetic 
field, a torque is exerted on the magnetic moment of the particle, causing it to 
precess about the axis of the applied field at a frequency that is proportional to 
the field strength.  The torque, L, which acts on the particle is determined from 
the cross-product of the magnetic moment and the magnetic field: 
 
L = µ × B     ( 1.9 ) 
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By definition, torque is the time rate of change of angular momentum.  
Therefore, we can relate the rate of change of a nucleus’s angular momentum to 
the magnetic interaction between its magnetic moment and the static magnetic 
field:  
dJ/dt = L = µ × B     ( 1.10 ) 
 
Using the relationship between the magnetic moment and angular momentum of 
a nucleus, Eq. (1.10) may be rewritten in terms of Eq. (1.1) as: 
 
dµ/dt = γ dJ/dt = γ(µ × B)    ( 1.11 ) 
 
For a given isotope in a static magnetic field, parameters µ and B are constant, 
and, consequently, the magnetic moment will precess at a constant frequency.  
Realizing that (µ × B) = (-B × µ) allows us to rearrange Eq. (1.11) to incorporate 
an angular frequency term: 
 
dµ/dt = γ(µ × B) = (ω × µ)    ( 1.12 ) 
 
where 
 
ω = -γB [rad/sec]    ( 1.13 ) 
 
is referred to as the Larmor equation.  Thus, if an isotope with angular 
momentum and a non-zero net magnetic moment is placed in a magnetic field, B, 
the torque produced from the interaction between the nuclear magnetic moment, 
µ, and the B field prevents the nucleus from aligning with the field; instead it will 
‘precess’ about the field with a characteristic angular frequency.  The rotational 
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frequency vector is oriented antiparallel to the static field and is termed the 
precessional frequency, ω0, and its value is directly proportional to the applied 
field strength.  Since the proportionality constant γ differs for each nuclear 
isotope, different nuclei resonate in a given magnetic field at different 
frequencies.  These concepts are conveyed through the vector diagram of Fig. 
1.2. 
 
dt
dµ
X
Z
µ 
ω0 
L 
B0
Y
 
 
Figure 1.2 – Vector diagram of the precession of a nuclear magnetic moment, µ, due to 
the torque, L, that a nucleus experiences due to the interaction between the magnetic 
moment and the static magnetic field, B0. 
 
 
 
1.5. Net Magnetization 
When initially place in a magnetic field, the individual nuclear magnetic 
moments are randomly oriented.  With time, the magnetic moments tend to align 
along the direction of the B0 field with slightly more spins aligned parallel rather 
than anti-parallel to the field (i.e., there are more nuclei in the lower energy state 
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than in the upper state) in the case of a spin-½ system.  This situation leads to the 
concept of the net longitudinal magnetization vector (another term for this is 
macroscopic magnetization), M0, which reflects the vector sum of the ensemble 
of magnetic moments in the sample.  A time constant referred to as the spin-
lattice time, T1, characterizes the rate at which nuclei of a given sample establish 
this net magnetization after being placed in the B0 field (this topic will be 
covered more thoroughly in Section 5 of this chapter).  The diagrams of Fig. 1.3 
summarize the generation of M0 in a pictorial manner from the classical physics 
perspective.  Since the individual spins that comprise M0 are randomly 
positioned on the surface of the cones shown in Fig. 1.3 (i.e., have no phase 
coherence), the xy-components of the individual nuclear magnetic moments 
cancel each other out and there is no component of the net magnetization that 
resides in the xy-plane (also referred to as the transverse plane).  Thus, the net 
longitudinal magnetization, M0, is a static vector that is aligned parallel with the 
orientation of the static B0 field and is proportional to the population difference 
between the two alignments.  
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Figure 1.3 – Conceptual description of the composition of the net magnetization vector 
for a spin-½ system.   A.) Individual nuclear magnetic dipole moments (arrowhead lines) 
align parallel or anti-parallel to the orientation of the applied static magnetic field B0.  
B.) In the Boltzmann equilibrium state, an excess of individual magnetic moments align 
in the energetically favorable orientation parallel to B0.  C.) The magnitude of the net 
magnetization vector, M0, is the vector sum of the z-components of the individual 
magnetic moments with an orientation parallel to B0. 
 
 
 
1.6. Spin Excitation & The Rotating Frame of Reference 
To this point, the orientation of the external static magnetic field B0 with respect 
to the Cartesian coordinate system has been along the z-axis.  This is the 
common convention in the NMR field and all subsequent sections and chapters 
of this text will follow this convention.  Therefore, any future reference to B0 or 
M0 will no longer be specifically designated a vector through the use of bold font 
as convention implies that the z-axis is collinear with either vector.  
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The effect of the radiofrequency (RF) pulse can be visualized as tipping of the 
net longitudinal magnetization some angle θ away from equilibrium along the z-
axis.  This causes a vector component of the net magnetization, Mxy, to exist in 
the transverse plane from which an NMR signal can be detected.  The Larmor 
equation, Eq. (1.13), predicts the precessional frequency of nuclei about an 
applied magnetic field.  With respect to an observer standing in the laboratory 
frame of reference where the NMR experiment is conducted, the nuclei appear to 
be moving about the B0 field with angular frequency ω0 = γB0.  If the observer 
were able to rotate in the direction of precession at a reference frequency ωr, then 
the nuclei would appear to precess with angular frequency (ω0 - ωr).  
Visualization of the behavior of the net magnetization vector is simplified by 
viewing the spins through what is known as the rotating frame of reference.  If ωr 
of the rotating frame were equal to the Larmor frequency ω0, the net 
magnetization vector would appear stationary in the transverse plane after 
application of an RF pulse with B1 directed along the (+x)-axis.  This situation is 
conveyed in Fig. 1.4 (B.), which illustrates the clarity that the rotating frame of 
reference (differentiated from the laboratory frame by the prime marks on the 
axis labels) brings to the problem of visualizing the magnetization behavior in 
response to an RF pulse. 
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Figure 1.4 – A.) To the observer standing in the laboratory frame of reference, nuclei 
placed in a static magnet field B0 precess with angular frequency γB0.  B.) In the rotating 
frame of reference, the point of reference is rotating at the same angular frequency as the 
precessing nuclei; therefore the net magnetization appears stationary as if there were no 
static magnetic field.  The z-component of M is often referred to as the longitudinal 
magnetization, Mz, and the component of M in the xy-plane (i.e. the transverse plane) is 
often referred to as the transverse magnetization, Mxy.   
 
 
 
In all the experiments discussed in this text, application of RF pulses of finite 
duration, tp, are used to generate a magnetic field (B1) normal to the static B0 
field.  Consider the application of an RF pulse as viewed from the rotating frame 
of reference.  The B1 field is the only field apparent in the rotating frame and 
therefore the magnetization is found to precess about the B1 field with angular 
frequency γB1.  For a given B1 field strength, which is a function of the RF 
power, the net magnetization is tipped away from the z-axis in proportion to the 
duration of the applied field:    
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 θ = γB1tp     ( 1.14 ) 
 
In Eq. (1.14), the degree to which the net magnetization is tipped away from the 
z-axis is given by θ, a parameter often referred to as the flip angle.  RF pulses 
that rotate the nuclei through an angle of 90° (π/2 radians) bring the entire net 
magnetization vector into the transverse plane and are referred to as 90° pulses.  
A 180° pulse aligns the net magnetization vector along the negative z-axis and is 
often referred to as an inversion pulse.   
 
The direction of rotation of the magnetization vector due to an applied B1 field is 
dependent upon the phase of the applied field.  As demonstrated in Fig. 1.5 from 
the perspective of the rotating frame of reference, the magnetization vector 
rotates in a clockwise direction about the B1 vector.  Figure 1.5 demonstrates this 
behavior for two incidences of magnetization perturbation.  In Fig. 1.5 (A.), the 
B1 field is directed along the (+x)-axis and the net magnetization vector is shown 
to rotate from equilibrium along the z-axis to align along the (+y)-axis.  In Fig. 
1.5 (B.), the B1 field is directed along the (-x)-axis resulting in a rotation of the 
net magnetization vector toward the (-y)-axis.   
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Figure 1.5 – Application of a B1 field perturbs the magnetization vector from its 
equilibrium position along the (+z)-axis in a direction determined by the phase of B1.  In 
(A.), the applied B1 field is oriented with the (+x)-axis, rotating M toward the (+y)-axis, 
i.e. in a direction clockwise about B1.  B.) With the phase of B1 oriented along the (-x)-
axis, a clockwise rotation results in rotation of the magnetization vector toward the (-y)-
axis.  
 
 
 
2. Free Induction Decay 
In the most basic NMR experiment, an RF pulse that produces a given flip angle θ is 
applied to the sample of interest, a signal is induced in the RF receive coil which is 
amplified and displayed.  The signal observed from this experiment is an 
exponentially-decaying sinusoid called a free induction decay (FID).  The acquired 
signal reflects the RF resonance signal from the precessing spins.  Application of an 
RF pulse imparts phase coherence to the spins that comprise the net magnetization, 
such that their precession about B0 is no longer totally random and, therefore, a net 
component of magnetization resides in the transverse plane, Mxy.  The Larmor 
equation, Eq. (1.13), describes the rotational frequency ω0 at which Mxy rotates about 
B0 in phase coherence.  As depicted in Fig. 1.6, the amplitude of the FID is 
proportional to this transverse magnetization component.  This figure provides 
examples of free induction decay experiments acquired with two different flip angles.  
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For the case where θ = 30°, note that the result is a smaller component of 
magnetization in the transverse plane and a correspondingly smaller amplitude FID 
than in the case where θ = 60°.   
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Figure 1.6 – Demonstration of the effect of different flip angles on the FID.  At left, a 
short RF pulse that tips the magnetization 30° results in a smaller FID than the case on 
the right where a 60° pulse was applied.  Note in the instance where a 60° flip angle was 
applied that a larger component of the magnetization vector resides in the xy-plane, 
yielding an FID of larger amplitude than that of the smaller flip angle. 
 
 
 
After a period of time, the ensemble of spins that comprise Mxy begin to lose the 
phase coherence imparted by the RF pulse.  The loss of phase coherence is a result of 
intrinsic relaxation processes of the nuclei in the system coupled with issues such as:  
contributions from magnetic susceptibility differences in the sample under study, B0 
field inhomogeneity, and molecular diffusion effects.  The cumulative effects of these 
processes are characterized by the relaxation time constant known as T2* and give rise 
to the exponential decay of the FID.  Section 5 of this chapter will include a more 
detailed discussion of this relaxation parameter.  
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3. Spin Echo 
Discovery of the spin-echo was made by Erwin Hahn (Hahn , 1950) and has added an 
important dimension to the field of NMR by employing a simple means of 
eliminating the de-phasing effects of susceptibility and B0 inhomogeneity that were 
touched upon in the previous section.  Formation of the spin-echo can be explained 
through the aid of Fig. 1.7.  Consider the component of transverse magnetization that 
arises after application of an RF pulse.  Due to inhomogeneity of the B0 field, not all 
magnetic moments are exposed to the same static magnetic field and are thus 
precessing at slightly different frequencies.  From the Larmor equation, we know that 
those spins subject to a static magnetic field larger than B0 precess at a slightly faster 
rate (F) than those slower precessing spins (S) subject to a static magnetic field 
slightly less than B0.  Therefore, spins begin to lose the phase coherence imparted by 
the RF pulse after a short period of time.  The rate of this spin de-phasing is 
characterized by the T2* time constant mentioned in the previous section.  In the spin-
echo pulse sequence, a 180° RF pulse is applied some period of time after a 90° 
pulse.  The 180° RF pulse rotates the transverse magnetization such that the spins are 
repositioned to locations that mirror their original positions about the rotation axis.  
At this point in the sequence, precession continues in the same direction and same 
rates as before the 180° pulse, except now the slower precessing spins ‘lead’ the 
faster precessing spins.  This situation leads to re-phasing of the transverse 
magnetization and eventual formation of the spin-echo.  Note from the figure that the 
magnitude of the spin-echo magnetization is smaller than that of the transverse 
magnetization after the initial 90° RF pulse.  This magnetization decay is due to the 
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intrinsic relaxation processes of the system under study and is described by the T2 
relaxation time constant.  Relaxation concepts will be discussed further in Section 5 
of this chapter. 
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Figure 1.7 – Top-down view of the transverse plane showing how the spin-echo 
develops after application of a 90° RF pulse.  As the net transverse magnetization vector 
precesses about B0, the individual magnetic moments begin to lose the phase coherence 
imparted by the RF pulse.  B0 inhomogeneity is the primary source of this de-phasing.  
Those spins subject to a static magnetic field larger than B0 precess at a slightly faster 
rate (F) than those subject to a static magnetic field at or slightly less (S) than B0.  The 
180° pulse rotates the transverse magnetization such that the spins are repositioned to 
locations that mirror their original positions about the rotation axis (the Y-axis in this 
figure).  Precession continues in the same direction and same rates as before the 180° 
pulse, leading to re-phasing and formation of the spin-echo. 
 
 
 
 
4. Bloch Equations 
In 1946, Felix Bloch developed the theory that details the dynamic response of 
magnetization to perturbations in the form of equations of motion (Bloch, 1946).  
Now known as the Bloch equations, this set of mathematical relationships describes 
the motional behavior of magnetization in response to exposure to static and time-
varying magnetic fields.  This section introduces that theory. 
  
There are two sources of terms in the Bloch equations that influence the behavior of 
the net magnetization:  precessional effects due to application of B0 and B1 fields, and 
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relaxation effects.  We will begin by considering the effects of magnetic fields on the 
magnetization.  First, Eq. (1.11) describes the time rate of change of a magnetic 
moment placed in a magnetic field as being proportional to the cross-product of the 
magnetic moment and the applied field.  From the discussion of the concept of net (or 
macroscopic) magnetization in Section 1.5 of this chapter, it follows that Eq. (1.11) 
may be written in terms of M: 
 
dµ/dt = γ(µ × B) ? dM/dt = γ(M × B)   ( 1.15 ) 
 
Here, B represents the vector sum of the applied static magnetic field, B0, and the 
magnetic field vector generated by an applied RF pulse, B1.  Expanding the cross-
product term in Eq. (1.15) yields: 
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where ( are (x, y, z) unit vectors.  In Eq. (1.16), each of the magnetization and 
magnetic field vector components have an implied temporal dependence.  Therefore, 
looking at the solution when the magnetization is exposed solely to the static B
)ˆ,ˆ,ˆ kji
0 field 
(remember, B0 is collinear with the z-axis such that Bz = B0 and Bx = By = 0 in Eq. 
(1.16)), we find that: 
dMz(t)/dt = 0    ( 1.17 ) 
 
dMy(t)/dt = -γB0Mx(t) = -ω0Mx(t)   ( 1.18 ) 
 
dMx(t)/dt = γB0My(t) = ω0My(t)   ( 1.19 ) 
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That is, the equations of motion of M in the transverse plane are described by first 
order differential equations.  In the absence of any B1 fields to excite the system, the 
z-component of magnetization is constant while the x- and y-components precess 
about the static field in accordance with the Larmor equation (i.e., Eq. (1.13)).  Next, 
consider the effect of applying the time-varying B1 field on the motional behavior of 
the magnetization.  To begin, note that a linear oscillating magnetic field such as that 
of B1 may be decomposed and expressed as the sum of two counter rotating fields 
with frequencies –ω and +ω: 
 
ji ˆ)ωtsin(Bˆ)ωtcos(B)(t 111 −=B    ( 1.20 ) 
 
Substituting the vector components of the decomposed B1 into Eq. (1.16) provides the 
magnetization response to the combined effects of B0 and B1:  
 
dMz(t)/dt = -γB1[Mx(t) sin(ωt) – My(t) cos(ωt)]  ( 1.21 ) 
 
dMy(t)/dt = γ[B1Mz(t) cos(ωt) – B0Mx(t)]   ( 1.22 ) 
 
dMx(t)/dt = γ[B1Mz(t) sin(ωt) + B0My(t)]   ( 1.23 ) 
 
We next need to consider what happens to the magnetization after the application of 
an applied RF pulse that generates an excitatory B1 field.  When this occurs, the 
magnetization is said to relax.  Relaxation occurs at different rates between the 
longitudinal and transverse magnetization and each can be expressed as follows: 
 
dMz(t)/dt = -(Mz – M0)/T1    ( 1.24 ) 
 
dMy(t)/dt = -Mx(t)/T2    ( 1.25 ) 
 
dMx(t)/dt = -My(t)/T2    ( 1.26 ) 
 - 32 -   
 where T1 and T2 are referred to as the longitudinal and transverse relaxation time 
constants respectively.  Combining the respective components of Eqs. (1.21) – (1.23) 
with those of Eqs. (1.24) – (1.26) yields the Bloch equations in their full form: 
 
dMz(t)/dt = -γB1[Mx(t) sin(ωt) – My(t) cos(ωt)] –  (Mz – M0)/T1  ( 1.27 ) 
 
dMy(t)/dt = γ[B1Mz(t) cos(ωt) – B0Mx(t)]  – Mx(t)/T2  ( 1.28 ) 
 
dMx(t)/dt = γ[B1Mz(t) sin(ωt) + B0My(t)] – My(t)/T2  ( 1.29 ) 
 
Note that Eqs. (1.27) – (1.29) are the Bloch equations in the laboratory frame of 
reference.  Through a coordinate system transformation, these equations can also be 
represented in the rotating frame of reference.  The corresponding equations that arise 
after the transformation is performed are: 
 
dMz(t)/dt = -γB1My′(t) –  (Mz – M0)/T1   ( 1.30 ) 
 
dMy(t)/dt = γB1Mz(t) – (ω0 – ω)Mx′(t) – My′(t)/T2  ( 1.31 ) 
 
dMx(t)/dt = (ω0 – ω)My′(t) – Mx′(t)/T2   ( 1.32 ) 
 
where ω0 is the Larmor frequency, ω is the frequency of the rotating frame about B0 
and the components of magnetization in the rotating frame are given by: 
 
Mx′(t) = Mx(t) cos(ωt) – My(t) sin(ωt)   ( 1.33 ) 
 
My′(t) = Mx(t) sin(ωt) + My(t) cos(ωt)   ( 1.34 ) 
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Further discussion of and solutions to the differential equations developed in this 
section is provided in the section that follows regarding magnetization relaxation 
processes. 
 
 
5. Relaxation Processes 
Following perturbation of the equilibrium condition established after placing a sample 
in a magnetic field, relaxation processes proceed to return the magnetization back to 
the equilibrium state where the longitudinal magnetization, Mz, returns to a value of 
M0 and the transverse magnetization, Mxy, returns to zero.  The magnetization returns 
to its state of equilibrium in an exponential fashion where the rate of return of Mz is 
measured by the time constant T1; likewise, the time constant T2 determines the rate 
of equilibration of Mxy.  As will be discussed in the sections that follow, these 
relaxation time constants provide insight to the molecular motions and the 
surrounding environment inherent to the sample under study.  A difference in time 
constants between different tissues in biological samples is one metric that can be 
used to generate tissue contrast in MR images.   
 
The theoretical groundwork on relaxation mechanisms presented here is based on the 
work of Bloembergen, Purcell and Pound (1948) and is referred to as the BPP theory 
of relaxation.  In their theory, T1 and T2 relaxation are expressed in terms of the 
correlation time τc and the resonant frequency ω0 of the structure under study.  
Section 5.3 will discuss the mechanisms involved in each of these relaxation 
processes.  Reference for much of the discussion included in the sections that follow 
stems from the writings of Fullerton and Cameron (1988).  
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5.1. Spin-Lattice (T1) Relaxation 
The relaxation process that returns spins to the equilibrium state where the Mz 
component of magnetization returns to M0 is termed spin-lattice (or longitudinal) 
relaxation and is characterized by the time constant T1.  The reference to a lattice 
in the T1 relaxation terminology is used because the process involves the 
exchange of energy between the spins and their molecular environment, which is 
referred to as the lattice.  Longitudinal relaxation restores the spin-population 
difference established by the Boltzmann equilibrium condition, as given through 
Eq. (1.8), by returning spins to the lower energy state, thereby giving up energy 
to the environment (i.e., the lattice).  In the development of the Bloch equations 
in Section 4 of this chapter, the relaxation behavior to the Mz component of 
magnetization motion was included in the form of Eq. (1.24).  This first-order 
differential equation describes the exponential return of the longitudinal 
component of magnetization to its equilibrium condition of M0.  The solution to 
Eq. (1.24) may be expressed in the following form: 
 
1T
t
CM(t)M 0z
−+= e     ( 1.35 ) 
 
where C represents the constant of integration which will be determined from the 
initial condition of the system under study.  For example, at time t = 0 following 
a 90° RF pulse, the component of magnetization in the longitudinal plane is zero 
as shown in the diagram in Fig. 1.8 (A.).  Given this initial condition, Mz(t=0) = 
0, yields the constant C = -M0.  With the equilibrium condition disrupted by an 
180° inversion pulse, the initial condition at time t = 0 becomes Mz(t=0) = -M0, 
as demonstrated in the diagram in Fig. 1.8 (B.).  In this case, the constant C 
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becomes  -2M0.  Following application of the RF pulse, Mz(t) follows the 
exponential return to equilibrium as shown in each of the plots of Fig. 1.8.   
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Figure 1.8 – Response of the longitudinal magnetization after RF perturbation from the 
equilibrium condition.  A.) After application of a 90° RF pulse, the longitudinal plane 
has no component of magnetization, i.e. corresponds with the initial condition Mz(0) = 0.  
B.) Following a 180° RF pulse, the initial condition is Mz(0) = -M0.  Mz(t) returns to its 
equilibrium condition following each perturbation in an exponential manner with time 
constant T1, as shown in each diagram. 
 
 
 
5.2. Spin-Spin (T2) Relaxation 
As discussed in Section 1.5 of this chapter, at equilibrium the net magnetization 
vector is oriented along the longitudinal axis and the net magnetization in the 
transverse plane is zero.  Application of an RF pulse moves a component of the 
magnetization vector into the transverse plane such that the net transverse 
magnetization becomes non-zero.  Following application of an RF pulse, this 
transverse magnetization decays away in an exponential fashion characterized by 
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a time constant referred to as T2.  This time constant is referred to as the spin-
spin (or transverse) relaxation.  The term spin-spin reflects the notion that this 
relaxation process involves interactions between neighboring nuclear spins 
without any exchange of energy with the lattice.  In the previous discussion of 
the Bloch equations, we introduced the T2 relaxation time constant as a measure 
of the rate of decay of transverse magnetization.  This relaxation is an 
exponential process that may be expressed as in Eqs. (1.25) and (1.26).  
Solutions to these first-order differential equations take the form:   
 
2T
t
)0(M(t)M yx,yx,
−= e    ( 1.36 ) 
 
where Mx,y(0) expresses the initial component of transverse magnetization 
following application of the RF excitation pulse.   
 
Figure 1.9 depicts the behavior of transverse magnetization in the rotating frame 
following excitation by a 90° RF pulse.  Immediately following the 90° RF 
pulse, the magnetization in the transverse plane has the value Mx,y(0) = M0.  Due 
to accumulation of a variety of relaxation effects that include inhomogeneity in 
the static B0 field, magnetic susceptibility differences within the sample, 
molecular diffusion, and intrinsic T2 relaxation within the sample, the transverse 
magnetization begins to lose phase coherence over time.  The time constant that 
describes the transverse magnetization decay in response to these cumulative 
effects is referred to as T2*.  This effect is depicted for two time points in Fig. 1.9 
(B.) and (C.) as the individual magnetic moments that comprise Mx,y separate 
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and, correspondingly, the magnitude of the Mx,y vector along the Y’-axis is 
reduced.  The plot below the vector diagrams demonstrates the exponential decay 
by T2* of transverse magnetization from the initial condition of Mx,y(0) = M0 that 
corresponds with the loss of phase coherence.  The mechanisms responsible for 
the magnetization relaxation are discussed in detail in the section that follows. 
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Figure 1.9 – Exponential decay of the transverse magnetization following RF excitation 
as it loses phase coherence in its return to the Boltzmann equilibrium condition (i.e., Mxy 
= 0).  A.) Following application of a 90° RF pulse, magnetization resides in the 
transverse plane with the initial condition Mx,y(0) = M0.  B.) and C.) As time progresses, 
the transverse magnetization loses phase coherence and the magnitude of the Mx,y vector 
along the Y’-axis is reduced as it returns to its equilibrium condition in an exponential 
manner with time constant T2*. 
 
 
 
 
5.3. Fundamental Relaxation Mechanisms 
In order to understand the nature of the processes that lead to magnetization 
relaxation, it must be appreciated that the molecules within a given sample 
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possess a distribution of motions that may take the form of vibrational, rotational 
and translational molecular motions.  Specifically, the discussion that follows 
will focus on intramolecular dipole-dipole interactions for which translational 
and rotational motions are the only motions that need to be considered.  
Translational motion represents the spatial displacement of molecules due to 
molecular collisions.  Rotational motion is due to the random tumbling of 
molecules.  The spectral density function, J(ω), is a parameter that characterizes 
motional frequencies in a sample and may be expressed as: 
 
2
c
2
c
τω1
τ)ω( +=J     ( 1.37 ) 
 
where the correlation time, τc, is a temperature-dependent parameter that 
expresses the characteristic time-scale of the molecular motion.  Given a 
molecule in some state of motion, τc can be thought of as the average time 
between molecular collisions for translational motion.  For rotational motion, τc 
is the time it takes for a molecule to rotate through one radian.  For example, τc 
of water molecules in solution at room temperature is ~ 3 × 10-12 sec.  At a given 
temperature, larger molecules such as lipids or proteins will have longer 
correlation times than smaller molecules.  Correlation time is also conveyed in 
terms of frequency, which, in keeping within the scope of this discussion, 
implies a collisional or rotational frequency that is inversely proportional to τc, 
i.e., ωc = 1/τc. 
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Magnetization relaxation results from fluctuations in the local magnetic field that 
nuclei are exposed to in the same manner that nuclei are excited by a fluctuating 
magnetic field produced by an RF pulse.  Of the various internal mechanisms 
that produce fluctuating local magnetic fields in biological systems, the dominant 
mechanism that promotes relaxation involves intramolecular dipole-dipole 
interaction.  Dipole-dipole coupling has both static and dynamic components.  
Consider the interactions between the magnetic moments of the two 1H nuclei in 
a water molecule.  Static magnetic coupling between proton pairs arises if the 
water molecule were bound to a macromolecule with a long τc such that, relative 
to unbound water molecules, it is rotating so slowly that each proton experiences 
a small contribution to its total magnetic field due to its neighbor.  As a result, 
the static component of the magnetic coupling between the two dipoles adds a 
magnetic field inhomogeneity component that dephases transverse magnetization 
and contributes to T2 relaxation.  
 
The source of the dynamic component of dipole-dipole coupling is the 
translational and random tumbling motion of molecules in a sample.  Consider 
again the two 1H nuclei in a water molecule.  The total magnetic field 
experienced by each nucleus is the sum of the static B0 field and the local 
contribution from the magnetic moment of the neighboring nucleus.  As the 
molecular motion progresses, the motions of the nuclear magnetic moments 
generate fluctuating magnetic fields; that is, each magnetic moment exposes its 
neighbors to a magnetic field that varies at the molecular tumbling frequency.  
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These microscopic fluctuating fields behave in a manner similar to the B1 field 
generated by an RF pulse.  The difference being these fluctuating fields are 
associated with the lattice and there is an exchange of energy until the nuclear 
spins are in thermal equilibrium with the lattice, i.e. the population difference of 
the energy states has returned to the Boltzmann equilibrium condition.  For this 
reason, the relaxation mechanism of dynamic dipole-dipole coupling is most 
efficient when the characteristic frequency of the molecular motion, ωc = 1/τc, is 
equal to the resonance frequency ω0.  That is, if the motional frequencies are 
similar to the Larmor frequency, there is efficient exchange of energy with the 
lattice, resulting in a short T1 time constant.   
 
The plots in Fig. 1.10 depict relative spectral distributions for three idealized 
molecular environments.  For large molecules such as proteins ( – line ), J(ω) is 
confined over a smaller range of rotational frequencies compared with the much 
larger frequency range of smaller molecules.  For a sample in a magnetic field of 
a given magnitude, the measured relaxation time depends on the number of 
molecules with motional frequencies at the resonance frequency ω0 relative to all 
other frequencies.  Note that with the transition from large to small molecules, 
the decrease in τc (i.e., ωc increase) corresponds with a decrease in the relative 
number of molecules at a particular motional frequency.  Since these motional 
frequencies are fixed by the thermal energy of the surrounding environment, and 
knowing the resonance frequency is dependent on magnetic field strength (i.e., 
through the Larmor equation, Eq. (1.13)), efficient energy transfer at the Larmor 
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frequency depends on magnetic field strength.  If the population of molecules 
represented by a given spectral distribution is a function of frequency, then 
change of B0 will cause a change in relaxation rate.   
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Figure 1.10 – Log of spectral distributions (J(ω)) of proton rotational frequency as 
characterized by correlation times of molecules from three size ranges:  ( – ) long τc (e.g. 
from large molecules such as proteins); ( - - ) mid-range τc (e.g. from medium-sized 
molecules such as lipids); ( ⋅⋅⋅ ) short τc (e.g. from small molecules such as water).  
 
 
 
 
We now move from a qualitative description of the effects of molecular motion 
on magnetization relaxation to the BPP theory of relaxation.  In their work, 
Bloembergen et al. (1948) derived expressions to describe the specific influence 
of rotational motion on magnetization relaxation rates.  These equations express 
relaxation rates (R1 = 1/T1 and R2 = 1/T2) in terms of the molecular correlation 
time and the resonant frequency: 
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where K is a constant dependent on a number of parameters related to the nuclear 
isotope of interest (e.g., 1H atoms in a water molecule are separated by 1.6 Å 
yield K = 1.02 x 10-10 in SI units).  To gain an appreciation for the implications 
of these expressions, consider the classes of molecules used in Fig. 1.10.  With 
their three different sizes (and their corresponding correlation times), it is 
expected that for a given resonance frequency, each will have different motional 
properties that affect their respective relaxation rates. 
 
For the case of small, mobile molecules such as bulk water, the ( ⋅⋅⋅ ) plot in Fig. 
1.10 shows that the fraction of molecules with a given motional frequency is the 
same over a broad range of frequencies.  This implies that the relaxation rate is 
independent of the resonance frequency for molecules with short τc.  For τc ~ 3 × 
10-12 sec (approximate correlation time of pure water at room temperature), the 
(ω0τc)2 terms in the denominator of Eqs. (1.38) and (1.39) become much less than 
one, leaving equivalent relaxation rates given as: 
 
R1 = K[τc + 4τc] = R2 = (K/2)[3τc + 5τc + 2τc] = 5Kτc  ( 1.40 ) 
 
This is an example of the so-called extreme-narrowing regime and demonstrates 
the conditions whereby T1 and T2 relaxation times become equivalent and 
independent of the resonant frequency condition. 
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As molecular size increases, molecular motion slows and the corresponding 
molecular correlation times increase.  With regard to relaxation values, as the 
ω0τc terms of Eqs. (1.38) and (1.39) become ≥ 1, the T1 and T2 values transition 
from the extreme-narrowing regime, where they have nearly equivalent values, 
to a region where their values diverge.  Both T1 and T2 show a frequency 
dependence:  T1 values reach a minimum and begin to increase while T2 values 
decrease as correlation times increase.  This frequency dependence is 
demonstrated in the ( - - ) and ( – ) plots of spectral density in Fig. 1.10.  Relative 
to the small molecule plot, ( ⋅⋅⋅ ), a small change in the resonance frequency 
causes a change in the fraction of molecules rotating at the resonant frequency.  
As the resonant frequency increases, T1 relaxation time becomes longer because 
the fraction of molecules with motional frequencies at ω0 becomes smaller.  For 
this reason, the T1 relaxation time of solids and large macromolecules is strongly 
frequency dependent.   
 
 
6. Magnetic Resonance Imaging 
The first published account of an object imaged by means of NMR was in 1973 by 
Paul Lauterbur (Lauterbur, 1973).  By taking advantage of the Larmor relationship 
between the resonance frequency and the magnetic field it is exposed to, Lauterbur 
showed that applying a linear magnetic field gradient over the static B0 field yields 
spatial information of the object in the form of one-dimensional profiles.  By varying 
the direction of the applied gradient, a series of these profiles could be used to create 
an image using projection reconstruction methods employed in contemporary 
imaging modalities of the day such as x-ray computed tomography.  Rapid 
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development of this new application followed with the first NMR image of a live 
human being published in 1977 (Damadian et al., 1977).   
 
The projection-reconstruction method used in the original demonstrations of MR 
imaging has been superseded by the technique of Fourier transform imaging 
(Edelstein et al., 1980), which is employed in the majority of modern MR imaging 
methods.  In general, the amplitude of the MR signal acquired during Fourier 
transform imaging represents the transverse magnetization of the signals from the 
object of interest at some point defined through a sequence of RF and magnetic field 
gradient pulses.  The discussion of MR imaging that follows introduces the main 
aspects of Fourier transform imaging as they relate to how they were employed in the 
research applications of subsequent chapters of this work.  To that end, the processes 
of slice-selection, frequency- and phase-encoding will be introduced, followed by 
data reconstruction by means of the Fourier transform and examples of some common 
pulse sequences used to acquire MR images.  In discussing these topics, a common 
acquisition geometry orientation will be assumed to help the reader develop a grasp 
of the topics.  In the sections that follow, a Cartesian coordinate system will be used 
to discuss the different components of the MR image acquisition process.  During this 
discussion, an axial image plane orientation will be assumed whereby the different 
image acquisition processes are oriented as in the coordinate system shown in Fig. 
1.11.  In practice, however, the orientation of these processes with respect to the fixed 
Cartesian coordinates will vary depending on the desired image plane section of 
interest through the sample.  
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+Z, slice-select axis 
+Y, phase-
encode axis
+X, frequency-
encode axis 
 
Figure 1.11 – Axis orientation of the various MR imaging processes for axial plane 
image acquisition through the object of interest as discussed in the sections that follow:  
x-axis is the frequency-encode direction; y-axis is the phase-encode direction; and slice-
selection is along the z-axis. 
 
 
 
6.1. Slice Selection 
On those occasions where information pertaining to only a portion of the object 
under study is desired, slice-selective imaging is used.  This technique limits the 
extent of information obtained from the object by exposing a limited region of 
the object to RF excitation as opposed to exciting spins over the entire sample 
with a non-slice-selective excitation pulse.  Selective excitation is achieved by 
simultaneously applying a magnetic field gradient with a frequency-selective RF 
pulse.  With a linear field gradient applied in the direction normal to the desired 
imaging plane (e.g. applied along the z-axis as in Fig. 1.11 for an axial plane 
image), the effective magnetic field (Beff) experienced by the spins in the object 
becomes dependent on position along the axis of the applied gradient: 
 
Beff = B0 + Gz z      ( 1.41 ) 
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where B0 is the static magnetic field; Gz is the amplitude of the linear field 
gradient applied along the z-axis; and z is the position from isocenter along the z-
axis.  Following from the Larmor equation, Eq. (1.13), the resonant frequency of 
spins excited by an RF pulse during the application of a magnetic field gradient 
will have a positional dependence and vary according to Beff:  
 
ωeff = γ(B0 + Gz z ).     ( 1.42 ) 
 
It follows then, that excitation with a frequency-selective RF pulse made up of a 
narrow range of frequencies would selectively excite a region of the object where 
the resonant frequencies fall in that range.  The spatial extent of this excited 
region is referred to as the slice thickness.  Control of this variable is performed 
by selective variation of the RF pulse bandwidth or the strength of the applied 
magnet field gradient.  For an RF frequency bandwidth of ∆ω, the slice thickness 
∆z is given by: 
 
zγG
π∆ω2z =∆      ( 1.43 ) 
 
The interdependencies between these two parameters are demonstrated in Fig. 
1.12 and show how either a wider band of RF frequencies or a lower magnetic 
field gradient will result in a larger slice thickness.   
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Figure 1.12 – The RF pulse bandwidth (∆ω) and the strength of the magnetic field 
gradient (G) are the determinants of slice thickness (t).  In practice, slice thickness is 
varied using either of these variables.  A.)  ∆ω is held constant and G is varied, yielding 
a slice thickness that is inversely proportional to G (Ga > Gb and ta < tb).  B.)  ∆ω is 
varied and G is held constant yielding a slice thickness that is proportional to ∆ω (∆ωa < 
∆ωb and ta < tb).  The slice position is controlled by varying ω0.  
 
 
 
The ideal frequency-selective RF pulse will achieve uniform excitation of spins 
throughout the thickness of the selected slab and simultaneously ensure no 
excitation occurs outside the slab.  To satisfy these requirements, consider the 
frequency response of the pulse shape.  As shown in Fig. 1.13, the sinc and the 
rectangle functions are related to one another through the Fourier transform.  By 
capitalizing on this relationship, a sinc-shape-modulated excitation pulse can be 
used to generate a rectangular-shaped frequency response.  The transmitter 
frequency modulated by the sinc shape corresponds with the central excitation 
frequency of the excited slice profile while the extent of the slice, as discussed in 
 - 48 -   
Fig. 1.12, is partially dependent on the RF pulse bandwidth:  ∆ω = 2π ∆f = 
2π (1/2T).  Therefore, an RF pulse consisting of a narrow frequency range 
excites a narrow spatial distribution of nuclei within the sample along the slice 
selection axis. 
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Figure 1.13 – The sinc-modulated RF pulse with transmitter frequency ω0 and period T 
is related to a rectangle-shaped function with center frequency ω0 and width (1/2T) 
through the Fourier transform.   
 
 
 
6.2. Frequency Encoding 
In an analogous manner to the spatial encoding of the slice-selection process, the 
in-plane frequency encoding process applies a magnetic field gradient (referred 
to as the read-out gradient) during the data acquisition period to encode spatial 
information along the direction of the applied read-out gradient.  As depicted in 
Fig. 1.11, where the read-out gradient is applied along the x-axis, the spatial 
extent of the image is based on an interrelationship between the signal bandwidth 
(BW), the gradient amplitude (Gx) and the field of view (FOVx) as: 
 
x
x γG
BWFOV =      ( 1.44 ) 
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where BW = N/tacq (N is the number of sampling points collected during the 
acquisition period, tacq).  These parameters define the spatial resolution of the 
resulting image in the read-out direction and Eq. (1.44) demonstrates three 
approaches available to increase image resolution in this dimension:  (1) reduce 
the FOVx (while simultaneously increasing gradient amplitude Gx by the same 
factor); (2) lower the bandwidth; and (3) increase the number of sampling points.  
It should be noted that each approach to increase image resolution generally has 
a corresponding drawback that must be considered to obtain good image quality.  
For example, increasing image resolution by doubling the number of sampling 
points requires a corresponding doubling of the acquisition time, if a constant 
BW is to be maintained.  The consequences of this approach are a doubling of 
the total data collection time and a direct reduction of the per data point signal-
to-noise ratio (SNR).  Similarly, lowering the BW improves the SNR, as noise 
decreases as the square root of the bandwidth. 
 
 
6.3. Phase Encoding 
While the frequency-encoding process spatially encodes information in one in-
plane direction of the image due to the resonance frequency dependence on Beff, 
information in the second in-plane direction is encoded due to a shift in the phase 
of precessing nuclei that results from the application of a second magnetic field 
gradient.  Equation (1.41) provides the relationship between the effective 
resonance frequency and the variables that comprise Beff:  the static B0 field, the 
strength of the magnetic field gradient applied along the slice-select axis Gz, and 
the position, z, of a nucleus along the z-axis.  The spatially dependent frequency 
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offset from the Larmor frequency experienced by nuclei is, from Eq. (1.42), 
given by:  
 
yG
2π
γ∆ν y=     ( 1.45 ) 
 
As a result, nuclei precess at different rates according to their position along the 
y-axis and, after exposed to the gradient for a period of time t, generate a phase 
shift, ∆φ, in the ensuing signal:  
 
∆φ = 2π∆ν = γGyyt    ( 1.46 ) 
 
Since this phase-encoding gradient is not applied during the signal acquisition 
window, it does not affect the frequencies detected.  However, the phase 
imparted to the nuclei will be retained and, from Eq. (1.46), is proportional to the 
gradient strength, its duration and the position of the nuclei along the y-axis.  
 
In practice, a common approach to encoding information in the phase-encode 
dimension is to repeat the pulse sequence a number of times, dependent upon the 
desired spatial resolution of the final image, incrementing the amplitude of the 
phase-encode gradient with each iteration.  The gradient increment value, Gy,inc, 
is chosen such that nuclei at the edge of the FOV in the phase-encode dimension 
(FOVp) experience a 180° phase change.  Meeting this requirement means that 
spatial locations between the extents of the FOVp have phase changes that are 
less than 180° per increment.  Therefore, the phase-encode gradient increment is 
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dependent on the desired FOVp and the phase-encode gradient duration, t, as 
given by: 
 
tγFOV
1G
p
incy, =     ( 1.47 ) 
 
The minimum and maximum extents of the phase-encoding gradient amplitudes 
can be determined from the total number of phase-encode steps and the 
parameter Gy,inc. 
 
 
6.4. Fourier Reconstruction 
Having introduced the different approaches used to encode the NMR signal with 
information from the three spatial dimensions of the imaging sample, we next 
move on to discussing how that information is transformed into an image.  The 
mathematical operation used to carry out this task is the Fourier transform (FT).  
As alluded to in Section 6.1 of this chapter, the FT operation interrogates a 
temporal signal for its frequency content and transforms that time-domain signal 
to a frequency-domain signal.  For example, consider the time-dependent FID of 
Fig. 1.6.  The FID may be described as an exponentially-decaying, sinusoidal 
signal in the time domain.  Applying the FT to this signal yields a frequency 
domain signal that takes the form of a Lorentzian, as shown in Fig. 1.14.  As 
discussed in Section 2 of this chapter, the sinusoidal component of the FID is 
convolved with an exponential decay function that is characterized by time 
constant T2*.  This time constant characterizes the full-width at half-maximum 
(FWHM) of the Lorentzian curve in the frequency domain:  FWHM = 1/πT2*.  
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Note that the information content of the two plots in Fig. 1.14 is identical; it is 
only the manner in which the information is presented that differs.   
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Figure 1.14 – The Fourier transform of the exponentially decaying, sinusoidal FID 
signal in the time domain is a Lorentzian waveform in the frequency domain.  The 
exponential decay of the FID is characterized by the time constant T2*, which 
correspondingly characterizes the FWHM of the Lorentzian curve. 
 
 
This processing method may be extended for case of data acquired in an 
imaging mode.  As discussed in Sections 6.1 – 6.3, magnetic field gradients 
are used to encode spatial information in the NMR signal, yielding a 2-D 
dataset of spatial frequencies.  Therefore, a 2-D FT is employed to reconstruct 
an image dataset.  That is, the FT is applied along the frequency encode 
direction and along the phase encode direction of the dataset to yield a spatial 
image of signal amplitude versus position.  In most NMR systems, processing 
of the digitized NMR signal is done using the fast-Fourier transform (FFT) 
algorithm. 
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6.5. Imaging Pulse Sequences  
This section introduces a number of different pulse sequences used in MR 
imaging to demonstrate how RF pulses and magnetic field gradient pulses 
applied along the three orthogonal gradient axes interact to acquire the data 
needed to produce an MR image.  The sequences introduced are the most 
fundamental pulse sequences used in MR imaging and include the gradient-
recalled echo and the spin-echo imaging sequences as well as 3-D and echo-
planar imaging acquisition methods.  This information will provide a 
reference for the data-acquisition methods applied in the research topics that 
appear in subsequent chapters of this dissertation.   
 
6.5.1. Spin-Echo Imaging 
In Section 3 of this chapter we discussed the mechanics of the spin-echo 
(SE) formation through application of 90° and 180° RF pulses.  This 
section introduces how this technique is combined with the application of 
magnetic field gradient pulses to encode spatial information in the 
acquired echo signal.  The timing diagram for the SE imaging pulse 
sequence is provided in Fig. 1.15 and shows a 90° RF pulse, followed a 
period of time TE/2 later by a 180° RF pulse.  The spin-echo formation 
reaches its maximum amplitude a time interval TE/2 after the 180° pulse 
(i.e., a total time interval TE after the 90° pulse).  Note that slice-selective 
magnetic field gradient pulses are applied along the Gslice axis 
simultaneously with the RF pulses to selectively excite a particular volume 
of spins in the sample of interest, as discussed in Section 6.1 of this 
 - 54 -   
chapter.  The negative-lobed gradient pulse that appears following the 90° 
slice-select gradient is necessary in order to re-phase the dephasing effect 
of the slice-select gradient.  A magnetic field gradient pulse along the 
Gphase axis is generally applied at some point between the 90° and 180° 
pulses.  As discussed in Section 6.3, information in the phase-encode 
direction is acquired through iteration of the pulse sequence where the 
amplitude of the phase-encode gradient is incremented after each iteration.  
The total number of phase-encode steps, Np, is generally a number that is a 
power of 2 (i.e., 64, 128, etc.) to facilitate implementation of the FFT 
algorithm during the image reconstruction processing.  The time allotted 
for each iteration of the pulse sequence is referred to as the repetition-time 
(TR).  During each TR period, the phase-encode gradient is advanced 
through one of the Np total phase-encode steps; therefore, the total time 
necessary to acquire an imaging dataset is TR × Np.  Along the frequency-
encoding axis, Gfreq, an initial magnetic field gradient is applied 
simultaneously with the phase-encode and slice-rephasing gradients.  The 
purpose of this gradient is to dephase transverse magnetization prior to 
application of the frequency-encode gradient during the spin-echo 
formation, thus counteracting the dephasing effects of the frequency-
encode gradient and this gradient pulse is often referred to as a pre-
dephasing gradient.  Further information regarding frequency encoding is 
found in Section 6.2 of this chapter. 
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Figure 1.15 – Timing diagram of the spin-echo sequence with imaging gradients.  
Slice-selective RF excitation pulses are applied a period of time TE/2 apart 
simultaneously with magnetic field gradient pulses along the slice-select gradient axis.  
Timing of the corresponding frequency- and phase-encode gradient pulses is also shown.  
The dashed lines of Gphase imply that consecutive iterations of the sequence are acquired 
using a range of different gradient amplitudes. 
 
 
 
6.5.2. Gradient Recalled Echo Imaging 
The gradient-recalled echo (GRE) imaging pulse sequence, Fig. 1.16, 
employs a single RF excitation pulse followed by the phase- and the 
frequency-encode gradient pulses.  Echo formation at time TE after 
application of the RF excitation pulse is generated in the GRE sequence 
through application of a magnetic field gradient.  As shown on the Gfreq 
axis of Fig. 1.16, prior to applying the read-out gradient, a magnetic field 
gradient pulse of opposite phase is applied to dephase transverse 
magnetization.  The amount of spin dephasing is proportional to the 
duration and magnitude of this dephasing gradient.  Reversal of the phase 
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of Gfreq during the read-out gradient refocuses the magnetization, such that 
total rephasing (i.e., the point where the echo signal reaches its maximum 
amplitude) occurs at time TE after the initial RF excitation pulse.  The flip 
angle, θ, of the RF excitation pulse in the GRE sequence is generally some 
value much less than 90°.  The absence of a 180° RF pulse allows the 
minimum TE of a GRE sequence (i.e., on the order of 5 msec) to be much 
shorter than that of a SE sequence.  The short TE and low flip angle also 
allows the sequence repetition-time to also be very short (i.e., less than 10 
msec), enabling very rapid image acquisitions.  The gradient-echo 
generated with this pulse sequence does not refocus the static dephasing 
effects of intrinsic magnetic field inhomogeneities as the 180° RF pulse of 
a SE sequence will.  Transverse magnetization will therefore rapidly decay 
by the relaxation time constant T2*, however, these effects are somewhat 
mitigated by the short TE values used in GRE sequences.  In all other 
respects, the general GRE imaging sequence is identical to the SE pulse 
sequence.     
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Figure 1.16 – Timing diagram of the gradient-recalled echo sequence with imaging 
gradients.  Echo formation at time TE after application of the RF excitation pulse is 
generated with a magnetic field gradient.  Prior to the frequency-encode gradient, a 
magnetic field gradient pulse of opposite phase is applied to dephase transverse 
magnetization.  Subsequent application of the read-out gradient refocuses the 
magnetization, producing a gradient-echo at time TE after the initial RF excitation pulse. 
 
 
 
6.5.3. 3-D Image Acquisition 
With the conventional pulse sequences described in the preceding 
sections, two-dimensional spatial information is encoded in the acquired 
signal.  The third dimension, the slice-selection dimension, is obtained 
through the slice-selective RF pulse.  For 3-D image acquisition, the third 
dimension is encoded in the acquired echo signal through use of an 
additional phase-encode gradient.  An example of this modification 
implemented with a SE imaging pulse sequence is provided in Fig. 1.17, 
where the third dimension is encoded with the gradient line labeled φ-
encode (slice).  When the sequence is executed, the phase-encoding 
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iterations of one dimension [say, the in-plane φ-encode (image)] are nested 
within the phase-encoding iterations of the second dimension [the 
thickness φ-encode (slice)].  As one might imagine, the size of the data 
array acquired through 3-D image acquisition can become quite large, 
depending on the number of steps in the second phase-encoding 
dimension.  
 
 
 
φ-encode 
(slice) 
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(image) 
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(180°) 
Figure 1.17 – Timing diagram of the spin-echo sequence with 3-D image acquisition.  
The third dimension of the acquisition matrix is filled by means of an additional phase-
encoding gradient such that when executed, one phase-encode direction is nested within 
the other.  As with the conventional 2-D SE sequence, maximum amplitude of the echo 
formation occurs at time TE after application of the initial RF pulse.  This diagram 
illustrates the use of a partial flip angle excitation as implemented in SE mode whereby 
the flip angle of the initial RF pulse is 180° – ΘE.  Following the acquisition period, 
crusher gradients are often applied along all three gradient axes to dephase residual 
transverse magnetization prior to the subsequent iteration of the sequence. 
 
 
 
One of the positive attributes to performing all of the sequence iterations 
necessary to fill a 3-D acquisition matrix is the increased number of 
independent measurements of a single voxel relative to a conventional 
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slice-selective 2-D acquisition.  This translates into a signal averaging 
effect, resulting in a relative increase in SNR by the square root of the 
number of slice-dimension phase-encoding steps over that of the 
conventional 2-D acquisition.  The primary drawback to performing all the 
necessary iterations of a 3-D acquisition, however, is that the total data 
acquisition time needed to encode the entire matrix is often prohibitively 
long.  Therefore, the number of steps in the second phase-encode 
dimension is often reduced from that of the first phase-encode dimension.  
Even given this reduction in spatial resolution, scan times can be 
exceedingly long if a SE sequence is employed in 3-D mode.   
 
One method for decreasing the total scan time of a 3-D image acquisition 
is to implement the sequence using partial flip angle excitation.  With this 
approach, the initial RF excitation pulse does not rotate the entire net 
magnetization vector into the transverse plane as in a conventional SE 
sequence.  Instead, a greater portion of the magnetization is left along the 
longitudinal axis, which means less recovery time (i.e., shorter TR) is 
needed for T1 relaxation processes to restore longitudinal magnetization to 
equilibrium.  A flip angle that maximizes SNR for a given set of 
experimental conditions may be calculated based on the pulse interval 
(i.e., TR) and T1 time constant of the sample.  This optimum flip angle is 
referred to as the Ernst angle, ΘE, and is given by the expression: 
 
1T
TR1
E cos
−−=Θ e     ( 1.48 ) 
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 Implementation of the 3-D acquisition with a SE pulse sequence, as shown 
in Fig. 1.17, the initial RF excitation pulse is a pulse with flip angle (180° 
- ΘE) (Winkler et al., 1988).  The spin manipulations that ensue are 
depicted in Fig. 1.18.  The initial RF excitation pulse rotates the net 
magnetization (180 – ΘE)° about the x-axis such that its z-component is 
aligned along the (–z)-axis.  A 180° pulse follows after a time period 
TE/2, restoring the longitudinal magnetization back along the (+z)-axis.  
The 180° pulse also allows magnetization in the transverse plane to 
refocus in the same manner as a conventional SE sequence.  Prior to a 
subsequent iteration of the pulse sequence, a delay period follows the echo 
formation to allow T1 relaxation to restore the longitudinal magnetization 
to M0.  
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Figure 1.18 – Manipulation of the net magnetization vector, M0, following partial flip 
angle RF excitation as implemented with a SE sequence.  The initial RF pulse rotates the 
net magnetization (180 – ΘE)° about the x-axis such that its z-component is aligned 
along the –z-axis.  A 180° pulse follows after a time period TE/2, restoring the 
longitudinal magnetization back along the +z-axis.  The 180° pulse also allows 
magnetization in the transverse plane to refocus in the same manner as a conventional 
SE sequence.  Prior to a subsequent iteration of the pulse sequence, a delay period 
follows the echo formation to allow T1 relaxation to restore the longitudinal 
magnetization to M0. 
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6.5.4. Echo-Planar Imaging 
The echo-planar image (EPI) acquisition method (Mansfield, 1977) is an 
ultra-high-speed MR imaging technique.  This method decreases the total 
image acquisition time from that of conventional methods by an order of 
magnitude or more, enabling image data acquisitions of < 100 msec.  As 
opposed to the conventional spin-warp acquisition approach, where the 
total acquisition time is dependent upon the desired resolution in the 
phase-encode direction (i.e., the total number of phase-encode steps, Np, as 
discussed in Section 6.5.1), the EPI acquisition scheme collects all the 
frequency and phase information after a single RF excitation (an 
acquisition scheme that is often referred to as ‘single-shot’ imaging).  
After the RF excitation, a series of echoes, each with a different degree of 
phase encoding, are quickly and repetitively refocused and sampled.  A 
number of approaches to performing single-shot EPI acquisitions have 
been developed, the primary distinction between them being the manner in 
which the frequency and phase information is encoded.  One relatively 
straightforward approach used to map this information is referred to as 
blipped-EPI.  Figure 1.19 diagrams the use of this approach coupled with 
slice-selective gradient-echo excitation.  On the phase-encode axis, an 
initial gradient pulse dephases magnetization, which is then partially 
rephased with each successive gradient blip.  A gradient-echo forms after 
each gradient blip applied along the Gphase axis that is encoded with a read-
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out gradient pulse on the frequency-encode axis.  This process is repeated 
for the chosen number of phase-encode steps.  
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Figure 1.19 – Timing diagram of the gradient-recalled echo sequence, implemented 
with blipped-EPI acquisition.  In this acquisition scheme, an initial gradient pulse is 
applied along the phase-encode axis to dephase magnetization along that axis.  With a 
series of successive gradient pulse blips along this axis, magnetization partially rephases 
and a gradient-echo forms.  A read-out gradient pulse on the frequency-encode axis 
encodes the echo after each Gphase gradient blip. 
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This chapter provides an introduction to the NMR measurement of the diffusion of water 
molecules in biological tissues.  Diffusion measurements can be made with NMR in a 
spectroscopic mode as well as in an imaging mode.  A unique attribute of molecular 
diffusion that makes it a parameter of interest is the fact that the diffusion process directly 
reflects translational molecular motion.  The effects of molecular motion (predominately 
rotational motions) are also reflected in the NMR relaxation parameters T1 and T2, but 
these are parameters that are dependent upon conditions such as the magnetic field 
strength of the NMR instrument.  Molecular diffusion, however, is not an intrinsic NMR 
parameter and is therefore independent of such conditions.  Parameters inferred from the 
diffusion of water molecules in biological tissues have found a broad range of 
applications spanning from basic science research to clinical radiology.  Diffusion 
processes are inherent to both of the research topics presented in this dissertation.  In the 
work with static tensile loading of tendon tissue, differences in the diffusion parameters 
between unloaded and loaded tendon reflect the reorganization of the tendon collagen 
fibers that occurs with loading.  In the human fMRI work, the mechanism of signal 
changes observable after neural activation is primarily considered to be the result of 
diffusion processes. 
 
1. The Diffusion Process 
1.1. Brownian Motion & The Physical Model of Diffusion 
Brownian motion is the random translational motion of particles driven by 
ambient thermal energy.  The physical model of diffusion is one of successive 
small, random steps that comprise what is referred to as a random-walk pattern.  
Each step in the random walk may be thought of as a vector with magnitude and 
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direction components that are unrelated to those of preceding steps.  If we 
consider a homogeneous water bath of infinite extent, the probability of a single 
water molecule moving in a particular direction is equivalent to that of any other 
direction.  Therefore, on average, after a large number of individual steps, there 
will be no net displacement of a molecule from its starting location.  However, 
there will be a region around the starting location within which the molecule can 
be expected to be located at any one time.  Considering a large population of 
molecules in the homogeneous water bath, the distribution of displacements over 
a given period of time takes a Gaussian form with mean of zero and standard 
deviation proportional to the average displacement of the population.  The 
dependence of the displacement distribution on the duration of diffusion (i.e., the 
diffusion time, tdif) is defined by the Einstein relationship: 
 
〈(r - r′ )2〉 = 2nD0tdif      ( 2.1 ) 
 
where 〈(r-r′)2〉 represents the mean-squared displacement of the population, n 
represents the number of dimensions in which molecules are able to diffuse, and 
D0 is the proportionality constant referred to as the free diffusion coefficient.  
Figure 2.1 depicts the condition of freely diffusing molecules in a single 
direction.  The displacement distributions shown reflect the diffusion-time-
dependence of the free diffusion process for three different durations.  An 
increase in the time allowed for diffusion results in a correspondingly larger 
mean-squared displacement for the population. 
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Figure 2.1 – For the case of diffusion in a single dimension, the mean-squared 
displacement between position r and position r′ (A.) is predicted from the Einstein 
relation:  〈(r - r′ )2〉 = 2D0tdif.  (B.) One-dimensional displacement distributions of a 
freely diffusing population of molecules originating at position 0 at time t=0 reflect the 
Gaussian nature of the free diffusion process.  Distributions for three different diffusion 
durations, where t1<t2<t3, are shown.  The standard deviation of the distribution is 
proportional to the average molecular displacement for a given diffusion time. 
 
 
 
1.2. Fick’s Laws of Diffusion 
The process of diffusion may also be viewed from a perspective that differs from 
the random-walk approach.  Fick’s laws model diffusion as a transport process 
driven by concentration gradients.   Fick’s first law is commonly used to describe 
transport by free diffusion (i.e., diffusion in an isotropic and homogeneous 
medium).  That is, it describes the flux of particles across some arbitrary plane at 
an instant in time and characterizes diffusion as a process that balances out 
concentrations of particles in the medium over time.  Barring any opposing force, 
the net flux of particles in a solution will be from a region of high concentration 
to one that is more dilute.  In mathematical terms, Fick’s first law states that the 
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flux of particles, J, at position r over a period of time is directly proportional to 
the gradient of the solute concentration, ∇c(r,t), at that position: 
 
),(D),( tct rrJ ∇−=      ( 2.2 ) 
 
where the proportionality constant, D, is the diffusion coefficient.  Diffusion 
within a homogeneous solution is assumed to be isotropic and can therefore be 
described by the scalar diffusion coefficient D.  Under more general conditions 
where diffusion occurs in an anisotropic medium, the diffusion process is 
represented by the 3 × 3 Cartesian tensor D and Fick’s first law written for the 
more general case is: 
 
),(),( tct rDrJ ∇−=      ( 2.3 ) 
 
In general, for in vivo and in vitro work such as that presented in subsequent 
chapters of this dissertation, where the molecular species of interest is an 
uncharged molecule such as water, D is a symmetric tensor (i.e., D = DT) 
(Stejskal, 1965; Basser et al., 1994).  
 
Leading to the development of Fick’s second law of diffusion, it is assumed that 
the number of particles within the volume of interest is conserved; therefore, the 
continuity theorem applies.  The change in concentration at position r at any 
point in time is expressed as a function of the flux of particle through that point: 
 
 
),(),( t
t
tc rJr ⋅−∇=∂
∂      ( 2.4 ) 
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 Combining Eqs. (2.3) and (2.4) leads to the expression for Fick’s second law of 
diffusion:   
 
),(),( tc
t
tc rDr ∇⋅∇=∂
∂     ( 2.5 ) 
 
In the NMR experiment, we are interested in the case of self-diffusion where 
there is no net concentration gradient.  Therefore, instead of representing Fick’s 
laws in terms of a concentration function, they may be expressed in terms of the 
conditional probability of finding a particle at a given position at a given time.  
From this, it can be shown that the solution to Fick’s second law for molecules 
experiencing free diffusion in an isotropic, homogeneous medium takes the form 
of a Gaussian probability density function, P(r, r′, tdif):   
 



 −−=
dif
2
3
dif
dif Dt4
)'(exp
)πDt4(
1)t,',( rrrrP    ( 2.6 ) 
 
which expresses the conditional probability of finding a given molecule initially 
at position r between positions r′ and r′ + dr′ after a duration of diffusion tdif.  
Note in this equation that P(r, r′, tdif) does not depend on the initial position r but 
instead the net displacement, (r – r′).  This expression is often referred to as the 
diffusion propagator.   
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2. Diffusion in Biological Systems 
In a homogeneous fluid of infinite extent, diffusion may be a truly random process 
with no preferred directionality to the spatial drift of molecules.  In biological tissue, 
however, molecular mobility may not be the same in all directions as the extent to 
which molecules diffuse is affected by the properties of the cytosol and the presence 
of cellular structures that provide barriers to free movement.  The implications of 
these issues are important considerations when performing molecular diffusion 
experiments in biological systems. 
 
2.1. Restricted Diffusion 
In most biological systems, because there is always some fraction of water 
molecules whose motion is restricted, for even short tdif, the mean-squared 
displacement is usually reduced from that predicted by the Einstein relation of 
Eq. (2.1).  The degree of restriction experienced by diffusing molecules will 
depend on the time they are allowed to probe the surrounding environment and as 
a result, the measured diffusion coefficient is diffusion-time dependent.  This 
diffusion-time dependent parameter is referred to as the apparent diffusion 
coefficient (ADC or Dapp) and replaces the free diffusion coefficient of Eq. (2.1) 
to leave:  〈(r - r′ )2〉 = 2nDapptdif.   
 
In an environment with restrictions to diffusion, it is therefore evident that the 
value of the diffusion-time dependent ADC will always be reduced from that of 
the free diffusion coefficient, D0.  Structural information about the system under 
investigation can be obtained from the short tdif behavior of the ADC(tdif) curve 
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in terms of the ratio of surface area to diffusing volume, S/V.  Mitra et al. (1992, 
1993) have shown that in the short tdif regime, ADC(tdif), normalized by D0, may 
be expressed as: 
 
tD
V
S
9
41
D
)t(ADC
0
0
dif
π−=    ( 2.7 ) 
 
where (S/V) is the average surface-area to volume ratio of the space available for 
diffusion.  The general form of Eq. (2.7) is a linear equation with intercept D0 
and slope ∝ (S/V); therefore, the initial slope of a plot of ADC vs. tdif½ will 
reflect the surface-area to volume ratio of the system under investigation.  
Calculation of (S/V) through Eq. (2.7), however, requires that D0 be known.  In 
general, experimental determination of D0 is often difficult in biological systems.  
Note, however, that the limit of ADC(tdif) ? D0 as tdif ? 0, which implies that 
extrapolating the linear fit of the initial time points of ADC vs. tdif½ to the zero-
time intercept will yield an estimate of D0.   
 
2.2. Tortuosity of Diffusion 
In a medium with barriers to the diffusion of water, increasing the duration that 
molecules are allowed to diffuse increases the portion of the confining geometry 
they are able to probe.  In the regime where the diffusion-time dependent ADC 
has reached a constant value, i.e. where the ADC vs. tdif½ plot is no longer 
diffusion-time dependent, each of the diffusing molecules have probed over a 
length scale larger than the characteristic length scale of the restricting space and 
the ADC is said to have reached the effective diffusion regime, Deff, which 
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reflects the tortuosity, T, of the medium.  The tortuosity is a measure of the long-
range connectivity of the space available for diffusion in a given direction 
through the medium.  Deff is reduced from the free diffusion coefficient, D0, by 
the tortuosity such that: 
 
Deff = D0/T.     ( 2.8 ) 
 
 
 
2.3. Diffusion Anisotropy 
As alluded to in the discussion of Fick’s first law of diffusion in Section 1.2 of 
this chapter, diffusion coefficients in a non-homogenous medium can often be 
directionally dependent.  Anisotropic diffusion arises in samples with highly 
oriented barriers.  Excised muscle or nerve fibers are common biological samples 
used to demonstrate anisotropic diffusion.  In these tissues, the larger diffusion 
coefficient measured along the direction parallel to the long axis of the muscle or 
nerve fibers relative to the perpendicular direction reflects the larger molecular 
displacements along the parallel direction.  The ADC may be expressed as a 
symmetric tensor (i.e., ADCij = ADCji with i, j = x, y, z) to characterize diffusion 
throughout the medium of interest in a regular Cartesian coordinate system: 
 








=
zzyzxz
yzyyxy
xzxyxx
ADCADCADC
ADCADCADC
ADCADCADC
ADC    ( 2.9 ) 
 
Discussion of the diffusion tensor and the information it contains will continue in 
Section 3.2 of this chapter.  
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3. NMR Measurement of Diffusion 
The work of Stejskal and Tanner (1965) introduced the use of short magnetic field 
gradient pulses as a method of sensitizing the NMR spin-echo experiment to 
molecular diffusion.  Since that time, the method has been implemented as an 
imaging mode acquisition (i.e., diffusion-weighted imaging, DWI) (Taylor et al., 
1985) and the advent of DWI to the realm of biological systems (Le Bihan et al., 
1986) has proved to be an important contrast parameter in the diagnostic utility of 
MRI.  In contrast to classical methods of measuring diffusion, the NMR method 
directly detects net molecular displacements of an ensemble of spins.  From the 
measures of displacement, the diffusion coefficient is then inferred from the linear 
relationship between the mean-squared displacement of an ensemble of diffusing 
molecules and the time allowed for diffusion, as expressed by the Einstein 
relationship of Eq. (2.1).  The sections that follow describe the details of how 
magnetic field gradients are used to encode translational diffusion of molecules in the 
NMR signal. 
 
3.1. Pulsed Field Gradient Method  
The pulsed field gradient (PFG) method of diffusion measurement employs a pair 
of magnetic field gradients to encode the NMR signal with molecular diffusion 
information.  In this method, a magnetic field gradient pulse encodes spins with a 
spatially-varying resonant frequency.  Those spins positioned in a region exposed 
to a strong magnetic field will have a higher resonant frequency relative to those 
in a weak magnetic field and, therefore, accumulate a phase offset from the spins 
in the weaker magnetic field.  For spins that randomly translate from one field 
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value to another, their precessional frequency changes and, over time, so does 
their accumulated phase relative to stationary spins.  Due to the random 
distribution of acquired phases (i.e., degree of phase dispersion), destructive 
interference of the ensemble of phase-dispersed spins results, attenuating the 
overall signal. 
 
In terms of specific features of the pulse sequence that produces diffusion-
weighting in the acquired data, refer to the pulse sequence timing diagram shown 
in Fig. 2.2.  Each diffusion gradient pulse of magnitude g is applied for a 
duration δ and the temporal separation between them is denoted by ∆.  The initial 
90° RF pulse creates coherent magnetization in the transverse plane and the 
initial diffusion gradient pulse induces a spatially dependent phase shift to the 
spins.  The sign of the phase shifts are reversed by the subsequent 180° RF pulse.  
If the spins diffuse during the time interval ∆ between diffusion gradients, they 
will likely experience a net displacement from their place of origin, r0, to some 
position r′ at the time of the second gradient pulse.  If this displacement is along 
the direction of the applied diffusion gradient pulse, the phase imparted by the 
first gradient pulse will not be completely negated, leaving those spins with a net 
phase shift.  Signal from spins left with a net phase shift due to the effects of 
diffusion will not completely refocus at the echo time, which will manifest itself 
in an attenuation of the echo signal that is a function of the molecular diffusion 
coefficient.  In contrast, for static spins, the second gradient pulse completely 
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compensates for the effect of the first gradient pulse, leaving the echo signal 
attenuated only by standard relaxation mechanisms rather than diffusion effects. 
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Figure 2.2 – Timing diagram of the pulsed-field-gradient method for diffusion 
weighting implemented into a spin-echo imaging sequence (PFG-SE).  Diffusion 
gradient pulses are shown applied along the Gslice axis with magnitude g, for a duration δ 
and the temporal separation between them is denoted by ∆.  The initial 90° RF pulse 
creates coherent magnetization in the transverse plane and the initial diffusion gradient 
pulse induces a spatially-dependent phase shift to the spins.  The sign of the phase shifts 
are reversed by the subsequent 180° RF pulse.  Molecules that diffuse from their original 
position in the direction of the applied diffusion gradient during the time period ∆ will 
be left with a net phase shift that causes attenuation of the spin-echo signal.   
 
 
 
 
The dependence of the NMR signal on molecular diffusion in the pulse sequence 
described in Fig. 2.2 is a function of the diffusion weighting term, b, and can be 
expressed (Le Bihan et al., 1986) in terms of the ADC as (neglecting the effects 
of imaging gradients): 
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)ADCexp(S)(S 0 bb −=     ( 2.10 ) 
  
where S0 is the signal intensity with no diffusion weighting (i.e., b = 0) and the 
b-value characterizes the timing, amplitude and shape of the applied diffusion 
gradient pulses.  Using a pair of half-sine shaped diffusion gradient pulses as 
shown in Fig. 2.2, the b-value may be expressed as: 
 
)
4
(42
222 δ−∆= πδγ gb     ( 2.11 ) 
 
where γ is the gyromagnetic ratio, g is the diffusion gradient pulse amplitude, δ is 
the diffusion gradient pulse duration and ∆ is the time interval between rising 
edges of the two diffusion gradient pulses.  The quantity (∆ – δ/4) is referred to as 
the diffusion-time, tdif.  Using the PFG-SE imaging sequence of Fig. 2.2, the 
ADC from Eq. (2.10) may be calculated for the image on a pixel-by-pixel basis 
from a series of image acquisitions, each with a different b-value weighting.  In 
practice, the b-value is varied by incrementing the amplitude g of the diffusion 
gradient pulses.  Using a linear least-squares regression algorithm, the natural log 
of the signal intensity can be fitted as a function of b-value where the slope of the 
fitted line yields the ADC value.  Applying this procedure to each pixel in an 
image yields a map of ADC values. 
 
3.2. Stimulated Echo Diffusion-Weighted Imaging 
In addition to the SE pulsed field gradient pulse sequence, diffusion-weighted 
acquisitions may be acquired with a stimulated echo pulsed field gradient (PFG-
STE).  The PFG-STE sequence is comprised of three RF pulses and standard 
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imaging and diffusion weighting gradient pulses, as shown in Fig. 2.3.  The three 
RF pulses used with a STE sequence are most often 90° pulses and are separated 
by time intervals (TE/2) and TM (subsequent chapters of this dissertation discuss 
applications of this pulse sequence employing 90° pulses; therefore, the 
discussion that follows assumes 90° pulses).  The stimulated echo forms at time 
(TE/2) after the third RF pulse.    After the second RF pulse, part of the 
transverse magnetization is oriented along the longitudinal axis.  During the TM 
interval that follows, the longitudinal magnetization experiences T1 relaxation 
(refer to Section 5.1 of Chapter 1 of this dissertation for details on longitudinal 
magnetization decay by T1 relaxation).  This feature of the pulse sequence is 
particularly advantageous when investigating samples with short T2- and long T1-
relaxation time constants, as is often the case with biological tissue.  Since 
diffusion sensitizing gradient pulses are applied before the second and after the 
third RF pulse, the temporal separation between the diffusion gradient pulses is 
determined by the TM interval, enabling diffusion measurements that require 
long diffusion times.  In contrast, diffusion time duration in the PFG-SE 
sequence is determined through the (TE/2) interval.  For samples with short T2, 
long diffusion time measurements with the PFG-SE sequence may not be feasible 
due to magnetization decay by T2 relaxation.  A negative feature of the PFG-STE 
sequence is the reduction in signal intensity relative to an acquisition with a PFG-
SE sequence.  This aspect of the sequence is due to fact that the second RF pulse 
will not orient all the transverse magnetization along the longitudinal axis, 
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therefore not all the transverse magnetization generated from the first RF pulse 
will contribute to the echo formation.    
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Figure 2.3 – Timing diagram of the pulsed-field-gradient method for diffusion 
weighting implemented into a stimulated-echo imaging sequence (PFG-STE).  As with 
the PFG-SE sequence, diffusion gradient pulses are shown applied along the Gslice axis 
with magnitude g, for a duration δ and the temporal separation between them is denoted 
by ∆.  The fundamental difference between this and the PFG-SE sequence is that the 
second RF pulse stores transverse magnetization along the longitudinal axis during the 
TM interval.  The longitudinal magnetization experiences T1 relaxation during this 
interval and, since T1 >> T2 for biological tissues, the diffusion time (∆ – δ/4) may be 
made very long relative to the PFG-SE sequence through the TM interval.  
 
 
 
 
3.3. Diffusion Tensor Imaging 
As discussed above, molecular displacements due to diffusion are encoded in the 
NMR signal using magnetic field gradient pulses.  Those displacements that 
occur along the direction of the applied gradient will attenuate the signal.  
Diffusion anisotropy can therefore be detected by comparing measurements 
acquired with diffusion gradients applied in multiple directions over the sample.  
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The concept of a directional dependence associated with molecular diffusion has 
been formalized in the work of Basser et al. and has led to the development of 
diffusion tensor imaging (DTI) (Basser et al., 1994a; 1994b).   
 
An equivalent expression to Eq. (2.10) that incorporates the diffusion tensor, D, 
and weighting matrix, b, may be written as: 
 
∑
=
−=
3
1j,i
ijij0 )exp(S)(S Dbb    ( 2.12 ) 
  
where Dij are elements of the diffusion tensor, D, and bij are elements of the 
weighting matrix.  The elements of the weighting matrix characterize the timing, 
amplitude and shape of all the applied magnetic field gradient pulses used to 
encode spatial information and diffusion effects in the NMR signal.  Accurate 
determination of the elements of the weighting matrix is necessary for accurate 
calculation of the corresponding elements of the diffusion tensor (Mattiello et al., 
1994; 1997). 
 
3.3.1. Acquisition Schemes 
Various data acquisition schemes have been employed to enable 
determination of the full diffusion tensor (Mori et al., 1995; Wong et al., 
1995; Conturo et al., 1996; Papadakis et al., 1999).  For a given sample 
with unknown structure, the idea is to apply diffusion gradients with equal 
amplitude along several directions to cover a uniform orientational 
distribution through the sample so as not to bias the observed molecular 
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displacements along any one direction.  The diffusion tensor is symmetric 
(i.e., Dij = Dji, with i, j = x, y, z), therefore, there are six independent 
elements in D and the acquisition scheme must apply diffusion gradients 
along at least six noncollinear directions in order to generate adequate 
information to estimate the independent elements of D.  Methods have 
been developed where fewer than six directions are used to characterize D, 
however, they generally assume axial symmetry in the sample (Conturo et 
al., 1996).  Given analytical expressions for elements of b, the signal 
intensity of Eq. (2.12) may be written with b separated into its scalar 
constants and a vector G representing the applied gradient amplitude along 
the x, y, and z directions such that G = (gx, gy, gz).  One such acquisition 
scheme has been suggested by Basser et al. (1998) which performs 
diffusion-weighting over six directions defined by the following gradient 
vectors that contain the relative weighting of the applied gradient along 
the x, y, and z directions for each acquisition:  
 
G(gx, gy, gz): ( 22 , 0, 22  );  (– 22 , 0, 22  );  ( 0, 22 , 22  );      ( 2.13 ) 
 ( 0, 22 , – 22  );  ( 22 , 22 , 0 );  (– 22 , 22 , 0 ) 
 
Due to the large number of datasets necessary to generate the diffusion 
tensor, DTI experiments are often implemented using a fast-imaging 
method such as the echo-planar imaging (EPI) acquisition method (Turner 
et al., 1990).  
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3.3.2. Metrics of Diffusion Isotropy 
From DTI data, it is possible to extract information regarding the tissue 
microstructure on a voxel-by-voxel basis.  Quantifiable DTI information 
should be independent of the orientation of the reference frame of the 
sample under study, that is, an invariant quantity.  One invariant index of 
isotropic diffusion is the mean diffusivity, which characterizes the overall 
mean-squared displacement of molecules and overall presence of 
impediments to diffusion.  The mean diffusivity is invariant to the 
coordinate system used to measure D and, thus, is not affected by the 
orientation of the sample relative to the reference frame of the NMR 
system.  Mean diffusivity, 〈D〉, is calculated from the trace of the diffusion 
tensor, Tr(D), and is given by: 
 
〈D〉 = Tr(D)/3 = (Dxx + Dyy + Dzz)/3   ( 2.14 ) 
 
 
 
3.3.3. Metrics of Diffusion Anisotropy 
Interest in extracting information regarding the degree of diffusion 
anisotropy from the diffusion tensor has lead to derivation of numerous 
scalar quantities that describe the variation of molecular displacements 
throughout a sample of interest (Basser et al., 1996).  As with the mean 
diffusivity parameter, it is necessary that the diffusion anisotropy 
parameter be an invariant parameter to provide an objective measure of 
the intrinsic structure within the sample.  Lacking an invariant measure, 
the anisotropy parameter would vary depending on the frame of reference 
of the NMR system gradient coils relative to the frame of reference of the 
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sample.  The fractional anisotropy (FA) index is a commonly used 
invariant DTI parameter that provides objective intravoxel structural 
information.  The FA represents the magnitude of the anisotropic 
component of D as a percentage of the magnitude of the total diffusion 
tensor.  Calculation of FA is facilitated through diagonalization of the 
diffusion tensor, which yields eigenvalues (λ1, λ2, λ3) and eigenvectors 
that define the predominant direction of diffusion.  The FA parameter is 
then calculated from the eigenvalues and mean diffusivity on a voxel-by-
voxel basis as given by: 
 
2
3
2
2
2
1
2
3
2
2
2
1
λλλ
)λ()λ()λ(
2
3FA ++
〉〈−+〉〈−+〉〈−= DDD .  ( 2.15 ) 
 
FA is a dimensionless quantity that yields values between 0 (representing 
perfectly isotropic diffusion) and 1 (representing perfectly anisotropic 
diffusion). 
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This chapter provides an introduction to the structural composition of tendons and serves 
as background for the NMR experiments on tendons that are the topic of subsequent 
chapters in this dissertation.  In addition, a review of previous NMR experiments with 
tendon is provided.  Tendons are connective tissues that behave like cables to connect 
and transmit force between muscle and bone.  In general, textbook discussions of tendon 
often note the interrelation between structure and function in tendon.  That is, their 
composition of primarily parallel-fibered collagen is structured such that they are 
extraordinarily strong in resisting tensile load, a property that reflects the intent of their 
mechanical function:  to enable animation of the skeleton.     
 
 
1. Tendon Composition 
1.1. Hierarchical Organization of Collagen 
The tendon microstructure consists of sparsely distributed fibroblast cells and an 
extracellular matrix composed of fibrillar structures embedded in a ground 
substance (Frank et al, 1990).  Comprising up to 85% of the tendon dry weight, 
type I collagen is the primary fibrillar component of the extracellular matrix with 
elastin (a scarce secondary fibrillar component) and proteoglycans (the primary 
component of the ground substance) each contributing less than 5% of the tendon 
dry weight (Martin et al., 1998).  The fibrillar structures of the extracellular 
matrix are highly ordered, hierarchical arrangements with collagen molecule 
building blocks.  The diagram of Fig. 3.1 depicts the hierarchical organization of 
collagen that spans from the molecular tropocollagen chains to the macroscopic 
tendon fascicles.  The type I collagen molecule consists of three chains of amino 
acids wound helically about one another (Viidik, 1990).  Collagen molecules 
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aggregate to form microfibrils that in turn group to form fibrils.  Collagen fibrils 
are packed into fibers that assemble into primary and secondary bundles or 
fascicles, which ultimately form the tendon itself.  As the collagen structures 
pack together to form the successive structure in the hierarchy, they form 
primarily parallel to one another along what becomes the long axis of the gross 
tendon.  Jozsa et al. (1991) have shown that in addition to those that form 
longitudinally with the long axis of the tendon, some fibrils ‘criss-cross’ with one 
another to form spiral-shaped fibrils while others are oriented horizontally and 
transversely to the primary tendon axis.  The ratio of longitudinal to non-
longitudinal fibril orientation ranges from 10:1 to 26:1 (Jozsa et al., 1991).  At 
the fiber level of the hierarchy, a planar waviness is observed in the relaxed 
specimen; a feature often referred to as fiber crimping (Kastelic et al., 1978). 
 
1.2. Tendon Ultrastructure 
Delineating the various hierarchical levels of the tendon is a complex network of 
membranes.  A common terminology has not been adopted in naming the layers 
within this hierarchy; therefore we will follow that of Jozsa and Kannus (1997) 
where the word ‘endotenon’ refers to the collagenous structures that work to bind 
the tendon fibers and fascicles together.  Surrounding the entire tendon are two 
layers of connective tissue:  paratenon, the outermost layer; and epitenon, the 
innermost layer (Jozsa et al., 1997).  As shown by Jozsa et al. (1991), the 
geometry of the collagen fiber epitenon network is best described as ‘criss-
crossed’ with longitudinal, oblique and transversal fibers, it is much more 
heterogeneous than the primarily parallel fibers of the tendon core.  Occasionally 
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epitenon fibers fuse with superficial tendon fibers to provide a union between the 
surrounding membrane and the core of the tendon.  The outer paratenon layer is a 
loose network of connective tissue with synovial cells, collagen and elastin fibrils 
lining its inner surface (Jozsa et al., 1991).   
 
 
Figure 3.1 – Overview of the organizational structure of tendon.  Spanning from the 
molecular tropocollagen to the macroscopic sub-tendon fascicles, the composition of the 
collagen substructure in tendon follows a hierarchical arrangement.   [Figure from 
Kastelic J et al., Conn. Tis. Res. 6:11-23 (1978).] 
 
 
 
1.3. Tendon Mechanical Properties 
Soft connective tissues such as tendon are, in general, viscoelastic materials 
(Martin, 1998), which implies that stress in the tissue at a fixed strain rate is 
time-dependent.  The general stress-strain curve of tendon is characterized by 
three regions:  a nonlinear toe region, a linear region, and a nonlinear failure 
region.  The mechanical response of the toe region is believed to reflect the 
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gradual uncrimping of collagen fibers, while in the linear region, all the collagen 
fibers are in a state of tension as they are straightened and stretched.  The final 
nonlinear region is the plastic deformation region resulting from yield and failure 
of the collagen fibers.  The mechanical loads applied to the tendon samples in the 
experiments that follow in subsequent chapters of this dissertation are within the 
range of physiological loading and fall within the linear region of the stress-strain 
curve.  
 
2. Previous NMR Investigations of Tendon 
2.1. Spectroscopic Relaxation Time Characterization 
A number of in vivo 1H-NMR studies have spectroscopically characterized T1 
and T2 relaxation times of tendon (Peto et al., 1990a; Henkelman et al., 1994).  
Each of these works has demonstrated four distinct components of the transverse 
relaxation time, attributable to different proton populations in the tendon 
microstructure.  Peto et al. (1990a) proposed that the four proton populations 
represented by these components were (in order of shortest to longest T2 value):  
macromolecular 1H (protons of the tropocollagen polypeptide chains); tightly 
bound interstitial water 1H (water molecules located within the triple-helix 
interstices and fixed by two hydrogen bonds); weakly bound tropocollagen 
hydration water 1H (weakly bound to macromolecules and much more mobile 
than interstitial water); free water 1H of the amorphous ground substance.   
 
In addition, it is known that the T2 of tissues with ordered parallel molecular 
arrangements, as is the case with the hierarchical structure of collagen fibers in 
tendon, has an orientational dependence with respect to the B0 field (Berendsen, 
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1962; Fullerton et al., 1985; Peto et al., 1990b; Henkelman et al., 1994; Haken et 
al., 2000).  This T2 anisotropy is due to variation in the susceptibility gradients 
that arise across the sample when placed in different orientations with respect to 
the static field (Fullerton et al., 1988).  A slight orientational dependence has also 
been exhibited for T1 relaxation (Fullerton et al., 1985; Peto et al., 1990b; 
Henkelman et al., 1994), but not to the same degree as the T2 anisotropy. 
 
 
2.2. Spectroscopic Water Diffusion Characterization 
Tendon tissue has also been the subject of a number of studies investigating the 
ADC of water through NMR spectroscopy.  Henkelman et al. (1994) investigated 
diffusion anisotropy in bovine tendon and found relatively large diffusion 
coefficients (~1.4 × 10-5 cm2/sec) in directions parallel and perpendicular to the 
long axis of the tendon.  In contrast, Han et al. (2000) have shown strong 
diffusion anisotropy between the parallel and perpendicular directions, which 
seems more consistent with the known structural anisotropy of tendon.  The 
discrepancy between these two studies is probably due to the different 
experimental conditions used in each.  In the work by Henkelman et al., the 
tendon sample, not the gradient direction, was rotated to measure the water 
diffusion in perpendicular directions.  As we have previously discussed, the T2 
relaxation time in tendon is strongly dependent on sample orientation relative to 
the static magnetic field.  Therefore, diffusion measurements made by varying 
the sample orientation would result in different populations of spins contributing 
to the measurement due to T2 relaxation effects.  The experiments by Han et al. 
(2000) were conducted with the tendon long axis parallel to the B0 field and the 
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direction of the applied diffusion gradient was changed to assess diffusion 
anisotropy; therefore, different diffusion directions did not impose varying 
magnetic susceptibility gradients to the measurement. 
 
Another aspect of the work by Han et al. (2000) was to study the effect of tensile 
loading on the spectroscopic measures of the water ADC.  Application of a 
tensile load resulted in an ADC increase over that of the unloaded case for 
directions parallel and perpendicular to the tendon long axis.  However, the 
diffusion anisotropy ratio fell from an unloaded value of 2.3 to 1.8 (tdif = 8.5 
msec) upon loading.  This finding was interpreted by hypothesizing that tensile 
loading causes extrusion of water from tendon.  The extruded water accumulates 
along the outside boundary of the tendon, creating a bulk phase that is relatively 
free of barriers to diffusion.  An increase in the spectroscopic ADC is observed 
because the NMR signal is averaged over the entire tendon structure, including 
the bulk water phase.  This work also characterized the diffusion-time (tdif) 
dependent ADC response to each tensile load condition and diffusion direction.  
It was revealed that the resulting ADC(tdif) curves followed a similar behavior 
irrespective of load condition or direction of the ADC measurement.  ADC 
decreased with increasing tdif at the initial time points, as is characteristic of 
restricted diffusion systems (Helmer et al., 1995), however, at longer tdif points, 
the behavior of the curves was ambiguous.  For some cases, it appeared that the 
water ADC remained constant at long tdif while in others the ADC actually 
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appeared to increase.  These results suggested that additional studies were needed 
to better characterize the diffusion-time dependence of the water ADC in tendon. 
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This chapter summarizes a series of spectroscopic NMR experiments that were 
performed to investigate the diffusion-time dependence of the apparent diffusion 
coefficient of water in rabbit Achilles tendon.  The characterization was made with 
tendons subjected to two states of tensile load to investigate the sensitivity of the water 
diffusion measurement to structural changes that may occur in the tendon under differing 
tensile load conditions.  
 
 
1. Introduction 
In a previous report (Han et al., 2000), we presented evidence of anisotropy in the 
apparent diffusion coefficient (ADC) of water in rabbit Achilles tendon.  In that 
study, spectroscopic NMR measurements of water ADC were found to be greater in 
the direction parallel to the long axis of the tendon in comparison to the perpendicular 
direction.  Since tendons are anisotropic materials (i.e. they are comprised of collagen 
fibrils that generally run parallel to the long axis of the tendon), this finding agreed 
with our hypothesis that the ADC of tendon water would also be anisotropic.  That is, 
it was expected that water molecules diffusing in the direction parallel to the long axis 
of the tendon would encounter fewer restricting barriers than those diffusing in the 
perpendicular direction. 
 
A goal of our initial study was to determine whether applying tensile loads to the 
tendon altered the ADC of water.  It was shown in both the presence and absence of 
an applied tensile load that diffusion anisotropy in tendon is maintained.  We also 
characterized the diffusion-time (tdif) dependent ADC response to each tensile load 
condition and diffusion direction.  It was revealed that the resulting ADC(tdif) curves 
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followed a similar behavior irrespective of load condition or direction of the ADC 
measurement.  ADC decreased with increasing tdif at the initial time points, as is 
characteristic of restricted diffusion systems (Helmer et al., 1995), however, at longer 
tdif points, the behavior of the curves was ambiguous.  For some cases, it appeared 
that the water ADC remained constant at long tdif while in others the ADC actually 
appeared to increase.  These results suggested that additional studies were needed to 
better characterize the long tdif behavior of the water ADC in tendon.  Furthermore, 
we wanted to better characterize the short tdif behavior of the tendon water ADC with 
the goal of ascertaining the effect of tensile loading on the surface-to-volume ratio 
(S/V).   
 
In this study, the diffusion-time dependence of the ADC of endogenous water in 
rabbit Achilles tendon was characterized using spectroscopic measurements out to a 
tdif of 400 msec.  Also, the number of measurements at short tdif values (i.e. where tdif 
< 50 msec) was increased relative to that used in the previous study in order to 
improve estimates of S/V.  Diffusion sensitization was applied parallel (ADC||) and 
perpendicular (ADC⊥) to the longitudinal axis of the tendon.  The diffusion-time-
dependent ADC curves were characterized with samples subject to two tensile load 
conditions:  an initial case where the sample was maintained taut with a nominal 40 g 
mass; and a second case where a 500 g mass was applied to the sample.  Preliminary 
results of this work have been previously reported (Wellen et al., 2002).  
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2. Methodology 
2.1. Experimental Set-up  
The preparation of and method for applying tensile load to tendons are described 
in detail in Han et al. (2000).  Briefly, Achilles tendons from young (~3 kg) New 
Zealand white rabbits of either sex were harvested from each hind-leg while held 
in a glove-box chamber maintained at a humidity level not less than 90%; 
tendons harvested from animals of this size were 2.0 – 2.5 cm in length.  After 
harvesting, samples were maintained over the course of the experiment in a bath 
of perfluoroalkylether, Krytox® grade GPL-102 (DuPont, Deepwater, NJ) 
lubricant oil, in an effort to maintain the tendon samples near in situ hydration 
levels.  The use of Krytox® also insured that there was no proton signal from the 
bathing solution contributing to the tendon water ADC measurements. 
 
Tendons were mounted in an apparatus (Fig. 4.1) that orients the samples in the 
magnet bore such that their long axis is parallel to the static B0 field.  The 
apparatus consists of a platform that rests in the bore of a gradient insert and an 
extension piece (not shown in Fig. 4.1) that reaches outside the magnet bore to 
support the mass used to load the sample.  The platform contains a well that 
accommodates the RF coil and tendon and is filled with Krytox®.  Lengths of 
size #1 braided-silk suture, tied to each end of the tendon, were used to secure the 
sample in the well and to apply the tensile load to the sample.  The suture lines 
run through slots located at each end of the well.  These slots were packed with 
Krytox® grade 240-AC grease to prevent leakage from the bathing well over the 
course of the experiments.  An RF coil was fabricated from copper sheeting and 
formed into an oblong-shaped, single-turn solenoid with a cutout at each end to 
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allow it to be overlaid on the tendon sample in the well.  A chip capacitor was 
soldered in the gap between the two ends of the RF coil (not shown in Fig. 4.1) to 
tune it to the appropriate resonance frequency.  This coil was inductively coupled 
to a second coil placed on the underside of the well (not shown in Fig. 4.1) that 
connects directly to the transmitter and receiver electronics of the NMR system. 
 
 
to applied 
load A
anchor 
point
C 
B
to anchor 
point 
 
 
Figure 4.1 – Hierarchy of tendon-holding apparatus.  The tendon rests in the trough of 
the Krytox® oil-filled well (B) with the suture material tied about each end.  The suture 
material passes through slots at each end of the well, which were packed with a Krytox® 
grease to prevent leakage of the bathing oil.  The RF coil (with a cutout at each end) fits 
over the tendon sample (A) and is inductively coupled to a pick-up coil place on the 
underside of the well (not shown in diagram).  The well is secured on a slide (C) that 
rests in the bore of a ±280 G/cm gradient insert. 
 
 
 
2.2. NMR Experimental Parameters  
NMR experiments were performed with a GE CSI-II 2.0T/45 cm imaging 
spectrometer (GE NMR Instruments, Fremont, CA) operating at 85.56 MHz for 
1H and equipped with a ±280 G/cm gradient insert.  Spectroscopic measurements 
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of tissue water ADC were made at 12 diffusion times (over the range of 5.5 – 400 
msec) to characterize the ADC as a function of tdif.  At each tdif point, data were 
acquired with diffusion sensitization parallel and perpendicular to the long axis 
of the tendon.  A combination of diffusion-weighted spin echo (SE) and 
stimulated echo (STE) pulse sequences were used in the experiment with 
common parameters of:  TR/TE = 1500.0/25.0 msec, SW = ±2000 Hz, 1024 
complex digitization points, NEX = 2 (for DW-SE) or 8 (for DW-STE), δ = 6.0 
msec, and seven diffusion-gradient strengths ranging from 2 to 14 G/cm in 2 
G/cm increments.  Datasets were transferred to an off-line workstation for 
processing using routines written with IDL® (Research Systems, Boulder, CO).  
 
3. Results 
The calculated ADCs from the spectroscopic diffusion experiments (N = 8) are given 
as a function of the square root of diffusion-time in the plots of Fig. 4.2.  The data 
points represent average ADC values (± S.E.M.) calculated from all tendon samples.  
Each plot follows a similar tdif½ dependence:  an initial ADC decrease before a 
minimum value is reached, after which the ADC begins to rise and subsequently level 
off to a constant value at long diffusion times.  For ADC measurements in both 
diffusion directions, the effect of an applied tensile load to the tendons is an increase 
in the water ADC at each diffusion-time. 
 
4. Discussion 
The data in Fig. 4.2 clearly corroborate the results from our previous study which 
demonstrated three characteristics of rabbit Achilles tendon:  (1) the ADC is 
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anisotropic; (2) the ADC is diffusion-time dependent; and (3) tensile loading results 
in an ADC increase in both diffusion directions (for further discussion of these points, 
refer to (Han et al., 2000)).  
 
We previously interpreted the tensile-load-induced ADC increase as an extrusion of 
water from tendon (Han et al., 2000).  The presence of a bulk water phase increases 
the mean ADC of the entire tendon resulting in a constant offset of the ADC curves 
from their unloaded baseline condition.  Structural information can be extracted from 
the curves of Fig. 4.2 by considering the ADC behavior at short diffusion times.  In 
biological systems, where the motion of some fraction of water molecules is always 
restricted, the ADC(tdif) will be reduced from the bulk unrestricted self-diffusion 
coefficient, D0.  Mitra et al. (1992; 1993) have shown that in the short tdif regime, 
ADC(tdif), normalized by D0, is given by the following equation: 
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where (S/V) is the average surface-area to volume ratio of the space available for 
diffusion.  The general form of Eq. (4.1) is a linear equation with intercept = D0 and 
slope ∝ (S/V); therefore, the initial slope of the ADC(tdif) vs. tdif½ plots in Fig. 4.2 
reflects (S/V) of the system.  Calculation of (S/V) with this equation, however, 
requires that D0 be known.  Experimental determination of D0 is difficult in biological 
systems in general and is confounded even further in this circumstance by the 
constant offset effect of the bulk water on the loaded tendon ADC(tdif) curves.  
Normally, D0 could be estimated by noting that the limit of ADC(tdif) ? D0 as tdif ? 
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0.  Consequently, extrapolation of the linear fit of the initial time points of ADC(tdif) 
vs. tdif½ back to the zero-time intercept would yield D0.  However, due to the ADC-
offset effect from the bulk water component, this procedure results in erroneous D0 
values.  Instead, we used the slope from the linear fit of the three initial time points to 
bypass the bulk water D0 influence and directly infer the (S/V) ratio for each curve.  
The slopes that result from this procedure are reported for each experimental 
condition in Table 4.1. 
 
 
Table 4.1 – Initial slopes from the short tdif regime ADC(tdif) vs. tdif½ plots (Fig. 4.2) 
for each experimental condition.  Slopes were obtained from the linear fit of the first 
three time points to bypass the D0 influence that results from tendon loading, thereby 
directly inferring the (S/V) ratio for each curve.  
 
 
  initial slope  
[×10-5 cm2/sec3/2]
ADC⊥  
unloaded -2.7 
loaded -4.0 
ADC||  
unloaded -2.2 
loaded -2.1 
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Figure 4.2 – Spectroscopically-acquired diffusion-time dependent plots of ADC (N = 8, 
mean ± SEM) with diffusion sensitization parallel and perpendicular to the tendon long 
axis for each of the two tensile load conditions:  unloaded refers to the case where a 
nominal 40 g mass was applied; loaded refers to the case where a 500 g mass was 
applied (- - - lines connecting the data points are not fits to the data, rather an aid to 
guide the eye).  A linear fit of the three initial time points of each curve ( –– lines) yields 
slopes, m, that are reflective of the (S/V) ratio for each curve.  The ADC increase 
observed at the long tdif points is interpreted as a T1 spin-editing effect from the use of 
the STE pulse sequence.  This occurs because increasing the diffusion-time results in 
elimination of the population of water molecules with relatively short T1 values due to a 
concomitant increase in the TM period (during which T1 relaxation occurs) in the STE 
pulse sequence.  
 
 
 
From the slope data in Table 4.1, we note a dramatic increase in the steepness of the 
slope of ADC⊥ between the unloaded and loaded conditions while ADC|| experienced 
virtually no change in slope between load conditions.  The slope ∝ (S/V) relationship 
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implies that an increase in slope corresponds with a decrease in the local space 
available for molecular diffusion.  The finding of an increased slope in the ADC⊥ 
direction with tensile loading is consistent with a structural model of tendon whereby 
loading increases the collagen fibril packing density.  Measurement of rabbit Achilles 
tendon collagen fibril diameters from electron microscopy images were previously 
shown to have an average value on the order of ~0.15 µm (Han et al., 2000).  The 1-D 
mean molecular displacement for a given tdif can be calculated from the ADC values 
in the plots of Fig. 4.2.  For example, consider ADC values at the third tdif point (i.e., 
tdif = 16.5 msec).  The Einstein relation predicts a 1-D mean displacement of 
(2tdifADC)½, which for the loaded ADC|| case is 5.9 µm and for the unloaded ADC⊥ 
case is 3.3 µm.  These displacement values are an order of magnitude larger than the 
mean collagen fibril diameter, which means that diffusing spins have traversed 
distances far greater than the fibril diameter and the ADC measurement averages over 
these structures.  In spite of this, the difference in slope noted for the ADC⊥ direction 
suggests that the slope calculation is sensitive to structural changes occurring with 
tensile loading.  This finding is interesting as it may provide evidence of the 
mechanism responsible for the displacement and subsequent accumulation of water 
molecules in a bulk phase upon tensile loading.  In the direction parallel to the tendon 
long axis, collagen fibrils are largely oriented parallel to one another and offer fewer 
barriers to diffusion than in the perpendicular direction (this is evident from the 
diffusion anisotropy shown in Fig. 4.2).  The lack of slope change in the parallel 
diffusion direction indicates either that no structural changes occur to the fibrils along 
the parallel direction or that the diffusion measurement was not sensitive to the 
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structural changes that do occur (i.e., tensile loading may straighten the crimped 
collagen fibrils that exist in tendon under rest (Kastelic et al., 1978), but the length 
scale of the crimp is much larger than that of the RMS displacement of the diffusing 
water molecules). 
 
The data in Fig. 4.2 also clarifies the previous ambiguity regarding the long tdif water 
ADC behavior of tendon.  For each experimental condition, the ADC increases after 
tdif ~ 50 msec.  The ADC increase observed after tdif ~ 50 msec is most likely due to 
the elimination of one population of water molecules with relatively short T1 values.  
This T1 spin-editing effect is peculiar to the DW-STE pulse sequence where the 
diffusion-time increase is achieved through a concomitant increase in the TM period 
between the second and third 90° pulses.  Since the z-magnetization is inverted 
during the TM period it will experience T1 decay.  Consequently, the observed signal 
will be weighted to the distribution of water molecules having the longest T1 values 
and correspondingly fewer restrictions to diffusion.  The effect of this situation would 
be an apparent increase in the water ADC at longer diffusion times.   
 
5. Conclusions 
The results of this study are consistent with our previous work which showed that the 
water ADC(tdif) behavior of rabbit Achilles tendon changed under differing states of 
tensile load.  In this study, we have better characterized the water ADC at long tdif 
points and hypothesized that the apparent increase in water ADC is due to T1 editing, 
which removes spins with short T1 from contributing to the long tdif ADC values.  
Secondly, change in the inferred (S/V) ratio of ADC⊥ suggests that tensile loading 
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increases the collagen fibril packing density – a finding that should prove important 
in elucidating the mechanism of load-induced tendon water extrusion. 
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This chapter is a compilation of the series of NMR imaging experiments performed to 
spatially characterize the relaxation and water apparent diffusion coefficient parameters 
in rabbit Achilles tendons.  As with the experiments of the preceding chapter, these 
experiments were conducted with tendon subject to differing states of tensile load to 
determine how the effects of tensile loading are manifested in the different parameters.  
 
 
1. Introduction 
Water plays an important role in the response of biological soft tissue to mechanical 
perturbations (Viidik, 1990).  In cartilage, for example, compressive-load testing has 
demonstrated the influence of hydration on the tissue’s static material properties 
(Mow et al., 1984).  It has been shown that compressive loading causes water 
movement through the solid extracellular matrix of the tissue, adding a viscous 
component to the load response (Mow et al., 1984; Elden, 1964).  Similar behavior 
has been reported in mechanical testing of ligament.  Chimich et al. (1992) varied the 
water content of ligaments through osmotic means prior to mechanical cycling tests 
and found that water content affects the viscoelastic response of the tissue.  Time-
dependent viscoelastic behaviors have also been noted in various soft tissues, 
reflecting interactions between the collagen structure, ground substance and 
extracellular water of the tissue (Woo et al., 1981).  Tensile loading of tendon has 
been found to cause a reduction in tissue water content (Hannafin et al., 1994).  A 
redistribution of the collagen fiber-packing array was the proposed mechanism of this 
water displacement.   However, the exact mechanism of this tensile-load-derived 
displacement of water from tendon tissue remains uncertain.  Gaining further 
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understanding of the role that water plays in soft tissue mechanics may enable further 
development of micromechanical models of soft-tissue behavior (Silver, 1987). 
 
Previous in vivo measurements of water diffusion have been motivated by an interest 
in characterizing tissue properties such as structure, permeability or anisotropy.  In a 
previous study from this laboratory (Han et al., 2000), the apparent diffusion 
coefficient (ADC) of water was used to explore changes associated with tensile 
loading of tendons.  ADC was measured spectroscopically in Achilles tendons during 
application of a tensile load.  It was found that the tensile load caused an increase in 
the water ADC over that of the unloaded case.  This finding was interpreted by 
hypothesizing that tensile loading causes extrusion of water from tendon.  The 
extruded water accumulates along the outside boundary of the tendon, creating a bulk 
phase that is relatively free of barriers to diffusion.  An increase in the 
spectroscopically-measured water ADC is observed because the NMR signal is 
averaged over the entire tendon structure, including the bulk water phase. 
 
In order to test this model, the spatial variation of the tendon response to tensile 
loading was investigated.  Since tendons are not homogeneous structures (Jozsa et al., 
1997), we hypothesized that diffusion measurements would be non-uniform in 
tendons.  If the model is correct, tensile loading of tendon should cause the ADC to 
drop in the central core region and rise in the peripheral rim region.  To this end, we 
have devised a method for segmenting transverse images of tendons into two regions: 
a core and a rim.  We then studied whether loading caused the water ADC to rise in 
the rim and drop in the core – as would be expected if water were extruded.  We also 
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investigated T1 and T2 relaxation parameters in the two regions with and without load.  
Similar to the expected changes in water ADC, extrusion of water from the core to the 
rim region upon tensile loading would increase the T1 and T2 relaxation times of the 
rim and decrease their values in core.  Preliminary results of this work have been 
previously reported  (Wellen et al., 2001; 2002). 
 
2. Methodology 
2.1. Sample Preparation  
Studies were conducted using Achilles tendons from young (~3 kg) New Zealand 
white rabbits of either sex.  Rabbits were euthanized with an overdose of 
Nembutal® (Abbot Labs, Chicago, IL).  Achilles tendon samples were harvested 
from each hind-leg.  In an effort to minimize tendon dehydration, dissection of 
was performed in a glove-box chamber maintained at a minimum humidity level 
of 90%.  After harvesting, samples were maintained over the course of the 
experiment in a bath of Krytox® oil (DuPont, Deepwater, NJ). This is a 
perfluoroalkylether that contains no hydrogen and thus is not visible in the 1H 
MRI of the tendon. 
 
2.2. Experimental Set-up  
Harvested tendon samples were 2.0 - 2.5 cm in length.  Lengths of braided-silk 
suture (#1 braided) were tied to each end of the tendon.  The tendon was 
mounted in a Krytox®-filled well on a Lucite® platform (refer to Fig. 4.1 in 
Chapter 4).  The platform was placed in a gradient insert and held in the magnet 
bore such that the long axis of the tendon was parallel to B0 (Fig. 5.2).  One piece 
of suture anchored the specimen to the platform; the other piece was used to 
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apply tensile loads to the sample.  The suture lines ran through slots located at 
each end of the well.  These slots were packed with Krytox® grade 240-AC 
grease to prevent oil leakage from the bathing well.  An RF coil was fabricated 
from copper sheeting and formed into an oblong-shaped, 14 mm × 3 mm single-
turn solenoid with a notch cut in each end.  The notches allowed the coil to be 
overlaid on the tendon when it was mounted in the well.  The geometry of the 
coil was designed so as to optimize the filling factor in an effort to maximize 
SNR.  The resonant coil was inductively coupled to a coil placed on the 
underside of the well (not shown in Fig. 4.1).  The suture used for applying loads 
was run along a beam that extended outside the magnet that had a pulley at its 
end (Fig. 5.2).  Masses were hung from the suture to load the tendon under two 
states of tension:  a baseline condition with a nominal (40 g) mass applied to 
maintain tautness in the sample (referred to as the ‘unloaded’ condition) and a 
test condition with a 500 g mass applied (referred to as the ‘loaded’ condition). 
 
 
load 
tendon 
RF coil
magnet 
 
 
 
 
 
 
 
 
Figure 5.2 – Assembled experimental set-up with holding apparatus positioned in the 
magnet bore supporting the mass used to apply the tensile load to the tendon sample. 
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2.3. NMR Experimental Parameters  
NMR experiments were performed with a GE CSI-II 2.0T/45 cm imaging 
spectrometer (GE NMR Instruments, Fremont, CA) operating at 85.56 MHz for 
1H and equipped with a ±280 G/cm gradient insert.  Due to the duration of the 
experiments, not all datasets were acquired from each tendon sample.  A 
summary of the experiments performed along with the number of samples used 
and, in the case of 3-D data acquisitions, number of slices included in the 
analysis of each is given in Table 5.1. 
 
The primary imaging experiments involved acquisition of 3-D image datasets 
[128 × 128 × 8, FOV = 5 mm × 5 mm × 20 mm].  The 8-step phase-encoding 
direction was along the longitudinal axis of the tendon with a 20 mm FOV.  
From the datasets, 2-D maps of T1, T2, M0 and ADC parallel and perpendicular to 
the long axis of the tendon (ADC|| and ADC⊥) were calculated.  T1 parameter 
maps were generated from image datasets acquired with a spin-echo progressive 
saturation (SE-PS) method [NEX = 2, TE = 5.0 msec, TR intervals = 100.0, 
300.0, 500.0, 1000.0 and 2500.0 msec].  T2 parameter maps (and the associated 
M0 maps) were generated from image datasets acquired with a spin-echo (T2-SE) 
sequence [NEX = 8 or 16, TE intervals = 5.0, 15.0, 45.0 and 55.0 msec].  ADC 
maps with tdif of 5.8 msec were generated from image datasets acquired using a 
diffusion-weighted, pulsed-field gradient spin-echo (PFG-SE) sequence [NEX = 
8, TE = 12.1 msec, diffusion gradient duration δ = 2.0 msec and spacing ∆ = 6.3 
msec and diffusion-gradient amplitudes of 30, 45, 75, 125 and 175 G/cm].   
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In effort to maximize the efficiency of the lengthy 3-D imaging experiments, 
partial-flip-angle imaging was implemented in the T2-SE and PFG-SE sequences 
to reduce total acquisition time.  The flip angle (θ) that yields the optimal signal-
to-noise ratio for a given repetition time and sample T1 (the Ernst angle) is given 
by:  θ = cos-1[exp(-TR/T1)]  (Ernst et al., 1966).  Spectroscopic measurements of 
T1 from our tendon samples were ~550 msec; therefore, with a 300 msec TR the 
optimal flip angle is 54°.  In a spin-echo implementation, the initial excitation 
pulse angle is (180° - θ) rather than θ, corresponding to 126° in our experiments 
(Winkler et al., 1988).  
 
In a separate set of diffusion-weighted imaging experiments, a single-slice 
stimulated-echo (DW-STE) sequence was used to generate ADC maps at 
diffusion-times longer than those used in the 3-D PFG-SE experiments (tdif = 
50.0, 125.0 and 250.0 msec).  Different diffusion-gradient strengths were used 
with each tdif value to generate the corresponding ADC map.  The values were 
calculated to yield four b-values that covered the same range as those used in the 
3-D imaging experiments where tdif = 5.8 msec.  Other parameters common to 
each acquisition in this set of experiments were: TR/TE = 1200.0/12.1 msec, δ = 
2.0 msec, slice thickness = 4.0 mm and NEX = 16. 
 
In the PFG-SE and DW-STE datasets, the readout compensation and phase-
encode gradients were placed after the diffusion-sensitization period immediately 
before the signal readout period as discussed in (Conturo et al., 1995) to alleviate 
cross-term effects. 
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Table 5.1 – Summary of the pulse sequence parameters used to acquire image 
datasets with the number of tendon samples and total number of slices analyzed in 
each dataset under each load condition.  
 
Experiment Acquisition Sequence Incremented Parameter Values 
# samples (# slices) 
Unloaded     Loaded
3-D Parameter Mapping     
T1 SE-PS (TE=5 ms) 
TR=100, 300, 500, 
1000, 2500 ms 4 (14) 5 (15) 
T2 SE (TR/θ=300 ms/126°) TE=5, 15, 45, 55 ms 10 (35) 11 (38) 
ADC||, ⊥ 
PFG-SE (TR/θ=300 ms/126°, TE=12.1 ms, 
∆=6.3 ms, δ=2.0 ms) 
G=30, 45, 75, 125, 
175 G/cm 10 (35) 10 (31) 
ADC(tdif) Imaging     
 DW-STE (TR/TE=1200/12.1 ms, δ=2.0 ms) tdif = 50, 125, 250 ms 3 3 
 
 
 
 
2.4. Data-Processing 
Datasets were transferred to an off-line workstation for processing.  Routines 
written with the IDL® software package (Research Systems, Boulder, CO) were 
used for image reconstruction, parameter-map generation, image segmentation 
and statistical calculations.   
 
2.4.1. Image Reconstruction  
During the 3-D dataset image reconstruction, a Hanning-window filter was 
applied over the in-plane slice data and across slices prior to Fourier 
transformation to reduce aliasing and interslice bleed.  After 
reconstruction, the central 3 or 4 slices of a dataset were selected for 
inclusion in the remainder of the image analysis.  Maps of relaxation 
parameters and diffusion coefficients were calculated from the 
reconstructed datasets on a pixel-by-pixel basis. 
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2.4.2. Parameter Map Generation  
A number of inclusion criteria were required in order for the fitted pixel 
value to be considered a valid contributor to a particular parameter map.  
First, voxels were required to meet a minimum signal-to-noise ratio of 
two.  A criterion unique to ADC map generation was implemented due to 
the environment in which water protons reside in the tendon.  In the log 
domain, pixel signal intensity values begin to decay in a non-linear fashion 
with increasing b-value due to structures within the tissue that provide 
restriction to diffusion.  Only those b-values considered to fall within the 
linear portion of the decay curve were included in the linear fit in effort to 
obtain an accurate ADC value from the slope of the fitted line.  To 
determine which b-values were in the linear portion of the decay curve, a 
comparison of the chi-squared difference between the fitted line and the 
points included in the fit for the case of 5 b-values, 4 b-values and 3 b-
values was made.  The percent change in the chi-squared value between 
fits of decreasing number of b-values was inspected and a percent change 
less than 5% was chosen to indicate a good linear fit using the higher 
number of b-values.  Finally, fixed thresholds were applied to each of the 
parameter maps whereby pixels falling outside of the threshold range were 
discarded from the map.  The upper level thresholds were chosen for each 
parameter based on expected values from bulk water protons: [0, 2000 
msec], [0, 200 msec] and [0, 2×10-5 cm2/sec] for T1, T2 and ADC, 
respectively.  
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2.4.3. Image Segmentation 
We wanted to make comparisons between measurements made in the rim 
versus the core region of the tendon.  In order to discriminate between 
these two areas, we segmented the image into two compartments.  A 
gradient-operator-based edge detection algorithm (Russ, 1995) using a 3 × 
3 kernel was applied to the proton-density (M0) maps to create two 
segmentation masks of each slice: one mask of the tendon central core 
region and one mask of the surrounding peripheral rim of the tendon.  
These masks were then used to segment the corresponding parameter 
maps from which average values of T1, T2, M0, ADC|| and ADC⊥ were 
calculated for each region. 
 
2.4.4. Change in M0 Ratio Calculation  
The effect of tensile loading on the distribution of proton-density across 
the tendon was assessed through the M0 parameter maps.  To allow 
comparison of the unitless M0 parameter between load conditions, a 
normalization process was employed.  Each usable slice from a sample’s 
T2 dataset was included to create an M0 ratio value for each load 
condition.  The ratio was calculated from the average value of pixels 
contributing to the tendon central core or peripheral rim region.  The 
average regional M0 values from each slice of a sample’s dataset were 
then averaged to determine the representative M0 RIM and M0 CORE values 
of the sample.  A ratio of M0 RIM : M0 CORE was then calculated for each 
load state of the sample:   
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With the unloaded and loaded M0 ratios, the percent change between load 
conditions was determined: 
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With the 2-D ADC(tdif) image datasets, maps of ADC were calculated for 
each tdif point in the same manner as the 3-D ADC datasets.  Average 
tendon core and peripheral rim region values of ADC|| and ADC⊥ were 
calculated from the masked parameter maps for each load condition. 
 
2.4.5. Statistical Analysis  
Average parameter values reported in Table 5.2 are shown plus or minus 
the associated standard error of the mean (S.E.M.).  Statistically 
significant differences in the mean parameter value between tendon 
regions or tensile load conditions were determined based on Student’s t-
test analysis with a significance level of α = 0.05.  For those parameters 
found to have statistically significant differences, p-values are indicated. 
 
3. Results 
3.1. Tendon Imaging in Cross-Section 
From the proton-density weighted images, it was observed that in cross-section, 
the tendon samples were composed of two regions with distinct differences in 
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signal intensity [Fig. 5.3(A)].  At the periphery of the tendon, a thin region of 
high signal intensity encircles a region of low signal intensity in the central core.  
Adjacent to the image in Fig. 5.3 are the corresponding binary masks of the rim 
(B) and core (C) regions for the given slice generated from the segmentation 
routine.  
 
 
A B C 
 
 
Figure 5.3 – Example proton density weighted image of tendon cross-section (A) with 
the corresponding binary masks of the rim (B) and core (C) regions for the given slice 
generated from the gradient-operator-based segmentation routine. 
 
 
 
3.2. Qualitative Analysis of 3-D Parameter Maps  
Representative parameter maps generated from the 3-D datasets (T1, T2, ADC|| 
and ADC⊥) are provided in Fig. 5.4 with the rim region segmented from the core 
region for illustrative purpose.  The range of values for each parameter is 
provided in the colorbar legend.  The top row of maps and their associated 
histograms represent unloaded tendon data while the bottom row represents data 
from the corresponding slice in the loaded condition.  Direct, semi-quantitative 
comparisons can be made between unloaded and loaded parameter map segments 
to assess the effect of tensile loading on the spatial distribution of values within 
the two tendon regions.  The histogram plots associated with each segmented 
map provide the parameter values for both tendon regions (- - - rim region,  
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core region), showing in a more quantitative manner their distribution within a 
given region. 
 
For the unloaded T1 data in Fig. 5.4, there is a dramatic difference in T1 values 
between the tendon rim and core regions: the rim region has a larger average 
value and wider distribution (~0.6 sec mean, 0.06 – 1.4 sec range) than that of the 
core region (~0.5 sec mean, 0.3 – 0.8 sec range).  By contrast, the average values 
and distributions of T2, ADC|| and ADC⊥ are relatively similar for the two regions 
in the unloaded state.  With tensile loading, Fig. 5.4 demonstrates that a regional 
distinction of ADC values in both diffusion directions develops with the rim 
region moving toward a higher mean ADC while the core region remains 
unchanged from the unloaded condition.  For ADC⊥, the rim region average 
increases to ~0.6×105 cm2/sec (compared to ~0.4×105 cm2/sec in the unloaded 
case); within the ADC|| maps, the rim region average increases to ~1.0×105 
cm2/sec (compared to ~0.8×105 cm2/sec in the unloaded case).  In both cases, the 
core region ADC maps do not differ from the unloaded case.  For the T1 
parameter, the number of loaded rim region pixels at the high end of the T1 range 
increases over that of the unloaded state, increasing the average T1 to ~ 0.8 sec 
while the core region does not change from the unloaded case.  The T2 parameter 
maps do not experience any load-induced change in either tendon region.  
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Figure 5.4 – Composite figure providing example output of T1, T2, ADC|| and ADC⊥ 
segmented parameter maps with their respective histograms for each load condition. 
 
 
 
3.3. Quantitative Analysis of 3-D Parameter Maps  
A summary of the average calculated parameter values (± S.E.M.) from all 
tendon samples is reported by load condition and tendon region in Table 5.2.  As 
with the parameter maps of Fig. 5.4, comparison of the overall average values in 
Table 5.2 between regions within a load condition demonstrates the 
heterogeneity that exists across the tendon.  For the unloaded condition, 
statistically significant differences between the rim and core regions exist for T , 
T2 and ADC⊥ (P < .05).  For the loaded condition, statistically significant 
differences between the rim and core regions exist for T1, T2, ADC|| and 
ADC⊥ (P < .05).  Between-load-condition comparisons indicate a statistically 
significant increase in the rim-region ADC|| and ADC⊥ (P < .005) values.  No 
1
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loaded core region parameter was found to have a statistically significant change 
from the unloaded case.   
 
Loading was also found to affect the M0 RIM : M0 CORE ratio calculated from the T2 
datasets.  The ratio increased by 15% between the unloaded and the loaded 
conditions.  This result is consistent with the hypothesis that loading causes a 
transfer of water molecules from the tendon core to the tendon rim. 
 
Table 5.2 – Mean ± S.E.M. values for T1, T2, ADC|| and ADC⊥ calculated from 
average pixel values of RIM and CORE regions’ respective parameter maps.             
* – indicates a statistically significant difference for the parameter between tendon 
regions, P < .05.    ** – indicates a statistically significant difference for the 
parameter within the tendon region between load conditions, P < .005.  (N’s 
contributing to each of the parameter conditions indicated in Table 5.1.) 
 
 Unloaded 
 rim core 
T1 [msec] 670 ± 20 530 ± 10* 
T2 [msec] 22.0 ± 0.5 28 ± 1* 
ADC⊥ [×105 cm2/sec] 0.40 ± 0.03 0.25 ± 0.01* 
ADC|| [×105 cm2/sec] 0.78 ± 0.03 0.79 ± 0.03 
   
 Loading effect on 
 rim core 
T1 [msec] ↓ 4.5% ↓ 15.1% 
T2 [msec] ↑ 4.1% ↓ 10.0% 
ADC⊥ [×105 cm2/sec] ↑ 57.5%** ↑ 8.0% 
ADC|| [×105 cm2/sec] ↑ 20.5%** ↓ 6.3% 
 
 
 
 
Differences in diffusion anisotropy were found across tendon regions.  In the 
tendon core region, the unloaded average ADC|| : ADC⊥ anisotropy ratio from 
Table 5.2 is 3.2; in the tendon rim region, the average is 1.9.  When loaded, the 
core-region average anisotropy ratio decreases to 2.7 and the rim-region average 
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anisotropy ratio declines to 1.5.  What initially appears to be a noteworthy 
change in the core region is, upon closer inspection, a response to statistically 
insignificant changes in the average directional ADC values.  The core-region 
data in Table 5.2 indicates the ADC|| decreases while the ADC⊥ increases with 
tensile loading, but neither of these changes were found to be statistically 
significant.  This situation exemplifies the care required when interpreting 
changes in the anisotropy ratio.  The tensile-load-induced changes in water 
ADCs of the rim region, however, are statistically significant and result in an 
anisotropy-ratio decrease.   
 
3.4. Diffusion-Time Dependent ADC Imaging  
The water ADC diffusion-time dependence for the segmented tendon regions 
under each load condition is shown for ADC|| and ADC⊥ in Fig. 5.5(A) and (B), 
respectively.  Included for completeness in these plots are average ADC values 
obtained at tdif=5.8 msec from the 3-D datasets.  The average ADC values plotted 
in these figures are the average of the M0-weighted ADCs from each tendon 
region for the given experimental condition.  That is, each point in the plots 
represents: 
 
M0-weighted average ADC
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where n is the total number of pixels in a given tendon region.  All conditions in 
the ADC|| case follow the trend of a decrease from the tdif=5.8 msec point 
followed by a rise after a minimum is reached at the 50 msec diffusion-time.  In 
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the ADC⊥ case, the loaded condition follows this trend while the unloaded 
condition does not indicate a decrease from the tdif=5.8 msec point before rising 
with increasing diffusion time. 
 
Figure 5.6 provides cumulative histograms of ADC values from the segmented 
ADC maps of the three tendon samples used in this experiment.  The figure is 
separated into histogram triads that show the diffusion-time dependence of the 
water ADC within each tendon region as a function of diffusion sensitization 
direction and load condition.  Axial scaling is identical on each of the histograms 
to allow direct comparison of the number of fitted pixels and the ADC 
distributions between tendon regions and between experimental conditions.  
From this figure, the effect of increasing the period allowed for T1 relaxation (i.e. 
increasing tdif) on the ADC maps is the same for each experimental condition:  
the percent decrease in the number of core-region pixel contributions is larger 
relative to the decrease in the rim region.  In general, the characteristics of the 
ADC distributions at successive diffusion-times within a given triad are 
comparable except for the loaded rim region triads.  The general appearance of 
each histogram in a triad is Poisson-like with the peak of the distribution 
decreasing with increasing tdif.  The exception is the loaded-rim region where the 
triads in both diffusion directions show the bulk of the pixel values shifting to 
higher ADCs with increasing diffusion time. 
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Figure 5.5 – Mean values of (A) ADC|| and (B) ADC⊥ (×10-6 cm2/sec) calculated from 
average pixel values in rim and core regions and plotted as a function of diffusion time 
for each load condition [points at tdif=5.8 msec included for reference] (N=3). 
 
 
 
 
 
 
 - 120 -   
 
 
 
PARALLEL PERPENDICULAR 
 tdif =  50 ms  125 ms  250 ms 50 ms 125 ms  250 ms 
R
I
U
N
LO
AD
ED
 M
 
R
IM
 
CO
R
E 
 
 
 
 
 
 
 
 
 
 
LO
AD
ED
 
CO
R
E 
ADC (×105 cm2/sec) ADC (×105 cm2/sec)
 
Figure 5.6 – Histograms of the cumulative number of fitted pixels from the segmented 
ADC maps of all tendon samples (N=3) with respect to diffusion time point and 
experimental condition: diffusion sensitization parallel (left) and perpendicular (right) to 
the tendon long axis and subject to tensile load of: nominal 40g mass (unloaded) and 
500g mass (loaded). 
 
 
 
4. Discussion 
4.1. Spin Populations Observed in Imaging Experiments 
Several research groups have employed various fitting algorithms [e.g. 
nonnegative least squares (Whittall et al., 1989)] to spectroscopic NMR data 
from tendon to demonstrate the heterogeneity of transverse relaxation times that 
arise due to variations in the tendon microstructure (Fullerton et al., 1985; Peto et 
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al., 1990a; 1990b; Henkelman et al., 1994).  In the work by Peto et al. (1990a) 
and Henkelman et al. (1994), four distinct T2 components attributable to different 
proton populations were observed.  Peto et al. proposed that the four proton 
populations represented by these components were (in order of shortest to longest 
T2 value):  macromolecular 1H (protons of the tropocollagen polypeptide chains); 
tightly bound interstitial water 1H (water molecules located within the triple-helix 
interstices and fixed by two hydrogen bonds); weakly bound tropocollagen 
hydration water 1H (weakly bound to macromolecules and much more mobile 
than interstitial water); free water 1H of the amorphous ground substance.   
 
The observed transverse relaxation values are dependent upon the tendon sample 
orientation in relation to the static magnetic field direction (Berendsen, 1962;  
Fullerton et al., 1985; Peto et al., 1990b; Henkelman et al., 1994; Haken et al., 
2000).  This behavior is due to variation in the susceptibility gradients that arise 
across the sample depending on its orientation with respect to the static field.  All 
of our experiments were performed with samples aligned with their long axis 
parallel to the static field.  According to Peto et al. (1990a), of the four T2 
components they observed in this orientation, the two shortest are reported to 
have T2’s < 5 msec.  All of our experiments use TE values greater than 5 msec; 
therefore, we do not expect any significant contributions from the tightly bound 
interstitial water or macromolecular protons (the two components with T2 < 5 
msec) and attribute signal in our experiments to weakly bound and free water 
molecules.  With regard to the T2 mapping, total-experiment-time limitations 
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only permitted acquisition of a limited number of TE values (four).  Therefore, 
during the map generation routine, only single exponential fitting of the data was 
performed resulting in T2 maps that represent a weighted average of the two 
water 1H populations. 
 
4.2. Localized Relaxation and ADC Parameter Values 
4.2.1. Localized ADC Anisotropy Ratios 
Our interpretation of the water ADC anisotropy ratios derived from the 
image datasets reveals two attributes of diffusion measurements in tendon 
subject to tensile load.  First, the anisotropy ratio of the rim region follows 
very closely to the short tdif spectroscopic anisotropy demonstrated in the 
plots of Fig. 4.2 from the previous chapter.  The spectroscopically-derived 
anisotropy ratios from those experiments are ~2.0 for the unloaded case 
and ~1.5 for the loaded case.  These values correspond with the rim region 
values obtained from Table 5.2 (1.9 and 1.5, for each of the respective 
load conditions) and suggest the tendon periphery plays a dominant role in 
water ADC measurements.  The finding that the ADC anisotropy ratio of 
the rim region is less than that of the core region is consistent with the 
more densely packed fibrillar collagen structures of the tendon core.  The 
second attribute addresses the significance of a larger percent increase in 
rim-region ADC⊥ relative to the ADC|| increase with tensile loading.  In 
support of our hypothesis that tensile loading induces extrusion of water to 
the tendon periphery, a large ADC⊥ increase is expected to accompany 
accumulation of bulk water at the tendon periphery.  Due to fewer 
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restrictions parallel to the tendon long axis, ADC|| is already high; 
therefore it follows that additional bulk water at the tendon periphery 
would yield a greater percent increase in ADC⊥ under tensile loading.  
 
4.2.2. Diffusion-Time Dependence of ADC 
In the diffusion-weighted STE imaging sequence used to map the 
diffusion-time dependence of the ADC within tendon, T1 relaxation 
occurring during TM serves to effectively eliminate signal contributions 
from spins with short T1 at longer tdif values.  From the T1 parameter 
mapping data summarized in Table 5.2, we note a statistically significant 
difference between the average T1 of rim and core regions irrespective of 
load condition.  Due to the shorter average T1 of the core relative to the 
rim, it is expected that a greater proportion of core-region spins will be 
eliminated at longer tdifs.  The experimental output of Fig. 5.6 supports this 
hypothesis. 
 
Comparison of the rim- and core-region histogram triads in Fig. 5.6 
reveals a larger percent decrease in the number of core-region pixel 
contributions relative to the rim region with increasing tdif for each of the 
experimental conditions.  In general, core-region pixels have a lower 
initial M0 and more restrictions to diffusion relative to those in the rim 
region.  Therefore, the increase in tdif will have a more profound effect in 
the core region than in the rim region.  The effect of noise in the fitting 
routine is apparent in the core region’s tdif = 250 msec histograms where 
 - 124 -   
the frequency of high ADC voxels increases from the tdif = 50 msec points.  
From this, it was inferred that the core region is more susceptible to poor 
ADC fitting because of low SNR due to the low initial M0 in this tendon 
region.  
 
Also note from Fig. 5.6 that not all low ADC voxels are eliminated from 
the tdif = 250 msec histograms, regardless of tendon region.  This implies 
that those voxels with a low water ADC are associated with a distribution 
of T1 values and the distribution contains values sufficiently long enough 
such that they do not completely decay away during the longest diffusion 
time.  In general, fewer low-ADC pixels are contributing to the histograms 
at the 125 and 250 msec tdif points relative to the 50 msec tdif point and 
therefore the relative weighting of high ADC values increases as tdif 
increases.  This effect is noted in the ADC(tdif) plots of Fig. 5.5, where the 
M0-weighted average ADC values increase with increasing diffusion time.  
These findings provide further support for the hypothesis that the water 
ADC increase following the initial decline through the short tdif points may 
be explained in terms of T1 spin-editing. 
 
4.2.3. Effects of Tensile Loading 
The primary finding from the loaded-imaging experiments is a statistically 
significant increase in both ADC|| and ADC⊥ of the rim region over the 
unloaded case (Table 5.2).  An observation of note is that the average 
loaded T2 value decreased in the core region and increased in the rim 
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region.  Though neither change was found to be statistically significant, 
the average T2 values of the rim and core did move in directions that 
would be consistent with the hypothesis of water transport from tendon 
core to rim.  As suggested by Peto et al. (1990b), the greater the mobility 
of the water proton in the tendon microstructure, the longer its T2.  A T2 
decrease in the tendon core would therefore indicate a smaller mobile 
water proton fraction contributing to the average regional value; similarly, 
a T2 increase in the tendon rim would indicate a larger mobile water 
proton fraction contributing to the average regional value. 
 
The within-slice M0 RIM:M0 CORE ratio calculation yields representative M0 
values that are normalized to permit an M0 comparison between load 
states.  The observed increase in the M0 ratio between the load conditions 
implies an increase in the density of rim water protons relative to the core 
upon loading.  Although we are unable to attribute this change in M0 to a 
specific tendon region (i.e., due to an isolated change in M0 RIM or M0 
CORE), the increase in the ratio between the load conditions is in itself of 
interest.  Whether an increase in M0 RIM or a decrease in M0 CORE, the 
finding of an increased M0 ratio upon loading is consistent with the idea of 
water transport from the tendon core to its peripheral rim. 
 
Another aspect of interest regarding the tensile-load-induced transport of 
water to the tendon periphery lies in the histogram triads of Fig. 5.6.  
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Within the loaded-rim-region ADC|| triad, an increase in the number of 
mid-range ADC pixels occurs that is not observed in the unloaded case.  
One interpretation of this bulk shift of ADC values during the loaded 
experiment is the slow accumulation of water at the tendon periphery over 
the period of time required to acquire the datasets (approximately 2½ 
hours for each tdif point).  However, interpretation of this observation is 
slightly ambiguous due to the possibility of tendon translation and creep 
with tensile loading that may result in slightly different slice geometry in 
the images at each tdif point.   
 
The scatter plots of Fig. 5.7 were generated to investigate the effect of 
tensile loading on the relationship between ADC|| and T1 from a tendon 
sample in which both datasets were acquired.  Corresponding ADC|| and 
T1 parameter map pixel values from a representative slice are plotted in 
Fig. 5.7 with colored data points that reflect their region of origin in the 
tendon.  Marginal distributions of the corresponding regional parameter 
are provided by the dashes along the respective axis, yielding ‘dash-dot’ 
style plots as discussed in Tufte (1983).  The distributions of ADC|| and T1 
in this figure follow a similar pattern to those provided in Fig. 5.4.  The 
loaded dash-dot plot shows a change in ‘slope’ of the rim region pixels’ 
ADC||:T1 relationship whereby those associated with a high ADC shift to a 
longer T1 relative to the unloaded case.  In terms of our tensile-load-
induced water extrusion model, we interpret the change of slope in the 
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rim-region ADC||:T1 relationship as a reflection of the non-uniform 
redistribution of bulk water to the rim region upon loading.  This is in 
contrast to a shift of the entire population to longer T1s that would 
accompany a uniform distribution of water at the tendon periphery – a 
situation that may develop over time. 
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Figure 5.7 – Dash-dot style plots of the relationship between ADC|| and T1 from a 
representative sample in the unloaded (A) and loaded (B) condition.  Colored data points 
reflect their region of origin in the tendon (gray: rim, orange: core).  Dashes along the axes 
allow comparison of the corresponding parameter’s marginal distribution between tendon 
regions.  
 
 
 
4.3. Data Interpretation With Respect to Tendon Ultrastructure 
Differences exist between the structural characteristics of the central and peripheral 
regions of human tendon (Jozsa et al., 1991).  The different structural environments 
experienced by diffusing water protons are the most likely source of the regional 
differences in NMR parameters noted in this work.  The regional differences in 
diffusion anisotropy, for example, are consistent with the regional differences in 
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tendon ultrastructure.  Additionally, one of the primary effects of tensile loading on 
tendon is a statistically significant increase of the average water ADC in the rim 
region; a result that suggests tensile-load-induced structural changes occur in the 
tendon periphery.  As noted in Jozsa et al. (1997), the collagen fibers of the epitenon 
are at an ~60° angle with the fibers of the tendon core region while at rest.  This 
angle decreases to ~30° when stretched.  Straightening of the epitenon fiber 
angularity may account for the increased ADC|| upon tensile loading.  In the 
perpendicular direction, an influx of water in the space between the epitenon and 
paratenon layers of the outer tendon sheath could account for the increase in ADC⊥ 
upon tensile loading.  If this were the case, this finding would lend additional 
evidence to the argument for the extrusion of water to the tendon periphery upon 
tensile loading which may aid the development of micromechanical models of soft 
tissue behavior subject to mechanical perturbation. 
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This chapter is intended to provide an introduction to the principles behind functional brain 
imaging with MRI.  The development of and applications for functional magnetic resonance 
imaging (fMRI) have grown to make fMRI one of the most widely used methods for 
investigating human brain function and continues to hold promising potential to provide 
insight into how the brain works, in both normal and diseased states.  The foundations of this 
multi-disciplinary field of research are discussed in this chapter with emphasis placed on the 
use of blood-oxygenation-level-dependent (BOLD) contrast in functional neuroimaging.  
This method is based on MR signal changes due to hemodynamic and metabolic responses at 
the sites of neuronal activation induced by external and internal stimuli to the brain.  The 
basic experimental approach used to exploit this difference in signal is to acquire imaging 
data during a control state and then during an active state.  Neuroanatomical locations with 
non-zero differences in image signal intensity between the two states implies neuronal 
involvement during the active state.  Application of this functional imaging technique has 
allowed researchers to construct high-spatial-resolution, whole-brain activation maps of 
sensory and cognitive function.    
 
1. Physiological Origins of the BOLD Contrast Mechanism  
A fundamental feature of neuronal activation that underlies a number of functional 
neuroimaging methods is that blood flow and energy metabolism are rather tightly linked 
to neuronal activity.  Positron emission tomography (PET) has been used to demonstrate 
increased blood flow in focal cortical regions related to task activation, where the 
percent-blood-flow increase exceeded the percent increase in oxygen consumption (Fox 
et al., 1986).  This mismatch between blood flow and oxygen consumption is exploited in 
BOLD contrast fMRI, causing blood to act as an endogenous MRI contrast agent (Ogawa 
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et al., 1990).  It is these physiologic responses that enable BOLD-contrast fMRI to infer 
information about the underlying neuronal activity.  In the following sections, these 
concepts are discussed further.   
 
1.1. Hemodynamic Response to Neuronal Activation 
A number of physiologic response mechanisms interact to regulate cerebral blood 
flow (CBF) as the local metabolic demand of activated neurons increases (Guyton et 
al., 1996).  Concomitant with a local increase in CBF are increases in cerebral blood 
volume (CBV) and the metabolic rate of oxygen consumption (CMRO2), however, 
no significant change in tissue oxygen extraction.  These hemodynamic changes 
result in a decrease of the oxygen extraction fraction (OEF – a measure of the 
arterio-venous difference in hemoglobin oxygen saturation) that results from an 
increase in venous blood oxygenation.  Consequently, it is the increase in venous 
blood volume and venous blood oxygenation that affects the signal intensity of the 
MR image during neuronal activation.  The next issue to be discussed is the nature of 
this oxygenation-dependent variation in signal intensity. 
 
1.2. Magnetic Properties of Blood 
The magnetic properties of blood vary with oxygen content (Pauling et al., 1936).  
The reason for this variation is related to the magnetic properties of the hemoglobin 
molecule.  Since oxygen is not very soluble in blood, it is transported through the 
vasculature bound to hemoglobin of red blood cells.  At the core of hemoglobin is a 
heme-iron complex that imparts its magnetic properties to the hemoglobin molecule.  
Due to the location of the oxygen binding sites on hemoglobin, the magnetic 
 - 132 - 
  
susceptibility of the molecule will change as a function of its oxygenation status.  
Magnetic susceptibility (χ) is an index of the extent to which an applied magnetic 
field is distorted as it interacts with a material.  Those materials that add a local 
contribution to the applied magnetic field (i.e., increased magnetic flux) are said to 
be paramagnetic, whereas materials that have a negligible local effect on the applied 
magnetic field are referred to as diamagnetic.  Deoxygenated hemoglobin (deoxyHb) 
is paramagnetic and introduces magnetic-susceptibility-induced variation in the local 
magnetic field in and around blood vessels.  In contrast, oxygenated hemoglobin 
(HbO2) is diamagnetic and exerts little effect on the local magnetic field.  Because of 
this, the magnetic susceptibility difference between HbO2 and the surrounding tissue 
is small (i.e., it exhibits low ∆χ).  As HbO2 deoxygenates, magnetic field gradients 
are produced resulting in high ∆χ values across the interface between the vasculature 
and surrounding tissue.  Thus, a change in hemoglobin oxygenation leads to changes 
in the local distortions of the externally applied magnetic field. 
 
 
1.3. Magnetic-Susceptibility-Induced Signal Change 
The local magnetic field disturbance caused by paramagnetic deoxyHb affects the 
NMR signal of the surrounding spins.  Specifically, the large ∆χ causes accelerated 
loss of spin coherence resulting in shorter T2* relaxation times relative to those spins 
not affected by the susceptibility difference.  This relaxation mechanism provides a 
means of localizing the effects of changes in hemoglobin oxygenation.  From the 
hemodynamic response to local neuronal activation, an increased CBF and a 
corresponding decrease in OEF increases the concentration of HbO2 in the capillary 
and venous vascular beds.  Higher [HbO2], and consequently lower [deoxyHb], 
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reduces the ∆χ between the vasculature and surrounding tissue.  This in turn 
increases the local effective intravoxel T2*, which leads to an increase in image 
intensity on T2*-weighted images (refer to Section 5.2 of Chapter 1 for further 
discussion of these points).  The situation of higher venous [HbO2] may also be 
considered in terms of a local decrease in T2* dephasing and less loss of phase 
coherence.  Turner et al. (1991) demonstrated this effect using cats with induced 
hypoxia where it was found that MR signal intensity decreased with increasing 
deoxyHb and after oxygen was restored, signal intensity rose above the baseline 
level.  Because more than 70% of the brain’s blood lies within the microvascular 
capillaries and venules, the measurement of the magnetic-susceptibility-induced T2* 
signal loss is considered to predominantly reflect the regional deoxygenation state of 
the venous system (Bandettini et al., 1992).  Optical imaging techniques have 
demonstrated that subsequent to the onset of neural activity, there is a transient 
increase in the tissue concentration of deoxyHb caused by an increase in local 
oxygen consumption that precedes any change in blood flow or volume (Malonek et 
al., 1996).  This leads to a brief hypoxic state that is met with vasodilation of the 
arterioles, resulting in a large increase in CBF.  The CBF increase generally 
overcompensates for the increase in local oxygen consumption and leads to blood 
hyperoxygenation and the standard positive BOLD response.   
 
2. Characteristics of the BOLD Response Signal 
An important limitation to BOLD-based fMRI is that the temporal resolution of the 
response signal is limited by the rate of the hemodynamic response, which occurs over a 
time course that is orders of magnitude slower than that of the neuronal response.  
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Temporal characteristics of BOLD signal change are often characterized by the time 
between stimulus onset and the point it reaches maximum amplitude (i.e., time to peak) 
as well as the time between stimulus cessation and the point it reaches baseline (i.e., time 
to fall).  Temporal dynamics of the BOLD response vary across different neural tissue 
regions with time-to-peak values typically falling in the 5–8 sec range and time-to-fall 
values in the 5–9 sec range (Kwong et al., 1992). 
 
The technique also has low intrinsic signal-to-noise and contrast-to-noise, leading to the 
need for repetition of stimuli in order to decrease the variance of the results.  The percent-
signal change in activated brain regions is optimized by maximizing the contrast-to-noise 
ratio (CNR = ∆s/σn, where ∆s is the signal difference between tissue and noise, and σn is 
the standard deviation of noise), which is accomplished by matching the pulse sequence 
TE to the T2* of gray matter.  At typical clinical-scanner field strength (i.e., B0 = 1.5T, 
which was strength of the scanner used in the experiments of the following chapter of this 
dissertation), the percent change in signal has been demonstrated to fall in the range of 1–
5% (Kwong et al., 1992).  Since the effect of ∆χ is more pronounced at high field 
strength, the observed T2* induced signal change is correspondingly increased at higher 
field, in the range of 5–20% at 4T (Ogawa et al., 1992).   
 
The indirect coupling between neuronal activity and the observed NMR signal change 
also has implications with regard to the resolvable spatial resolution of BOLD-contrast-
derived, neuronal-activation maps.  Since the signal change is a result of a perfusion 
increase that is local to the tissue of interest, but is generally on a larger spatial scale than 
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the electrical activity, the site of the activation on an image may be somewhat larger than 
and distant from the site of neural activity.   
 
 
3. Detection of Neuronal Activation 
3.1. Block Design Experiment 
The most common experimental design applied in fMRI today is the blocked-task 
paradigm.  In this approach, a series of trials of a continuous task are presented 
during a discrete epoch of time.  This is followed by a transition to performing trials 
of a different task over another epoch of time.  This experimental scheme is 
diagramed in Fig. 6.1 where a ‘control’ task and an ‘active’ task are alternately 
performed over a 45-sec epoch.  The strategy behind this approach is to isolate the 
cognitive process of interest and design control and active phases of the experiment 
that differ with respect to that process.  This method is therefore limited to finding 
relative changes between task functions, however, the great flexibility inherent to the 
blocked paradigm design allows for a large range of parameter manipulation in the 
study design; for example, variation of the epoch timings or number of cycles in the 
paradigm; variation of stimulus duration and/or interstimulus interval during the 
control or active phases of the paradigm.   
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45 sec
45 sec 
Control 
Active 
 
 
 
 
 
 
 
Figure 6.1 – Diagrammatic example of the timing in a four-cycle blocked-task paradigm.  
In this example, subjects are presented with the control task over the initial 45 sec of the 
paradigm.  This is followed by 45 sec of the active component of the paradigm, which 
incorporates a task involving the cognitive process of interest that is not present in the 
control task.  These two phases are then alternately repeated over the duration of the 
paradigm presentation. 
 
 
 
3.2. fMRI Data Analysis 
The number of methods available for analysis of fMRI data is large and growing as 
the technology and applications evolve.  The choice of analysis method is highly 
dependent on the design of the experiment and the questions to be asked of the data.  
The most straightforward approach for analysis of the block design experiment is the 
univariate (i.e., pixel-by-pixel) subtraction analysis.  In this method, average values 
for baseline (i.e., control) periods are subtracted from those of the corresponding 
active periods.  A hypothesis test is then performed between the resulting difference 
values and zero to determine if there is a statistically significant difference in signal 
between the two periods.   
 
In another data analysis-approach, a model of the expected temporal response is 
created and then fit to the time-course data.  As with the subtraction analysis, this 
approach is also normally employed as a univariate analysis.  Consider the time 
course of a single voxel, y(t), as a 1-D vector of signal intensity values.  In a simple 
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example of linear modeling, the time-course vector is related to the model time 
course, r(t), (or reference waveform) as in: 
 
)(ε)(α)( tctrty ++=     ( 6.1 ) 
  
where r(t) is also a 1-D vector that may replicate the square-wave block design of 
Fig. 6.1 in terms of a binary series.  The value α represents the parameter estimate 
for r(t); c is a constant that corresponds to the baseline intensity of the data; and ε(t) 
is the term that accounts for the residual error between the fitted model and the data.  
A pictorial interpretation of the relationship between the terms of Eq. (6.1) is 
provided in Fig. 6.2 to further illustrate these concepts.  Thus, the model fitting 
involves adjusting the baseline level and the height of the square wave to best fit the 
data.   
 
 
 
 
 
 
 
 
 
 
 
+
y(t)
c+ε(t)
r(t) 
 
 
Figure 6.2 – Illustration of the relationship between the reference waveform, r(t), baseline 
and error term, c+ε(t), and the voxel time course, y(t). 
 
 
 
Bandettini et al. (1993) introduced calculation of the cross-correlation coefficient, ρ, 
between a reference waveform and a voxel time course: 
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where yi and ri represent individual time points in a series of N points for the voxel- 
and reference-waveform time courses, respectively; values y and r are the average 
values of their respective time course.  This calculation is employed in the analysis 
of the functional imaging experiments presented in the following chapter of this 
dissertation.  
 
3.3. Statistical Inference 
An important complication that must be addressed prior to making valid statistical 
inference from the functional imaging time course data is that large numbers of 
voxels are simultaneously being assessed for change.  For a given functional imaging 
data set with N independent voxels (for example, a common acquisition from our 
whole brain studies consists of 24 image slices at a resolution of 64 × 64 ? 98,304 
voxels), assuming a threshold for significance of change in each of the individual 
voxels of p = 0.01 leads to an average of N × 0.01 voxels classified as statistically 
significant by chance alone (983 voxels in our example) – even if no stimulation is 
applied.  This exemplifies the degree to which the problem of multiple comparisons 
can affect the analysis and interpretation of fMRI data.  A typical approach for 
reducing the number of false positives is through Bonferroni correction where the 
significance level at each voxel is divided by the number of comparisons made (i.e., 
the number of voxels in the dataset).  However, for the large N of most fMRI 
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datasets, this results in an excessively stringent threshold (for our example, a 
Bonferroni-corrected p threshold of 0.01/98,304 = 0.0000001).  
 
Another approach to the multiple comparisons problem is advocated by Genovese et 
al. (2002), where an appropriate threshold is applied by controlling the fraction of 
significant voxels that are falsely significant.  The false discovery rate (FDR) is the 
proportion of false positives (i.e., incorrect rejections of the null hypothesis) among 
those tests for which the null hypothesis is rejected.  Controlling the FDR is a 
compromise between the loss of statistical power of the Bonferroni method, which 
controls the rate of false positives among all tests, whether or not the null is actually 
rejected, and the large number of potential false positives that arise by chance from 
the multiple comparisons.   
 
The FDR control techniques introduced by Benjamini and Hochberg (1995) were 
used to threshold the statistical parametric maps generated by the experimental 
paradigms presented in the work of Chapter 7 of this dissertation.  The general 
procedure for controlling the FDR in the N voxels (with their associated p values 
derived from an appropriate statistical test) being tested is as follows:  (1) select the 
maximum average FDR (a parameter referred to as q) that is desired for the 
experiment; (2) order the p values from smallest to largest; (3) find r that is the 
largest i in the p value sequence for which  
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where c(N) is a predetermined constant that is dependent on assumptions made about 
the distribution of p values across the voxels; (4) declare the voxels v1 ?  vr to be 
active.  For our experiments, we use a value of c(N) that makes no assumptions 
regarding independence of the voxels or the distribution of noise in the data and is 
calculated as: 
 
∑ == Ni iNc 11)(     ( 6.4 ) 
 
A final point regarding implementation of the FDR procedure is to mention that it 
operates simultaneously on all voxels included in the analysis.  For this reason, prior 
to FDR thresholding the statistical parametric map data, it is necessary to implement 
a procedure to remove those voxels that are known to not contribute any activation to 
the output (i.e., air surrounding the head, the skull and CSF of the ventricles) so as to 
increase the power of the procedure.   
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1. Introduction 
Neuroscientists with the aim of understanding the relationship between brain and 
behavior have found fMRI to be a valuable research tool in the localization of neural 
function.  With the continued development of analysis techniques, researchers in the field 
have recently tackled more demanding questions regarding the understanding of 
mechanisms of learning (Karni et al., 1995) and defining cognitive processing networks 
(McIntosh et al., 1998).  The primary aim of the latter is to determine how brain regions 
interact to create a processing network used during cognitive tasks.  Using standard 
methods to identify at least a portion of the regional nodes in a cognitive network, 
analytical techniques can then be applied to define the functional interrelations between 
activated regions.  Methods such as structural equation modeling (McIntosh et al., 1994), 
path analysis (Bullmore et al., 2000) or independent component analysis (McKeown, 
2000) provide measures of the strengths of the correlations between activation changes in 
different brain regions.  The primary drawback to these methods, however, is the 
requirement of a priori information of the participating regions and the underlying 
anatomical model for the network.  Additionally, they do not consider variation within a 
node of the network over time, which may result in loss of dynamic information within a 
network node.  Rao et al. (2001) have presented an event-related method used to evaluate 
the time course of activation in different neural regions associated with time perception.  
They demonstrate a dynamic network of cortical-subcortical activation within the 
different regions associated with temporal information processing.  However, this method 
is not applicable to the study of the temporal dynamics of brain activation patterns from a 
sustained activity.  Therefore, the purpose of this study was to determine if volumes of 
activated brain regions change during a sustained task.  We demonstrate examples of a 
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simple method for observing the evolution of activity in regions associated with a 
cognitive network with the goal of providing additional understanding of the connectivity 
and interactions that evolve between regions during a sustained activity. 
 
In this work, we present a method to observe the evolution of neural activity within a 
given activation region during sustained task performance.  We hypothesize that the 
analysis method will show regions of neuronal activation that adapt to the demands of a 
given task stimulus through either recruitment or discharge of adjacent areas of tissue.  
To assess the robustness of the method, we demonstrate application of the technique to 
four different task paradigms.  Neural activation patterns from each paradigm are 
anticipated to encompass different brain regions that involve different neural networks.  
The four paradigms include:  (1) simple motor function; (2) semantic reasoning; (3) 
visuospatial processing; and (4) working-memory (WM). 
 
From the simple motor function paradigm, we anticipate activation in regions of the 
motor function control network, which encompasses bilateral regions in frontal and 
parietal cortex, basal ganglia, thalamus and cerebellum.  In previous motor-function 
studies, different paradigms have revealed task specific patterns of activation in 
appropriate brain regions (Rao et al., 1993).  
 
The semantic reasoning paradigm gauges subjects’ ability to make associations between 
words and their meaning.  This paradigm was developed as a verbal categorization task, 
which requires subjects to (a) recognize the presented word; (b) retrieve from memory an 
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association between the word and a category that is used to (c) guide a decision and 
response.  We anticipate regions of activation for this task to encompass word association 
regions of the left hemisphere and portions of the prefrontal cortex involved in executive 
function and decision-making.   
 
The visuospatial task was implemented as an fMRI paradigm based on modification of 
the Wechsler Adult Intelligence Scale (WAIS-III), a widely used pencil-and-paper test of 
non-verbal intelligence.  This paradigm requires subjects to (a) visually scan and encode 
into iconic memory different symbol patterns; (b) compare the different symbols to one 
another, visually scanning for symbols that match; (c) guide a decision and appropriate 
motor response based on the decision.  We anticipate regions of activation for this task in 
the primary and secondary visual cortex, posterior parietal cortex and portions of the 
prefrontal cortex involved in executive function and decision-making.  
 
The WM paradigm is a verbal WM task employing the N-back routine.  The N-back is 
considered a WM task because it entails temporary storage and manipulation of 
information to guide behavior (Baddeley, 1992).  Specifically, the N-back task requires 
(a) encoding a stimulus into memory; (b) maintaining a representation of the stimulus in 
memory while a subsequent stimulus is presented and also encoded in memory; (c) 
simultaneously with (b), a previous stimulus must be recalled from memory for use in 
(d), where a decision is made between the recalled stimulus and the currently presented 
stimulus to guide a motor response; (e) active removal of an old stimulus from the 
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hierarchy of stimuli in WM.  Verbal WM tasks have previously shown neural activation 
involving several bilateral areas in the frontal and parietal cortex.  
 
 
2. Methodology 
2.1. Data Acquisition 
All MRI data were acquired with a 1.5T GE Signa-LX scanner (GE Medical 
Systems, Milwaukee, WI) using a standard RF quadrature head volume (birdcage) 
coil.  High-resolution [(256 × 256, 24 cm × 24 cm), 1.5 mm slice thickness], T1-
weighted sagittal plane images were acquired with a spoiled GRASS sequence 
(TR/TE = 22/5 msec, θ = 22°, NEX = 1) for anatomic localization of functional 
activation.  Data were acquired during runs of the functional tasks using a GRE-EPI 
sequence (TR/TE = 3000/60 msec, θ = 90°) with contiguous axial slices positioned 
to cover the entire brain volume [(64 × 64, 24 cm × 24 cm), 5 mm slice thickness, 
generally 25–28 slices].  All task instructions and stimuli were presented to the 
subjects visually by back-projecting information on a screen placed at the foot of the 
scanning table.  Subjects were able to view the screen using a mirror built into the 
RF head coil positioned above their eyes and angled out the bore of the magnet. 
 
 
2.2. Subject Population 
Subjects participating in these experiments were all healthy, normal, right-hand 
dominant adults aged 20-62 (mean=36).  Not all experiment paradigms were 
administered to all subjects.   
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2.3. Simple Motor Function 
During the simple motor function task, subjects were instructed to repetitively open 
and close their right hand at a self-paced, consistent rate over a 45-sec period.  The 
opening/closing activity was alternated with a 45-sec rest phase in a four-cycle 
blocked-paradigm over a six-minute period (i.e., 120 repetitions of the 3-sec TR 
GRE-EPI acquisition).  Subjects repeated two runs of this task and the data were 
concatenated to produce one contiguous dataset for analysis. 
 
2.4. Semantic Reasoning  
The semantic reasoning experiment is a self-paced task developed as a test of verbal 
categorization.  Categorization tests are often administered to patients as a 
component to a battery of tests used to make a neuropsychological assessment (Kolb 
et al., 1990).  Figure 7.1 provides examples of the tasks involved in this paradigm.  
During the control task, a series of upper-case nonsense words was presented with a 
matching lower-case nonsense word and a foil located on the left or the right side of 
the slide.  The subject was instructed to match their response via a two-button finger-
response keypad to the side of the slide that the matching lower-case nonsense word 
appeared.  During the verbal categorization component of the paradigm, a series of 
noun words was presented.  For each noun presented, a decision was made regarding 
whether the word represents a living or a non-living object.  Based on the decision, 
the subject responded via finger-response keypad.  An appropriate button response 
was dependent upon which side of the slide the decision category was located.  For 
example, in the first slide of the verbal categorization task in Fig. 7.1, a ‘worm’ is a 
living object and the living (L) flag is located on the left side of the slide, therefore, 
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the correct response is the left button.  This component of the task was included in 
effort to negate the effects of the visual scanning aspect of the control task.  Both 
tasks were self-paced by the subject over a period of 45 sec.  The tasks were 
alternately performed during 45-sec intervals in a four-cycle blocked-paradigm over 
a six-minute period (i.e., 120 repetitions of the 3-sec TR GRE-EPI acquisition).  
Subjects repeated two runs of this paradigm and the data were concatenated to 
produce one contiguous dataset for analysis. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.1 – Example word sequence in the verbal-categorization and control-task 
components of the self-paced semantic reasoning paradigm.  During the control task, 
subjects indicate which lower-case nonsense word matches the upper-case target nonsense 
word.  An appropriate left- or right-button response is dependent on which side of the slide 
the matching nonsense word is located.  In the verbal categorization task, a decision is made 
regarding whether the presented noun is a living (category flag ‘L’) or a non-living object.  
The appropriate left- or right-button response is dependent on which side of the slide that the 
correct category is located.  For the instructional purposes of this example, the darker 
colored category flag denotes the correct response for each slide.   
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2.5. Visuospatial Processing  
The visuospatial processing paradigm presented here is an adaptation of a widely 
used pencil-and-paper test of non-verbal intelligence:  Wechsler Adult Intelligence 
Scale (WAIS-III).  Figure 7.2 provides examples of the tasks involved in this 
paradigm.  During the control task, a series of symbol groupings, arranged with two 
symbols located in one row and five symbols in a row beneath them, was presented 
with one symbol in either grouping missing.  The subject was instructed to respond 
via a two-button finger-response keypad by matching the button pressed to the side 
of the slide with the missing symbol.  During the symbol-search component of the 
paradigm, a series of symbol groupings, arranged in the same manner as the control 
task, was presented where either symbol from the top grouping was a target for a 
possible match in the bottom grouping.  The subject was instructed to indicate 
whether one of the target symbols from the top grouping was located in the bottom 
grouping via a left button press for a positive match and a right button press for no 
match.  Both tasks were self-paced by the subject over a period of 45 sec.  The tasks 
were alternately performed during 45-sec intervals in a four-cycle blocked-paradigm 
over a six-minute period (i.e., 120 repetitions of the 3-sec TR GRE-EPI acquisition).  
Subjects repeated two runs of this paradigm and the data were concatenated to 
produce one contiguous dataset for analysis. Our adaptation of the WAIS-III differs 
slightly from the standard exam in terms of how the symbol groupings are arranged 
in their presentation.  In the standard exam, the target symbols are located 
horizontally from the choice symbol group; whereas in the modified version we 
present to subjects, the symbol groups are vertically offset from one another.  We do 
not expect this modification to have a severe effect on subject performance, as the 
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geometry of the symbols is, in general, of sufficient complexity to enforce a memory 
component to the task.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.2 – Example sequence of slides presented in the symbol-search and control-task 
components of the self-paced visuospatial processing paradigm.  During the control task, 
subjects visually scan each slide to determine on which side the missing symbol is located.  
A two-button finger-response keypad is used to record subject responses whereby the button 
corresponding to the side of the slide with the missing symbol (i.e., left or right) is pressed.  
During the symbol-search component of the paradigm, subjects visually compare symbols 
from the top grouping (the target grouping) for a possible match in the bottom grouping.  
Subjects indicate whether one of the target symbols is located in the bottom grouping via a 
left button press for a positive match and a right button press for no match.  For the 
instructional purposes of this example, a darker outlined slide denotes a symbol missing 
from the left half of the screen during the control task and a positive target match during the 
symbol search task. 
 
 
 
2.6. Working Memory 
As demonstrated in Fig. 7.3, a common 2-back task was used in the WM paradigm.  
During the 2-back task, a series of consonant letters were presented (0.5-sec-stimulus 
duration, 2.5-sec inter-stimulus interval) and the subject responded via a two-button 
finger-response keypad following each letter, indicating whether the current letter 
matched the one presented two letters earlier. During the control condition, a series 
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of consonant letters was presented (following the same timing interval as used during 
the 2-back task) and the subject indicated whether the presented letter matched a 
predetermined target letter.  Thus, the control task featured the same sensory and 
motor components as the 2-back task while minimizing WM demands.  For either 
condition, the subject was instructed to disregard the case of the presented letter such 
that a positive match should be indicated for a given letter presented in either upper 
or lower case.  The 2-back task and control conditions were alternately performed 
during 45-sec intervals in a four-cycle blocked-paradigm over a six-minute period 
(i.e., 120 repetitions of the 3-sec TR GRE-EPI acquisition).  Subjects repeated two 
runs of this paradigm and the data were concatenated to produce one contiguous 
dataset for analysis. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.3 – Example letter sequence in the 2-back and control-task components of the 
working memory paradigm.  For each letter presented, subjects make a yes/no decision 
based on the task instructions.  In the control task, a positive response is when the presented 
letter matches a predetermined target letter (for the case above, the letter ‘h’ is the target).  In 
the 2-back task, a positive response is indicated when the current letter matches the one 
presented two earlier.  For the instructional purposes of this example, a darker colored letter 
denotes a positive response for each task.   
 
R X m
X M c
L c 
R H m
X M H
L h 
2-Back Task 
Control Task
Time
 - 151 - 
  
 
 
2.7. Temporal Analysis of Activation Refinement  
All fMRI data were analyzed using AFNI  (Cox, 1996).  For each subject, time-series 
images were spatially registered to minimize effects of head motion.  The two 
individual runs of each 4-cycle task were concatenated to produce a single dataset of 
240 repetitions.  With the concatenated dataset, cross-correlation analysis was 
performed against ideal waveforms created by dividing the stimulus epochs into 
subsets of TRs with each of the control epochs maintained whole (refer to the 
diagrams of Fig. 7.4).  The four intervals from the active periods of the task are 
referred to as individual ‘fourths’ and we refer to this procedure as a ‘fourths-
analysis’.   Correlation-coefficient maps obtained from each of the ideal waveforms 
were thresholded for statistical significance using a routine written to control the 
false discovery rate (Genovese et al., 2002).  The threshold applied to the simple motor 
function was at the 0.001 level and for the three other paradigms at the 0.01 level.  
Individual subject anatomical and functional images were then interpolated to 
volumes with 1 mm3 voxels, co-registered, transformed to standard Talairach 
coordinate space (Talairach et al., 1988) and spatially smoothed using a 4-mm 
Gaussian FWHM filter.   
 
To obtain information regarding the group response to a given stimulus paradigm, 
individual, spatially-normalized (i.e., transformed to Talairach coordinate space), 
subject correlation data sets were grouped by averaging their thresholded data sets, 
yielding averaged activation maps for each subset of the stimulus epoch.  The 
information we were interested in observing from this analysis approach was the 
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location of the activation and observing how the volume of activation varied over the 
duration of the active task epoch.  For this reason, activity in the subject-averaged 
output was classified in a binary (on or off) manner.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7.4 – Demonstration of subdivision of 4-cycles of the active epochs in the blocked 
paradigm into ‘fourths’ for analysis of the temporal evolution of activation refinement over 
the duration of the sustained task.  The dots at the end of the cycles represent continuation of 
the process over the remaining 4-cycles of the concatenated 8-cycle dataset. 
 
 
 
3. Results 
Output from each of the stimulus paradigms administered in these studies was found to 
yield task specific regions of activity.  Averaged summary maps of activation are 
provided for each of the respective paradigms in the figures that follow.  These figures 
are presented with the functional-activation maps overlaid on an averaged high-resolution 
anatomical data set to aid spatial localization of the active region. 
 
2nd fourth 
3rd fourth 
4th fourth 
9 sec
1st fourth 
Activity 
Control 
45 sec 
45 sec
•   •   • 
•   •   • 
•   •   • 
•   •   • 
•   •   • 
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3.1. Simple Motor Function 
Activation output from the fourths analysis of the simple motor function paradigm is 
shown in Fig. 7.5.  The regions of activation in this figure represent the FDR 
thresholded (q = 0.001) correlation output averaged from ten subjects, overlaid on 
the average of their anatomical data.  Axial plane images (3-mm offset between 
slices) and the corresponding volume renderings with cutouts positioned to highlight 
medial frontal and left hemisphere features of the activation output are provided 
from each of the four time interval segments in sequential order from (A.) – (D.).  
Activation during the first time interval is localized completely in the medial frontal 
and left hemisphere dorsolateral prefrontal cortex (DLPFC), areas consistent with 
initiation and execution of motor plans, respectively.  During the subsequent time 
intervals, activation in these two regions persists and remains relatively constant in 
volume.  By the second interval, spurious areas of bilateral activation in the inferior 
parietal lobes are observed that persist and, in some cases, expand over the course of 
the remaining intervals. 
 
In contrast to the activation patterns from the fourths analysis, Fig. 7.6 demonstrates 
regions of activation generated from correlation analysis against the entire stimulus 
presentation waveform using the same subject data as used in the fourths analysis of 
Fig. 7.5.  Regions of activation here, in general, mimic those noted in the fourths 
analysis with the addition of activity in the right hemisphere DLPFC area and greater 
extent of activation in regions of inferior parietal and subcortical nuclei. 
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Figure 7.5 – Activation output from the fourths analysis of the simple motor function 
paradigm. The regions of activation represent the FDR thresholded (q = 0.001) correlation 
output averaged from N = 10 subjects, overlaid on the average of their anatomical data.  
Axial-plane images and the corresponding volume renderings with cutouts positioned to 
highlight selected features of the activation output are provided from each of the four time 
interval segments in sequential order from (A.) – (D.).  Axial-plane images are shown with a 
3-mm slice offset from one another. 
 
 
 
 
 
 
B.  2nd fourthA.  1st fourth 
D.  4th fourthC.  3rd fourth 
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Figure 7.6 – Simple motor paradigm activation output generated from correlation analysis 
against the entire stimulus presentation waveform. The regions of activation represent the 
FDR thresholded (q = 0.001) correlation output averaged from N = 10 subjects, overlaid on 
the average of their anatomical data. Axial-plane images shown with a 3-mm slice offset 
from one another and the cutout in the volume rendering is positioned to highlight left-
hemisphere and medial-frontal activation. 
 
 
 
3.2. Semantic Reasoning  
Output from the fourths analysis of the semantic reasoning paradigm (Fig. 7.7) 
shows activation in areas consistent with the language network and decision-making 
aspects of the task.  The regions of activation in this figure represent the FDR 
thresholded (q = 0.01) correlation output averaged from eight subjects.  Axial plane 
images (3-mm offset between slices) and the corresponding volume renderings with 
cutouts positioned to highlight selected features of the activation are provided from 
each of the four time interval segments in sequential order from (A.) – (D.).  
Activation during the first time-interval is noted in bilateral regions of the temporal-
parietal-occipital region, consistent with areas of language and reading 
comprehension.  Over the time intervals, activation in these regions appears to 
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completely dissipate from the right hemisphere, but a slight activation volume 
persists in the left hemisphere region.  By the second time interval, a volume of 
activation in the left inferior frontal gyrus, consistent with language generation areas, 
begins to develop.  Activation in this region grows in volume over the third and 
fourth intervals.  Similarly, activation in the DLPFC of the left hemisphere and the 
medial prefrontal region begins to develop during the second interval and continues 
to grow in volume throughout the remaining intervals with activation in the right 
DLPFC noted by the fourth time interval.  Activation in these areas is consistent with 
the initiation and motivational (medial prefrontal) and prioritization and decision-
making (DLPFC) aspects of the task demands.  
 
For comparison, regions of activation generated from correlation analysis against the 
entire stimulus presentation waveform are provided in Fig. 7.8 from the same subject 
data as used in the fourths analysis of Fig. 7.7.  From this data, we note more 
extensive regions of activation in the left inferior frontal gyrus than seen from the 
fourths analysis.  The extent of activation in the medial frontal and bilateral regions 
of the DLPFC, however, appear similar to that generated with the fourths analysis. 
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Figure 7.7 – Activation output from the fourths analysis of the semantic reasoning 
paradigm. The regions of activation represent the FDR thresholded (q = 0.01) correlation 
output averaged from N = 8 subjects, overlaid on the average of their anatomical data.  
Axial-plane images and the corresponding volume renderings with cutouts positioned to 
highlight selected features of the activation output are provided from each of the four time 
interval segments in sequential order from (A.) – (D.).  Axial-plane images are shown with a 
3-mm slice offset from one another. 
 
 
 
 
 
B.  2nd fourthA.  1st fourth 
D.  4th fourthC.  3rd fourth 
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Figure 7.8 – Semantic reasoning paradigm activation output generated from correlation 
analysis against the entire stimulus presentation waveform. The regions of activation 
represent the FDR thresholded (q = 0.01) correlation output averaged from N = 8 subjects, 
overlaid on the average of their anatomical data. Axial-plane images shown with a 3-mm 
slice offset from one another and the cutout in the volume rendering is positioned to 
highlight left hemisphere and medial frontal activation. 
 
 
 
3.3. Visuospatial Processing  
Output from the fourths analysis of the visuospatial processing paradigm (Fig. 7.9) 
shows activation in areas consistent with the visual, working memory and decision-
making aspects of the task.  The regions of activation in this figure represent the 
FDR thresholded (q = 0.01) correlation output averaged from nine subjects.  Axial-
plane images (3-mm offset between slices) and the corresponding volume renderings 
with cutouts positioned to highlight occipital lobe and left hemisphere regions of 
activation output are provided from each of the four time interval segments in 
sequential order from (A.) – (D.).  A large volume of activation is noted in the 
occipital lobe region during the first time interval.  Activation in this region 
dissipates over the time intervals, but a core volume remains through the later 
 - 159 - 
  
intervals in areas consistent with primary visual processing.  Regions of activation in 
the left hemisphere inferior frontal and posterior parietal lobes are noted during the 
first time interval to progressively increase in volume throughout the remaining 
intervals and, during the third interval, homologous regions in the right hemisphere 
appear active.  The activity in the inferior frontal and posterior parietal regions is 
consistent with, respectively, the executive control and iconic working memory 
aspects of the task demands.  Also during the second interval, activity in the left 
hemisphere DLPFC region is noted.  By the third interval, activity in this region 
expands concurrent with the onset of medial frontal and right hemisphere DLPFC 
activity – regions of activity consistent with the initiation and decision making 
aspects of the visuospatial processing task.  
 
In contrast, regions of activation generated from correlation analysis against the 
entire stimulus presentation waveform are provided in Fig. 7.10 from the same 
subject data as used in the fourths analysis of Fig. 7.9.  From this data, we note 
activation in the occipital lobe region that is similar to the fourths output.  
Additionally, we note a number of areas with bilateral activity:  inferior frontal 
cortex, posterior parietal cortex, and DLPFC.  Also noted are anterior and posterior 
regions of medial frontal activation. 
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Figure 7.9 – Activation output from the fourths analysis of the visuospatial processing 
paradigm. The regions of activation represent the FDR thresholded (q = 0.01) correlation 
output averaged from N = 9 subjects, overlaid on the average of their anatomical data.  
Axial-plane images and the corresponding volume renderings with cutouts positioned to 
highlight selected features of the activation output are provided from each of the four time 
interval segments in sequential order from (A.) – (D.).  Axial-plane images are shown with a 
3-mm slice offset from one another. 
 
 
 
 
 
 
B.  2nd fourthA.  1st fourth 
D.  4th fourthC.  3rd fourth 
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Figure 7.10 – Visuospatial processing paradigm activation output generated from 
correlation analysis against the entire stimulus presentation waveform. The regions of 
activation represent the FDR thresholded (q = 0.01) correlation output averaged from N = 9 
subjects, overlaid on the average of their anatomical data. Axial-plane images shown with a 
3-mm slice offset from one another and the cutout in the volume rendering is positioned to 
highlight occipital lobe and left hemisphere dorsolateral prefrontal cortex activation. 
 
 
 
3.4. Working Memory 
Output from the fourths analysis of the 2-back WM paradigm (Fig. 7.9) shows 
activation in areas consistent with the visual, working memory and decision-making 
aspects of the task.  The regions of activation in this figure represent the FDR 
thresholded (q = 0.01) correlation output averaged from 17 subjects.  Axial-plane 
images (3-mm offset between slices) are provided from each of the four time interval 
segments in sequential order from (A.) – (D.).  Sparse activation in the posterior 
parietal regions is noted during the initial time interval, consistent with regions 
responsible for iconic working memory function.  By the second interval, activation 
has greatly expanded throughout the posterior parietal and frontal lobe regions, 
consistent with the iconic working memory and executive control aspects of the 2-
back task.  Over the course of the remaining intervals, the activation remains well 
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localized to the regions previously mentioned, but it appears that the activity expands 
to encompass greater volumes of brain.  Figure 7.12 summarizes the measures of 
behavioral response accuracy as a percentage of the correct positive and correct 
negative responses over the four temporal intervals.  Repeated measures ANOVA 
performed on the response data was found to indicate significant differences within 
each response category (P < .001).  In post-hoc t-test analysis between the different 
time intervals, a number of pairwise comparisons were found to be significantly 
different (P < .02) and are indicated by the bracketed pairings.  The significant 
differences between accuracy response scores over the time intervals are consistent 
with a decrease in subject performance in spite of the static task demands. 
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Figure 7.11 – Activation output from the fourths analysis of the 2-back working memory 
paradigm. The regions of activation represent the FDR thresholded (q = 0.01) correlation 
output averaged from N = 17 subjects, overlaid on the average of their anatomical data.  
Axial-plane images, shown with a 3-mm slice offset from one another, are provided from 
each of the four time interval segments in sequential order from (A.) – (D.).  
 
 
 
 
B.  2nd fourthA.  1st fourth 
D.  4th fourthC.  3rd fourth 
 - 164 - 
  
 
 
Figure 7.12 – Summary behavioral response data from the 2-back WM task.  This figure 
plots accuracy as a percentage of the correct positive and correct negative responses over the 
four temporal intervals. Repeated measures ANOVA performed on the response data was 
found to indicate significant differences within each response category (P < .001).  The 
bracketed pairings between time intervals for either response category indicate the pairwise 
comparisons from post-hoc t-test analysis that were found to be significantly different (P < 
.02).  The significant differences between accuracy response scores over the time intervals 
are consistent with a decrease in subject performance in spite of the static task demands. 
 
 
 
4. Discussion 
4.1. Simple Motor Function 
From this paradigm of self-paced, sustained motor activity, we observe patterns of 
neural activation that remain rather constant over the duration of the task and that are 
consistent with similar imaging studies of motor function (Rao et al., 1993).  To 
determine whether a statistically significant difference in regionally localized 
volumes of activation were present over the course of the intervals, three region-of-
interest masks were created to encompass (1) left hemisphere primary sensorimotor 
region, (2) medial frontal supplementary motor area (SMA), and (3) right 
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hemisphere primary sensorimotor region.  A rendering of the localization of the three 
ROI masks is provided in Fig. 7.13.  Masking individual subject activation maps 
from the four task intervals with the ROIs enabled determination of the number of 
active voxels in a given region at each interval.  A repeated measures ANOVA was 
conducted using the individual subject active voxel counts at each time segment as 
the dependent variable and found no significant variation in the volumes of activity 
over the course of the interval for any of the regions (P > .25). 
 
 
 
Figure 7.13 – Localization of three regions of interest used to investigate the variation in 
volumes of activity over the four task intervals in each of the respective motor control areas:  
primary sensorimotor region (red), supplementary motor region (orange), and contralateral 
sensorimotor region (yellow).  ANOVA results indicated no significant variation in the 
volumes of activity over the course of the interval for any of the regions (P > .25). 
 
 
 
Several lines of evidence suggest that the SMA of the medial frontal region is 
important for the initiation of voluntary motor movement (Goldberg, 1985), 
including studies demonstrating that electrical stimulation of this region can elicit an 
urge to perform movement (Fried, 1996), and that Parkinson’s disease is associated 
with impaired activation of the SMA (Passingham, 1996).  Also, from EEG and 
motor fMRI studies (Weilke et al., 1999) it is known that onset of the BOLD 
response in SMA occurs prior to that of the primary sensorimotor cortex.  The results 
of the current work add to that body of knowledge by suggesting that the volume of 
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neural tissue in the medial frontal region remains constant over the duration of a 
sustained motor task.  Contrary to a previous study of the sensorimotor region 
(Samuel et al., 1998), the fourths analysis did not indicate development of any 
substantial volume of activation in the contralateral primary motor region.  The 
observation of activity in the inferior parietal lobe at the later time intervals during 
the task is, however, consistent with other neuropsychological studies.  The inferior 
parietal lobe is generally assumed to be involved in sensory awareness.  This is based 
on the fact that neglect, which constitutes an attentional rather than a sensory deficit, 
is most commonly found after lesions of the inferior parietal lobe (Driver et al., 
1998).  This consistency supports the instructional constraints of the task where 
subjects were asked to perform the right-hand opening and closing at a self-paced, 
but consistent, rate. 
 
4.2. Semantic Reasoning  
Output from the semantic reasoning paradigm contributes to the notion that word 
retrieval depends on the operation of a distributed set of cortical regions, which 
includes regions outside the classically-defined, left-hemisphere language areas.   
For example, the observed right-hemisphere inferior-parietal activation noted during 
the initial interval of the task is an interesting observation that is consistent with 
arguments made by Beeman et al. (1994).  Their work suggests that the contribution 
of the right hemisphere to linguistic activities is to bring together connotative 
associations.  The semantic-reasoning task we presented to subjects was a single 
categorization task:  living or non-living object.  Being the region of right inferior-
parietal-activation persists at only the initial time interval, we interpret this as a 
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reflection of the neural categorization processing strategy.  That is, being the 
categorization strategy is constant throughout the task, after it is elicited at the onset 
of the categorization task, this component habituates and is no longer needed.  
 
Another interesting finding from this analysis is the evolution of activity in the left 
hemisphere DLPFC.  Grabowski et al. (1998) describe results from a word 
categorization study using PET that indicate a role for non-classical language areas 
in the processing of word retrieval.  Their data suggest the premotor region is 
engaged in the retrieval of words denoting actions or objects that have characteristic 
actions.  This is consistent with other PET studies involving verb generation from 
noun stimuli (Petersen et al., 1988).  Since the semantic-processing task we 
presented to subjects consisted of a series of noun words, the finding of activity in 
DLPFC is consistent with these previous PET studies.  However, this task also 
entailed a decision-making component to it when subjects decided how to classify 
the noun.  Given that the prefrontal cortex is widely recognized as a region with a 
primary role in higher cognitive functions such as planning, reasoning and decision 
making (Grafman, 1989), it is difficult to determine whether any observed variation 
of activation in this region is due to the language aspects or the decision-making 
aspects of the task. 
 
4.3. Visuospatial Processing 
A prominent feature of the visuospatial processing activation in Fig. 7.9 is the 
variation in the volume of activation in the occipital lobe over the time intervals.  We 
interpret the large blush of activation at the initial interval to be a result of the 
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inclusion of visual-feature-detection regions that extend outside of the primary visual 
cortex.  This observation is consistent with the notion that after the transition from 
the control task, the feature-detection areas of the visual cortex are re-engaged, 
resulting in activation of brain that extends beyond primary visual cortex into the 
secondary visual processing areas.  As the symbol-search component of the task 
progresses, the regions involved in the feature-detection aspect of the task habituate 
and are no longer needed.  In addition to the large occipital region of activity, the 
posterior parietal and bilateral frontal lobe regions, each respectively responsible for 
iconic memory and executive control functions, show evolving volumes of activity 
over the time intervals, possibly reflecting a perceived increase in task difficulty over 
the duration of this task.  
 
 
4.4. Working Memory 
The 2-back WM paradigm presents subjects with a series of static task demands over 
an extended period of time.  The stimulus presentation of the 2-back differs from the 
two previous cognitive paradigms we have discussed in that the subject dictates the 
rate of stimulus presentation in those paradigms.  In a previous, related study 
(Paskavitz et al., 2003), we showed in the 2-back WM task that the volume of 
activation in anterior brain regions exhibited a significant increase over time, 
whereas activation in the posterior regions indicated a trend toward increased 
activation.  These results suggest anterior regions increase recruitment of adjacent 
neural tissue as the task progresses, while simultaneously, from the behavioral 
response data of Fig. 7.12, we note that performance decreases as the task 
progresses.  This inverse relationship may reflect compensation by these anterior 
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brain regions for impaired temporal information flow to frontal decision making 
areas, short-term-memory (STM) buffer saturation in bi-parietal regions, or both. We 
postulate that the STM buffer may be unable to cycle through constantly changing 
incoming information in an efficient manner, resulting in recruitment of more 
parietal resources. The frontal system response to this network demand is a 
disproportionately large recruitment of adjacent tissue to manage this information 
load effectively. This may reflect a temporally mediated capacity constraint on the 
N-back working memory network that has not been previously demonstrated. 
 
 
4.5. Data Analysis in Light of Heterogeneous BOLD Response  
Interpretation of the differences in the activation patterns observed during the four 
temporal intervals of a given paradigm is complicated by the temporal dynamics of 
the hemodynamic response.  Although the hemodynamic response for a given 
individual has been shown to be very stable in timing, shape and amplitude across 
separate measurements within a brain region (Dale et al., 1997; Miezin et al., 2000), 
across brain regions these response characteristics have been shown to vary (Buckner 
et al., 1996; Schacter et al., 1997; Aguirre et al., 1998; Friston et al., 1998; Miezin et 
al., 2000).  As a specific example, in the study by Miezen et al., the BOLD response 
in the motor cortex was found to have a longer latency than in the visual cortex.  
These observations emphasize the fact that endogenous regional variability in the 
latency of hemodynamic responses hinders the utility of fMRI to resolve the 
temporal cascade of neural activity across the cortex.  However, the experimental 
analysis presented in this work is not intended to discern the rapid succession of 
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neural events that embody a given task.  Rather, the intent is to observe gross 
variations in a particular region over time during a period of sustained activity.  
As indicated in Fig. 7.4, the timing intervals in the fourths analysis are offset from 
one another by increments of 9 seconds.  Given the known range of BOLD response 
characteristics, we know of no evidence that any brain region has a latency period on 
the order of 10’s of seconds (Menon et al., 2001).  This argues that variations of 
activity observed within a given region over the timing intervals are neuronally 
driven rather than artifactual consequences of the BOLD response.  For example, in 
the 2-back WM paradigm, regions of increased activation volume were noted in 
bilateral regions of the frontal and parietal cortex over the temporal intervals, 
consistent with the notion of neural recruitment to satisfy increased WM processing 
demands.  Additionally, during the visuospatial-processing paradigm, the volume of 
activity in the occipital cortex was observed to decrease over the intervals, a finding 
that is also consistent with the hypothesized neural activity in this region.   
 
5. Conclusions 
In this work, we have explored the use of a simple analysis method for observing 
dynamic changes in brain regions involved in different neural network processes during a 
period of sustained activity.  The results are consistent with the idea that, over time, brain 
regions adapt to the given task demands through either recruitment or discharge of 
adjacent areas of tissue.  These results also indicate that traditional analysis of block-
design fMRI studies may underestimate dynamic changes in brain regions during a 
sustained task.  This time-segment-analysis method may be useful as an exploratory tool 
to observe region-specific variations in activation that may allow inferences to be made 
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regarding how different brain regions adapt to and interact with one another during 
periods of extended activity.   
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