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ABSTRACT
Context. Ruprecht 147 is the oldest (2.5 Gyr) open cluster in the solar vicinity (< 300 pc), making it an important target for stellar
evolution studies and exoplanet searches.
Aims. Derive a census of members and the luminosity, mass, and spatial distributions of the cluster.
Methods. We use an astro-photometric data set including all available information from the literature together with our own observa-
tions. We process the data with an updated version of an existent membership selection methodology.
Results. We identify 259 high-probability candidate members, including 58 previously unreported. All these candidates cover the
luminosity interval between G&6 mag to i.21 mag. The cluster luminosity and mass distributions are derived with an unprecedented
level of details allowing us to recognize, among other features, the Wielen dip. The mass distribution in the low-mass regime drops
sharply at 0.4 M even though our data are sensitive to stellar masses down to 0.1 M, suggesting that most very-low-mass members
left the cluster as the result of its dynamical evolution. In addition, the cluster is highly elongated (ellipticity ∼ 0.5) towards the
galactic plane, and mass segregated.
Conclusions. Our combined Gaia+DANCe data set allows us to obtain an extended list of cluster candidate members, and to derive
luminosity, mass and projected spatial distributions in the oldest open cluster of the solar vicinity.
Key words. Proper motions, Stars: luminosity function, mass function, Galaxy: open clusters and associations: individual: NGC6774,
Ruprecht 147
1. Introduction
Discovered by John Herschel in 1833 (Herschel 1833), Ruprecht
147, also known as NGC6774, is one of the oldest open clusters
in the solar vicinity (2.5 Gyr at 300 pc, Curtis et al. 2013). These
properties make it an important target for studies of stellar evo-
lution and exoplanet searches.
Its scientific potential has been plainly revealed only recently
in Curtis et al. (2013). In their extensive astrometric, photometric
and spectroscopic analysis of the cluster properties, these authors
identified 108 candidate members, derived an improved distance
modulus of m−M = 7.35±0.1 mag, an extinction of AV = 0.25±
? Tables 6 to 12 are available in electronic form at the CDS via anony-
mous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsweb.u-
strasbg.fr/cgi-bin/qcat?J/A+A/
0.05 mag, a super-Solar metallicity of [M/H] = +0.07 ± 0.03
dex, and an age of t = 2.5 ± 0.25 Gyr.
More recently Gaia Collaboration et al. (2018a) used Gaia
Data Release 2 (Gaia Collaboration et al. 2018b, hereafter DR2)
to identify 154 members (after applying photometric filters to
their 234 astrometric candidates) and derived a distance modu-
lus of 7.455, an age of ∼2 Gyr (log t = 9.3+0.08−0.06) and a reddening
of E(B − V) = 0.08 ± 0.04. Shortly after, Cantat-Gaudin et al.
(2018a) used Gaia DR2 to identify 191 candidate members with
a mean parallax of 3.26± 0.09 (∼ 307 pc). Later on, Torres et al.
(2018) determined and age of 2.65 ± 0.25 Gyr (with an extra
±0.13 Gyr uncertainty due to metallicity), and an extinction of
0.347 ± 0.09 mag for the Eclipsing Binary (hereafter EB) and
cluster member (Curtis et al. 2013) EPIC 219394517. In addi-
tion, Curtis et al. (2018) determined the metallicity ([Fe/H] =
+0.14 ± 0.04 dex) of the cluster member and solar twin EPIC
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21980081. The previous metallicity values (Curtis et al. 2013,
2018) are in agreement with the latest determination of the clus-
ter metallicity ( [Fe/H] = +0.08 ± 0.07 dex) done by Bragaglia
et al. (2018) based on 21 high probability cluster members.
Furthermore, in recent years it has been found that Ruprecht
147 hosts a variety of interesting objects, as eclipsing binaries
(Torres et al. 2018; Curtis 2016), a transiting exoplanet (Curtis
et al. 2018), and a transiting brown dwarf (Nowak et al. 2017;
Curtis 2016).
Although the general properties of Ruprecht 147 (distance,
age, metallicity and reddening) have been thoroughly deter-
mined, a detailed analysis of its mass distribution and kinemati-
cal stage is still missing. Given its proximity and advanced age,
it provides a unique opportunity to benchmark our current under-
standing of open cluster evolution. Comparing its mass, spatial
and kinematic distributions with those of younger and interme-
diate age clusters can shed light on the processes that shape the
clusters life and ultimate dissolution in the galaxy.
The mean proper motion of the cluster reported by Curtis
et al. (2013) is relatively large (µαcos(δ), µδ)=(-1.1,-27.3) mas
yr−1, making it a propitious target for the COSMIC-DANCe sur-
vey (see for example Bouy et al. 2013, 2015b). The availability
of a significant number of archival images obtained as early as
2008 incited us to include the cluster in our target list and obser-
vations.
In this work we use Gaia DR2 data at the bright end, comple-
mented with the DANCe one at the faint end to identify Ruprecht
147 members, derive empirical isochrones in standard filters, and
obtain its luminosity and mass distributions1.
In Section 2 we lay down the assumptions made to achieve
our objectives. Section 3 presents our data sets, their complete-
ness limits, and the current list of members from the literature.
Section 4 introduces the improvements that we add to Sarro et al.
(2014) methodology in order to identify cluster members. In
Section 5 we present the results obtained using this improved
membership selection method. Finally, in Section 6 we summa-
rize our results and present our conclusions.
2. Assumptions
This section intends to explicitly state the assumptions and sim-
plifications made to accomplish our objectives. They are sorted
in order of appearance.
2.1. In the data set
Assumption 1. We limit the study to a circular area of 6◦ radius
around the cluster centre set at R.A.=289.10◦, Dec.=-16.38◦.
The latter correspond to the mean positions of the candidate
members of Gaia Collaboration et al. (2018a). The 6◦ limit (∼
33pc) is chosen to provide a sample size that can be computa-
tionally tractable. We note that the corresponding area is four
times larger than that covered by the previous studies of Gaia
Collaboration et al. (2018a) and Cantat-Gaudin et al. (2018a),
who analyzed the central 3◦ (∼15pc) radius area.
Assumption 2. Measurements (e.g. photometric magnitudes,
parallaxes, proper motions) are normally distributed, with mean
at the observed value, and standard deviation as the uncertainty.
The entries in the data set provide all necessary information (i.e.
1 The mass distribution is the probability density function of the mass
of the cluster stars. It must not be confused with the typical mass func-
tion which is given in units of stars per mass per parsec cubic.
mean, variance and correlations) to reconstruct the distribution
of measurements of the given observable.
Assumption 3. The missing-value mechanism, the cause be-
hind the unobserved values in partially observed sources, is com-
pletely at random. This assumption is not entirely correct (e.g.
the missing values can be more frequent at the bright and faint
limits of sensitivity). However, the correct treatment of the miss-
ing value mechanism requires knowledge of the selection func-
tion, which is currently unavailable for any of our data sets.
2.2. In the membership selection
Assumption 4. The cluster members share a common origin,
thus have similar properties (e.g. age, metallicity, distance, space
velocity) but with an intrinsic dispersion or spread.
Assumption 5. The field population (i.e. sources projected in
the same sky region of the cluster members) has an heteroge-
neous origin. Therefore, it shows a larger dispersion in its prop-
erties than that of the cluster members.
Assumption 6. The cluster members can be probabilistically
disentangled from the field population by means of statistical
models. The quality of the classification depends on the infor-
mation provided by the features used to construct the models,
and the degree of overlap between the distributions of field and
clusters sources.
Assumption 7. The observations of a given source are realiza-
tions of a (Gaussian) probability distribution centered at the (un-
known) true values and with a dispersion given by the measure-
ment uncertainties. This assumption implies that the true distri-
bution can be recovered by deconvolving the uncertainty distri-
bution.
Assumption 8. The observed values and uncertainties of a
source are independent of the rest of the sources. Lindegren et al.
(2018) show that the astrometric uncertainties of the Gaia DR2
are correlated, and this correlation can be expressed as function
of the angular separation (see their Fig. 14 and 15), which im-
plies that this assumption is incorrect. Nevertheless, given the
large coverage of our data sets (see Assumption 1), we consider
the error introduced by this assumption to be negligible (0.0008
[mas · yr−1]2 in the variance of proper motions and 200 µas2 in
the variance of parallax).
Assumption 9. The cluster true properties are either normally
distributed or can be reconstructed by a finite linear combination
of normal distributions (i.e. a Gaussian Mixture Model, hereafter
GMM). This strong assumption is an approximation that never-
theless simplifies enormously the processes of: a) deconvolving
the uncertainties, and b) marginalizing over the missing-values.
Assumption 10. The probability distributions of the cluster
properties can be split into two independent models: the astro-
metric one, constructed from proper motions and parallaxes, and
the photometric one constructed from luminosities in various
bands and colours.
Assumption 11. The cluster distribution is the result of a lim-
ited set of components: single stars, binaries and white dwarfs
(hereafter WDs). Other types of members (e.g. AGB stars, Blue
Stragglers, multiple systems) deviating from the main bulk of
the distributions resulting from the aforementioned three com-
ponents are assumed to result from probability distributions with
insufficient probability densities to be detected by our methodol-
ogy.
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2.3. In the results
Assumption 12. Cluster members with magnitude BP>17 mag
and colour index G-RP<0.3 mag are WDs. These values were
set heuristically using the observed set of WDs in the candidate
members of Gaia Collaboration et al. (2018a). These thresholds
correspond to r > 18 mag, and r-Y < 1 mag.
2.4. In the empirical isochrones
Assumption 13. The cluster age is 2.5 Gyr (Curtis et al. 2013).
We choose the value provided by Curtis et al. (2013) due to their
detailed spectro-photometric analysis. This value is compatible,
within the uncertainties, with those reported by Gaia Collabora-
tion et al. (2018a) and Torres et al. (2018).
Assumption 14. The cluster metallicity is Z/Z = 0.017 (Bra-
gaglia et al. 2018). As mentioned before, this value is in agree-
ment with the previous determinations of Curtis et al. (2013,
2018).
2.5. In the luminosity and mass distributions
Assumption 15. Theoretical isochrones provide the true rela-
tion between the photometric magnitudes and the star mass and
luminosity.
Assumption 16. The mass of the WD progenitor can be recov-
ered from the WD mass and the WD Initial-to-Final mass rela-
tion of Cummings et al. (2018).
2.6. In the projected spatial distribution
Assumption 17. The uncertainties in the star position (equato-
rial coordinates) are negligible.
3. Data sets
3.1. Gaia DR2 data set
We downloaded2 Gaia DR2 astrometric and photometric mea-
surements for all sources contained within a 6◦ radius around
the cluster center (see Assumption 1). Approximately 4 million
sources (out of 16 million) only have positions and photometric
measurements. Although a classification can still be done based
only on photometric measurements, this will be highly contami-
nated by the field population that interlopes the cluster sequence
in the colour-magnitude diagrams. Therefore, we decided to dis-
card these sources. Our Gaia DR2 data set, in the following re-
ferred as GDR2, contains proper motions, parallax and photom-
etry (BP,G,RP) of ∼ 12 million objects.
3.2. DANCe data
DANCe (Dynamical Analysis of Nearby Clusters) is a multi-
instrument survey that combines public archival data (i.e. cat-
alogues and images) with our own observations, and derives
comprehensive astrometric and photometric (visible and near-
infrared) catalogues of sources in nearby (<500pc) clusters (see
for example Bouy et al. 2013, 2015a,b).
In this article, we present our astrometric and photometric
analysis of a 8◦× 6◦region centered on Ruprecht 147, which is
2 http://tapvizier.u-strasbg.fr/adql/
based on the combination of archival and new wide field images
obtained between 2008 and 2017.
We searched:
– the European Southern Observatory (ESO) archive
– the National Optical Astronomy Observatory (NOAO)
archive
– the PTF archive hosted at the NASA/IPAC Infrared Science
Archive (IRSA)
– the Canadian Astronomy Data Centre (CADC) archive
– the Isaac Newton Group (ING) archive
– the WFCAM Science (WSA) archive
for wide field images within a 8◦× 6◦region centered on
Ruprecht 147. The data found in these public archives were
complemented with our own observations using the Las Cam-
panas Swope telescope and its Direct CCD camera (Rheault et al.
2014) and the Dark Energy Camera (DECam, Flaugher et al.
2010) mounted on the Blanco telescope at the Cerro Tololo Inter-
American Observatory. Table 1 gives an overview of the various
cameras used for this study. The u-band images obtained with
VST/OmegaCam and CTIO/DECam available in the archives
were not included in the astrometric analysis because of their
high sensitivity to atmospheric refraction, but the corresponding
photometry is included in the final catalogue.
The top panel of Figure 1 shows the cumulative distribution
of images as a function of airmass for the observations used in
this study. About 70% of the observations were obtained at air-
mass ≤1.5. Ruprecht 147 is located at Dec. ∼ -16◦, explaining the
rather flat distribution of airmass as we gathered data obtained
from both hemispheres. The bottom panel of Figure 1 shows the
cumulative distribution of images as a function of the average
full-width at half maximum (FWHM) measured for all individ-
ual unresolved detections (point sources) in the images. About
62% have FWHM ≤1′′.
In all cases except for CFHT/MegaCam, DECam and
UKIRT images, the raw data and associated calibration frames
were downloaded and processed using standard procedures us-
ing an updated version of Alambic (Vandame 2002), a soft-
ware suite developed and optimized for the processing of large
multi-CCD imagers. In the case of CFHT/MegaCam, the im-
ages processed and calibrated with the Elixir pipeline were re-
trieved from the CADC archive (Magnier & Cuillandre 2004). In
the case of DECam, the images processed with the community
pipeline (Valdes et al. 2014) were retrieved from the NOAO pub-
lic archive. UKIRT images processed by the Cambridge Astro-
nomical Survey Unit were retrieved from the WFCAM Science
Archive.
3.2.1. Astrometric analysis
After a visual rejection of problematic images (mostly due to
loss of guiding, tracking or read-out problems), the dataset in-
cluded 2 068 individual images originating from 8 cameras. A to-
tal of 303 195 115 individual sources were detected in these im-
ages and the final catalogue includes 10 201 564 unique sources.
The astrometric calibration was performed as described in
Bouy et al. (2013), with the following updates:
– Support for differential geometry maps to correct for
the "tree rings" and the edge distortions in thick, back-
illuminated, fully-depleted CCD (e.g. DECam, Derylo et al.
2006)
– improved cross-matching algorithm with HEALPix tessella-
tion (Górski et al. 2005)
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Table 1. Instruments used in this study
Observatory Instrument Filters Platescale Field of view Epoch Min./Max. Ref.
[′′pixel−1]
CTIO (Blanco) DECam g, r, i,Y 0.26 1.1◦radius 2012–2017 (1)
CFHT MegaCam g, r, i, z 0.18 1◦×1◦ 2008 (2)
INT WFC u, v, b, β, y (Strömgren) 0.33 34′×34′ 2015 (3)
UKIRT WFCAM J,Ks 0.4 40′×40′a 2011 (4)
LCO Swope Direct CCD i 0.43 15′×14′ 2013 (5)
VST OmegaCam r, i, z 0.21 1◦×1◦ 2013–2016 (6)
Palomar 48" PTF g, r 1.0 3◦.3×2◦.2b 2010–2012 (7)
VISTA VIRCAM J,Ks 0.34 1◦.3×1◦.0a 2013–2014 (8)
(a) Large gaps between detectors, partial coverage of the focal plane (b) One of the 12 detectors is dead
References. (1) Flaugher et al. (2010), (2) Boulade et al. (2003), (3) Ives (1998), (4) Casali et al. (2001), (5) Rheault et al. (2014), (6) Kuijken
(2011), (7) Rahmer et al. (2008), (8) Emerson et al. (2006)
– improved field grouping (now based on exact footprints)
– added support for Gaia DR2 (Gaia Collaboration et al.
2018c) as an astrometric reference
– increased astrometric reference query limit to 100 million
sources per group
The recently released Gaia DR2 catalogue was therefore
used as external astrometric reference instead of the 2MASS cat-
alogue, leading to a much improved astrometric solution. The fi-
nal average internal and external 1-σ residuals were estimated
to be ∼15 mas for high signal-to-noise (photon noise limited)
sources.
As explained in Bouy et al. (2013), the proper motions com-
puted are relative to one another and display an offset with re-
spect to the Geocentric Celestial Reference System. We estimate
the offsets by computing the median of the difference between
our proper motions and those of the Gaia DR2 after rejecting
outliers using the modified Z-score (Iglewicz & Hoaglin 1993).
We find offsets of (∆µα cos(δ),∆µδ) = (3.72, 5.63) mas/yr. The
uncertainty on these offsets, estimated using bootstrapping, is
<0.004 mas/yr.
3.2.2. Photometric analysis
The photometric calibration was performed only for the
g,r,i,z,y and J,H,Ks images, and was not attempted for the
INT Strömgren images. In the case of PTF images, the g,r pho-
tometry was not used in the photometric analysis because of their
significantly coarser pixel scale.
Individual images
The photometric zero-point of all individual images obtained in
the u,g,r,i,z,y, Hα and J,H,Ks filters was computed by
direct comparison of the instrumental SExtractor MAG_AUTO
magnitudes with an external catalogue:
– J,H,Ks images were tied to the 2MASS catalogue (Skrut-
skie et al. 2006)
– u, Hα images were tied to the VPHAS+ photometry (Drew
et al. 2014)
– g,r,i,z,y images were tied to the Pan-STARRS PS1 re-
lease (Magnier et al. 2016)
The individual zero-points were computed as follows: first, clean
point-like sources were selected based on the following criteria:
– SExtractor |SPREAD_MODEL| ≤0.02. The SPREAD_MODEL
is a morphometric linear discriminant parameter obtained
when fitting a Sérsic model, which is useful to classify point-
sources from extended sources (see e.g. Bouy et al. 2013).
– a difference between the Kron and PSF instrumen-
tal magnitudes smaller than 0.02 mag (|MAG_AUTO-
MAG_PSF| ≤0.02 mag), used as an additional test to reject
extended or problematic sources
– SExtractor FLAG=0, to avoid any problem related to blend-
ing, saturation, truncation
The closest match within 1′′ to these clean point-like sources
was then found in the reference catalogue. The zero-point was
computed as the median of the difference between the reference
and instrumental (MAG_AUTO) magnitudes. The median absolute
deviation are typically of the order of 0.01∼0.09 mag depending
on the filter.
Deep stacks
We median-combined all the images obtained with the same
camera and in the same filter to obtain a deep stack and ex-
tract the corresponding photometry. These stacks made of many
epochs were not used for the astrometric analysis but allowed us
to significantly improve the detection sensitivity in all filters, and
recover or improve the photometry of faint sources obtained in
the individual images.
3.2.3. External astrometry and photometry
As in Bouy et al. (2013), the photometry and astrometry ex-
tracted from the images is complemented by that reported
in external catalogues. The recent Gaia DR2 catalogue pro-
vides accurate parallaxes and proper motions for sources up to
G ∼20.7 mag. We retrieved all the sources reported in the Gaia
DR2 catalogue over the area covered by our images:
285.08◦≤R.A.≤293.0◦
-19.55◦≤Dec.≤-13.48◦
and cross-matched with our catalogue using a 1′′ radius. We
find that our catalogue includes 3 960 090 sources not reported
in Gaia DR2, mostly because they are beyond the Gaia sensitiv-
ity limit. However, 169 063 of these sources have 14<r<20 mag,
well within both the Gaia and DANCe sensitivity limits. Accord-
ing to the previous value, we estimate that Gaia is missing 3% of
the sources. The latter represents a completeness of 97%, which
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Fig. 1. Top: Cumulative distribution of airmass for the observations.
Bottom: Cumulative distribution of average FWHM for the images.
is higher than the typical value of ∼90% reported by Arenou
et al. (2018, see their Fig. 7) for a density of 105 (as that of our
data set). On the other hand, a total of 2 820 764 sources from the
Gaia DR2 catalogue have no counterpart in our catalogue, either
because they are saturated in our images or because they fall in
areas of the region defined above not covered by any image in
our data set.
Because Gaia’s proper motion measurements are much more
accurate and reliable than our ground-based measurements, we
always prefer them over our own measurements, and keep our
proper motion measurements only for sources without counter-
parts in the Gaia DR2 catalogue.
Given the heterogeneous spatial coverage of
the various datasets, we complement the combined
DANCe+Gaia DR2 catalogue obtained above (and includ-
ing u,g,r,i,z,y,J,H,Ks,G,BP,RP) with Pan-STARRS
(g,r,i,z,y), 2MASS (J,H,Ks) and ALLWISE (all 4 bands,
Wright 2008) photometry. The corresponding photometric
measurements were either added to our catalogue when no
measurement was available for the corresponding source in
our data, or the weighted average of all (our and external cata-
logues) measurements was computed. In some cases, significant
differences exist among the filters of the same photometric
band. For example, Fig. 2 shows the transmission curves of all
i band filters. These systematic differences contribute to the
noise of the photometric dispersion in the colour-magnitude and
colour-colour diagrams used for our analysis. Moreover recent
variability studies of young clusters found typical amplitudes
of 0.03 mag (e.g. Rebull et al. 2016, 2018). Since our aim
is to identify cluster members, and to take into account both
the systematic differences among filters of the same band and
the intrinsic photometric variability, we conservatively add, in
quadrature, 0.05 mag to all the photometric uncertainties in our
catalogue.
Fig. 2. Transmission curves of the i filters used in this study. Similar
differences exist for the other bands.
Figure 3 shows the distributions of grizyJHKs magnitudes
in our final catalogue. Given the low extinction in the area, the
maximum value of the magnitudes gives an estimate of the limit
of sensitivity of the survey. It is nevertheless important to re-
member that the spatial coverage of the various instruments is
not homogeneous and the depth of the survey varies spatially.
The limit of sensitivity of the external catalogues merged with
our data (e.g 2MASS and Pan-STARRS) are sometimes visible
as secondary maxima.
3.3. Completeness of the data sets
The completeness of our GDR2 data set is inherited from the
Gaia DR2 catalogue. Since we only removed those sources with-
out proper motions, the completeness corresponds to that of the
5-parameter solution of the Gaia DR2. As reported in Table B.1
of Lindegren et al. (2018) the completeness of this 5-parameter
solution is more limited than that of the entire catalogue, reach-
ing 94.5% at 19 mag in G, and dropping to 82.9% at 20 G
band. We therefore assume our analysis to be complete up to
G=19 mag, which roughly corresponds to 19.5 mag in BP and
18.4 mag in RP. At the bright side, the Gaia data is complete
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down to G= 7 mag (see Sect. 6.2 of Gaia Collaboration et al.
2018b).
Given its heterogeneous origin, the astrometric and photo-
metric completeness of the DANCe data set has a complex dis-
tribution. We tentatively define a central region of the cluster
where the high density and coverage of images must ensure ho-
mogeneous photometric and spatial completeness. This region,
referred hereafter as the "DANCe Central" data set, includes all
DANCe sources within:
287.4◦≤ R.A. ≤ 290.4◦,
-17.83◦≤ Dec. ≤ -14.98◦.
In Table 2 we give the percentage of DANCe and DANCe
Central sources observed in each photometric band. As can be
seen, in both data sets the best coverage comes from the grizY
photometry.
Table 2. Percentage of sources with observed photometry in the DANCe
and DANCe Central data sets.
Data set u g r i z Y J H Ks
DANCe 8% 73% 83% 94% 85% 82% 48% 16% 36%
DANCe Central 14% 59% 75% 95% 75% 67% 45% 8% 32%
For both the DANCe and DANCe Central data sets, we de-
fine the completeness limit of each photometric band (indepen-
dently of the others) as the magnitude at which the density
of sources reaches a maximum. Figure 3 shows the density of
sources in the DANCe and DANCe Central data sets as function
of magnitude. The ugriz photometry is severely limited below
∼ 13 mag, where our images saturate. At the faint end, multi-
ple local maxima corresponding to the sensitivity limits of the
diverse instruments can often be seen.
From Fig. 3, we estimate the completeness intervals that are
reported in Table 3.
Table 3. Interval of completeness for the DANCe and DANCe Central
data sets.
Band DANCe DANCe Central
lower mag upper mag lower mag upper mag
u 13.0 18.3 13.0 21.7
g 13.5 20.6 13.5 21.4
r 13.5 20.0 13.5 21.4
i 13.5 19.7 13.5 22.4
z 13.0 19.4 13.0 20.5
Y 12.0 19.3 12.0 19.8
J 7.0 18.7 7.0 18.4
H 6.0 15.8 6.0 15.9
Ks 6.0 17.2 6.0 17.2
3.4. Previously known candidate members
As mentioned in Section 1, the candidate members of Ruprecht
147 have been analyzed in mostly three studies: Curtis et al.
(2013); Gaia Collaboration et al. (2018a) and Cantat-Gaudin
et al. (2018a). The latter two used the Gaia DR2 data and there-
fore offer a straightforward comparison to our results. We cross-
identify their lists of members with our data sets. As expected
the 234 astrometric candidate members of Gaia Collaboration
et al. (2018a) and the 191 candidates of Cantat-Gaudin et al.
(2018a) are all included in our GDR2 data set. However, all but
one of the 108 candidate members of Curtis et al. (2013) have
a counterpart in our GDR2 data set (the remaining one, 2MASS
J19160785-1610360 has no measurements in Gaia DR2). When
cross-identifying the candidates from the literature with our
DANCe data set, we recover all Curtis et al. (2013) and Gaia
Collaboration et al. (2018a) candidate members, but only 190
from the 191 from Cantat-Gaudin et al. (2018a), the remaining
one is at the border of our DANCe region.
4. Membership selection
In the literature there are several methodologies that deal with
the detection of cluster members (e.g. Olivares et al. 2018b;
Gagné et al. 2018; Cantat-Gaudin et al. 2018b; Sarro et al. 2014).
However, neither of them allow to extract candidate members
from data sets of millions of sources while combining astromet-
ric and photometric features and their uncertainties and corre-
lations. For example, the methodology of Cantat-Gaudin et al.
(2018b) include correlations in the uncertainties but do not use
the photometric measurements. On the other hand, the methodol-
ogy of Gagné et al. (2018) takes into account the source photom-
etry to constrain the prior of the parallax. However, it does not
take into account correlations in the uncertainties. The methodol-
ogy of Sarro et al. (2014) is able to work on data sets of millions
of sources taking into account both astrometric and photometric
informations, but does not include the observational uncertain-
ties in the construction of the cluster model. In our opinion, the
methodology of Olivares et al. (2018b) has clear advantages over
the others: takes into account the full covariance matrix of the
observations, incorporates photometry, and deals with partially
observed objects. However it is so computationally expensive
that it is impractical for our data set made of millions of sources.
For all these reasons, we decided to improve the methodol-
ogy of Sarro et al. (2014) incorporating uncertainties and their
correlations to extract candidate members from data sets of mil-
lions of sources. In the following we present a brief summary of
the original method of Sarro et al. (2014), and refer the interested
reader to the mentioned work for more details. Afterwards, we
introduce our improvements.
Not all the combination of astrometric measurements,
colours and luminosities are equally informative to identify
members among field sources and the first step consists in choos-
ing an optimized representation space among all the available
observables. Second, the data set is split into the completely ob-
served sources (hereafter the completely-observed data set), and
the incompletely observed ones, i.e. objects with missing mea-
surements in some bands (hereafter the partially-observed data
set). Third, the cluster and field populations are modeled using
the completely-observed data set. The field model uses a GMM
constructed in the entire representation space. The cluster model
is the independent product of a GMM constructed in the proper
motion space and a multivariate Gaussian in the photometric part
of the representation space with the mean described by a princi-
pal curve (representing the cluster sequence). The field GMM
remains fixed throughout the inference process, while the clus-
ter proper motions GMM and principal curves are iterated until
convergence. The first iteration requires an initial set of candi-
date members upon which the cluster model is constructed. The
cluster and field models are used to assign Bayesian membership
probabilities to all completely-observed sources. A new classifi-
cation (i.e. into field and cluster) is performed based on a proba-
bility threshold called pin. This probability threshold must be set
a priori by the user. Since this value establishes how conserva-
tive or lax the cluster model is, it can be set according to the user
objectives (lower pin values result in more inclusive cluster def-
inition sets and, possibly more contamination from field sources
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Fig. 3. Density of sources as function of the magnitude for the DANCe (top panel) and DANCe Central (bottom panel) data sets.
as well). The new list of cluster candidate members found with
the chosen pin is then used as the starting point of the next iter-
ation. The methodology is said to converge when no more clus-
ter candidates are added or removed in successive iterations. Fi-
nally, the learned cluster and field models are used to compute
the membership probabilities of the missing-value sources and
the final classification is performed.
4.1. Modifications
In the present work we undertake a number of improvements
to the methodology of Sarro et al. (2014) described above. We
modify it to take into account the properties of both the Gaia
DR2 data and the cluster Ruprecht 147. These modifications in-
clude the use of parallax measurements, of all uncertainties and
correlations (when available) in the construction of the cluster
model, and a new model to describe the photometry of WDs.
We model the cluster 3D space of proper motions and paral-
laxes with a GMM, which is independent of the photometry and
takes into account the full covariance matrix of the uncertainties
(correlations included). As in Sarro et al. (2014), the number
of Gaussian components is set using the Bayesian Information
Criterion Schwarz (1978, hereafter BIC). In the field model, we
include the parallax as any other feature (i.e. allowing for corre-
lations in the multidimensional GMM).
The uncertainties and their correlations are incorporated by
means of full covariance matrices and deconvolved from the
the cluster intrinsic dispersion using the ExtremeDeconvolution
package (Bovy et al. 2011). The latter uses the Expectation-
Maximization algorithm to obtain the parameters of a GMM
in which the individual uncertainties (in the form of a full co-
variance matrix if available) are deconvolved to obtain the in-
trinsic covariance matrices of the GMM. In a similar way, the
photometric uncertainties are deconvolved from the cluster in-
trinsic photometric dispersion. In both photometric and astro-
metric models, the value of the w parameter3, required by the
ExtremeDeconvolution package, is set to the square of the mini-
mum uncertainty present in the data set.
To model the cluster population photometry we modify the
Sarro et al. (2014) methodology as follows. WDs are included
in the cluster model by means of a Gaussian in the photomet-
ric space. The parameters of this Gaussian are inferred from the
WDs found in the list of candidate members at each iteration
(WDs are identified using Assumption 12). In addition, the frac-
tions of binaries and WDs do not remain fixed but are updated at
each iteration. Binaries are selected as those candidate members
whose magnitudes are 0.2 mag brighter than the cluster pho-
tometric sequence (i.e. the principal curve at that iteration). In
Sarro et al. (2014) the density of members along the principal
curve was modelled by a simple non-parametric kernel density
estimate (herafter KDE) over the λ parameter, which represents
the length along the curve from an arbitrary but fixed origin. We
modified this density of members along the principal curve and
represent it as a mixture density comprising the original KDE
plus a uniform distribution. The latter ensures that the model can
detect new members in poorly populated regions of the cluster
sequence, where the simple KDE yields low membership proba-
bilities. In doing so, it avoids that the iterative procedure, which
3 The w parameter sets the minimum variance allowed in the covari-
ances of the GMM, thus avoiding the proposal of singular covariance
matrices.
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initiates with the brighter sources from the literature, stops be-
fore the empirical photometric sequence reaches the fainter end
of the cluster. Once these low-density-region members are lo-
cated, we remove the uniform density from the mixture mod-
elling the members density, and run again the methodology with
these members as input. This modification was not needed in
Sarro et al. (2014) since the Pleiades cluster is an order of mag-
nitude richer than Ruprecht 147, and the previously known mem-
bers covered most of the cluster sequence.
In the methodology of Sarro et al. (2014) the authors use a pin
value in the range between 0.95-0.99, which is highly conserva-
tive. While restrictive (high) pin values may hinder the extension
of the cluster sequence to the faint end (despite the modification
described previously), lower ones may introduce field contami-
nants in the cluster definition set, and thus prevent convergence
of the algorithm. Because of the small size of Ruprecht 147
(∼ 200 members), we decide to use less restrictive value of pin
in the range 0.5-0.9. We start from the lower theshold (pin = 0.5)
and if after 30 iterations the code does not converge, we increase
the pin value until convergence is attained. Convergence is now
defined when two consecutive iterations have a relative differ-
ence between the logarithm of the cluster likelihood less than a
user defined tolerance.
4.2. Steps of the membership selection
The following is a step-by-step description of our membership
selection.
4.2.1. Preprocessing
We modify the data sets as follows:
– Objects with large photometric uncertainties (>0.5 mag) or
large proper motion uncertainties (> 100 mas yr−1) were
masked as missing. This avoids contaminating the field
model (constructed from the completely-observed data set)
with objects affected by extremely large uncertainties (e.g.
photometric uncertainties reaching up to 29 mag in the
GDR2 data set).
– As mentioned previously, the photometric uncertainties were
increased by quadratically adding 0.05 mag. This avoids dis-
carding probable cluster members with photometric variabil-
ity that would otherwise be classified as field population due
to to the high precision uncertainty of the Gaia photometric
measurements. It also mitigates the effect related to differ-
ences in the various instruments transmissions.
– Missing correlation terms were replaced by zeros.
After applying the preprocessing procedure, the GDR2,
DANCe and DANCe Central data sets contain 12 081 778,
6 776 857, and 2 246 600 sources, respectively.
4.2.2. Initial list of candidate members
We use the 191 candidate members of Cantat-Gaudin et al.
(2018a) as our initial list of members. We choose it because it
is larger than the 154 filtered candidates of Gaia Collaboration
et al. (2018a).
We complement the candidate members of Cantat-Gaudin
et al. (2018a) with the 10 WDs in Gaia Collaboration et al.
(2018a), see Assumption 12.
4.2.3. Representation space
The representation space is chosen using the method described in
Sarro et al. (2014). However, we always include proper motions
and parallaxes (if present) in the representation space because in
our experience these are discriminant features.
To select the photometric features of our representation
spaces we use the members and non-members in each of the
completely-observed data sets to run random-forest classifiers (R
package RandomForest, Breiman 2001). The latter were trained
ten times with a maximum number of 3 features and 1000 trees.
We select features based on both their importance (given by the
mean decrease in the Gini impurity4) and its percentage of ob-
served sources, preferring those with less missing values. The
only condition to choose features is that they must be linearly
independent, otherwise it results in redundant information.
After testing several representation spaces (see Appendix A)
we converged to the following ones.
For GDR2 we use:
RS 0 : pmra, pmdec, parallax, BP, BP-G, G-RP.
For DANCe and DANCe Central we use
RS 1 : pmra, pmdec, i, g-i, g-Y, g-Ks.
RS 2 : pmra, pmdec, r, g-z, r-Y.
Unfortunately, the RS 1 does not contain the WDs due to
their missing Ks photometry. Thus, we complement the candi-
date members resulting from the RS 1 with the WDs of RS 2.
4.2.4. Completely and partially observed data sets
We transform the observables and uncertainties in our data sets
into the features of the representation space, and split them in the
partially-observed and completely-observed data sets.
The following steps apply only to the completely-observed
members and non-members, except for the final classification of
sources, which is done in the entire data set.
4.2.5. The field model
The parameters of the field GMM are inferred using the scikit-
learn package (Pedregosa et al. 2011). We apply the latter to ten
random samples of one million elements each. These are drawn
from the non-members sources in the completely-observed data
set. For each of these samples, we infer the GMM parameters
with varying number of components. Then, we compute the
mean BIC and its standard deviation (using the ten random sam-
ples) for each number of components. We found minimum mean
BIC values at 125, 150, and 140 components for the GDR2 and
DANCe Central and DANCe data sets, respectively. However,
these mimima are compatible within the BIC standard deviation
with simpler models having 80, 100 and 120 components for the
GDR2 and DANCe Central and DANCe data sets, respectively.
We prefer simpler models to reduce both computational bur-
den and possible over-fitting. Nevertheless, these simpler mod-
els represent an improvement with respect to the 26-components
field model built by Sarro et al. (2014) from a sample of only
40 000 sources.
4 The Gini impurity is a measure of misclassification. The intereseted
reader can find more details in Breiman (2001).
Article number, page 8 of 25
J. Olivares et al.: Ruprecht 147 DANCe
4.2.6. The cluster model
The following steps are iteratively applied until convergence.
1. Cluster model construction: The cluster model, as mentioned
above, is made up of the astrometric and photometric mod-
els.
The astrometric model is a GMM whose number of compo-
nents is selected, within the range 1 to 4, by means of the
BIC. The parameters of this GMM are inferred from the cur-
rent list of members and weighted by membership probabil-
ity (set to 1 for the first iteration).
The photometric model contains three sub-models corre-
sponding to single stars, binaries and WDs. Each of them
is a multivariate Gaussian function of the photometric fea-
tures of the representation space. They have the following
particularities:
– For single stars, the mean and covariance matrix are pre-
scribed as in Sarro et al. (2014), with the exception that
instead of computing a simple weighted covariance ma-
trix with the 10 closest neighbours at each point in the
principal curve, the new covariance matrix deconvolves
the uncertainties of these 10 neighbours by means of the
ExtremeDeconvolution package.
– Binaries are treated as in Sarro et al. (2014).
– For WDs, the mean and covariance matrix of the multi-
variate Gaussian are found using the ExtremeDeconvo-
lution package applied to the list of WD members (i.e.
those candidate members fulfilling the conditions of As-
sumption 12).
The fractions of these three models are computed from the
total number of members at each iteration.
2. Membership probability assignment: The cluster and field
likelihoods are computed for each source in the completely-
observed data set using the corresponding models. Then,
with the previous likelihoods and the fraction of members
and non-members as priors, the cluster membership proba-
bility of each source is computed as the ratio of cluster to
total (cluster plus field) posterior probability (see Eq. 7 of
Sarro et al. 2014).
3. Reclassification: Based on a probability threshold, pin, estab-
lished a priori, members and non-members are reclassified
according to their membership probability in the current it-
eration. Objects with p > pin are considered members. In all
data sets we run our methodology with pin values in the range
0.5-0.9, at steps of 0.1. Appendix A shows the sensitivity of
our results to these pin values.
Convergence is achieved when the relative difference in the
cluster log likelihood of two consecutive iterations is smaller
than 10−4.
4.2.7. High probability members: defining the probability
threshold
To classify sources into the cluster and field classes we need an
optimum probability threshold, which might not be the same as
the pin. To objectively set this optimum, we analyze the quality
of the classifier when applied over synthetic data sets.
We use the learned cluster and field models to generate five
synthetic data sets with properties mimicking the completely-
observed sample. The synthetic field data set contains the same
number of sources as the real one, while for the synthetic cluster
sample we use 1000 synthetic members. Although this figure is
larger than the actual number of cluster members, it is still negli-
gible compared to the millions of non-members, and it improves
the statistics of the classifier quality measures.
The uncertainties of these synthetic sources were generated
by sampling from the true uncertainties, with no correlations in-
cluded. Then, we run the iterative classification using exactly the
same parameters as those used for the real data sets.
Upon convergence, we analyze the classifier quality comput-
ing the confusion matrix (i.e true positives, hereafter TP, false
positives, hereafter FP, false negatives, hereafter FN, and true
negatives hereafter TN) and the following indicators: True Posi-
tive Rate (TPR), Contamination Rate (CR) and Distance to per-
fect classifier (DST), which are defined as:
TPR =
TP
TP + FN
, (1)
CR =
FP
FP + TP
, (2)
DST =
√
(CR − 0)2 + (TPR − 1)2. (3)
We do not measure the quality of the classifier based on in-
dicators that depend on the number of true negatives. Given the
size of the data set and the class unbalance (millions of non-
members versus only a thousand members), these indicators re-
turn flat values for almost all probability thresholds (e.g. the false
positive rate is zero almost everywhere) and thus are useless.
We define the optimum probability threshold popt, as the
probability threshold with minimum DST. The interested reader
can find further details of the classifier quality in Appendix A.
4.2.8. Final classification
The cluster and field models are then used to compute the clus-
ter and field likelihoods for each source in our data sets. Missing
values are marginalized over all their possible ranges with a uni-
form prior (see Assumption 3). In practice, the marginalization
consists simply in restricting the representation space to the fea-
tures actually present in the source. With the likelihoods and the
fraction of members and non-members set as prior probabilities
we compute the cluster posterior probabilities (see Eq. 7 of Sarro
et al. 2014). Finally, we classify the sources as cluster members
if their posterior probability is greater than the optimum proba-
bility threshold popt derive above.
4.2.9. Posterior analysis
After our membership selection converged to a list of candidate
members, we use the latter as starting point, and repeat the en-
tire process. We find that our membership selection process is
virtually insensitive to the initial list of candidates or represen-
tation spaces as long as the photometric features of the latter are
chosen among those with higher importance. However and as
expected, we also find that our methodology is sensitive to the
pin value. Appendix A gives the results of the various sensitivity
tests we performed, and a detailed justification for our choice of
pin=0.7 for both GDR2 and DANCe data sets and pin=0.6 for
the DANCe Central one.
Tables 6, 7, and 8, available at the CDS, contain the cluster
membership probabilities of the sources in the GDR2, DANCe
and DANCe Central data sets, respectively. The tables provide
the following information: identifiers (i.e. Gaia source id, and
DANCe id), equatorial coordinates (at epoch J2000.0), and clus-
ter membership probabilities (obtained from the different pin val-
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ues). In particular, Table 7 also contains the DANCe astrometry
and photometry described in Section 3.2.
5. Results
The improved membership selection methodology introduced in
the previous section provided us with a list of candidate mem-
bers for each of our data sets. In this section we analyze these
candidate members, compare the empirical isochrones they pro-
duce with theoretical ones, and derive their luminosity, mass and
spatial distributions.
5.1. Analysis of members
In this section we analyze the lists of candidate members from
the GDR2 (hereafter those of pin = 0.7), DANCe (hereafter
those of pin = 0.7), and DANCe Central (hereafter those of
pin = 0.6) data sets, give their general properties, compare them
between themselves and with those from the literature.
We notice that the candidate members resulting from the
analysis of each data set are tightly linked to the learned clas-
sifier in that data set. Thus, in the following we use the same
data set names when referring to the classifiers and its resulting
candidate members.
5.1.1. Comparison of candidate members
Our three data sets have different origins, are made of differ-
ent observables and have different properties in general, but a
comparison is possible nevertheless. A good overlap between
the three results would confirm the robustness of our analysis.
We first cross-match the catalogues using a 1′′ search radius.
The GDR2 data set has 4 862 245 sources in common with the
DANCe data set, and 873 500 with the DANCe Central one.
The DANCe Central is by definition, fully contained within the
DANCe data set.
In Fig. 4 we compare the recovered membership probabil-
ities of sources from the GDR2 (RS 0) data set versus those in
the DANCe (RS 1, bottom left panel) and DANCe Central (RS 1,
upper left panel) ones, and those from the DANCe data set ver-
sus those in the DANCe Central one (both in RS 1, upper right
panel). In all these panels, the vertical and horizontal lines show
the optimum probability thresholds (popt) of each data set. The
number of accepted, rejected and common candidate members
are shown within the corresponding boxes. In addition, the bot-
tom right panel of Fig. 4 also shows a Venn diagram with all
candidate members from the three data sets (including the GDR2
candidates outside the DANCe region, and the WDs from RS 2).
As can be seen from Fig. 4, the majority of the candidate
members are common to all data sets with minor differences
in the classification. In the following paragraphs we discuss the
similarity and differences of the three samples.
In the GDR2 vs. DANCe comparison, we observe 116 ob-
jects in common, with 24 DANCe candidates rejected by GDR2,
and 78 GDR2 candidates rejected by DANCe. The proper mo-
tions of all rejected candidates (from both GDR2 and DANCe)
are nonetheless compatible with those of the candidates in com-
mon. However, the majority (16 of 24) of the DANCe candidates
rejected by GDR2 have parallaxes beyond the limits of the ob-
jects in common, which explains most of the discrepancies. On
the other hand, the majority of the GDR2 candidates rejected
by DANCe have photometry with either missing values (60 ob-
jects) in the representation space or/and values below 14 mag
(28 objects), where our images start to saturate. We notice that
objects with missing values in the photometry have less evidence
to overcome the larger field prior than the completely-observed
sources, which results in lower membership probabilities. Al-
though these objects are good candidate members, the reduction
in the membership probability is enough to place them below the
optimum probability threshold.
In the GDR2 vs. DANCe Central comparison we observe a
similar effect as in the DANCe case. The parallaxes of the major-
ity (13 out of 23) of DANCe Central candidates rejected by the
GDR2 classifier are beyond those of the candidates in common.
However, the number of GDR2 objects rejected by DANCe Cen-
tral is lower than in the DANCe classifier, only 48. From these
latter, 34 have missing values in at least one band (of the repre-
sentation space) and 19 report values lower than 14 mag (where
detectors depart from linearity). This better performance of the
DANCe Central classifier compared to that of the DANCe clas-
sifier, results from the better photometric completeness at the
DANCe Central data set.
In the DANCe vs. DANCE Central comparison, we ob-
serve that the DANCe Central classifier gives higher member-
ship probabilities with respect to the DANCe one. This effect
results from the different size and extensions of the data sets: the
DANCe one contains 3 times more sources, and in a region 8
times larger (see Section 3) than the DANCe Central one. Since
we are adding the outer rings of the cluster, it is to be expected
that the fraction of cluster members in the total data set de-
creases, or equivalently, the contamination by field sources in the
regions of overlap in the representation space is higher. Hence,
more restrictive probability thresholds are required to maintain
similar contamination rates. The comparison shows that are 110
objects in common between these to classifiers. Also, there are
32 candidates from DANCe Central classifier rejected by the
DANCe one. Nevertheless, these could be true cluster members
rejected by the more restrictive DANCe classifier.
In the following we use as candidate members those resulting
from the union of the three independent lists due to the lack of
consistent evidence against the membership of sources rejected
by one analysis but included by another. In Table 9, available en-
tirely at CDS, we provide an extract of our 260 candidate mem-
bers.
5.1.2. General properties
Table 4 shows a summary of the astrometric properties, radial
velocities, and cluster membership probability (pmember) of the
candidate members recovered by each classifier. The values in
this table are in agreement with those reported by Cantat-Gaudin
et al. (2018a), Gaia Collaboration et al. (2018a) and Curtis et al.
(2013). We notice that the small shifts observed among lists are
negligible when compared to the dispersion. As can be observed,
there is an excellent agreement amongst the properties recovered
from the three data sets.
Table 4. Statistics of the candidates recovered in our three data sets.
DANCe Central DANCe GDR2
Mean SD Mean SD Mean SD
ra (◦) 289.08 0.46 288.95 1.03 289.04 1.18
dec (◦) -16.33 0.57 -16.30 0.98 -16.45 1.57
pmra (mas yr−1) -1.03 0.56 -0.95 0.47 -0.99 0.65
pmdec (mas yr−1) -26.75 0.67 -26.63 0.66 -26.69 0.73
parallax (mas) 3.23 0.30 3.17 0.35 3.26 0.14
radial_velocity (km s−1) 43.02 6.60 43.56 7.32 40.02 16.65
pmember 0.96 0.07 0.93 0.07 0.98 0.03
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Fig. 4. Comparison of candidate members from the three data sets. The upper panels and the bottom left one compare the membership probabilities
of objects shared by the data sets. In all these panels, the horizontal and vertical dashed lines show the optimum probability thresholds. The bottom
right panel shows a Venn diagram with all candidate members from the three data sets. We notice that the later also contains the GDR2 candidates
outside the DANCe region and the WDs recovered from the RS 2, which are not included in the other three panels.
Figure 6 shows the proper motions and parallaxes of all our
candidate members. As can be seen, the DANCe and DANCe
Central candidates show larger dispersion in the parallaxes,
which is expected since this highly discriminant observable was
not used to select these candidates. Nevertheless, all our candi-
date members are contained within ±2 standard deviations of the
DANCe mean parallax (see Table 4). However, using the mean
and standard deviation of the GDR2 candidate members, there
are 16 and 13 DANCe and DANCe Central candidate members,
respectively, that lay beyond ±3 standard deviations. In spite of
this dispersion, the previous objects have proper motions similar
to those of the GDR2 candidate members.
Figure 7 shows the CMD of all our candidate members in the
Gaia and DANCe photometry. In addition, it also shows the pro-
jections of the multidimensional principal curve representing the
cluster empirical isochrone. As can be seen in this figure, all our
non-WDs candidate members are located in a clear sequence.
Except those at the bright end, where the photometric detectors
depart from linearity and report fainter magnitudes (objects with
i < 14 mag and g-z ∼ 2). On the other hand, our WD candi-
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Fig. 5. Venn diagram of candidate members of this work and from the
literature.
dates are grouped in the cooling sequence at the bottom left of
the CMDs.
Tables 10 and 11, available at the CDS, provide apparent
Gaia and DANCe magnitudes, respectively, of the cluster em-
pirical isochrones. The latter were computed excluding WDs and
objects with missing values.
According to the radial velocity statistics reported in Table
4, three candidate members have radial velocities beyond 3 stan-
dard deviations of the mean. Two of them are located above the
cluster sequence in the CMD, and near the equal-mass binary se-
quence, which make them good binary candidates. Nonetheless,
the three have parallaxes compatible with the clusters (less than
2 standard deviations from the mean). Thus, we decide to keep
these three objects in our list of candidate members given their
low number, high cluster membership probability (> 0.9), and
lack of evidence to reject them as cluster members.
5.1.3. Comparison with the literature
We now compare our list of candidate members with those re-
ported by Cantat-Gaudin et al. (2018a), Gaia Collaboration et al.
(2018a), and Curtis et al. (2013). We cross-matched our candi-
dates with those of the previous authors using TOPCAT (Taylor
2005) and a maximum allowed separation of 1′′. We find the
common and rejected objects shown in Fig. 5.
From the list of astrometric candidate members of Gaia Col-
laboration et al. (2018a) we recover 176 and reject 58. However,
only 4 are truly rejected since the remaining ones do not pass
the astrometric (parallax over error >10) and photometric (mag-
nitude over error > 20) filters applied by those authors.
From the list of candidate members of Cantat-Gaudin et al.
(2018a) we recover 180 and reject 11. The rejected sources have
cluster membership probabilities in the range 0.2 to 0.8, which
still make them probable candidate members. Nonetheless, they
are below our optimum probability threshold.
From the list of candidate members of Curtis et al. (2013) we
recover 77 and reject 31, although one of them is not present in
Gaia, see Section 3.4. From the latter, 5 have discrepant paral-
laxes (beyond 20 standard deviations of the cluster mean GDR2
parallax), 5 have discrepant proper motions (beyond 5 standard
deviations of the mean GDR2 proper motions), and 5 have dis-
crepant photometry (away from the cluster sequence). From the
remaining, 10 have large uncertainties, which give them low
membership probabilities (<0.1), and only 5 are probable candi-
date members that lay below our optimum probability threshold.
From the previous comparisons we notice that:
– the list of candidate members by Cantat-Gaudin et al.
(2018a) is the one with the largest number of common mem-
bers, which is expected given the the similarities of both
methodologies.
– the number of probable members rejected by our methodol-
ogy (4, 11 and 5 from the list of Gaia Collaboration et al.
2018a, Cantat-Gaudin et al. 2018a, and Curtis et al. 2013,
respectively) is well contained within the poisson statistics,
and thus for our purposes, there is no need to include them
in our list of candidates.
Radial velocities of rejected candidate members
Radial velocity is commonly used as an indicator for cluster
membership. However, it is not used in our membership selec-
tion due to the large number of objects in which it is missing.
Furthermore, it is also independent of the Gaia astrometric so-
lution. Therefore, the radial velocities of the candidate members
from the literature that were rejected as such by our analysis of-
fer an excellent opportunity to study the quality of our data set
and membership selection method.
None of the candidate members of Gaia Collaboration et al.
(2018a) rejected in our analysis have Gaia radial velocity mea-
surements.
Only one of the candidate members of Cantat-
Gaudin et al. (2018a) rejected by our analysis (Gaia ID
4084598290324148480) has a Gaia radial velocity measure-
ment. The latter is further away than 4 standard deviations of
the cluster mean (see Table 4), which together with its moderate
cluster membership probability (p = 0.66) make it a probable
binary member.
Amongst the candidate members of Curtis et al. (2013) that
were rejected by our analysis, 28 have radial velocity measure-
ments (19 from Gaia and the 28 from the mentioned authors),
and all these are compatible with the cluster (within 2 stan-
dard deviations of the mean, see Table 4). Four of these objects
(CWW 5, 12, 16, 24), were classified by Curtis et al. (2013) as
Blue Stragglers. We notice that the latter is a population not fully
modelled by our methodology (see Assumption 11). In addition,
seven objects (CWW 18, 24, 35, 62, 72, 80 and 84) have non-
negligible membership probabilities (0.1 < p < 0.8), which
make them probable members. Four of these (CWW 35, 62,
72 and 80) have large astrometric_excess_noise (> 1.0),
pointing to possible binarity, which is the case of the double-line
spectroscopic binary CW 72 (Curtis et al. 2013). Finally, Curtis
et al. (2013) mentioned that CWW 51 is a double star separated
by 1.65′′, with both components having radial velocities com-
patible with the cluster (Curtis 2016). Nonetheless, our method-
ology reports different membership probabilities for these ob-
jects, while IDmember=221 has a p = 0.999, the companion (Gaia
ID 4184134810243354368) has a low membership probability,
p = 0.06.
Most likely the binarity of these objects is impacting its as-
trometric and photometric measurements in ways that our mem-
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Fig. 6. Proper motions and parallaxes of our candidate members. The shape and colour indicate the classifier of origin.
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Fig. 7. Colour-magnitude diagrams of our candidate members in the Gaia (left panel) and DANCe (right panel) photometry. The black lines show
the empirical isochrones in the Gaia and DANCe photometry.
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bership selection is currently unable to deal with. Thus, from the
previous analysis we notice the that:
– The population of binaries is probably underestimated. As
pointed out by Lindegren et al. (2018), resolved or unre-
solved binaries may produce spurious astrometric results in
the Gaia data.
– Our methodology misses cluster members in late stellar evo-
lution stages, e.g. Blue Stragglers.
New members
Our methodology finds 58 new candidate members, which rep-
resents an increase of 30% in the number members reported
in the literature. From these, 28, 14 and 8 originate only from
GDR2, DANCe and DANCe Central classifiers, respectively, the
remaining 8 are shared by the three classifiers. From the 28
members only present in the GDR2 list, 25 are located in the
cluster out-skirts beyond the region analyzed by Cantat-Gaudin
et al. (2018a) and Gaia Collaboration et al. (2018a). The paral-
laxes of all the new GDR2 candidate members are located within
5 standard deviations of the previously known candidate mem-
bers from the literature. However, the parallaxes of 10 of the 23
new candidate members from the DANCe and DANCe Central
classifiers lay beyond the previous limit. Although these objects
are spread in parallax (up to 15 standard deviations), their proper
motions and photometry are still compatible with the cluster
sequence, which give them enough membership probability to
classify them as cluster members.
In addition, the magnitude distribution of our GDR2 can-
didate members agrees with those obtained from the candidate
members of Cantat-Gaudin et al. (2018a) and Gaia Collabora-
tion et al. (2018a), see Fig. A.2. Nevertheless, we notice the large
contamination rate, ∼72%, present in the astrometric candidate
members of Gaia Collaboration et al. (2018a) at the faint magni-
tudes (>18 mag).
5.2. Empirical isochrone
In this section we compare the empirical isochrone given by
our candidate members with the theoretical ones of COLIBRI
(Marigo et al. 2017)5, MIST (Dotter 2016; Choi et al. 2016)6,
and BT-Settl (Allard 2014). To perform this comparison, the dis-
tance to the stars and its extinction are needed. While the Gaia
DR2 data provides individual parallaxes and AG extinctions, the
DANCe data does not. Thus, we perform two comparisons. In
the first one, we use the Gaia photometry, parallax, and extinc-
tion to obtain absolute magnitudes. In the second one, we use
the typical cluster distance and extinction, obtained in the previ-
ous comparison, and derive absolute magnitudes for the DANCe
photometry.
5.2.1. Gaia photometry
To derive the absolute Gaia magnitudes of our candidate mem-
bers we use their individual parallax and its uncertainty. We
compute distances by means of the Kalkayotl7 code (Olivares
et al. in prep.). In a nutshell, it infers the posterior distribution
of the distance to the star given its parallax distribution (mean
5 PARSEC v1.2S + COLIBRI PR16 model downloaded from http:
//stev.oapd.inaf.it/cgi-bin/cmd.
6 http://waps.cfa.harvard.edu/MIST/index.html
7 https://github.com/olivares-j/kalkayotl
and uncertainty) and a distance prior specifically tuned for stars
in open clusters. We tested different distance priors (uniform,
Gaussian, Cauchy and Exponentially Decreasing Space Density,
Bailer-Jones 2015) in synthetic data sets with properties mimick-
ing the real one. We find that the Cauchy one reproduces better
the synthetic true distances.
Figure 8 shows the distribution of distances to our GDR2
candidate members, the mean and standard deviations are µ =
309 pc and σ = 19 pc. This mean distance value is compatible
within the uncertainties with that obtained by simple inversion
of the mean parallax (µω = 3.2 mas), which results in a typical
distance of 312 pc.
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Fig. 8. Distance distribution of the GDR2 candidate members. Each
line represents the KDE of samples from the posterior distribution of
individual distances.
Then, we compute absolute magnitudes as follows. First, we
draw 100 samples from the uncertainty distribution(see Assump-
tion 2). Then, each of the previous samples is transformed to
absolute magnitude using the 100 samples of the distance distri-
bution. Afterwards, we compute the 2.5, 50 and 97.5 percentiles
of the resulting absolute magnitude distributions.
Concerning the cluster extinction, Curtis et al. (2013) derived
a value of AV = 0.25 ± 0.05 mag. However, these authors men-
tion that due to cloud structure, AV varies between 0.3 and 0.5
mag. Since Gaia DR2 also provides extinction in the G band for
some stars, we analyze the transformed extinction distribution in
the V band. We transformed the AG values to AV , using the ex-
tinction coefficient AG/AV = 0.85926 (as provided by the CMD
simulator, see note 5). Figure 9 shows the KDE of the AV of our
candidate members (grey line). As can be seen, the distribution
is highly asymmetric with a clear peak at AV = 0.36 mag, and
some objects reaching 2 mag of extinction. Although we have
individual AV values, we decided to use the ensemble typical
value, as recommended by Andrae et al. (2018). The previous
Fig. also shows the KDE of the inferred extinction values (see
Section 5.3.1), which are all compatible with those reported by
Gaia DR2.
The left panel of Figure 10 compares the MIST and COL-
IBRI theoretical isochrones to all our candidate members with
Gaia photometry. Unfortunately, at present, the BT-Settl model
includes only the pre-launch Gaia photometry, and thus we can-
not use it.
It is clear from Figure 10 that there is a good agreement be-
tween the empirical and theoretical isochrones of both models.
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However, there are some objects located far from the theoretical
isochrones, the majority of them coming from the DANCe Cen-
tral classifier. We remind the reader that the highly discriminant
parallax feature was not used in the classification of the DANCe
and DANCe Central objects. Although these might seem con-
taminants, their discrepant photometry can also be caused by
problems in the BP photometry (see below).
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Fig. 9. Density of AV values for our candidate members (solid lines)
and their 1σ and 2σ uncertainties (shaded regions, computed from 100
bootstrap samples). Colour codded are the densities resulting from the
Gaia DR2 values (grey lines and reported statistics), and those inferred
from our GDR2, DANCe and DANCe Central candidates (red, green
and blue, respectively), see Section 5.3.1.
5.2.2. DANCe photometry
The DANCe data set does not provide parallaxes nor extinction
values for any object beyond the Gaia limit. Thus, for those ob-
jects with no parallax we use the typical distance (309 pc and 19
pc of dispersion) found in the previous section. For all objects
we compute absolute magnitudes as described in the previous
section. The right panel of Figure 10 shows the absolute i vs
g-Y colour-magnitude diagram of all our candidate members,
together with the 2.5 Gyr COLIBRI, MIST and 2.0 Gyr BT-Settl
isochrones. As can be seen, the agreement between empirical
and theoretical isochrones is still good.
From the comparison of the right and left panels of Figure
10, we observe the following aspects. First, those objects located
far from the theoretical isochrones at faint Gaia magnitudes are
closer to the isochrones in the DANCe photometry, which may
be indicative of problems in the BP photometry of these red and
faint objects. Moreover, the BP uncertainties of these red objects
might be underestimated. Second, the very bright objects in the
Gaia photometry, those approching the red clump, are displaced
to fainter magnitudes in the DANCe photometry. This effect re-
sults from the non-linearity of the photometric detectors at this
bright region.
As shown in this section, the empirical and theoretical
isochrones are in good agreement, at the bright regions partic-
ularly. Nevertheless, the COLIBRI isochrones provide a better
agreement at absolute magnitudes G and i > 8 mag. Since the
BT-Settl isochrone includes only the pre-launch Gaia photom-
etry, and the MIST ones provide a poorer fit at faintest magni-
tudes, in the following we will work only with the COLIBRI
ones.
5.3. Luminosity distribution
In this Section our objective is to derive the luminosity distribu-
tion of the cluster. Since our list of candidate members comes
from diverse origins and have different observables and degrees
of completeness, we analyze the luminosity distribution in three
regions of completeness. The Core region covers the inner 3◦×3◦
area, the Middle region covers the inner 8◦×6◦ area, and the Full
region covers the entire 6◦ radius area.
We notice that it is impossible to disentangle the results ob-
tained at each data set (classifier) from those of the region since
each data set is associated to a specific region. Nevertheless, to
make a fare comparison, we restrict the candidate members from
the DANCe and GDR2 classifiers to the Core region, and those
from the GDR2 classifier to the Middle region.
We have obtained the luminosity of each candidate mem-
ber from two methods. The first method transforms samples of
the absolute magnitudes (obtained in the previous section) to lu-
minosities using the magnitude-to-luminosity relation (one for
each photometric band) provided by the theoretical isochrone.
To properly transform absolute magnitudes into luminosities,
the transformation must be injective (i.e. a one-to-one function).
However, the theoretical isochrones at this old cluster age show
a loop in luminosity at the turn-off region. This loop prevents
the transformation to be injective. Thus, we filter out this loop
and smooth the magnitude-to-luminosity relation. The second
method uses the Sakam8 code to infer the posterior distribution
of the candidate luminosity given its available absolute photom-
etry, and the theoretical isochrone.
We observe no difference between the luminosity distribu-
tion obtained from both methods within the completeness inter-
val. However, at the bright end and outside the completeness
limits, we observe a spurious abundance of bright sources in
the luminosity resulting from the first method as a result of the
smoothing of the magnitude-to-luminosity relation. Therefore,
in the following we report only the luminosity distribution ob-
tained from the second method.
Figure 11 shows the luminosity distribution derived from the
GDR2, DANCe, and DANCe Central candidate members in the
Core, Middle and Full regions. To compute the luminosity of
each source we use all its photometric bands, thus we use the
minimum and maximum incompleteness limits of all bands to
represent the the faint and bright incompleteness limits, respec-
tively.
Comparing the panels of Fig. 11, we observe the following
aspects. First, the differences in the luminosity distributions re-
sulting from candidate members of the three classifiers are signi-
ficative only at the bright and faint ends. At the bright end, there
is a remarkable agreement between the results of the DANCe
Central and GDR2 classifiers, even where the former is incom-
plete. We interpret this agreement as a product of the homo-
geneity of their spatial coverage, which is not the case in the
DANCe classifier. On the other hand, at the low-luminosity end
(log L/L < −2.0) the DANCe and DANCe Central classifiers
report the lowest and highest density, respectively. The GDR2
classifiers reports similar densities as the DANCe one within
its completeness limits. Although the differences in the reported
densities at this region can be reconciled by the uncertainties
(within the 2-σ limits), it is clear that the DANCe Central clas-
sifier reports the highest density. The latter results from the four
faintest candidate members that come exclusively from this clas-
sifier.
8 https://github.com/olivares-j/Sakam
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Fig. 10. Colour-magnitude diagrams showing the absolute magnitude of our candidate members in the Gaia photometry (left panel) and DANCe
photometry (right panel). Also shown are the COLIBRI, MIST and BT-Settl isochrones.
Second, we observe signs of luminosity segregation. In the
Core region, the three classifiers show a peak at log L/L ∼
−1.3. However, in the Middle and Full regions, a secondary
peak is present at log L/L ∼ −1.7 giving rise to a plateau at
−1.7 < log L/L < −1.3. Thus, the Core region contains less ob-
jects at these faint luminosities than the Middle and Full regions.
In addition, the peak at log L/L ∼ −0.2 in the Core region is
not present in the Full region. Thus indicating that there is an
over-abundance of these intermediate-luminosity objects in the
Core region.
In spite of the aforementioned differences, the following fea-
tures in the luminosity distribution are common to all classi-
fiers and analyzed regions. These features are, from bright to
faint: i) a peak at log L/L ∼ 1.8, which corresponds to the
red clump ( absolute G magnitude ∼ 0 in Fig. 10), ii) a val-
ley in the region: 1 < log L/L < 1.5, iii) a plateau from
−0.5 < log L/L < 1, iv) a dip at log L/L ∼ −0.9 covering
the interval −1.3 < log L/L < −0.5, and v), a pronounced drop
at log L/L ∼ −2.
We notice that the dip at log L/L ∼ −0.9 has its counterpart
in the magnitude distributions at i∼ 14.5 mag, and BP∼16 mag
(see Fig. A.2). It is consistently observed in spite of the represen-
tation space and pin value used, and is also present in the mag-
nitude distribution of the candidate members of Cantat-Gaudin
et al. (2018a) and Gaia Collaboration et al. (2018a) (see Fig.
A.2). Furthermore, it is statisticaly significative beyond the 2-σ
level as can be observed in Fig. 11.
We hypothesize that this dip in the luminosity distribution
has three possible explanations. It could be caused by a bias in
the membership selection, an incompleteness in the data, or a
true physical phenomenon.
We can discard the hypothesis of a bias in the membership
selection since the dip is also present in the magnitude distribu-
tions of the candidate members of Cantat-Gaudin et al. (2018a)
and Gaia Collaboration et al. (2018a), who use different method-
ologies.
The dip appears well within the completeness limits of both
the Gaia and DANCe data, and as far as we know, there is no
Gaia incompleteness at this magnitude range (15 mag< G < 17
mag). Furthermore, it appears on both the GDR2 and DANCe
sets, in spite of their different origins. Therefore, we also discard
the hypothesis of incompleteness in the data.
Finally, our third possible explanation is a physical origin.
Indeed, the Wielen dip (Upgren & Armandroff 1981), located
at 0.7M (Kroupa et al. 1990), corresponds to a luminosity of
log L/L ∼ −0.9. This dip has been observed in other young
and intermediate age open clusters (see for example Lee et al.
1997; Jeffries et al. 2001; Naylor et al. 2002), and as proposed
by several authors (e.g. Kroupa et al. 1990; Naylor et al. 2002)
it may result from a change in slope of the mass-luminosity re-
lation. Kroupa et al. (1990) argue that this change in slope is a
consequence of an increasing importance of H− as a source of
opacity.
To the best of our knowledge, this is the first time that the
Wielen dip has been confirmed in such an old open cluster.
5.3.1. Inferred extinction
In addition to the inference of each candidate member luminos-
ity, the Sakam code allows us to infer its extinction. Figure 9
shows the KDE of posterior samples of the inferred AV from
our candidate members in the three data sets. As can be seen,
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Fig. 11. Luminosity distributions resulting from the candidate members recovered by the GDR2, DANCe and DANCe Central classifiers in the
three analyzed regions. The incomplete regions are represented with dotted lines. The 1σ and 2σ uncertainties (shaded regions) are computed
from 100 bootstrap samples.
our extinction values are compatible with those reported by Gaia
DR2, and in excellent agreement with the value reported by Tor-
res et al. (2018, 0.347 ± 0.09 mag) for the cluster member EPIC
219394517. The large dispersion of the AV values is a clear ev-
idence of differential extinction, as originally reported by Curtis
et al. (2013).
5.4. Mass distribution
We derive the mass distribution of all our candidate members
using the the Sakam code. As in the previous section, it uses the
theoretical COLIBRI isochrone and the available absolute pho-
tometry of each candidate member. However, we now infer the
posterior distribution of its initial mass9. We notice that this mass
corresponds to the system mass since we are not able to disentan-
gle unresolved binaries or multiple systems. Figure 12 shows the
KDE of all samples from the posterior mass distribution of our
DANCe Central, DANCe and GDR2 candidates member (WDs
excluded). The completeness limits correspond to those of the
9 The theoretical isochrones provide the initial (i.e. zero-age main se-
quence), and the present-day masses.
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luminosity transformed into masses with the mass-luminosity re-
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Fig. 12. Mass distribution of our candidate members inferred from the
three data set of origin. The uncertainty is represented with shaded re-
gions showing 1σ and 2σ values obtained from one hundred bootstrap
samples. Dotted lines indicate regions of incompleteness.
In the previous figure, we observe a plateau from 0.4-1.6M,
with a shortage of stars in the interval 0.6-0.8M that corre-
sponds to the Wielen dip, as previously discussed. We also ob-
serve that the mass distribution below 0.4M has two different
behaviours. On one hand, the mass distribution resulting from
the DANCe Central classifier has a depression at ∼0.35M fol-
lowed by an almost flat plateau until 0.15M, and a fall at 0.1M,
which marks the end of the isochrone. We notice that the depres-
sion at ∼0.35M may corresponds to the Kroupa dip (Kroupa
et al. 1990). However, given the large uncertainties, we cannot
statistically confirm it. On the other hand, the mass distributions
resulting from the GDR2 and DANCe classifiers show an steady
drop from 0.5-0.2M and then a plateau from 0.2-0.1M.
The over-density shown by the DANCe Central mass distri-
bution with respect to to those of the DANCe and GDR2 results
from the four faintest candidate members (see Fig. 7), which
were recovered only in this data set. Given the faint magnitudes
(i > 19 mag) of these four objects, their membership should be
revisited in the light of future observations.
In the high-mass range, the mass distributuion is limited by
the cluster age. Indeed, stars with masses heavier than ∼ 1.6M
might have already evolved into WDs or supernovae.
In order to extend the mass distribution beyond the limit
imposed by the cluster age, we complement the inferred mass
distribution with the masses of our WDs. We cross-match our
15 WDs candidates with the catalogue of Gentile Fusillo et al.
(2018) and found 14 matches. We transform the final hydrogen
masses (provided by the catalogue of Gentile Fusillo et al. 2018)
to initial masses using the empirical WD initial-to-final mass re-
lation (IFMR) of Cummings et al. (2018). For the object with no
mass estimate we use a uniform distribution in the range of the
IFMR.
The extended mass distribution, which incorporate the
masses of the WD progenitors, is shown in Table 12 (available at
the CDS) and in Figure 13. The latter also shows the empirical
determination of the Hyades (∼600 Myr) mass distribution from
Bouvier et al. (2008), for masses M < 0.15M, and Goldman
et al. (2013), for masses M > 0.15M, and the Pleiades (∼120
Myr) mass distribution from Bouy et al. (2015a).
From Fig. 13 we observe the following aspects. There is a
bump at 3.1 M that is a direct consequence of the plateau in the
IFMR (see Fig. 5 of Cummings et al. 2018).
When compared to the younger Pleiades or Hyades clusters,
Ruprecht 147 lacks many of the low-mass (< 0.4M) and high-
mass (> 1.6M) stars.
We hypothesize that the apparent lack of high-mass stars is
a consequence of stellar evolution product of the cluster old age.
However, this lack can also originate from: i) WDs not recovered
by our methodology, ii) other type of evolved stars not included
in our analysis, and iii) an incorrect transformation of the final to
initial mass. The latter will imply that IFMR of Cummings et al.
(2018) is not the appropriate transformation to obtain the initial
mass of our 15 WD candidates.
On the other hand, the lack of low-mass stars can be a con-
sequence of evaporation due to energy equipartition, or ejection
produced by dynamical interactions (e.g. three-body encounters,
tidal shocks).
5.5. Projected spatial distribution
The spatial distribution of stellar systems is key to diagnose their
dynamical stage. In this section we fit a series of parametric
models to the projected spatial distribution (i.e. in the plane of
the sky, hereafter PSD) of our candidate members. We use the
parametric models and methodology of Olivares et al. (2018a).
Those authors use the PyAspidistra code and their Pleiades can-
didate members to select the best PSD model and infer the pos-
terior distributions of its parameters. Here, we work with the
same PSD models: Elson et al. (1987), hereafter EFF, General-
ized Density Profile, hereafter GDP (although Küpper et al. 2010
call it Nukker), Generalised King (Olivares et al. 2018a), here-
after GKing, King (1962), Optimum Generalized King (Olivares
et al. 2018a), herafter OGKing, and Restricted Generalized Den-
sity Profile (see Olivares et al. 2018a, and references therein),
herafter RGDP.
In addition to the classical model parameters, the PyAspidis-
tra code is able to infer: the coordinates of the cluster center,
the cluster ellipticity, and its luminosity segregation (a proxy for
the mass segregation). Furthermore, it delivers, as a by-product,
the Bayesian evidence of the model. The latter allows a robust
model comparison and selection by means of the Bayes factor.
We use the coordinates (J2000.0), G photometric magnitude
(the most observed in our candidates), and cluster membership
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Fig. 13. Mass distribution of our GDR2 candidate members plus the WDs progenitors as recovered from the COLIBRI isochrone. For comparison,
we also show the empirical determination of the mass distribution from: i) the Pleiades cluster from Bouy et al. (2015a), and ii) the Hyades cluster
from Goldman et al. (2013) for masses above 0.15M, and Bouvier et al. (2008) for masses below 0.15M.
probability of objects in Table 9. After running the PyAspidis-
tra code, we obtain the Bayesian evidence of each PSD model
together with posterior samples of its parameters.
Among all analyzed models, those with luminosity segrega-
tion are the ones with higher Bayesian evidence, with the EFF
rating the highest. We compare the Bayes factors of the latter,
with respect to all other models, and according to Jeffrey’s scale
(Jeffreys 1961) there is strong evidence favoring the EFF model
against the GKing and King ones, and moderate evidence favor-
ing it against the GDP, OGKing and RGDP ones.
Table 5 shows the median values (with the 16 and 84 per-
centiles as the uncertainties) of the parameters in all our lumi-
nosity segregated models. The interested reader can find the def-
inition of these parameters in Olivares et al. (2018a). Suffice here
to say that αc, δc are the centre coordinates, φ is the position an-
gle of the semi-major axis rca of the core radius10, and rcb is the
semi-minor axis. For the King family of models, rta and rtb rep-
resent the semi-major and semi-minor axes of the tidal radius,
respectively. The exponents of the different models are indicated
by α, β and γ. The ellipticity of the core and tidal radii are indi-
cated by rc and rt, respectively. Finally, in our luminosity seg-
regated models the core radius rc, grows linearly with magnitude
as
rc(θ, G) = rc(θ) + κ · (G −Gmode), (4)
with κ as indicated in Table 5, and Gmode the mode of the G mag-
nitude distribution (see Eq. 13 of Olivares et al. 2018a).
10 The core radius is the unit scale of the density profile, thus is com-
pletely dependant on the latter.
As can be seen in Table 5, the κ value is in all models positive
and incompatible with zero beyond 1σ, which we interpret as
strong evidence of luminosity segregation.
The top panel of Figure 14 shows the density of candidate
members as a function of radial distance and the best-fitting pro-
file of the luminosity segregated EFF model, together with sam-
ples from the posterior distribution of its parameters. In addition,
the bottom panel of Fig. 14 shows the galactic coordinates of our
candidate members, together with an ellipse depicting the core
radius. As observed in this panel, the cluster candidate members
are homogeneously distributed in position angle.
Furthermore, the family of King profiles allow us to estimate
the total number of cluster stars contained within the tidal ra-
dius (see Eq. 18 of King 1962). The GKing, King and OGKing
predict 278+48−17, 276
+59
−16,278
+60
−17 cluster stars, respectively, which
means that we are still missing ∼5% of the cluster population.
This percentage of missing members is the same predicted by
the TPR∼95% of our membership selection (see Appendix A).
Thus, we expect only a negligible fraction of cluster members
beyond the limits imposed in Assumption 1.
Our analysis of the cluster PSD shows the following impor-
tant elements:
– The best profile is the EFF.
– There is strong evidence of luminosity (mass) segregation.
– The cluster is highly elliptic ( & 0.4).
– The semi-major axis of the cluster is in close alignment with
the galactic plane.
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Fig. 14. The EFF Segregated model. Top panel: Density of candidate members (black dots with Poisson uncertainties) together with: the best-
fitting model (computed from the semi-major and semi-minor axes of the core radius and plotted in dotted and dashed red lines, respectively)
and samples from the posterior distribution (grey lines). Bottom panel: Galactic coordinates of our candidate members (red stars), and those of
Cantat-Gaudin et al. (2018a, white circles). Also plotted is the core radius (black ellipse) and two perpendicular (black) lines extending ten core
radius units in the directions of the semi-major and semi-minor axes.
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Table 5. Parameters of luminosity segregated models.
Model αc δc φ rca rcb γ κ rc α β rta rtb rt
[◦] [◦] [rad] [pc] [pc] [pc ·mag−1] [pc] [pc]
EFF 289.007+0.124−0.075 −16.358+0.098−0.104 1.40+0.63−0.31 2.96+1.82−0.98 1.58+0.59−0.48 2.83+0.34−0.44 0.168+0.084−0.119 0.45+0.22−0.26 – – – – –
GDP 289.028+0.126−0.085 −16.358+0.095−0.105 1.38+0.66−0.32 3.4+2.4−1.3 1.78+0.85−0.67 0.30+0.36−0.21 0.18+0.12−0.15 0.47+0.23−0.27 0.47+0.40−0.27 2.71+0.53−0.67 – – –
GKing 289.013+0.125−0.086 −16.36 ± 0.10 1.34+0.48−0.28 2.55+2.12−0.98 1.35+0.72−0.54 – 0.15+0.11−0.13 0.45 ± 0.27 0.58+0.54−0.32 2.27+0.53−0.78 119+349−78 42+43−25 0.62+0.26−0.36
King 289.013+0.127−0.076 −16.348+0.094−0.107 1.36+0.46−0.29 1.85+1.86−0.58 0.98+0.55−0.25 – 0.130+0.074−0.067 0.45+0.26−0.27 – – 82+140−35 34+12−14 0.59+0.26−0.33
OGKing 289.008+0.131−0.079 −16.349+0.095−0.106 1.38+0.48−0.30 1.97+1.84−0.60 1.06+0.54−0.27 – 0.128+0.073−0.100 0.44+0.25−0.27 – – 88+171−40 36 ± 14 0.59+0.27−0.34
RGDP 289.013+0.134−0.083 −16.36+0.10−0.11 1.40+0.65−0.35 3.1+2.0−1.2 1.56+0.72−0.61 – 0.16+0.11−0.14 0.47+0.23−0.26 0.56+0.39−0.31 2.79+0.58−0.63 – – –
6. Summary and conclusions
In this Section, we briefly summarize our results, discuss the
consequences of our assumptions, and present our conclusions.
6.1. Summary
Our combined analysis over the Gaia DR2 and DANCe data sets
enable us to obtain cluster candidate members with masses heav-
ier than ∼0.1M. This was possible only thanks to the combina-
tion of the exquisite Gaia astrometry with the deep and extend
DANCe photometry.
The improvements to Sarro et al. (2014) methodology al-
lowed us to incorporate parallaxes and the full covariance ma-
trix of the uncertainties in the cluster model construction. In ad-
dition, by modelling the WDs photometry, we are now able to
incorporate these objects into the cluster mass distribution.
On the sensitivity tests performed over the GDR2, DANCe
and DANCe Central data sets (see Appendix A) we find that the
results of our improved methodology are still sensitive to the pin
threshold, but only for certain interval of values. We objectively
set the pin as the minimum of the plateau where the results are
insensitive to the specific value of pin used.
We found 259 candidate members (see Table 9), 58 of them
not previously known. There is a general agreement between
both our lists and those from the literature, and the general prop-
erties derived from them.
The empirical isochrone given by our candidates is in ex-
cellent agreement with theoretical ones, with the COLIBRI one
particularly.
The inferred the AV extinction peaks at AV = 0.36 mag, with
a large dispersion (from 0 to 1.4 mag) which is also present in the
AG values reported by Gaia. We interpret it as evidence of differ-
ential extinction, as originally proposed by Curtis et al. (2013)
We observe an increase of low-luminosity objects
(log L/L < −1.7) at the outer parts of the cluster that we
interpret as evidence of luminosity segregation. The latter is
confirmed by our analysis of the cluster PSD.
The Bayesian evidence suggest that the best model for the
PSD of the cluster is the luminosity segregated EFF. In addition,
the cluster PSD is highly elliptical ( ∼ 0.45).
6.2. Discussion of assumptions
We have assumed that the cluster members are contained within
a 6◦ radius area (Assumption 1). However, from our analysis of
the PSD we find that we are typically missing 5% of them. The
latter is similar to that predicted by our membership selection
process (measured in the analyzed data sets). Thus, we expect
a negligible fraction of cluster members beyond the assumed 6◦
radius.
We have assumed that the missing values are uniformly dis-
tributed (Assumption 3). However, missing values in the pho-
tometry are more frequent at faint magnitudes, near the detection
threshold. Because of this, the density of sources in our field
model can be underestimated at this faint magnitudes, which
might result in unexpected contaminants.
We have assumed that the cluster distribution originates only
from single, binaries and WD stars (Assumption 11). Due to
this assumption, our methodology still misses multiple systems,
and stars in other evolved stages. For example, Curtis (2016) re-
ports seven Blue Stragglers as candidate members of Ruprecht
147 (see Section 3.4.5 of the mentioned work). From these, our
methodology recovers only three (CWW 62, 150 and 152). Fu-
ture steps will be taken to incorporate Blue Stragglers and other
stellar populations into our cluster model.
We have assumed that the cluster age is 2.5 Gyr (Assump-
tion 13). However, it should be revisited in the light of the WDs
candidates reported here. The latter can in principle, be used to
provide and independent estimate of the cluster age.
We have assumed that the theoretical isochrones provide the
true mass-luminosity relation (Assumption 15). However, the
Wielen and Kroupa dips in the mass distribution could be ar-
tifacts of an incorrect mass-luminosity relation.
We have assumed that the mass of the WD progenitor can
be recovered from the WD IFMR of Cummings et al. (2018).
However, this relation might not be the appropriate one.
6.3. Conclusions
The detailed compilation and analysis of astrometric and pho-
tometric data provided by the COSMIC-DANCe methodology,
combined with the exquisite Gaia data, and our comprehensive
improved methodology, enable us to derive luminosity and mass
distribution with a superb degree of detail. We recover 259 can-
didate members, which represents an improvement of 30% with
respect to previous studies.
The clusters is mass segregated, high elliptical, and lacks
several low-mass stars. All these indicators can be used in the
future to reconstruct its dynamical history.
Nevertheless, there are still aspects that remain open:
– Binaries (and therefore multiple systems) may produce spu-
rious astrometric and photometric results that negatively im-
pact the recovering of possible cluster members.
– The spectroscopic and eclipsing binaries of Ruprecht 147
(e.g. Torres et al. 2018; Curtis 2016) can be used to further
constrain the mass-luminosity relation, which will shed light
in the understanding of the Wielen dip.
– The presence of the Kroupa dip in Ruprecht 147 is still un-
certain. Better statistics are still needed to confirm or discard
its presence.
– A detailed analysis of the fraction of binaries and hierarchi-
cal systems can help to reconstruct the initial mass distribu-
tion, which will be an important step towards the understand-
ing the universality of the initial mass distribution.
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Appendix A: Sensitivity and quality of the classifier
In this Appendix, we analyze the sensitivity of our methodol-
ogy to three elements, the representation space, the initial list of
members, and the pin value used. In addition, we also report the
quality of the classifier as function of magnitude and optimum
probability threshold.
Appendix A.1: Sensitivity to representation space
We analyze the sensitivity of our methodology to the represen-
tation space in the DANCe Central data set. We chose the latter
because it does not have the highly discriminant parallax fea-
ture, and it is also the one that reaches fainter photometric mag-
nitudes.
We run our methodology on the representation spaces RS 1
and RS 2. Both were chosen based on the importance of each
feature, as given by the random forest classifier (see Section 4).
However, the RS 2 features were selected after training the ran-
dom forest classifier on the candidate members found on RS 1.
The last two blocks of Table A.1 report the number of recovered
members, TPR and CR as function of the pin obtained from the
Table 10. Empirical isochrone in the Gaia photometry.
Table 11. Empirical isochrone in the DANCe photometry.
Table 12. Extended mass distribution.
RS 1 and RS 2 in the DANCe Central data set. We observe that
at each pin, the values reported by the two representation spaces
are compatible with each other within their uncertainties (using
Poisson uncertainties for the number of members). Therefore,
we conclude that our methodology is statistically insensitive to
the representation space, provided that is photometric features
are chosen from within those with higher importance.
Appendix A.2: Sensitivity to initial list of members
We analyze the sensitivity of our methodology to the initial list
of candidate members in the DANCe data set. We use as ini-
tial lists the candidate members described in Section 4.2.2, here-
after IL0, and those found after applying our methodology to the
DANCe Central data set, hereafter IL1. These two list have dif-
ferent limiting magnitudes. While the first one, which is that of
Cantat-Gaudin et al. (2018a) plus the WDs, reaches only G ∼ 18,
the second one, obtained in the DANCe Central data set reaches
the faintest magnitudes (r∼ 20). Figure A.1 compares, for differ-
ent pin values, the membership probabilities recovered using the
two initial lists. As can be seen, there are only a few objects with
probabilities departing from the identity relation, and for lower
pin values particularly. Nevertheless, the number of these objects
is negligible compared to the size of the data set (∼7 millions).
Therefore, we conclude that our methodology is insensitive to
the initial list of members.
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Fig. A.1. Comparison of the recovered membership probabilities from
the two initial lists of members at different pin values (colour coded).
Appendix A.3: Sensitivity to pin values
The pin value establishes the probability threshold to select ob-
jects as part of the cluster model (see Sect. 4), thus, we expect
the results of our methodology to be sensitive to it. As described
in Sect. 4.2.6, we run our methodology in our three data sets us-
ing pin values in the range 0.5 to 0.9 in steps of 0.1. In Table
A.1, we report the optimum probability threshold (popt), number
of candidate members, TPR and CR recovered for each data set
and pin value used.
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In addition, Fig. A.2 shows the magnitude distributions of
the candidate members recovered in our data sets and for all the
pin values used. This Fig. also show: i) one hundred bootstrap
realizations of the candidate members resulting from pin = 0.9,
and ii) the magnitude distributions corrected from the PPV (see
next section).
As can be observed from Table A.1 and Fig. A.2, the TPR,
CR, number of recovered members and magnitude distributions
are sensitive to the pin value, and cannot be reconciled by their
uncertainties. However, we also observe that there are ranges of
pin values that return consistent results. Thus, we now proceed to
identify these ranges, and to establish their minimum pin value.
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Fig. A.2. Magnitude distributions computed from the candidate mem-
bers recovered by the GDR2 (top panel at BP band), DANCe (middle
panel at i band) and DANCe Central (bottom panel at i band) classi-
fiers at different pin values (colour code). Also shown are the magni-
tude distributions: i) of our candidate members corrected by the PPV
(dashed lines), ii) of bootstrap realizations from the candidate members
at the higher pin value (grey lines), and iii) of the candidate members
from Curtis et al. (2013), Gaia Collaboration et al. (2018a) and Cantat-
Gaudin et al. (2018a), in dot-dashed, dashed, and dotted lines, respec-
tively.
In the GDR2 data set we chose to work with the pin = 0.7
because of the following reasons.
– It results in CR, TPR and popt similar to those of higher val-
ues.
– It recovers the candidate members of higher pin values.
– It produces magnitude distributions ( both the corrected and
uncorrected by the PPV) that are compatible, within the un-
certainties, with those of higher pin values (see Fig. A.2).
The results of the DANCe data set seem to be more sensitive
to the pin value than those of the GDR2 data set, at the faint end
particularly (i>18 mag). In this data set we chose to work with
the pin = 0.7 because:
– It recovers the candidate members of higher pin values.
– It produces magnitude distributions (both the corrected and
uncorrected by the PPV) that are compatible, within the un-
certainties, with those of higher pin values (see Fig. A.2).
The results of the DANCe Central data set are virtually in-
sensitive to the pin values. However, the magnitude distributions
vary with pin at the faint end ( i> 19 mag), these variations
are negligible though. The latter are produced by four candidate
members (see Fig. 7) that are recovered by pin = {0.5, 0.6} but
not by pin = 0.9. These four objects are of particular interest
since they lay near and beyond Gaia completeness limit. Thus,
we chose to work with the pin = 0.6 because:
– It recovers the candidate members of higher pin values.
– Its magnitude distributions (both the corrected and uncor-
rected by the PPV) at i< 19 mag are compatible, within the
uncertainties, with those of higher pin values (see Fig. A.2).
– It recovers faint candidate members beyond Gaia complete-
ness limit.
Appendix A.4: Quality of the classifier
In this Section, we analyze the quality of the classifiers at their
chosen pin values (as established above) and for all probability
thresholds and magnitude ranges.
In Fig. A.3 we show the TPR and CR of our classifiers for
all probability thresholds. For comparison, the figure also shows
the TPR and CR found by Sarro et al. (2014). From the previous
figure we observe the following points. First, as expected the
quality of the classifier improves proportionally to the ratio of
cluster members to field contaminants. In spite of that, the GDR2
classifier has a higher TPR that the DANCe one due to the use of
the highly discriminant parallax feature. Second, all classifiers
have a range of probability thresholds that render similar TPR
and CR. Thus, there is a range of values around the popt that
result in similarly good TPR and CR. Fourth, our methodology
renders classifiers with similarly good TPR and CR as that of
Sarro et al. (2014).
Now, we examine the quality of the classifiers as a func-
tion of the photometric magnitude. The latter must be present
in the representation space in order to generate appropriate syn-
thetic samples for its analysis. Then, we create magnitude bins
for these samples, and in each of them we measure the Positive
Predictive Value (PPV herafter) at the popt, with the PPV defined
as
PPV =
TP
TP + FP
. (A.1)
Finally, we recover the number of TPs multiplying the mag-
nitude distribution by the PPV measured at that magnitude value
(we do this by interpolating from the magnitude bins). The mag-
nitude distributions corrected by the PPV are shown as dashed
lines in Fig. A.2. As can be seen, the corrected distributions at
the chosen pin values are indistinguishable from the uncorrected
ones, thus probing that the number of rejected TPs is negligible.
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