Pattern recognition techniques have been applied to the infrared (IR) spectral libraries of the Paint Data Query (PDQ) database to differentiate between nonidentical but similar IR spectra of automotive paints. To tackle the problem of library searching, search prefilters were developed to identify the vehicle make from IR spectra of the clear coat, surfacer-primer, and e-coat layers. To develop these search prefilters with the appropriate degree of accuracy, IR spectra from the PDQ database were preprocessed using the discrete wavelet transform to enhance subtle but significant features in the IR spectral data. Wavelet coefficients characteristic of vehicle make were identified using a genetic algorithm for pattern recognition and feature selection. Search prefilters to identify automotive manufacturer through IR spectra obtained from a paint chip recovered at a crime scene were developed using 1596 original manufacturer's paint systems spanning six makes (General Motors, Chrysler, Ford, Honda, Nissan, and Toyota) within a limited production year range (2000)(2001)(2002)(2003)(2004)(2005)(2006). Search prefilters for vehicle manufacturer that were developed as part of this study were successfully validated using IR spectra obtained directly from the PDQ database. Information obtained from these search prefilters can serve to quantify the discrimination power of original automotive paint encountered in casework and further efforts to succinctly communicate trace evidential significance to the courts.
Introduction
Automotive paint in the form of an intact paint chip is often recovered from a crime scene of a motor vehicle hit-andrun where injury or death to a pedestrian has occurred. Studies performed over 40 years ago by the Royal Canadian Mounted Police (RCMP) demonstrated that a vehicle involved in a hit-and-run could be identified as to its make and model by comparing the color and chemical composition of each layer of the automotive paint found on the clothing of a victim of a hit-and-run. 1, 2 To make these comparisons possible, the RCMP developed the Paint Data Query (PDQ) database for the forensic examination of automotive paint. 3, 4 The PDQ database was later expanded with the cooperation of the United States Federal Bureau of Investigation (FBI). Currently, the PDQ database contains over 21 000 samples (street samples and factory panels) that correspond to over 84 000 individual paint layers, representing nearly every type of automotive paint used on vehicles marketed in North America during the past 30 years. Over 57 local, state, and federal crime laboratories in the United States including the FBI laboratory use PDQ, as well as international forensic laboratories including the National Forensic Laboratory Service of the RCMP, the Center of Forensic Sciences in Toronto, Canada, members of the European Network of Forensic Science Institutes (ENFSI), and the Australian Police Services. If the original manufacturer's paint system is present in the paint sample, PDQ can assist in identifying the make and model of the vehicle (within a limited production year range) from which the paint sample originated.
The PDQ database was designed to be a text-based search and retrieval system. 5, 6 Unfortunately, the coding in PDQ is generic, which can both impair the accuracy of the search and lead to non-specific search criteria that result in a large number of hits that a forensic scientist must then work through and eliminate. In addition, the similarity of the infrared (IR) spectra of corresponding layers of various records in the PDQ database generally results in poor discrimination by commercial IR library search algorithms. A pattern recognition approach using search prefilters 7, 8 offers the prospect of significant improvement in the discrimination of IR spectra in PDQ and thus an improvement in the quality of the search. Previously published studies on the use of search prefilters for the PDQ database were largely restricted to the identification of the assembly plant of the vehicle. These studies typically involved only a single manufacturer and a single layer (clear coat layer) [9] [10] [11] [12] [13] [14] or multiple layers (clear coat, surfacer-primer, and e-coat layer) [15] [16] [17] [18] of automotive paint. This study focuses on the development of search prefilters to identify the vehicle make from the IR spectra of the clear coat, surfacer-primer, and e-coat layers. To develop these search prefilters with the appropriate degree of accuracy, IR spectra from PDQ were preprocessed using the discrete wavelet transform 19, 20 to enhance subtle but significant features in the IR spectral data. Wavelet coefficients characteristic of vehicle make were identified using a genetic algorithm (GA) for pattern recognition and feature selection. [21] [22] [23] Search prefilters to identify the vehicle manufacturer using IR spectra from a paint chip recovered at the crime scene were developed using 1596 original manufacturer's paint systems spanning six makes (General Motors, Chrysler, Ford, Honda, Nissan, and Toyota) within a limited production year range (2000) (2001) (2002) (2003) (2004) (2005) (2006) . All search prefilters for vehicle manufacturer developed as part of this study were successfully validated using IR spectra of 183 manufacturer paint systems obtained from the PDQ database.
Previous studies of search prefilters applied to the PDQ database to identify the automotive manufacturer were limited to General Motors, Chrysler, and Ford. [16] [17] [18] The manufacturer search prefilter for PDQ described in these previous studies consisted of a single discriminant to solve a three-way classification problem where each class was a specific vehicle manufacturer spanning a limited production year range (2000) (2001) (2002) (2003) (2004) (2005) (2006) . The significance of the current study in relation to the previously published studies on search prefilters for manufacturer arises from the complexity of the pattern recognition problem encountered when a larger number of automotive manufacturers are considered. The six-way classification problem in this study was solved by identifying linearly separable groups within the training set cohort and classifying each group individually. The large number of paint samples canvassed in this study successfully captured the variability associated with the chemical composition of the clear coat, surfacerprimer, and e-coat layers for these six automotive manufacturers. This study is representative of the classification problem encountered in actual case work in the United States as these six manufacturers represent more than 80% of all vehicles purchased in North America.
Experimental
Infrared spectra from the PDQ database were measured in transmission mode using either a Bio-Rad or Thermo Nicolet Fourier transform infrared (FT-IR) spectrometer equipped with a deuterated triglycine sulfate (DTGS) detector and a Harrick 4Â beam condenser (BioRad 40A and BioRad 60A instrument) or a Harrick 6Â beam condenser (Thermo Nicolet 6700 FT-IR spectrometer). All spectrometers were operated at 4 cm -1 resolution. To obtain an IR spectrum, approximately 4 mg of the clear coat, surfacer-primer, or e-coat layer were compressed between two diamond anvils. Further details about the collection of these IR spectra can be found elsewhere. 24 For pattern recognition analysis, each IR spectrum was normalized to the helium neon laser frequency of 15 798.0 cm -1 using OMNIC (Thermo-Nicolet). After normalization, each IR spectrum (4000 cm -1 to 400 cm -1 ) consisted of 1869 points. To ensure that wavelength alignment was achieved in all spectra, IR spectra of the same or a similar sample collected on both the Thermo Nicolet and the Bio-Rad instrument were subtracted from each other before and after normalization using the helium neon laser frequency of 15 798.0 cm -1 . Subtraction yielded a non-zero response at each wavelength before frequency normalization and zero at each point after normalization.
Methodology

Data Preprocessing
For pattern recognition analysis, each transmission spectrum was normalized to unit length. The discrete wavelet transform 25 using the 8sym6 mother wavelet (Symlet wavelet family, sixth smallest filter size, eighth level of decomposition) was applied to the fingerprint region (1641 cm -1 to 680 cm -1 ) of each layer using the Matlab Wavelet toolbox 3.0.4 (The Mathworks Inc.). The Symlet 6 mother wavelet was chosen because the shape of its scaling function closely matched that of the shape of the bands comprising the IR spectra of the automotive paints. Three sets of wavelet coefficients were concatenated (both approximation and detail coefficients) to form the sample pattern vectors used by the search prefilters. Wavelet coefficients from lower levels of decomposition were retained, resulting in 3426 wavelet coefficients per paint sample (i.e., 1142 coefficients from each of the clear coat, surfacer-primer, and e-coat layers). Prior to pattern recognition analysis, the wavelet transformed spectra were autoscaled to ensure that each coefficient has a mean of zero and a standard deviation of one throughout all transformed spectra. Autoscaling removed any inadvertent weighing of the data that otherwise would occur due to differences in the magnitude among the wavelet coefficients comprising the spectral data.
The automotive paint database used in this study consisted of 1823 paint samples from six manufacturers: General Motors (17 assembly plants), Chrysler (10 assembly plants), Ford (17 assembly plants), Honda (six assembly plants), Nissan (six assembly plants), and Toyota (five assembly plants). These six manufacturers span a production year range of six years (2000) (2001) (2002) (2003) (2004) (2005) (2006) and account for 80% of the vehicles purchased in North America.
The 1823 paint samples in this database were investigated for outliers by examining principal component (PC) plots of each paint layer from each assembly plant and flagging samples that appeared discordant in the corresponding PC plots. These discordant observations were compared to the average IR spectrum of each layer for the given assembly plant. If the IR spectrum of the observation in question differed markedly from the average (prototypical) IR spectrum of the assembly plant in question, the sample was flagged as an outlier and discarded from the analysis. Forty-four samples (13 General Motors, four Chrysler, two Honda, four Nissan, and 21 Toyota) were identified as outliers and were excluded from this study. Many of these discordant observations were paint samples obtained from replaceable automotive substrates (e.g., bumpers and doors) that did not have the original manufacturer's paint system (based on their IR spectra). For other discordant observations, it appears that paint layers were mislabeled (e.g., primer surfacer labeled as the e-coat layer). The database of 1779 paint samples was divided into a training set of 1596 samples and a prediction set of 183 samples (Table 1) . Samples comprising the prediction set were selected by random lot.
Feature Selection and Classification of Infrared Spectra
Wavelet coefficients characteristic of vehicle manufacturer were identified by a GA for pattern recognition analysis. [26] [27] [28] The pattern recognition GA seeks to identify a set of wavelet coefficients that optimizes the separation of the classes in a plot of the two largest PCs of the data. Since PCs maximize variance, the bulk of the information encoded by these coefficients is about differences between the vehicle manufacturers. The PC plot functions as an information filter since a good PC plot can only be generated by coefficients whose variance or information content is primarily about the vehicle manufacturers. Hence, the principal component analysis (PCA) 29, 30 routine embedded in the fitness function of the pattern recognition GA acts as an information filter, limiting the search to these types of features (i.e., wavelet coefficients), thereby significantly reducing the size of the search space. Furthermore, the pattern recognition GA can focus on those classes (i.e., vehicle manufacturers) and/or paint samples that are difficult to classify as it trains by boosting the weights (i.e., relative importance) of those classes and/or samples which are consistently misclassified using a perceptron to adjust the values of both the class and sample weights. Samples that are consistently misclassified are more heavily weighted than samples that are easy to classify. Over time, the algorithm learns its optimal parameters in a manner similar to a neural network. The pattern recognition GA integrates aspects of both strong and weak learning to yield a ''smart'' one-pass procedure for variable selection and classification.
To track and score the PC plots generated for the subset of wavelet coefficients coded in each chromosome, class, and sample weights, which are an integral part of the fitness function, are computed (see Eqs. 1 and 2) during each generation, where CW(c) is the weight of class c (with c varying from 1 to the total number of classes in the data set) and SW c (s) is the weight of paint sample s in class c. Class weights must sum to 100, and sample weights for automotive paint samples comprising a particular class (i.e., vehicle manufacturer) must sum to a value equal to the weight of the particular class.
CWðcÞ ¼ 100
CWðcÞ
SWðsÞ ¼ CWðcÞ SWðsÞ
The scoring of a PC plot is performed using k-nearest neighbor. 31 For a given sample point, Euclidean distances are computed between it and every other point in the PC plot. These distances are arranged from smallest to largest, and a poll is taken of the point's k-nearest neighbors. For the most rigorous classification, k equals the number of samples in the class to which the point belongs. The sample hit count (SHC), or the number of like nearest neighbors is 0 SHC(s) K c . The fitness score of each General Motors  416  47  463  Chrysler  375  42  417  Ford  376  41  417  Honda  141  17  158  Nissan  123  15  138  Toyota  165  21  186  Total  1596  183  1779 feature subset as expressed by its PC plot is computed using Eq. 3.
To better understand the scoring of the PC plots, consider the following binary classification problem with each class initially assigned equal class weights by the GA. The number of samples in Class 1 is 10, and the number of samples in Class 2 is 20. For this problem, K c is assigned a value of 10 for Class 1 and 20 for Class 2. At generation 0, the samples in each class will have the same sample weights. Therefore, every sample in Class 1 has a sample weight of 5, whereas each sample in Class 2 has a sample weight of 2.5. If a sample in Class 1, has as its nearest neighbors seven Class 1 samples, then SHC/K c ¼ 0.7 and (SHC/ K c )*SW ¼ 0.7*5 or 3.5. By summing (SHC/K c )*SW(s) for each point in the plot, the PC plot is scored. An obvious advantage of this scheme for scoring the PC plots is that a class containing a large number of samples does not dominate the calculation.
By changing the values of the class and sample weights (i.e., boosting their values), the fitness function of the pattern recognition GA is able to focus on specific samples and/or classes that are difficult to classify. To perform boosting, the sample-hit rate (SHR) and the class-hit rate (CHR) must be computed. Sample-hit rate is the mean value of SHC/K c over all feature subsets formulated in a particular generation (see Eq. 4) and CHR is the mean sample hit rate of all samples in a particular class (see Eq. 5); f in Eq. 4 is the number of chromosomes in the population and AVG in Eq. 5 is the average or mean value. Class and sample weights are adjusted during each generation using a perceptron (see Eqs. 6 and 7). The momentum term, P, of the perceptron is set by the user, with g þ 1 (in Eqs. 6 and 7) referring to the current generation, whereas g is the previous generation. Classes with a lower CHR and samples with a lower SHR are boosted more heavily than those classes and samples that score well. Boosting is crucial to ensure the successful operation of the pattern recognition GA because it modifies the fitness landscape by adjusting the values of the class and sample weights. This helps to minimize the problem of convergence to a local optimum. Hence, the fitness function of the pattern recognition GA is continually changing using information from previous generations as the population is evolving towards a solution. Further details about the genetic algorithm for pattern recognition analysis used in this study can be found elsewhere. [21] [22] [23] 27, 28 Results and Discussion A hierarchical classification scheme was implemented to develop search prefilters to identify the vehicle manufacturer of an intact paint chip from the IR spectra of the clear coat, surfacer-primer, and e-coat layers. The first step was to divide the automotive paint samples into two groups based on the chemical formulation of the clear coat layer. Modern automotive clear coats are either acrylic melamine styrene (singlet for the carbonyl band) or acrylic melamine styrene polyurethane (doublet for the carbonyl band). Paint samples whose clear coat layer exhibits a doublet for the carbonyl band were flagged and isolated from the other paint samples. Nissan and Toyota were limited to paint samples whose clear coat layer was acrylic melamine styrene (singlet for the carbonyl band).
A search prefilter was developed to classify the IR spectra by vehicle manufacturer for paint samples with an acrylic melamine styrene polyurethane clear coat layer. Since Nissan and Toyota were exclusively represented by paint samples whose clear coat layer was acrylic melamine styrene, this search prefilter was limited to four manufacturers: General Motors, Chrysler, Ford, and Honda. Table 2 summarizes the 212 training set samples analyzed by the pattern recognition GA in this phase of the study. Figure 1 shows a plot of the two largest PCs of the 3426 wavelet coefficients of the concatenated pattern vector (clear coat, surfacer-primer, and e-coat layers). Each sample is represented as a point in the PC plot of the wavelet transformed spectral data. There is overlap between the four vehicle manufacturers in the PC plot.
The pattern recognition GA identified wavelet coefficients characteristic of the manufacturer by sampling key feature subsets, scoring their PC plots, and tracking those samples or classes (i.e., automotive manufacturers) that were difficult to classify. The boosting routine used this Table 2 . Acrylic melamine styrene polyurethane data set.
Manufacturer
Training Prediction Total General Motors  106  16  122  Chrysler  66  6  72  Ford  23  3  26  Honda  17  2  19  Total  212  27  239 information to steer the population to an optimal solution. After 200 generations, the pattern recognition GA identified 33 wavelet coefficients whose PC plot (see Fig. S1 , Supplemental Material) showed clear delineation of the training set samples on the basis of automotive manufacturer. Projecting the prediction set samples onto the PC plot developed from the 212 training set samples and the 33 wavelet coefficients identified by the pattern recognition GA showed that each projected prediction set sample was located in a region of the PC plot (see Fig. 2 ) with samples from the same automotive manufacturer. The next step was to develop discriminants capable of classifying IR spectra by manufacturer for paint samples that possessed an acrylic melamine styrene clear coat layer. All six manufacturers had samples that exhibited a singlet for the carbonyl in their clear coat IR spectra. The 1540 paint samples in this phase of the study were divided into a training set of 1384 samples and a prediction set of 156 samples (see Table 3 ). Figure 3 shows a plot of the two largest PCs of the 1384 paint samples and the 3426 wavelet coefficients comprising the training set. A visual examination of the PC plot shows two distinct clusters. One is for the Fords and the other is for the 13 Chrysler and General Motors assembly plants.
A discriminant was developed using the pattern recognition GA for separating the Fords from the other automotive manufacturers. Figure S2 (see Supplemental Material) shows a plot of the two largest PCs of the 1384 paint samples comprising the training set and the 23 wavelet coefficients identified by the pattern recognition GA for this two-way classification problem (Ford versus General Motors, Chrysler, Honda, Nissan, and Toyota). The Fords are well separated from the other manufacturers in the PC plot. The prediction set samples for this training set were then projected onto the PC plot of the 1384 paint samples and the 23 wavelet coefficients selected by the pattern recognition GA (Fig. 4) . Each projected sample lies in a region of the PC plot with samples that are tagged with the same class label.
A second discriminant was developed using the pattern GA for separating the 13 Chrysler and General Motors assembly plants from the Toyota, Nissan, Honda, and the remaining Chrysler and General Motors automotive paint samples. Figure S3 the pattern recognition GA is shown in Fig. 5 . All prediction set samples were located in a region of the PC map with samples that had the same class tag.
The sample cluster in Fig. S3 and Fig. 5 corresponding to the nine General Motors and four Chrysler assembly plant paint samples was subsequently divided into two categories according to vehicle manufacturer. Figure S4 shows a plot of the 252 paint samples and 21 wavelet coefficients identified by the pattern recognition GA for this two-class problem. Figure 6 shows the 28 prediction set samples for the sample cluster in Fig. 5 projected onto the PC plot shown in Fig. S4 . All prediction set samples were correctly classified.
A third discriminant was developed using the pattern recognition GA to separate the remaining Chrysler (six assembly plants) and General Motors (15 assembly plants) paint samples from those of Honda, Nissan, and Toyota. For this study, the 779 training set samples (without the Fords and the 13 Chrysler and General Motors assembly plants) were divided into two classes: the remaining 21 Chrysler and General Motors assembly plants versus Honda, Nissan, and Toyota. The pattern recognition GA identified 31 wavelet coefficients that achieved separation for 20 of the 21 Chrysler and General Motors assembly plants from the Honda, Nissan, and Toyota paint samples. To achieve this separation, the value of K for the Chrysler and General Motors paint samples was set to 355, which is the number of Chrysler and General Motors paint samples to be classified, whereas K for Toyota, Honda, and Nissan was set to 240 which is approximately one-half of the number of paint samples for these three manufacturers in this training set. Tuning the value of K was crucial for solving this twoway classification problem. Figure S5 shows a plot of the two largest PCs of the 779 training set samples and the 31 wavelet coefficients identified by the pattern recognition GA. Twenty of the 21 Chrysler and General Motors assembly plant paint samples are well separated from those of Honda, Nissan, and Toyota. Figure 7 shows the projection of the 90 prediction set samples (associated with this training set) onto the plot of the two largest PCs of the 779 training set samples and the 31 wavelet coefficients identified by the pattern recognition GA. All prediction set samples were correctly assigned to their respective category.
Each cluster in Fig. S5 and Fig. 7 was analyzed by the pattern recognition GA. The 355 paint samples from the General Motors  310  31  341  Chrysler  309  36  345  Ford  353  38  391  Honda  124  15  139  Nissan  123  15  138  Toyota  165  21  186  Total  1384  156  1540 cluster representing the 20 General Motors and Chrysler assembly plants were analyzed in a two-way classification study. Figure S6 shows a plot of the 355 General Motors and Chrysler paint samples and the 43 wavelet coefficients identified by the pattern recognition GA for this two-way classification problem. The 424 paint samples from the cluster representing General Motors (Freemont assembly plant), Honda, Nissan, and Toyota were also analyzed in a two-way classification study. Figure S7 (see Supplemental Material) shows a plot of the 451 General Motors (Freemont assembly plant), Honda, Nissan, and Toyota paint samples and the 38 wavelet coefficients identified by the pattern recognition GA for this two-way classification problem. Figure 9 shows a plot of the projection of the 51 prediction set samples onto the PC plot defined by the 424 General Motors (Fremont assembly plant), Honda, Nissan, and Toyota paint samples and the 38 wavelet coefficients identified by the pattern recognition GA. The General Motors (Freemont assembly plant) and Toyota paint samples are well separated from Honda and Nissan, and all 51 prediction set samples are correctly classified by the PC plot. Each cluster in Fig. S7 and Fig. 9 was analyzed the pattern recognition GA. The 11 paint samples from the Fremont assembly plant (General Motors) could be differentiated from the 165 paint samples from Toyota using the pattern recognition GA configured in the asymmetric classification mode. For this two-way classification study, the value of K was set at 11 for the Fremont assembly plant paint samples (the target class) and five for the Toyota paint samples (the unstructured class). Figure S8 shows a plot of the 176 Freemont assembly plant and Toyota paint samples and the 30 wavelet coefficients identified by the pattern recognition GA for this asymmetric classification problem. Figure 10 shows a plot of the projection of the 22 prediction set samples onto the PC plot defined by the 176 Fremont and Toyota paint samples and the 30 wavelet coefficients identified by the pattern recognition GA. The Fremont paint samples form a compact and well separated cluster and all 22 prediction set samples were correctly assigned to their respective manufacturer.
The 124 Honda paint samples were differentiated from the 123 Nissan paint samples again using the pattern recognition GA configured in the asymmetric classification mode. For this two-way classification problem, K was set at 124 for Honda (target class) and five for Nissan (the unstructured class). Figure S9 shows a plot of the 247 Honda and Nissan training set samples and the 28 wavelet coefficients identified by the pattern recognition GA. Figure 11 shows the projection of the 30 prediction set samples associated with this training set onto the PC plot defined by the 247 Honda and Nissan paint samples and the 28 wavelet coefficients. The Honda paint samples form a compact cluster and all 30 prediction set samples were correctly classified by the PC plot. Figure 12 provides an overview of the manufacturer search prefilter system developed from discriminants for paint samples whose clear coat layer is acrylic melamine styrene. A five-tiered hierarchical classification scheme was developed by exploiting the linear separability of the sample classes comprising the training set. Classifier 1 separated the Fords from the other five automotive manufacturers. Classifier 2 and classifier 3 isolated the General Motors and Chryslers from the remaining three manufacturers. Because classifier 2 and classifier 3 each isolated a cluster containing multiple manufacturers, classifier 2' and classifier 3' were formulated to separate the Chryslers from General Motors assembly plants. Classifier 4 differentiated Toyota from Honda and Nissan, and classifier 4' isolated the General Motors Fremont assembly plant from Toyota. Classifier 5 separated Honda from Nissan.
Conclusion
In this study, a search prefilter has been developed to determine the make of a vehicle from the IR spectrum of a paint sample recovered at the crime scene. For each layer, the fingerprint region was extracted, vector normalized, and the 8sym6 wavelet transformation (Symlet wavelet family, sixth smallest filter size, eighth level of decomposition) applied. The wavelet coefficients from these three layers were horizontally concatenated to form a single data vector that was used for search prefilter development. The vehicle manufacturer search prefilter system comprised of six automotive manufacturers was successfully validated using an external prediction set consisting of automotive paint samples not part of the training set.
The use of search prefilters for library searching will reduce the number of hits, translating into a significant time savings for the forensic scientist as the size of the PDQ spectral library is truncated to include only those paint samples that are of the same make as the unknown. Furthermore, information derived from the search prefilters for vehicle manufacturer can serve to quantify the general discrimination power of original automotive paint comparisons encountered in actual case work and further efforts to succinctly communicate the significance of the evidence to the courts.
