Introduction
The efficient implementation of algorithms on multiprocessor machines requires that the effects of communication delays be minimized. Reduction of communication delay effects in message passing machines may be brought about by restructuring algorithms.
Ways in which the effect of communication delays can be reduced by such restructurings include: (1) reducing tile quantity of information that must be communicated,
reducing the the frequency with which messages must be sent, (3) overlapping communication with computation.
The above goals may not in practice be mutually compatible. In this case, there may be significant performance advantages in -3--sections 3,4 and 5 methods are described that may be used to reduce the number of messages that must be sertt by each processor and to consequently reduce the effect of the communication overhead fl-Section 3 explores the consequences on the hypercube performance of the simple observation that the number of messages that must be sent by a processor when a domain is partitioned into strips is at most two, while a processor may have to send four messages when a domain is partitioned into square regions. Allowing iterations to sweep over more than one timestep is a method used in section 5 to decrease the number of messages that must be sent.
In a hypercube, it is possible to perform communications that combine results from all processors and to disseminate the results thus obtained in a time that grows loga- improve the performance is to increase the size of the subdomain assigned to each processor without increasing the communication costs proportionately.
In Figure 1 , we depict the performance of the system in terms of efficiency, as the domain size is varied from 64 by 64 through 256 by 256 grid sizes. Here the efficiency of an N-processor system is defined as the ratio of the time taken to solve the problem on one processor to the time -5-taken to solve the problem on N processors, times the number of processors. As expected the efficiency drops as the number processors is increased, but the rate at which it drops is much more gradual as the grid size is increased. In all the experiments performed here the domain was subdivided into strips. The model problem was solved for five timesteps, and the efficiencies were computed by measuring the elapsed time to find the solutions of the first five time-steps.
The Effect of Domain Partitioning on Performance
The cost of communicating information from one processor to another in a hypercube multiprocessor is a function of the amount of data that must be sent, the number of packets of data into which the data is placed, and the logical distance of the processors from one another in the hypercube. The domain of a PDE may be decomposed into regions with a variety of shapes, with certain shapes provably optimal with respect to minimizing the number of variable values that must be communicated across boundaries. 1
The regions may then be mapped onto a hypercube in a way that attempts to minimize On the other hand, in a domain divided into rectangles, regions may have four neighbors while when the domain is divided into strips, each region may have no more than two
neighbors.
We examine the trade-off in costs between the division of a domain into rectangles and the division of a domain into strips in C color SOR. 
Convergence Checking Schemes
In this section it will be shown that the communication required in testing for global convergence at the end of an iteration may be quite costly. Several methods for reducing this delay are then experimentally examined.
-8-Our experiments presumed that convergence had been achieved when where X i is the vector valued solution approximation after the ith iteration, and E is our , tolerance. TheII"11 normabove yields themaximal absolute difference between components of X i and Xi_ 1. Our techniques do not depend on this particular norm; any other norm could be used. Convergence checking in a multiprocessor involves two distinct costs. The first is simply the time required to compute the component differences.
The second cost is the time required for the processors to communicate and combine their respective local convergence results to determine whether global convergence is achieved at the end of an iteration. This latter cost is a function of the multiprocessor communication delay and the scheme used to combine the component differences. We will first look at ways to combine differences during a global convergence check on the hypercube. We then discuss two different ways of reducing the number of convergence checks used during an iterative solution.
Combination Methods
We compared two different ways of combining component differences during a convergence check. Both of these methods first require each processor to find the maximal 
Processor

Guess Response
Suppose a processor receives a guess (not necessarily the first guess) JG from the c-host.
At iteration .ip, ]p >1Ja, the processor sends back the current convergence sequence header if jp is part of a convergence sequence. A message is sent immediately after such a 3"9is found.
Guess Confirmation/Generation
As described above, each processor responds to a guess Ja by returning a convergence 
Maximized Expected Work
We now consider a secondmethod of reducingthe number of convergence checks.
This method employs a statistical methodologyto schedule convergence tests at critical iterations. Upon the completionof a scheduledtest,the next convergencetestis scheduled on the basisof the costof testing convergence and the costs of scheduling the next test"too far"in the futureafterconvergence has been achieved. The iteration chosenisthe one maximizingthe "expected work" per unittime and isthusdubbed the ME W method.
The MEW method entails a certain amount of mathematicalformalism. First, we define the ithiteration error estimate El:
We model the convergence behavior of an iterative method by assuming that v. vl-e
We say that the solution has converged at iteration n if E n _ E for our tolerance €. 
We find the d = draax which maximizes the expression above and schedule the next con_t vergence test at iteration j + draax. Maximization of expression (3) balances the cost of testing convergence with the cost and uncertainity of doing more iterations than are required. As a function of d, expression (3) has at most one local maximum which is easily found. The convergence test scheduling decision at iteration j + dmax uses the N(Apt,a_t ) distribution as its prior.
The mechanics of our scheduling policy illustrate how we deal with uncertainty about _. This policy is also dependent on quantities we now discuss: the sampling vari-2 and the initial prior distribution of A. There are situations where significant ance a s prior knowledge of convergence behavior is known. The model problem is timedependent, so we need to solve the equations at each of a number of time steps. The convergence behavior of the method at time steps in the near past is a good predictor of the convergence behavior in the near future. In fact, after the first three time steps, we were able to construct very reasonable priors before beginning a time step's iterations.
We simply used the last time step's effective A as the prior mean (found by solving E = El'e -'_'N for A, knowing that exactly N iterations were required); we used the sample variance of the last three time steps' effective A's for our prior variance. The Bayesian formulation can also exploit user experience with the solution method's convergence; this experience could be summarized as a prior distribution.
-20-
At the beginning of the computation we might well presume no prior knowledge of the convergence behavior. We gain some insight into this behavior by testing for convergence after each of the first few iterations. As before, a convergence test is viewed as an observation of A. If we could assume that each observation is independent of any other, we could then use the sample mean as the initial prior mean Apt, and the sample vari-2 However, successive 2 and the prior variance apr. ance as both the sampling variance a, errors E i and Ei+ 1 are not independent. Their correlation leads to a biased estimation of Apr and the underestimation of z To compensate for this conflict of mathematical apr.
assumption and practical reality, we devised the constrained projection rule. This rule
states that if convergence is tested at iteration j, the next convergence test must be scheduled before iteration 2"j + 1. This rule forces additional convergence tests at the beginning of the computation, and affords protection from wildly optimistic scheduling decisions. We thus used the sample statistics to construct our prior information, but then protected ourselves from a bad prior with the constrained projection rule. In our experience, this rule was effectively invoked only at the beginning of the computation. After this startup period, our underlying assumption of independence between observations of 2 is then reason-A is better satisfied, and the statistics are more accurate. The variance a, ably taken to be the sample variance of the observed _'s to date.
The MEW method is an excellent vehicle for encapsulating both our prior knowledge, and the knowledge gained about convergence as the solution progresses.
Furthermore,
it is simple to program, and its sensitivity to changes in the problem or problem distribution across processors lies only in the parameters I and D. The empirical -21-study described in the next section shows that MEW is quite effective in reducing convergence checking delay.
Convergence Checking Performance
The effects of employing the three different convergence schemes on the algorithm performance (on a 128 by 128 grid) is depicted in Figure 6 . The model problem was solved on a cube with 1, 2, 4, 8, 16, 32, and 64 processors; our implementation of ACC dedicated one node to the c-host function, so that we did not test this method with 64 processors (the maximum cube size on our system). In each test the domain was subdivided into strips of equal size, assigned one to each processor so that adjacent strips were mapped onto adjacent processors. In Figure 6 , the measured performance in terms of time-steps advanced per second is plotted as a function of the number of processors.
Note that the best one can achieve is a line with a slope of one. In a message passing multiprocessor whose overhead for communication /3 is substantially larger than the bandwidth a, there is considerable motivation to reduce the -25-number of messages that must be sent. In section 3 the discussion and experimental tests on domain partitioning indicate that improvements in performance may in many circumstances be obtained by reducing the number of messages that must be sent even when the total number of bytes to be sent must increase. In section 5 it is seen that through the use of windows the number of messages that must be sent is decreased. In this case the trade-off is a small increase in the cost of computation, and again an overall performance improvement is noted.
Checking global convergence when message overhead is high is quite costly, and methods were described in section 3 to perform tests efficiently and to reduce the number of such tests required. It is demonstrated in section 5 that the effects of using windows and of using methods that reduce the effects of convergence costs can have a complementary effect of performance.
It should be noted that convergence testing is the only non-local communication in red-black SOR. Both the A CC and the ME W method greatly reduce global communication and are consequently expected to be quite useful in architectures where the interprocessor connectivity is more restricted, such as a ring or a mesh multiprocessor. In these architectures combining results from all processors may be quite expensive for large machines. Our empirical results show that use of these models can markedly reduce a numerical problem's execution time.
