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Summary
In a seminal work, Jordan, Kinderlehrer and Otto proved that the Fokker-
Planck equation can be described as a gradient flow of the free energy functional in
the Wasserstein space, bringing this way the statistical mechanics point of view on
the diffusion phenomenon to the foreground. The aim of this thesis is to show that
it is possible to retrieve this natural coupling of functional and metric, by studying
the large deviations of particle models. More specifically, for the case where the
ambient space is the real line, it is proved that the free energy functional can be
retrieved as an asymptotic Gamma-limit (τ → 0) of the rate function of a large
deviation principle, minus the square of the Wasserstein distance (normalized by
time). Furthermore, for a special case where both measures in the definition of
the rate function are Gaussians, its value and the rate of convergence are being
calculated explicitly.
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CHAPTER 1
INTRODUCTION
Diffusion phenomena are a class of transport phenomena that occur in a wide
range of sciences. The linear partial differential equation (PDE)
∂tµ(t) = ∆µ(t) + div(µ(t)∇Ψ), µ(0) = µ0 ∈ P2(Rd) (1.0.1)
is called the Fokker-Planck equation and it characterizes a big class of diffusion
phenomena. When the potential Ψ is zero the equation takes the following simple
form
∂µ(t)
∂t
= ∆µ(t), µ(0) = µ0 (1.0.2)
which is the basic model for diffusion and dates back even before 1822, when
Fourier in his work titled Thorie analytique de la chaleur (The Analytic Theory of
heat) studied and solved it. The derivation of the equation was based on the simple
assumption that locally, the rate at which heat spreads (heat flux) is proportional
to the difference of the temperature for two adjusted areas . Couple of years later
Flick suggested a similar principle for the diffusion of fluids 1.
In 1905, Albert Einstein in an attempt to explain the phenomenon of Brownian
motion observed by Robert Brown in 1827, derived the diffusion equation follow-
ing a totally different line of reasoning. Motivated by the, still in development
at the time, atomistic theory, he assumed that the motion is due to a constant
1Other similar principles are Darcy’s law (hydraulic flow) and Ohm’s law (charge transport)
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bombardment by smaller particles (atoms). With that in mind he posed some
“restrictions” that the motion should obey, like being homogeneous in time and
space. Also he asked that the motion will satisfy the experimental findings, that
in average the square of displacement is proportional to the time. He reached this
way the conclusion that this is possible only if the densities of the particles satisfy
the diffusion equation.
Today there are many derivations of the (1.0.2) apart from Fourier’s Law. The
same holds for the more general (1.0.1). For example it is well know that (1.0.1)
can be described as the gradient flow of the Dirichlet functional in L2(Rd). In fact,
one can find an infinite number of couples of spaces X and functionals G so that
(1.0.1) can be described as a gradient flow of G in X. However, some of them are
more natural to interpret than others.
In physics, it is well known that the free energy functional F = S + E , where
S(µ) =

∫
dµ
dr
log(
dµ
dr
)dr when µ L
∞ otherwise,
(1.0.3)
is the entropy functional and
E(µ) =
∫
Rd
Ψ(r)µ(dr),
is the potential energy, is decreasing along solutions of (1.0.1). Therefore, it can
be argued that the free energy acts as a “driving force” for the phenomenon, which
seems very intuitive when someone thinks of the particle interpretation of diffusion.
A natural question arises. Does it exist a metric space X where the Fokker-Planck
(1.0.1) equation is the gradient flow of the free energy F with respect to that space
X? In [19] and [21], the authors show that this holds for the Wasserstein space
(P2(Rd),W2).
By using the following iteration scheme
µ(tk) = arg min
{
W 22 (µ(tk−1), µ)
2τ
+ F(µ)
}
, tk = tk−1 + τ, and µ(0) = µ0
for some initial data µ0 ∈ P2(Rd), and by interpolating constantly, they formed a
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family of curves indexed by τ. In the sequel, they proved that the family converges
to a limit curve when τ goes to zero and that the limit curve is a solution to the
Fokker-Planck equation (1.0.1) with initial data µ0.
This very important result originated by an observation by Felix Otto, namely
that the entropic gradient with respect to the pseudo-Rie´mannian structure (see
chapter 5) in Wasserstein space is the Laplacian. This gives rise to following ques-
tion. Was there a way to derive such a “natural” couple of space and functional,
or even better, is it possible to find a systematic method that gives such couples of
metric spaces and functionals, in order to describe the solution of a PDE which
arises as thermodynamic limit of a particle model?
The authors of [20] and sequentially of [1] suggest that such a method could
arise from the theory of large deviations. It is known that the empirical measure
LN(τ) that corresponds to the model of N independent Brownian particles with
initial positions (ri,0)1≤i≤N with 1N
∑N
i=1 δri,0 → µ0, not only converges weakly to
the solution µ(τ) of (1.0.2), but also satisfies a Large Deviation Principle (LDP)
with rate function
Jτ (µ|µ0) = inf
{
H(ξ‖µ0Pτ ) : ξ ∈ Π(µ0, µ)
}
, (1.0.4)
where H is the relative entropy
H(ξ′‖ξ) =

∫
dξ′
dξ
log(
dξ′
dξ
)dξ when ξ′ << ξ
∞ otherwise,
(1.0.5)
and Pτ is the fundamental solution of the diffusion equation. In [20] the author
proves that τJτ (·|µ0) Gamma-converges to the Wasserstein metric W2(·, µ0) as τ
goes to 0, recovering this way the Wasserstein distance from Jτ (·|µ0). However, as
it became apparent in [1], it is not only possible to obtain the appropriate space
by using Jτ (·|µ0) but the right functional F can be retrieved as well.
In [1], the authors conjectured that it is possible to retrieve the free energy
functional by a Gamma-limit. They claimed that the following holds.
Jτ (· |µ0)− W
2
2 (µ0, · )
4τ
→1
2
F( · )− 1
2
F(µ0), in P2(Rd), (1.0.6)
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as τ → 0, where the convergence is Gamma-convergence. In the same paper, a
very special modification of the above statement was proved. Instead of the real
line, the flat torus was taken as the ambient space. Even more not all measures
were being considered, but only those that are sufficiently close to the Lebesgue
measure. Finally the potential Ψ it was assumed to be equal to zero.
1.1 Outline
The aim of this thesis is to extend the results from [1]. The first result is for
the case where Ψ = 0 and both the set of initial data and the domain of Jτ are
identified with the set of the one dimensional Gaussians. More specifically
Theorem 1.1.1. Let N (m0,σ20) be a normal distribution. Then for the rate func-
tional Jτ it holds that
Jτ (·;N (m0,σ20))−
W 22 (·,N (m0,σ20))
4τ
→ 1
2
S(·)− 1
2
S(N (m0,σ20)),
locally uniform and in the sense of Γ-convergence with respect to the weak topology,
on the submanifold of the Gaussians.
In the second part, by using a different approach that involves large deviations
for trajectories, we treat the more general case where Ψ can be nonzero and the
set of the initial data as well the domain of Jτ are much larger.
Theorem 1.1.2. Let µ0 ∈ P2(R) be absolutely continuous with respect to the
Lebesgue measure and with density ρ0(x) being bounded from below by a positive
constant in every compact set. Assume that
∫
R |∇Ψ(x)|2 µ0(dx) and the Fisher
information I(µ0) are finite, and that Ψ satisfies Assumption 6.2.1. Then we have
Jτ (· |µ0)− W
2
2 (µ0, · )
4τ
Γ−−→
τ→0
1
2
F( · )− 1
2
F(µ0), in P2(R). (1.1.1)
As it was mentioned before, the type of convergence in the main result is
Gamma-convergence. The definition of Gamma convergence is provided for the
convenience of the reader.
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Definition 1.1.3. Let X be a topological space that satisfies the first axiom of
countability. We say that Fn Γ-converges to F if the following conditions are
satisfied:
1. (Lower bound) For every x ∈ X and for every sequence {xn}n∈N converging
to x in X,
F (x) ≤ lim inf
n→∞
Fn(xn).
2. (Recovery sequence) For every x ∈ X, there exists a sequence {xn}n∈N con-
verging to x in X such that
F (x) = lim
n→∞
Fn(xn).
We then write Fn
Γ→ F .
Unlike what the title of the thesis may indicates, it is not directly proven that
the Fokker-Planck equation (1.0.1) is a gradient flow of the free energy on the
Wasserstein space, by studying the large deviations of the particle models. What
is mainly proven, is that the “building elements” can be retrieved. However by
applying a more naive approach, someone can rewrite Jτ as
W 22 (µ0, · )
4τ
+ 1
2
F( · ) −
1
2
F(µ0) for very small values of τ and claim that the minimizers of both functionals
are close. Therefore by looking for minimizers of
W 22 (µ0, · )
4τ
+1
2
F( · )−1
2
F(µ0) someone
expects to get the solution to the Fokker-Planck equation after time step τ. On
the other hand, the minimizers of
W 22 (µ0, · )
4τ
+ 1
2
F( · ) − 1
2
F(µ0) are giving rise to
gradient flows of the free energy to the Wasserstein space and this is how the
indirect connection is made.
One of the main reasons that the first result is included although the second
one is stronger, is that for the case of Gaussians the minimizers are calculated
explicitly, as well the value of (1.0.4). Another reason is that different techniques
are used. It is worth mentioning that the last couple of years, while this thesis was
written, the authors of [1], along with close collaborators, proved similar results
for other couples of spaces and functionals([15],[22]).
In the second chapter, the notion of the Wasserstein space is introduced. His-
torical background is given and some of the basic properties are explained. Fur-
thermore, the concept of gradient flows in general metric spaces is described. After
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all the machinery has been introduced, the chapter concludes with a “summary”
of [19].
The third chapter provides a very brief introduction to the theory of large
deviations. The model of independent Brownian particles in a potential is discussed
and the rate function for the model is introduced.
In the fourth chapter, the (1.0.6) for the case of Gaussians on the real line is
explained in more detail and some of its implications are highlighted. Furthermore,
its validity for the case where both the set of initial data and the domain of Jτ is
the set of the one dimensional Gaussians is proven.
In chapter four the Wasserstein space is revisited. The differential structure
heuristically introduced by Felix Otto and rigorously developed by Ambrosio,
Savare and Gigli [3] is studied. Furthermore some functionals on the Wasserstein
are introduced and investigated.
Chapter five is a continuation of chapter two, where large deviations on trajec-
tories are studied instead of large deviations on time points. By connecting rate
functions via the contraction principle we get a formula for J where the free energy
appears explicitly.
Chapter six conludes the thesis with the proof of the most general case of
(1.0.6), and some discussion regarding the result.
11
CHAPTER 2
WASSERSTEIN SPACE
2.1 The Monge-Kantorovich problem
The Wasserstein space has its origins on a problem posed by Gaspard Monge
in 1781, regarding the transportation of goods. In mondern language, let µ be a
measure in Rd that represents the supply of a product and ν another measure of
equal total mass that characterizes the demand. Let also C(r, r′) : Rd×Rd → [0,∞)
be a function that represents the cost of moving a single item from r to r′. The
question posed by Monge is the following
Question 2.1.1. Does a map T? from Rd to Rd, that describes which supplier
sends to which “customer”, covers all the demand and minimizes the cost of the
transportation over all such maps exist?
Mathematically, the assumption that T covers the demand, it can be formalized
with the notion of the pushforward measure.
Definition 2.1.2. Let T : Rd → Rd a Borel map, and µ ∈ P(Rd) then T#µ ∈
P(Rd) defined by
T#µ(E) = µ(T
−1(E)), ∀E ⊂ Y (2.1.1)
is called the push forward of µ through T.
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With S(µ, ν) the set of all maps T such that ν = T#µ is denoted. Now the
question can be reformulated as follows.
Question 2.1.3. Is it possible to find a Borel map T? : Rd → Rd such that
ν = T?#µ and ∫
Rd
c(r,T?(r))dµ = inf
T∈S(µ,ν)
∫
Rd
c(r,T(r))dµ ?
It is easy to see that this question is ill-posed in many ways. To start, if one
considers the example where there exists only one supplying location with two
products and two locations each demanding one product, will immediately realize
that there is no way to describe any reasonable solution with just the help of a
map (i.e S(µ, ν) = ∅).
Furthermore, in general the set S(µ, ν) has neither nice convexity properties nor
is it compact with respect to some “natural” weak topology, making it impossible
to use the direct method in the calculus of variation.
Example 2.1.4 ([26]). Let µ = ν = L|[0,1]. Let also T1(x) = x and T2(x) =
min{2x, 2 − 2x}. Obviously ν = T1#µ and ν = T2#µ, but at the same time ν 6=
(2
3
T1 +
1
3
T2)#µ, therefore S(L|[0,1] ,L|[0,1]) is not convex.
Actually, for a suitable choice of µ, ν, it is possible to construct a sequence Tn
of optimal plans that has a unique weak limit (weak Lp, 1 ≤ p ≤ ∞) that it is not
a plan (see [2, Page 4] or [26, Page 3]).
In 1942 Leonid Kantorovich proposed a relaxed version of Monge’s problem.
Contrary to Monge, Kantorovich allowed the mass at one point to split and
be distributed to several locations. To say it in a more mathematical way, he
searched for solutions not among maps that push a measure µ ∈ P(Rd) forward
to a measure ν ∈ P(Rd) but among all transportation plans ξ (i.e., measures in
Rd × Rd) with (pi0)#ξ = µ and (pi1)#(ξ) = ν, where pii1,i2,...,ik : Rnd → Rkd with
pii1,i2,...,ik(x0, . . . ,xN−1) = (xi1 , . . . ,xik). In the sequel we will denote with Π(µ, ν)
the set of all measures ξ ∈ P(Rd × Rd) with (pi0)#(ξ) = µ and (pi1)#(ξ) = ν.
In a rigorous way the problem can be restated as follows.
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Question 2.1.5. Is there a ξ? ∈ P(Rd × Rd) such that∫
Rd×Rd
c(r, r′)dξ? = inf
ξ∈Π(µ,ν)
∫
Rd×Rd
c(r, r′)dξ ?
In the sequel we will assume that c is of the form c(r, r′) = c′(r − r′) for
some convex function c′ and even more, our main object of study will be for
c(r, r′) = ‖r− r′‖2.
It is easy to see that Π(µ, ν) is convex and compact with respect to the narrow
topology. We remind the reader of the notion of narrow convergence.
Definition 2.1.6. A sequence {µn}n∈N ⊂ P(Rd) is narrowly convergent to µ ∈
P(Rd) as n→ +∞ if
lim
n→+∞
∫
Rd
f(r)dµn =
∫
Rd
f(r)dµ
for all f ∈ C0b (Rd).
To see why Π(µ, ν) is compact, we will need the notion of tightness along with
a well-known theorem of Prokhorov.
Definition 2.1.7. A set K ⊂ P(Rd) is tight if for every  > 0, there exists a
compact set K such that for all µ ∈ K we have µ(Rn \K) ≤ .
Theorem 2.1.8 (Prokhorov,[6]). If K is tight, then it is relatively compact in
P(Rd) endowed with the narrow convergence topology. Conversely, every relatively
compact set in P(Rd) endowed with the narrow convergence topology is tight.
Now if for arbitrary , µ and ν we pick Kµ, and Kν, respectively as in the above
definition, and we form Kµ,×Kν,, it is easy to see that ξ(Rd×Rd−Kµ,×Kν,) < 2
for every ξ ∈ Π(µ, ν) and therefore
Theorem 2.1.9 ([2]). Let µ, ν ∈ P(Rd). The set Π(µ, ν) is compact with respect
to the narrow topology.
Also it is easy to check that the functional Ic(ξ) =
∫
Rd×Rd c(r, r
′)dξ, which we
will call the total cost for the transportation plan ξ, is lower semi continuous.
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Now since Π(µ, ν) is compact and the functionals
∫
Rd×Rd c(r, r
′)dξ is lower semi
continuous and bounded from below, a minimizer exists.
To repeat a standard argument for the theory of calculus of variations, let ξn
be a sequence such that Ic(ξn)→ infξ∈Π(µ,ν) Ic(ξ). Now by compactness of Π(µ, ν),
we deduce that it exists subsequence ξkn such that ξkn converges to some ξ0. Now
by lower semi continuity we have
inf
ξ∈Π(µ,ν)
Ic(ξ) ≤ Ic(ξ0) ≤ lim
n→∞
Ic(ξkn) = inf
ξ∈Π(µ,ν)
Ic(ξ)
and therefore
Ic(ξ0) = inf
ξ∈Π(µ,ν)
Ic(ξ).
The set of all optimal plans from µ to ν will be denoted by Π?c(µ, ν) or Π
?(µ, ν)
when c is obvious.
2.2 The Wasserstein space
As it will became apparent in the sequel, one of the most interesting applica-
tions of the Monge-Kantorovich problem is for the case where the cost function C
is equal to the square of the Euclidean distance. If we choose µ, ν in
P2(Rn) =
{
µ ∈ P(Rn) :
∫
|r|2 dµ <∞
}
,
it is easy to see that the transportation cost of moving µ to ν is finite. It is also
trivial to check that it satisfies the coincidence axiom and the symmetric property
of a metric. Actually when the cost is convex, the triangular inequality also holds
and indeed the optimal transportation cost between two measures gives rise to a
metric. In our case, where the cost function is the square of the distance, the metric
is called 2-Wasserstein distance were the term “was coined by R.L. Dobrushin
in 1970, after the Russian mathematician Leonid Nasonovich Vasershtein who
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introduced the concept in 1969” 1. It is defined by
W 22 (µ, ν) = min
ξ∈Π(µ,ν)
{∫
Rd
∫
Rd
|r− r′|2dξ
}
.
The following theorem gives a very useful equivalent definition for converging
sequences in the Wasserstein space.
Theorem 2.2.1 ([28]). Let (µn) be a sequence in P2(Rd). Let also µ ∈ P2(Rd),
then
µn → µ as n→∞ if and only if
(i) µn → µ narrowly, and
(ii)
∫
Rd
|r|2 dµn →
∫
Rd
|r|2 dµ.
Although we know that the Kantorovich problem always has a solution for
two measures µ, ν in the Wasserstein space, there still remains the question of
when the initial Monge problem has one solution too. Equivalently, when does
a plan T? ∈ S(µ, ν) exist, such that a minimizer ξ? ∈ Π?(µ, ν) is of the form
ξ? = (I×T?)#µ, where I is the identity map?
Before we proceed, we are going to provide some definitions.
Definition 2.2.2 (c - c hypersurfaces). A set E ⊂ Rd is called a c - c hypersurface
if, in a suitable system of coordinates, it is the graph of the difference of two real
valued convex functions, i.e. if there exists convex functions f, g : Rd−1 → R such
that
E =
{
(t, y) ∈ Rd : y ∈ Rd−1, t ∈ R, t = f(y)− g(y)}
Definition 2.2.3 (Regular measures on Rd). A measure µ ∈ P2(Rd) is called
regular if µ(E) = 0 for any c - c hypersurface E ⊂ Rd.
The set of all regular measures in Rd will be denoted with P2,r(Rd). Now we
can state a result concerning existence and uniqueness of optimal maps:
Theorem 2.2.4 (Brenier). Let µ ∈ P2(Rd). Then the following are equivalent:
1. For every ν ∈ P2(Rd), there exists only one optimal transport plan from µ to
ν and this plan is induced by a map T? ,
1Wikipedia (http://en.wikipedia.org/wiki/Transportation_theory_(mathematics))
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2. µ is regular.
If either 1, or 2 hold, the optimal map T? can be recovered by taking the gradient
of a convex function.
Observe that absolutely continuous measures are automatically regular. There-
fore we get the following statement.
Corollary 2.2.5. If µ ∈ P2(Rd) is absolutely continuous, then for every ν ∈
P2(Rd) there exists a T? ∈ S(µ, ν) such that the minimizer ξ? ∈ Π?(µ, ν) in the
definition of the Wasserstein distance is of the form ξ? = (I×T?)#µ.
2.3 Geodesics
Definition 2.3.1 (Constant speed geodesics). Let (X, d) a metric space. A
curve x : [0, 1]→ X is a geodesic if
d(x(t2), x(t1)) = d(x(0), x(1))(t2 − t1), ∀0 ≤ t1 ≤ t2 ≤ 1.
The Wasserstein space is a geodesic space, which means that for every choice
of measures µ0, µ1 ∈ P2(Rd) it exists a constant speed geodesic connecting them.
Moreover we have the following nice theorem that characterizes the geodesics.
Theorem 2.3.2. Let µ0, µ1 ∈ P2(Rd) and ξ? ∈ Π?(µ0, µ1). The curve
t→ µ(t) := µ0→1(t) = ((1− t)pi0 + tpi1)#(ξ?)
is a constant speed geodesic connecting µ0 to µ1. Conversely any constant speed
geodesic µ(t) : [0, 1] → P2(Rd) connecting µ0 to µ1 has this represantation for
some suitable plan ξ? ∈ Π?(µ0, µ1).
Remark 2.3.3. When an optimal transportation map T? exists, that pushes for-
ward µ0 to µ1, the geodesic is given by
t→ µ(t) := µ0→1(t) = ((1− t)I + tT?)# µ0.
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Another useful concept that applies to the Wasserstein space is the one of the
generalized geodesics.
Definition 2.3.4 (Generalized geodesics). A “generalized geodesic” joining µ1 to
µ2 (with base µ0) is a curve of the type
µ1−→
0
2(t) = (pi1→2(t))#ζ, t ∈ [0, 1],
where ζ ∈ Π(µ0, µ1, µ2), pi1→2(t) = (1 − t)pi1 + tpi2 and (pi0,1)#ζ ∈ Π?(µ0, µ1) and
(pi0,2)#ζ ∈ Π?(µ0, µ2).
Before we proceed, we are going to provide the definition of λ convex functionals
along curves.
Definition 2.3.5. Let X a metric space and a functional G : X → R. We say that
G is λ−convex along a curve x : [0, 1]→ X if
G(x(t)) ≤ (1− t)G(x(0)) + tG(x(1))− 1
2
λt(1− t)d2(x(0), x(1)).
The following definition of a geodesically convex functional is a natural exten-
sion of the previous one.
Definition 2.3.6 (λ−geodesically convex functionals). Let G : X → R ∪
{+∞}. We say that G is λ geodesically convex if for any x0, x1 ∈ D(G) there
exists a constant speed geodesic x with x(0) = x0 and x(1) = x1 such that G is
λ−convex on x.
In P2(Rd), where the notion of generalized geodesics can be defined, it is also
possible to introduce the concept of convexity along generalized geodesics, which
will appear very useful since in many cases it can remedy for the bad curvature
properties of the Wasserstein space.
Definition 2.3.7 (Convexity along generalized geodesics). Let λ ∈ R and
G : P2(Rd) → (−∞,∞]. We say that G is a λ−convex functional if for any
µ0, µ1, µ2 ∈ G there exists a generalized geodesic [0, 1] ∈ t → µ1−→
0
2(t) joining
µ1 to µ2 induced by a plan ζ such that for every t ∈ [0, 1]
G(µ1→2(t)) ≤ (1− t)G(µ1) + tG(µ2)− λ
2
t(1− t)
∫
|r′′ − r′|2dζ(r, r′, r′′).
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2.4 Gradient flows
Gradient flows are one of the most basic type of PDE’s. The usually natural in-
terpretation on the one hand and the vast amount of numerical methods developed
for finding solutions on the other make them a very popular research topic.
Let G : Rd → R. Let also assume that G is differentiable with gradient ∇G.
We say that G gives rise to a gradient flow if for every r0 ∈ Rd there is a curve
r : [0,∞)→ Rd such that
r(0) = r0 (2.4.1)
dr(t)
dt
= −∇G(r(t)). (2.4.2)
When G is Lipschitz, then the existence of its gradient flow is guaranteed by the
Picard Lindelo¨f theorem. The concept of gradient flows can directly be extended
to the setting of Hilbert spaces, since it is possible to identify the Fre´chet derivative
at a point with an element of the space, by using the Riesz representation theorem.
In more general spaces without any differential structure, it is impossible to
define gradient flows in the traditional sense. However if one thinks gradient flows
not so much as curves r(t) where at every point they tend to move towards the
direction of the biggest descent with speed equal to this slope, but as curves for
which G(r(t)) changes as fast as it is allowed by |∇G(r(t))|, then it is possible
to extend the concept to settings where the notion of “direction” does not exist.
Indeed, the notion of gradient flows has been introduced even in the more general
setting of metric spaces by De Giorgi, Degiovanni, Marino and Tosques (for more
information see [10]).
To make it more specific, one has to think of
d(G(r(t)))
dt
= −〈∇G(r(t)), dr(t)
dt
〉 ≥ − |∇G(r(t))|
∣∣∣∣dr(t)dt
∣∣∣∣
≥ −1
2
|∇G(r(t))|2 − 1
2
∣∣∣∣dr(t)dt
∣∣∣∣2 .
The first inequality is strict unless dr(t)
dt
has the same direction as G(r(t)).
The second turns to equality only when dr(t)
dt
and ∇G(r(t)) have the same norm.
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Only when both inequalities turn to equalities, then |d(G(r(t)))
dt
| achieves the biggest
possible value.
Furthermore, integrating over a time interval [t1, t2], we get formally the so
called energy dissipation equality (EDE)
G(r(t1)) = G(r(t2)) + 1
2
∫ t2
t1
∣∣∣∣dr(t)dt
∣∣∣∣2 dt+ 12
∫ t2
t1
|∇G|2(r(t))dt.
Obviously, if we assume that r(t) is C1 then the EDE holds for all gradient
flows, and vice-versa (Actually the assumptions can be relaxed significantly). The
advantage of the EDE over the classical gradient flow formulation is that the norm
of the gradient or “maximum slope” appears instead of the gradient itself.
Before we proceed we are going to introduce the following definitions.
Definition 2.4.1 (Metric derivative). Let (X, d) be a metric space and x(t) :
(t0 − , t0 + )→ X a curve in X. When it exists, we call the limit
lim
t→t0
d(x(t), x(t0))
|t− t0|
the metric derivative of x at t0 and we denote it |x˙|(t0).
Definition 2.4.2 (Local slope). Let (X, d) be a metric space. Let also G : X →
R ∪ {∞} and x ∈ X such that G(x) <∞. Then the slope |∂G|(x) of G at x is
|∂G|(x) := lim sup
y→x
(G(x)− G(y))+
d(x, y)
.
At this point, it is apparent that a good candidate for a gradient flow definition
in setting where it is “impossible” to define the gradient is the following.
Definition 2.4.3 (Gradient flow in EDE sense). Let (X, d) be a metric space,
G : X → R∪ {∞} and x0 in D(G). We say that x : [0,∞)→ X is a gradient flow
in the EDE sense starting at x0 if it is locally absolutely continuous curve with
x(0) = x0 and for every 0 ≤ t1 ≤ t2
G(x(t1)) = G(x(t2)) + 1
2
∫ t2
t1
|x˙|(t)2dt+ 1
2
∫ t2
t1
|∂G|2(x(t))dt. (2.4.3)
20
We remind the reader the notion of absolutely continuous curves.
Definition 2.4.4. Let (X, d) be a metric space. We say that a curve x : (a, b)→ X
is p absolutely continuous if there exists a g ∈ Lp ((a, b)) such that
d(x(t1), x(t2)) ≤
∫ t2
t1
g(t) dt
for all a < t1 ≤ t2 < b.
We will denote the set of p-absolutely continuous curves in with ACp ((a, b);X).
This section closes with the definition of the strong upper gradient.
Definition 2.4.5. Let (X, d) be a metric space. A Borel function g : X → [0,+∞],
is a strong upper gradient for G if for every absolutely continuous curve x ∈
AC1 ((a, b);X) and every a < s ≤ t < b we have
|G(x(t))− G(x(s))| ≤
∫ t
s
g(x(r))|x˙|(r)dr.
In particular, if g(x)|x˙| ∈ L1(a, b) then G(x) is absolutely continuous and
|(G(x))′(t)| ≤ g(x(t))|x˙|(t)
for L1 − a.e. t ∈ (a, b).
2.4.1 Minimizing movements
After suitable notions of gradient flows in metric spaces have been established,
the question of retrivability arises.
Question 2.4.6. Is there a method that can help us retrieve the gradient flows
just from the initial data ?
In ODEs two very popular methods that work well with gradient flows are the
forward and backward Euler method. Let us assume that we have a differential
equation of the form
dr(t)
dt
= f(r(t), t), r0 = rin. (2.4.4)
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We define the following two iterations, where the first one corresponds to the
forward and the second to the backward Euler method.
rτ (tk+1) = r
τ (tk) + τ f(r
τ (tk), tk), r0 = rin
and
rτ (tk+1) = r
τ (tk) + τ f(r
τ (tk+1), tk+1), r(0) = r0, (2.4.5)
where tk = τ + tk−1.
For suitable choices of f (e.g. convex, Lipschitz) we get that the curve
rτ (t) = rτ (tk) when t ∈ (tk, tk+1],
converge to a solution of (2.4.4) when τ goes to zero.
These schemes do not only work in Rd, but also in more general Hilbert spaces,
giving a way to solve PDE’s as well. Both of them have their advantages and
disadvantages. Although the forward iteration seems more intuitive, the backward
can work better in general setting where the functional G may be not properly
defined for all initial data.
In the case of gradient flows, the backward Euler method takes the form
rτ (tk+1) = r
τ (tk)− τ∇G(rτ (tk+1)), r(0) = r0,
or
rτ (tk+1)− rτ (tk)
τ
+∇G(rτ (tk+1)) = 0, r(0) = r0,
or, if we set
Φτ (r, r
′) =
|r− r′|2
2τ
+ G(r), (2.4.6)
we get
∇rΦτ (rτ (tk+1), rτ (tk)) = 0, r(0) = r0 (2.4.7)
Now if rτ (tk+1) is a minimizer of Φτ (r, r
τ (tk)) then (2.4.7) is satisfied, therefore
one could use the following (weaker) variational iteration scheme:
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rτk+1 ∈ arg min{
|r− rτk|2
2τ
+ G(r)}, r(0) = r0. (2.4.8)
The above scheme has the advantage that the gradient of the functional does
not appear anywhere and therefore it could be used in more general setting like
the case of the metric spaces.
Definition 2.4.7 (Discrete solution). Let (X, d) be a metric space, G be a lower
semi continuous (l.s.c) functional and x0 ∈ D(G). Let also
Φ(τ, x, y) = Φτ (x, y) =
d2(x, y)
2τ
+ G(y) (2.4.9)
for some τ ∈ (0,∞). Finally assume that a sequence xτ (tk) exists such that
xτ (0) = x0, Φτ (x
τ (tk−1), xτ (tk)) ≤ Φτ (xτ (tk−1), y) ∀y ∈ X.
The curve xτt defined by
xτ (0) = x0, x
τ (t) if (tk−1, tk] ∀k ≥ 1 (2.4.10)
is called a discrete solution
Definition 2.4.8. Let (X, d) be a metric space, x0 ∈ X and G : X → R. Let
also Φ as in (2.4.9). We then say that a curve x : [0,+∞) → X is a generalized
minimizing movement for Φ starting at x0 if there exists a sequence τn → 0 and a
corresponding sequence of discrete solutions xτn defined as in (2.4.10) such that
lim
n→∞
G(xτn0 ) = G(x0), lim sup d(xτn0 , x0) <∞, xτn(t)→ x(t) ∀t ∈ [0,∞)
We denote by GMM(Φ;x0) the collection of all the generalized minimizing move-
ments for Φ starting from x0.
Theorem 2.4.9. (Theorem 2.3.3 in [4]) Let (X, d) be a metric space and G a
l.s.c functional in X. Assume further that a τ∗ > 0 and a x∗ ∈ X exit such that
infx∈X Φτ∗(x∗;x) > −∞. Furthermore let |∂G| be a l.s.c strong upper gradient for
G. Then every curve x ∈ GMM(Φ;x0) with x0 ∈ D(G) is a curve of maximal slope
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for G w.r.t |∂G| and in particular x satisfies the energy identity
G(x(0)) = G(x(T )) + 1
2
∫ T
0
|x˙|(t)2dt+ 1
2
∫ T
0
|∂G|2(x(t))dt, ∀0 ≤ T.
In general, there is no guarantee that a sequence of discrete solutions converges
to a generalized minimizing movement. Also proving that |∂G| is a l.s.c strong
upper gradient is by no means a trivial matter. One assumption that guarantees
both is the following.
Assumption 2.4.10 (Convexity of Φτ ). Let (X, d) be a metric space, G a
functional on X and Φτ as in (2.4.9). Let also λ ∈ R. For every x∗, x0, x1 ∈ D(G)
there exists a curve x with x(0) = x0 and x(1) = x1 such that
x→ Φτ (x∗, x) is (τ−1 + λ)− convex on x(t), ∀τ such that τ−1 + λ > 0
Now we have the following statements
Theorem 2.4.11. (Corollary 2.4.10 in [4]) Suppose that G : X → (−∞,∞] satis-
fies the convexity assumption (2.4.10)2 some λ ∈ R and is lower semicontinuous.
Then |∂G| is a strong upper gradient for G and is d-lower semicontinuous.
Theorem 2.4.12. Let G such that (2.4.10) holds for some λ ∈ R. Then the family
xτ (t) of discrete solutions with intial data x0 converges to a function x as τ → 0,
uniformly in each bounded interval [0, T ]; in particular x is the unique element of
GMM(Φ;x0).
For the case of the Wasserstein space it is known ([10, Lemma 4.18]) that when
a functional is convex along generalized geodesics, then it satisfies the (2.4.10).
Therefore by combining theorems 2.4.9, 2.4.11 and 2.4.12, we get the following
statements.
Corollary 2.4.13. Let G be a functional on P2(Rd) which is convex along gener-
alized geodesics, and with Φτ as in (2.4.9) satisfying infx∈X Φτ∗(x∗;x) > −∞. For
every x0 ∈ D(G) there exists a unique minimizing movement that it is a gradient
flow of G in the EDE sense.
2Actually the assumption can be weakened by asking that it hold only for x0 = x∗.
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2.5 Heat equation as a gradient flow
There are two types of functionals that are used in the sequel. The first one is
potential energy functionals.
Example 2.5.1. Let Ψ : Rd → (−∞,∞], be a proper, lower semicontinuous
function whose negative part has a quadratic growth, i.e.
Ψ(r) ≥ −A−B|r|2, ∀r ∈ Rd for some A,B ∈ R.
Now let the functional E defined by
E(µ) =
∫
Rd
Ψ(r)dµ(r),
is the potential energy functional. In cases where Ψ is λ−convex, it is true that
that E is λ− convex along generalized geodesics.
The second type of functionals are the internal energies.
Example 2.5.2. Let G(x) : [0,∞)→ (−∞,∞] be a proper lower semicontinuous
convex function such that
G(0) = 0, lim inf
x→0+
G(x)
xa
> −∞, a > d
d+ 2
.
We consider the functional R : P2(Rd)→ (−∞,+∞] defined by
R(µ) =

∫
Rd
G(
dµ
dr
)dr if µ L
∞ otherwise
For G(x) = x log x we get the the entropy functional (i.e R(µ) = S(µ))
Both entropy S and E are convex along generalized geodesics (Propositions
9.3.2, 9.3.9. in [4]). The same holds for the free energy F = S+E . Furthermore in
[19] it was proved that infµ∈P2(Rd) Φτ∗(µ∗;µ) > −∞. Therefore all the assumptions
of Corollary 2.4.13 are satisfied, which implies that it exists a gradient flow of the
free energy functional on the Wasserstein space. Also, in [19] it is proved that the
25
gradient flows of the free energy on the Wasserstein space, are solutions of the heat
equation.
26
CHAPTER 3
LARGE DEVIATION PRINCIPLES AND PARTICLE
MODELS
3.1 What is a large deviation?
When studying a statistical quantity (averages, moments, densities) by using
a sequence of independent experiments, it is intuitively clear that after a “large”
number of experiments, the empirical mean should be close to the expected value
of the quantity. The above intuitive idea, in a more rigorous setting is the so
called law of large numbers. Of course it remains the question of how large is large
enough. When you throw a balanced dice, it is still possible (although improbable)
that you will get billions of consecutive sixes and reach the unfortunate conclusion
that universe has a preference to sixes. Although there is no way to know how
large is large enough, the theory of large deviations can tell you how “unlucky”
you have to be to make a wrong conclusion by taking into account the results from
contacting many consecutive experiments.
Definition 3.1.1. Let (X, d) be a Polish space and I a lower semicontinuous
function in X. We say that a sequence Xn satisfies a Large Deviation Principle
(LDP) with rate function I if, for all measurable sets Γ ⊂ X we have
− inf
x∈Γ0
I(x) ≤ lim inf
n→∞
1
n
logP (Xn ∈ Γ) ≤ lim sup
n→∞
1
n
logP (Xn ∈ Γ) ≤ − inf
x∈Γ
I(x).
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In the above definition somebody could consider Xn to be an empirical mean
or an empirical measure.
The existence of such a rate function has implications both from a probabilistic
and an analytic prospect. From a probabilistic point of view, having a LDP means
that the probability of observing a state x different than the expected one decays
exponentially with rate I(x) as the number of “trials” (in our case particles) in-
creases. From an analytical point of view, a LDP provides an “energy” functional
I that characterizes the minimum effort needed to move from the expected state to
another. Of course something like that makes no sense when somebody considers
dice throwing, but when the object of study is particle models, the rate function
often express the minimum energy that you need to insert into the system to make
it deviate from its “natural” evolution and follow a different path instead.
In the above definition, when the function I has compact level sets, it is called
a good rate function. Most examples in literature are with good rate functions,
but it is possible to encounter different types as well. Also there are some weaker
notions of LDP. For a nice exposition the reader can go to [12]
One of the most simple and at the same useful theorems in the theory of large
deviations, is the contraction principle.
Theorem 3.1.2. (Contraction principle) Let (X, d), (X ′, d′) be two Polish spaces
and f : X → X ′ a continuous function. Consider a good rate function I : X →
[0,∞].
• for each x′ ∈ X ′, define
I ′(x′) = inf{I(x) : x ∈ X, x′ = f(x)}.
Then I ′ is a good rate function on X ′.
• If I is the rate function for the LDP associated with a sequence of variables
{Xn} on X, then I ′ is the rate function for the LDP associated with the
sequence f(Xn) on X
′
The contraction principle has an intuitive interpretation as well. If someone
thinks of X as a space of possible ways leading to outcomes that are elements in
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X ′, then an outcome is as improbable to occur as the most probable way that it
can happen.
3.2 Particle model.
The sequence of models studied, is the one of independent Brownian particles
starting their movement from fixed (deterministic) positions. For every N ∈ N,
let r1, . . . , rN be the solutions to the Ito¯ stochastic equations
dri(t) =
√
2 dwi(t), ri(0) = ri,0, i = 1, · · · , N
where w1, . . . ,wN are independent Wiener processes.
With LN(t) =
1
N
∑N
i=1 δri(t) we define the empirical measure. If we assume that
LN(0) ⇀ µ0, then we have that LN(t) converges narrowly to the solution of
∂tµ(t) = ∆µ(t), µ(0) = µ0.
It is a classical result by know that, Ln also satisfies a large deviation principle
[11],[20]. The rate function that we derive from the large deviation is
Jτ (µ|µ0) = inf
{
H(ξ‖µ0Pτ ) : ξ ∈ Π(µ0, µ)
}
,
whereH is the relative entropy and Pτ is the transition kernel for the heat equation.
We remind the reader that the relative entropy is defined as follows.
H(ξ′‖ξ) =

∫
dξ′
dξ
log(
dξ′
dξ
)dξ when ξ′  ξ
∞ otherwise.
(3.2.1)
Now that the intuitive idea behind the LDPs has been explained it is possible
to give a reasoning behind the result in [20] (i.e that τJτ (·|µ0) Gamma-converges
to the Wasserstein metric W2(·, µ0)). For very small values of τ, where diffusion
does not have enough time to act, the energy needed to go to a different state
depends only on the dissipation mechanism, which is the Wasserstein distance in
this case. To answer the question why is the Wasserstein distance the dissipation
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mechanism, someone has to look at the transition kernel for the heat equation.
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CHAPTER 4
MAIN RESULT: PART 1. THE CASE OF THE
GAUSSIAN SUBMANIFOLD.
4.1 The central statement
In this chapter the main conjecture, is being proved for the special case where
both the set of initial data and the domain of J is the set of all Gaussians
G(R) =
{
µ = N (m,σ)|dN (m,σ)
dx
= exp
(−(x−m)2
2σ2
)}
.
Let µ0 ∈ G(R) and Ψ ≡ 0. Let also Jτ the rate function that we obtain in the
previous chapter via the LDP for the empirical measure. We have
Jτ (· |µ0)− W
2
2 (µ0, · )
4τ
→ 1
2
S( · )− 1
2
S(µ0), in G(R).
At this point, it is normal for the reader, to wonder if it makes any sense to
restrict the problem to the case of the Gaussians and also what could be the reason.
One of the main reasons to work with Gaussians, is that it is quite convenient.
Many quantities have already been calculated explicitly (Wasserstein distance,
entropy) and it seems more than likely, that the minimizers in the definition of
0This chapter is joint work with Nicolas Dirr and Johannes Zimmer ([13])
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Jτ as well as its values could be calculated explicitly as well. Furthermore, even
from a theoretical/philosophical point of view, the space G(R) is a quite natural
restriction for simple diffusion equation. Not only is the set G(R) closed with
respect to diffusion, but also the iteration process arg min{W 22 (µ0,µ)
2τ
+S(µ)} always
generates measures inside G(R), when µ0 ∈ G.
Theorem 4.1.1. Let N (m0,σ20) be a normal distribution. Then for the rate func-
tional Jτ it holds that
Jτ (·;N (m0,σ20))−
W 22 (·,N (m0,σ20))
4τ
→ 1
2
S(·)− 1
2
S(N (m0,σ20)),
locally uniform and in the sense of Γ-convergence with respect to the weak topology,
on the submanifold of the Gaussians.
The proof of the central statement is as follows. First we explicitly calculate the
minimizer ofH(·‖ξ0→τ ) for every τ , µ and µ0. Then we estimate the difference with
the functional 1
2
Φτ (µ0;µ); the statement then follows easily from the topological
structure of the Gaussian submanifold.
4.2 Minimising the relative entropy over a bi-
variate
Theorem 4.2.1. Let ξ be absolutely continuous with respect to the Lebesgue mea-
sure in Rd. Furthermore let Ξ′ be the set of all Borel measures ξ′ in Rd satisfying∫
qi(r) · ξ′(r)dr = ai , i ∈ {1, 2, ...N}, (4.2.1)
where qi(r) : Rd → R are given functions and ai ∈ R. Let us finally assume that
there is a measure ξ? ∈ Ξ′ that has a density of the form
ξ?(r) = ξ(r) exp
(
n∑
i=1
λiqi(r)
)
for some λi ∈ R. Then ξ? is the unique minimiser of H(ξ′‖ξ) over all ξ′ ∈ Ξ′.
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Proof. We can assume that ξ′  ξ since otherwise we trivially have that H(ξ′‖ξ) =
∞. Due to the form of ξ? it is also true that ξ′  ξ?. Now
H(ξ′‖ξ) =
∫
ξ′(r) log
ξ′(r)
ξ(r)
dr =
∫
ξ′(r) log
ξ′(r)
ξ?(r)
dr +
∫
ξ′(r) log
ξ?(r)
ξ(r)
dr
= H(ξ′‖ξ?) +
∫
ξ′(r) log
ξ?(r)
ξ(r)
dr ≥
∫
ξ′(r) log e
∑n
i=1 λiqi(r)dr
=
N∑
i=1
λi
∫
ξ′(r) · qi(r)dr =
N∑
i=1
λiai =
N∑
i=1
λi
∫
ξ?(r) · qi(r)dr
=
∫
ξ?(r) log e
∑N
i=1 λiqi(r)dr =
∫
ξ?(r) log
ξ?(r)
ξ(r)
dr = H(ξ?‖ξ),
where the first inequality is an equality if and only if ξ? = ξ′, by the properties of
the relative entropy functional. So ξ? is the unique minimizer.
Below we will calculate the relative entropy of one bivariate with respect to an-
other. We recall that a measure is a bivariate with marginals µ1 = N (m1,σ21), µ2 =
N (m2,σ22) and “correlation” θ if it has Lebesgue density
ν(x, y) =
1
2piσ1σ2
√
1− θ2 exp
(
− 1
2(1− θ2)
[
(x−m1)2
σ21
+
(y −m2)2
σ2
− 2θ(x−m1)(y −m2)
σ1σ2
])
;
we then write N (m1,σ21,m2,σ22, θ) for this measure. To every such bivariate we
associate
Σ =
(
σ21 θσ1σ2
θσ1σ2 σ
2
2
)
, m =
(
m1
m2
)
,
to write more succinctly, with r = (x1, x2),
ν(r) =
1
2pi
√
det |Σ| exp
(
−1
2
(r−m)T Σ−1(r−m)
)
where the first matrix is known as the covariance matrix of the bivariate. For two
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bivariates ξ, ξ′, the relative entropy can be expressed [23] as
H(ξ′‖ξ) = 1
2
[
tr(Σ−1Σ
′
) + (m
′ −m)TΣ−1(m′ −m)− log
(
det Σ
′
det Σ
)
− 2
]
.
(4.2.2)
Theorem 4.2.2. Let ξ a bivariate with marginals N (m1,σ21) and N (m2,σ22) and
correlation θ. Let Π
(N (m?1,σ?21 ),N (m?2,σ?22 )) be the set of all Borel measures with
marginals N (m?i ,σ?2i ), for i = 1, 2. Then the relative entropy functional H(·‖ξ)
has a unique minimizer in Π
(N (m?1,σ?1),N (m?2,σ?2)), namely the bivariate ξ? with
correlation θ? given by
θ?
1− θ?2 =
θ
1− θ2 ·
σ?1σ
?
2
σ1σ2
. (4.2.3)
Proof. We actually prove a stronger statement, namely that ξ? is the minimizer of
H(·‖ξ) over Ξ′, which is defined as the set of all ξ satisfying∫
ξ′(x, y)dxdy = 1,∫
xξ′(x, y)dxdy = m?1,
∫
yξ′(x, y)dxdy = m?2,∫
x2ξ′(x, y)dxdy = σ?21 +m
?2
1 ,
∫
y2ξ′(x, y)dxdy = σ?22 +m
?2
2 .
Since ξ? ∈ Π(N (m?1,σ?1),N (m?2,σ?2)) and Π(N (m?1,σ?1),N (m?2,σ?2)) ⊂ Ξ′, it fol-
lows that ξ? is also a minimizer in Π
(N (m?1,σ?1),N (m?2,σ?2)).
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The densities ξ? and ξ of ξ? and ξ satisfy
ξ?
ξ
=
1
2piσ?1σ
?
2
√
1−θ?2 exp
(
− 1
2(1−θ?2)
[
(x−m?1)2
σ?21
+
(y−m?2)2
σ?22
− 2θ?(x−m?1)(y−m?2)
σ?1σ
?
2
])
1
2piσ1σ2
√
1−θ2 exp
(
− 1
2(1−θ2)
[
(x−m1)2
σ21
+ (y−m2)
2
σ22
− 2θ(x−m1)(y−m2)
σ1σ2
]) =
2piσ1σ2
√
1− θ2
2piσ?1σ
?
2
√
1− θ?2 exp
(
1
2(1− θ2)
[
(x−m1)2
σ21
+
(y −m2)2
σ22
− 2θ(x−m1)(y −m2)
σ1σ2
]
− 1
2(1− θ?2)
[
(x−m?1)2
σ?21
+
(y −m?2)2
σ?22
− 2θ
?(x−m?1)(y −m?2)
σ?1σ
?
2
])
=
σ1σ2
√
1− θ2
σ?1σ
?
2
√
1− θ?2 exp
([
1
2σ21(1− θ2)
− 1
2σ?21 (1− θ?2)
]
x2+[
1
2σ22(1− θ2)
− 1
2σ?22 (1− θ?2)
]
y2 +
[
θ?
(1− θ?2)σ?1σ?2
− θ
(1− θ2)σ1σ2
]
xy+[
m1
(1− θ2)σ21
− θm2
(1− θ2)σ1σ2 +
m?1
(1− θ?2)σ?21
− θ
?m?2
(1− θ?2)σ?1σ?2
]
x−[
m1
(1− θ2)σ21
− θm2
(1− θ2)σ1σ2 +
m?1
(1− θ?2)σ?21
− θ
?m?2
(1− θ?2)σ?1σ?2
]
y+[
θm1m2
σ1σ2(1− θ2) −
θ?m?1m
?
2
σ?1σ
?
2(1− θ?2)
])
(4.2.3)
=
exp(Ax2 +By2 + Cx+Dy + E),
for suitable constants A,B,C,D,E. Thus ξ? has a density of the form
ξ?(r) = ξ(r) exp(
n∑
i=1
λiqi(r)).
Therefore by Theorem 4.2.1 ξ? minimizes the functional H(·‖ξ) over
Π (N (m?1,σ?1),N (m?2,σ?2))
.
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4.3 Asymptotic behavior of the rate functional
Theorem 4.3.1. Let N (m0,σ20) and N (m,σ2) be two normal distributions. Then
for the rate functional we have
Jτ (N (m,σ2)|N (m0,σ20)) =
1
2
[
(σ− σ0)2 + (m−m0)2
2τ
+
1−
√
τ2
σ20σ
2 + 1− τσ0σ
τ
σσ0
− log
(√
τ 2
σ20σ
2
+ 1− τ
σ0σ
)
− log σ
σ0
− 1
]
.
(4.3.1)
Proof. We have
Jτ (N (m,σ2);N (m0,σ20)) = inf
ξ∈Π(N (m0,σ20),N (m,σ2))
H(ξ‖ξ0→τ ),
where ξ0→τ = N (m0,σ20)Pτ . The probability distribution of ξ0→τ is given by
ξ0→τ =
1√
2piσ0
exp
(−(x−m0)2
2σ20
)
· 1√
4piτ
exp
(−(x− y)2
4τ
)
.
It is easy to see that ξ0→τ is then the Bivariate
N (m0,σ20,m0,σ2τ , θ) where σ2τ = σ20 + 2τ and θ =
σ0
στ
; (4.3.2)
for the corresponding matrices
Σ0→τ =
(
σ20 θσ0στ
θσ0στ σ
2
τ
)
, m0→τ =
(
m0
m0
)
,
we have trivially
det(Σ0→τ ) = σ2τσ
2
0 − θ2σ20σ2τ = (1− θ2)σ20σ2τ = 2τσ20
and
Σ−10→τ =
1
2τσ20
(
σ2τ −θσ0στ
−θσ0στ σ20
)
.
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By Theorem 4.2.2, it follows that the unique minimizer for H(·‖ξ0→τ ) among
the measures in Π (N (m0,σ0),N (m,σ)) is the bivariate ξ? = N (m0,σ20,m,σ2, θ?),
with corresponding matrix
Σ? =
(
σ20 θ
?σ0σ
θ?σ0σ σ
2
)
, m? =
(
m0
m
)
,
where θ? satisfies
θ?
1− θ?2 =
θ
1− θ2 ·
σ0σ
σ0στ
=
σ0στ
2τ
· σ0σ
σ0στ
=
σ0σ
2τ
.
By solving the above quadratic equation, we find
θ? =
√
τ 2
σ20σ
2
+ 1− τ
σ0σ
. (4.3.3)
So for the rate functional as in (4.2.2),
H(ξ?‖ξ0→τ )
=
1
2
[
tr
(
Σ−10→τΣ
?
)
+ (m? −m)TΣ−10→h(m? −m)− log
(
det Σ?
det Σ0→τ
)
− 2
]
,
we have
tr
(
Σ−10→τΣ
?
)
= tr
(
1
2τσ20
(
σ2τ −θσ0στ
−θσ0στ σ20
)
·
(
σ20 θ
?σ0σ
θ?σ0σ σ
2
))
=
σ2τσ
2
0 − 2θθ?σ20σστ + σ20σ2
2τσ20
=
σ2τ − 2θθ?σστ + σ2
2τ
(4.3.2)
=
σ20 + 2τ − 2θθ?σστ + σ2
2τ
=
(σ− σ0)2
2τ
+
2σσ0 − 2θθ?σστ
2τ
+ 1
(4.3.2)
=
(4.3.3)
(σ− σ0)2
2τ
+
1 + τ
σ0σ
−
√
τ2
σ20σ
2 + 1
τ
σσ0
+ 1. (4.3.4)
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Also,
(m? −m)TΣ−10→τ (m? −m) (4.3.5)
=
(
0
m−m0
)T
1
2τσ20
(
σ2τ −θσ0στ
−θσ0στ σ20
)(
0
m−m0
)
=
(m−m0)2σ20
2τσ20
=
(m−m0)2
2τ
. (4.3.6)
Finally,
log
(
det Σ?
det Σ0→τ
)
= log
(
(1− θ?2)σ20σ2
(1− θ2)σ20σ2τ
)
(4.2.3)
= log
θ?σ20σ
2σ0στ
θσ20σ
2
τσ0σ
= log
θ?
θ
+ log
σ
στ
(4.3.2)
=
(4.3.3)
log
(√
τ 2
σ20σ
2
+ 1− τ
σ0σ
)
− log σ0
στ
+ log
σ
στ
= log
(√
τ 2
σ20σ
2
+ 1− τ
σ0σ
)
+ log
σ
σ0
. (4.3.7)
So by (4.3.4), (4.3.6) and (4.3.7), we get
2H(ξ?‖ξ0→τ ) =
[
(σ− σ0)2 + (m−m0)2
2τ
+
1−
√
τ2
σ20σ
2 + 1− τσ0σ
τ
σσ0
− log
(√
τ 2
σ20σ
2
+ 1− τ
σ0σ
)
− log σ
σ0
− 1
]
as claimed.
We continue with the proof of the central statement, Theorem 4.1.1. We
start with two observations. First, for Gaussian measures, the weak topology
is equivalent to the one induced by the Wasserstein metric [29, Theorem 7.12].
Second, by [25], for two Gaussians N (m0,σ20) and N (m,σ2), it holds that
W 2(N (m0,σ20),N (m,σ2)) = (m−m0)2 + (σ− σ0)2. (4.3.8)
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And so [
Jτ (N (m,σ2)|N (m0,σ20))−
W 22 (N (m,σ2),N (m0,σ20))
4τ
(4.3.9)
− 1
2
S(N (m,σ2)) + 1
2
S(N (m0,σ20))
]
≤ 1
2
∣∣∣∣∣∣
1 + τ
σ0σ
−
√
τ2
σ20σ
2 + 1
τ
σσ0
− log
(√
τ 2
σ20σ
2
+ 1− τ
σ0σ
)
− 1
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
1 + τ
σ0σ
−
√
τ2
σ20σ
2 + 1
2τ
σσ0
− 1
2
∣∣∣∣∣∣+ 12
∣∣∣∣∣log
(√
τ 2
σ20σ
2
+ 1− τ
σ0σ
)∣∣∣∣∣
≤
∣∣∣∣∣∣
1−
√
τ2
σ20σ
2 + 1
2τ
σσ0
∣∣∣∣∣∣+ 12
∣∣∣∣∣
√
τ 2
σ20σ
2
+ 1− τ
σ0σ
− 1
∣∣∣∣∣
≤
∣∣∣∣∣∣
1−
√
τ2
σ20σ
2 + 1
2τ
σσ0
∣∣∣∣∣∣+
∣∣∣∣∣∣12 2
τ
σσ0√
τ2
σ20σ
2 + 1 +
τ
σ0σ
+ 1
∣∣∣∣∣∣
≤ o(τ)
σ
. (4.3.10)
Now for fixed δ > 0 , we have uniform convergence for σ′ > δ. For the Γ-
convergence, we get the lower bound part by the local uniform convergence and
the lower semi-continuity of the limit. As a recovery sequence we can choose the
fixed sequence µτ = N (m,σ2).
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CHAPTER 5
THE DIFFERENTIAL STRUCTURE OF THE
WASSERSTEIN SPACE
5.1 The tangent cone
One of the most basic equations in the theory of fluid dynamics is the continuity
equation. In a formal way, it is given by
∂tµ(t) + div(µ(t) v(t)) = 0 (5.1.1)
and it is satisfied in systems where the rate at which mass enters is equal to the
rate that exits1.
Usually the above equality is meant in a distributional sense, i.e.∫ T
0
∫
Rd
(∂tf(t, r)+ < v(t, r),∇rf(t, r) >)µ(t)(dr)dt, ∀f ∈ D([0, T ]× Rd).
In the above definition D(A), where A is a set in [0, T ] × Rd (or sometimes
just in Rd), is the set of all infinitely many times differentiable functions with
compact support (a.k.a test functions). Also with D′(A) it will be denoted the
1For visualisation purposes, one can consider that µ(t) ∈ P2(Rd) and v(t) ∈ L2(µ(t);Rd),
which is actually our case, however this equation can make sense in more general settings.
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dual of D(A)1 (a.k.a the set of all distributions in A). When A is obvious from
the context, it will be omitted.
For all t such that ∂tµ(t) is well defined (i.e. makes sense pointwise) and it
is given by a function ∂tµ(t, r), the quantity ∂tµ(t, r) characterizes the rate that
the mass changes at point r and the vector v(t, r) describes the direction and the
speed at which the mass at point r tends to move at time t.
At this point it is natural to ask when does a curve µ(t) satisfies the continuity
equation for some vector field v(t) and conversely, when does a vector field v(t)
gives rise to a curve µ(t) that satisfies the continuity equation with respect to that
vector field.
Although there are many relevant results in the literature, we will restrict
ourselves in the case of the Wasserstein absolutely continues curves, where the
following holds.
Theorem 5.1.1. [3, Th. 8.3.1] Let I be an open interval in R and µ(t) : I →
P2(Rd) be an absolutely continuous curve with respect to the Wasserstein topology.
Also let assume that the metric derivative |µ˙|t is in L1(I). Then there exists a
vector field v(t, r) : I × Rd → Rd such that
v(t) ∈ L2(µ(t);Rd), ‖v(t)‖L2(µ(t);Rd) ≤ |µ˙| (t) for a.e t ∈ I (5.1.2)
and the continuity equation ∂tµ(t) + div(µ(t) v(t)) = 0, holds in the distributional
sense. Furthermore for every t ∈ I, we have that v(t) belongs in the L2(µ(t);Rd)
closure of the subspace generated by ∇f with f ∈ D.
Conversely let µ(t) : I → P(Rd) be a narrowly continuous curve that satisfies
the continuity equation for some vector field v(t) with∫
I
‖v(t)‖2L2(µ(t))dt <∞. (5.1.3)
Let also assume that µ(t0) ∈ P2(Rd) for some t0 ∈ I, then µ(t) ∈ P2(Rd) for all
t ∈ I and µ(t) is absolutely continuous in the Wasserstein sense with |µ˙| (t) ≤
‖v(t)‖L2(µ(t);Rd)
1For more details regarding the actual topology on D,D′ the reader can look in [24].
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Remark 5.1.2. We point out that the hypothesis in [3, Th. 8.3.1] requires a priori
that the curve µ(t) lies in P2(Rd), but the proof actually shows that µ(t0) ∈ P2(Rd)
for some t0 ∈ I, implies the whole curve to be in P2(Rd) (and it is absolutely
continuous in the Wasserstein sense).
As Theorem 5.1.1 shows, from all vector fields v(t) that gives rise to a specific
curve µ(t) there is at least one that minimizes the integral∫
I
‖v(t)‖2L2(µ(t);Rd)dt <∞.
Moreover, the ones that minimize it are the ones for which
v(t) ∈ {∇f : f ∈ D}L
2(µ(t);Rd)
,
for a.e. t ∈ I
Motivated by the above one, can define a tangent cone TanµP2(Rd) for every
point µ in P2(Rd). Before we proceed we are going to introduce three Hilbert spaces
(depending on µ ∈ P2(Rd)) along with a very natural isometry between them. Let,
‖f‖21,µ =
∫
Rd |∇f |2dµ, ∀f ∈ D. The first space is H˙µ and it is the completion of D
under ‖ · ‖21,µ.2
Another space is L2µ,∇(Rd) = {∇f : f ∈ D}
L2µ(Rd)
.
The last space is the dual of H˙µ, i.e.
H˙−1µ = {equivalence class of s ∈ D′ : ‖s‖−1,µ <∞},
where
‖s‖2−1,µ := sup
f∈D
{
〈s, f〉 − 1
2
∫
Rd
|∇f |2dµ
}
. (5.1.4)
The connection (isometry) between them is given by [16, Lem. D.34], where
we get that for every s ∈ H˙−1µ it exists a f ∈ H˙µ with v = ∇f ∈ L2µ,∇(Rd) such
that
s = −∇(µv) = −∇(µ∇f) in distributional sense. (5.1.5)
2Here and in the sequel, functions in D with gradients equal µ−a.e. will be considered the
same element in H˙µ (equivalence classes).
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and for the inner products we have
(s1, s2)−1,µ :=
∫
Rd
v1 · v2 dµ =
∫
Rd
∇f1 · ∇f2 dµ,
Either of these spaces can be considered as a tangent cone for a measure µ on
the Wasserstein space. In [3], L2µ,∇(Rd) is used while in [21] the space s ∈ H˙−1µ
is preferred. Depending on the circumstances, one can be more useful than the
other. In the sequel we are going to make use of all of them.
The following theorem describes the relationship between the tangent cone on
a point µ ∈ P2(Rd) and the optimal maps between µ and other points in the
Wasserstein space.
Theorem 5.1.3. (Theorem 8.5.1 in [4]) Let µ ∈ P2(Rd), then for the tangent cone
TanµP2(Rd) we have
TanµP2(Rd) = {λ(T ? − I) : (I × T ?)#µ ∈ Π?(µ, T ?#µ), λ > 0}
L2(µ;Rd)
.
Remark 5.1.4. It is important to note that although these tangent cones are de-
fined for every point in the Wasserstein space, they don’t actually turn it into
a Riemannian manifold. The reason is that not all geodesics can be given with
the help of an optimal transportation map. For example, it exists a big class of
measures that are not “visible” through the “exponential map”, when “sitting” on
non-regular measures. For a better understanding of the geometry of the Wasser-
stein space, one could read [2] or [18].
Although the tangent cones defined above, do not hold all the information
needed to describe the geometry of the Wasserstein space, still can be sufficient for
many important applications, since for all absolutely continuous curves a tangent
vector exists a.e. (theorem (5.1.1)).
This section is concluded with the following, very nice and useful result by
Benamou and Brenier [5] which at this point is a simple corollary of theorem 5.1.1
and the fact that Wasserstein is a constant speed geodesic space:
W 22 (µ0, µ1) = min
{∫ 1
0
‖∂tµ(t)‖2−1,µ(t) dt : µ(0) = µ0 and µ(1) = µ1
}
. (5.1.6)
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5.2 Subdifferential calculus
Since it is possible to define tangent vectors for every point, it is also possible to
define concepts that depend on their existence, like the one of the subdifferential.
In the sequel we will restrict to functionals such that have domains satisfying
D(|∂G|) ⊂ P2,r(Rd).
Definition 5.2.1. Let G : P2(Rd) → (−∞,∞] be a functional with D(|∂G|) ⊂
P2,r(Rd) and let also µ ∈ D(|∂G|). We say that v ∈ L2(µ;Rd) belongs to the
Fre´chet subdifferential ∂G if
lim inf
ν→µ
G(ν)− G(µ)− ∫Rd < v(r), (T νµ )?(r)− r > dµ
W2(µ, ν)
≥ 0.
In the above definition T νµ is the optimal transportation map from µ to ν.
Definition 5.2.2. Let G : P2(Rd) → (−∞,∞] be a functional with D(|∂G|) ⊂
P2,r(Rd). We call G regular if whenever the subdifferentials vn ∈ ∂G(µn) satisfyµn → µ, G(µn)→ l, supn∈N ‖vn‖L2(µn;Rd) <∞
vn → v weakly,
(5.2.1)
then v ∈ ∂G and G(µ) = l.
Theorem 5.2.3. Let G : P2(Rd) → (−∞,∞] be a regular functional for which
D(|∂G|) ⊂ P2,r(Rd) holds. Let also assume that Φ as defined in 2.4.9 admits a
minimizer for every τ smaller than some τ ′. Then we have that µ ∈ D(|∂G|) if
and only if ∂G(µ) ia not empty and
|∂G|(µ) = inf {‖v‖L2(µ;Rd) : v ∈ ∂G(µ)} . (5.2.2)
By the convexity of ∂G(µ) there exists a unique vector v ∈ ∂G(µ) which atains the
minimum and it will be denoted with ∂?G(µ)
As it is proven in [4, Lemma 10.1.3] λ convex functionals are always regular.
Also for λ convex functionals the following very important theorem holds.
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Theorem 5.2.4. ([4, Page 233]) Let G be a λ convex functional and for an abso-
lutely continuous curve µ(t), we have∫ b
a
|∂G|(µ(t))|µ˙|(t)dt <∞. (5.2.3)
Then the map G(µ(t)) is absolutely continuous and even more the for a.e. t ∈ I
we have
d
dt
G(µ(t)) =< v1(t),v2(t) >, (5.2.4)
where v1(t) is the tangent vector of µ at point t and v2 ∈ ∂G(µ(t)).
5.2.1 Relevant functionals
For µ ∈ P2(Rd), we define the Fisher information
I(µ) :=

∫
Rd
|∇ρ(x)|2
ρ(x)
dx if µ = ρ dx and
√
ρ ∈ H1(Rd),
∞ otherwise,
(5.2.5)
where ∇ρ is the distributional derivative of ρ.
Fisher information plays a crucial role in the sequel since it is proved to be
equal with |∂S| (i.e the norm of the gradient of entropy). More specifically by a
slight reformulation of [4, theorem 10.4.13] we have that |∂S| is finite if and only
if
√
ρ ∈ H1(Rd) and even more ∂?S(µ) = ∇ρ
ρ
.
We sometimes write ∆µ and ∇(µ∇Ψ) for the functionals in D′ defined by
〈∆µ, f〉 :=
∫
Rd
∆f dµ and 〈∇(µ∇Ψ), f〉 := −
∫
∇Ψ · ∇f dµ.
By using (5.1.4), it is straightforward to see that ‖∆µ‖2−1,µ ≤ I(µ), where the
inequality turns to equality when the right hand is finite (Actually it is possible to
prove equality in general, but it requires a lot of functional analytic machinery).
Similarly we have that ‖∇(µ∇Ψ)‖2−1,µ ≤
∫ |∇Ψ|2dµ. Here equality holds whenever∫ |∇Ψ|2dµ < ∞, which is certainly true if Ψ satisfies assumptions (6.2.1) and
µ ∈ P2(Rd). Moreover, as a consequence of the HWI inequality [28, Cor. 20.13],
if µ ∈ P2(Rd) and I(µ) <∞ then S(µ) <∞.
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Lemma 5.2.5. Let Ψ ∈ C2(Rd) be λ−convex for some λ ∈ R and bounded from
below. Assume also that µ(·) : (0, τ)→ P2(Rd) is a Wasserstein-absolutely contin-
uous curve, that satisfies the conditions E(µ(t)),S(µ(t)) <∞ ∀t ∈ [0, τ ] and∫ τ
0
(∫
Rd
|∇Ψ(x)|2µ(t)(x) dx+ I(µ(t))
)
dt <∞. (5.2.6)
Then t→ F(µ(t)) is absolutely continuous and for a.e t ∈ [0, τ ] we have
d
dt
F(µ(t)) = (∆µ(t) +∇(µ(t)∇Ψ), ∂tµ(t))−1,µ(t) . (5.2.7)
Proof. This lemma is a direct consequence of [3, Th. 10.3.18]. Since the functional
F(µ) is lower semicontinuous and λ-geodesically convex, we only need to check
condition [3, 10.1.17]. This condition in turn is satisfied by the Cauchy-Schwarz
inequality 〈f, g〉L2(a,b) ≤ ‖f‖L2(a,b)‖g‖L2(a,b) and the assumptions.
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CHAPTER 6
LARGE DEVIATIONS OF TRAJECTORIES FOR THE
FOKKER-PLANCK EQUATION
.
6.1 Introduction
In this sequel we are going to work with the more general Fokker-Planck equa-
tion given by
∂tµ(t) = ∆µ(t) + div(µ(t)∇Ψ), µ(0) = µ0 ∈ P2(Rd) (6.1.1)
where, P2(Rd) is the set of all measures with finite second moments, ∆ is the
Laplacian and ∇Ψ is called the drift (Ψ is the potential). Similar to the diffusion
equation, the Fokker-Planck equation has a stochastic counterpart. For every
N ∈ N, let r1, . . . , rN be the solutions to the Ito¯ stochastic equations
drk(t) = −∇Ψ(rk(t)) dt+
√
2 dwk(t), k = 1, · · · , N
where w1, . . . ,wN are independent Wiener processes starting from fixed positions
ri,0. It is a known result ([14]) that at each τ ≥ 0 the empirical measure LN(τ)
0The following two chapters are joint work with Michiel Renger and Hong Duong ([15])
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converges almost surely in the narrow topology as N → ∞ to the solution of the
Fokker-Planck equation (6.1.1) with initial condition µ0 [14]. Again, similar to the
diffusion equation, the rate of convergence is characterized by a LDP. In [20, Prop.
3.2] and [22, Cor. 13], it was proven that the rate functional for the LDP is given
by
Jτ (µ|µ0) = inf
{
H(ξ‖µ0 Pτ ) : γ ∈ Π(µ0, µ)
}
(6.1.2)
where Pτ is now the transition kernel for the Fokker-Planck equation (6.1.1).
In the following chapters, we will not focus just on the empirical measure at
time τ but we are going to study the empirical process LN(·) as a whole. In
[11, Th. 4.5] it was proved that if for Ψ ∈ C2(Rd) there is a C0 > 0 such that
|r||∇Ψ(r)| ≤ C0(1+|r|2) for all r ∈ Rd, the empirical process {LN(t)}0≤t≤τ satisfies
a large deviation principle in C([0, τ ],P(Rd)) with good rate functional
J˜τ (µ(·)) = 1
4
∫ τ
0
‖∂tρt −∆µ(t)− div(µ(t)∇Ψ)‖2−1,µ(t)dt, (6.1.3)
if the curve µ(·) is absolutely continuous in the distributional sense; else we set
J˜τ to ∞. It follows from a contraction principle [12, Th. 4.2.1] and a change of
variables t 7→ t/τ that the conditional rate functional (6.1.2) can also be written
as
Jτ (µ|µ0) = inf
µ(·)∈C(µ0,µ)
1
4τ
∫ 1
0
‖∂tµ(t)− τ(∆µ(t) + div(µ(t)∇Ψ))‖2−1,µ(t) dt.
(6.1.4)
In the sequel we will denote with C(µ0, µ1), CW2(µ0, µ1) the set of all weakly
continuous, Wasserstein continuous curves respectively, with µ : [0, 1] → P(Rd)
and µ(0) = µ0, µ(1) = µ1
Remark 6.1.1. In (6.1.4) we implicitly set
1
4τ
∫ 1
0
‖∂tµ(t)− τ(∆µ(t) + div(µ(t)∇Ψ))‖2−1,µ(t) dt =∞,
when the curve is not absolutely continuous in the distributional sense. Therefore,
from now on, we shall only consider curves in C(µ0, µ) or CW2(µ0, µ) that are
absolutely continuous in distributional sense.
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Observe that the infimum was over narrowly continuous curves. However, we
will prove that under the extra assumption that µ0 ∈ P2(Rd) and F(µ0) is finite
the infimum can be taken over CW2(µ0, µ). In this chapter, we characterize a class
of potentials Ψ and initial data µ0 for which (6.1.2) is equal to
inf
µ(·)∈CW2 (µ0,µ)
{
1
4τ
∫ 1
0
‖∂tµ(t)‖2−1,µ(t) dt+
τ
4
∫ 1
0
‖∆µ(t) + div(µ(t)∇Ψ)‖2−1,µ(t) dt
+
1
2
F(µ)− 1
2
F(µ0)
}
.
(6.1.5)
6.2 Rewriting the rate functional
Assumption 6.2.1. Let Ψ ∈ C2(Rd) such that
1. Ψ is bounded from below,
2. there is a C0 > 0 such that |r||∇Ψ(r)| ≤ C0(1 + |r|2) for all r ∈ Rd,
3. Ψ is λ−convex for some λ ∈ R,
4. there exists constants 0 ≤ C1 < 14 and C2, C3 ∈ R+ such that |∆Ψ(r)| ≤
C1|∇Ψ(r)|2 + C2Ψ(r) + C3.
Proposition 6.2.2. Let Ψ ∈ C2(Rd) satisfy Assumption 6.2.1. Let µ0 ∈ P2,ac(Rd)
with F(µ0) < ∞ and assume µ(·) ∈ C(µ0, µ) with J˜τ (µ(·)) finite. Then we have
that µ(t) ∈ P2(Rd) for every t ∈ [0, 1] and, furthermore, the curve µ(·) is absolutely
continuous in the Wasserstein sense, and F(µ(t)) is absolutely continuous with
respect to t. Finally, there holds:
1
4τ
∫ 1
0
‖∂tµ(t)− τ(∆µ(t) + div(µ(t)∇Ψ))‖2−1,µ(t) dt =
1
4τ
∫ 1
0
‖∂tµ(t)‖2−1,µ(t) dt
+
τ
4
∫ 1
0
‖∆µ(t) + div(µ(t)∇Ψ)‖2−1,µ(t) dt+
1
2
F(µ(1))− 1
2
F(µ(0)).
Before we prove this theorem we prove two auxiliary lemmas.
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Lemma 6.2.3. Assume that
1. E(µ0) <∞
2. Ψ ∈ C2(Rd) satisfies Assumption 6.2.1,
3. µ(·) ∈ C(ρ0, ρ),
4. J˜τ (µ(·)) <∞.
Then ∫ τ
0
∫
Rd
|∇Ψ(r)|2µ(t)(dr) dt <∞. (6.2.1)
Proof. For simplicity we take τ = 1. We will prove the following statement: there
exist 0 < δ ≤ 1 and α, β > 0 that depend only on Ψ such that
α sup
t∈[0,δ]
∫
Rd
|Ψ|µ(t)(dr) + β
∫ δ
0
∫
Rd
|∇Ψ|2 µ(t)(dr) dt ≤8J˜1(µ(·)) + 4 | inf Ψ|
+ 2
∫
Rd
Ψ dρ0 + 2δC3.
(6.2.2)
Obviously (6.2.1) follows from (6.2.2) by repeating it 1/δ times.
By [11, Lem. 4.8], for any 0 ≤ s ≤ 1 we have
4J˜1(µ(·)) ≥ 4J˜s(µ(·)) = sup
f∈C2c (Rd)
∫
Rd
f dρs −
∫
Rd
f dρ0−∫ s
0
∫
Rd
(
∆f −∇Ψ · ∇f + 1
2
|∇f |2
)
µ(t)(dr) dt.
(6.2.3)
It is worth highlighting that in the above equality, the supremum is taken over
C2c (Rd) functions instead of D.
The idea is to use two approximations of Ψ so that it can be chosen as a test
function f in (6.2.3). The first approximation is used to show that this inequality
still holds if we take replace C2c (Rd) by
A :=
{
f ∈ C2(Rd) : f,∇f,∆f, rf, |∇f | |r| are all bounded} . (6.2.4)
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Take an arbitrary f ∈ A. Define the bump function
ζ(r) :=
exp
(
1− 1
1−|r|2
)
, |r| < 1,
0, |r| ≥ 1,
and set ζk(r) := ζ(r/k). Then surely ζkf ∈ C2c (Rd). It is easy to check that
|ζk(r)| ≤ 1, |∇ζk(r)| ≤ 1
k
and |∆ζk(r)| ≤ 1
k2
. (6.2.5)
By the Dominated Convergence Theorem, as k →∞∫
Rd
ζkf dρs →
∫
Rd
f dρs,∫
Rd
ζkf dρ0 →
∫
Rd
f dρ0,∫ s
0
∫
Rd
∆(ζkf)µ(t)(dr) dt =
∫ s
0
∫
Rd
(f∆ζk + 2∇ζk · ∇f + ζk∆f) µ(t)(dr) dt
→
∫ s
0
∫
Rd
∆f µ(t)(dr) dt,∫ s
0
∫
Rd
∇Ψ · ∇(ζkf)µ(t)(dr) dt =
∫ s
0
∫
Rd
∇Ψ · (f∇ζk + ζk∇f)µ(t)(dr) dt
→
∫ s
0
∫
Rd
∇Ψ · ∇f µ(t)(dr) dt,∫ s
0
∫
Rd
|∇(ζkf)|2 µ(t)(dr) dt =
∫ s
0
∫
Rd
|f∇ζk + ζk∇f |2 µ(t)(dr) dt
→
∫ s
0
∫
Rd
|∇f |2 µ(t)(dr) dt,
where the absolute finiteness of the right-hand integrals is guaranteed by the prop-
erties of the set A. Therefore (6.2.3) indeed becomes
4J˜1(µ(·)) ≥ sup
f∈A
∫
Rd
f dρs−
∫
Rd
f dρ0−
∫ s
0
∫
Rd
(
∆f −∇Ψ · ∇f + 1
2
|∇f |2
)
µ(t)(dr) dt.
(6.2.6)
For the second approximation we take
η(r) := exp
(
1−
√
1 + |r|2
)
,
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and set ηk(r) := η(r/k). Then the following estimates hold
|ηk(r)| ≤ 1, |∇ηk(r)| ≤ 1
k
ηk(r) and |∆ηk(r)| ≤ 1
k2
ηk(r). (6.2.7)
Since ηkΨ ∈ A by the subquadratic Assumption 6.2.1, we can substitute ηkΨ in
(6.2.6):
4J˜1(µ(·)) ≥
∫
Rd
ηkΨ dρs−
∫
Rd
ηkΨ dρ0 −
∫ s
0
∫
Rd
∆(ηkΨ)µ(t)(dr) dt
+
∫ s
0
∫
Rd
(
∇Ψ · ∇(ηkΨ)− 1
2
|∇(ηkΨ)|2
)
µ(t)(dr) dt.
(6.2.8)
for any k ∈ N and s ∈ [0, 1].
We now estimate each term in the right-hand side of (6.2.8). For the first two
terms, we have∫
Rd
ηkΨ dρs −
∫
Rd
ηkΨ dρ0 ≥
∫
Rd
ηk|Ψ| dρs − 2 | inf Ψ| −
∫
Rd
ηkΨ dρ0. (6.2.9)
For the third term of (6.2.8), we find
−
∫ s
0
∫
Rd
∆(ηkΨ)µ(t)(dr) dt = −
∫ s
0
∫
Rd
(Ψ∆ηk + 2∇ηk · ∇Ψ + ηk∆Ψ)µ(t)(dr) dt
≥ −
∫ s
0
∫
Rd
(|∆ηk| |Ψ|+ |∇ηk| (|∇Ψ|2 + 1) + ηk|∆Ψ|)µ(t)(dr) dt
(6.2.7)
≥ −
∫ s
0
∫
Rd
(
1
k2
ηkΨ +
ηk
k
(|∇Ψ|2 + 1) + ηk|∆Ψ|
)
µ(t)(dr) dt
6.2.1(4)
≥ −
∫ s
0
∫
Rd
(
1
k2
ηkΨ +
ηk
k
(|∇Ψ|2 + 1))
)
µ(t)(dr) dt
−
∫ s
0
∫
Rd
(
ηk
(
C1|∇Ψ|2 + C2|Ψ|+ C3
))
µ(t)(dr) dt
≥ −s
(
1
k2
+ C2
)
sup
t∈[0,s]
∫
Rd
ηk|Ψ|µ(t)(dr)−(
1
k
+ C1
)∫ s
0
∫
Rd
ηk|∇Ψ|2 µ(t)(dr) dt− s
k
− sC3.
(6.2.10)
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Finally, for the last part of (6.2.8)∫ s
0
∫
Rd
(
∇Ψ · ∇(ηkΨ)− 1
2
|∇(ηkΨ)|2
)
µ(t)(dr) dt
=
∫ s
0
∫
Rd
(
−1
2
|∇ηk|2Ψ2 + (1− ηk)∇ηk ·Ψ∇Ψ + (1− 1
2
ηk)ηk|∇Ψ|2
)
µ(t)(dr) dt
(6.2.7)
≥
∫ s
0
∫
Rd
(
− 1
2k2
ηkΨ
2 − 2ηk
∣∣1
k
Ψ
∣∣ ∣∣1
2
∇Ψ∣∣+ 3
4
ηk|∇Ψ|2
)
µ(t)(dr) dt,
≥
∫ s
0
∫
Rd
(
− 3
2k2
ηkΨ
2 +
(
3
4
− 1
4
)
ηk|∇Ψ|2
)
µ(t)(dr) dt
≥
∫ s
0
∫
Rd
(
−3C0(1 + k
2)
2k2
ηk|Ψ|+ 1
2
ηk|∇Ψ|2
)
µ(t)(dr) dt
≥ −3sC0(1 + k
2)
2k2
sup
t∈[0,s]
∫
Rd
ηk|Ψ|µ(t)(dr) +
∫ s
0
∫
Rd
(
1
2
ηk|∇Ψ|2
)
µ(t)(dr) dt,
(6.2.11)
where the fourth line follows from Young’s inequality, and in the fifth line we used
subquadratic Assumption 6.2.1(2). Substituting (6.2.9), (6.2.10) and (6.2.11) into
(6.2.8) we get∫
Rd
ηk|Ψ| dµs +
∫ s
0
∫
Rd
1
2
ηk|∇Ψ|2 µ(t)(dr) dt
≤ 4J˜1(µ(·)) + 2 | inf Ψ|+
∫
Rd
ηkΨ dρ0 +
s
k
+ sC3
+ s
(
1
k2
+ C2 +
3C0(1 + k
2)
2k2
)
sup
t∈[0,s]
∫
Rd
ηk|Ψ|µ(t)(dr)
+
(
1
k
+ C1
)∫ s
0
∫
Rd
ηk|∇Ψ|2 µ(t)(dr) dt.
If we first discard the first term on the left-hand side and maximize the equation
over s ∈ [0, δ] for some 0 < δ ≤ 1, then discard the second term and maximise,
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the sum of the inequalities can be written as(
1− 2δ
(
1
k2
+ C2 +
3C0(1 + k
2)
2k2
))
sup
t∈[0,δ]
∫
Rd
ηk|Ψ|µ(t)(dr)
+
(
1
2
− 2
k
− 2C1
)∫ δ
0
∫
Rd
|∇Ψ|2 µ(t)(dr) dt
≤ 8J˜1(µ(·)) + 4 | inf Ψ|+ 2
∫
Rd
ηkΨ dρ0 +
2δ
k
+ 2δC3.
For δ such that 1 > 2δ
(
C2 +
3C0
2
)
, we get 1 > 2δ
(
1
k2
+ C2 +
3C0(1+k2)
2k2
)
for
suffiently large k, and therefore from Fatou’s Lemma
α sup
t∈[0,δ]
∫
Rd
|Ψ|µ(t)(dr) + β
∫ δ
0
∫
Rd
|∇Ψ|2 µ(t)(dr) dt
≤ 8J˜1(µ(·)) + 4 | inf Ψ|+ 2
∫
Rd
Ψ dρ0 + 2δC3,
with α := 1 − 2δ(C2 + 3C02 ) > 0 and β := 12 − 2C1. The latter is positive by
Assumption 6.2.1(4).
The second auxiliary lemma is:
Lemma 6.2.4. Let  > 0 and µ ∈ P(Rd) with Lebesgue density ρ be given. Let
also θ(r) :=
(
1
2pi
) d
2 e
−|r|2
2 be the density of the d-dimensional normal distribution.
We define θ(r) := 
−dθ(r

) and µ := µ ∗ θ. Then there exists a constant C that
depends only on  such that I(µ) < C.
Proof. We have
∇ρ(r) = (ρ ∗ ∇θ)(r) =
∫
Rd
ρ(r− y)∇θ(y) dy = −−2
∫
Rd
ρ(r− y)yθ(y) dy.
Furthermore
|∇ρ(r)|2 ≤ −4
∫
Rd
ρ(r− y)|y|2θ(y) dy
∫
Rd
ρ(r− y)θ(y) dy
≤ −4ρ(r)
∫
Rd
ρ(r− y)|y|2θ(y) dy.
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Now
I(µ) =
∫
Rd
|∇ρ(r)|2
ρ(r)
dr ≤ −4
∫
Rd
∫
Rd
ρ(r− y)|y|2θ(y) dy dr
= −4
∫
Rd
∫
Rd
ρ(r− y) dr |y|2θ(y) dy
≤ −4
∫
Rd
|y|2θ(y) dy =: C.
We are now ready to proceed with the
Proof of Proposition 6.2.2. Let µ(·) satisfy the assumptions of Proposition 6.2.2.
By Lemma 6.2.3 we have∫ 1
0
∫
Rd
|∇Ψ(r)|2µ(t)(dr) dt <∞,
and therefore
1
4τ
∫ 1
0
‖∂tµ(t)− τ∆µ(t)‖2−1,µ(t) dt
≤ 1
2τ
∫ 1
0
‖∂tµ(t)− τ(∆µ(t) + div(µ(t)∇Ψ))‖2−1,µ(t) dt
+
τ
2
∫ 1
0
∫
Rd
|∇Ψ|2µ(t)(dr) dt <∞.
Take a 0 < s ≤ 1. Since
1
4τ
∫ s
0
‖∂tµ(t)− τ∆µ(t)‖2−1,µ(t) dt <∞, (6.2.12)
we have that ‖∂tµ(t)− τ∆µ(t)‖2−1,µ(t) <∞ for almost every t. By [16, Lem. D.34]
there is a v(t) ∈ L2(µ(t)) such that
∂tµ(t)− τ∆µ(t) = − div(v(t)µ(t))
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in distributional sense. Take the Gaussian θ(r) as in Lemma 6.2.4. Then we have
∂tµt, − τ∆µt, = − div(vt, µt,),
where
µt, = µ(t) ∗ θ(r), vt, = (v(t)µ(t)) ∗ θ(r)
µt,
.
By [3, Th. 8.1.9] we have
1
4τ
∫ s
0
‖∂tµt, − τ∆µt,‖2−1,µ(t) dt ≤
1
4τ
∫ s
0
‖vt,‖2L2(µt,) dt
≤ 1
4τ
∫ s
0
‖v(t)‖2L2(µ(t)) dt =
1
4τ
∫ s
0
‖∂tµ(t)− τ∆µ(t)‖2−1,µ(t) dt.
(6.2.13)
Furthermore by Lemma 6.2.4 we have that∫ s
0
‖∆µt,‖2−1,µt, dt =
∫ s
0
I(µt,) dt ≤ C, (6.2.14)
and therefore ∫ s
0
‖∂tµt,‖2−1,µt, dt <∞. (6.2.15)
From (6.2.14) and since ρ0 ∈ P2(Rd), by using [16, Lem. D.34] and Lemma 5.1.1
we get that the curve µt, is absolutely continuous in P2(Rd). In addition, it is
straightforward that S(µt,) is finite for every 0 < t ≤ s. From (6.2.14), (6.2.15)
and by Lemma 5.2.5, S(µt,) is absolutely continuous with respect to t. Hence we
obtain
1
4τ
∫ s
0
‖∂tµt, − τ∆µt,‖2−1,µ(t)dt
=
1
4τ
∫ s
0
‖∂tµt,‖2−1,µ(t)dt+
τ
4
∫ s
0
‖∆µt,‖2−1,µ(t)dt−
1
2
∫ s
0
(∆µt,, ∂tµt,)−1,µ(t) dt
=
1
4τ
∫ s
0
‖∂tµt,‖2−1,µ(t)dt+
τ
4
∫ s
0
‖∆µt,‖2−1,µ(t) +
1
2
S(µs,)− 1
2
S(µ0,).
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It follows from this and (6.2.13) that
1
4τ
∫ s
0
‖∂tµt,‖2−1,µ(t)dt+
τ
4
∫ s
0
‖∆µt,‖2−1,µ(t)dt+
1
2
S(µs,)− 1
2
S(µ0,)
≤ 1
4τ
∫ 1
0
‖∂tµ(t)− τ∆µ(t)‖2−1,µ(t)dt.
Now letting  go to zero and by the lower semicontinuity of the entropy and the
Fisher information functionals we get S(µs) < ∞ and
∫ s
0
‖∆µ(t)‖2−1,µ(t) dt < ∞.
Therefore we have∫ s
0
‖∂tµ(t)‖2−1,µ(t)dt
≤ 2
(∫ s
0
‖∂tµ(t)− τ∆µ(t)‖2−1,µ(t)dt+ τ 2
∫ s
0
‖∆µ(t)‖2−1,µ(t) dt
)
<∞
and ∫ s
0
‖∆µ(t) + div µ(t)∇Ψ‖2−1,µ(t)dt
≤ 2
(∫ s
0
‖∆µ(t)‖2−1,µ(t) dt+
∫ s
0
∫
Rd
|∇Ψ(r)|2µ(t)( dr) dt
)
<∞.
By Lemma 5.1.1, the curve µ(t) is in ACW2
(
[0, 1];P2(Rd)
)
. Moreover, t 7→ F(µ(t))
is absolutely continuous and (5.2.7) holds. Hence we have
1
4τ
∫ 1
0
‖∂tµ(t)− τ(∆µ(t) + div(µ(t)∇Ψ))‖2−1,µ(t) dt
=
1
4τ
∫ 1
0
‖∂tµ(t)‖2−1,µ(t) dt+
τ
4
∫ 1
0
‖∆µ(t) + div(µ(t)∇Ψ))‖2−1,µ(t) dt
+
1
2
F(µ1)− 1
2
F(µ0).
(6.2.16)
This finishes the proof of the proposition.
Now the following is a straightforward result:
Corollary 6.2.5. Let µ0 ∈ P2(Rd) with F(µ0) < ∞. If Ψ ∈ C2(Rd) satisfies
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Assumption 6.2.1, then
Jτ (µ|µ0) = inf
µ(·)∈CW2 (µ0,µ)
1
4τ
∫ 1
0
‖∂tµ(t)− τ(∆µ(t) + div(µ(t)∇Ψ))‖2−1,µ(t) dt.
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CHAPTER 7
MAIN RESULT, GENERAL CASE
In this chapter the more general result is proven, namely
Theorem 7.0.6. Let µ0 ∈ P2(R) be absolutely continuous with respect to the
Lebesgue measure and with density ρ0(x) being bounded from below by a positive
constant in every compact set. Assume that
∫
R |∇Ψ(x)|2 µ0(dx) and the Fisher
information I(µ0) are finite, and that Ψ satisfies Assumption 6.2.1. Then we have
Jτ (· |µ0)− W
2
2 (µ0, · )
4τ
Γ−−→
τ→0
1
2
F( · )− 1
2
F(µ0), in P2(R). (7.0.1)
In Theorem 7.1.1 we prove that the Gamma-convergence lower bound holds for
any sequence in P2(R), equipped with the narrow topology, and in Theorem 7.2.1
we prove the existence of the recovery sequence in the Wasserstein topology. This
is equivalent to having Gamma convergence in both topologies.
All theorems in this chapter are valid in higher dimensions except for the
existence of the recovery sequence. There are a number of reasons why, at least
by the approach of this paper, the argument fails in higher dimensions. First of
all, in the proof of Lemma 7.2.3 we use an explicit formula of optimal transport
maps in terms of cumulative distribution functions. Secondly, the proof of the
same lemma in higher dimensions would require regularity and global estimates of
derivatives of the transport map, which are still unknown today (see for example
[29, p. 141]).
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7.1 Lower bound
In this section we prove the lower bound of the Gamma convergence (7.0.1) in
our main result, Theorem 7.0.6.
Theorem 7.1.1 (Lower bound). Under the assumptions of Theorem 7.0.6, we
have for any µ1 ∈ P2(Rd) and all sequences µτ1 ∈ P2(Rd) narrowly converging to
µ1
lim inf
τ→0
(
Jτ (µ
τ
1|µ0)−
W 22 (µ0, µ
τ
1)
4τ
)
≥ 1
2
F(µ1)− 1
2
F(µ0). (7.1.1)
Proof. Take any sequence µτ1 ∈ P2(Rd) narrowly converging to a µ1 ∈ P2(Rd). We
only need to consider those µτ1 for which Jτ (µ
τ
1|µ0) <∞. For each such µτ1, by the
definition of infimum there exists a curve µτ (t) ∈ C(µ0, µτ1) satisfying
1
4τ
∫ 1
0
∥∥∂tµτ (t)− τ(∆µτ (t) + div(µτ (t)∇Ψ))∥∥2−1,µτ (t) dt ≤ Jτ (µτ1|µ0) + τ <∞.
(7.1.2)
By Proposition 6.2.2 we have
Jτ (µ
τ
1|µ0) + τ ≥
1
4τ
∫ 1
0
∥∥∂tµτ (t)− τ(∆µτ (t) + div(µτ (t)∇Ψ))∥∥2−1,µτ (t) dt
=
1
4τ
(∫ 1
0
∥∥∂tµτ (t)∥∥2−1,µτ (t) dt+ 2τ(F(µτ1)−F(µ0))
+ τ 2
∫ 1
0
‖∆µτ (t) + div(µτ (t)∇Ψ)‖2−1,µτ (t) dt
)
=
1
2
(F(µτ1)−F(µ0)) +
1
4τ
∫ 1
0
∥∥∂tµτ (t)∥∥2−1,µτ (t) dt
+
τ
4
∫ 1
0
‖∆µτ (t) + div(µτ (t)∇Ψ)‖2−1,µτ (t) dt
≥ 1
2
(F(µτ1)−F(µ0)) +
1
4τ
∫ 1
0
∥∥∂tµτ (t)∥∥2−1,µτ (t) dt
≥ 1
2
(F(µτ1)−F(µ0)) +
1
4τ
W 22 (µ0, µ
τ
1).
In the last inequality above we have used the Benamou-Brenier formula (5.1.6) for
the Wasserstein distance. Finally, using µτ1 → µ1 narrowly with the narrow lower
60
semi-continuity of F , we find that
lim inf
τ→0
(
Jτ (µ
τ
1|µ0)−
W 22 (µ0, µ
τ
1)
4τ
)
≥ 1
2
F(µ1)− 1
2
F(µ0).
7.2 Recovery sequence
In this section we prove the upper bound of the Gamma convergence (7.0.1).
This will conclude the proof of Theorem 7.0.6.
Theorem 7.2.1 (Recovery sequence). Under the assumptions of Theorem 7.0.6,
for any µ1 ∈ P2(R) there exists a sequence µτ1 ∈ P2(R) converging to µ1 in the
Wasserstein metric such that
lim sup
τ→0
(
Jτ (µ
τ
1|µ0)−
W 22 (µ0, µ
τ
1)
4τ
)
≤ 1
2
F(µ1)− 1
2
F(µ0). (7.2.1)
The existence of the recovery sequence is proven by making use of the following
denseness argument1:
Proposition 7.2.2. Let (X, d) be a metric space and let Q be a dense subset of
X. If {Kn, n ∈ N} and K∞ are functions from X to R such that:
(a) Kn(q)→ K∞(q) for all q ∈ Q,
(b) for every x ∈ X there exists a sequence qn ∈ Q with qn → x and K∞(qn) →
K∞(x),
then for every x ∈ X there exists a sequence rn ∈ Q, with rn → x such that
Kn(rn)→ K∞(x).
Proof. The proof is by a diagonal argument. Take any x ∈ X and take the
corresponding sequence qn → x such that K∞(qn) → K∞(x). By assumption, for
1A more or less similar idea can be found in [7, Remark 1.29]; Proposition 7.2.2 is slightly
stronger.
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any q ∈ Q and L > 0 there exists a nL,q such that for any n ≥ nL,q there holds
d(Kn(q), K∞(q)) < 1/L. Define
ln :=

1, 1 ≤ n < n2,q2 ,
2, n2,q2 ≤ n < max{n2,q2 , n3,q3},
. . .
Take the subsequence rn := qln . Observe that ln →∞ as n→∞ such that indeed
qln → x, and:
d(Kn(qln), K∞(x)) ≤ d(Kn(qln), K∞(qln))︸ ︷︷ ︸
≤ 1
ln
+d(K∞(qln), K∞(x))→ 0.
For a fixed µ0 satisfying the assumptions of Theorem 7.0.6, we want to apply
Proposition 7.2.2 to the situation where
X = P2(R),
Q = Q(µ0) =
{
µ(x) ∈ P2,ac(R) : ρ(x) is bounded from below by a positive
constant in every compact set, I(µ),
∫
R
|Ψ′(x)|2ρ(x) dx <∞,
and there exists aM > 0such thatρ0(x) = ρ(x)for all|x| > M
}
,
Kn(µ) = Jτn(µ |µ0)−
W 22 (µ0, µ)
4τn
,
K∞(µ) =
1
2
F(µ)− 1
2
F(µ0).
Assumption (a) of Proposition 7.2.2, i.e. pointwise convergence for every µ1 ∈
Q(µ0), can be proven as follows. Take µ1 ∈ Q(µ0) and let µ(t) be the geodesic
that connects µ0 and µ1. In the following Lemma 7.2.3, we will prove that I(µ(t))
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and
∫
R |Ψ′(x)|2µ(t)(dx) are uniformly bounded, so that we have∫ 1
0
‖∂tµ(t)− τ(∂xxµ(t) + ∂x(µ(t)Ψ′))‖2−1,µ(t) dt
≤ 3
∫ 1
0
‖∂tµ(t)‖2−1,µ(t) dt+3τ 2
∫ 1
0
‖∂xxµ(t)‖2−1,µ(t) dt+3τ 2
∫ 1
0
‖∂x(µ(t)Ψ′)‖2−1,µ(t) dt
<∞.
By Proposition 6.2.2 together with Young’s inequality:
lim
τ→0
(
Jτ (µ1|µ0)− W
2
2 (µ0, µ1)
4τ
)
≤ lim
τ→0
[
τ
2
∫ 1
0
(∫
R
(
(µ′t(x))
2
µ(t)(x)
+ |Ψ′(x)|2µ(t)(x)
)
dx
)
dt
+
1
2
F(µ1)− 1
2
F(µ0)
]
=
1
2
F(µ1)− 1
2
F(µ0).
The pointwise convergence then follows from this together with the lower bound
(7.1.1).
To prove the uniform bounds:
Lemma 7.2.3. Let Ψ ∈ C2(R) with Ψ(x) > −A − B|x|2 for some positive con-
stants. Let µ0 = ρ0(x)dx ∈ P2(R) be absolutely continuous with respect to the
Lesbegue measure, where ρ0(x) is bounded from below by a positive constant in
every compact set. Let µ1 ∈ Q(µ0) and µ(t) be the geodesic that connects µ0 and
µ1. Assume that E(µ0), I(µ0) and
∫
R |Ψ′(x)|2µ0(dx) are all finite. Then F(µ(t)),
I(µ(t)) and
∫
R |Ψ′(x)|2µt( dx) are uniformly bounded with respect to t.
Proof. Let T (x) be the optimal map that transports µ0 to µ1. The geodesic that
connects µ0 and µ1 is defined by
µt(x) = ((1− t)x+ tT (x))]µ0(x).
First we prove that I(µt) is uniformly bounded with respect to t. In the real
line, the map T (x) can be determined via the cumulative distribution functions
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as follows [29, Sect. 2.2]). Let F (x) and G(x) be respectively the cumulative
distribution functions of µ0 and µ1, i.e.
F (x) =
∫ x
−∞
ρ0(x) dx; G(x) =
∫ x
−∞
ρ1(x) dx.
Then T = G−1 ◦ F . We have
F (M) +
∫ +∞
M
ρ0(x) dx = G(M) +
∫ +∞
M
ρ1(x) dx = 1. (7.2.2)
From (7.2.2) and by the assumption that ρ0(x) = ρ1(x) for all |x| > M we find
that F (M) = G(M). Hence for all x such that |x| > M we have
F (x) = F (M) +
∫ x
M
ρ0(x) dx = G(M) +
∫ x
M
ρ1(x) dx = G(x).
Consequently, for all x with |x| > M we have T (x) = (G−1 ◦F )(x) = x. Therefore
T ′(x) = 1 for all |x| > M . Also since the densities ρ0, ρ1 are absolutely continuous
(by assumption) we get that F (x), G(x) are differentiable everywhere with G′(x) =
ρ1(x) > 0. We deduce that T (x) has a classical derivative everywhere and moreover
since G(T (x)) = F (x), by differentiating we get that T (x) satisfies the Monge -
Ampe`re equation.
ρ0(x) = ρ1(T (x))T
′(x).
or equivalently (since ρ1(x) > 0),
T ′(x) =
ρ0(x)
ρ1(T (x))
. (7.2.3)
Due to (7.2.3) we have that T ′(x) is absolutely continuous and strictly positive,
therefore the derivative of T ′ exists almost everywhere. Now for the derivative of
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T ′ we have
T ′′(x)
T ′(x)
= (log(T ′(x)))′
= (log(ρ0(x))− log(ρ1(T (x)))′
=
ρ′0(x)
ρ0(x)
− ρ
′
1(T (x))T
′(x)
ρ1(T (x))
.
Set Tt(x) = tx+ (1− t)T (x). For 0 ≤ t ≤ 1 we have
ρt(x) = ρ1(Tt(x))T
′
t(x), (7.2.4)
Since ρ1(Tt(x)) and T
′
t(x) are both absolutely continuous so is ρt(x). Hence the
derivative appeared in (5.2.5) for I(µt) is the classical derivative. Substituting
(7.2.4) into (5.2.5) we get∫
R
(ρ′t(x))
2
ρt(x)
dx =
∫
R
[(ρ1(Tt(x))T
′
t(x))
′]2
ρ1(Tt(x))T ′t(x)
dx
=
∫
R
[ρ′1(Tt(x))T
′
t(x)
2 + ρ1(Tt(x))T
′′
t (x)]
2
ρ1(Tt(x))T ′t(x)
dx
≤ 2
∫
R
(ρ′1(Tt(x)))
2(T ′t(x))
4
ρ1(Tt(x))T ′t(x)
dx+ 2
∫
R
(ρ1(Tt(x))T
′′
t (x))
2
ρ1(Tt(x))T ′t(x)
dx
= 2
∫
R
(ρ′1(Tt(x)))
2
ρ1(Tt(x))
(T ′t(x))
3 dx+ 2
∫
R
ρ1(Tt(x))
(T ′′t (x))
2
T ′t(x)
dx (7.2.5)
Note that in the inequality above we have used (a+ b)2 ≤ 2(a2 + b2). To proceed
we will estimate each term in the right-hand side of (7.2.5) using the fact that
|T ′(x)| is bounded and I(µ0), I(µ1) <∞. For the first part we have∫
R
(ρ′1(Tt(x)))
2
ρ1(Tt(x))
(T ′t(x))
3 dx =
∫
R
(ρ′1(Tt(x)))
2
ρ1(Tt(x))
(T ′t(x))(T
′
t(x))
2 dx
≤ C2
∫
R
(ρ′1(Tt(x)))
2
ρ1(Tt(x))
(T ′t(x)) dx
= C2
∫
R
(ρ′1(x))
2
ρ1(x)
dx
= C2I(µ1). (7.2.6)
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Let B be the ball of radius M centered at the origin. Since T ′′(x) = 0 for all
|x| > M we can restrict our calculation for the second part in the ball B.∫
R
ρ1(Tt(x))
(T ′′t (x))
2
T ′t(x)
dx =
∫
B
ρ1(Tt(x))
(T ′′t (x))
2
T ′t(x)
dx
=
∫
B
ρ1(Tt(x))
((1− t)T ′′(x))2
T ′t(x)
dx
=
∫
B
ρ1(Tt(x))T
′
t(x)
(
T ′(x)(1− t)
T ′t(x)
)2(
T ′′(x)
T ′(x)
)2
dx
=
∫
B
ρ1(Tt(x))T
′
t(x)
(
T ′(x)(1− t)
t+ (1− t)T ′(x)
)2(
ρ′0(x)
ρ0(x)
− ρ
′
1(T (x))T
′(x)
ρ1(T (x))
)2
dx
≤ 2
∫
B
ρ1(Tt(x))T
′
t(x)
(
ρ′0(x)
ρ0(x)
)2
dx+ 2
∫
B
ρ1(Tt(x))T
′
t(x)
(
ρ′1(T (x))T
′(x)
ρ1(T (x))
)2
dx
= 2
∫
B
ρ1(Tt(x))T
′
t(x)
ρ0(x)
(
(ρ′0(x))
2
ρ0(x)
)
dx
+ 2
∫
B
ρ1(Tt(x))T
′
t(x)T
′(x)
ρ1(T (x))
(
(ρ′1(T (x)))
2
ρ1(T (x))
T ′(x)
)
dx
≤ C
(∫
B
(ρ′0(x))
2
ρ0(x)
dx+
∫
B
(ρ′1(T (x)))
2
ρ1(T (x))
T ′(x) dx
)
≤ C(I(µ0) + I(µ1)). (7.2.7)
From (7.2.5), (7.2.6) and (7.2.7) we find that
I(µt) =
∫
R
(ρ′t(x))
2
ρt(x)
dx ≤ C(I(µ0) + I(µ1)).
Next we are going to prove the boundedness of the functional
∫
R |Ψ′(x)|2ρt(x)dx.
Since T (x) = x for |x| > M we have ρ(t)(x) = ρ1(x) for |x| > M . Hence∫
R
|Ψ′(x)|2ρt(x) dx =
∫
B
|Ψ′(x)|2ρt(x) dx+
∫
|x|>M
|Ψ′(x)|2ρt(x) dx
=
∫
B
|Ψ′(x)|2ρt(x) dx+
∫
|x|>M
|Ψ′(x)|2ρ1(x) dx
≤ C
∫
B
ρt(x) dx+
∫
|x|>M
|Ψ′(x)|2ρ1(x) dx
≤ C +
∫
|Ψ′(x)|2ρ1(x) dx <∞.
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Now we repeat the same argument for E(µt). Finally by [28, Cor. 20.13] we get
that S(µ0),S(µ1) are finite and the result for S(µt) comes from the fact that S is
geodesically convex.
Finally we prove that for µ0 satisfying the assumptions in the main Theo-
rem 7.0.6, the set Q(µ0) is dense in P2(R), thus satisfying assumption (b) of
Proposition 7.2.2. The idea behind the lemma is a simple modification of a cut
and glue argument (see Figure 7.1). For a given measure µ1 ∈ P2(R), we construct
a measure that is in some sense nice and close to µ1 in a compact set, and equal
to µ0 outside of it. To do so, we first find an interval such that the contribution
of both measures µ0, µ1 to the functionals S and E is small outside that inter-
val. We cut out the part of µ0 that lies outside the interval, mollify it to ensure
both positivity and smoothness, and then add a quadratic decay to get finiteness
of the Fisher information functional2. For µ0 we just keep the tails and add a
quadratic decay. The approximating probability measure is then produced by a
linear combination of the above constructed measures.
Lemma 7.2.4. Assume that µ0 ∈ P2,ac(R), with Lebesgue density ρ0 bounded from
below by a positive constant in every compact set, and F(µ0),
∫ |Ψ′|2 dµ0 and I(µ0)
are all finite. Let Ψ ∈ C2(R) satisfy Assumption 6.2.1. Then for any µ1 ∈ P2(R)
there exists a sequence µτ in Q(µ0) such that µ
τ → µ1 in the Wasserstein topology,
and F(µτ )→ F(µ1).
Proof. Take a µ1 ∈ P2(R) with E(µ1) <∞ (otherwise the construction is trivial).
First observe that, because
∫
x2ρ1(x)dx,
∫
x2ρ0(x)dx and S(µ0),S(µ1) are all finite,∫ |ρ1(x) log ρ1(x)|dx, ∫ |ρ0(x) log ρ0(x)|dx are also finite [19, Eq. (15)]. Secondly,∫ |Ψ(x)|ρ1(x)dx and ∫ |Ψ(x)|ρ0(x)dx are also finite since Ψ is bounded from below
in Assumptions 6.2.1. Therefore, for any τ > 0 there exist Lebesgue points M−τ <
−1 and M+τ > 1 of ρ1 such that (to ease notation we assume that −M−τ = M+τ =:
2It is easy to check that a linear decay, which would have been a simpler choice, is not enough
to keep the Fisher information functional finite.
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Mτ )
ρ0(−Mτ ), ρ1(−Mτ ) < min
{
τ
|Ψ(−Mτ )| ,
τ
M2τ
}
(7.2.8a)
ρ0(Mτ ), ρ1(Mτ ) < min
{
τ
|Ψ(Mτ )| ,
τ
M2τ
}
(7.2.8b)∫
|x|>Mτ
(
ρ0(x) + |ρ0(x) log ρ0(x)|+ x2ρ0(x) + |Ψ(x)|ρ0(x)
)
dx < τ, (7.2.8c)∫
|x|>Mτ
(
ρ1(x) + |ρ1(x) log ρ1(x)|+ x2ρ1(x) + |Ψ(x)|ρ1(x)
)
dx < τ. (7.2.8d)
Define a new density by cutting the tails of ρ1, and mollifying it by the Gaussian
θt from Lemma 6.2.4:
στ := (ρ1 1[−Mτ ,Mτ ]) ∗ θtτ , (7.2.9)
where tτ is chosen sufficiently small such that∫ Mτ
−Mτ
|στ (x)− ρ1(x)|dx < τ, (7.2.10a)∫ Mτ
−Mτ
|Ψ(x)στ (x)−Ψ(x)ρ1(x)|dx < τ (7.2.10b)∫ Mτ
−Mτ
|x2στ (x)− x2ρ1(x)|dx < τ, (7.2.10c)∣∣∣∣ ∫ Mτ−Mτ (στ (x) log στ (x)− ρ1(x) log ρ1(x))dx
∣∣∣∣ < τ, (7.2.10d)
στ (−Mτ ) < min
{
τ
|Ψ(−Mτ )| ,
τ
M2τ
}
(7.2.10e)
στ (Mτ ) < min
{
τ
|Ψ(Mτ )| ,
τ
M2τ
}
, (7.2.10f)
στ (x) > 0 whenever |x| ≤Mτ . (7.2.10g)
Observe that property (7.2.10f) is feasible, because −Mτ and Mτ are Lebesgue
points of ρ1 and
στ (Mτ ) ≤ (ρ1 ∗ θtτ )(Mτ ) and στ (−Mτ ) ≤ (ρ1 ∗ θtτ )(−Mτ ).
In order to construct a suitable approximating sequence for ρ1, small intervals
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around −Mτ and Mτ are needed where bounds of the type (7.2.8b) and (7.2.10f)
still hold. Indeed, because of (7.2.10f) and the continuity of Ψ, there exists 0 <
aτ < 1 such that for all x ∈ [−Mτ − aτ ,−Mτ + aτ ]:
ρ0(x) < min
{
τ,
τ
|Ψ(x)| ,
τ
x2
}
, (7.2.11a)
στ (x) < min
{
τ,
τ
|Ψ(x)| ,
τ
x2
}
, (7.2.11b)
and for all x ∈ [Mτ − aτ ,Mτ + aτ ]:
ρ0(x) < min
{
τ,
τ
|Ψ(x)| ,
τ
x2
}
, (7.2.11c)
στ (x) < min
{
τ,
τ
|Ψ(x)| ,
τ
x2
}
. (7.2.11d)
Note that by assumption Mτ > 1, so that the two intervals can not overlap.
Now, using these intervals, replace the tails of στ , which were introduced by
the mollification, by quadratically decaying tails (see Figure 7.1)
κτ (x) =

στ (x), |x| ≤Mτ ,(
x−Mτ−aτ
aτ
)2
στ (Mτ ), Mτ < x < Mτ + aτ ,(
x+Mτ+aτ
aτ
)2
στ (−Mτ ), −Mτ − aτ < x < −Mτ ,
0, |x| ≥Mτ + aτ .
On the other hand, the approximation sequence for µ1 requires the same tails as
µ0; these tails are captured by (see Figure 7.1)
κτ0(x) =

0, |x| ≤Mτ − aτ ,(
x−Mτ+aτ
aτ
)2
ρ0(Mτ ), Mτ − aτ < x < Mτ ,(
x−aτ+Mτ
aτ
)2
ρ0(−Mτ ), −Mτ < x < −Mτ + aτ ,
ρ0(x), |x| ≥Mτ .
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Finally, the approximating sequence is defined as a normalized sum of κ and κ0:
ρτ (x) := ατ κ
τ (x) + κτ0(x), (7.2.12)
where ‖ · ‖1 abbreviates the L1(R) norm, and ατ := 1−‖κ
τ
0‖1
‖κτ‖1 .
κτ
στ
−Mτ Mτ
(a) Cut the tails, add quadratic de-
cay.
ρ0
κτ0
−Mτ Mτ
(b) Crop the tails, add quadratic de-
cay.
Figure 7.1: The construction of κτ and κτ0.
Now we check that the sequence µτ indeed lies in Q(µ0). By construction,
µτ has the same tails as µ0, and it is bounded from below a positive constant
on compact sets. Moreover, it is straight-forward that
∫
x2 κτ0(x)dx,
∫
x2 κτ (x)dx,∫ |Ψ′(x)|2 κτ0(x)dx, ∫ |Ψ′(x)|2 κτ (x)dx and, I(κτ0L) are all finite; I(κτL) is finite by
Lemma 6.2.4. Then the functionals
∫
x2 ρτ (x)dx,
∫ |Ψ′(x)|2 ρτ (x)dx are also finite.
To check that the Fisher information remains finite:
I(µτ ) =
∫
R
(ατ κ
τ ′(x) + κτ0
′(x))2
ατ κτ (x) + κτ0(x)
dx
≤ 2
∫
R
(ατ κ
τ ′(x))2
ατ κτ (x) + κτ0(x)
dx+ 2
∫
R
(κτ0
′(x))2
ατ κτ (x) + κτ0(x)
dx
≤ 2
∫
R
(ατ κ
τ ′(x))2
ατ κτ (x)
dx+ 2
∫
R
(κτ0
′(x))2
κτ0(x)
dx
= 2ατI(κ
τL) + 2I(κτ0L) <∞,
so that indeed µτ ∈ Q(µ0).
Next, the convergence properties of the sequence µτ are checked. First we
show that ρτ → ρ1 in L1(R). Since ‖κτ0‖1 → 0 and ‖κτ‖1 → 1, the normalisation
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constant also converges: ατ → 1. Therefore,∫
R
|ρτ (x)− ρ1(x)|dx =
∫
R
|ατκτ (x) + κτ0(x)− ρ1(x)| dx
≤
∫ Mτ
−Mτ
|ατστ (x)− στ (x)| dx+
∫ Mτ
−Mτ
|στ (x)− ρ1(x)|dx+
∫
|x|>Mτ
ατκ
τ (x)dx
+
∫
|x|>Mτ
ρ1(x)dx+
∫
R
κτ0(x)dx ≤
∫ Mτ
−Mτ
|ατστ (x)− στ (x)| dx
+
∫ Mτ
−Mτ
|στ (x)− ρ1(x)|dx+ ατστ (x)(−Mτ )
∫ −Mτ
−Mτ−aτ
(
x+Mτ+aτ
aτ
)2
+ ατσ
τ (Mτ )
∫ Mτ+aτ
Mτ
(
x−Mτ−aτ
aτ
)2
+
∫
|x|>Mτ
ρ1(x) + ‖κτ0(x)‖1
≤ |ατ − 1|
∫ Mτ
−Mτ
στ (x)dx+
∫ Mτ
−Mτ
|στ (x)− ρ1(x)|dx+ ατaτ στ (−Mτ )
+ ατaτ σ
τ (Mτ ) +
∫
|x|>Mτ
ρ1(x)dx+ ‖κτ0‖1
≤ |ατ − 1|+ τ + ατστ (−Mτ ) + ατστ (Mτ ) + τ + ‖κτ0‖1 −−→
τ→0
0,
(7.2.13)
where the last line follows from aτ < 1 together with (7.2.10a) and (7.2.8d).
Secondly, we check the convergence of the second moments
∫
Rx
2ρτ (x)dx →∫
Rx
2ρ1(x)dx. Observe that there is a uniform bound on∫ Mτ
−Mτ
x2στ (x)dx ≤
∫ Mτ
−Mτ
∣∣x2στ (x)− x2ρ1(x)∣∣ dx+ ∫ Mτ
−Mτ
x2ρ1(x)dx
(7.2.10c)
< τ +
∫
R
x2ρ1(x)dx ≤ 1 +
∫
R
x2ρ1(x)dx
(7.2.14)
for τ ≤ 1. Moreover, for the right-side quadratic tail of κτ :∫ Mτ+aτ
Mτ
x2κτ (x)dx =
∫ Mτ+aτ
Mτ
x2
(
x−Mτ − aτ
aτ
)2
στ (Mτ ) dx
≤
∫ Mτ+aτ
Mτ
x2 στ (Mτ ) dx
(7.2.11d)
< τ aτ ≤ τ,
(7.2.15)
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and similarly for the other quadratically decaying parts of κτ and κτ0. Therefore∫
R
|x2ρτ (x)− x2ρ1(x)|dx ≤
∫
R
|ατx2κτ (x)− x2κτ (x)|dx
+
∫
R
|x2κτ (x)− x2ρ1(x)|dx+
∫
R
x2κτ0(x)dx ≤ |ατ − 1|
∫ Mτ
−Mτ
x2στ (x)dx
+ |ατ − 1|
∫
|x|>Mτ
x2κτ (x)dx+
∫ Mτ
−Mτ
|x2στ (x)− x2ρ1(x)|dx
+
∫
|x|>Mτ
x2κτ (x) +
∫
|x|>Mτ
x2ρ1(x)dx+
∫ Mτ
−Mτ
x2κτ0(x)dx+
∫
|x|>Mτ
x2ρ0(x)dx
≤ |ατ − 1|
(
1 +
∫
R
x2ρ1(x)dx+ 2τ
)
+ 7τ → 0
as τ → 0, where the last line follows from (7.2.14), (7.2.15), (7.2.8c), (7.2.8d) and
(7.2.10c). Since the sequence ρτ converges strongly in L1(R) to ρ1 by (7.2.13), it
also converges narrowly. Together with the convergence of the second moments,
this implies convergence in the Wasserstein distance [29, Th. 7.12], which was to
be shown.
Thirdly, we need to check that E(µτ ) → E(µ1); this is proven in the same
way as the convergence of the second moments above, where x2 is replaced by the
potential Ψ(x).
Finally, we prove the convergence of the entropies S(µτ )→ S(µ1). Because of
|S(µτ )− S(µ1)| ≤ |S(κτL)− S(µ1)|+ |S(µτ )− S(κτL)|, (7.2.16)
it suffices to show that both differences on the right-hand side vanish. For the first
difference:
S(κτL) =
∫ Mτ
−Mτ
(
κτ (x) log κτ (x)− ρ1(x) log ρ1(x)
)
dx+
∫ Mτ
−Mτ
ρ1(x) log ρ1(x)dx
+
∫
Mτ<|x|<Mτ+aτ
κτ (x) log κτ (x)dx→ S(µ1).
Here, the first term vanishes by (7.2.10d), and the third term, containing the
quadratically decaying tails, vanishes because στ (−Mτ ) and στ (Mτ ) vanish. For
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the second difference in (7.2.16):
|S(µτ )− S(κτL)| ≤
∫ Mτ−aτ
−Mτ+aτ
|ατστ (x) logατστ (x)− στ (x) log στ (x)| dx︸ ︷︷ ︸
(I)
+
∫
Mτ−aτ≤|x|≤Mτ+aτ
|ρτ (x) log ρτ (x)− κτ (x) log κτ (x)| dx︸ ︷︷ ︸
(II)
+
∫
|x|>Mτ+aτ
|ρ0(x) log ρ0(x)| dx︸ ︷︷ ︸
(III)
.
It will now be shown that each of the three parts convergence to 0 as τ → 0.
For the first part, because of (7.2.10d),
(I) =
∫ Mτ−aτ
−Mτ+aτ
|ατστ (x) log (ατστ (x))− στ (x) log στ (x)| dx
≤ |ατ − 1|
∫ Mτ−aτ
−Mτ+aτ
|στ (x) log στ (x)| dx+ ατ logατ
∫ Mτ−aτ
−Mτ+aτ
|στ (x)|dx→ 0.
For the second part, observe that by assumptions (7.2.11a), (7.2.11b), (7.2.11c),
(7.2.11b), there holds for Mτ − aτ ≤ |x| ≤Mτ :
κτ0(x) ≤ ρ0(Mτ ) < τ, κτ (x) = στ (x) < τ,
and for Mτ ≤ |x| ≤Mτ + aτ :
κτ0(x) = ρ0(x) < τ, κ
τ (x) ≤ στ (Mτ ) < τ.
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Therefore, since aτ < 1:
(II) ≤
∫
Mτ−aτ≤|x|≤Mτ+aτ
(|ρτ (x) log ρτ (x)|+ |κτ (x) log κτ (x)|) dx =∫
Mτ−aτ≤|x|≤Mτ+aτ
|(ατκτ (x) + κτ0(x)) log(ατκτ (x) + κτ0(x))| dx+∫
Mτ−aτ≤|x|≤Mτ+aτ
|κτ (x) log κτ (x)|dx→ 0.
Finally, part (III) converges to 0 by assumption (7.2.8c).
7.3 Outlook
As it has been already seen, proving the lower bound for the Gamma con-
vergence, is quite straightforward when someone uses the rate function for the
trajectories (7.1.1). However the proof for the upper bound, it may works per-
fectly for measures on the real line, but it is not at all obvious how it can be
generalized in more dimensions. In order to understand the main obstacles, some-
one has to go through the calculations of lemma 7.2.3. In more dimensions 7.2.3
turns to
det |DT (x)| = ρ0(x)
ρ1(T (x))
.
It is clear that a bootstrap argument cannot be applied since the determinant of the
derivative appears instead of the derivative itself. The only known approach will
involve looking at the regularity theory for the Monge-Ampe´re equation. However,
even if someone is willing to use such a machinery, will still need an estimate for the
growth of T and its derivatives at ∞ (Observe that in 7.2.5 |DTt| and ∇ det(DTt)
appears). Although the regularity theory for the Monge-Ampe´re equation has been
expanded significantly during the last decades, first by work of Caffarelli ([8],[9])
and later by Figgali ([17]) and others, it either remains quite local or works for
bounded domains, and there is a lack of estimates for the growth of T and of it is
derivatives at infinity. In one dimension this problem is remedied by the fact that
when two measure agree outside a compact interval, the transport map has to be
the identity outside the interval. In more dimensions, the geometry is richer and
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it is quite difficult to conclude similar properties for the transport map.
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