ABSTRACT Emerging research revealed that the view-type of photos is not only related to the field of data sciences, such as the sentiment brought forth by sightseeing spots, but also in the field of social sciences about human emotions and behaviors. These potential usages of view-types trigger a challenging problem, that is to automatically distinguish them into wide or narrow. In this paper, we present a computational model to classify them inspired by the human visual system. We found two cues that can represent the visual attention, i.e., focus cue and scale cue. The focus cue is modeled in the frequency domain using the non-sampled contourlet transform (NSCT) and speeded up robust features (SURF). The scale cue is modeled by defining the spatial size and conceptual sizes of an object in the image, whereby AdobeBING and convolutional neural network are used for the respective measurements. By integrating these focus and scale models, a robust scheme is hence proposed for this non-trivial task. The experiments on a newly established dataset, which has 5050 natural images, show better performance by our proposal when compared to the state-of-the-arts.
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Instinctively, it would seem that the view-type of a photo is solely determined by the visual attention of photographers [1] (as shown in Fig. 1 ). However, psychological studies interestingly revealed that the view angle (i.e. narrow or wide) of a photograph has a correlation with the human subconsciousness, in particular, the emotions. Since 1998, Fredrickson and Branigan [2] have found that the range of people's awareness and attention would bloom when they have positive emotions, whereas, negative emotions would otherwise shrink them. Following that, psychologists have applied various methods such as eye movement technique [3] , facial electromyography [4] and brain imaging [5] to explore the relationship between positive emotions and the scope of attention. Their results showed that emotions are linked to the scope of attention through a simple causal relationship, conforming with Fredrickson's pioneering views [6] .
On the other hand, the study by Lux et al. [7] reported that emotions play a critical role in a person's photo-taking intentions. Their analysis showed that the major motivation of
The associate editor coordinating the review of this manuscript and approving it for publication was Mohammad Shorif Uddin. photo-taking was determined by effective scenarios (emotion 71%) rather than functional situations. Moreover, thanks to the development of camera phones and social image sharing websites, the Internet has become a gold mine of storing such image data for a large scale study of users' sentiments or even for the development of applications such as travel recommendation systems [8] , [9] . However, manually utilizing such big data is a challenging task, and the attention expressed by wide or narrow view in images are mostly overlooked by computational researchers.
Our aim in this paper is to present an effective computational model that addresses the narrow-view and wide-view images classification problem. However, view-type classification is a relatively new and challenging problem in the field of computer vision. Unlike object detection/recognition, the main challenge is that natural images, particularly from social network sites, contain an extremely wide variety of contexts, which makes it difficult for models to find specific patterns in view-type classification. Fig. 2 shows some samples of different views. Fig. 2a-2b list four narrow-view images but containing a variety of objects, namely insects, plants and people. On the other hand, similar objects may exist in both narrow-and wide-view images, such as a person in Fig. 2b and Fig. 2d (bottom) as well. There have been few studies demonstrating the potential and practicality of view-type classification. Bartie and Mackaness [10] suggested that perceived areas, which factors in the viewing distance, could be used to measure the scene aesthetic based on Digital Surface Model [11] on OS MasterMap [12] . Zhuang et al. [13] used the classification of narrow-view and wide-view as an important cue of their sightseeing spots discovery system. Furthermore, through an analysis of millions of travel photos, Cao and O'Hallaran [1] found that tourists tend to capture more wide-view photos than local people. Interestingly, we discovered in our prior study that the ratio between narrow-view and wide-view photos shot by tourists is correlated to their sentiments (rating) of a particular travel location [14] . The aforementioned studies testify the great potential of automatically distinguishing photos according to their view type. Not only will such system be beneficial for the evaluation and discovery of favorable sightseeing locations, but also considerably support large scale analyses on the photo-taking behavior of people (including tourists) and the emotions correlated to this action. However, these existing studies have yet to put forward a robust computational model to perform such classification.
In order to address this problem, we look into the human visual system (HVS) because the view-type classification task is trivial for human vision that involves sufficient and robust features learned by effective mechanisms, such as the immediate ability to estimate the sizes of familiar objects like the human body, trees, buildings, etc. [1] . However, it is still an open question of how to formulate these mechanisms for computer usage [15] , [16] . By investigating the HVS mechanism, we found two cues for modeling the visual attention for view-type classification. (1) Focus cue: A considerable number of narrow-view images tend to focus on objects (in the focal point as shown in Fig. 3a) at a short distance, while the areas surrounding the object are out of focus and appear blur (in the circles of confusion as shown in Fig. 3a ) [17] , i.e. exhibiting the focus and fringe attributes. It is noted that such a limited focus range is replicated by modern imaging systems, particularly professional photography using Digital Single-Lens Reflex (DSLR) cameras. However, the increasing popularity and accessibility of low-cost cameras (e.g. smartphones) have reduced the aforementioned characteristics in images because such cameras have much wider Depth-of-Field (DoF), hence produce narrow-view images with sharp details throughout the whole image, i.e. all focus. 1 This subsequently led us to discover the second cue in the HVS for this task. (2) Scale cue: This cue is divided into two parts, namely spatial size evaluation, and conceptual size evaluation. Spatial size is the size of the object in the observed image whereas conceptual size is its actual size in reality. Figs. 3b-3e illustrates the scale cue concepts, where it is noticeable in narrow view images, the spatial size of the object is large, but its conceptual size is small, while the remaining cases belong to wide-view images.
Based on the two established cues, our initial work [18] modeled the focus cue and scale cue using Discrete Wavelet Transform (DWT) and Edge Boxes with Convolutional Neural Network (Edge Boxes+CNN), respectively. This prior work achieved a reasonable performance, however, our continuous investigation found that both the focus and scale cues are not optimally modeled with the current prototype. Thus, to achieve better robustness and performance, we proposed to model the focus cue with Non-Subsampled Contourlet Transform (NSCT) [19] and the scale cue with BING [20] refined by Adobe Boxes [21] and CNN (AdobeBING+CNN). Specifically, we transform the images into frequency domain using NSCT, and Speeded Up Robust Features (SURF) [22] were then used to extract the focus features from the high frequency coefficients, followed by Fisher Vector (FV) [23] and binary Support Vector Machine (SVM) for classification. This first stage extracts narrow-view images that contains the focus cue. Then, AdobeBING is used to estimate the spatial size of the object of interest in the remaining images (without focus cue characteristics), where finally, CNN is used to extract their conceptual size following the criteria shown in Fig. 3b-3e . We conducted exhaustive experiments to evaluate the performance of our visual attention inspired framework. The results show that the proposed framework greatly improves from the initial work [18] . Moreover, we also investigated algorithms from related domains that could be used for view-type classification, such as depth estimation [24] , [25] . The comparison results show that our new proposal also outperforms them on our larger view-type image dataset.
The main contributions of this paper are summarized as follows:
(1) We present a new computer vision problem, namely view-type classification. Classifying images into narrow-view and wide-view has great relevance not only in fields of data science, such as the development of sightseeing spots discovering systems [13] , but also in social science, for instance, the analysis of human behavior and emotions. (2) In order to classify the view-type, we model the focus and scale cues inspired by human visual attention, denoted as NSCT+SURF and AdobeBING+CNN respectively. This proposal shows superior performance over other baselines, with or without the HVS cues, and achieves the improvement from 84.00% in our prior framework [18] to 93.17%. (3) Due to the relatively new nature of the view-type classification problem in the field, we have also established a new benchmark containing 5050 natural narrow-view and wide-view images to facilitate our investigation and evaluate the proposed framework. The rest of the paper is organized as follows: The related works are introduced in Section I, followed by the description of the proposed framework for view-type classification in Section II. Then, the experimental results and analysis are given in Section III, and finally concluding in Section IV.
I. RELATED WORKS
In this section, we review the related psychological background, followed by existing computational models that are applicable to perform view-type classification.
A. PSYCHOLOGICAL STUDIES ON WIDE/NARROW ATTENTION
Although view-type classification is a relatively new area in computer vision, related studies in the psychology domain have long been exploring the mechanisms in human vision and its association with human psychology. An influential study is Fredrickson's broaden-and-build theory [2] stating that positive emotions broaden the attention scope of the observer and result in the processing of global pictures, while negative emotions are correlated with a narrowed attention and induce the processing of local elements. Conversely, Srinivasan and Hanif [26] also demonstrated that distributed attention leads to positive emotions while focused attention leads to negative emotions. Stemming from that, various psychological research had illustrated the reciprocal interaction between emotions with attention and perceptual process from different angles, such as through human behavioral [2] , [27] , [28] as well as brain imaging studies [5] , [29] , [30] .
However, the research approaches from the psychological point of view are fundamentally different from computer vision, from the data used to the experiments carried out. VOLUME 7, 2019 To illustrate, Fig. 4a shows the visual stimuli redrawn from Fredrickson's behavioral study [2] . The participants were asked to choose from the two comparison figures (bottom) which most resemble the target figure (top). If participants select the left one (Fig. 4a bottom) as most similar, that is to say, people are focusing on the local detail elements. They were found to be associated with pessimism and depressed states. On the contrary, participants with positive emotions are likely to select the right one (Fig. 4a bottom) .
FIGURE 4.
Two psychological experiments for testing that positive emotions would get people to see a global picture (broaden attention). The (a) and (b) are the visual stimuli redrawn from a behavior study [2] , and a brain imaging study [5] , respectively.
Another example is a brain imaging study [5] using functional Magnetic Resonance Imaging (fMRI) to scan the human brain when performing a visual task. Taking note that a certain part of the human brain (FFA, Fusiform face area) registers human faces while another part (PPA, parahippocampal place area) registers places, participants are given a simple visual task to perform while these areas of the brain are scanned. In the task, a visual stimulus containing a scene of a house with a face image like Fig. 4b is given to the participants and they have to answer if the face is male or female. The study found that participants with negative emotions are able to perform the task well where the FFA shows activity while the PPA does not record any activity at all. Contrarily, participants in a positive state intend to take in contextual information where both the FFA and PPA records activity.
These studies affirm that the scope of a person's attention is fundamentally guided by their brain activity and also indicate emotional states. In other words, a person's internal states influence their perception of the real world, hence, such intrinsic factors may prompt different photo-taking behaviors. Nonetheless, direct studies to verify and practically adopt such psychological theory in photo-taking habits are scarce, with only a few recent attempts to use image view-type for scene aesthetic evaluation [10] , sightseeing spots discovery [13] and tourists' sentiment prediction [14] . In order to expand the research domain into a large scale study using photos, computer vision is a reasonable area to be engaged, thus triggering the image view-type classification problem as a starting point.
B. COMPUTATIONAL MODELS FOR VIEW-TYPE CLASSIFICATION
View-type classification is a challenging problem in computer vision since natural images contain an extremely wide variety of contexts. Currently, very few approaches have been explored, one of which is by Zhuang et al. [13] that found a narrow-view image would have sharper edges at a distinct region e.g. foreground object, but blur in the remaining areas i.e. background, whereas a wide-view image would have a gentle contrast throughout the whole image. Hence, they proposed to use edge histograms as the feature for classification. On the other hand, Cao and O'Hallaran [1] used structural information to represent the depth of images based on Gabor filters, however due to irregular spatial information, its performance is unsatisfactory.
From this point of view, image depth estimation and analysis could be implemented for view-type classification. The depth can be an indicator of view-type where narrow-view images would have shorter depth in comparison to wide-view images. In comparison to view-type classification, depth estimation has been explored more widely. In an early work, Torralba and Oliva [31] investigated the relationship between image structure and spectral signatures for depth estimation of different scene images in the frequency domain. They proposed an approach based on Discrete Fourier Transform (DFT) as image features for depth estimation, however, it is unable to fully represent the focus information of narrowview [32] . More recently, CNNs were also developed for depth estimation [24] , [25] . For example, Laina et al. [24] proposed a depth estimation model using Fully Convolutional Residual Network (FCRN), whereas Godard et al. [25] proposed MonoDepth which uses a novel training loss to model the ambiguous mapping between monocular images, leading to an improved performance for depth estimation. Although these models reported high accuracy for depth estimation, the same view-type may have rather different depth distribution which could affect its robustness.
C. VISUAL ATTENTION INSPIRED MODELING
In our previous work, we proposed a framework specifically designed with the inspiration from the visual attention in 48728 VOLUME 7, 2019 HVS [18] , i.e. focus and scale cues, in performing view-type classification. We model the focus cue in the frequency domain and the scale cue by measuring the spatial size and conceptual size, respectively.
1) FOCUS MODELING
Frequency transformation is commonly used to represent the focus information [33] . DWT is mostly used, however it faces various limitations, such as the down sampling in its transformation causing shift variation, and its wavelet analysis is unable to accurately represent the directions of the focus information in images [34] . Non-subsampled Shearlet Transform (NSST) [35] and NSCT [19] were proposed to overcome these shortcomings of DWT, with better frequency selectivity and have the important property of shift invariance on account of non-subsampled operation [33] . For NSCT, the size of different sub-images in its decomposition are identical, thus eases the summation of high-frequency signals which is beneficial to detect high contrast edges. Therefore, NSCT is better for detecting the focus area in our modeling than DWT [33] . As shown in Fig. 5 , the high-frequency decomposition of DWT and NSCT have clear differences that can influence the classification process. It can be seen that there are background details ''leaked'' into the decomposition of DWT bounded by the red lines but it is not apparent for the decomposition of NSCT, hence signifying a better representation of focus information. The robustness of NSCT for focus modeling will be evaluated in Section III-C. 
2) SPATIAL SIZE EVALUATION
Object proposal algorithms have gained great interest as a means to speed up object detection tasks into real-time systems. Consequently, many object proposal methods have been introduced that is constructive for the spatial size evaluation task. In particular, we look into Edge Boxes [36] , Adobe Boxes [21] , Region Proposal Network (RPN) [37] based on the Zeiler and Fergus' CNN model (ZF) [38] and based on Simonyan and Zisserman's CNN model (VGG16) [39] , and AdobeBING [40] , where each approach is based on different sets of assumptions. Figure 6 shows examples of object bounding boxes proposed by the five different methods. Evidently, these methods give vastly different object focus and box shapes for the same image. For example, in the bottom figures, it can be deduced that the Edge Boxes would give an error box that is not the focal object(car), whereas for the RPN(ZF), the given box is of a person instead. Based on our investigation for spatial size evaluation, it suggests that AdobeBING should be the best at detecting the focal object of an image. The robustness of AdobeBing for spatial size evaluation will be evaluated in Section III-D.
3) CONCEPTUAL SIZE EVALUATION
The conceptual size of an object is a challenging attribute to be evaluated as it takes into consideration the context of the image. This poses a problem in feature design as it is unlike object detection that directly infers the identity of the object. Moreover, there are no existing works studying this problem to the best of our knowledge. Hence, we approach this aspect by having the machine learn the object size features itself. We note that CNNs showed the most promising outcomes in visual imagery analysis [41] , [42] , particularly in works involving complex object detections as well as scene classification [43] , both of which are considerably related to this study. We particularly look into existing object detection CNNs [39] , [44] , [45] that were trained on multitudes of common objects, as the robust object features learned can be constructive for estimating the actual size of objects through transfer learning. Specifically, we performed fine-to-coarse fine-tuning on a trained CNN architecture for conceptual size evaluation.
II. THE PROPOSED FRAMEWORK
In this section, the proposed visual attention inspired view-type classification framework is introduced. The proposed framework is divided into the scene focus model and the object scale model.
A. SCENE FOCUS MODEL
Shooting a narrow-view photo tends to direct the attention to particular object(s) in a short distance, as illustrated by the upper image in Fig. 7a . To this end, photographers enlarge the camera lens' aperture to have a shallower DoF, which subsequently led the images to have a focus-in-center with circular confusions around characteristic. On the contrary, a wide-view image shows that the attention is on an entire scene or object(s) at far distances, e.g. the lower image in Fig. 7a . In this case, photographers will choose a smaller aperture (i.e. wider DoF) to which causes the captured image to have the all-in-focus characteristic. It has been known that sharpness (in-focus) in an image is analogous to high-frequency signals, while blur indicates low-frequency signals. Therefore, the frequency domain is a better space for analyzing the attributes of these two kinds of images. Fig. 7b illustrates the distributions of the high-frequency energy in narrow-view and wide-view respectively, which show significantly different patterns. With this observation, our method of modeling focus cue, which we also term as stage one of view classification, is given as follows.
1) TRANSFORMATION INTO FREQUENCY DOMAIN BY NSCT
NSCT is a spatial-frequency decomposition that provides a flexible multi-resolution analysis of an image. It can be represented as a bank of filters that split up the given signal into high-and low-frequency components at multiple levels of decomposition. Given an image I (x, y), a θ-level NSCT can decompose it into one low frequency subband and a series of high frequency subbands at each level and direction, i.e., x :
, where L I (x, y) is the low frequency sub-images and H x k,l(x,y) represent the high frequency sub-images at level k ∈ [1, θ] in the orientation l. The high-frequency sub-images represent edges in varied directions. On account that focus areas are commonly characterized by high contrast edges, strong coefficients can be found in the high-frequency components.
As Fig. 7b illustrates the occurrence of pattern differences between the high-frequency components from a narrow-view and wide-view, our strategy is to extract the focus feature according to the distribution of these components. Thus, after applying NSCT on a given input image I (x, y), the absolute value of high frequency components H I kl (x, y) are summed up into H I (x, y) as the focus representation.
2) FOCUS FEATURE EXTRACTION AND CLASSIFICATION
With the established frequency domain to emphasize the sharpness information of the images, the next step is to extract features to represent the different views. The Multi-Windows based Histogram of Frequency Energy (MWHFE) [18] approach quantifies the pixel-wise energies in the high-frequency components. Designed for the high-frequency domain, it captures the spatial distribution of the sharp details. However, there is a directional loss of information. To solve this problem, the Speeded-up Robust Features (SURF) [22] is used to better capture the texture and edge features in a direction invariant manner. The texture of ''sharp'' and ''blur'' greatly differ from one another, hence SURF would be able to capture the apparent variations of the edges in the center-focused narrow-view and all-focus wideview images.
The SURF selects a set of interest points from H I (x, y) and construct their local feature descriptors. Firstly, the interest points would be detected using the determinant of the approximate Hessian matrix as the base of the detector. Given a point p = (x, y) in H I (x, y), the Hessian matrix (p, σ ) in p at scale σ is defined as follows,
where ζ xx (p, σ ), ζ xy (p, σ ) and ζ yy (p, σ ) are the convolutions of the Gaussian second order partial derivatives with the H I (x, y) at their respective point p. In order to reduce the computation time, integral image and approximated kernels are used, where a set of 9×9 box filters act as the approximations of a Gaussian kernel and represents the lowest scale (i.e. highest spatial resolution) for computing the blob response maps. We will denote them by
Then, the determinant of the Hessian matrix is calculated and the weak keypoints are eliminated by:
where ω is a weight for the energy conservation between the Gaussian kernels and the approximated Gaussian kernels. Secondly, SURF constructs a circular region around the detected interest points in order to assign a unique orientation and thus gain invariance to image rotations. The orientation is computed using Haar wavelet response in both vertical m and horizontal n directions in a circular region of radius 6 times the scale where the interesting point is located and integral images are again exploited for fast filtering. When Classifier: With the extracted focus features, SVM is used as the classifier to distinguish between images with and without the focus characteristic. SVM is a robust binary classifier that constructs a n-dimensional hyperplane to optimally separate the data into two categories [46] . The radial basis function (RBF) kernel [47] is used in this work, K (x, y) = exp (−γ x − y ) , γ > 0, where γ is a kernel parameter. Therefore, in this Stage 1 classification, images with the focus-in-center characteristic or feature, will be identified as narrow-view images. Nevertheless, it is noted that while images with the focus-in-center are narrow-views, there exist narrow-view images that do not have such features. For this reason, the next step, that is Stage 2 classification, is crucial for a robust model.
B. SIZE SCALE MODEL
Recently, smartphones or portable cameras are more accessible to the public than professional photography cameras. Such cameras are equipped with compact lenses, which usually has a wide DoF and produce all-in-focus images. Thus, some narrow-view images remain in the wide-view image pool after Stage 1 classification. In these images, we notice that the objects are at varying sizes that can show the change in viewing distance. Specifically, the size of an object within a wide-view image is either smaller than or similar to one in a narrow-view image, as shown in Figs. 3b-3e. They do not reflect the real scale of the object, but it is a strong cue for a finer classification in Stage 2 of our framework.
Our scale model is based on the object size in images and its actual size in the real world, namely spatial size and conceptual size respectively. We observed that the spatial size of objects in a wide-view appears smaller than the one in a narrow-view, as indicated by the bounding boxes in Fig. 3b and 3e . Hence, we first locate objects in the image and estimate their spatial sizes using bounding boxes. The images with small sized object boxes are classified as wide-view. However, wide-view images may have objects bounded by large boxes similar to narrow-view images, as shown in Fig.3c . In this case, the size of the bounding box alone is less meaningful. Therefore, we classify objects within the bounding boxes according to their conceptual size. Large objects (e.g. buildings, mountains, and trees) indicate wide-view while small objects (e.g. flowers, animals and humans) indicate narrow-view. The specific class of the object is not our concern because we only require its scale information.
1) OBJECT PROPOSAL AND SPATIAL SIZE DETECTION
Locating objects in the image and analyzing their sizes are the primary steps in Stage 2. Object bounding box proposers can be exploited to evaluate an object's spatial size without recognizing the exact object within the image. The spatial size can be approximated efficiently by checking the size of the proposed object bounding box determined by the corresponding objectness score. If a high scoring box is found to be smaller than a predetermined threshold, the image can be classified as a wide-view, such as Fig. 3d-3e .
The Edge Boxes, which was used in [18] , proposes object bounding boxes based on the grouping of edges and uses the edge content of the bounding box to compute the objectness (likelihood it is an object) score. However, the edges are calculated based on pixel information only. According to the human visual attention mechanism, humans can ''catch'' an object quickly before identifying them, and will capture several object parts of significant appearance difference from the background before the whole object is effectively located according to these perceived parts, without necessarily knowing all the object components. Following this principle, we propose AdobeBING, which is Binarized Normed Gradients (BING) [20] refined by the Adobe Boxes [21] , as the spatial size evaluator. BING is a significantly fast object proposal method based on the correlation between object boundaries and norm of image gradients, whereas Adobe Boxes uses groups of superpixels with high contrast from the background as the representation of object parts, named adobes, to propose object bounding boxes. This combination gives a fast and efficient evaluation mechanism for our evaluation objective.
BING propose objects by first scanning an image at multiple scales using windows W r of predefined sizes and aspect ratios and then, a two-stage scoring is done to determine the objectness of the windows. First, each window is scored with a linear model w ∈ R 64 , where the first score, termed as filter score, s l =< w.g l >, s.t. l = (i.x.y). g l , l, i and (x, y) are the 64-dimension Normalized Gradients (NG) feature, location, size, and position of a window respectively. It is noted that some window sizes (e.g. 10 × 500) are less likely to contain an object instance, hence a small set of proposals from each size i are selected through non-maximal suppression (NMS). The final objectness score (i.e. calibrated filter score) is then defined as
where the initial set of object windows proposed by BING B w , and v i , t i ∈ R are the coefficient and bias terms learned for each quantized size i. With the initial proposal windows B w , Adobe Boxes are then used to refine the windows. Object adobes, the representation of object parts, are extracted using groups of superpixels with high contrast from the background. VOLUME 7, 2019 Corresponding to the local perspective of B w , the background superpixel subset S b and the internal superpixel subset S i are first extracted where S b intersect with B w , and S i are located within B w without touching the image boundary to avoid the object-background ambiguity. Using S b and S i , the superpixels that correspond to the object with high probability can be consequently extracted to form the object seed superpixel subset S s . Subsequently, a candidate adobe subset S c is then defined to include the superpixels that indicate the potential object adobes. The S c superpixels also located within B w , but may touch the image boundary. Compared to S i , more potential object components are involved in S c , such that S i ⊆ S c . By executing the local contrast analysis among S b , S s and S c , the object adobe subset S o is finally extracted from S c as
where s represents the superpixel evaluated, N S t denotes the number of superpixels in S t , dist HI (s, s k ) is the histogram intersection distance [21] used to measure the distance between the superpixels in the normalized HSV color histogram. Generally, the more salient the object is, the more parts will be extracted from the object, and the B w is then adjusted accordingly to obtain the refined object bounding box B r . The objectness of B r are then ranked using the following adobe compactness measure,
where the more compact the spatial distribution of the superpixels, the more likely an object is captured. We empirically deduced that small objects in a narrow-view constitutes approximately 20% or above of the image, and are therefore bounded by large B r as shown in Fig.3b . Analogously, they appear smaller in wide-view images, and are bounded by small B r , as illustrated in Fig.3d-3e . Hence, we chose the highest scoring bounding box b ∈ B r where the area ratio between b and the image I is thresholded by α. Images where all B r have the area ratio below α, are directly classified as wide-view. Meanwhile, we are aware that B r with the ratio above α might be proposed in wide-view images too, e.g. Fig.3c , thus such images will be dealt with by the conceptual size classifier.
2) CONCEPTUAL SIZE CLASSIFICATION
The bounding box proposal for each image contains various classes of objects, however, our concern is if they are in either the large or small class. We perform this classification using CNN, capitalizing on its ability to learn robust features to represent the concept of large and small objects. In particular, we perform a fine-to-coarse fine-tuning on the AlexNet architecture [44] that is pre-trained on the ILSVRC database [48] .
We denote object classes from ILSVRC as fine classes, C F = c F 1 . . . c F 1000 , and the two coarse classes, large and small, as C C = c C l , c C s . Based on the observation that initial layers of a network extracts low-level features such as edges, and the subsequent layers gradually represent higher-level information that are more task-specific [38] , [49] , we introduce the new task to the pre-trained network by fine-tuning, f : C F → C C . This is achieved by replacing the last layer of the network consisting of 1000 neurons with a new layer of 2 neurons. We note that the lower representations from the pre-training remain useful, therefore the weights and biases are kept as the initial ones where they will be fine-tuned for the new task by re-training the network on our object scale data. We do so by setting the learning rate η of the new last layer L l higher than the learning rates of the pre-trained layers L 1 . . . L l−1 . The weight updates in the back-propagation are then defined as
where 
III. EXPERIMENTAL RESULTS AND ANALYSIS
Since there are two stages (scene focus model and size scale model) in our proposal, the models are evaluated stage by stage before compared with related approaches for view-type classification.
A. DATASETS
The view-type classification problem is a new task in computer vision, hence to the best of our knowledge, the only benchmark publicly available thus far is by [18] with 2,137 natural images. However, the number of images are very small, as we note there are only 304 images with the focus and fringe attributes. It is a difficult task to train a properly generalized model with such a low amount. Therefore, we enriched the data for our experimental use by collecting additional images from Google Image Search, Flickr, and the ILSVRC [48] dataset. Referring to 
B. IMPLEMENTATION DETAILS
The key components of the focus model are the NSCT and SURF, while the scale model has two components, the spatial size evaluation based on AdobeBING, and the conceptual size evaluation using a fine-tuned CNN classifier.
1) FOCUS MODEL
For the NSCT, the decomposition scale directions used are {1, 2} (NSCT-1), {1, 2, 8} (NSCT-2), and {1, 2, 8, 16} (NSCT-3), with the '9-7' pyramidal filter and 'pkva' ladder directional filter [33] . The SURF is a natural image feature extractor that produces feature representation vectors of 64-dimensions where multiscale grid sampling is adopted in its feature extraction. Two methods were used to quantize the SURF features, the Bag-of-Visual-Words (BoVW) and Fisher Vector (FV) where both the vocabulary size of the BoVW codebook and the Gaussian Mixture Model (GMM) cluster amount for FV were set to 50. We implemented the SURF using VLFeat 2 [50] . We then train SVM classifiers for each approach with radial basis function kernel using γ = 1. We randomly select 1000 narrow-view and 1000 wide-view images from Focus-Set for SVM training.
2) SCALE MODEL
For the AdobeBING, the normed gradients in horizontal and vertical directions of BING 3 were obtained using a 1-D mask [−1, 0, 1], whereas, for Adobe boxes, 4 the minimum size for superpixel generation is 128 pixels. The box size ratio threshold is set as α = 0.2 as we found that most narrow-view images of objects takes up more than 20% of the image. For the CNN model fine-tuning, we implement the model using MatConvNet toolbox 5 [51] . The learning rate, η is set to logarithmically reduce at each training epoch from 0.001 to 0.00001 across 30 epochs. We set the learning rate for the last layer, η l = 10η. The same training data from SVM with additional 800 narrow-view and 800 wide, totaling to 3600 images for the CNN training. The full images were used for training while the cropped bounding boxes of objects were used in the testing stage.
C. STAGE 1: FOCUS TEST
In the first stage of the proposed framework, the ability of the focus model to distinguish the narrow-view images with focus and fringe attribute from the all-focus wide-view images were investigated. To evaluate the performance of the proposed focus model, we compared it against the following frequency transformation and feature extraction methods:
• Frequency Transformation: The NSCT is compared with the original image, DWT [32] and Nonsubsampled Shearlet Transform (NSST) [35] . For DWT, single level discrete 2D wavelet transform was performed on the images to obtain the high-frequency details to build the features [18] . The NSST uses {1, 8} (NSST-1), {1, 8, 16} (NSST-2), and {1, 8, 16, 16} (NSST-3) decomposition scale directions with the 'maxflat' pyramidal filter [52] .
• Feature Extraction: The SURF is compared with the MWHFE [18] , and Local Binary Pattern (LBP) [53] , in which the MWHFE uses a 63-dimensions vector as the feature, whereas, the LBP produces a feature representation vector of 10-dimensions. Considering three level NSCT decomposition, 32 different models (8 frequency transformation methods × 4 feature extraction methods) are compared in the scene focus model. The classification accuracy is used to evaluate the performance of different models. The results tested on the Focus-Set as shown in Table 2 . In addition, the averaged performances of different frequency transformation and feature extraction methods are shown in Fig. 8a and 8b , respectively. The bars represent the averaged accuracy which is achieved by the corresponding methods (by averaging the rows and columns of Table 2 ). From Fig. 8a , it can be clearly observed that the proposed NSCT can get the best performance among the frequency transformation methods except for NSCT-1. Particularly, NSCT-3 largely improves the accuracy up to 0.8449 compared to 0.8204 achieved by the previous work [18] using DWT. This indicates that the proposed frequency transformation can get a better representation to detect the blur and fringe information of focus cue than other frequency transformation models. Figure 8b shows that the SURF performs the best out of the other investigated feature extraction methods. The accuracy achieved by SURF(FV) shows an improvement of 0.1985 compared to the accuracy achieved by our previous work [18] using MWHFE. Therefore, it is proven that the proposed feature transformation can get a better representation of the frequency domain than the others.
From Table 2 , it is noticeable that the LBP, SURF(BoVW) and SURF(FV) perform well with the accuracy above 0.8, where the SURF(FV) applied on the NSCT-3 (NSCT-3+SURF(FV)) is the best with the averaged accuracy of 0.9510. The MWHFE performs the worst very likely due to the insufficiency of representation by solely relying on the spatial summation of high frequency signals, as compared to the higher level representation provided by SURF. From the analysis above, it can be concluded that, for the scene focus model, the proposed NSCT-3+SURF(FV) performs better than DWT+MWHFE [18] with an accuracy increase of 0.1911. In addition, we tested the selected methods on the FullSet. Table 3 shows the difference of the selected methods' performance between testing on the Focus-Set and the FullSet. Based on the results in Table 2 , 7 methods were selected for the experiment. The selection is made based on the classification accuracy which is above 0.9. The grayed cells of Table 2 shows the selected models. As shown in Table 3 , a large drop, 0.1312 on average, can be seen in the performance of all the selected methods which is contributed by the addition of the all-focus narrow-view images in the Full-Set into the test. This suggests the necessity of a scale model for a better classification. 
D. STAGE 2: SCALE TEST
In the second stage of our proposed model, the ability of the size scale model (AdobeBING+CNN) to detect the spatial and conceptual size of the objects were investigated. To evaluate the proposed AdobeBING, the following object proposal methods are compared with:
• Edge boxes 6 [36] : Edge boxes proposes object bounding boxes by grouping edges, and uses the edge inside 6 https://github.com/pdollar/edges the bounding box to compute a score indicating the objectness.
• Adobe boxes [21] : The Adobe boxes uses groups of superpixels with high contrast from the background as the representation of object parts, named adobes, to propose object bounding boxes. The spatial concentration of adobes is used to calculate the objectness score.
• RPN 7 [37] : RPN is an object proposal approach using Fully Convolutional Networks, which designed by sharing the convolution parameters of a specified object detection network. Two different CNN detector was tested here, one is proposed by Zeiler and Fergus [38] , the other is a VGG16 model proposed by Simonyan and Zisserman [39] , namely RPN(ZF) and RPN(VGG16), respectively. Same as the proposed approach, the box size ratio threshold of the above methods are set as α = 0.2 as well. The subsequent conceptual size classification is done using the same CNN model which described in section III-B.
Stage 2 is dependent on the results produced by the combinations in Stage 1. This is because the scale model serves as the secondary classifier to address images that do not fit into the focus model. In other words, the scale model is used mainly to pick out the narrow-view images that were misclassified by the focus model due to the lack of focus and fringe attributes. Hence, from the results of Stage 2, all images that were classified as wide-view by the focus models, regardless if they are correct or otherwise, are used for this Stage 2 experiment. In addition, we compare the performance of different spatial size evaluation methods based on the 7 focus models with high accuracy (> 0.9). Thus, 35 different models in total (7 focus models × 5 object proposal models) are compared in scale modeling. The performance of these models are shown in Table 4 , and the averaged performance of different object proposal models are shown in Fig. 9 . The bars represent the averaged accuracy which is achieved by the corresponding methods (by averaging the columns of Table 4 ).
From Fig. 9 , it can be clearly observed that the proposed AdobeBING can get the best performance out of all the object proposal models. For example, the accuracy achieved by AdobeBING shows an increase of 0.0414 compared to the accuracy achieved by Edge boxes which were used 7 https://github.com/rbgirshick/fast-rcnn by [18] . Therefore, it is proven that the proposed Adobe-BING is more effective for spatial size evaluation. From Table 4 , it can be seen that the best performing combination is the NSCT-3+SURF(FV) as the focus model, and the AdobeBING+CNN as the scale model, at 93.17% accuracy. This is in agreement with the observation from Table 2 
E. COMPARISON WITH RELATED WORKS
To evaluate the performance of our full proposed framework, we compared it with the following baselines:
• FCRN-Depth 8 [24] : FCRN-Depth is a Depth estimation model using FCRN, and reports remarkable results for depth estimation. We involve depth estimation for the view classification task due to the close relation between image depth and image viewpoint, such as wide-view being associated with a larger depth, and vice versa for narrow-view images. The FCRN-Depth is used to obtain a depth map for each test image in our experimental dataset. After that, we represent the features by Histogram of Oriented Gradients (HOG) and SVM was used as the classifier.
• MonoDepth 9 [25] : MonoDepth is another depth estimation model using fully convolutional Network [54] . MonoDepth uses a novel training loss to model the ambiguous mapping between monocular images, leading to improved performance for depth estimation. Like the FCRN-Depth, the MonoDepth was used to obtain the depth map of the testing images and then the features were extracted by HOG with SVM as the classifier.
• Edge-SVM [13] : Zhuang et al. proposed to use edge histogram and SVM to automatic classify this two views. We reimplemented this method using ''Sobel'' and ''Canny'' edge detectors as the edge detection methods, respectively. We refer to them as Sobel-SVM and Canny-SVM, which serve as two baselines.
• Gabor-SVM [1] : Cao and O'Hallaran proposed to use a texture pattern based on Gabor feature to represent the image structure for view-type classification. We reimplemented this model and the structure of an input image was represented by a 1, 536 dimensional feature vector (3 color channels × 4 scales × 8 orientations × 16 subregions). The implementation details can be found in the reference [1] .
• DWTEdge-CNN [18] : DWTEdge-CNN is a view-type classification approach. It is the first method to propose the focus and scale cues for view-type classification task. The scene focus model is based on the DWT+MWHFE, while the size scale model is based on the Edge boxes+CNN. The method was implemented based on the details in the paper [18] . The common assessment of a classification algorithm is the accuracy. In order to have more insights of our proposed framework, we also applied Precision, Recall and F1-score which are based on True Positives, False Positives, True Negatives and False Negatives. These metrics have been applied in many studies to evaluate the performance of classification algorithm [55] [56] [57] . All of them differentiate the correct classification of labels within different classes [58] , [59] , which are defined as follows,
where Precision, Recall, F1-score ∈ [0, 1]; 'Predicted Positive' is the sum of True Positive and False Positive; and 'Actual Positive' is the sum of True Positive and False Negative. When evaluating the performance on narrow-view images, the 'True Positive' is the number of correctly predicted narrow-view images, 'Predicted Positive' is the number of predicted narrow-view images, 'Actual Positive' is the ground truth of narrow-view images, and vice versa for evaluating wide-view images. Larger values of Precision, Recall, F1-score indicates better classification performance. Since the focus model extracts the DoF features from original images, we first compare the focus cue models with the depth features (FCRN-Depth and MonoDepth) in the Focus-Set only. The results are shown in Table 5 . It can be seen that the NSCT-3+SURF(FV) performs best, outperforming MonoDepth with improvements of 0.0848, 0.0734, and 0.1001 for accuracy, and F1-scores (F1-score of the narrow-view and F1-score of wide-view), respectively. However, we note that the MonoDepth achieves second place in the classification task which indicates the potential of depth maps in representing the focus characteristics of images under certain cases. Table 6 shows the performance comparison with the stateof-the-arts in the Full-Set. By comparing with Table 5 , one can observe a performance drop by the depth estimation methods. Especially, the performance of MonoDepth dropped from 0.8662 to 0.8110 (accuracy), 0.8866 to 0.8195 (F1-score of narrow-view), and 0.8367 to 0.8017 (F1-score of wide-view). We believe this drop is caused by the weaker capability of the depth estimation approaches in representing the view type of all-focus images. Secondly, the focus model (DWT+MWHFE) performs worse than MonoDepth on Focus-Set. However, DWTEdge-CNN performs better than MonoDepth in Full-Set, with improvements in accuracy, and F1-scores by 0.0290, 0.0353, and 0.0201, respectively. These results suggest that the scale model is an important trait which must be considered in view-type classification. The reason for this model's importance is that the focus cue and scale cue are crucial attributes of the HVS, whereas depth information alone is insufficient for the view-type classification task.
From Tables 5 and 6 , it can be seen that the depth models have high precision but low recall for narrow-view, while low precision but high recall for wide-view. These results indicate that the number of predicted narrow-view images is smaller than actual narrow-view images, while the number of predicted wide-view images is larger than actual wide-view images. That is to say, a considerable number of narrow-view images are predicted as wide-view images by depth models (in both the Focus-Set and Full-Set) which demonstrate that the depth models have strong bias. For example, as shown in Table 6 , the precision and recall of MonoDepth model for narrow-view are 0.8639 and 0.7794 respectively, which can infer that the number of predicted narrow-view images (720) is smaller than the ground truth (798) by 78. The same situation also appears in DWT-MWHFE as shown in Table 5 . The precision and recall for narrow-view are 0.9219 and 0.6782 respectively, which infer that the number of the predicted narrow-view images (397) is smaller than ground truth (522) by 125. Although our proposed framework also has a bias, the gaps between precision and recall for narrow-view or wide view is smaller. For instance, the number of the predicted narrow-view images (865) is larger than the ground truth (798) by 67. Nonetheless, our proposed framework performs the best in all metrics among competing methods as shown in Table 6 . Moreover, compared to our previous work [18] using DWTEdge-CNN, the accuracy, and F1-scores of our new framework increased by 0.0917, 0.0857, and 0.0982, respectively. Thus, we conclude that our proposed method is the most suitable model when compared to the six state-of-the-arts for view-type classification.
IV. CONCLUSIONS AND FUTURE WORKS
In this paper, we discovered a new and challenging computer vision problem, that is wide-view and narrow-view classification, which can be used not only for sightseeing evaluation, but also the analysis of human behaviors and emotions. In effort to solve the problem, we found that the focus and scale cues are able to represent visual attention, thus proposed a framework which using NSCT+SURF for focus modeling, and AdobeBING+CNN for scale modeling. In addition, we established a new view-type classification benchmark to evaluate the performance of the proposed framework. Through a large number of comparative experiments, the results show that NSCT+SURF and AdobeBING+CNN are essential and optimal for focus and scale modeling, whereby the proposed framework remarkably outperforms the existing methods.
The computational model for view-type classification is the basis for our future works. We intend to extend this research in three directions: computational science, data science, and social science. (1) Computational science: For view-type classification, we are going to combine the low-level feature with high-level image interpretations to improve the classification accuracy. Although our proposed model has achieved a considerable performance, the separated models for focus cue and scale cue in our proposed framework could be the reason for the bias in the classification (see section III-E). Thus, we plan to combine the focus cue and scale cue into an end-to-end model to improve the performance for future studies and development. (2) Data science: The view-type images we used for this study are from travel photos taken by tourists. It represents the attention of tourists which can potentially be used to measure scene aesthetic and tourists' sentiments of travel locations. Thus, we intend to implement this scheme in a travel recommendation system. (3) Social science: According to the broaden and build theory, wide-view and narrow-view indicate the observers' emotions. We partially confirmed this psychological theory by investigating thousands of travel photos in a previous work [60] . With this classification model, we intend to analyze more data so as to expand future psychological studies into larger-scales with the assistance of big data and machine learning.
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