Abstract: Inhibition of midbrain dopamine neurons is thought to underlie the signaling of events that are less rewarding than expected and drive learning based on these negative prediction errors. It has recently been shown that Kv4.3 channels influence the integration of inhibitory inputs in specific subpopulations of dopamine neurons. The functional properties of Kv4.3 channels are themselves strongly determined by the binding of auxiliary β -subunits; among them KChIP4a stands-out for its unique combination of modulatory effects. These include decreasing surface membrane trafficking and slowing inactivation kinetics. Therefore, we hypothesized that KChIP4a expression in dopamine neurons could play a crucial role in behavior, in particular by affecting the computation of negative prediction errors. We developed a mouse line where the alternative exon that codes for the KChIP4a splice variant was selectively deleted in midbrain dopamine neurons. In a reward-based reinforcement learning task, we observed that dopamine neuron-specific KChIP4a deletion selectively accelerated the rate of extinction learning, without impacting the acquisition of conditioned responses. We further found that this effect was due to a faster decrease in the initiation rate of goal-directed behaviors, and not faster increases in action disengagement. Furthermore, computational fitting of the behavioral data with a RescorlaWagner model confirmed that the observed phenotype was attributable to a selective increase in the learning rate from negative prediction errors. Finally, KChIP4a deletion did not affect performance in other dopamine-sensitive behavioral tasks that did not involve learning from disappointing events, including an absence of effects on working memory, locomotion and novelty preference. Taken together, our results demonstrate that an exon-and midbrain dopamine neuron-specific deletion of an A-type K + channel β -subunit leads to a selective gain of function in extinction learning.
Main text Introduction
Midbrain dopamine (DA) neurons have been causally implicated in the regulation of many forms of emotional and cognitive functions, including motivation, learning and the control of voluntary movements. One of the ways in which DA neuron activity is thought to influence these neural processes is by the coding of reward prediction errors, i.e. the difference between expected and experienced stimuli in the value domain (1). It has been demonstrated, across multiple behavioral contingencies, experimental methods and organisms, that some DA neurons respond to unexpected rewards (positive prediction errors) with phasic increases in firing and DA release, which are attenuated when rewards are predicted by conditioned stimuli or operant actions (1-3). Conversely, when an expected reward is omitted or reduced (negative prediction errors) DA neurons respond with phasic decreases (or "pauses") in firing from their baseline.
While there is controversy on whether DA neurons are capable of symmetrically signaling positive and negative prediction errors (4) (5) (6) (7) (8) , and on how the dynamics of DA neuron firing pauses are related to negative prediction error signaling (6, 9, 10) , a number of recent studies have demonstrated that transient inhibition of DA neuron firing is causally implicated in learning from negative prediction errors (9, (11) (12) (13) .
But what factors control the integration of inhibitory input by these neurons? In addition to the circuit-determined timing of pre-synaptic release and the properties of inhibitory synapses onto DA neurons, it is also likely that cell-autonomous biophysical properties of DA neurons contribute to integration of inhibition. Previous studies have demonstrated that different subpopulations of midbrain DA neurons possess different biophysical properties; specifically, DA neurons in the ventral tegmental area (VTA) that project to the pre-frontal cortex, amygdala and the medial shell and core subregions of the nucleus accumbens (NAcc) display longer rebound delays from hyperpolarizing inhibition than DA neurons that project to the dorsal striatum and the lateral shell of the NAcc (14) . This would indicate that the former group of DA neurons possesses an intrinsic biophysical mechanism that extends firing pauses beyond the inhibitory synaptic event. It was recently shown that the pharmacological blockade of A-type K + currents, which are mediated by Kv4.3 channel complexes (15) , fully abolished the augmented rebound delay observed in mesolimbic DA neurons (16) . Likewise, it was demonstrated that the duration of rebound delays in midbrain DA neurons were inversely correlated with the inactivation kinetics of Kv4.3 channels, i.e. the slower the inactivation of A-type currents, the longer the rebound delay. Thus, modifiers of Kv4.3 channel function are candidates to control inhibition integration and consequently coding of negative prediction errors in DA neurons.
Kv4 channel function is strongly controlled by the binding of modulatory β -subunits, including KChIPs (K + channel interacting proteins), which can induce significant changes in channel properties such as surface trafficking and inactivation kinetics (17) (18) (19) . There are four genes coding for distinct KChIP proteins (KCNIP 1-4), each with multiple splice variants.
However, one of those, KChIP4a (a splice variant of KChIP4) stands out; it possesses a special K + channel inhibitory domain (KID), which has a unique effect of dramatically slowing down the inactivation of Kv4 channels (17, (20) (21) (22) . In addition, the KChIP4a KID suppresses membrane trafficking of Kv4 channels due to the presence on an ER-retention motif (17, 21, 22) .
The size of each effect depends on the relative ratio between KChIP4a and other KChIP isoforms within the native channel complex (21, 23, 24) . Based on these previous findings, we tested whether the presence of KChIP4a in DA neurons affects learning from negative reward prediction errors.
Results
We developed a mouse line where the exon coding for the KID of KCNIP4 (i.e. exon 3)
was floxed. Subsequently, we crossed this line with a DAT-cre KI line (see Material and
Methods) for selective deletion of KChip4a in midbrain DA neurons (Ex3d, for "exon 3 deletion"). We subjected these mice (males and females, > 8 weeks old, N = 9) and their littermate DAT-cre KI controls (CTRL, N=20) to a battery of behavioral tests. To test of main hypothesis, we carried out a reinforcement learning task where water restricted mice learned that an auditory cue signaled the availability of sugar water (10% sucrose) in a reward port for 11 daily sessions (acquisition), followed by 6 daily sessions where reward was omitted (extinction) (12) . We did not observe a significant difference between the genotypes in any of the measured behavioral variables during acquisition (Fig 1A-D) . In contrast, we found that Ex3d and CTRL mice differed dramatically in terms of extinction learning dynamics. The Ex3d group displayed a significantly accelerated reduction in the time they spent in the reward port during cue presentation (interaction effect, F 5, 135 = 3.2, P < 0.01; Fig 1A) and a faster increase of response latency (interaction effect, F 5, 135 = 2.615, P < 0.05; Fig 1B) across extinction sessions.
We then asked whether the effect on the time in port metric during extinction was due to reduced initiation of or faster disengagement from goal directed behaviors. We inferred this by quantifying the average number and duration of directed head entries into the reward port (initiated during cue presentation), which can respectively be interpreted as indicators of the probability of initiating a reward-seeking behavior and the average time to disengage from it.
During extinction, we found that only the rate of change in the number of head entries was significantly faster in the Ex3d group in relation to controls (interaction effect, F 5, 135 = 3.45, P < 0.01; genotype effect, CTRL > Ex3d, F 1, 27 = 4.82, P < 0.05 ( Fig 1C) . Conversely, there was no genotype effect on head entry duration dynamics ( Fig 1D) . This indicated that Kchip4a deletion only affected the probability of initiating goal directed behaviors during extinction.
To verify whether we were observing a direct effect on learning (which would be compatible with an impact on reinforcement learning) or a reduction of responding in the absence of direct reinforcement (more compatible with an impact on motivational processes), we analyzed the trial-by-trial behavior measures in the first extinction session. If the Ex3d mice already displayed a reduced time in port on the first extinction trial (when the animals were first confronted with an unexpected reward omission), then the genotype effect would be more likely attributable to decreased motivation (25) . However, we found that Ex3d and CTRL mice were statistically indistinguishable in their responses during the first extinction trial in relation to all measured variables (Fig 1A-D) . Only in later trials of the first extinction session, genotype differences emerged in response latency (interaction effect, F9, 243 = 2.01, P < 0.05; genotype effect, Ex3d > DAT-cre KI, F 1, 27 = 7.51, P < 0.05; Fig 1B) and in the number of head entries (genotype effect, CTRL > Ex3d, F 1, 27 = 5.98, P < 0.05; Fig 1C) . We also identified a strong trend for a gradual divergence between genotypes, starting on the second trial, for the time in port metric (genotype effect, CTRL > Ex3d, F 1, 27 = 3.51, P = 0.07; Fig 1A) . Taken together, these measures confirm that the Ex3d effect progressively developed as the animals learned that the CS no longer predicted US availability, strongly suggesting a selective effect on learning from expected reward omission, i.e. negative prediction errors. Note that, in all measured variables, there was no significant difference between genotypes during acquisition or in the first trial of the first session of extinction. A: Time spent in port during CS presentation on a session-by-session basis during acquisition and extinction, as well as on a trial-by-trial and session average basis on the first extinction session. Note the faster response extinction for Ex3d mice in relation to controls, including the significant pair-wise difference during the first extinction session (Sidak's multiple comparisons test). Also note the strong trend towards faster trial-by-trial extinction in the first extinction session. B: Latency to response during CS presentation for all phases of the reinforcement learning task. Note the faster increase in this measure during extinction in Ex3d mice, including the significant pair-wise difference during the second extinction session. Importantly, there was also faster trial-by-trial learning according to this measure in the first extinction session, including significant pair-wise differences in the sixth and tenth trials of the session, as well as in the session average. C: Number of directed head entries into the reward port during CS presentation. Note the faster response extinction for Ex3d mice in relation to CTRL, including the significant pair-wise difference during the first and second extinction sessions. Also note that there was also a faster decrease in the number of head entries on a trial-by-trial basis in the first session of extinction for Ex3d mice. D: Duration of directed head entries into the reward port during CS presentation. Note the lack of a genotype effect during all phases of acquisition and extinction. *P < 0.05; **P < 0.01.
In order to formally test the hypothesis that only negative prediction errors were affected, we fitted the trial-by-trial time in port values for both Ex3d and CTRL groups with a modified Rescorla-Wagner model which assumed different learning rates for positive (α P ) and negative (α N ) prediction error-based learning, and that the time in port was a linear readout of the associative strength (V) (13, 26, 27) . This model was able to successfully fit the behavioral data, including the different learning kinetics during extinction (Fig 2A) . Comparisons of the learning rates for the best fits (lowest absolute residual) showed that indeed the Ex3d group had significantly higher α N values, i.e. faster learning from negative prediction errors (P < 0.05), without any change in α P (Fig 2B) . Importantly, empirically derived model constraint parameters (V 0 , V max and V min ), as well as the goodness of fit (measured by the residuals between the experimental data and the model output), were similar for both genotypes ( Fig 2C) . These results support the interpretation that that the effect of deleting KChIP4a in DA neurons can be explained by a selective increase in learning from negative prediction errors.
In order to test the selectivity of the Ex3d effect, we tested the mice in additional DAsensitive behavioral tasks, namely open field exploration (Fig 3) , novel object preference (Fig 4) , hole-board exploration ( Fig 5) and spontaneous alternation in the plus maze (Fig 6) . There was no difference between the genotypes in any variable determined from these tasks, indicating that deleting KChIP4a in DA neurons did neither impact locomotion, anxiety, spontaneous exploratory behavior, novelty preference, short-term object memory retention nor working memory, but rather selectively enhanced extinction learning in a reward-based reinforcement learning task. A: Overlay of model fits and trial-by-trial experimental data for the Ex3d and CTRL groups. Note that the model tracks the behavioral data with relatively good accuracy in both groups, and that the model fits overlap almost completely during acquisition, but diverge in extinction, reflecting the faster extinction learning kinetics of the Ex3d mice in relation to controls (black arrow). B: Combination of best fit α P and α N values for Ex3d (red) and CTRL (blue) groups. Faded circles represent individual values. Large solid crosses indicate the mean ± SEM of each group. Note the selective increase in α N (learning from negative prediction errors) in Ex3d in relation to littermate controls. C: V 0 (initial assumed associative strength), V min (minimal associative strength, V max (maximal associative strength), and the residuals of the best model fit for Ex3d and CTRL groups. Note that there was no significant difference observed between the compared groups (Mann Whitney tests, P > 0.05). *P < 0.05. A: Cartoon representation of object disposition during trial 1 of the task (note that both objects are similar) and the total number of object visits and the summed duration of object exploration bouts. B: Cartoon representation of object disposition during trial 2 of the task (note that one of the objects has been replaced by another object with different shape) and the total number of object visits, the summed duration of object exploration bouts, the proportion of object visits and exploration time directed at the new object. Note the absence of a genotype effect on the measured variables (unpaired T tests, P > 0.05). A: Cartoon schematic of the hole board arena. B: Total number of head dips, total summed head-dip durations, latency to first dip and of repeat head-dips. Note the absence of a genotype effect on these variables (Mann Whitney tests, P > 0.05). A: Cartoon schematic of the plus maze. Spontaneous alternations were evaluated by tracking the order of entry into each arm. B: proportion of spontaneous alternations (in relation to the total possible alternations). Dotted line indicates chance performance level. Note that most mice in both groups performed well above chance level. C: Total arm entries performed during the task. Note the absence of a genotype effect (unpaired T tests, P > 0.05).
Discussion
We found that the selective removal of the splice variant KChIP4a from midbrain DA neurons had a highly specific effect on the learning rate during extinction of a conditioned response. It did not affect acquisition learning or other behavioral processes such as locomotion and working memory. Moreover, this effect on extinction learning was circumscript to changes in the rate with which animals initiated reward-seeking behaviors, without affecting their termination dynamics. Fitting of the behavior to a reinforcement learning model confirmed that this phenotype is compatible with a selective increase in the learning rate from negative prediction errors. Given the known functions of KChIP4a and the nature of reward prediction error signaling by DA neurons, it is likely that the behavioral phenotype of Ex3d mice is attributable to changes in the properties of Kv4.3 channel complexes and a consequent modulation of the integration of inhibitory inputs (1, 16, 17) .
Several studies have suggested that longer pauses or stronger reductions in the firing rate of DA neurons, as well as stronger reductions in DA release or DA axon Ca ++ transients in the ventral striatum, are correlated with larger negative prediction error signaling (5, 6, 13, 28) .
Furthermore, lesions of the lateral habenula, whose neurons are excited by disappointing and aversive outcomes and disynaptically inhibit DA neurons (29) , resulted in blunted firing rate decreases in DA neurons during negative outcomes and affect behavior in a manner that is congruent with a selective reduction in negative prediction error signaling (13) . Detailed computational modelling of the post-synaptic effects of DA release on D1 and D2 receptors (D1R and D2R, respectively) in striatal projection neurons (SPNs) have predicted that the duration of DA neuron firing pauses results in a linear reduction in D2R occupancy, which would release indirect SPNs from D2R-mediated inhibition. This establishes a potential singlecell mechanism by which indirect pathway SPNs read out pauses in DA neuron firing during negative prediction error-based learning (8) .
Within this framework, the most likely mechanism for the behavioral effects in Ex3D mice are a gain-of-function of Kv4.3 channels, likely to be mediated by increased surface expression. This would amplify synaptically-triggered inhibitory firing pauses in DA neurons, leading to larger reductions in DA release during the evaluation of negative outcomes, and a consequently greater activation of indirect pathway SPNs, ultimately resulting in an acceleration of learning from negative prediction errors.
The fact that the selective deletion of KChIP4a in DA midbrain neurons produces a robust behavioral phenotype indicates that manipulations of this protein are highly penetrant across multiple scales of biological organization (from cellular physiology to behavior). The specificity of the phenotype further suggests that these changes are restricted to a functionally distinct subpopulation of DA neurons. Perhaps this is due to both the unique nature of KChIP4a, and the fact that some subpopulations of DA neurons lack homeostatic mechanisms for buffering the effects of KChIP4a deletion. Given that rebound from hyperpolarization in DA midbrain neurons is typically controlled by the balance of A-type and HCN currents, the DA neurons subpopulations most likely to be affected by KChIP4a deletion would be those that lack HCN currents, including neurons that project to the medial shell and core of the NAcc (14, 16 ).
An alternative interpretation of our results is that the DA-neuron selective deletion of
KChIP4a results primarily in an acceleration of Kv4.3 channel inactivation, due to the absence of the KID. This would presumably decrease K charge transfer after transient hyperpolarizations, which would accelerate the rebound slope, effectively neutralizing the intrinsic inhibitionamplifying mechanism observed in atypical VTA DA neurons, and potentially reducing the duration of firing pauses in these cells in vivo (14, 16) . While this may seem at first completely at odds with our behavioral results, a very recent pair of studies, predicated on the precise optogenetic inhibition of DA neurons during reinforcement learning tasks, suggested that negative prediction errors are more effectively signaled by multiple short pauses rather than by single long pauses in DA neuron firing (9, 11) . If this is true, than perhaps the phenotype observed in the Ex3d mice could be due not to an increase in pause duration per se, but to a transformation of single inhibitory events into multiple shorter pauses.
In summary, we have identified KChIP4a in DA neurons as a selective molecular modulator of learning from negative prediction errors, singling out this subunit as a likely contributor to the computation of learning signals and a homeostatic controller of adaptive behaviors. °C for 30s (annealing) and 68°C for 30s (extension), followed by 1 cycle at 68 °C for 480s
Materials and Methods

Animals
(completion). Mice were motivated by water restriction (~85% of their initial body weight) and were rewarded with a solution of 10% sucrose in tap water. Daily water rations varied between 1 and 1.5 mL depending on the animal's weight on that day, with a set target of 85% of the initial body weight. Except during experimental sessions, water was always delivered in a cup placed in their home cage. Mice were also closely monitored in order to ensure that the water supply was consumed and not spilt over or contaminated and the health of the water restricted mice was also evaluated daily (32) . This protocol was very successful in maintaining stable body weights around the desired target for multiple weeks and never resulted in signs of overt dehydration or ill health (e.g. hunched posture, abnormal gait or ruffled fur).
Reinforcement learning task
The full experimental paradigm spanned 24 days. On the first four days, mice were submitted only to water restriction. In the following two days, they were tamed, i.e. gently handled (held up above their home cage on a spread palm, with no constriction or entrapment by the experimenter) until they no longer tried to escape from the experimenters hand, showed no overt signs of stress and anxiety and readily drank a portion of liquid reward (0.2 ml) given by the experimenter via a syringe while being held. The following day, the animals where placed inside the operant chamber with the reward port removed for 50 minutes in order to acclimate to the experimental conditions. After this time they were returned to their home cage and given their daily ration of water. The day after that, mice underwent shaping, i.e. they were placed in the operant chamber for another 50 minutes, now with the reward port present, and at semirandom time intervals (mean of 60 seconds, varying between 30 and 90 seconds), a reward portion (16.66 µL) was delivered at the port, with no cue to its delivery. The following day, mice were submitted to the conditioning task.
The task used in this study is based on the study by Steinberg et al. (12) . In this paradigm, animals learned to associate a CS (sound tone pulsed at 3Hz -0.1s on/0.2 s off -at 70 db) to the availability of reward in the reward port. Each session consisted of ten trials (mean ITI of 4 minutes, varying between 1.5 minutes and 6.5 minutes) in which the auditory cue was on for 30
seconds. Animals could trigger reward delivery to the port by entering it during CS presentation.
Rewards were delivered in a cycle of 2 s reward delivery (16.66 µL) followed by a 3 s consumption interval. Delivery was continuous for as long as the animal kept its head in the port during CS presentation. This allowed for a maximum of 6 rewards per trial and a maximum of 60 rewards per session (a total of ~1 mL or reward in the task per day). Additional water supplementation, when needed to complete the animal's daily water ration, was provided in the home cage as described in the previous paragraph.
This acquisition phase lasted for 11 daily sessions. After acquisition, extinction of the conditioned response was tested by consistently omitting the reward during CS presentation for six daily sessions. After extinction, animals were returned to their home cage and received water ad libitum for at least three days before being submitted to other behavioral tasks. All animals recovered their initial body weight in this period of time and showed no long-term adverse effects from water restriction.
Performance in this task was quantified by the total time the animals spent in the port during the cued trials and the latency to enter the port after cue onset. Time in port was normalized both as a percentage of total reward availability time and also by subtracting the amount of time the animal spend in the port 30 s before cue onset (12) . This means that CS-US associations were quantified by the animal responding both quickly and selectively to the cue. In addition, the time stamps of every head entry and head retraction into the port were recorded, which allowed the quantification of the dynamics of head entries during cue presentation and during the ITI. Latency was quantified as the time between cue initiation and the first head entry into the reward port; if animals did not respond in a trial, the maximal possible latency value (30 s) was ascribed to that trial. The dynamics of head entries during extinction were used to infer how the animal adapts it's behavioral response in the absence of an expected reinforcement, i.e.
whether it perform less head entries (a proxy of the initiation rate of reward-seeking behaviors), head entries that are just shorter in length (indicating a faster disengagement from rewardseeking behaviors) or a combination of both.
Fitting of behavioral data with a modified Rescorla-Wagner model
A modified Rescorla-Wagner model, which applied two different learning rates for positive (α P ) and negative (α N ) prediction errors, was used in order to formally quantify differences in learning between Ex3d and CTRL genotype groups (13, 26, 27) . In detail: 
Open field
Spontaneous locomotor and exploratory activity (track length, wall distance, time in center and number of rearings) were evaluated in an open field arena (a lidless box measuring 52 × 52 cm, under red illumination at 3 lux) using a video tracking system (Viewer II, Biobserve, Germany) as described in a previous study from our group (33) . For a comprehensive phenotyping of mutant mice, the total track length, the time spent and track length within the center area of the arena (defined as a 30x30 cm square zone with all sides equidistant from the walls), as well as the number and duration of rearings (recorded via infra-red beam breaks at a height of 4.5 cm, and defined by being at least 200 ms long and two subsequent rearings had to be at least 80 ms apart), were evaluated. After ten minutes, the animals were returned to their home cages for at least two minutes, and then subjected to the novel object recognition test.
Novel object recognition
A novel object exploration and preference task was used to assess the mice's recognition, memory retention and preference for novel stimuli (34, 35) . In this task, animals were placed in the same open field arena described in the previous section, after the open field test (which also served as a habituation for the novel object recognition test), but within the arena two identical objects (stainless steel cylinders; 3 cm diameter x 6 cm height) were placed at equal lengths from each other and at 15 cm from the upper left and right corners. The animals were allowed to freely explore the arena and the objects for 10 minutes (trial 1), after which they were removed from the arena. Subsequently, one of the objects was replaced by a different, novel object (plastic coated rectangular prism; 3x3 cm base x 6 cm height), and the animals were again allowed to explore the arena and the objects (trial 2).
Object recognition was analyzed using Biobserve's Object Recognition plug-in, and object interaction events were defined as periods in which a mouse was directly facing the object (snout directed to the object within a 180° angle) at a distance shorter than 3 cm. Both the number and duration of these interaction events were quantified for both trials of the task.
Exploration dynamics (number and duration of objected-directed exploration) were analyzed for both trials, as well as the differences between exploration of an already explored ("old") and novel ("new") object in trial 2, were analyzed. For the quantification of novel object discrimination and preference, a discrimination index was calculated by dividing the difference between the time spent exploring the novel object and the time spent exploring the familiar object by the sum of these two measures (34, 35) . 
Hole board
Exploration of holes, a naturalistic behavior for mice, was evaluated with the hole board task (36) . In this task, mice were put in an open field arena similar to the one used for the open field test, but with 4 to 16 circular holes (2 cm in diameter) on its floor (Actimot2, TSE systems).
When confronted with such an arena, mice tend to spontaneously check the holes by dipping their heads in them. The performance of head dips was recorded with infra-red beam breaks placed immediately under the inferior surface of the floor board. The latency to the first head dip, as well as the total number and duration of head dips, were quantified. The percentage of repeated head dips (two dips performed sequentially into the same hole) as well as the percentage of dips into the preferred hole (the hole that was most explored during the session)
were also quantified and compared between genotypes.
Spontaneous alternation in the plus maze
Working memory performance was quantified between genotypes using the spontaneous alternation in the plus maze (37) . Mice were placed in a plastic plus maze (four equidistant 35 x 4.5 cm arms radiating at 90° angles from a circular central arena with 10 cm diameter; walls were 15 cm in height) and allowed free exploration for 12 minutes (38). An arm entry was defined as when the animal enters an arm with all its four paws. Each session was recorded with a video camera and quantification of arm entries was made through visual analysis of the videos.
A spontaneous alternation was marked when the animal explored four different arms in five consecutive arm entries, and the proportion of spontaneous alternations was quantified as the number of real alternations divided by the total possible number of alternations (sum of all arm entries minus four); chance performance in this task is calculated to be 44% (37, 38) .
Statistical analyses
For all two-group comparisons, data were tested for normality with the Kolmogorov-Smirnov test. If both distributions were Gaussian, differences were analyzed using two-tailed T-tests; otherwise, the two-tailed Mann-Whitney test was used. Comparisons between groups over multiple trials or sessions were evaluated using two-way repeated measures 20 ANOVA with Sisak's multiple comparisons post-hoc tests. Statistical significance was set at P < 0.05 for all comparisons.
