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This paper is concerned with the asymptotic stability of nonauton- 
omous systems of differential equations, both linear and nonlinear. 
Consider the real system of equations (i) dx/dt = B(t)x, t >, 0, where x 
is an n-vector. We say B(t) has property (N) if the real parts of the eigen- 
values of B(t) are bounded above by - g, g > 0. If B is a constant matrix 
with property (IV), then the solutions of (i) approach zero as t -+ 00. Howev- 
er, one can show by means of examples (see [S]) that there are matrices B(t) 
possessing property (N) and yet there is a solution of (i) which is unbounded 
ast --f 00. On the other hand, if B(t) = Q(d), where E is a parameter and 
dQ(r)/dt is bounded for all t, then it follows from a theorem of Flatto 
and Levinson [4] that property (IV) is sufficient for all solutions of (i) to 
approach zero as t --, 00, provided that E is sufficiently small. By choosing 
E small, one assures that dB(t)/dt is small. 
A special case of Theorem 1 below is the following: if s is any fixed 
number, 0 <s < + co, and the solution x(t) of dx/dt = B(s)%, x(O) = x0, 
satisfies llx(t)ll < Kllzoll exp (- gt), f or some constants K > 1, g > 0 
independent of s, then the solutions of (i) approach zero as t -t 00 provided 
(IdB(t)/dt( / < g2/(K log K) for all t >, 0. A similar theorem has been 
obtained by Syashchenko [7] but with incorrect estimates, as we show 
by means of an example of Markus and Yamabe [8]. 
We actually discuss the problem of the asymptotic stability of the 
solutions of (i) in a more general setting. It is assumed that the eigen- 
values of B(t) have real parts bounded by - gtP, where ,8 > - 1 and 
g > 0. (Note that if p < 0, the eigenvalues of B(t) may approach zero 
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as t -+ m,) In addition, B(t) is assumed to satisfy a condition resembling 
a Lipschitz condition. (H ere, a special case is given by the assumption 
that (ldB,jdi\ 1 < M’, where y < 2p and 6 is suitably restricted.) If the 
solutions of (i) approach zero as t - co, then we also give conditions 
expressing how “close” A(t) must be to B(t) in order that the solutions 
of the system, dx/dt = ‘4(t)%, also approach zero as t + co (see Theorems 1 
and 2). 
In Theorems 3 and 4, nonlinear systems of the form, dn!dt = A(t)x + 
f(t, x), are considered and conditions are given under which the origin 
is asymptotically stable, including cases in which the eigenvalues of A(t) 
approach zero as t + 00 and / If(t, x)) j + 00 as t 4 00 for ?I f 0 and fised. 
The method of proof generalizes an idea used by Lyashchenko. The 
initial step in the proof is to determine the behavior of the system in a 
small interval around a sufficiently large value of the independent 
variable t. The length of the interval under consideration in general 
depends upon the value of t. (In Lyashchenko’s proof, the length of the 
interval was constant. However, in the general case, this length may 
either become unbounded, or may approach zero as t ---t w.) By an 
inductive argument, this knowledge of the behavior of the system over 
such an interval for all large t allows a conclusion to be formed as to the 
behavior of the system for all t > 0. 
pls this method is applied to an integral equation equivalent to the 
original differential equation, there will obviously be other applications. 
One such application to differential-difference equations with nonconstant 
coefficients is given in Theorem 5, using an integral equation of Bellman 
and Cooke [2] to represent the solutions of the differential-difference 
equation. 
THEOREM 1. Consider the equation 
f-g = A (t)x, 
where A is a continuous matrix function of t for t > 0. Assume there exist 
B(t), a continuous matrix function of t for t > 0, and comtants t,, 3 0; 
C, R, a; 6, y; K, g, and /?; swh that: t, 
I II44 - W)(I du < Cl&” - tzaJ + R, C, R >, o, (r # o, t,, t, > t,, 
1, 
(2) 
IIB(tJ - B(t,)]l < +ly - y’l, 6 > 0; y # 0, - 1; 4, t, 3 to> (3) 
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and, for any fixed s > t,,, if X,(t) is the prirtcipal matrix solution to 
dx/dt = B(s)%, then. 
lIXs(t)Xs-l(u)II < Kexp [- @(t - 21)], for t > 24 > 0, (4 
with K> 1, g>o, and p>-1. 
Assume, in addition, that some one of the six hypotheses presented in 
Table I is satisfied. Then there exist constaB& K, and p, K, > 0,O < p < 1, 
such that if x(t) is a solution of equation (l), then for t > 0, 
TABLE I 
y=tp+1 r=V+l 
y<;2p+ 1 
K=l, R=O K+R>l 
No further No further 
a<P+l restriction restriction &Jl -=z 
ge 
K(KR + log K) 
a=P+l c< 
g 
c< 
g 
C< 
g 
; 4Yl < 
k- (P + WC1 
K(P + 1) K(P + 1) K(P + 1) K(KR + log K) 
REMARK. In the important case when p = 0, y = 1, C = R = 0, 
K > 1, the best choice for the constant p of Theorem 1 is given by solving 
the equation p = I - V~K log K/o a2. Thus, as 6 approaches g2/(K log K) 
the constant p + 0. 
PROOF: Write (1) in the form : 
g = B(s)x + [A(t) - B(t) + B(t) - B(S)]& (5) 
where s is to be chosen. Choosing r > t,,, and T > 0 arbitrarily, every 
solution of (5) satisfies: 
x(r+ T) =-&(T)W + (6) 
r+T 
s 
X,(r + T)X,-‘(2c) [AA(u) - B(N) + B(u) - B(s)]x(u) du. 
I 
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Thus, using (4), 
114~ + T)ll < Kexp (- vu T)il4y)ll + (7 
* + I‘ 
i 
Kexp [- gsfi(r + T - u)] [IIA(u) - B(u)(/ + lIB(u) - B(s)1(]l/x(u)\l d24. 
I 
L;sing Gronwall’s inequality, one obtains 
rtl 
and, using (2) and (3), 
II++ VI/< I(x(y)((*Kexp 
I 
-g@T+ (9) 
I 7 -r . 
KC * (sgn a) [(Y + T)” - rb] + KR + KS 
I 
/UJ’ - s)‘j du , 
r 
where sgn u = + 1, for u > 0, and - 1, for u < 0. If s is chosen equal 
to 7 + Tb, the integral in the exponent is minimized, and then 
where 
114~ + T)lI d /I~Y)(I~-~, (10) 
- KC(sgn a) [(Y + T)” - la] - 
K4w Y) 
y + 1 (y + T) ~+l+~~+l-,(~+~~~lj-KR-logk.. 
We then assert that there exists a p, 0 < p < 1 such that for r sufficiently 
large, T may be chosen so that 
r+l 
--E<--p @&~=~-+~b; [(y+ T)U+l-yU+l], 
s 
(11) 
I 
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It is convenient to set T = ar’ fe, a > 0, 13 < 0. Then, (11) is equivalent 
to choosing a, 8, p, a > 0, 0 < 0, 0 < p < 1, all independent of r, so that 
-__ rS+l [(l + are)fi+l - l] - (12) 
(sgny) z.[ (l+a~e)y+1+1-2(l+a~~+1]- 
(sgn a)KCr” [(I + a@)O - l] - KR - log K 2 0. 
Now, 
aF(O, p, 0) 
aa 
= ~b+l+~G(g, p, c, K, C, p) (13) 
where G = g(1 - p) - lojKCr”-(fi+‘). If o < j3 + 1, 0 < p < 1, then 
for r sufficiently large, 
G > g(l - p - p’) > 0 (13’) 
where p’ is a constant, and if o = ,8 + 1, C < g/[K(p + l)] then, for a 
suitable choice of p, 
G=g(l -p) - (/?+ I)KC>O. (13”) 
Furthermore, 
a2wt p, 0) 
aa 
= gpyB+i+2e (1 - p) _ !I$!? y y+i+ze - la[(o - l)KW+se. 
(14) 
Now, let N = [- v, v], where v > 0 is arbitrary. Then it is easily 
shown that constants qr, q2 exist, qi, q2 > 0, which depend only on V, 
such that, for a EN, and Y > to, 
SF@, p, 0) , a2F(0, p, 0) 
aa ’ aa 
_ +7+1+3e q1 - ry fl f3-5 r],. (15) 
Applying the mean value theorem, and using (15), we obtain for a EN. 
y 2 to, 
F(a, p, 0) 2 
WA p. 0) + a 
aF(o, p, e) + ff a2F(o, p, 0) 
aa 2 aa2 
_ yp+1+3e 91 - yY+i+3e 
72 
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-RR-logK+rfi+i’” I zzz 
\ 
From (13), and (13’) or (13”), the constant G which is the coefficient of 
11 in (16) may be made positive either for Y sufficiently large, or for p 
sufficiently near 0. Thus, it is evident that necessary conditions for (12) 
tobesatisfiedarethatP+l+e>,O,y--++e~,ory--P---O~+l, 
which implies y < 2/l + 1. 
If y < %/3 + 1, then clearly 8 may be chosen so that H < 0, and 
y - p < - 8 < Jo’ + 1. (Recall that /I > - 1, from (4).) In (16), it 
follows that the right-hand side of the inequality tends to + LY) as 
y-+ 00, for any choice of a > 0, V, and vi, q2; thus (12) is satisfied, for 
y > R,(a). 
If y = 2/I + 1, log K = 0 = R, then let - 0 = jl + 1 = y - ,8, and 
the inequality in (16) is of the form F(a, p, 0) > aC, - a”(C, + Y@ C,), 
Ci > 0, i =. 1, 2, where C,, of course, depends on qi, y~z, and Y, and is a 
bounded function of r for r > t,. 
I\iow choose v so that 2C,/C, < V, and thus vi, r/z, and C, are deter- 
mined. Then, for r sufficiently large, C,/2 < C, + re C, and so a* E N 
may be chosen so that a* < C,/(C, + re C,), and (12) is satisfied with 
a = a*. 
L%‘e now consider the remaining case in (5), that is y = 2fi + 1, and 
K + R > 1. Then for -- 8 = p + 1, (16) is of the form 
F&p,@>-RR-logK+aG-aa2 
where 9 depends on vi, q2, and Y, and is a bounded function of r for 
Y >, t,> 0. 
The right-hand side of this last inequality equals zero if 
a= 
.-~ -- 
‘G2-4(KR+logK) , (17) 
where G is defined in (13). 
It is clear that the assumptions in Table I, depending upon whether 
u < fi + 1, or (T = fi + 1, are such that, for any q, the expression under 
the radical sign may be made nonnegative, if Y is sufficiently large and p 
sufficiently near 0. Thus, a is real. Also, for 61~1 > 0, a in (1’7) is well- 
defined, and positive for Y sufficiently large. Further, as bjyj - 0, and 
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7 - + 00; the expression for a approaches (KR + log K)/G. Thus, the 
expression for a in (17) is real, positive and bounded above for 1~1s > 0, 
and for re q sufficiently small. Compute this bound, and then choose 11 
such that the a given by (17) is in N. This determines q, and so the 
requirement that r be sufficiently large may be made explicit. 
Thus, under the hypothesis of the theorem, there exists R,, a, p, 8 
with R, > to, a > 0, 0 < p < 1, and 0 < 0 such that 
Now, with a and 19 as above, let h(r) = 7 + a# +“. Then 8 < 0 implies 
there exists an R, > R,, such that dhjdr = 1 + a(1 + t9)re> 0 for all 
7 > R, > R,. Thus, since h(r) .-+ co as 7 - 00, h-‘(t) exists, is continuous, 
monotonically increasing for t > h(R,). 
Also, a > 0 implies h-l(t) < t for all t > h(R,). Thus, iterating 
the map h-l as long it is defined, the sequence {h-“(t)), where 
h+) = h-‘(h- tn- l’(t)), is decreasing and bounded below by R,. Further, 
this sequence finally assumes a value less than h(R,) as n increases; for, 
if not, it would converge to some value, say t, >, h(R,) and h-l(tJ = t,, 
which contradicts the fact that h-l(t) < t for TV [h(R,), co]. 
Suppose n is chosen to be the first integer so that R, < h-“(t) < h(R,). 
Such an n exists by the above discussion. Letting 7 = h-l(t), h-2(t), etc. 
in succession, we obtain from (18), 
h- l(t) 
h--*(t) 
G IW”(4)ll exp - P ( 1 g&d+ 
h- “(t) 
Now, for the given p in (18), take Kr so large that, if X(t) is the 
principal matrix solution to equation (l), then 
,/X(t)l,~K,exp(--pjguPdu) for O,<t,<h(R,). (20) 
0 
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Since a(t) = X(t)x(O), relation (20) can be applied to majorize iin(lt-“(t))il 
and then, from (19), 
and the theorem is proved. 
COROLLARY 1. Assume B(t) satisfies conditions (3) and (4) of Theorem 1, 
with y < 2,0 + 1, and, if y = 2/l + 1, K > 1, then 61~1 < g2/K log I<. 
Assume further that .4(t) is such that t-sIIA(t) - B(t)]1 - 0 as t --L m. 
Then the conclusion of Theorem 1 applies to the system dx/dt _- ‘4(t)s. 
PROOF: Take C so small that C < g/ [K(/i’ + 1) j and if y = 2/l + 1, 
K > 1, that 61~1 < [g - (/Y + 1)KC12/(K log K). Choose t,’ 2 t, so 
that for t > t,‘, lIA(t) - B(t))1 < (p + l)C@. Then, for t,, t, >, f,‘, 
$:/IL4(u) - B(u)// dn < C$rB+l - t$+l/. The corollary follows from 
Theorem 1, with u = /I + 1, R = 0, C as above and t, replaced by t,‘. 
If /3 = 0, t--pIIA(t) - B(t)11 = IIA(t)‘-- B(t)\/, and so the corollar> 
becomes closely related to some theorems given in Bellman [I, chap. 2; , 
where B is assumed to be a constant matrix (6 = 0), whose eigenvalues all 
have negative real parts (p = 0), and .4(t) --* B as t --f CG. Note that if 
/I > 0, the condition of the corollary allows \]A@) - B(t)// 4 CO as t -- c+i. 
COROLLARY 2. Assume B(t) satisfies conditions (3) and (4) of Theorem 1, 
with y < 2/~’ + 1, and, if y = 2,4l + 1, K > 1, then 61~1 < g2/(K log K). 
Assume further that .4(t) is such that so” l/A(t) - B(t)/) dt < CQ. Then the 
conclusion of Theorem 1 applies to the system dx/dt = .4(1)x. 
PIIOOI;. If y<w+ 1, then Theorem 1 applies directly, with 
C = 0, R = jfy I/A(t) - B(t))/ dt. If y = 2,fI + 1, K = 1, choose R so 
small that 6/yl< g2/(K2 R). If y = 2,8 + 1, K > 1, then choose R so 
small that d(y( < g2/(K(KR + log K)). Then choose t,,’ 3 t, so large that 
jz / I.4 (t) - B(t)/1 dt ,< R. The corollary follows from Theorem 1, writh 
C = 0, R as above and to replaced by 1,‘. 
YHEOREM 2. If, in Theorem 1, condition (3) is replaced b;\N 
l/B(&) - B(t,)/I < d’(max try’, t2r’) * It, - t,l, (3’) 
where y’, 6’ are constants, with 6’ > 0, for all t,, t2 3 t,,, and if, in Table I 
61 y 1 is replaced by 8, and y (in the column headings) is replaced by ‘7’ + 1, 
then the conclusion of Theorem 1 remains valid. 
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REMARK. Note that a sufficient condition for (3’) is JldBldtlj < 6’ P’. 
41~0 observe that (3’) is almost the “derivative” of (3). 
PROOF: To prove this theorem, it is necessary to obtain new estimates 
for the term SF” IIB(u) - B(s))\ d u in (8). As before, with s = r + T/2, 
from (3’), we have KJi+‘IIB(ti) -B(s)l[du< (6’KT*/4) max ((Y+ T)y’, r”). 
For T = arIce, it is sufficient to determine a, p, 0, a > 0, 0 < p < 1, 
19 < 0, so that a function H(a, p, t9) > 0, where H(a, p, 0) is equal to the 
function F(a, p, 0) in (12) with the term involving (sgn y) replaced by 
(~~8’K/4)~Y’+~+*~~max ((1 + a@)Y’, 1). 
Then H(0, p, r3) = f;(O, ,o, t9), Zf(O, ,o, 0)/&z = aF(O, p, 0)/&z and the 
inequality (15) becomes 
awa, p, e) 
as 
3 g~rS+1+20 (1 _ p) - !7YJ+2+20 - 
But, it is now clear that these are precisely the same estimates as before 
with y, 61~1 replaced by y’ + 1, S’, respectively, and Theorem 2 can 
be proved by repeating the reasoning in the proof of Theorem 1. 
We now make some remarks concerning the conditions imposed in 
Theorems 1 and 2 and also mention some interesting unsolved problems. 
The most serious restriction in these theorems is in the hypothesis (4); 
namely, that the constant K in (4) be independent of s. For p = 0 in (4) 
and j[B(t)l( bounded for t E [to, bo), then Levin and Levinson [6] have 
shown that K is independent of s. If /I # 0, then the transformation 
tS+l = u in the equation dx/dt = B(t)x leads to the equivalent equation 
dxjdu = B*(u)%, B*(u) = (/I + 1)-l ~-fl@+~J B(~l/(fl+~)). The new 
system now hasp = 0 and B*(N) is certainly bounded if @B(t) is bounded. 
Therefore, K will be independent of s if @B(t) is bounded for t E [to, CQ). 
Such a transformation can always be made to reduce the original system 
to the case where p = 0, but we have chosen to state the theorems in 
terms of /?, since the theorems now may be applied directly, with no 
prior transformation. In addition, a transformation such as the one 
above complicates, and may even destroy, the Lipschitz property in (3). 
The following example shows that if @IIB(t)j 1 is unbounded, then K 
may depend on s: 
For 0 < g < 1, if K(s) is such that I(ts’lexp(-sfl tl( < K(s) exp (-gsa t), 
then K(s) -+ 00 as s - bo, if tc - p > 0. 
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For /I < 0, it is clear that conditions (3) and (4), with b sufficient11 
small, are not equivalent to ) (X(t)X-l(u) /) < Kl- ‘(’ -‘), for K, 0 > 0, 
0 < u < t, where X(t) is the principal matris solution to dx/dt = B(t).r. 
For ,8 >, 0, these two assumptions probably are still not equivalent, 
although no examples illustrating this are known to the authors. In fact, 
it is probable that there are matrices B(t), for which the eigenvalues 
of B(t) have negative real parts bounded away from zero, the solution 
x = 0 of ri = B(t)x is asymptotically stable under small perturbations, 
and yet neither the condition of Theorem 1 or the above condition on 
j \X(f)X-l(u) (I is valid. 
Example 
-4 simple first order equation illustrating the previous theorems is 
dx/dt = (- gtp + act”- ‘)x, g > 0. For C = 0, clearly the solutions 
approach zero exponentially only if ,8 > - 1. Further, for oC > 0, the 
equation is not asymptotically stable if o > p + 1. For B = jI + 1, the 
equation is asymptotically stable only if UC = (p + l)C < g, which is 
the inequality given in the table of Theorem 1 (here K = 1, R = 0). 
Again, if u < /3 + 1, C clearly can be arbitrary, and the equation is still 
asymptotically stable. In this example .4 - B = oCt”- ‘, and if 
/3 > u - 1 > 0, this illustrates the case where \\A (t) - B(t) I( - CO as 
t - W, while the equation dxldt = rl(t)x is still asymptotically stable. 
A Counter-Example to a Theorem of Lyashchenko 
The special case of Theorem I given by choosing p= 0, y = 1, u = I, 
K+R>l; thatis$JlA(t)-B(t)I(dt<Clt,-t,/+R, i(B(t,)-B(t,)1(~6)t,-t,l, 
and IiX,(t)X,-l(u)II~Ke-g(f-U), with C<g/(p+l), k [g-KC12/(K(KR+ 
logk’)), is similar to a theorem of Lyashchenko [7]. However, the es- 
timate on 6 given by Lyashchenko is incorrect, as the following coun- 
ter-ercample shows (see Markus and Yamabe [ES]). Let 
=I=B= 
- 1 + (3/2) cos2 t, 1 - (3/2) cost sin t 1 . - 1 - (3/2) sin t cos t, - 1 + (312) sin2 t 
For this case, we can choose C = R = 0, b = 312, y = 1, /3 = 0, 
g = l/4, K = ll/v7. L yas c en o a so required a bound, M, on IlB(t)( /, h h k 1 
and here M = 7/2 if 1 [B(t) / 1 = 2 maxi,i Ibii(t) /. Theorem 2 of Lyashchenko 
then requires that 6 < D, where D = g2 e4 Ilog El/ [8E2110g E/2y, 
E = 16g-2 M2. 
For this example, it is clear that D > 312 = 6. The condition of 
Lyashchenko’s theorem clearly is satisfied, but there is a solution of the 
60 HALE AND STOKES 
equation dx/dt = B(t)x of the form x = (- e”p cos t, e”“’ sin t). Note also 
that the requirements of Theorem 1 are not satisfied, since 
A- < 312 = B. 
KlogK 
THEOREM 3. Consider the equation 
dx 
yg = A (t)x + f(h 4, 
where A (1) satisfies the conditions of either Theorems 1 or 2 with relation (4) 
valid for some ,b > 0 (rather tharz ,ll < - 1) and 
for any E > 0, there exists a p = P(E) > 0 such that 
IIfV, x)/l < ~1141 for au t b 0 if jlxll d 11. (23) 
Then in (22), the origin is asymptotically stable. More specifically, there 
exist K,, p, ,ul, with pl, K, > 0, 0 < p < 1, such that if x(t) is a sol&ion 
of (2% and /I-dO)JI ~2 pl, then 
II4t)il d K,exp(&~fail) )]@)I/, for all t > 0. (24) 
REMARK. As will be seen from the proof of the theorem, relation (23) 
need only be satisfied for one value of E (which may be arbitrarily large) 
if /l > 0, but if j3 = 0, (23) must hold for E sufficiently small. In both 
cases, however, the stability is still a local property of the origin. 
PROOF: Take E > 0. Following the proof of Theorem 1 and assuming 
that (Jo// < p for zl E [Y, Y + T], T = arIte, one obtains an additional 
term of the form -a&K?’ +O in (12). Computing the partial derivative 
of this term with respect to a, the function G in (13) is replaced by 
G - &KY+. But EKY-~ can be made as small as desired by taking r 
sufficiently large if p > 0 (notice E may be arbitrary in this case) and by 
taking E sufficiently small if /? = 0. Therefore, for I sufficiently large, 
the inequalities (13’) and (13”) are preserved for the function G - EK~-~. 
The remainder of the proof of Theorem 1 is then valid, where now 
K, in (20) is obtained not for the principal matrix solution X(t), but 
only for the solutions x(t) with Ilz$O)ll < ,u(s), so that theie exists a K, 
and a p so that if x(t) is a solution of (22), then 
for t 3 0. But this result was derived under the assumption IIx(t)ll < ,u(~), 
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where E is chosen as above. As (lx(t)(l < K,Ilx(O)jl for t > 0, it is clear 
that choosing ilx(O)(I < i~(e)/Kr = , ,r . II is sufficient to complete the proof 
of Theorem 3. 
This theorem again is difficult to compare with the standard theorem 
of Lyapounov and Perron, in that nothing is assumed regarding 
/IX&Y-l(u) I/, where X(t) is the principal matrix solution of dx/dt = B(t)x. 
.4s mentioned before, probably neither the conditions of Theorem 1 on 
R(t) nor the conditions on l[X(t)X-l(u)11 imply the other. 
The restriction p >, 0 is evidently necessary, as seen from the first 
order equation dx/dt = (- gt4 + E)X, for E, g > 0. However, the restric- 
tion on ,8 is removed in the following theorem, by requiring that the 
perturbation terms be of an order greater than one in a neighborhood of 
the origin. 
pr~R~R~ht 4. Consider the equutio~~ 
2 = A(t)x + g(t, x), 
where A(t) satisfies the conditions of either Theorems 1 OY 2, and 
by llxll < cl9 there exist constants M > 0, d > 0 aud h such 
that JJg(t, x)1\ < Me J1xJJ1 +” for t 2 0. (26) 
Then in (25), the origin is asymptotically stable. More specifically, there 
exist constants K,, p, ,q, with K, > 0, p1 > 0, 0 < p < 1, such that, if 
x(t) is a solution of (25) with )(x(O) 11 < ,u,, then 
llx(t)l( d K,exp - pgta+l ( P+ 1 1 Jlx(O)ll, for all t > 0. 
PROOF : Following the proof of Theorem 1, and assuming that 
Ijx(u)jj < c,, for u E [r, r + t], a term of the form KM~:fTubjjx(u)jId du 
is added to the exponent - E in (10). Now assume there exists a constant 
c,> 0 such that, if ]lx(O)ll < p, c then t61jx(t)]jd < t-2. Under this assump- 
tion,h’MSZ”ubJJx(u)Jld dzc < KM[r-1 - (Y + T)-r], and if T I a@ +@, 
then the term - KMr-‘[l - (1 + are)-11 is added to the function F in (12). 
But this implies that G in (13) is replaced by G - KMr- (e L2). Since 
fi + 2 > 0, - KMr- (B +2) can be made as small as desired by taking r 
sufficiently large. Therefore, for r sufficiently large, inequalities (13’) 
and (13”) are preserved for the function G - KMr- (0 +2). 
Now, for any a > 0, and r > t, > 0, 
a2(- KMr-l (1 - (1 + ar”)-l))/aa2 = 2KMr-1 +re (1 + a#‘)2 > 0. 
Thus, in obtaining the inequality (16), this term may be neglected. 
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The remainder of the proof of Theorem 1 is then valid where now K, 
in (20) is obtained not from the principal matrix solution X(t), but only 
for those solutions x(t) with /lx(O) I) < cr. Thus, under the assumption 
that I IN I I < cl f or all t and that there is a cs > 0 such that (Ix(O) (1 < cs 
implies t*jl~(t)j(~ < P, there exist constants K,, p, K, > 1, 0 < p < 1 so 
that if x(t) is a solution of (22), then 
I(x(t)ll ,< K, exp - et”+’ 
( 1 
Ilx(O)/(, for t > 0. 
The assumption /IX(~)/\ < i c for t > 0 is satisfied if j/x(O) j 1 < cl/K,. 
Now given K, and p as above, there exists a constant M, such that 
P exp [(- dpg/(P + l))tD+‘] < M, P, for all t > 0. If cs” = l/M, Kid, 
then IIW I I < l/M, Kid implies t*llx(t) (Id < te2 for t > 0, and letting 
pi = min (c,/K,, l/M, Kid), the proof of Theorem 4 is completed. 
Theorems 3 and 4 are related to a theorem of Coddington and 
Levinson [3, p. 3181. Coddington and Levinson, however, stated their 
theorem for a constant matrix, A(t), all of whose eigenvalues have negative 
real parts. Theorem 4 shows that in the absence of perturbations of the 
form E/(X//, as in Theorem 3, the eigenvalues of B(t) do not need to be 
bounded away from zero as t + co. 
Turning to differential-difference equations, consider the equation, 
?n 
x’(t + hm) = 2 & x(t + Izn) + 41, 
n=O 
(27) 
where 0 = h,c h, < . . . < Cc,, B,, B,, . . . , B, are constant matrices, 
w(t) is continuous for t > 0, and the initial values of the solution x(t) 
are given on the interval [to, to + h,J. If Bk B, = Bl B,, Bellman and 
Cooke [2] have shown that x(t) has an integral representation of the form 
1 
x(t + It,) = y(t + hm) + 
s 
X(t + hm + 4, - 444 au, (28) 
to 
where y(t) is the solution of the homogeneous equation [W 3 0 in (27)] 
with the same initial values as x(t), and X(t) is a continuous matrix func- 
tion of t which satisfies the same homogeneous equation as y(t) for t > to, 
t # to + h,,,, with X(t) = 0 for to < t < to + h,,,, X(t) = 1, for t = to + h,,,, 
where I is the identity matrix. 
Using this representation, we obtain: 
THEOREM 5. Consider the equation 
m 
x’(t + hm) = c A,(t)x(t + hn) + f(t. x(t), x(t + h,), . . . , x(t + hm))~ (“) 
n-o 
NONlUTONOMOUS DIFFERENTIAL EQU.4TIONs A3 
where 0 = hoto< h, < . . . < h,, f(t, y,,,. . . , y,,,) is continuous in t an.l 
y,, . . . I ?‘m, ld A,(t), A,@), * . . , -L(t) are continzcoars matrix functions 
of t, for t >, 0. Further suppose f is such that the solutions of (29) are unique. 
Assume there exist continuous matrices B,(t), B,(t), . . . , B,(t), with 
Bk(t)Bl(t) = B,(t)B,(t), t >, 0, 0 < k, I f m, a,nd nonnegative consta9zts 
C,, R,, 6,, 0 < IZ < m, such that: 
llA,(u) - &(4(l dud Cnlt, - t,( + Rm 0 < ,n < m, t,, t, > 0, 
(30) 
IlWl) - W2)ll < bl4 - t2L 0 < n < m, t,, t, > 0. (31) 
Also, assume that there exist nonnegative constants K, g and so, 
such that for any fixed s >, so, if y$(t) is a solution of the equation 
y’(t + h,) = z:=oBn(s)y(t + h,), with initial values given on [to, to + h, 1, 
then yS(t) satisfies, for t 3 to, 
1,us2p,, Ilrs(4 f Kexp [- g(t - to)1 
m 
t~<~~~+h~lYs(~~)ll’ K a 1, 
g > 0.' (32) 
In addition, assume f is such that for every e > 0, there exists a p(s) > 0 
such that 
Further, let the followilzg inequalities be satisfied: 
m 
K zC,cg, (34) 
V&=0 
m 
K CR. +logK 1 i < g-K&. 2. fZ=O 1 (35) It=0 
r Such an assumption is valid if the eigenvalues of the related characteristic 
equations have negative real parts bounded away from zero independently of s, 
and the matrices B,(s), 0 < n < nr are bounded functions of 5. One can prove this 
result by using a modification of the proof of Levin and Levinson [6] for ordinary 
differential equations. 
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Then there exist constants K,, ,LQ, and p, K, > 0, ,IL~ > 0, 0 < p < 1, 
such that if x(t) is a sol&ion of eqzlation (21), with oyh lle4ll G PlP 
' 'rn 
then x(t) satisfies 
sup II+)II 6Krexp (- pgt)o;;$h lI+)II. (36) 
t<u,it+h, ’ .m 
Further, if f s 0 in (29), then (36) is satisfied by every solution of 
equation (29). 
Notice that if ,Z’zzO R, = 0, and K = 1, then the constants d,, are 
arbitrary, just as in the previous theorems. 
PROOF: Write equation (29) as 
m 
x’(t + h,,,) = 2 &(s)x(t + Izn) + 
n=O 
(37) 
&&A.@) - &P) + &s(t) - Bn(s)P(t + It”) + 
?S=O 
f(t, x(t), 4t + hJ,. . . > 4 + h,)), 
where s > s,, is to be chosen. 
Choosing yr, > s,-,, rr > ro, and using the integral formula (28), every 
solution of (37) satisfies 
4~1 + hm) = Y&, + hm) + 
*I 
i 
X&i + h,,, + r. - 4 
i 
m 
~[A&) - W4 + &(4 - &(41# + 4,) + 
r. #=O 
f(w +4,+ + h,), . . . , x(u + hm)) du, 
1 
where yS(t) is the solution of the equation y’(t + h,,,) =2$‘= o B,,(s)y(t + h,,), 
with yS(u) = x(u), r. < u < r. + h,, and X,(t) satisfies the same equation 
as yS(t), with X,(U) = 0, for r. < u < r, + It,, and X,(u) = I, for 
zl = r. + It,,,. 
Choose E > 0 so that g - K(ZC, + (m + 1)~) > 0 (by (34), such a 
choice is possible). Take r > r,, and assume that, for this E, 
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Then, using (33), 
Define q(v) by 
Then, using (32), 
v(y + LJ < Kexp [- g(y + h, - ~o)l-~(~o) + 
r+h, 
I 
Kexp I- g(y + km -41 (m+ 1)~ + 
or: 
vi-h,,, 
j K[ (ez + lb + r (((44 - a&ill + p&4 - B,e,ll)] egu&4 du. 
*o n=O 
Applying Gronwall’s inequality, it follows that 
where 
Q)(y + la,,) < Q(yo)e- E> (39) 
- E = - g(r + h, - q,) + 
1 K [ cm + lb + 2 ~Il4&) - KMII + IIB”(4 - fwll)]du. 
*a n=O 
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Using (30) and (31), and letting s = Y + h, + Y&Z, 
(40) 
We now assert that there exist constants T and p, T > 0, 0 < p < 1, 
such that for any Y, > s,,, 
p(yc, + T) ,< e- eRT p(ro). (41) 
From (39), letting Y + h, = r,, + T, and writing K as el”gK, it follows 
that (41) is implied by - E + log K < - pgT; or, using (43, 
m 
K 2 R, - log K 3 0. (42) 
n=O 
Now choose p > 0 so small that g(l - p) - K(Zr= ,C,t + (m + 1)~) >O, 
and also that 
[ 
g(l - P) - xj~~~+~~+l).ljl.“a.[K~n.+logx]zo. 
It is possible to choose p so that both of these inequalities are satisfied 
because of the choice of E, and (34) and (35). Then there exists a positive 
T which is a solution of (42), and thus the inequality (41) follows, 
under the assumption that ) l~(ti)l/ < P(E), Y,, < u < I + 2h, z- r. + 
W-h,. 
Now choose K, > 0 so that for all solutions x(t) of (29), with 
sup Il+)ll G P(E) we have 
OGU<h, 
OGuztyT+h 11~(411 <K,exp [- pds, + T)l sup 110)11. (43) 
m Ocu41, 
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Then, if t >, 0 is chosen arbitrarily, and assuming that \]x(u)~\ < /!.(F), 
for 25 >, 0, it follows, from (41), 
< e-‘ZpgT (t - 2T) 
< , . . . 
< e-*opT fp(t - no T), 
where n, is chosen so that s,, < t - IQ, T < s0 + T. Relation (43) may 
now be applied to pj(t - ?zO T), and, observing that 
exp [- pg(s, + T)l < exp [- pg(t - lho T)i,, 
we obtain 
still under the assumption that II%(t) (/ < P(E). But choose 1~ = min (/C(E), 
!/(&)/1(i) and if o ,“,“p, h IIWII < LLlJ it follows, from (44), that 
Ilx(t)ll < P(E) for all t 2 c The first part of the theorem follows. 
To prove the second part of the theorem, with f E 0, it is only necessary 
to note that as the system is now linear, there exists a K, such that (43) 
holds for every solution of equation (29). The remainder of the proof is 
the same, except that the condition Ilx(t)ll < P(E) may be omitted. 
We mention the following corollary for the “almost” constant case 
to show that the conditions of the theorem reduce to well known results, 
but the power of the theorem lies in the application to the. cases where 
the coefficients are not “almost” constant. 
COROLLARY. Consider the system 
m 
x'(t + J&z) = 2 [En + F&)1@ + M (45) 
tC=O 
where O=lzo<h,< . . . <h, ; the E, are constant matrices, EkE, = E,Ek ; 
the F,,(t) are continuous matrix functions of t with IIF,(t)I/ < M, 
0 < t < 00, M constant, 0 < 12 < m. If there exists a G > 0 such that 
Re(il) < - (T where il is any root of the equation 
(46) 
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then there exists a p > 0 such that the solutions of (45) approach zero 
exponentially as t + 00 provided that M < p. Furthermore, p may be 
chosen equal to g/[K(m + I)] where g, K are given in Theorem 5. 
PROOF: In this case, we may choose, in Theorem 5, B, = E,, 
-4, = E, + F,,(t), C, = M, R, = 0, & = 0, 0 < n <m, and f E 0. 
From the assumption on the roots of (46) the hypothesis on the solutions 
of system (45) with each F,(t) E 0 is satisfied. Since each 6, = 0, (35) is 
satisfied and (34) can be satisfied by taking M < p with p = g/ [K(m + I)]. 
COROLLARY: Consider the system 
d”$; h) = Ex(t + h) + F(t)%(t) (47) 
where h is a constant, E is a constant matrix, F(t) is a continuous matrix 
function of t, )JF(t)ll < M and the matrix solution X(t), X(0) = I, of 
the equation, dX/dt = EX satisfies (IX(t)(J < Kc@. If KM < g, then 
the solutions of (47) approach zero exponentially as t --* 00. 
PROOF: In this case, we choose B, = E, B, = 0, A, = E, A, = F(t). 
Then S, = 6, = 0 = R, = R,, C, = 0, C, = M and inequalities (34), 
(35) are satisfied if KM < g. 
In the particular case of the scalar equation, 
dx(t + h) 
dt 
= - gx(t + h) + b(t)%(t), 
where g > 0 is a constant and b(t) is a continuous function of t, the solu- 
tions approach zero exponentially as t -+ 00 if /b(t)/ < qg, 0 < q < 1. 
REMARKS: If the condition BR(t)Bl(t) = B,(t)B,(t), t > 0, 0 < k, 
I ,< m is not satisfied, then an integral representation of the same form 
as in (28) still exists, except now X,(t) satisfies the equation 
m 
X’(t + hm) + 2 XV + kJB&) = 0, with X,(t) = 0, 
n==O 
for to < t < to + hm 
and X,(t) = I, t = to + hm. See Bellman and Cooke [2]. To state a 
theorem similar to Theorem 5, it is only necessary to assume that (32) 
also is satisfied for the above equation. 
The conclusion of Theorem 5 is still valid if a function g(t, x(t), 
4 + h,), . . . , x(t + h,,,)) is added to (29), where Ilg(t, yo,. . . , y,,,)[j < 
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MF J--T= 0 (ly?J I1 +, M > 0, a > 0, b arbitrary. The modifications 
necessary in the proof of Theorem 5 are similar to those indicated in the 
proof of Theorem 4, and will not be given here. 
A theorem related to Theorem 5 is found in Germaidze L5]. It does 
not appear that either theorem is a special case of the other, although 
it seems that the techniques used by Germaidze could be applied to prove 
Theorem 5 also. 
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