The multiple instance classification problem [6, 2, 12 ] is formulated using a linear or nonlinear kernel as the minimization of a linear function in a finite dimensional (noninteger) real space subject to linear and bilinear constraints. A linearization algorithm is proposed that solves a succession of fast linear programs that converges in a few iterations to a local solution. Computational results on a number of datasets indicate that the proposed algorithm is competitive with the considerably more complex integer programming and other formulations. A distinguishing aspect of our linear classifier not shared by other multiple instance classifiers is the sparse number of features it utilizes. In some tasks the reduction amounts to less than one percent of the original features.
Introduction
The multiple instance classification problem was introduced in [6, 2, 12] and consists of classifying positive and negative bags of points in the n-dimensional real space R n on the following basis. Each bag contains a number of points and a classifier correctly classifies all the bags if for each positive bag at least one point in the bag is classified as positive, and for each negative bag all the points in the bag are classified as negative. Various formulations of the multiple instance classification problem including integer programming, expectation maximization, and kernel formulations have been proposed [1, 9, 22, 23] . Ray and Craven [19] provide an empirical comparison of several multiple instance classification algorithms and their non-multiple-instance counterparts.
We propose here a novel mathematical programming formulation of the multiple instance classification problem that leads to an efficient successive linearization algorithm that typically converges in a few steps to a local solution of the problem which for a linear classifier utilizes as little as one percent of problem features. Our formulation uses a linear or nonlinear kernel support vector machine classifier [20, 4, 21, 14] and is based on the following simple ideas. The outline of the paper is as follows. In Section 2 we give our formulation of the multiple instance classification problem and state some of its properties.
In Section 3 we state our algorithm and give its convergence. In Section 4 we present our numerical tests on five datasets. Section 5 concludes the paper.
We now describe our notation. All vectors will be column vectors unless transposed to a row vector by a prime ′ . The scalar (inner) product of two vectors
x and y in the n-dimensional real space R n will be denoted by x ′ y. For x ∈ R n and 1 ≤ p < ∞, the p-norm and the ∞-norm are defined as follows:
The notation A ∈ R m×n will signify a real m × n matrix. For such a matrix A ′ will denote the transpose of A, A i will denote the i-th row of A, and A ·j will denote the j-th column of A. A vector of ones in a real space of arbitrary dimension will be denoted by e. Thus for e ∈ R m and y ∈ R m the notation e ′ y will signify the summation m i=1 y i . A vector of zeros in a real space of arbitrary dimension will be denoted by 0. The identity matrix of arbitrary dimension will be denoted by I. A separating plane, with respect to two given point sets A and B in R n , is a plane that attempts to separate R n into two halfspaces such that each open halfspace contains points mostly of A or B. A bilinear function is the product of two linear functions. A bounding plane to the set A is a plane that places A in one of the two closed halfspaces that the plane generates. For A ∈ R m×n and B ∈ R n×k , a kernel K(A, B) maps
In particular, if x and y are column vectors in R n ,
is an m × m matrix. The base of the natural logarithm will be denoted by ε. A frequently used kernel in nonlinear classification that will be employed here is the Gaussian kernel [21, 14] whose ij−th element, i = 1, . . . , m, j = 1, . . . , k, is given by: (K (A, B) ) ij = ε
between the bounding planes x ′ w = γ ± 1 using the ∞-norm to measure the margin, as described in [13] . Our mathematical programming formulation will be based on the simple observation that a positive bag will be classified as being in the halfspace {x|x ′ w ≥ γ + 1} by the separating plane (1) if and only if some convex combination of points in that bag lies in the positive halfspace. This leads to the following mathematical program with some positive parameter ν that weights data fitting versus generalization:
Here, the vector y with components y i , i = 1, . . . , k and y 
Other than the first set of k constraints which are bilinear, the optimization problem has a linear objective function and constraints. We note that the term w 1 is easily converted to a linear term e ′ s with the added constraint s ≥ w ≥ −s. We shall propose and establish convergence to a local solution of our formulation (2) of the multiple-instance problem via a successive linearization algorithm in the next section after we have formulated the nonlinear kernel problem.
Nonlinear Kernel Classifier
We now describe how to generate a nonlinear classifier via a nonlinear kernel formulation. We replace the separating plane (1) by the nonlinear separating surface:
where u ∈ R m is a dual variable and the m × n matrix H is defined as:
and
We note that the linear classifier (1) is recovered from (3) 
We note again that the only nonlinearity is in the first k bilinear constraints.
A necessary and sufficient condition for nonlinear kernel separation is that y < e.
Multiple Instance Classification Algorithm
Since only the first constraints in our multiple instance formulation are nonlinear, and in fact are bilinear, an obvious method of solution suggests itself as follows. Alternately hold one set of variables that constitute the bilinear terms constant while varying the other set. This leads to the successive solution of linear programs that underly our algorithm which we specify now. 
(ii) For u r fixed at the value obtained in (i), solve the following linear program
, r by r + 1 and go to (i).
Since the objective function of our original multiple instance formulation (5) is bounded below by zero and is nonincreasing in the iterations (i) and (ii) of the MICA Algorithm 3.1, it must converge. We can state the following convergence result. 
Proof That the sequence {νe ′ y r + u r 1 } converges follows from the fact that it is nonincreasing and bounded below by zero. That (8) A similar algorithm and proposition can be given for a linear classifier which is a special case of the above nonlinear kernel classifier.
Before we turn to our numerical results, it is important to point out some significant differences between our MICA Algorithm 3.1 and the mi-SVM and MI-SVM mixed integer programming formulations introduced by Andrews et al. in [1] . A key difference is that MICA employs the 1-norm, rather than the 2-norm used by mi-SVM and MI-SVM. The 1-norm SVM formulation is known to lead to sparse solutions [3, 24] , which corresponds to using few input features when a linear classifier is used.
Our experimental results will demonstrate this 
Numerical Testing
To demonstrate the capabilities of our formulation, we report results on twelve datasets, two from the UCI machine learning repository [17] , and ten from [1] .
Detailed information about these datasets is summarized in Table 1 . We use the datasets from [1] to evaluate our linear classification algorithm. Three of these datasets are from an image annotation task in which the goal is to determine whether or not a given animal is present in an image. The other seven datasets are from the OHSUMED data and the task is to learn binary concepts associated with the Medical Subject Headings of MEDLINE documents.
The two datasets from the UCI repository [17] are the Musk datasets, which [3, 14] in our comparisons as the natural non-multiple-instance counterpart to MICA. were selected from the set {2 i |i = −7, . . . , 7} by ten-fold cross validation on each training fold for the image annotation datasets, and by using a random ten percent of each training fold as a tuning set. The final classifier for each fold was trained using all the data in the training fold. MICA was stopped if the difference between the v variables was less than 10 −4 or if r > 80. SVM1
was trained by assuming all instances in each positive bag had a positive label, but for tuning and testing the classification rule was the same as for MICA.
We note that MICA had the best correctness on four datasets, while mi-SVM had the best correctness on three datasets. SVM1 had the best correctness on two datasets, and MI-SVM had the best correctness on one dataset. EM-DD did not have the best correctness on any dataset.
In order to evaluate the difference between the algorithms more precisely, we used the Friedman test [8] on the results reported in Table 2 . The Friedman test is a nonparametric test that compares the average ranks of the algorithms, where the algorithm with the highest correctness on a dataset is given a rank of 1 on that dataset, and the algorithm with the worst correctness is given a rank of 5. For example, on the Elephant dataset, mi-SVM has rank 1, MICA has rank 3, and EM-DD has rank 5. The average rank for MICA was 2.1, for mi-SVM 2.3, for SVM1 2.9, for MI-SVM 3.1, and for EM-DD 4.6. The Friedman test indicated that these results were significantly different at the five percent level, so we went on to perform a Bonferroni-Dunn post-hoc test [7] to compare MICA with the other algorithms. We found that the only algorithm with statistically significant difference from MICA was EM-DD. Demšar [5] gives an introduction to these tests, and demonstrates their applicability to the comparison of machine learning algorithms. These results indicate that MICA, which is the only algorithm that incorporates both multiple instance information and substantial feature reduction, has correctness comparable to the other linear classifiers and better than EM-DD on these datasets. previous comparisons between 1-norm and 2-norm penalties for SVMs [3, 24] .
We note that although there were 230 features reported in the three image annotation datasets, 87 are zero in every instance for each dataset. Thus, neither MI-SVM nor mi-SVM reduce features on these datasets. While we did not test mi-SVM and MI-SVM on the OHSUMED data, the above results and cited work indicate that they will not reduce features as drastically as MICA or SVM1. We note that in some cases MICA used less than one percent of the features, and never used more than five percent on the OHSUMED data or more than 55% of the 143 non-zero features on the image annotation data.
To demonstrate the efficiency of our proposed formulation, we describe its behavior on the Elephant dataset. The average time to learn a classifier once the parameter ν was chosen was 25.2 seconds, and the average number of MICA iterations required was 5.8. Note that each iteration involves solving two linear programs. These results were obtained on a Pentium III 650 MHz desktop machine with 256MB RAM running Tao Linux, Version 1. The algorithm was implemented in MATLAB [16] and the linear programs were solved using the dual simplex method of the CPLEX linear programming solver [10] .
Although our numerical testing is focused on linear classification, Table 3 gives ten-fold cross validation accuracy results for MICA using a Gaussian kernel and previously published results of several other algorithms on the Musk-1 and Musk-2 datasets which are available from the UCI repository [17] . The results for EM-DD are taken from [1] . The MIK entry reports the best ten-fold cross validation result among the multi-instance kernel methods of Gartner et al. [9] . The IAPR entry reports the results obtained by Dietterich et al. using the Iterated Discrimination Axis-Parallel Rectangle algorithm [6] . The parameters ν and µ of MICA were both chosen from the set {2 i |i = −7, . . . , 7} using a subset of the training set as a tuning set for each fold. MICA was stopped if the difference between the v variables was less than 10 −4 or if r > 80. To speed computation and reduce the risk of overfitting, a reduced kernel containing ten percent of the rows of H was used as in [11] . We note that MICA had the best correctness among eight methods on Musk-2.
Conclusion & Outlook
We have introduced a mathematical programming formulation of the multipleinstance problem that has a linear objective with linear and bilinear constraints. Our mathematical program can be efficiently solved by a succession of fast linear programs that converge in a few iterations to a local solution. Results on previously published datasets indicate that our approach is very effective at finding substantially sparse linear classifiers. Furthermore, our approach can be easily extended to finding nonlinear classifiers with potentially high accuracy through the use of nonlinear kernels. Improvements in the mathematical programming formulation and evaluation using a wide variety of datasets and algorithms, such as those in [19] , are promising avenues of future research.
