We present an experimental study of the performance of one-dimensional Distributed Read-Out Imaging Devices (DROIDs), based on two Ta/Al-based STJs placed on either side of a Ta absorber strip. We focus our discussion on the prospects of building large-format photon-counting imaging spectrometers for applications at soft X-ray energies. Tunnel-limited spectroscopical resolutions have already been demonstrated for optical photons. With a 20 × 100 µm 2 absorber we have measured an intrinsic energy resolution of 2.1 eV FWHM for 500 eV photons. This demonstrates that at soft X-ray energies resolutions close to the tunnel limit are also feasible for these type of detectors. A detailed analysis of pulse-shapes with analytical models allows us to assess the main parameters that determine the performance of these detectors. In particular, we discuss the dependence of the quasiparticle diffusion constant on the temperature of the absorber. Extrapolation of these models indicates that it is possible to extend the length of the absorber to 1.5 mm, without a serious degradation of the detector's performance.
INTRODUCTION
The next generation of astronomical X-ray missions places challenging demands on the instrumentation. The foreseen X-ray detectors on these missions should combine high spectroscopic resolution with imaging capability in large-size pixels at high photon counting rates. Taking ESA's XEUS mission, currently under study, as an example [1, 2] , the requirements for the Xray imaging spectroscopy detector include a pixel size ≥100 µm with a total detector area of 7×7 mm 2 , an energy resolution of 0.1% of the photon energy in energy ranges from 0.1 − 2 keV and/or 0.5 − 10 keV, and a time resolution ≤5 µs. Cryogenic detectors, such as microcalorimeters and superconducting tunnel junctions (STJs), are the most promising technology, because they offer, compared to Si-based CCDs, a superior energy resolution, a broad energy range, and the possibility of single photon counting up to rates of several tens of kHz. However, the necessity to individually bias and read-out each device implies at least one electrical connection per pixel, which poses a serious challenge to the development of the equivalent of a large-format imaging array [3, 4] .
A possible solution is offered by distributed read-out imaging devices (DROIDs), in which photons are absorbed in a single crystal of large dimensions [5] or a smaller poly-crystalline layer [6−8] , and subsequently detected by STJs located at the edges of the absorber. Compared to an array, such a detector geometry provides a large sensitive area with a considerable reduction in the number of read-out connections. By time-coincident event measurement it is possible to reconstruct both the absorption position and the energy of the incoming photons. The second main advantage of this type of detectors is therefore that they allow a correction for the dependence of the charge signal on the absorption position, which is the main source of energy degradation in STJs [9, 10] . As a result, energy resolutions close to the statistical limit are feasible. Disadvantages of this approach are the relatively lower sustainable count rates, relatively lower charge signals, which has an adverse effect on the energy resolution, and an increase in pulse duration times due to diffusion of the charge carriers from the photon absorption site to the detectors. The longer the pulse duration, the larger the probability for pile-up of events.
In this study we investigate the prospects of 1-dimensional DROIDs as prototypical astronomical X-ray detectors. We start with the results of recent experiments with a 20 × 100 µm 2 absorber, which demonstrate the feasibility of tunnel-limited energy resolution at soft X-ray energies (2.1 eV FWHM for 500 eV photons). Next we discuss an analytic model which describes the shapes of the two pulses emerging from a DROID as function of the quasiparticle (qp) diffusion constant in the absorber, the tunnel rates of the qps in the STJs, and the qp loss rates. The dependence of these parameters on the operation temperature is discussed. Finally, we use these models to extrapolate the performance of the DROIDs to much larger absorber sizes, and discuss to what extent large-format DROIDs can meet the challenging requirements of the next generation of astronomical X-ray missions. Figure 1 shows an image of a 1-dimensional DROID. Such a detector consists of an epitaxial Ta absorber with a thickness of 100 nm and a RRR of ~48, deposited on a sapphire substrate. The STJs are symmetrical, with 100 nm thick Ta layers and 55 nm thick Al trapping layers. The base electrode is common with the absorber (see Fig. 1a ). The whole detector is covered with a 480 nm thick SiOx layer to protect it from oxidation. The STJs have individual Nb connections to their top electrodes and a common 3 µm wide Nb return contact via the absorber (see Fig. 1b ), intended to avoid quasi-particle (qp) losses through out-diffusion into the electrical connections. The junctions have a normal resistance of ~4.2 µΩ cm −2 and the gap energy ∆ in the junctions is 0.42 meV. For the study presented here, we have tested three 1-dimensional DROIDs, absorber sizes of respectively 100×20 and 200×20 µm 2 (hence with 20×20 µm 2 STJs) and 400×50 µm 2 (with 50×50 µm 2 STJs). These devices are identified below as 1D-100, 1D-200 and 1D-400.
EXPERIMENTAL SET-UP
The first series of experiments were performed in collaboration with the Physikalisch-Technische Bundes-anstalt (PTB) in Berlin, at the PTB SX-700 beamline of the BESSY II synchrotron facility, which offers a range in photon energies from ~40 eV to 1950 eV. Here the detectors were operated in a portable 3 He cryostat (T base =470 mK). The STJs are read out with a charge-sensitive pre-amplifier with JFET input stages, followed by electronic shaping with a bipolar semi-gaussian filter. This is done in coincidence for the two channels, so for each photon two coincident pulse heights S 1 and S 2 are registered. The sum of the two signals is directly proportional to the photon energy, while the difference between the signals gives the absorption position.
The second series of experiments comprised uniform illumination of the DROIDs with a 55 Fe source (E Kα = 5895 eV and E Kβ = 6490 eV) in a Heliox 3 He cryostat. The base temperature in this cryostat is T base = 320 mK, but the operation temperature can be accurately controlled up to 4K. Here, the pulses are read out by a quasi current-sensitive pre-amplifier (actually a charge-sensitive pre-amplifier with a very short, 0.5 µs, characteristic time) and then sampled in coincidence by a digital GaGe oscilloscope at a frequency of 20 MHz, with 11-bit accuracy in 4096 channels. Figure 2 shows a spectrum obtained in a series of experiments on the PTB SX-700 beamline at the Bessy II synchrotron facility in Berlin. At a photon energy of 500 eV we obtain an intrinsic energy resolution of 2.1 eV. Although the calculation of the statistical noise in a DROID is not entirely straightforward, see [11, 12] and Section 4.3 below, for the small DROID in this experiment it is 2.0 eV at 500 eV, as we will infer from the models discussed below. This is actually close to that of a corresponding single-pixel STJ (2.1 eV). Energy resolutions approaching the statistical limit have been reported before in the soft X-ray range for single Nb-based STJs [13] . In Fig. 3 we summarize the other experiments, demonstrating that the DROID behaved very linear in the energy range of the SX-700 (50 − 1950 eV) and that no degradation of the intrinsic resolution takes place for count rates up to at least 1 kHz (Fig. 3c) . The measured resolution does degrade, due to pile up of events, as does the width of the pulser signal. Since the shaping time for these measurements is 10 µs, the pile-up is mainly due to the pulse duration. In Fig. 3b we plot measured resolutions against photon energy, for measurements that have roughly the same statistical weight (i.e. all the values of the energy resolution indicated by the solid squares are based on 2000 − 4000 events). Also shown are the values of the resolution based on the first and the second half of the collection of events in a measurement (the highest value is indicated by an up-pointing triangle, the lowest by a down-pointing triangle). The variation in this plot is considerably larger than the formal statistical errors, which are of the order [2N] −1/2 < 2%, with N the number of events. Compared to the other experiments, our result of 2.1 eV at 500 eV, which was obtained by taking only a part of a longer measurement, seems an advanteous outlier. However, given the statistical weight of this result (based oñ 2000 events), we conclude that during this particular time window we measured the true intrinsic resolution of the detector, which is masked in the other experiments by an external source of noise to which the pulser is not sensitive. Clearly this noise source is time dependent, even on the scale of minutes, given the large differences between succesive subsets of events. The most obvious cause for this noise is bias instability.
EXPERIMENTAL RESULTS

Energy resolution
Bias instability
To investigate the time dependence of the bias instability we make use of the result in Fig. 3c , namely that the intrinsic energy resolution of the DROID remains unaffected up to ~ 1 kHz. This implies that we can study the position of a 500 eV spectral line as a function of time down to timescales of the order of seconds. Sampling at 0.5 kHz, a 2 sec. time window contains on average 200 events, and the line position can be determined with an accuracy of σ/√N ≈ 0.07 σ, where σ is the spread in energy and N the number of events in the sample. By taking the median of the energy for the 200 events, instead of the average, we remove the noise from the determination of the line position due to outlying events. The results of this exercise are shown in Fig. 4 . for three different bias voltages. Because the charge output is a function of bias voltage, as is shown in Fig. 5a for the two STJs, we expect that the noise on the line position due to fluctuations on the bias voltage is a. b. proportional to the derivative of this function. Therefore, at the bias voltage where the charge output of an STJ is maximum we expect the smallest noise, while for low bias voltages, where the slope of the relation with the charge output is steepest, we expect the largest noise. This hypothesis is, at least partially, confirmed in Fig. 4 . We would have expected that the noise in the second run, taken at the bias voltages where the charge output of both STJs is maximum, would be the the lowest, but that turned out not to be the case. Neither was it possible to retrieve the statistical limit in any of the runs by removing the detected fluctuations from the signal (by bringing the line position in all the time bins to the same value). The reason for this may be found in the power spectra shown on the right hand side of Fig. 4 : these indicate that the spectrum of fluctuations on timescales below 200 sec. is flat, and will continue flat below our smallest accessible scale of 2 sec. Hence fluctuations on timescales below 2 sec. will also contribute to the noise, and these we cannot filter out. Finally, we attempted to model the noise, using the relation between charge output and bias voltage. Taking a Gaussian distribution of the fluctuations, characterized by a specific width σ V , we can compute the measured width of a perfectly sharp incoming line, as a function of bias voltage. In Fig. 5b we compare several of such relations with the results in Fig. 4 , assuming for simplicity that the entire linewidth is due to bias fluctuations. This means that the derived value for σ V is an upperlimit. The best fitting value for σ V turns out to be 1 µV, which is certainly compatible with the design of the bias circuit.
In summary, the intrinsic resolution of at least our smallest DROID is close to the statistical limit, but due to fluctuations on the bias voltage, it is very hard to actually measure with this resolution. In order to fully explore the potential of the DROIDs, a bias circuit is required that is stable to at least the 0.1 µV level.
PULSE-SHAPE MODELLING
Fitting pulses
Two typical examples of the charge outputs for DROIDs with relatively short absorber bars are shown in Fig. 6 . Because these curves do not asymptotically approach the ordinate axes, the physical properties of these DROIDs cannot be properly described with the standard model for strip detectors by Kraus et al. [6] . Moreover, it turns out that the shape of the 'banana' depends not only on the physical properties, but also on the electronic filtering of the pulses. In order to obtain physical information about our detectors we therefore take a different approach. Fig. 7 shows an example of the pulse pairs that emerge from the two STJs on a DROID. Since no shaping filter is applied, only the characteristics of the pre-amp are important for the shape of the pulses, and to also minimize this influence we took a quasi current-sensitive pre-amp with a short RC time of 0.5 µs. The model of the pulse shapes is based on the Rothwarf-Taylor equations [14] to which terms are added that account for the diffusion of qps inside the absorber bar, and localized qp losses from the absorber due to the presence of the ground lead. Although the ground lead consists of a material with a higher gap (Nb) than the absorber (Ta), it a.
b. Fig. 6 . Charge outputs of the two STJs plotted against eachother, for two sizes of the absorber bar, demonstrating that Kraus' model is not applicable to our detectors. a. A DROID with a 100 µm absorber (1D-100) . b. A DROID with a 200 µm absorber (1D-200) . The knee in the center of the curve is due to qp losses into the ground lead connected to the center of the absorber.
was shown in previous work [12] that it acts as a major source of qp losses. This extended RT equation has the form: 
where n i is the qp density in either the absorber (i=1) or the STJ (i=2), D i the qp diffusion constant, Γ abs the qp loss rate in the absorber, Γ top the qp loss rate in the top electrode, Γ tun the qp tunnel rate, N 0 the initial number of qps and d the thickness of the absorber. In this set of equations are some implicit simplifying assumptions to reduce the number of free parameters of the model and to speed up the computation of the solution. First, the data contains no information on the lateral dimension, so the equations are 1-dimensional as well. Second, in the energy range we are interested in the non-linearity of the response is very small (see Fig. 3a ), so we let the effects of qp self-recombination and phonon losses enter only through the qp loss rates. Thirdly, the effect of phonon transport across the barrier is neglected. Finally, the tunnel rates are taken the same for the top and base electrode, as the electrodes are symmetrical with respect to the barrier.
We apply a standard method for the solution of Eq. 1, by expanding the solution in a complete, orthogonal system of eigenfunctions of the Helmholtz equation. This method is described in detail in Ref. [9] . These eigenfunctions are solutions of a dispersion equation, with the appropriate boundary conditions at the edges. Through these boundary conditions the various features of the model are introduced: in this case the shape of the absorber and the effect of the presence of a ground lead on the absorber. The loss rate associated with the ground lead, Γ lead , enters in the explicit treatment of the effects due to Fig. 7 . Example of our analytical model fitted to a pair of pulses, sampled with a digital oscilloscope on a DROID with a 400 µm absorber bar (1D-400). the ground lead, because the localized losses into leads have a non-exponential character, and cannot be summarized in a term of the form nΓ on the right-hand side of Eq. 1.
Temperature dependence of the diffusion constant and the loss rates
A practicle application of the above model is illustrated in Fig. 8 . Here we show the dependence of three main parameters, D 1 , the qp diffusion constant in the absorber, τ lead = Γ lead , consistent with values found for single-pixel STJs [10] . The pulses were selected from a 'banana' diagram like those in Fig. 6 , which was generated by filtering the complete set of pulses with an artifial transfer function, mimicking our hardware shaping stage. We took 11 clusters of pulses, located at equally spaced intervals on the absorber in between the STJs. Each cluster contains 50 pulses.
Several conclusions can be drawn on the basis of Fig. 8 . Assuming that the qps thermalize while they are still inside the absorber we may apply the following expression for the qp diffusion constant [15, 16] :
Here T qp is the temperature of the qps in the absorber, taken equal to the operating temperature. The energy gap ∆ (0.67 meV) and the Fermi velocity v F (0.38 10 6 m/s) were taken from the literature, but the values of the residual resistance ratio (RRR=45) for 100 nm thick films and mean-free path at room temperature λ 300 (7 nm) were measured in our group. The theoretical value for the diffusion constant, 63 cm The characteristic time for qp losses into the lead is much smaller than the time for bulk losses in the absorber, as one would expect on the basis of Fig. 6b . Also, the loss times are independent of position. The characteristic time for bulk losses depends on temperature; the qp losses in the absorber at 0.7 K are significantly higher than at 0.3 K. If such losses are associated with qp traps, they should become less at higher temperatures (and τ abs should become larger), because of the presence of a background of thermal phonons, which can aid to liberate qps from the traps (detrapping) [18] . Such a difference is visible, although not at a significant level, between τ abs (0.3 K) and τ abs (0.5 K). The explanation for the high loss rates at 0.7 K is therefore recombination with thermal qps. Although exact calculations of qp recombination rates are difficult, due to the non-linearity of the problem, a rough estimate that assumes a uniform density of both the excess qps, indicates indeed the right order of magnitude for τ abs and (roughly) the right ratios between τ abs (0.3 K), τ abs (0.5 K) and τ abs (0.7 K).
There are also several puzzling facts about Fig. 8 . The fitted value of the diffusion constant is not constant with position in the absorber, contrary to what one would expect. In particular, there appears to be a large dip near x=−40 µm, close enough to the location of the central lead to associate the effect with qp losses into or near this lead, although it is not yet clear what is the exact mechanism behind this effect, and whether it is completely due to the model. We also find that D 1 seems consistently higher on one side of the absorber. Pulse shapes differ slightly for events which were absorbed at equal distances on either side of the center of the absorber. However, when we fit the model pulses to the data and compute the figure of merit χ 2 , we account for the difference in statistical weight between the large, triggering pulse and the smaller coincident pulse. Hence it is presently unclear where this large and consistent difference originates.
Secondly, the fact that τ lead is independent of temperature is also curious. On the one hand it seems to imply that the losses associated with the lead are not due to local traps, resulting from the deposition of the lead connection. This leaves only one alternative mechanism, qp diffusion into the leads. The typical timescale for a qp in bulk Ta (the absorber) at an energy equal to the gap of bulk Nb (1.55 meV) to emit a phonon such that it can no longer enter Nb is, cf. [19] , 0.3 ns in the temperature range of 0.3 − 0.7 K. This timescale is much shorter than the diffusive crossing time of the absorber, which is of the order of 10 µs in the long direction and 0.16 µs in lateral direction, so it seems highly unlikely that many qps travel into the Nb lead.
Calculation of the energy resolution
Another practical application of the model is in the calculation of the statistical limit of the energy resolution of a DROID. The statistical limit on the energy resolution consists of three contributions. All these processes are essentially Poissonian in nature and their contribution to the energy resolution scales with the square root of the photon energy:
where ε=1.74∆ is the energy needed to create one qp, E is the photon energy. F is the Fano factor, which characterizes the fluctuations on the initial number of qps created in the photon-absorption event. Its value is estimated to be 0.22, based on calculations for photons of a few eV in Nb [20, 21] . G characterizes the statistical fluctuations that occur in the number of tunneled qps [22, 23] , and is given as:
where P 1 is the probability for qps to tunnel from the base electrode (absorber) into the top electrode, and P 2 is the probability for tunneling from top to base film. Finally, H characterizes the cancellation noise [11, 24] , which is due to fluctuations on the number of quasiparticles that tunnel with energies in excess of ∆+eV bias in a way that reduces the tunnel current. This countercurrent becomes important on the steep flank of the curves in Fig. 5a , where V bias is sufficiently low to allow such events. Under the normal operating conditions of our DROIDs, it can safely be ignored [12] .
In order to compute G for a DROID we need to know N 1 and N 2 , resp. the number of qps that tunnel from the absorber to the top electrode and vice versa. P 1 is then defined as N 1 /(N 0 +N 2 ) and P 2 =N 2 /N 1 . It is clear from these definitions that this G factor applies to the combined signals of the STJs, and does account in a natural way for the correlation between the two signals. This correlation originates in the fact that each of the original N 0 qp can only tunnel in one of the STJs at a time, but is, on the other hand, not restricted to spend its entire life in one STJ. Although the energy gap under the STJs is lower than in the rest of the absorber, due to the presence of the Al [25] , qps will only be temporarily trapped. Once a qp has tunneled to the top film and back to the absorber again, it has gained 2eV bias in energy [26] , enough to overcome the gap difference between absorber and STJ. Fig. 9 Simulation of measurements of 500 eV radiation with two 20 × 200 µm 2 DROIDs, one with a 3 µm wide ground connection attached to the center of the absorber bar (OLD), the other with two 1 µm wide connections at the far ends of the absorber bar (NEW). a. Charge outputs of two STJs plotted against each other. Note that the knee present in Fig. 6b is accurately reproduced. b. Pulse risetimes of the two STJs plotted against each other. c. The statistical limit of the energy resolution as a function of photon-absorption position.
LARGE-FORMAT DROIDS
The design of the present DROIDs has not been optimized. One of its main problems is the central ground lead connection with the absorber, which is a large source of qp losses (see Ref. [12] and Fig. 6b) . As a result, the total charge output is a function of photon-absorption position, and must be corrected in order to reconstruct a spectral line, a process which is likely to introduce at least some additional line broadening. In Fig. 9 we compare the model simulation of DROID 1D-200 with a conventional lay-out to one in which the 3 µm wide central lead is replaced by two connections at the far ends of the absorber, each 1 µm wide. The model parameters are the averages of the results of the fits to the pulses from the 1D-400 DROID at a temperature of 0.3 K, discussed in the previous Section. Below we keep these fitted parameters fixed, (except the absorption position x), and vary the fixed properties such as absorber length L and thickness d, and the geometry of the ground leads. Under the assumption that the losses associated with the lead scale proportional to its width, we see in Fig. 9a that the knee disappears with the removal of the central lead, as expected, and that the charge output slightly improves. The pulse risetime, defined as the time in which a fraction 1/e of the total charge is collected, becomes 10% longer. The energy resolution, on the other hand, improves by a few percent, and, more importantly, becomes independent of position.
Taking the new design as a starting point, we try to optimize its geometry. The goal is to have sufficiently low energy resolution and pulse risetimes for the longest possible absorber length. In Fig. 10 we show the results of the various simulations. Because total charge output and energy resolution are independent of photon-absorption position, the models are evaluated only at the center of the absorber. The charge output calculations have not been convolved with any electronic transfer function. Fig. 10a illustrates the fact that making the absorber thinner, reduces its volume and increases the qp density. For small absorber sizes this promotes the tunnel rate, and hence the charge output. For larger absorber sizes, a thinner absorber implies slower qp diffusion, as D ∝ RRR ∝ d, which means that more qps get lost before they tunnel, and thus reduces the charge output. The pulse risetime only depends on D, as can be seen in Fig. 10b . The thicker the absorber, the faster the diffusion and thus the smaller the pulse risetime. Because the statistical limit of the energy resolution is directly proportional to the signal-to-noise ratio and scales as Q tot
, it is lowest when the charge output is highest. For absorber lengths between 1.2 and 2 mm, 100 nm seems to be the optimal thickness. Finally, we show the effect of different materials, which is straightforward: energy resolution scales as ∆ gap 1/2 . Other material constants have not been taken into account. Hence we assume that it is possible to deposit absorbers with the same diffusive properties as the present Ta absorbers. For Al and Mo, high-RRR films (> 30, for 100 nm thickness) have already been deposited [27] , while the Fermi velocity and mean-free path in these materials is higher than in Ta, implying that high values for D 1 are likely. Al is of course not a good choice because of its low X-ray stopping power, but it may be interesting for optical applications. For Hf, however, the deposition of a high-quality absorber is more challenging [28] . Moreover, the basic timescale for phonon-qp scattering processes, τ 0 , which scales as ∆ gap , is estimated to be 217 µs in Hf [29] , implying that qps will hardly thermalise during their diffusion to the STJs, even in the large-format DROIDs. So, also in terms of material properties a trade-off has to be made. 
CONCLUSIONS
We set out to study the feasibility of a large-format DROID whose performance complies with the main requirements for ESA's XEUS mission: a pixel size ≥100 µm with a total detector area of 7×7 mm 2 , an energy resolution of 0.1% of the photon energy in energy ranges from 0.1 − 2 keV and/or 0.5 − 10 keV, and a time resolution ≤5 µs.
• We have demonstrated that it is in principle possible to operate a 100 µm-long Ta-based DROID as a X-ray photoncounting imaging spectrometer close to the statistical limit of the energy resolution. The main obstacle here seems to be external noise sources, presumably related to the stability of the bias circuit. An improvement of the bias stability by at least a factor 10 to 0.1 µV RMS is required.
• The intrinsic energy resolution of this DROID remains unaffected for count rates up to 1 kHz, after which it starts to rise slowly due to pile-up of events.
• We have developed an analytical model which provides an accurate description of the pulse shapes emerging from the two STJs in terms of a set of physical parameters. This model allows the extrapolation of DROID performance to large absorbers, different geometries and different materials. Assuming that the diffusion constant scales proportional to the film thickness, different absorber thicknesses were explored as well.
• To avoid pile-up thicker absorbers are better than thinner, because the pulse duration time scales roughly inversely proportional to the qp diffusion constant, which is itself proportional to the absorber thickness. A 400 nm thick, 1 mm long absorber has roughly the same pulse risetime as a 100 nm thick 0.2 mm long absorber.
• For the best energy resolution, a small thickness is preferable in absorbers up to 1 mm. For absorbers with lengths between 1 and 2 mm, 100 nm thickness seems optimal, and beyond 2 mm, the thicker the absorber the better.
• At present, a 200 nm thick, 1.25 mm long Mo absorber seems the optimal in terms of size, energy resolution, pile-up and technical feasibility. Compared to the DROIDs tested in this study, the minimum energy resolution should be close to 1.5 eV for 500 eV photons, while the pulse risetime is only twice as long, ~50 µs. In fact, pulses may turn out shorter, thus alleviating the pile-up problem, because in Mo both the Fermi velocity and the mean-free path are better than in Ta, and Mo films with high RRR values have already been demonstrated.
Finally, we have studied the dependence of three physical properties on operation temperature, obtained from fitting models to pulse pairs sampled with a digital oscilloscope: the qp diffusion constant D in the absorber, and the timescales associated with qp loss into the central lead and bulk qp loss in the absorber, resp. τ lead and τ abs .
• We did not find a significant difference between 0.3 and 0.5 K, but there was a clear difference between 0.3 and 0.7 K for D and τ abs .
• The ratio between the diffusion constants at 0.3 and 0.7 K is as expected for thermalized qps. The measured values for the diffusion constants are a factor 5 smaller than the theoretical predictions, in accordance with other work.
• The timescale for bulk loss in the absorber decreases significantly with increasing temperature, consistent with the effects of thermal recombination.
• The timescale for losses in or near the lead, however, does not depend on temperature.
