ABSTRACT. We investigate a non-linear transformation B on a function space O and find necessary and sufficient conditions for it to square to the identity. We use this transform to exhibit dualities between graph invariants: weighted independence numbers, weighted Lovász numbers, and weighted fractional packing numbers. These three invariants are
INTRODUCTION
We study a non-linear transform B that we define on a space of realvalued functions O and present an extended discussion of its properties. We use this transformation to study weighted, combinatoric invariants of a graph G with a fixed set of vertices, but with a variable weight function p. The transformation B acting on the weight function p displays a new set of duality relations between different weighted graph invariants.
In particular, we give duality relations for the weighted independence number, the weighted Lovász number, and the weighted fractional packing number. We now state these dualities and prove them in §3. In §4 we discuss the relations of our results to the study of relative entropy, entanglement, and quantum coherence. In §5 we elaborate the definition and give detailed properties of the transformation B.
1.1. Main Results. In this paper we let R n + denote the vectors in R n all of whose coordinates are all nonnegative, with R + for n = 1. .
Theorem 2 (Involution). The transform B leaves O invariant, BO ⊂ O. Also B has period two on f ∈ O, namely B 2 f = f , iff f is monotonically increasing and convex:
f (p) f (p + q) f (p) + f (q) , for all p, q ∈ R n + . Consider a graph G = (V, E) with vertices V = V (G) and edges E = E(G). Let G denote the complement of G. The vertices of G and G are the same, but the edges are complimentary. Two vertices in G define an edge of G, iff they do not define an edge in G.
A weight on G is a function p : V (G) → [0, +∞). In §2.1 we discuss weighted invariants for a graph G, that depend on a weight (function) p. We define the weighted independence number α G (p), the weighted Lovász number ϑ G (p), the weighted fractional packing number α * G (p), and the weighted Shannon capacity Θ G (p). Let B act on the weight as
Theorem 3 (Duality). Given a graph G and a weight function p,
Since the weighted independence number, weighted Lovász number and weighted fractional packing number, satisfy the conditions of Definition 1 and Theorem 2, they equal their double transform. On the other hand the weighted Shannon capacity Θ G is not convex [AFLS15] . So we infer:
Corollary 4. Given a graph G and a weight function p,
But when Θ G is not convex,
We also consider the application of the duality relation of graph invariants in contextuality. In Theorem 10 we find that some graph invariants used in the area of contextuality can be interpreted as the max-relative entropy of the probabilistic models. Since the max-relative entropy has been proved to play an important role in quantum communication [KRS09] , quantum entanglement manipulation [Dat09a, Dat09b, BD11] and quantum coherence manipulation [BSFPW17] , this may provide a new understanding of the role of contextuality in quantum information tasks.
In addition in Theorem 11 we show that the graph invariant α * gives a lower bound on the maximum violation of all positive Bell-type inequalities of the probabilistic models.
1.2. Background. Graph invariants have been widely used in communication theory. For example, Shannon defined zero-error channel capacity by the independence number of graphs, which is used to quantify the maximal rate of information sent by the channel without error [Sha56] . Moreover, the fractional packing number was also proposed to quantify the zero-error channel capacity with feedback [Sha56] .
Recently, the graph approach was also used in the investigation of quantum non-locality, one of the distinctive features of quantum theory. This describes the correlations of local measurement on separate subsystems. It has been proved that non-locality is a fundamental resource in a variety of practical applications, ranging from quantum key distribution [ABGMPS07] to quantum communication complexity [BCMW10] .
Another phenomenon called quantum contextuality had been proposed earlier, and states that outcomes cannot be assigned to measurements independently of the contexts of the measurements. This phenomenon is known as the Kochen-Specker paradox [KS67] . One critical observation about contextuality and non-locality is that the non-locality is a special case of contextuality: the compatibility of the measurement outcomes are given by the measurement of observables on separable subsystems, and contextuality holds even for single systems. Besides, contextuality has been proved to be useful in quantum computation [AB09, Rau13, HWVE14, DGBR, BDBOR17], which has attracted lots of attention to this topic in recent years. Several approaches have been proposed in the investigation of the phenomenon of contextuality [AB11, CSA14] . A very interesting combinatoric method uses hypergraphs to describe contextual scenarios [AFLS15] ; the authors apply graph invariants to the investigation of the classification of probabilistic models.
2. PRELIMINARIES 2.1. Graph invariants. Consider an undirected and loopless graph G = (V, E), where V is the set of vertices and E is the set of edges [Ber73] , we say v 1 and v 2 are adjacent if the vertices v 1 , v 2 are in the same edge, and denoted by v 1 ∼ v 2 .
Definition 5. A subset I of V is called an independent set of G, if for any v 1 , v 2 ∈ I, v 1 ≁ v 2 . The independence number of a graph G, α G , is defined as:
where I ranges over all independent sets of G. Given a weight p on G, the weighted independence number of G, α(G, p), is:
where I ranges over all independent sets of G.
Let G 1 and G 2 be two graphs. Their strong product [IK00] , denoted
Given a weight on G, the weighted Shannon capacity is
To define the Lovász number of a graph, we first need an additional prop-
). The Lovász number, ϑ G , is defined as:
where c ∈ R n ranges over all unit vectors and ψ over all orthonormal representations of G. The weighted Lovász number is
where c ∈ R n ranges over all unit vectors and ψ over all orthonormal representations of G. 
where q is taken as above.
DUALITY BETWEEN GRAPH INVARIANTS
In this section, we prove Theorem 3, which gives a dual relation between weighted graph invariants.
Proof of Theorem 3. The proof of α G = Bα * G and α * G = Bα G are almost the same, so we only prove α * G = Bα G , or equivalently α * G = Bα G . Assume that we have a nonzero weight w on G. It is easy to see that the vertices of a clique in the G also form an independent set of G. According to the definition of α G (w), the weight function
for any w = 0.
Besides, since the set
is compact, then there exists some weight function q 0 in it such that α *
. Hence, we have proved the equation α * G = Bα G . To prove ϑ G = Bϑ G , in terms of the arbitrary choice the graph G, we only need to prove
Due to the definition of the weighted Lovász number, we know that
where |Ψ ∈ R |V (G)| ranges over all unit vectors and ψ over all orthonormal representations of G.
It has been proved in [AFLS15] that the weighted Lovász number can also be written as
where |Ψ ∈ R |V (G)| ranges over all unit vectors and ψ over all orthonormal representations of G. Therefore, there exists some unit vector and an orthogonal representation (|Ψ , ψ) such that
Besides, there exists some unit vector and a orthogonal representation (|Ψ , ψ) such that
Now let us take the weight function p such that
Therefore, we get the result
.
Here, we find that the independence number and fractional packing number are dual to each other, and the Lovász number is B 2 invariant. Now we wonder whether the Shannon capacity is B 2 invariant or not. To solve this problem, we need the sufficient and necessary condition for functions to be B 2 invariant which we obtain in the following section.
INFORMATIONAL INTERPRETATION OF GRAPH INVARIANTS
Max-relative entropy between two quantum states has been introduced in [Dat09a] and plays an important role in the one-shot manipulation of entanglement and coherence [Dat09b, BD11, BSFPW17] . Here, we define the max-relative entropy between two probabilistic models on a hypergraph.
Definition 9. For a hypergraph H = (V (H), E(H)) and two probabilistic models p, q ∈ G (H), the max-relative entropy of p to q is
If we choose the probabilistic model q in a special subset X ⊂ G (H), then we can quantify the distance between the given probabilistic model p and the subset X by max-relative entropy as
Here the subset
Theorem 10. Given a contextual scenario H and a probabilistic model p ∈ G(H), we have the following relationships:
Proof. The inequalities come from the relationships among the various sets
Thus we only need to prove the equalities. These proofs are similar, so we only prove 
The dual LP can be written as:
It is easy to verify that the strongly feasible condition holds which implies that (10) is equal to (11) [DT03] . That is, 2 C max (C(H),p) can be expressed as (11). Due to the one-to-one correspondence between the independent sets in H and cliques in NO(H), the condition M T w 1 means that ∑ .
Theorem 11 (Physical interpretation of duality). Given a contextual scenario H and a probabilistic model p, the α * NO(H) (p) provides a lower bound on the maximum violation of all positive Bell-type inequalities of the probabilistic model, that is,
Proof. According to Theorem 3, to prove this result, we only need to prove that L(H, w) α H (w). Since each classical model can be written as a convex combination of deterministic models, then maximization in L(H, w) can be realized deterministic models, i.e., L(H, w) = max p deterministic p, w . It has been proved in [AFLS15] that each deterministic model p is characterized by the set
where V p intersects each edge in exactly one vertex. Thus, V p is a maximal independent set and p, w = ∑ v∈V p w(v). Therefore, L(H, w) α H (w).
MATHEMATICAL PROPERTIES OF THE TRANSFORMATION B
In this section, we investigate the mathematical properties of B in detail. Especially, we obtain the sufficient and necessary conditions for the functions to be B 2 invariant or B invariant.
Definition 12. For a function f :
(4) f is continuous if it is pointwise continuous;
(6) f is monotonically increasing, if f (p) f (p + q) for any p, q ∈ R n + . Note that the weighted graph invariants α G , Θ G , ϑ G , α * G satisfy the conditions (1)-(4). This motivates our introduction of O in Definition 1.
Proof. The non-negativity of B f is clear from the definition of B.
(1) Positive affine: for λ > 0,
In particular (B f )(0) = 0.
(2) Nondegenerate: for p = 0, we have (B f )(p)
(4) Continuity: for any p, p ′ ∈ R n + ,
This completes the proof.
We use f g to mean f (p) g(p) for any p ∈ R n + .
Proof. (1) We infer this property from the definition of B.
(2) This follows from
Proof. By Proposition 14(2), B 3 ( f ) B( f ) and B 2 ( f ) f ; so by Proposition 14(1),
Now, let us focus on the set
Note that α G , ϑ G , α * G ∈ ∆ according to Theorem 3. Proposition 16. For f ∈ O, B 2 ( f ) can be defined by the following universal properties:
(1) Both B 2 ( f ) ∈ ∆, and B 2 ( f ) f , as well as (2) For any g ∈ ∆ with g f , it is true that g B 2 ( f ).
Proof. In terms of Proposition 14, (1) holds. Besides, since g f and
Now we prove Theorem 2 by steps.
Definition 17. For any given f ∈ O, λ > 0, denote
Lemma 18. Assume f ∈ O, then f is convex iff C f (λ ) is convex for any λ > 0.
Proof. If the function f is convex, then convexity of C f (λ ) comes directly from the convexity of f . In the other direction, for any p 1 , p 2 ∈ R n + , we only need to prove that
If one of p 1 , p 2 is equal to 0, e.g.,
α )λ . Since we can choose λ arbitrarily,
Lemma 19. Assume f ∈ O, then C f (λ ) is connected for any λ > 0.
Proof. If p ∈ C f (λ ), then for any 0 < µ < 1, µ p ∈ C f (λ ). Thus, p and 0 are path-connected, and C f (λ ) is connected.
Theorem 20. If f ∈ O, then f ∈ ∆ iff for any p ∈ R n + with p = 0, there exists a hyperplane H = { r ∈ R n + | r, q 0 = p, q 0 } such that f (p) = inf r∈H f (r) and q 0 ∈ R n + .
Thus, there exists q 0 ∈ R n + such that inf
On the other hand, if there exists a hyperplane
On the other hand, if there exists
Corollary 23. Any function f ∈ ∆ is convex.
Proof. This corollary comes directly from Lemma 18, Proposition 22, and the fact H − p is convex. Definition 24. A convex subset C ⊂ R n + is positive convex, if for any p 0 / ∈ C, there exists q ∈ R n + , andγ > 0, such that both p 0 , q γ, and also p, q < γ for all p ∈ C.
Proposition 26. If f ∈ O, then f is a monotonically increasing convex function if and only if C f (λ ) is positive convex for any λ > 0.
Proof. "⇒": We have shown that C f (λ ) is convex. To prove it is positive convex, take any vector p 0 = (α(1), α(2), ..., α(n)) ∈ R n + , with p 0 / ∈ C f (λ ). There exists some 0 < β 1 such that f (β p 0 ) = λ , so β p 0 / ∈ C f (λ ). Since C f (λ ) is convex and open, there must be a vector q = (q(1), ..., q(n)) such that β p 0 , q = γ and p, q < γ for any p ∈ C f (λ ).
Case (1): Suppose α(1) · · ·α(n) > 0. In this case, if q / ∈ R n + , we assume q i < 0. Assume the vector p ′ = β p 0 − (0, 0, ..., 0, β α(i), 0, ..., 0). We have p ′ , q > β p 0 , q = γ. Thus there exists 0 < θ < 1 such that θ p ′ , q = γ. By monotonicity, f (θ p ′ ) < f (p ′ ) f (β p 0 ) = λ , which contradicts the choice of q. Thus q ∈ R n + , and p 0 , q β p 0 , q = γ.
As in the proof of Case (1), for each p k , there exists a q k ∈ R n + such that q k = 1 and p, q k < p k , q k for any p ∈ C f (λ ). Since the unit ball of a finite dimensional space is compact, we can choose a subsequence {q k t } that converges to a vector Q, i.e., Q ∈ R n + , and
is open, then p, Q < β p 0 , Q p 0 , Q , which means C f (λ ) is positive convex.
"⇐": According to Lemma 18, f is a convex function. For any
is positive convex, there exist q 0 ∈ R n + and γ > 0 such that p 0 , q 0 γ, and p, q 0 < γ for any
Proof of Theorem 2. This is a direct consequence of Theorem 25 and Proposition 26.
Since the weighted graph invariants α G (p), Θ G (p), ϑ G (p), α * G (p) all belong to O, the above theorem gives us a sufficient and necessary condition for them to be B 2 invariant. Moreover, a direct corollary is that the weighted Shannon capacity Θ G (p) is not B 2 invariant.
Corollary 27. There exists a graph G such that Θ G is not B 2 invariant.
Proof. Acín et al have proved [AFLS15] that there exists a graph such that Θ G is not convex. Hence we infer from Theorem 2 that such a graph provides an example.
Since the weighted Shannon capacity may not be B 2 invariant, then we can define the dual (weigted) Shannon capacity aŝ
where the weighted function 1 assigns 1 to each vertex. Moreover, we can define the double dual (weighted) Shannon capacity aŝ
It is easy to find the relationship between α
Proof. It has been proved in [Knu94, AFLS15] that
Hence, we only need to prove that
and
It is easy to see that Eq. (27) comes from the fact that α G (w) Θ G (w) ϑ G (w), Proposition 14 and Theorem 3.
Besides, the first inequality in (28) comes directly from (27) and Proposition 14, and the second inequality comes directly from Proposition 14.
Thus, B also provides a way to construct new graph invariants from the old ones.
That is, ∆ is a convex set.
Proof. Obviously t f + (1 − t)g ∈ O, and it is monotonically increasing. However,
CONCLUSION AND DISCUSSION
In this paper we define a transform B on functions, and using B we propose a new duality between some graph invariants: these include the weighted independence number, weighted Lovász number, and weighted fractional-packing number. We find that they are all B 2 invariant. We also find necessary and sufficient conditions for a function to be B 2 invariant, which only requires it to be convex and monotonically increasing. The transformation B gives a new approach to construct graph invariants. Moreover, as graph invariants play an important role in the investigation of contextuality, we provide a new informational interpretation of these weighted graph invariants by max-relative entropy in the contextual scenario. These results shed new insight on graph theory and quantum information theory.
In addition to the graph invariants we consider in this work, there are also other interesting and useful graph invariants, such as the chromatic number, which is the minimal number of colors to color the vertices of a graph with the vertices of any edge being different colors. One could analyze these as well.
It is noteworthy that B is very similar to the Legendre-Fenchel transformation [Fen49] . Changing the addition in the definition of the LegendreFenchel transformation into multiplication then we can get B. The two transformations have similar properties: as they map to convex functions and have period two on convex functions. However, B cannot be obtained simply by taking logarithm of the Legendre-Fenchel transformation; the techniques used in the proof of the Legendre-Fenchel transformation seem not directly applicable in our proof. This may mean that there is some general transformation, with these two transformations as special cases. 
The set of all probabilistic models on H is denoted as G (H).
Definition 34 (Classical model). Given a contextual scenario H, a probabilistic model p ∈ G (H) is called deterministic if for any v ∈ V (H), p(v) = 0 or 1. Moreover, a probabilistic model p ∈ G (H) is called classical if it can be written as a convex combination of some deterministic probabilistic models. Denote the set of all classical probabilistic models by C(H).
Definition 35 (Quantum model). Let H be a contextual scenario, then a probabilistic model p ∈ G (H) is called a quantum model if there exists a Hilbert space H , a quantum state ρ ∈ D(H ) (i.e., ρ 0 and Trρ = 1 ) and a projection measurement { P v } v∈e for each hyperedge e such that
p(v) = Tr(P v ρ), ∀v ∈ V (H).
The set of all quantum models on H is denoted as Q(H).
Definition 36 (Q 1 model ). Given a contextual scenario H, let Q 1 be the set of probabilistic models p ∈ G (H) satisfying: there exists a Hilbert space H , a normalized vector |Ψ ∈ H and a set of normalized vectors
