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Resumen
Los conjuntos difusos intervalo valorados, IVFSs, han demostrado ser u´tiles en aquellos
problemas en los que es preciso modelar la incertidumbre y la vaguedad. Sin embargo, su
desarrollo teo´rico ha sido relativamente escaso y limitado a un tipo concreto de t-normas, las
t-normas t-representables, que reducen los IVFSs a simples conjuntos difusos superpuestos
FSs renunciando a explotar todo el potencial de esta valiosa generalizacio´n de los conjuntos
borrosos y de la teor´ıa general de conjuntos.
El objetivo de esta tesis consiste en paliar, en parte, esta carencias teo´ricas ponien-
do el e´nfasis en t-normas generalizadas cualesquiera (ya sean t-representables, pseudo t-
representables o no). En concreto, se ha pretendido estudiar las posibilidades de extensio´n
del concepto de medida de especificidad como medida de utilidad de la informacio´n contenida
en un conjunto borroso intervalo valorado, y de la tranquilidad a la hora de tomar una deci-
sio´n, y de la medida de especificidad bajo una similaridad de Yager cuando el conocimiento
se ve aumentado con una relacio´n de similaridad intervalo valorada; estudiar la extensio´n
de la idea de cierre T -transitivo para una relacio´n IVFRs; y por u´ltimo la extensio´n pa-
ra IVFSs del teorema de Lee que son aportaciones clave en el estudio de relaciones de
T-indistinguibilidad, una importante generalizacio´n de las relaciones de equivalencia cla´sica
que necesitan un marco teo´rico y que tienen un enorme potencial en futuras aplicaciones.
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1. Objetivos y organizacio´n de la memoria
1.1. Objetivos
1. Extender la nocio´n de alfa-corte para IVFSs verificando que son relaciones de equi-
valencia si y solo si la relacio´n es una InfL-indistinguibilidad.
2. Definir axioma´ticamente el concepto de especificidad y las medidas de especificidad
para IVFSs.
3. Obtener medidas de especificidad para IVFSs que generalicen conceptos ana´logos
para FSs.
4. Estudiar la posibilidad de extender la nocio´n de cierre T -transitivo para relaciones
L-difusas en concreto su existencia y su unicidad.
5. Encontrar expresiones y algoritmos que permitan calcular su cierre T -transitivo tanto
para t-normas t-representables como para cualquier t-norma generalizada.
6. Definir un nuevo concepto de transitividad, la T -transitividad de´bil, que permita re-
presentar la idea de transitividad para las IVFRs que no exija que todos los intervalos
de una relacio´n sean comparables.
7. Investigar la relacio´n que este nuevo concepto de transitividad (T -transitividad de´bil)
tiene con la cla´sica T -transitividad para FRs y IVFRs.
8. Estudiar una nueva nocio´n de cierre transitivo bajo una propiedad P que relaje la
condicio´n de que exista una relacio´n que cumpla P y que sea la ma´s cercana a la
relacio´n cuyo cierre se esta´ calculando.
9. Estudiar tanto las propiedades de existencia y unicidad del cierre cla´sico como de este
nuevo cierre (cierre de´bil) para las propiedades T -transitividad y T -transitividad de´bil.
10. Estudiar si el cierre de´bil bajo T -transitividad de´bil proporciona relaciones ”ma´s cer-
canas” que el cierre cla´sico bajo T -transitividad.
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11. Generalizar el concepto de relacio´n borrosa similaridad y t-puente de una similaridad
para IVFSs.
12. Estudiar la descomposicio´n de una similaridad ”generalizada” (IV-similaridad) en dos
sub-similaridades generalizadas.
1.2. Organizacio´n de la memoria
En la seccio´n 2 se resume un en estado del arte en este campo. El resto de las secciones
contienen los resultados originales de la investigacio´n.
En la seccio´n 3 se resumen los resultados obtenidos en los art´ıculos ”Specificity for
interval-valued fuzzy sets” publicado en las actas del congreso WCCI 2010 IEEE World
Congress on Computational Intelligence (CORE A) [37] y ”Specificity for interval-
valued fuzzy sets” aceptado en la revista International Journal of Computational In-
telligence Systems con un factor de impacto JCR 1,471 en 2010 aunque pendiente de
publicacio´n [38]. Se muestran los resultados obtenidos sobre la extensio´n de la nocio´n
de alfa-cortes para IVFSs.
En la seccio´n 4 se resumen los resultados obtenidos en los art´ıculos ”Specificity for
interval-valued fuzzy sets” publicado en las actas del congreso WCCI 2010 IEEE World
Congress on Computational Intelligence (CORE A) [37] y ”Specificity for interval-
valued fuzzy sets” aceptado en la revista International Journal of Computational Inte-
lligence Systems con un factor de impacto JCR 1,471 [38]. Se muestran los resultados
obtenidos sobre la extensio´n de las medidas de especificidad para IVFSs.
En la seccio´n 5 se resume el art´ıculo ”Transitive Closure of L-fuzzy Relations and
Interval-valued Fuzzy Relations” [35] publicado en las actas del congreso WCCI 2010
IEEE World Congress on Computational Intelligence (CORE A). Se estudia la exis-
tencia y unicidad del cierre T -transitivo para relaciones L-difusas y para IVFRs se
ofrecen expresiones anal´ıticas y un algoritmo para su ca´lculo.
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En la seccio´n 6 se resume los resultados contenidos en el art´ıculo ”Weak T -transitivity
and weak closures of interval-valued fuzzy relations” [30], que se adjunta aceptado en
el congreso WCCI 2012 IEEE World Congress on Computational Intelligence (CORE
A) pero no publicado au´n, sobre la propiedad de´bil T -transitividad frente a la T -
transitividad ”cla´sica”.
En la seccio´n 7 se resume los resultados contenidos en el art´ıculo ”Weak T -transitivity
and weak closures of interval-valued fuzzy relations” [30], aceptado en el congreso
WCCI 2012 IEEE World Congress on Computational Intelligence (CORE A) pero no
publicado au´n, sobre la relacio´n entre los distintos tipos de cierre frente a los distintos
tipos de transitividad.
En la seccio´n 8 se resume los resultado contenidos en el art´ıculo ”Decomposition of
IV-similarities” [34] publicada en las actas del XVI Congreso espan˜ol sobre tecnolog´ıas
y lo´gicas fuzzy (ESTYLF 2012), sobre la extensio´n del teorema de Lee para IVFRs.
En la seccio´n 9 se resumen las conclusiones de la memoria.
En el ape´ndice A se incluyen los art´ıculos sobre los que se fundamenta la memoria.
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2. Estado del arte
2.1. Conjuntos difusos
En 1.965 Lotfi Zadeh presento´ una teor´ıa sobre un nuevo tipo de conjuntos, los conjuntos
difusos o conjuntos borrosos, que son conjuntos con una frontera no definida. En el art´ıculo
”Fuzzy Sets” se muestra la base teo´rica de los conjuntos borrosos y constituye el punto de
partida de las investigaciones posteriores sobre el tema.
La teor´ıa cla´sica de conjuntos de Cantor no puede modelar feno´menos reales cuyas carac-
ter´ısticas son ”imprecisas” o ”vagas”. En concreto, imprecisio´n y vaguedad son caracter´ısticas
del lenguaje humano en cuyo procesamiento la teor´ıa de Cantor se enfrenta con problemas
dif´ıciles de superar. Algunos ejemplos de esta´ situacio´n: en la frase ”Juan es alto” no existe
ninguna referencia concreta a una medida, es decir, no sabemos la altura de Juan; podemos
afirmar que ”Pepe es alto” y, sin embargo, ambos pueden no medir lo mismo. El predicado
”ser alto” contiene una gran imprecisio´n que, parado´jicamente, no impide hablar y comuni-
car ideas sobre la altura de las personas como hacemos habitualmente los humanos. Otros
ejemplos de imprecisio´n: ”ser caro”, ”hacer calor”, ”x es un nu´mero mucho ma´s grande que
y”, ”ser aconsejable”, etc.
Desde que Zadeh inventara el concepto de conjunto difuso son muchas, y muy variadas,
las diferentes ramas de investigacio´n que aplican estas ideas en F´ısica, Ingenier´ıa, Estad´ıstica,
Medicina, Teor´ıa de grafos, Ciencias sociales, etc.
A continuacio´n se presentan los conceptos ba´sicos de este tipo de conjuntos.
Sea X = {e1, . . . , en} un universo finito.
Definicio´n 2.1 Un conjunto cla´sico, A, en un universo X es una funcio´n fA : X → {0, 1}.
Utilizando los conjuntos cla´sicos es imposible representar el conjunto de los individuos
”altos” sin hacer referencia a la altura mı´nima que partir´ıa el universo de personas en los
conjuntos n´ıtidos de ”altos” y ”no altos”.
Definicio´n 2.2 Un conjunto difuso A en un universo X es una funcio´n µA : X → [0, 1].
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La funcio´n A se denomina funcio´n de pertenencia y su valor para cada elemento del universo,
A(ei), grado de pertenencia de ei.
Las siguientes definiciones generalizan los conceptos de igualdad, incluso, interseccio´n,
unio´n y complemento del a´lgebra de conjuntos cla´sicos:
Definicio´n 2.3 [60] Sean A y B dos conjuntos difusos sobre X y µA y µB sus correspondien-
tes funciones de pertenencia. Diremos que A es igual a B, A = B, si se cumple A(ei) = B(ei)
para todo i : 1 . . . n.
Definicio´n 2.4 [60] Sean A y B dos conjuntos difusos sobre X y µA y µB sus correspon-
dientes funciones de pertenencia. Diremos que A esta´ contenido en B, A ⊆ B, si se cumple
A(ei) ≤ B(ei) para todo i : 1 . . . n.
Definicio´n 2.5 [60] Un operador T : [0, 1]2 → [0, 1] es una t-norma si satisface:
T(1,x)=x, T(1,0)=0 (condiciones de contorno)
T(x,y)=T(y,x) (sime´trica)
T(x,T(y,z))=T((x,y),z) (asociativa)
Si w ≤ x y y ≤ y entonces T (w, y) ≤ T (x, z) (mono´tona)
Una t-norma es una generalizacio´n de la conjuncio´n. Generaliza la tabla lo´gica del operador
AND con la que se define la interseccio´n de conjuntos cla´sicos.
Ejemplo 2.1 Los siguientes operadores son ejemplos de t-normas continuas:
T(x,y)=min(x,y) (Mı´nimo)
T(x,y)=x*y (Producto)
T(x,y)=max(0,x+y-1) (t-norma de Lukasiewicz)
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La interseccio´n de dos conjuntos difusos µA y µB sobre un universo X se puede definir con
un operador de t-norma T de la manera siguiente:
µA∩B = T (µA(x), µB(x))
para todo x en X.
Definicio´n 2.6 [60] Un operador S : [0, 1]2 → [0, 1] es una t-conorma si satisface:
S(0,x)=x, S(0,x)=x (condiciones de contorno)
S(x,y)=S(y,x) (sime´trica)
S(x,S(y,z))=S((x,y),z) (asociativa)
Si w ≤ x y y ≤ y entonces S(w, y) ≤ S(x, z) (mono´tona)
Una t-conorma es una generalizacio´n de la disjuncio´n. Generaliza la tabla lo´gica del operador
OR con la que se define la unio´n de conjuntos cla´sicos.
Ejemplo 2.2 Los siguientes operadores son ejemplos de t-conormas:
S(x,y)=max(x,y) (Ma´ximo)
S(x,y)=x+y-x*y (Suma probabilista)
S(x,y)=max(1,x+y) (t-conorma de Lukasiewicz)
La unio´n de dos conjuntos difusos µA y µB sobre un universo X se puede definir con un
operador de t-conorma S de la manera siguiente:
µA∪B = S(µA(x), µB(x))
para todo x en X.
Definicio´n 2.7 [60] Un operador N : [0, 1]→ [0, 1] es una negacio´n si satisface:
1. N(0) = 1, N(1) = 0
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2. N es no creciente
Si N satisface adema´s N(N(x)) = x se denomina negacio´n fuerte.
Estas negaciones son una generalizacio´n del operador lo´gico NOT con la que se define el
complemento de conjuntos cla´sicos.
El complemento de un conjunto difuso µA sobre un universo X se puede definir con un
operador de negacio´n N de la manera siguiente:
µA = N(µA(x))
para todo x en X.
Definicio´n 2.8 Sea A un conjunto difuso. Sus alfa-cortes (o subconjuntos de nivel α), Aα,
se definen para todo α ∈ [0, 1] como:
Aα = {aj : A(aj) ≥ α} para todo j ∈ [1..n].
2.2. Medidas de informacio´n para conjuntos difusos
El desarrollo de aplicaciones pone de manifiesto la necesidad de nuevas formas de medir
aspectos propios de la teor´ıa de conjuntos borrosos como el grado de borrosidad (entrop´ıa)
o de nitidez de un conjunto borroso o el grado de informacio´n espec´ıfica o utilidad propor-
cionada por un conjunto borroso dado por la salida de un sistema experto para tomar una
decisio´n.
2.2.1. Especificidad de un conjunto difuso
El concepto de especificidad proporciona una medida de la cantidad de informacio´n con-
tenida en un conjunto difuso. Es una medida que tiende a medir en que´ grado un conjunto
difuso tiene un solo elemento y solo uno, lo cual ser´ıa u´til para tomar una decisio´n en la
que se elige un elemento del universo. Esta´ fuertemente relacionada con el inverso de la
cardinalidad de un conjunto difuso.
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Las medidas de especificidad fueron introducidas por Yager [69] que mostro´ su utilidad
como una medida de la tranquilidad en la toma de decisiones.
Dubois y Prade [22] han investigado las propiedades y las aplicaciones de las medidas
de especificidad mostrando el papel clave de este concepto en la teor´ıa del razonamiento
aproximado.
Higashi y Klir [45] proponen un concepto similar denominado no-especificidad.
El concepto de especificidad esta´ muy relacionado con el concepto de granularidad intro-
ducido por Yager [79].
Sea X = {e1, ..., en} un universo finito.
Definicio´n 2.9 Un conjunto difuso µ en X es normal si existe un elemento ei ∈ X tal que
µ(ei) = 1
Definicio´n 2.10 [70] Sea [0, 1]X la clase de los conjuntos difusos en X. Sea xj el j
th mayor
grado de pertenencia de µ. Una medida de especificidad es una funcio´n Sp:[0, 1]X → [0, 1]
tal que:
Sp(µ) = 1 si y solo si µ es un singleton.
Sp(∅) = 0
Sp(µ) depende de xj de la siguiente manera:
1. ∂Sp(µ)
∂a1
> 0
2. ∂Sp(µ)
∂aj
≤ 0 para todos j ≥ 2
Una medida ma´s de´bil de especificidad puede ser definida:
Definicio´n 2.11 Sea [0, 1]X la clase de los conjuntos difusos en X. Sea xj el j
th mayor
grado de pertenencia de µ. Una medida de especificidad es una funcio´n Sp:[0, 1]X → [0, 1]
tal que:
Sp(µ) = 1 if µ es un singleton.
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Sp(∅) = 0
Si µ y η son conjuntos difusos normales en X y µ ⊂ η, entonces Sp(µ) ≥ Sp(η).
Definicio´n 2.12 [72] Sean Sp y Sp′ dos medidas de especifidad. Sp es ma´s estricta que Sp′,
denotado por Sp ≤ Sp′, si para todos los conjuntos, µ, se verifica: Sp(µ) ≤ Sp′(µ).
Yager introdujo [70] la medida de especificidad lineal en un universo finito X como:
Sp−→w (µ) = a1 −
∑n
j=2wjaj
donde aj es el j
th mayor grado de pertenencia de µ y {wj} es un conjunto de pesos que
verifican:
wj ∈ [0, 1]
Σnj=2wj = 1
{wj} es no creciente.
Yager tambie´n define una medida de especificidad bajo el conocimiento de una similaridad
para resolver el problema de la chaqueta de Yager [71].
Definicio´n 2.13 [71] Sea µ un conjunto difuso en X y sea S una similaridad S : X×X →
[0, 1]. Sea piα el conjunto de clases de equivalencia del α-corte de S. El conjunto de clases
de equivalencia bajo el conocimiento de S µα/S es el subconjunto de clases de equivalencia
del α-corte de S definido de la siguiente manera: una clase de equivalencia de α-corte de S
pertenece a µα/S si su interseccio´n con el α-corte de µα es no vac´ıo.
Definicio´n 2.14 [71] Sea [0, 1]X el conjunto de conjuntos difusos en X. Sea µ un conjunto
difuso en X y sea S una similaridad S : X × X → [0, 1]. La especificidad de µ bajo S es
definida de la siguiente manera:
Sp(µ/S) =
∫ αmax
0
1
card(µα/S)
dα
En [27] podemos ver co´mo es posible generar para FSs medidas de especificidad utili-
zando t-normas, t-conormas y negaciones.
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2.3. Relaciones difusas
Definicio´n 2.15 Sean X1, X2 universos. Una relacio´n difusa R, viene representada por la
funcio´n R : X1 ×X2 → [0, 1] de tal forma que R(ek, eq) es el grado de relacio´n entre ek y eq
donde ek ∈ X1, eq ∈ X2.
Esta definicio´n se puede generalizar fa´cilmente para n universos.
Definicio´n 2.16 Una relacio´n difusa R : X×X → [0, 1] es α-reflexiva si R(ai, ai) ≥ α para
todo i ∈ [1..n].
Una relacio´n difusa es reflexiva si es 1-reflexiva.
Definicio´n 2.17 Una relacio´n difusa es sime´trica si R(ai, aj) = R(aj, ai) para todo i, j ∈
[1..n].
Definicio´n 2.18 Dada una t-norma T, una relacio´n difusa R es T-transitiva si
T (R(ai, ak), R(ak, aj)) ≤ R(ai, aj)
para todo i, j, k ∈ [1..n].
Definicio´n 2.19 Una relacio´n difusa se denomina T-preorden si es reflexiva y T-transitiva.
Definicio´n 2.20 [79] Una relacio´n difusa se denomina T-indistinguibilidad si es reflexiva,
sime´trica y T-transitiva. En concreto, si una relacio´n difusa es reflexiva, sime´trica y min-
transitiva se denomina similaridad.
En concepto de alfa-corte permite entender un conjunto difuso utilizando un conjunto de
conjuntos cla´sicos que representan su ”granularidad”.
Definicio´n 2.21 Sea R una relacio´n difusa R : X2 → [0, 1]. Sus alfa-corte (o subconjuntos
de nivel α), Rα : X
2 → {0, 1} se definen como:
Rα(ei, ej) =
 1 si R(ei, ej) ≥ α;0 en caso contrario.
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2.3.1. Cierre T-transitivo de una relacio´n difusa
Definicio´n 2.22 [4] Sea una propiedad P y sea R : X2 → [0, 1] una relacio´n difusa en un
universo finito X. El cierre bajo la propiedad P de R es la relacio´n difusa RP : X×X → [0, 1]
que satisface:
1. RP satisface P .
2. R ⊆ RP .
3. Si R ⊆ R′ y R′ satisfacen P entonces RP ⊆ R′ .
El siguiente resultado se demuestra fa´cilmente a partir del tercer axioma de la definicio´n
de cierre transitivo.
Lema 2.1 Sea R una relacio´n difusa. Entonces el cierre de R bajo la propiedad P es u´nico.
Una de las ma´s importantes, probablemente la ma´s importante, propiedades de una
relacio´n difusa es la T -transitividad. Es importante tanto para universos finitos (sistemas de
toma de decisiones multicriterio [24]), como para universos infinitos [17, 47, 50].
Definicio´n 2.23 Una relacio´n difusa R en X y una t-norma T es T -transitiva si:
T (R(ai, ak), R(ak, aj)) ≤ R(ai, aj)
para todo ai, aj, ak en X.
A continuacio´n se muestran algunos resultados previos sobre T -transitividad:
Teorema 2.1 [3] Sea T una t-norma arbitraria en un universo arbitrario X. Sea R una
relacio´n difusa, entonces el cierre T -transitivo de R, RT , siempre existe.
Corolario 2.1 [3] El cierre T -transitivo de R, RT , es u´nico.
Definicio´n 2.24 Sea una t-norma T , la ene´sima potencia de T , R(n)T , de una relacio´n
difusa R en X se define recursivamente de la siguiente manera:
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1. R(1)T ≡ R
2. R(n)T ≡ R(n−1)T ◦T R
donde ◦T es el operador de composicio´n sup− T
Definicio´n 2.25 [3] Una t-norma T se dice que preserva el supremo si satisface:
T (sup{xi}, y) = sup{T (xi, y)}
Teorema 2.2 [3] Sea una relacio´n difusa R en un universo arbitrario X. Sea T una t-norma
que preserva el supremo. Entonces su cierre transitivo viene dado por la expresio´n:
RT =
⋃
k∈N0
R(k)T
Teorema 2.3 [3] Sea una relacio´n difusa R en un universo finito X con cardinalidad n.
Sea T una t-norma. Entonces su cierre transitivo viene dado por la expresio´n:
RT =
n⋃
k=1
R(k)T
Teorema 2.4 [3] Sea una relacio´n difusa reflexiva R en un universo finito X con cardina-
lidad n. Sea T una t-norma. Entonces su cierre transitivo viene dado por la expresio´n:
RT = R(n−1)T
En [25, 26, 32, 51] se muestran otras formas de encontrar relaciones difusas T -transitivas
cercanas a una relacio´n difusa dada.
2.4. Conjuntos difusos intervalo-valorados
2.4.1. Introduccio´n
Los conjuntos difusos, FS, fueron introducidos por Zadeh en 1.965 [75]. Desde entonces
muchas generalizaciones de conjuntos difusos han sido propuestas para modelar la incerti-
dumbre y la vaguedad en variables lingu¨´ısticas sustituyendo el intervalo unidad por otras
16
estructuras como, por ejemplo, los ret´ıculos [12, 29, 46]. Los conjuntos difusos de tipo 2
(FS2), introducidos por Zadeh [76, 77, 78], han sido una de estas generalizaciones. Un con-
junto difuso de tipo 2 en un universo de discurso X, FS2, es un conjunto difuso cuya funcio´n
de pertenencia es otro conjunto difuso en [0,1]:
A = {((x, u), µA(x, u)) | ∀x ∈ X, ∀u ∈ [0, 1]}
Los conjuntos difusos de tipo 2 han sido ampliamente estudiados y aplicados en muchos
casos en los que la incertidumbre puede ser mejor expresada por un conjunto difuso que
por un solo valor nume´rico. El problema con los conjuntos difusos de tipo 2 consiste en
su complejidad computacional y la dificultad para un experto de seleccionar el adecuado
conjunto difuso como grado de pertenencia de un objeto a una etiqueta lingu¨´ıstica. Esta es
la razo´n por la que algunas simplificaciones han sido propuestas, tales como el uso de solo
algunas familias de conjuntos difusos como las trapezoidades y triangulares. Un tipo mas
simple de conjuntos difusos de tipo 2 son los conjuntos L-difusos en los cuales los elementos
del universo le son asignados un valor en un ret´ıculo L.
Los conjuntos difusos intervalo-valorados (IVFSs) [31] fueron introducidos en los an˜os
60 por Grattan-Guinness [41], Jahn [48], Sambuc [59] y Zadeh [76]. Son extensiones de los
conjuntos difusos cla´sicos en los que el grado de pertenencia entre 0 y 1 es sustituido por un
intervalo en [0, 1]× [0, 1]. Pueden modelar fa´cilmente la incertidumbre y la vaguedad porque,
a veces, es ma´s fa´cil para los expertos dar un ”intervalo de pertenencia” que un valor de
pertenencia a los objetos de un universo. IVFSs son un caso especial de conjunto difuso de
tipo 2 que simplifican los ca´lculos mientras preservan su expresividad.
Los conjuntos difusos intuicionistas en X (IFSs), introducidos por Atanassov [2], son
tambie´n una extensio´n de los conjuntos difusos cla´sicos en los que cada elemento tiene un
grado de pertenencia, µ, y un grado de no pertenencia, ν, que satisfacen: µ+ ν ≤ 1.
A = {(x, µ(x), ν(x)) | x ∈ X,µ(x), ν(x) ∈ [0, 1]}
El valor pi = 1 − µ − ν es una medida de la incertidumbre. Las relaciones difusas intui-
cionistas han sido ampliamente estudiadas (see [7, 8, 19, 21]).
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2.4.2. Definiciones previas
Definicio´n 2.26 [15] L = (L,≤L) es un ret´ıculo que satisface:
1. L = {[x1, x2] ∈ [0, 1]2 con x1 ≤ x2}.
2. [x1, x2] ≤L [y1, y2] si y solo si x1 ≤ y1 y x2 ≤ y2
Adema´s, de forma trivial tenemos:
[x1, x2] <L [y1, y2] si y solo si x1 < y1, x2 ≤ y2 o x1 ≤ y1, x2 < y2
[x1, x2] =L [y1, y2] si y solo si x1 = y1, x2 = y2.
0L =L [0, 0] and 1L =L [1, 1] son el menor y el mayor elemento de L respectivamente. L
es un ret´ıculo completo.
Definicio´n 2.27 [16] Sea {[vi, wi]} un conjunto de intervalos en L. El supremo y el ı´nfimo
son definidos de la siguiente forma:
1. Meet{[vi, wi]} ≡ [infimun{vi}, infimun{wi}]
2. Joint{[vi, wi]} ≡ [supremun{vi}, supremun{wi}]
Definicio´n 2.28 [15] Un conjunto intervalo-valorado difuso A en un universo X es una
funcio´n:
A = {(a, [x1, x2]) | a ∈ X, [x1, x2] ∈ L}
Definicio´n 2.29 [15] Sea X un universo A y B dos conjuntos intervalo-valorados. La igual-
dad entre A y B se define: A =L B if and only if A(a) =L B(a) ∀a ∈ X.
Definicio´n 2.30 [15] Sea X un universo y A y B dos conjuntos intervalo-valorados difusos.
La inclusio´n de A en B se define: A ⊆L B si y solo si A(a) ≤L B(a) ∀a ∈ X.
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2.4.3. Conectivas
Definicio´n 2.31 [15] En conjuntos intervalo-valorados una funcio´n negacio´n N es una fun-
cio´n decreciente, N : L→ L, que satisface:
1. N (0L) =L 1L
2. N (1L) =L 0L
Si se cumple N (N ([x1, x2])) =L [x1, x2] para todo [x1, x2] en L entonces N se denomina
negacio´n involutiva.
Definicio´n 2.32 En conjuntos intervalo-valorados una funcio´n negacio´n fuerte N es una
funcio´n involutiva, N : L→ L, que satisface:
1. N (0L) =L 1L
2. N (1L) =L 0L
Ejemplo 2.3 Sea N la funcio´n involutiva definida por la funcio´n:
N : L→ L
N ([x1, x2]) =L [1− x2, 1− x1]
Entonces N es un operador de negacio´n para conjuntos intervalo-valorados. Es trivial probar
que se cumple: N (0L) =L 1L, N (1L) =L 0L and N (N ([x1, x2])) =L [x1, x2].
De forma similar se definen las t-normas generalizadas en el ret´ıculo L.
Definicio´n 2.33 [15] Una t-norma generalizada T es una funcio´n estrictamente creciente,
sime´trica y asociativa, T : L2 → L, que verifica: T (1L, [x1, x2]) =L [x1, x2] for all [x1, x2] in
L.
Es fa´cil probar:
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T (SupL{[vi, wi]}, [y1, y2]) ≥L SupL{T ([vi, wi], [y1, y2])}
T (InfL{[vi, wi]}, [y1, y2]) ≤L InfL{T ([vi, wi], [y1, y2])}
Debido a la asociatividad T la conjuncio´n de tres o mas intervalos puede ser inductivamente
definida como:
T (a, T (b, c)) =L T (T (a, b), c) =L a4 b4 c where 4 =L T .
donde a =L [a1, a2], b =L [b1, b2] y c =L [c1, c2].
T ([x1, x2], [y1, y2]) y T ([x1, x2], [y1, y2]) representan el menor y mayor valor respectiva-
mente de T ([x1, x2], [y1, y2]).
Definicio´n 2.34 [3] Sea {xi} en [0, 1]. Una t-norma generalizada T en ([0, 1],≤) es continua
por la izquierda si satisface:
T (Sup xi, y) = Sup T (xi, y)
La continuidad por la derecha puede ser definida de forma similar. Esta propiedad tambie´n
es conocida como sup-preservancia.
Definicio´n 2.35 [15] Una t-norma generalizada T es t-representable en L si existen dos
t-normas: T1 y T2 (T1, T2, en ([0,1],≤)) que verifica:
T ([x1, x2], [y1, y2]) =L [T1(x1, y1), T2(x2, y2)]
donde T1(v, w) ≤ T2(v, w) ∀v, w ∈ [0, 1].
Sea x =L [x1, x2] y y =L [y1, y2] dos intervalos en L:
Ejemplo 2.4 T =L [min(x1, y1),min(x2, y2)] es t-representable en ([0,1],≤).
Ejemplo 2.5 La siguiente t-norma generalizada T es t-representable:
T ([x1, x2], [y1, y2]) =L [x1 ∗ y1, x2 ∗ y2]
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Ejemplo 2.6 Existen dos generalizaciones de la t-norma de Lukasiewicz [16]:
Tw([x1, x2], [y1, y2]) =L
[max(0, x1 + y1 − 1),max(0, x2 + y2 − 1)]
TW ([x1, x2], [y1, y2]) =L
[max(0, x1 + y1 − 1),max(0, x1 + y2 − 1, x2 + y1 − 1)]
Tw es t-representable pero TW no.
Definicio´n 2.36 [15] Una t-conorma generalizada S es un operador creciente, conmutativo
y asociativo S : L2 → L, que satisface: S(0L, [x1, x2]) =L [x1, x2] y S(1L, [x1, x2]) =L 1L.
Debido a la asociatividad de S es posible escribir:
S(a,S(b, c)) =L S(S(a, b), c) =L a5 b5 c donde 5 =L S.
Por ejemplo, S = SupL es una t-conorma generalizada.
Consideremos las siguientes definiciones.
Definicio´n 2.37 Sea {[vi, wi]} en L. Una t-norma generalizada T es continua por la iz-
quierda si y solo si:
T (SupL{[vi, wi]}, [y1, y2]) =L SupL{T ([vi, wi], [y1, y2])}
La continuidad por la derecha puede ser definida de forma similar.
Definicio´n 2.38 Dada una t-norma generalizada T y una negacio´n generalizada N , el ope-
rador:
T ∗N =L N (T (N ([x1, x2]),N ([y1, y2]))
es una t-conorma generalizada llamada t-conorma dual de T con respecto a N .
Una t-norma, una negacio´n y la t-conorma dual de T con respecto a N es llamada tripleta
de Morgan.
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2.5. Otras extensiones de FSs
A continuacio´n se exponen las extensiones de los conjuntos difusos ma´s conocidas. En
[20] se muestran algunas relaciones entre estas extensiones.
2.5.1. Conjuntos difusos intuicionistas
Los conjuntos difusos intuicionistas IFSs fueron introducidos en 1.983 por Atanassov. A
diferencia de los conjuntos difusos cla´sicos, los conjuntos difusos intuicionistas dan un grado
de pertenencia y un valor de no pertenencia para cada elemento.
Definicio´n 2.39 [2] Un conjunto intuicionista A es una funcio´n que asigna a cada elemento
a de X un grado de pertenencia y un grado de no pertenencia:
A = {(a, µ(a), ν(a)) | a ∈ X,µ(a), ν(a) ∈ [0, 1]}
donde µ(a) + ν(a) ≤ 1. El valor pi(a) = 1 − µ(a) − ν(a) se interpreta como una medida de
la incertidumbre para a.
Definicio´n 2.40 [2] Sean A y B dos conjuntos difusos intuicionistas, la unio´n, interseccio´n
y el complemento se definen de la siguiente manera:
A ∪B = {(x,maxµA(a), µB(a)), (x,minνA(a), νB(a)) para todo a ∈ X}
A ∩B = {(x,minµA(a), µB(a)), (x,maxνA(a), νB(a)) para todo a ∈ X}
Ac = {(x, νA(a), µA(a)) para todo a ∈ X}
Gau y Buehrer definieron los conjuntos vagos [28]. Sin embargo, Bustince y Burillo [10]
demostraron que la nocio´n de conjunto vago es la misma que la de conjunto difuso intuicio-
nista.
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2.5.2. Conjuntos L-difusos
Sea (L,≤L, N) un ret´ıculo completo donde N es un operador unario, involutivo y no
creciente. En los conjuntos L-difusos, FLs, a cada elemento del universo se le asigna un
elemento de L.
Definicio´n 2.41 [29] Un conjunto L-difuso A en un universo X puede ser representado por
la funcio´n:
A = {(a, w) | a ∈ X,w ∈ L}
Definicio´n 2.42 [29] Sean A y B dos conjuntos L-difusos, la unio´n, interseccio´n y el com-
plemento se definen de la siguiente manera:
A ∪B = sup(A(a), B(a)) para todo a ∈ X.
A ∩B = inf(A(a), B(a)) para todo a ∈ X.
Ac = N(A(a)) para todo a ∈ X.
Definicio´n 2.43 [18] Sea X un universo A y B dos conjunto L-difusos. La inclusio´n de A
en B se define como: A ⊆L B si y solo si A(a) ≤L B(a) para todo a ∈ X.
Definicio´n 2.44 [18] Una funcio´n t-norma generalizada T es un operador mono´tono cre-
ciente,sime´trico y asociativo, T : L2 → L, que satisface: T (1L, w) =L w para todo w en
L.
Definicio´n 2.45 [67] Sean X1 y X2 dos universos de discurso. Una relacio´n L-difusa R :
X1 ×X2 → L es una funcio´n:
R = {((a, b), w) | a ∈ X1, b ∈ X2, w ∈ L}
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2.5.3. Conjuntos L-difusos intuicionistas
En los conjuntos L-difusos intuicionistas IFLSs a cada elemento del universo se le asigna
un valor de pertenencia y otro de no pertenencia, siendo ambos valores elementos de un
ret´ıculo.
Sea (L,≤L, N) un ret´ıculo completo donde N es un operador unario, involutivo y no
creciente. En los conjuntos L-difusos FLs a cada elemento del universo se le asigna un
elemento de L.
Definicio´n 2.46 [2] Un conjunto L-difuso intuicionista es una funcio´n que asigna a cada
elemento a de X dos elementos de L.
A = {(a, µA(a), νA(a) tal que a ∈ X y µA(a), νA(a) ∈ L}
donde se satisface: µA(a) ≤L N(νA(a))
Definicio´n 2.47 [2] Sean A y B dos conjuntos L-difusos intuicionistas, la unio´n, intersec-
cio´n y el complemento se definen de la siguiente manera:
A ∪B = {(x, supµA(a), µB(a)), (x, infνA(a), νB(a)) para todo a ∈ X}
A ∩B = {(x, infµA(a), µB(a)), (x, supνA(a), νB(a)) para todo a ∈ X}
Ac = {(x, νA(a), µA(a)) para toto a ∈ X}
2.5.4. Conjuntos difusos intervalo-valorados intuicionistas
Los conjuntos difusos intervalo-valorados intuicionistas IVIFSs son un caso particular
de los conjuntos L-difusos intuicionistas en los que el ret´ıculo es el conjunto de intervalos en
[0,1]
Definicio´n 2.48 [2] Sean dos conjuntos difusos intervalo-valorados µA : X → [0, 1]2, νA :
X → [0, 1]2 Un conjunto L-difuso intuicionista es una funcio´n que asigna a cada elemento
a de X dos elementos de L.
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A = {(a, µA(a), νA(a) tal que a ∈ X y µA(a), νA(a) ∈ L}
donde se satisface: supµA(a) + νA(a) ≤ 1
µA(a) ≤L N(νA(a))
Definicio´n 2.49 [2] Sean A y B dos conjuntos L-difusos intuicionistas, la unio´n, intersec-
cio´n y el complemento se definen de la siguiente manera:
A∪B = {(x, [sup(µA(a), µB(a)), sup(µA(a), µB(a))], [(x, inf(νA(a), νB(a)), (x, inf(νA(a), νB(a))]
para todo a ∈ X}
A∩B = {(x, [inf(µA(a), µB(a)), inf(µA(a), µB(a))], [(x, sup(νA(a), νB(a)), (x, sup(νA(a), νB(a))]
para todo a ∈ X}
Ac = {(x, νA(a), µA(a)) para toto a ∈ X}
2.5.5. Conjuntos difusos de tipo 2
El concepto de conjunto difuso de tipo 2 (type 2 fuzzy set) fue introducido por Zadeh en
1.975 como una generalizacio´n de los conjuntos difusos:
Definicio´n 2.50 [76] Dado un conjunto X, un conjunto difuso de tipo 2, A, se define de la
siguiente forma:
A = {(a, x, µa(x) | a ∈ A, x ∈ [0, 1])}
La funcio´n µa(x) representa en grado en el que el valor x es el valor de pertenencia de a
a A.
2.6. Algunas aplicaciones
La generalizacio´n del la regla de inferencia a trave´s del modus ponens con IVFSs [11,
15, 39] constituye una pieza clave para el razonamiento aproximado tal y como Tursken lo
definio´ [65]. En general, podemos dividir los me´todos en dos categor´ıas: los que usan una
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adaptacio´n de la regla composicional de inferencia de Zadeh [75] y los que no. La idea de
aplicar la regla composicional de inferencia al modus ponens generalizado con IVFSs lleva
a estudiar las relaciones difusas intervalo-valoradas IVFRs. Las propiedades de IVFRs son
analizadas y la composicio´n de tales relaciones es estudiada en [11, 6, 19, 57]. A continuacio´n
estas relaciones se utilizan para el co´mputo del modus ponens generalizado. Arnould y Tano
[1] han construido un sistema experto que utiliza reglas con IVFSs utilizando el la regla
composicional de inferencia de Zadeh. Las aplicaciones que no utilizan la regla composicional
de inferencia utilizan el algoritmo propuesto por Gorzalczany en [40].
En [12,64,65,68,70,116,119] se pueden encontrar varios me´todos para obtener una con-
clusio´n a partir de un sistema de reglas que procesan intervalos, adema´s del procesamiento
del modus pones generalizado con IVFSs.
En los problemas de toma de decisiones se procesan muchos tipos de informacio´n. La
imprecisio´n suele ser casi siempre una caracter´ıstica de la informacio´n. En [23] se anali-
zan varios me´todos de procesamiento de la informacio´n representada mediante IVFSs. En
[43, 52] se pueden ver ma´s me´todos de procesamiento de informacio´n cuanto se combina
informacio´n nume´rica, intervalos y variables lingu¨´ısticas. Se pueden ver ma´s aplicaciones en
toma de decisiones utilizando IVFSs en [54, 55, 63].
En el procesamiento de ima´genes con IVFSs se han obtenido muy buenos resultados. Uno
de los problemas claves en este tipo de problemas consiste en decidir si un punto pertenece
o no al borde de un objeto. En general, se considera que un punto pertenece al borde de un
objeto si hay un cambio de intensidad lo suficientemente grande con los puntos adyacentes.
En [5] se muestra co´mo asociando cada punto a un IVFS se puede representar el cambio
de intensidad respecto de sus adyacentes a trave´s de la longitud del intervalo. El me´todo
dado en [5] para detectar los bordes de un objeto sobrepasa a los detectores cla´sicos que
podemos encontrar en la literatura sobre el tema. En [9, 13, 64] se muestra co´mo este tipo de
conjuntos difusos proporcionan buenos resultados en aquellos casos en los que los expertos no
saben determinar fa´cilmente si un punto pertenece a un objeto o al fondo de la imagen. En
general, el uso de IVFSs en el procesamiento de ima´genes proporciona resultados iguales
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o mejores que otros me´todos. Esto se debe a que IVFSs poseen caracter´ısticas que los
conjuntos difusos cla´sicos no poseen. En [66] se muestra co´mo se puede eliminar el ruido de
una imagen utilizando algoritmos que procesen IVFSs
En computing with words definida por Zadeh en [80] IVFSs se muestran como una he-
rramienta u´til para procesar palabras que tienen asociados diferentes significados segu´n en
contexto en el que se encuentren. Varios autores consideran necesario utilizar esta generali-
zacio´n de los conjuntos difusos [53].
IVFSs han sido utilizados tambie´n en programacio´n lineal difusa [14, 44]; en economı´a
[62, 74]; en medicina [58, 56]; en robo´tica [49, 42, 68]; en teor´ıa de la posibilidad [15] y en
control [39, 61].
En la mayor parte de los tipos de aplicaciones que se han presentado se ha demostrado
que se obtienen mejores resultados utilizando IVFSs en lugar de FSs cuando se tiene una
gran imprecisio´n en los grados de pertenencia. Adema´s el utilizar IVFSs no incrementa la
complejidad de los algoritmos, solamente se incrementa el nu´mero de operaciones necesarias
para cada algoritmo.
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3. Alfa-cortes para IVFRs
En esta seccio´n se resumen los resultados obtenidos en los art´ıculos ”Specificity for
interval-valued fuzzy sets” publicado en las actas del congreso WCCI 2010 IEEE World
Congress on Computational Intelligence (CORE A) [37] y ”Specificity for interval-valued
fuzzy sets” aceptado en la revista International Journal of Computational Intelligence Sys-
tems con un factor de impacto JCR 1,471 [38].
Objetivo conseguido:
1 Extender la nocio´n de alfa-cortes para IVFSs.
Se define el α1, α2 corte de un conjunto difuso intervalo valorado µ en un universo X:
Definicio´n 3.1 Sea µ un conjunto difuso intervalo valorado en un universo X. Los α1, α2
cortes de µ son subconjuntos de X definidos de la siguiente manera:
µα1,α2 = {ai | µ(ai) ≥L [α1, α2]}
Se define el α1, α2 corte de una relacio´n difusa intervalo valorada R en un universo X:
Definicio´n 3.2 Sea R una relacio´n intervalo valorada R : X2 → L. El α1, α2 corte de R,
Rα1,α2, es una relacio´n n´ıtida (no difusa) definida para todo α1, α2 en [0,1] de la siguiente
manera:
Rα1,α2(ai, aj) =
 1 R(ai, aj) ≥L [α1, α2];0, en otro caso.
Dada una relacio´n difusa intervalo valorada, R = [Rdown, Rup], se caracteriza su α1, α2
corte, Rα1,α2 :
Lema 3.1 Sea R = [Rdown, Rup] una relacio´n difusa intervalo valorada en X donde Rdown y
Rup son relaciones difusas en X, esto es, R(ai, aj) = [Rdown(ai, aj), Rup(ai, aj)] para todo ai,
aj en X. Entonces, Rα1,α2(ai, aj) = 1 si y solo si Rdown α1(ai, aj) = 1 y Rup α2(ai, aj) = 1
Se demuestra que Rα1,α2 , para todo [α1, α2] en [0, 1]
2, determina R.
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Proposicio´n 3.1 El conjunto de todos los α1, α2 cortes de una relacio´n difusa intervalo
valorada R determina R.
Se demuestra que Rα1,α2 es una relacio´n de equivalencia si y solo si R es una similaridad
intervalo valorada. Por el contrario, para otras t-normas generalizadas distintas de [min,min]
Rα1,α2 no es una relacio´n de equivalencia.
Teorema 3.1 Sea R : X2 → L una relacio´n difusa intervalo valorada. Rα1,α2 para cada
α1, α2 es una relacio´n de equivalencia si y solo si R es una InfL-indistinguibilidad generali-
zada.
Teorema 3.2 Sea R : X2 → L una T -indistinguibilidad generalizada (con T 6= InfL).
Entonces, existen algunos α1, α2, tal que Rα1,α2 no es una relacio´n de equivalencia.
Se ofrece una caracterizacio´n de las clases de equivalencia para conjuntos difusos intervalo
valorados.
Corolario 3.1 Sea R : X2 → L una relacio´n difusa intervalo valorada. Entonces, R es una
InfL-indistinguibilidad si y solo si Rα1 y Rα2 son relaciones de equivalencia para todo α1, α2.
El concepto de conjunto de clases de equivalencia para conjuntos difusos intervalo valo-
rados es muy u´til a la de extender el concepto de especificidad bajo similaridades para FSs
(ver seccio´n 4.2).
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4. Especificidad para IVFRs
En esta seccio´n se resumen los resultados obtenidos en los art´ıculos ”Specificity for
interval-valued fuzzy sets” publicado en las actas del congreso WCCI 2010 IEEE World
Congress on Computational Intelligence (CORE A) [37] y ”Specificity for interval-valued
fuzzy sets” aceptado en la revista International Journal of Computational Intelligence Sys-
tems con un factor de impacto JCR 1,471 aunque no publicado au´n [38].
Se considera que se han cumplido los siguientes objetivos:
2 Obtener para los IVFSs definiciones axioma´ticas de especificidad y especificidad bajo
similaridades.
3 Obtener medidas concretas de especificidad para los IVFSs.
4.1. Especificidad para conjuntos difusos intervalo valorados
Se pretende una extensio´n del concepto de especificidad sobre FSs a los conjuntos
IVFRs.
La principal dificultad de la generalizacio´n de medidas de especificidad para IVFRs
radica en el hecho de que el conjunto de los intervalos no posee una relacio´n de orden total
sino parcial. Por ejemplo, una generalizacio´n de las definiciones axioma´ticas de especificidad
o de la medida lineal de especificidad de Yager suponen conocer el j e´simo mayor grado
de pertenencia de un conjunto. Esto es problema´tico pues nada garantiza que dados dos
intervalos sean comparables (en el sentido de que podamos decir que uno es mayor que el
otro) segu´n el orden leqL.
En [32] se encuentra un estudio preliminar de los autores sobre este tema.
El problema es resuelto mediante la introduccio´n de los operadores de transformacio´n que
permita decidir entre una pareja de intervalos el ”mayor”. Se desea una generalizacio´n de la
relacio´n de orden ≤L. Por lo tanto, se desea que el intervalo [1,1] sea el mayor y el intervalo
[0,0] el menor. Se propone una definicio´n axioma´tica de los operadores de transformacio´n:
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Definicio´n 4.1 Un operador f(x, y) : [0, 1]2 → [0, 1] con x ≤ y se denomina operador de
transformacio´n si es continuo, creciente y verifica:
1. f(1, 1) = 1
2. f(0, 0) = 0
3. f(0, x) > 0 for all x ∈ (0, 1]
4. f(x, 1) < 1 for all x ∈ [0, 1)
Ejemplo 4.1 Algunos operadores de transformacio´n:
f(x, y) = x+y
2
f(x, y) = α ∗ x+ β ∗ y con α + β = 1, α > 0, β > 0
f(x, y) = x
2+y2
2
A partir del operador de transformacio´n se establece una relacio´n de orden (total) entre
intervalos ≤f de la siguiente manera: [x, y] ≤f [z, t] si y solo si f(x, y) ≤ f(z, t).
Con esta relacio´n de orden se establece la f -lista de un conjunto IVFSs que contiene
sus grados de pertenencia ordenados segu´n el orden ≤f .
Definicio´n 4.2 Sea µ un conjunto difuso intervalo valorado en X y {[x1q , x2q ]} para todo q :
1..n sus intervalos de pertenencia. Sea f un operador de transformacio´n. Entonces, la f-lista
de µ es el conjunto de todos los intervalos de pertenencia de X, ordenados decrecientemente
con el operador f , esto es, [x, y] ≤f [z, t] si y solo s f(x, y) ≤ f(z, t).
Ejemplo 4.2 Sea X un universo con cardinalidad 5. Sea µ el siguiente conjunto difuso
intervalo-valorado:
µ = {[0,8, 0,9]/e1, [0,2, 0,4]/e2, [0,8, 1,0]/e3, [0,1, 0,2]/e4, [0,0, 0,1]/e5}
Entonces, si f(x, y) = (x+ y)/2:
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[x,y] f(x,y)
[0.8,0.9] 0.85
[0.2,0.4] 0.30
[0.8,1.0] 0.90
[0.1,0.2] 0.15
[0.0,0.1] 0.05
La f -lista de µ es:
{[0,8, 1,0], [0,8, 0,9], [0,2, 0,4], [0,1, 0,2], [0,0, 0,1]}
Sobre esta relacio´n de orden, ≤f , se propone una definicio´n axioma´tica de la especificidad
para IVFRs. En concreto, se desea que la especificidad sea 1 si y solo si el conjunto es un
”singleton”; que para el conjunto vac´ıo la especificidad sea 0, y que sea creciente si el mayor
intervalo crece, segu´n ≤L, y decreciente si crecen, segu´n≤L, los dema´s.
Se ofrecen generalizaciones de conjuntos singleton y conjuntos normales para IVFRs.
Definicio´n 4.3 Un conjunto difuso intervalo valorado µ en X es un singleton si existe un
elemento ai ∈ X tal que µ(ai) = 1L y µ(aj) = 0L (para todo j 6= i) para los dema´s.
Definicio´n 4.4 Un conjunto difuso intervalo valorado µ en X es normal si existe un ele-
mento a ∈ X tal que µ(a) = 1L.
Definicio´n 4.5 Sea ([0, 1]2)X el conjunto de los conjuntos difusos intervalo valorado en
X. Sea f un operador de transformacio´n. Sea {[x1q , x2q ]} para todo q = 1..n la f-lista de
µ. Una f-medida de especificidad para conjuntos difusos intervalo valorados es una funcio´n
Spf : ([0, 1]
2)X → [0, 1] tal que:
Spf (µ) = 1 si y solo si µ es un singleton.
Spf (∅) = 0.
Si [x11 , x21 ] se incrementa (segu´n ≤L) entonces Spf (µ) se incrementa.
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Si [x1q , x2q ] se incrementa (segu´n ≤L) entonces Spf (µ) se decrementa para todo q : 2..n.
Definicio´n 4.6 [33] Sea ([0, 1]2)X el conjunto de los conjuntos difusos intervalo valorado
en X. Una medida de´bil de especificidad para conjuntos difusos intervalo valorados es una
funcio´n Sp:([0, 1]2)X → [0, 1] tal que:
Sp(µ) = 1 si y solo si µ es un singleton.
Sp(∅) = 0
Si µ y η son conjuntos difusos intervalo valorados normales en X y µ ⊆L η, entonces
Sp(µ) ≥ Sp(η).
Se muestra la relacio´n entre ambas definiciones axioma´ticas de especificidad para conjuntos
difusos intervalo valorados.
Lema 4.1 Si Spf es una f-medida of especificidad para conjuntos difusos intervalo valorados
entonces Spf es una medida de´bil de especificidad para conjuntos difusos intervalo valorados.
Ejemplo 4.3 En [73] Yager muestra un caso particular de funcio´n de transformacio´n, f,
(llamada QF ). Sea µ un conjunto difuso intervalo valorado en X con µ(aq) = [x1q , x2q ] para
todo q : 1..n.
QF (ai) = f(x1q , x2q) tal que x ≤ f(x, y) ≤ y para todo x,y.
Sea ai el elemento de X que maximiza QF . Entonces, la siguiente expresio´n es una medida
de especificidad para conjuntos difusos intervalo valorados:
Sp = QF (ai)− 1n−1
∑
∀k 6=iQF (ak).
Se caracterizan las medidas de especificidad para conjuntos difusos intervalo valorados segu´n
su operador de transformacio´n.
Definicio´n 4.7 Un operador G : [0, 1]n → [0, 1] es un operador de especificidad si es conti-
nuo y creciente para el primer argumento, decreciente para los dema´s y satisface:
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G(1, 0..,0) = 1
G(0, 0..,0) = 0
Lema 4.2 Sea µ un conjunto difuso en X. Sea {µ(ai)} para todo i = 1..n la lista de grados
de pertenencia de µ ordenada decrecientemente. Sea G : [0, 1]n → [0, 1] un operador de
especificidad. Entonces G(µ(a1), ..., µ(an)) es una medida of especificidad para FSs.
Lema 4.3 Sea µ un conjunto difuso intervalo valorado en X y Spf cualquier f-medida de
especificidad sobre µ. Sea {[x1q , x2q ]} para todo q : 1..n la f-lista de µ. Entonces, existe un
operador de especificidad G : [0, 1]n → [0, 1] tal que:
Spf (µ) = G(f(x11 , x21), ..., f(x1n , x2n)) (1)
Corolario 4.1 Sea G una medida de especificidad para FSs. Sea f un operador de trans-
formacio´n. Entonces G(f(x11 , x21), ..., f(x1n , x2n)) es una f-medida para IVFSs.
Se determina cua´ndo una medida de especificidad para conjuntos difusos intervalo valo-
rados es ma´s estricta que otra. Esta relacio´n (una medida de especificidad es ma´s estricta
que otra) se caracteriza mediante la relacio´n entre sus operadores de transformacio´n.
Definicio´n 4.8 Sean Spf y Sp
′
g dos medidas de especificidad. Spf es ma´s estricto que Sp
′
g,
denotado por Spf ≤ Sp′g, si para todo conjunto, µ, se verifica: Spf (µ) ≤ Sp′g(µ).
Teorema 4.1 Spf es ma´s estricto que Sp
′
g si y solo si f(x, y) ≤ g(x, y) para todo x, y.
Adema´s, se proporciona una forma de generar medidas de especificidad utilizando t-
normas, t-conormas y negaciones para FSs junto con operadores de transformacio´n.
Teorema 4.2 Sea f un operador de transformacio´n y {αi} un conjunto de pesos que satis-
face:
αj ∈ (0, 1]
Σnj=2αj = 1
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{αj} es no creciente.
Sean T , T ′, S y N , dos t-normas, una t-conorma y una negacio´n (in [0,1],≤) respectivamente.
Sea {f(x1k , x2k)} la f-lista de un conjunto difuso intervalo valorado µ. Entonces
Spf (µ) = T (f(x11 , x21)1, N(S(T
′(α2, f(x12 , x22))), ...
..., T (αn, f(x1n , x2n)))))
es una f-medida de especificidad para conjuntos difusos intervalo valorados.
Ejemplo 4.4 Sea T (a, b) = Max{0, a+ b− 1},
N(a) = 1− a,
S(a, b) = Min{1, a+ b},
T ′(a, b) = a ∗ b:
Con f(x, y) = x+y
2
, se obtiene:
Spf (µ) =
1
2
(x11 + x21)−
n∑
j=2
αj(x1j + x2j)
Con f(x, y) = α ∗ x+ β ∗ y con α + β = 1, α > 0, β > 0, se obtiene:
Spf (µ) = α ∗ x11 + β ∗ x21 −
n∑
j=2
αj(α ∗ x1j + β ∗ x2j)
Con f(x, y) = x
2+y2
2
, se obtiene:
Spf (µ) =
1
2
(x211 + x
2
21
)− 1
2
n∑
j=2
αj ∗ (x21j + x22j)
Los dos primeros casos son extensiones de la medida de especificidad lineal de Yager para
IVFSs.
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4.2. Especificidad conjuntos difusos intervalo valorados bajo simi-
laridades generalizadas
Se propone una definicio´n axioma´tica de las medidas de especificidad para conjuntos
difusos intervalo valorados bajo similaridades generalizadas.
Definicio´n 4.9 Sea Sp una medida de especificidad para IVFSs. Sp(µ/S) es una medida
de especificidad bajo una similaridad generalizada S si se verifica:
1. Sp(µ/S) = 1 si y solo si µ es un singleton.
2. Sp(∅/S) = 0.
3. Sp(µ/Id) = Sp(µ).
4. Sp(µ/S) ≥ Sp(µ).
Se puede observar que una similaridad generalizada, siempre que no sea la identidad, aumenta
el conocimiento que puede contener un IVFS.
Se ofrece una generalizacio´n de la medida de especificidad bajo similaridades de Yager .
Para ello se define el conjunto de clases de equivalencia basado en el concepto de α1, α2 corte
de una relacio´n difusa intervalo valorada mostrado en la seccio´n 3.
Definicio´n 4.10 Sea µ un conjunto difuso intervalo valorado en X y S una similaridad
S : X×X → [0, 1]. Sea piα1,α2 el conjunto de clases de equivalencia de los α1, α2 cortes de S.
El conjunto de clases de equivalencia bajo el conocimiento de S µα1,α2/S es el subconjunto
de clases de equivalencia de los α1, α2 cortes de S definidos de la siguiente forma: una clase
de equivalencia del α1, α2 corte de S pertenece a µα1,α2/S si su interseccio´n con µα1,α2 es no
vac´ıa.
Ejemplo 4.5 Sea E = {e1, e2, e3, e4}. Sea µ = {[0,6, 0,8]/e1 + [0,7, 0,8]/e2 + [0,8, 0,8]/e3 +
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[0,9, 1,0]/e4} y
S =

[1, 1] [0,1, 0,2] [0,1, 0,2] [0,1, 0,2]
[0,1, 0,2] [1, 1] [0,7, 0,8] [0,5, 0,6]
[0,1, 0,2] [0,7, 0,8] [1, 1] [0,5, 0,6]
[0,1, 0,2] [0,5, 0,6] [0,5, 0,6] [1, 1]

R0,7,0,8 =

1 0 0 0
0 1 1 0
0 1 1 0
0 0 0 1

Entonces, pi0,7,0,8 = {{e1}, {e2, e3}, {e4}} µ0,7,0,8 = {e2, e3, e4} y pi0,7,0,8/S = {{e2, e3}, {e4}}
Proposicio´n 4.1 Sea µ un conjunto difuso intervalo valorado en X y S una similaridad
S : X ×X → [0, 1]. Entonces:
Sp(µ/S) = 2 ∗ ∫ α̂2
0
∫ α2
0
1
card(µα1,α2/S)
dα1 dα2 +
∫ α̂2
α̂1
∫ α̂1
0
1
card(µα1,α2/S)
dα1 dα2
Es una medida de especificidad para IVFSs.
5. Cierre T -transitivo para IVFRs
En esta seccio´n se muestran los logros ma´s importantes y se resume el art´ıculo ”Transitive
Closure of L-fuzzy Relations and Interval-valued Fuzzy Relations” [35] publicado en las actas
del congreso WCCI 2010 IEEE World Congress on Computational Intelligence (CORE A).
Se han conseguido los siguientes objetivos:
4 Estudiar la posibilidad de extender la nocio´n de cierre T -transitivo para relaciones
L-difusas en concreto su existencia y su unicidad.
5 Encontrar expresiones y algoritmos que permitan calcular su cierre T -transitivo tan-
to para t-normas t-representables como para cualquier t-norma generalizada para
IVFRs.
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Se pretende estudiar la posibilidad de definir un cierre transitivo de una relacio´n difusa
intervalo valorada bajo una t-norma generalizada. En concreto, se pretende investigar las
condiciones que se tienen que cumplir para su existencia y unicidad. Tambie´n se pretende
encontrar expresiones anal´ıticas y/o algoritmos que permitan su ca´lculo.
5.1. Existencia del cierre T -transitivo de relaciones L-difusas
Dado que el conjunto de los intervalos es un ret´ıculo completo se plantea la posibilidad
de extender la definicio´n de cierre transitivo de una relacio´n difusa intervalo valorada para
un ret´ıculo gene´rico L. Tambie´n se plantea las cuestiones de su existencia y unicidad.
Sea L un ret´ıculo completo. Se definen las relaciones L-difusas:
Definicio´n 5.1 Sean X1 y X2 dos universos. Una relacio´n L-difusa R : X1 × X2 → L es
una funcio´n:
R = {((a, b), [x, y]) | a ∈ X1, b ∈ X2, [x, y] ∈ L}
donde x = R(a, b) y y = R(a, b).
Se define la reflexividad, simetr´ıa y T -transitividad para relaciones L-difusas:
Definicio´n 5.2 Una relacio´n L-difusa R : X2 → L es reflexiva si:
R(a, a) =L 1L ∀a ∈ X
Definicio´n 5.3 Una relacio´n L-difusa R : X2 → L es sime´trica si:
R(a, b) =L R(b, a) ∀a, b ∈ X
Definicio´n 5.4 Una relacio´n L-difusa R : X2 → L es T -transitiva si:
T (R(a, b), R(b, c)) ≤L R(a, c) ∀a, b, c ∈ X
Se definen las indistinguibilidades L-difusas:
38
Definicio´n 5.5 Una relacio´n L-difusa R : X2 → L es una T -indistinguibilidad generalizada
si es reflexiva, sime´trica y T -transitiva.
Se define el cierre P para relaciones L-difusas.
Definicio´n 5.6 Sea P una propiedad. Sea R : X2 → L una relacio´n L-difusa en un universo
X. El cierre P de R es la relacio´n RP : X ×X → L que satisface:
1. RP satisface P .
2. R ⊆L RP .
3. Si R ⊆L R′ y R′ satisface P entonces RP ⊆L R′ .
5.2. Cierre T -transitivo de relaciones difusas intervalo valoradas
Se demuestra que el cierre T -transitivo siempre existe para relaciones L-difusas y es
u´nico.
Teorema 5.1 Sea R : X2 → L una relacio´n L-difusa en un universo X y sea T cualquier
t-norma generalizada. Entonces, el cierre T -transitivo de R siempre existe.
Lema 5.1 Si R es una relacio´n difusa intervalo valorada, su cierre T -transitivo es u´nico.
Se caracteriza el cierre T -transitivo para t-normas t-representables.
Proposicio´n 5.1 Si T es una t-norma t-representable con T1 y T2 (T = [T1, T2]) entonces la
relacio´n difusa intervalo valorada R : X2 → L es T -transitiva si y solo si R es T1-transitiva
y R es T2-transitiva.
Como paso previo a la definicio´n de la n-e´sima potencia de una relacio´n difusa intervalo
valorada se define la composicio´n S − T de relaciones difusas intervalo valoradas para t-
normas y t-conormas cualesquiera.
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Definicio´n 5.7 Sean T y S t-normas y t-conormas generalizadas. Sea 5 la t-conorma gene-
ralizada n-aria definida a partir de S por asociatividad. Sean R1 y R2 dos relaciones intervalo
valoradas en un universo finito X = {c1, ..., cm}. La composicio´n S−T de R1 se R2 se define
como:
(R1 (ST ) R2)(cq, cr) =L 5ck∈XT (R1(cq, ck), R2(ck, cr))
donde5ck∈XT (R1(cq, ck), R2(ck, cr)) =L T (R1(cq, c1), R2(c1, cr))5...5T (R1(cq, cm), R2(cm, cr)).
Se utiliza la composicio´n S − T para caracterizar la T -transitividad de una relacio´n intervalo
valorada.
Lema 5.2 R es T -transitiva si y solo si R SupLT R ⊆L R.
Dado que la t-conorma ma´ximo, SupL, es con mucho la ma´s utilizada se definen las potencias
de una relacio´n difusa intervalo valorada bajo una t-norma generalizada de la siguiente
manera:
Definicio´n 5.8 Dada una t-norma generalizada, T , la T -potencia ene´sima R(n)T de una
relacio´n difusa intervalo valorada R en X se define recursivamente como:
1. R(1)T ≡ R
2. R(n)T ≡ R(n−1)T SupLT R
Se caracteriza el cierre T -transitivo para una relacio´n difusa intervalo valorada bajo t-normas
t-representables.
Teorema 5.2 Sea T una t-norma t-representable (T = [T1, T2]) y sea R = [R,R] una
relacio´n difusa intervalo valorada. Entonces RT = [RT1 , R
T2
].
Se obtienen expresiones para la ene´sima T -potencia de una relacio´n difusa intervalo valorada
bajo t-normas t-representables y pseudo t-representables.
Lema 5.3 Si T es t-representable con T1, T2 en ([0,1],≤) entonces:
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R(n)T = [R(n)T1 , R(n)T2 ]
Lema 5.4 Si T es pseudo-t-representable con T , entonces:
R(n)T = [R(n)T ,maxk:1..n{R(k−1)T ◦T R ◦T R(n−k)T }]
Se ofrecen distintas expresiones del cierre T -transitivo para relaciones difusas intervalo va-
loradas dependiendo de la naturaleza de la t-norma generalizada: una t-norma generalizada
cualquiera, una t-norma t-representable o una t-norma pseudo t-representable.
Teorema 5.3 Sean X un universo arbitrario y sea T una t-norma que preserva el supremo.
El cierre T -transitivo de R es:
RT =L SupL ∀k∈N{R(k)T }
Corolario 5.1 Si T es t-representable con T1, T2 in ([0,1],≤), el cierre T -transitivo de R
es:
RT =L SupL ∀k∈N{[R(k)T1 , R(k)T2 ]}
Corolario 5.2 Si T es pseudo-t-representable con T , el cierre T -transitivo de R es:
RT =L SupL ∀k∈N{[R(n)T ,maxq:1..k{R(q−1)T ◦T R ◦T R(k−q)T }]}
Teorema 5.4 Sea X un universo finito con cardinalidad n. El cierre T -transitivo de R es:
RT =L SupL k=1..n{R(k)T }
Corolario 5.3 Si T es t-representable con T1, T2 en ([0,1],≤), el cierre T -transitivo de R
es:
RT =L SupL k=1..n{[R(k)T1 , R(k)T2 ]}
Corolario 5.4 Si T es pseudo-t-representable con T , el cierre T -transitivo de R es:
RT =L SupL k=1..n{[R(n)T ,maxq:1..k{R(q−1)T ◦T R ◦T R(k−q)T }]}
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Teorema 5.5 Sea X un universo finito con cardinalidad n. Si R es una relacio´n localmente
reflexiva, el cierre T -transitivo de R es:
RT =L SupL k=1..n−1{R(k)T }
Corolario 5.5 Si T es t-representable con T1, T2 in ([0,1],≤), el cierre T -transitivo de R
es:
RT =L {[R(n−1)T1 , R(n−1)T2 ]}
Corolario 5.6 Si T es pseudo-t-representable con T , el cierre T -transitivo de R es:
RT =L {[R(n−1)T ,maxq:1..n−1{R(q−1)T ◦T R ◦T R(n−1−q)T }]}
5.3. Algoritmo para calcular el cierre T -transitivo de una relacio´n
difusa intervalo valorada
Sea R una relacio´n difusa intervalo valorada en un universo finito X con cardinalidad
n y sea T una t-norma generalizada. El cierre T -transitivo de R, RT , se puede computar
utilizando el siguiente algoritmo:
for k ← 1 until n do
for i ← 1 until n do
for j ← 1 until n do
R(i,j)← SupL(R(i, j), T (R(i, k), R(k, j)))
end for
end for
end for
A continuacio´n se muestran algunos ejemplos.
Ejemplo 5.1 Sea T una t-norma generalizada InfL({[x1, x2], [y1, y2]}) =L [Min(x1, y1),Min(x2, y2)]
y sea R : X ×X → L la siguiente relacio´n difusa intervalo valorada:
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R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0, 0]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

El co´mputo del cierre T -transitivo de R es el siguiente:
k = 1 : R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0, 0]
[1, 1] [0,6, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

k = 2 : R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0,6, 0,8]
[1, 1] [0,6, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

k = 3 : R =

[1, 1] [0,6, 0,9] [0,6, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

k = 4 : RT =

[1, 1] [0,6, 0,9] [0,6, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

Ejemplo 5.2 Sea T una t-norma generalizada Tw([x1, x2], [y1, y2]) =L [max(0, x1 + y1 −
1),max(0, x2 + y2− 1)] y sea R : X ×X → L la siguiente relacio´n difusa intervalo valorada:
R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0, 0]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

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El co´mputo del cierre T -transitivo de R es el siguiente:
k = 1 : R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0, 0]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

k = 2 : R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0,2, 0,7]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

k = 3 : R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0,2, 0,8]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

k = 4 : RT =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0,2, 0,8]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

Ejemplo 5.3 Sea T una t-norma generalizada T ([x1, x2], [y1, y2]) =L [W (x1, y1),Min(x2, y2)]
y sea R : X ×X → L la siguiente relacio´n difusa intervalo valorada:
R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0, 0]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

El co´mputo del cierre T -transitivo de R es el siguiente:
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k = 1 : R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0, 0]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

k = 2 : R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0,2, 0,8]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

k = 3 : R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0,2, 0,9]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

k = 4 : RT =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0,2, 0,9]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

Ejemplo 5.4 Sea T una t-norma generalizada TW ([x1, x2], [y1, y2]) =L [max(0, x1 + y1 −
1),max(0, x1+y2−1, x2+y1−1)] y sea R : X×X → L la siguiente relacio´n difusa intervalo
valorada:
R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0, 0]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

El co´mputo del cierre T -transitivo de R es el siguiente:
k = 1 : R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0, 0]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

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k = 2 : R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0,2, 0,5]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

k = 3 : R =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0,2, 0,5]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

k = 4 : RT =

[1, 1] [0,6, 0,8] [0,6, 0,9] [0,2, 0,5]
[1, 1] [0,4, 0,9] [0,6, 0,9]
[1, 1] [0,6, 0,9]
[1, 1]

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6. Transitividad de´bil para IVFRs
En esta seccio´n se detallan los teoremas y proposiciones ma´s interesantes del art´ıculo
”Weak T -transitivity and weak closures of interval-valued fuzzy relations” [30] que se adjunta
aceptado en el congreso WCCI 2012 IEEE World Congress on Computational Intelligence
(CORE A), sobre la propiedad de´bil T -transitividad frente a la T -transitividad ”cla´sica”.
Los objetivos logrados son:
6 Definir un nuevo concepto de transitividad, la T -transitividad de´bil, que permite re-
presentar de una forma menos restrictiva la idea de T-transitividad para IVFSs.
7 Investigar la relacio´n que este nuevo concepto de transitividad (T -transitividad de´bil)
tiene con la cla´sica T -transitividad para FRs y IVFRs.
La nocio´n de T -transitividad para IVFRs anteriormente expuesta [36] se deriva de
una generalizacio´n de la nocio´n de T -transitividad para FRs. Sin embargo, esta propiedad
impone una condicio´n muy fuerte ya que exige que todos los intervalos sean comparables.
Dado que el conjunto de los intervalos es un ret´ıculo es posible relajar la transitividad
”cla´sica” de tal forma que la desigualdad solamente se exija para intervalos comparables.
Esta nueva propiedad, que tambie´n es una generalizacio´n de la T -transitividad para FRs,
se denomina T -transitividad de´bil.
Definicio´n 6.1 Sea T una t-norma generalizada y R una relacio´n difusa intervalo valorada
en X. R es de´bil T -transitiva si:
T (R(a, b), R(b, c)) 6>L R(a, c)
para todo a, b, c en X
De forma similar se puede definir la de´bil T -transitividad para FRs:
Definicio´n 6.2 Sea T una t-norma y R una relacio´n difusa en X. R es de´bil T -transitiva
si:
T (R(a, b), R(b, c)) 6> R(a, c) para todo a, b, c en X
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Dado que para el conjunto de valores de pertenencia para FRs la relacio´n ”ser menor o igual
que” es lo mismo que la relacio´n ”no ser mayor que”, T -transitividad y T -transitividad de´bil
coinciden.
Teorema 6.1 Sea FRsT el conjunto de las FRs T -transitivas . Sea FRsdebil−T el conjunto
de las FRs de´bil T -transitivas. Entonces:
FRsT = FRsdebil−T
Sin embargo, para IVFRs esta situacio´n no se cumple
Teorema 6.2 Sea IVFRsT el conjunto de las IVFRs T -transitivas. Sea IVFRsdebil−T el
conjunto de las IVFRs de´bil T -transitivas. Entonces:
IVFRsT ⊆ IVFRsdebil−T
No todas las relaciones difusas intervalo valoradas de´bil T -transitivas son T -transitivas:
Ejemplo 6.1 Sea el universo X = {a1, a2, a3}. Sea R : X ×X → L la siguiente relacio´n:
R =

[1, 1] [0,4, 0,6] [0,4, 0,6]
[0,4, 0,6] [1, 1] [0,5, 0,5]
[0,4, 0,6] [0,5, 0,5] [1, 1]

Si T = InfL entonces R no es InfL-transitiva porque:
InfL(R(a2, a1), R(a1, a3)) = [0,4, 0,6] 6≤L R(a2, a3) = [0,5, 0,5]
pero R es de´bil InfL-transitiva porque:
InfL(R(ai, ak), R(ak, aj)) 6>L R(ai, aj)
para todo ai, aj, ak ∈ X
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Cuadro 1: Relacio´n entre T -transitividad y de´bil T -transitividad
Tipo de relacion difusa T-transitividad vs debil T-transitividad
FRs FRsT = FRsdebil−T
IVFRs IVFRsT ⊆ IVFRsdebil−T
7. Cierres de´biles para IVFRs
En esta seccio´n se detallan los teoremas y proposiciones ma´s interesantes del art´ıculo
”Weak T -transitivity and weak closures of interval-valued fuzzy relations” [30] que se adjunta
aceptado en el congreso WCCI 2012 IEEE World Congress on Computational Intelligence
(CORE A), sobre la propiedad de´bil T -transitividad frente a la T -transitividad ”cla´sica”,
sobre la relacio´n entre los distintos tipos de cierre frente a los distintos tipos de transitividad.
Los objetivos logrados son:
8 Definir un nuevo concepto de cierre transitivo, cierre de´bil, para la propiedad de T -
transitividad y T -transitividad de´bil.
9 Probar la existencia y unicidad tanto para el cierre cla´sico como para este nuevo cierre.
10 Estudiar si el cierre de´bil bajo T -transitividad de´bil proporciona relaciones ”ma´s cer-
canas” que el cierre cla´sico bajo T -transitividad.
Dado que la T -transitividad suele ser una propiedad deseable se suele imponer generando
el cierre T -transitivo de una relacio´n difusa (ya sea intervalo valorada o no). Sin embargo, la
relacio´n resultante puede ser demasiado diferente de la original. De aqu´ı surge la necesidad
de buscar alternativas al cierre T -transitivo de una relacio´n difusa intervalo valorada.
En esta seccio´n se plantea la ”relajacio´n” de las desigualdades estrictas entre intervalos
a trave´s de dos maneras: sustituyendo la T -transitividad por la de´bil T -transitividad y
definiendo un nuevo tipo de cierre, un cierre ”de´bil” no como la relacio´n difusa intervalo
valorada ma´s pequen˜a que satisface una propiedad P sino como aquella relacio´n que satisface
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una propiedad P tal que no existe ninguna relacio´n que satisfaga la propiedad y sea menor
que ella.
7.1. Cierres de´biles para IVFRs bajo una propiedad P
Se define el cierre de´bil bajo una propiedad P para relaciones difusas intervalo valoradas.
Definicio´n 7.1 Sea P una propiedad de IVFRs. Sea R : X2 → L una relacio´n difusa
intervalo valorada en un universo finito X. El P cierre de´bil de R es la relacio´n difusa
intervalo valorada R∼P : X2 → L que satisface:
1. R∼P satisface P .
2. R ⊆L R∼P .
3. No existe ninguna relacio´n R′ que cumple P tal que R ⊆L R′ ⊂L R∼P .
Es de destacar que si R satisface P , entonces: R =L R
∼P =L RP .
La existencia de RP conlleva la existencia de R∼P y su unicidad.
Lema 7.1 Sea R : X2 → L una relacio´n difusa intervalo valorada en universo finito X. Si
RP existe entonces R∼P existe.
Lema 7.2 Sea R : X2 → L una relacio´n difusa intervalo valorada en un universo finito X.
Si RP existe, entonces R∼P existe, es u´nico y verifica que:
R∼P =L RP
7.2. Tipos de cierre y tipos de transitividad para IVFRs
Se investiga la relacio´n entre el cierre ”cla´sico” y el cierre de´bil bajo las propiedades de
T -transitividad y de´bil T -transitividad.
El cierre de´bil bajo T -transitividad de una relacio´n difusa intervalo valorada siempre
existe.
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Lema 7.3 Sea R : X2 → L una relacio´n difusa en universo finito X. El cierre de´bil bajo
T -transitividad de R existe, es u´nico y R∼T = RT .
El cierre de´bil bajo de´bil T -transitividad de una relacio´n difusa intervalo valorada no es
u´nico. Los lemas 7.4 y 7.5 demuestran esta circunstancia para las t-normas t-representables.
Lema 7.4 Sea T = [T1, T2] una t-norma t-representable. Sea R : X2 → L una relacio´n
difusa intervalo valuada no de´bil T -transitiva en un universo finito X. No existe ninguna
relacio´n S de´bil T -transitiva tal que S ⊆L [RT1 , R] si RT1 ⊆ R.
Lema 7.5 Sea T = [T1, T2] una t-norma t-representable. Sea R : X2 → L una relacio´n
difusa intervalo valuada no de´bil T -transitiva en un universo finito X. No existe ninguna
relacio´n S de´bil T -transitiva tal que S ⊆L [R,RT2 ].
Se demuestra que el cierre bajo de´bil T -transitividad de una relacio´n difusa intervalo
valorada no siempre existe.
Lema 7.6 El cierre bajo de´bil T -transitividad de R no siempre existe.
Pueden existir varios cierres de´biles bajo de´bil T -transitividad de una relacio´n difusa
intervalo valorada.
Lema 7.7 Sea R una relacio´n difusa intervalo valorada en un universo X y T una t-
norma generalizada arbitraria. Entonces, pueden existir varios cierres de´biles bajo de´bil T -
transitivos de R.
Ejemplo 7.1 Sea el universo X = {a1, a2, a3} y R : X2 → L una relacio´n difusa intervalo
valorada:
R =

[1, 1] [1, 1] [0, 0,9]
[1, 1] [1, 1] [0,4, 0,6]
[0, 0,9] [0,4, 0,6] [0, 0]

R no es de´bil T -transitiva para la t-norma generalizada:
T ([x1, x2], [y1, y2]) = [min(x1, y1),min(x2, y2)]
debido a que T (R(a3, a2), R(a2, a3)) = [0,4, 0,6] >L R(a3, a3) = [0, 0].
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Es de destacar que existen varias aproximaciones de´bil T -transitivas que contienen R no
comparables, por ejemplo:
R∼debil−T1 =

[1, 1] [1, 1] [0, 0,9]
[1, 1] [1, 1] [0,4, 0,6]
[0, 0,9] [0,4, 0,6] [0, 0,9]

R∼debil−T2 =

[1, 1] [1, 1] [0, 0,9]
[1, 1] [1, 1] [0,4, 0,6]
[0, 0,9] [0,4, 0,6] [0,4, 0,6]

De hecho, existen infinitas aproximaciones superiores de´bil T -transitivas. Sea {Sk : X2 → L}
el conjunto de las relaciones difusas intervalo valoradas definidas de la siguiente manera:
Sk(ai, aj) =
 [zk1 , zk2 ], si ai = a3 ∧ aj = a3;R(ai, aj), en otro caso.
donde [zk1 , zk2 ] es incomparable con [0,0.9] y [0.4,0.6], es decir, es falso que [zk1 , zk2 ] >L [0, 0,9]
o [zk1 , zk2 ] <L [0, 0,9] (algo similar ocurre para [0.4,0.6]). Entonces, es fa´cil probar que Sk es
de´bil T -transitiva para todo k. Ma´s au´n, no exist ninguna relacio´n difusa intervalo valoradas
de´bil T -transitiva Smin tal que Smin ⊆L Sk para todo k .
Nota: todas las aproximaciones superiores de´bil T -transitivas mostradas esta´n contenidas
en el cierre T -transitivo [36] de R:
RT =

[1, 1] [1, 1] [0, 0,9]
[1, 1] [1, 1] [0,4, 0,9]
[0, 0,9] [0,4, 0,9] [0,4, 0,9]

En el cuadro 2 se ofrece un resumen de la existencia y unicidad de los tipos de cierre
frente a los tipos de T -transitividad.
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Cuadro 2: Tipos de cierre y tipos de T -transitividad
Cierres vs propiedad T -transitividad de´bil T -transitividad
cierre Siempre existe y es u´nico No existe siempre
cierre de´bil Siempre existe y es u´nico Puede haber varios
7.3. Cierres de´biles bajo T -transitividad para t-normas t-represen-
tables
Se investigan los cierres de´biles bajo de´bil T -transitividad para t-normas t-representables.
Se buscan expresiones anal´ıticas que permitan su ca´lculo.
Lema 7.8 Sea T una t-norma t-representable tal que T = [T1, T2]. Sea R : X2 → L una
relacio´n difusa intervalo valorada en un universo finito X. Si R es T1-transitiva o R es
T2-transitiva entonces R es de´bil T -transitiva.
Teorema 7.1 Sea T = [T1, T2] una t-norma t-representable. Sea R : X2 → L una relacio´n
difusa intervalo valorada de´bil T -transitiva en un universo finito X. Sea RT1down definida como
[RT1 , R]. Si RT1 ⊆ R entonces RT1down es un R∼debil−T .
Teorema 7.2 Sea T = [T1, T2] una t-norma t-representable. Sea R : X2 → L una relacio´n
difusa intervalo valorada de´bil T -transitiva en un universo finito X. Sea RT2up definida como
[R,R
T2
]. Entonces RT2up es un R
∼debil−T .
7.4. Comparando cierres T -transitivo y cierres de´biles T -transitivos
para IVFRs
Se demuestra que los cierres de´biles bajo de´bil T -transitividad ofrecen aproximaciones
superiores ma´s cercanas que los cierres bajo T -transitividad para una relacio´n difusa intervalo
valorada.
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Teorema 7.3 Sea R : X2 → L una relacio´n difusa intervalo valorada en un universo finito
X. Entonces
R∼debil−T 6⊃L RT
Lema 7.9 Sea T = [T1, T2] una t-norma t-representable. Sea R : X2 → L una relacio´n
difusa intervalo valorada no de´bil T -transitiva en un universo finito X. Si RT1down existe,
entonces se satisface:
RT1down ⊆L RT
Lema 7.10 Sea T = [T1, T2] una t-norma t-representable. Sea R : X2 → L una relacio´n
difusa intervalo valorada no de´bil T -transitiva en un universo finito X. Entonces se satisface:
RT2up ⊆L RT
Lema 7.11 Sea R una IVFR. Sea S una IVFR definida como S(ai, aj) = [R(ai, aj), R′(ai, aj)]
tal que R(ai, aj) ≤ R′(ai, aj). Si S es de´bil T -transitiva, entonces S es un cierre de´bil bajo
T -transitividad de´bil de R.
Lema 7.12 Sea R una IVFR. Puede existir un cierre de´bil bajo de´bil T -transitividad de R
que no este´ contenido en el cierre de´bil T -transitivo de R.
1L
⊆L
⊆L
RT
⊆L
⊆L
⊆L⊆L
R∼debil−T1 R
∼debil−T
2 R
∼debil−T
k R
∼debil−T
n
R
⊆L
⊆L⊆L
⊆L
Figura 1: El ret´ıculo de cierres de una IVFR
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8. Descomposicio´n de similaridades
En esta seccio´n se resume el art´ıculo ”Decomposition of IV -similarities” [34] que se
adjunta, publicado en las actas dell XVI Congreso espan˜ol sobre tecnolog´ıas y lo´gicas fuzzy
(ESTYLF 2012).
Los objetivos logrados en e´l son:
11 Generalizar el teorema de Lee para IVFRs.
12 Generalizar el concepto de similaridad y t-puente de una similaridad para IVFRs.
Definicio´n 8.1 Sea M([x1, x2], [y1, y2]) = [min(x1, y1),min(x2, y2)] una t-norma genera-
lizada. Sea R una relacio´n difusa intervalo valorada en un universo X. R es una IV-
similaridad si es reflexiva, sime´trica y M-transitiva.
Definicio´n 8.2 Sean R y S dos IV-similaridades en los universos X1 y X2 con cardi-
nalidades n1 y n2 respectivamente. Sea [t1, t2] un intervalo en [0, 1]
2 tal que [t1, t2] ≤L
∧(∧(R(ai, aj)),∧(S(ak, al))) para todo i,j,k,l. Entonces el [t1, t2]-puente entre R y S es una
relacio´n difusa intervalo valorada en X1 ∪X2. B se define de la siguiente manera:
B[t1,t2];R,S =
 R ([t1, t2])n1×n2
([t1, t2])n2×n1 S

donde [t1, t2] es denominado el intervalo puente.
Se muestra co´mo la relacio´n difusa intervalo valorada B[t1,t2];R,S ”hereda” la reflexividad,
simetr´ıa y (min,min)-transitividad de R y S.
Lema 8.1 Sean R y S dos IVFRs reflexivas en universos X1 y X2. Entonces B[t1,t2];R,S es
una relacio´n difusa intervalo valorada en X1 ∪X2 reflexiva.
Lema 8.2 Sean R y S dos IVFRs sime´tricas en universos X1 y X2. Entonces B[t1,t2];R,S
es una relacio´n difusa intervalo valorada en X1 ∪X2 sime´trica.
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Lema 8.3 Sean R y S dos relaciones difusas intervalo valorada (min − min)-transitivas
en universos X1 y X2 con cardinalidades n1 y n2 respectivamente. Sea B[t1,t2];R,S el [t1, t2]-
puente entre R y S. Entonces, B[t1,t2];R,S es una relacio´n difusa intervalo valorada (min,min)-
transitiva.
Teorema 8.1 Sean R y S dos IV-similaridades en universos X1 y X2. Sea B[t1,t2];R,S el
[t1, t2]-puente entre R y S. Entonces, B[t1,t2];R,S es una IV-similaridad en X1 ∪X2.
Se demuestra que una IV-similaridad posee un intervalo mı´nimo.
Lema 8.4 Sea R una relacio´n difusa intervalo valorada en un universo finito X. Si R es
una IV-similaridad entonces existe un intervalo R(ap, aq) tal que R(ap, aq) ≤L R(ai, aj) para
todo i, j.
Se define y estudia el concepto de I-subsimilaridad para generalizar el teorema de Lee.
Definicio´n 8.3 Sea R una IV-similaridad en X. Sea I ⊆ X un subconjunto de X. Una
subsimilaridad de R restringida a T (R)I se define como (R)I : I × I → [0, 1]2 tal que
(R)I(ar, as) = R(ar, as) para todo ar y as esta´n en I. (R)I se denota I-subsimilaridad de R.
Lema 8.5 Sea R una IV-similaridad en X. Cualquier I-subsimilaridad de R en I ⊆ X es
una IV-similaridad.
Lema 8.6 Sea C una IV-similaridad y C(ap, aq) el mı´nimo valor de C. Sea I = {ai | ai ∈
X y C(ai, aq) =L C(ap, aq)} y I ′ = X \ I. Entonces, C(ai, aj) >L C(ap, aq) para todo ai y aj
en I ′.
Lema 8.7 Sea C una IV-similaridad y C(ap, aq) el mı´nimo valor de C. Sea I = {ai | ai ∈
X y C(ai, aq) =L C(ap, aq)} y I ′ = X \ I. Entonces, C(ai, aj) =L C(ap, aq) para todo ai en
I y para todo aj en I
′.
Teorema 8.2 Sea C una IV-similaridad en un universo X con cardinalidad n. Entonces,
existen dos similaridades (R, S) y un intervalo [t1, t2] que verifica:
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C = Ppi(B[t1,t2];Rn1×n1 ,Sn2×n2 )
para alguna permutacio´n pi.
n1 y n2 son las cardinalidades de los universos de R y S respectivamente y [t1, t2] es el
valor mı´nimo de R y S.
8.1. Algoritmo para descomponer una IV-similaridad en IV-sub-
similaridades
Se expone un algoritmo que descompone una IV-similaridad en dos IV-subsimilaridades
con:
Entrada: Una IV-similaridad C en X con cardinalidad n tal que n ≥ 2.
Salida: Dos IV-subsimilaridades R,S en X1, X2 tal que X = X1 ∪X2 y un intervalo
puente t tal que C = Ppi(B[t1,t2];R,S)
El algoritmo funciona de la siguiente manera:
• Paso 1 : Bu´squeda del intervalo mı´nimo de C (siempre existe por el lema 8.4):
t = [ap, aq].
• Paso 2 : Eleccio´n de X1 tal que X1 ⊂ X. Ca´lculo de I tal que I = {ai | ai ∈ X1 y
C(ai, aq) =L C(ap, aq)}
• Paso 3 : Ca´lculo de R← CI y S ← CX\I
A continuacio´n se ofrece un ejemplo.
Ejemplo 8.1 Sea C una IV-similaridad:
C =

[1, 1] [0,1, 0,2] [0,8, 1]
[0,1, 0,2] [1, 1] [0,1, 0,2]
[0,8, 1] [0,1, 0,2] [1, 1]

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Entonces:
R =
 [1, 1] [0,8, 1]
[0,8, 1] [1, 1]

S =
(
[1, 1]
)
y
t = [0,1, 0,2]
Bt;R,S =

[1, 1] [0,8, 1] [0,1, 0,2]
[0,8, 1] [1, 1] [0,1, 0,2]
[0,1, 0,2] [0,1, 0,2] [1, 1]

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9. Conclusiones
La teor´ıa de conjuntos borrosos, no so´lo es una potente herramienta de inteligencia ar-
tificial que permite modelar y aprender informacio´n con incertidumbre, tambie´n es una ex-
tensio´n de la teor´ıa de conjuntos cla´sica, el caso particular en que la informacio´n es n´ıtida.
Sin embargo esta generalizacio´n da lugar a mu´ltiples lo´gicas, con propiedades algebraicas
diferentes, que so´lo coinciden en ser iguales en el caso n´ıtido. El estudio teo´rico de las dife-
rentes familias de lo´gicas, especialmente las continuas, hace que las numerosas aplicaciones,
especialmente en control, tengan un so´lido fundamento teo´rico.
La teor´ıa de conjuntos borrosos intervalo valorados, a su vez, extiende la teor´ıa de conjun-
tos borrosos al caso particular en que los intervalos de pertenencia son puntos en [0, 1]. Esta
extensio´n enriquece enormemente el a´mbito de estudio teo´rico, al valorar las caracter´ısticas
del universo de discurso sobre un ret´ıculo, sin relacio´n de orden total. La nueva extensio´n
ofrece numerosos campos nuevos de estudio todav´ıa inexplorados. En esta tesis se exploran
y se aportan resultados sobre la extensio´n de dos de ellos: las medidas de especificidad de
conjuntos borrosos intervalo valorados y la T-transitividad de relaciones borrosas.
En el campo de las medidas de especificidad, partiendo de los conceptos de R. R. Yager
sobre medidas de utilidad de la informacio´n, encontramos que sus medidas requieren la
ordenacio´n de los grados de pertenencia, cosa que no se puede hacer en un ret´ıculo sin la
aportacio´n y definicio´n de una funcio´n de transformacio´n. Algunos resultados concretos son:
Una definicio´n axioma´tica de las medidas de especificidad parametrizada por los ope-
radores de transformacio´n.
Una expresio´n que permite generar medidas de especificidad para IVFSs.
Una extensio´n para IVFSs de las medidas de especificidad bajo el conocimiento an˜adi-
do de similaridades.
En el estudio de relaciones borrosas, se encuentran de especial importancia en aplicacio-
nes las similaridades, T-indistinguibilidades para representar informacio´n de como se parecen
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objetos de un universo, ya que generalizan las relaciones de equivalencia, y los T-preo´rde-
nes que encuentran aplicaciones para representar conjuntos de reglas y aplicar el modus
ponens generalizado y hacer razonamiento aproximado. Todas estas relaciones requieren la
importante propiedad T-transitiva, que permite garantizar la obtencio´n de todo el conoci-
miento aprendible y genera consecuencias de Tarski cuando se aplica la regla composicional
de inferencia. Al ser las relaciones borrosas un ret´ıculo, se puede estudiar dicha propiedad im-
poniendo la comparacio´n (T-transitividad generalizada) so´lo imponie´ndola cuando los grados
son comparables, garantizando que no hay ciclos intransitivos (T-transitividad generalizada
de´bil). As´ı mismo, aparecen nuevos conceptos del importante cierre transitivo e importantes
resultados cuando de aplican a los nuevos conceptos de propiedad transitiva generalizada,
que se resumen en los siguientes:
El cierre T -transitivo de una relacio´n L-difusa siempre existe y es u´nico.
Se han extendido el concepto de potencia de IVFRs y se han encontrado expresiones
de tales potencias para t-normas t-representables y t-normas pseudo-t-representables.
Se han encontrado expresiones que relacionan el cierre T -transitivo de una IVFR
con sus potencias para universos de cardinalidad finita y una t-norma generalizada
gene´rica.
Se propone un algoritmo para el ca´lculo del cierre T -transitivo de una relacio´n IVFR
para universos de cardinalidad finita y una t-norma generalizada gene´rica.
Se ha demostrado que para conjuntos FSs la de´bil T -transitividad coincide con la T -
transitividad. Para IVFRs toda relacio´n T -transitiva tambie´n es de´bil T -transitiva.
Sin embargo, la inversa no es cierta.
Se ha demostrado que para conjuntos FSs la de´bil T -transitividad coincide con la T -
transitividad. Para IVFRs toda relacio´n T -transitiva tambie´n es de´bil T -transitiva.
Sin embargo, la inversa no es cierta.
Finalmente, se ha demostrado que el teorema de Lee es extensible para IVFRs.
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10. Trabajo futuro
Generalizar el concepto de especificidad, k-especificidad, para IVFSs.
Investigar los conceptos de similaridad generalizada de´bil, T -indistinguibilidad gene-
ralizada de´bil.
Estudiar la estructura de las similaridades y similaridades de´biles intervalo valoradas.
Extender el teorema de representacio´n a las T -indistinguibilidades y/o T -indistinguibilidades
de´biles intervalo valoradas.
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Transitive Closure of L-fuzzy Relations and Interval-valued Fuzzy
Relations
Ramo´n Gonza´lez-del-Campo, L. Garmendia and B. De Baets
Abstract— This paper introduces some concepts of interval-
valued fuzzy relations and some of their properties: reflexivity,
symmetry, T-transitivity, composition and local reflexivity. The
existence and uniqueness of T-transitive closure of and L-fuzzy
relations is proved. An algorithm to compute the T-transitive
closure of finite interval-valued fuzzy relations. Some properties
and some examples is given for t-representable and t-pseudo
representable generalized t-norms.
I. INTRODUCTION
Fuzzy sets, FS , were introduced by Zadeh in 1.965 [20].
Since then many generalizations of fuzzy sets have been
proposed to model the uncertainty and the vagueness in
linguistic variables replacing the unit interval by another
structure such as posets or lattices [6], [15], [13]. One of
these generalizations are type-2 fuzzy sets, FS2, [21], [22],
[23] were introduced by Zadeh. A Type-2 fuzzy set A on
a universe of discourse X , FS2, is a fuzzy set whose
membership function is another fuzzy set on [0,1]:
A = {((x, u), µA(x, u)) | ∀x ∈ X,∀u ∈ [0, 1]}
Type-2 fuzzy sets have been widely studied and applied since
in many cases the uncertainty can be better expressed by a
fuzzy set than by a single numeric value. The problem with
type 2 fuzzy sets though is their computational complexity
and the difficulty for an expert to select the adequate fuzzy
subset as membership degree of an object to a linguistic label.
This is why some simplifications have been proposed, such as
the use of only some families of fuzzy sets such as triangular
and trapezoidal ones. A more simple kind of type-2 fuzzy
set are the L-fuzzy set in which the elements of an universe
are valued on a lattice L.
Interval-valued fuzzy sets (IVFS) were introduced in the
60s by Grattan-Guinness [14], Jahn [16], Sambuc [18] and
Zadeh [21]. They are extensions of classical fuzzy sets where
the membership value between 0 and 1 is replaced by an
interval in [0,1]. They easily allow to model uncertainty and
vagueness because sometimes it is easier for experts to give a
”membership interval” than a membership degree to objects
on a universe. IVFS are a special case of type-2 fuzzy
sets that simplifies the calculations while preserving their
richness as well. The intuitionistic fuzzy sets on X (IFS)
introduced by Atanassov [1] are also a extension of fuzzy
Ramo´n Gonza´lez-del-Campo is with the Department SIC, Complutense
University of Madrid, Spain (email: rgonzale@estad.ucm.es ).
L. Garmendia is with the Department ISIA, Complutense University of
Madrid, Spain (email: lgarmend@fdi.ucm.es).
B. De Baets is with the Ghent University, Belgium (email:
bernard.debaets@ugent.be).
sets in which each element has a membership degree, µ, and
a non-membership degree, ν satisfying: µ+ ν ≤ 1.
A = {(x, µ(x), ν(x)) | x ∈ X,µ(x), ν(x) ∈ [0, 1]}
The value pi = 1− µ− ν is a measure of the uncertainty.
Intuitionistic relations are been studied widely (see [3], [4],
[10], [12]).
This paper is organized as follows: In section three the
T -transitive closure of L-fuzzy relations is defined and it
is showed that it always exists and it is unique. In section
four T -transitive closure of interval-valued fuzzy relations
is studied. Traditionally, the study of conjunctions between
interval-valued fuzzy sets has been reduced to be modeled
with t-representable t-norms. However, not all generalized
t-norms are t-representable. Moreover, some of the non t-
representable t-norms sometimes satisfy even more prop-
erties than t-representable t-norms [7]. Probably the most
important property a fuzzy relation can fulfil is transitivity
with respect a given t-norm. Since many times the data
are given by a proximity relation P (i.e.: a reflexive and
symmetric but not necessarily transitive fuzzy relation), there
are some methods to obtain a transitive relation close to P
to replace it when transitivity is required. The most popular
way to do this is calculating its transitive closure. In section
four we introduce the concept of T-transitive closure for
an interval-valued fuzzy relation and its expression in a
finite universe for any generalized t-norm. A few methods
to compute it and some examples are given.
II. PRELIMINARIES
A. L-fuzzy sets
Let L be a lattice and meet and joint its operators infimum
and supremum. Let <L be its order relation. Let 1L and 0L
be the greatest and the lowest elements respectively.
Definition 2.1: [13], [9] A L-fuzzy set A on a universe
X can be represented by the mapping:
A = {(a,w) | a ∈ X,w ∈ L}
Definition 2.2: [9] Let X be a universe and A and B
two L-fuzzy sets. The inclusion of A in to B is defined as:
A ⊆L B if and only if A(a) ≤L B(a) ∀a ∈ X .
Definition 2.3: [9] A generalized t-norm function T is
a monotone increasing, symmetric and associative operator,
T : L2 → L, that satisfies: T (1L, w) =L w for all w in L.
Definition 2.4: [19] Let X1 and X2 be two universes of
discourse. A L-fuzzy relation R : X1 × X2 → L is a
mapping:
R = {((a, b), w) | a ∈ X1, b ∈ X2, w ∈ L}
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Specificity for interval-valued fuzzy sets
Ramo´n Gonza´lez-del-Campo, L. Garmendia and Ronald R. Yager
Abstract— In this paper some axiomatic definitions about
specificity for interval-valued fuzzy sets are proposed. Some
examples of measures of specificity for interval-valued fuzzy sets
are showed. It is also defined a extension of the notion of alpha
cut for interval-valued fuzzy sets and a generalized similarity
for interval-valued fuzzy relations. An axiomatic definition of
specificity of interval-valued fuzzy sets under the knowledge of
a generalized similarity is proposed.
Keywords: Specificity measure, interval-valued fuzzy set,
similarity, T-indistinguishability.
I. INTRODUCTION
Interval-valued fuzzy sets (IVFS) were introduced in
the 60s by Grattan-Guinness [7], Jahn [8], Sambuc [9] and
Zadeh [16]. They are extensions of classical fuzzy sets where
the membership degree of the elements on the universe of
discourse (between 0 and 1) is replaced by an interval in
[0, 1] × [0, 1]. They easily allow to model uncertainty and
vagueness generalizing the fuzzy sets. Sometimes it is easier
for experts to give a ”membership interval” than a mem-
bership degree to objects on a universe. IVFS are a special
case of type-2 fuzzy sets that simplifies the calculations while
preserving their richness as well.
The concept of specificity provides a measure of the
amount of information contained in a fuzzy set. It is strongly
related to the inverse of the cardinality of a set. Specificity
measures were introduced by Yager [10], [11] showing
its usefulness as a measure of tranquility when making a
decision. The output information of expert systems and other
knowledge-based system should be both specific and correct
to be useful.
Measures of specificity have been widely analyzed [3],
[4], [5], for intuitionistic fuzzy sets [14], for interval-valued
fuzzy sets and for type 2 fuzzy sets [13].
II. PRELIMINARIES
Let X = {a1, ..., an} be a finite set.
Definition 2.1: A fuzzy set µ on X is normal if there
exists an element x ∈ X such that µ(x) = 1
Definition 2.2: [11] Let [0, 1]X be the class of fuzzy sets
of X. Let aj be the jth greatest membership degree of µ. A
measure of specificity is a function Sp:[0, 1]X → [0, 1] such
that:
• Sp(µ) = 1 if and only if µ is a singleton.
• Sp(∅) = 0
• Sp(µ) depends on aj in that way:
Ramo´n Gonza´lez-del-Campo is with the Department SIC, Complutense
University of Madrid, Spain (email: rgonzale@estad.ucm.es ).
L. Garmendia is with the Department ISIA, Complutense University of
Madrid, Spain (email: lgarmend@fdi.ucm.es).
Ronald R. Yager is with the Iona College, USA (email:
yager@panix.com).
1) ∂Sp(µ)∂a1 > 0
2) ∂Sp(µ)∂aj ≤ 0 for all j ≥ 2
It is also defined a weaker measure of specificity:
Definition 2.3: [11] Let [0, 1]X be the class of fuzzy
sets of X. A weak measure of specificity is a function
Sp:[0, 1]X → [0, 1] such that:
• Sp(µ) = 1 if and only if µ is a singleton.
• Sp(∅) = 0
• If µ and η are normal fuzzy sets in X and µ ⊂ η, then
Sp(µ) ≥ Sp(η).
Definition 2.4: Let Sp and Sp′ be two measures of speci-
ficity. Sp is more strict than Sp′, denoted by Sp ≤ Sp′, if
for all sets, µ, it verifies: Sp(µ) ≤ Sp′(µ).
Yager introduced [11] the linear measure of specificity on a
finite space X as:
Sp−→w (µ) = a1 −
∑n
j=2 wjaj
where aj is the jth greatest membership degree of µ and
{wj} is a set of weights verifying:
• wj ∈ [0, 1]
• Σnj=2wj = 1
• {wj} is not increasing.
Definition 2.5: [15] A fuzzy relation R : X2 → [0, 1] is
a similarity relation if it is reflexive, symmetric and tran-
sitive under the t-norm minimum (Min(R(a, b), R(b, c)) ≤
R(a, c) for all a, b, c in X).
Yager also a defines a measure of specificity under the
knowledge of a similarity to solve the Yager’s jacket problem
[12].
Definition 2.6: [12] Let µ be a fuzzy set on X and let S
be a similarity S : X × X → [0, 1]. Let piα be the set of
classes of equivalence of the α-cut of S. The set of classes
of equivalence under the knowledge of S µα/S is the subset
of equivalence classes of the α-cut of S defined in that way:
a equivalence class of the α-cut of S belongs to µα/S if its
intersection with the α-cut of µα is not empty.
Definition 2.7: [12] Let [0, 1]X be the set of fuzzy sets
on X. Let µ be a fuzzy set on X and let S be a similarity
S : X ×X → [0, 1]. The specificity of µ under S is defined
as follows:
Sp(µ/S) =
∫ αmax
0
1
card(µα/S)
dα
Definition 2.8: [2] Let = (L,≤L) be a lattice of intervals
in [0,1] that satisfies:
1) L = {[x1, x2] ∈ [0, 1]2 with x1 ≤ x2}.
2) [x1, x2] ≤L [y1, y2] if and only if x1 ≤ y1 and x2 ≤ y2
Also by definition:
[x1, x2] <L [y1, y2] ⇔ x1 < y1, x2 ≤ y2 or x1 ≤
y1, x2 < y2
[x1, x2] =L [y1, y2]⇔ x1 = y1, x2 = y2.
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Abstract
In this paper some axiomatic definitions about specificity for interval-valued fuzzy sets are proposed.
Some examples of measures of specificity for interval-valued fuzzy sets are showed. It is also defined a
extension of the notion of alpha cut for interval-valued fuzzy sets and a generalized similarity for interval-
valued fuzzy relations. An axiomatic definition of specificity of interval-valued fuzzy sets under the
knowledge of a generalized similarity is given.
Keywords: Specificity measure, Interval-valued fuzzy set, Similarity, T-indistinguishability.
1. Introduction
Interval-valued fuzzy sets (IV FS ) were intro-
duced in the 60s by Grattan-Guinness 7, Jahn 8,
Sambuc 9 and Zadeh 16. They are extensions of
classical fuzzy sets where the membership degree of
the elements on the universe of discourse (between
0 and 1) is replaced by an interval in [0,1]× [0,1].
They easily allow to model uncertainty and vague-
ness generalizing the fuzzy sets. Sometimes it is eas-
ier for experts to give a ”membership interval” than
a membership degree to a characteristic of objects
on a universe. IV FS are a special case of type-2
fuzzy sets that simplifies the calculations while pre-
serving their richness as well.
The concept of specificity provides a measure of
the amount of information contained in a fuzzy set.
It is strongly related to the inverse of the cardinal-
ity of a set. Specificity measures were introduced
by Yager 10,11 showing its usefulness as a measure
of tranquility when making a decision. The output
information of expert systems and other knowledge-
based system should be both specific and correct to
be useful.
Measures of specificity have been widely an-
alyzed 3,4,5, for intuitionistic fuzzy sets 14, for
interval-valued fuzzy sets and for type 2 fuzzy sets
13.
2. Preliminaries
Let X = {e1, ...,en} be a finite set.
Definition 2.1 A fuzzy set µ on X is normal if there
exists an element x ∈ X such that µ(x) = 1.
Definition 2.2 11 Let a j be the jth greatest member-
ship degree of µ . A measure of specificity is a func-
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Weak T -transitivity and weak closures of Interval-valued Fuzzy
Relations
Ramo´n Gonza´lez-del-Campo and Luis Garmendia
Abstract— In this paper a new weak transitive property for
interval-valued fuzzy relations (IVFRs) is introduced. Weak
T -transitivity is equivalent to T -transitivity when the IVFR
is a fuzzy relation and T = (T, T ) for a triangular norm T .
Otherwise it is a weaker property than T -transitive one relaxing
the need that all intervals must be comparable and must satisfy
all the transitive inequalities by just the need of not having
comparable non T -transitive cycles. This paper also defines
a weak concept of closure, and it is proved that it exists is
just one T -transitive and weak T -transitive closure, it does not
exists a T -transitive weak closure, but there are many weak
T -transitive weak closures of an IVFRs.
I. INTRODUCTION
Fuzzy sets (FS) were introduced by Zadeh in 1965 [20].
Since then many generalizations of fuzzy sets have been
proposed to model the uncertainty and the vagueness in
linguistic variables replacing the unit interval by another
structure such as posets or lattices [7], [13], [17]. One of
these generalizations are type-2 fuzzy sets [21], [22], [23]
introduced by Zadeh. A Type-2 fuzzy set A on a universe
of discourse X , FS2, is a fuzzy set as a mapping whose
membership function is another fuzzy set on [0,1]:
A = {((x, u), µA(x, u)) | ∀x ∈ X,∀u ∈ [0, 1]}
Type-2 fuzzy sets have been widely studied and applied since
in many cases the uncertainty can be better expressed by a
fuzzy set than by a single numeric value. The problem with
type-2 fuzzy sets though is their computational complexity
and the difficulty for an expert to select the adequate fuzzy
subset as membership degree of an object to model a
linguistic label. This is the reason why some simplifications
have been proposed. One of the most popular and useful
simplification is the use of interval-valued fuzzy sets.
Interval-valued fuzzy sets (IVFSs) were introduced in
the 60s by Grattan-Guinness [16], Jahn [18], Sambuc [19]
and Zadeh [21]. They are extensions of classical fuzzy sets
where the membership value between 0 and 1 is replaced
by an interval in [0, 1] × [0, 1]. They easily allow to model
uncertainty and vagueness because sometimes it is easier for
experts to give a ”membership interval” than a membership
degree to describe a characteristic of objects on a universe.
IVFS are a special case of type-2 fuzzy sets that simplifies
the calculations while preserving their richness as well.
Intuitionistic fuzzy sets on X (IFSs) were introduced
by Atanassov [1] are also an extension of fuzzy sets in
Ramo´n Gonza´lez-del-Campo is with the Department SIC, Universidad
Complutense de Madrid, Spain (email: rgonzale@estad.ucm.es ).
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which each element has a membership degree, µ, and a non-
membership degree, ν satisfying: µ+ ν ≤ 1.
A = {(x, µ(x), ν(x)) | x ∈ X,µ(x), ν(x) ∈ [0, 1]}
The value pi = 1− µ− ν is a measure of the uncertainty.
Intuitionistic fuzzy relations (IFRs) have been studied
widely [3], [4], [5], [10], [11], [12]. The structure of in-
tuitionistic fuzzy relations is similar to the interval-valued
fuzzy relations (IVFRs) as both are mappings X1×X2 →
[0, 1]2. However, the semantics are not similar because
IVFRs are usually used to define an interval degree that
characterizes a relationship between couples of objects and
IR give a degree of relationship and a degree of non
relationship.
When the objects to relate are on the same universe
X , a very strong property that a fuzzy relation (FR) can
fulfil is transitivity with respect to a given t-norm. However,
the transitive property for interval-valued fuzzy relations
[15] is a much stronger condition because it needs that all
intervals must be comparable in the inequality that defines
T -transitivity. Due to the fact that the set of intervals in
[0,1] is a lattice, it is possible to relax the ”classical”
transitivity by satisfying the inequality just when the intervals
are comparable. This new property is called weak transitivity.
In this paper weak transitivity is defined and is compared
with fuzzy T -transitivity for FR and IVFRs.
Sometimes imposing fuzzy T -transitivity to FRs or
IVFRs by computing the T -transitive closure [15] gives
in a completely different IVFR, with much more higher
interval degrees. So it looks important to look for a weaker
condition to impose coherence not in contradiction to T -
transitivity and resulting in a much closer closure to a given
IVFR.
The computation of any P closure to an IVFR for a given
property P, must find the lowest IVFR containing a given
IVFR and satisfying P. This is a strong condition as the
P closure must be under many IVFRs. Sometimes it is
enough to find a weaker closure satisfying P with no other
IVFR satisfying P in between. For some properties such
as T -transitivity both kinds of closures are the same but for
others (such as weak T -transitivity) they are not. However,
This paper also defines a weak concept of closure, and
show that even though it does not exist a weak T -transitive
closure, there exist many weak T -transitive weak closures of
an IVFRs. Weak closures are always equal or closer IVFR
to a given IVFS than usual closures. Some properties of
weak T -transitivity for IVFRs when using t-representable
t-norms are given and some examples of weak T -transitive
weak closures using t-representable t-norm are given.







