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Because of their unique electronic properties and potential applications in future
integrated circuits, graphene and other 2D materials have received much attention.
In this study, first principles calculations based on the density functional theory
combined with non-equilibrium Green’s function method, were carried out to investigate
the structural, electronic and transport properties of 2D materials for nanoelectronic
applications.
Firstly, the efficiency of spin injection from ferromagnetic (FM) electrodes into graphene
through different barriers is studied. The efficiency is demonstrated by examining
electrically biased conductance of Ni(111)/X (n)/Graphene junctions (X = h-BN,
Cu(111), and graphene; n=0-3 layers). It is found that the spin up transport channel
of graphene is strongly suppressed by h-BN insulating barriers, resulting in a high spin
injection efficiency. The calculated efficiencies are low with Cu(111) and graphene
metallic barriers because of the spin conductance mismatch. Our electronic structure
calculations reveal that the underlying physics of the high spin injection efficiency
in FM/tunnel-barrier/graphene is the asymmetric characteristics of two spin states of
graphene with h-BN tunnel barriers. These findings provide a possible solution to
the problem of poor spin injection into graphene, may open a new route for the
v
implementation of graphene in spintronics.
Secondly, the transport properties of a monolayer MoS2 on a metal surface are
investigated. Au, Pd, Pt and Ti are selected as metal contacts. Transport calculations
show that MoS2/Ti has the highest transmission compared to other metals. This is a
result of the short interlayer distance and low effective potential barrier of MoS2/Ti
contact. The calculated I-V curves show that MoS2/Ti has the largest current. It is also
found that the voltage drop of MoS2/Ti is the smallest one, suggesting a low contact
resistance. These findings imply that Ti could be an efficient metal contact for MoS2
based devices, and provide a theoretical guidance on the selection of proper metal
contacts for MoS2.
In addition, the electronic structures of MS2/SiC (M=Mo, W) bilayers are examined.
It is found that MS2/SiC bilayers have direct band gaps. More importantly, the band
gaps can be tuned by biaxial strains or external electric fields. The band gap modulation
under external electric fields can be explained in light of charge redistributions induced
by the external electric field. It is also noted that MS2/SiC bilayers retain the direct band
gaps in the whole range of modulation, implying that they could be promising materials
for electronic and optoelectronic applications.
Finally, giant Stark effect on band gaps of phosphorene nanoribbons (PNRs) and PNRs
based field-effect transistors (FETs) are explored. It is found that all hydrogen saturated
PNRs, regardless of armchair or zigzag edges, are direct bandgap semiconductors, i.e.,
non-chirality, which is in contrast to graphene and MoS2 nanoribbons. Furthermore,
band gaps of PNRs decrease monotonously (without oscillation) and converge to the
band gap of phosphorene with increasing ribbon width. The band gaps of PNRs can be
strongly modulated by a transverse electric field, showing a metal-insulator-transition
vi
(MIT). The underlying physics of this band gap modulation is giant Stark effect. Based
on this, a PNR-based dual-gate FET is designed, and our results of transport calculations
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In this chapter, a brief introduction to graphene and other two dimensional (2D)
materials, as well as their applications in nanoelectronics is presented. Some challenges
for 2D materials based nanoelectronics are highlighted. The objectives and scope of this
study are given at the end of this chapter.
1.1 Physical limits of Si-based MOSFETs scaling
In the past decades, we have witnessed a tremendous evolution of electronic devices both
in their sizes and functionalities. These devices have become increasingly powerful,
portable (smaller), and at the same time more affordable. The development from the
very first computer (ENIAC) to today’s smart phones demonstrates how significant this










Figure 1.1: Schematic cross-section of a metal-oxide-semiconductor field-effect
transistor (MOSFET).
offer much more computational powers at the top of our fingers. The secret of this
achievement lies in the scaling of electronic devices to a smaller dimension. The famous
Moore’s scaling law predicts that the number of components in a single chip doubles
every eighteen months. Nevertheless, this miniaturization is approaching the physical
limits of present-day Si-based microelectronics.
One of the most important components in Si-based microelectronics is the metal-oxide-
semiconductor field-effect transistor (MOSFET, as shown schematically in Fig. 1.1). As
the miniaturization goes on, the short channel effect in the MOSFET becomes more and
more prominent and would eventually prevent further scaling.[1] This is because the
channel length defined by the gate dimension is reduced rapidly and eventually it will be
so short that allows current to tunnel through the MOSFET even at an OFF state. This
leakage current not only wastes a large amount of power but also introduces the heat




To avoid the short channel effect, in principle, the channel length should be at least six






where "ox=ch is the electrical permittivity of the oxide/channel and tox=ch is the thickness
of the oxide/channel.[1, 2] To reduce the short channel effect, high-k dielectric, such
as HfO2, has been adopted to replace SiO2 in the Si-based semiconductor industry to
increase the value of "ox, which makes the scaling possible in recent years. However, to
gain fundamental progress in electronic device miniaturization, thinner materials should
be found to replace Si.
1.2 2D materials and 2D materials based nanoelectron-
ics
2D materials with atomic scale thickness seem fit the ultimate goal of MOSFET scaling
best, because it is the thinnest materials possible in nature. Since the first fabrication of
single layer graphite, the so-called graphene, there has been tremendous research efforts
in realizing 2D materials based nanoelectronics.
In addition to their atomic scale thickness, 2D materials offer an excellent electrostatics
compared to bulk counterparts.[3] For 2D materials, the in-plane atoms are covalently
bonded while the adjacent layers are held together by the weak van derWaals interaction.
Because of this, after mechanical exfoliation, they are free of surface roughness and
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dangling bonds which would induce additional electron scattering and interface traps.[4,
5] Therefore, 2D materials are very suitable for electronic applications. Besides, due to
the bendable nature of 2Dmaterials, it is possible to fabricate 2Dmaterials based flexible
electronics which would be the trend for future electronic devices. Also, since many 2D
materials are transparent, they are ideal materials for transparent electronic components.
All in all, 2D materials seem promising to replace Si for further down scaling, and offer
better performance together with more functionalities in nanoelectronics.
Up to now, a variety of 2D materials have been studied, including graphene, hexagonal
boron nitride (h-BN) and layered transition metal dichalcogenides (TMDs). As time
goes on there are also many new members joining the 2D materials family.
Graphene is the very first discovered 2D material with carbon atoms arranged in
a hexagonal honeycomb lattice. It has attracted tremendous interests since its first
fabrication by mechanical exfoliation from graphite.[6] The electronic property of
graphene is quite unique: it has a zero band gap electronic structure with linear band
dispersion joining at the Fermi level at the K points in the Brillouin zone, forming a so-
called Dirac cone. Because of the linear energy band dispersion near the Dirac point, the
carriers in graphene have a zero effective mass, which leads to an extremely large carrier
mobilities (15,000 cm2V 1s 1) and potential applications in nanoelectronics.[7, 8]
Besides its superior electronic properties, graphene is chemically inert and can be easily
patterned using nano-lithography and gated controlled, which also make it favorable for
nanoelectronic applications.
Other layered 2D structures with weak van der Waals interaction, such as h-BN, MoS2,
have graphene-like structures and have been experimentally fabricated. Nevertheless,
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they have very distinct electronic properties compared to graphene and can add flavors
to 2D materials based nanoelectronics. For instance, single and few layers of h-BN
are insulators, with large band gaps of 4-8 eV and a very good thermal and chemical
stability. Since the lattice of h-BN matches very well with graphene, it can be integrated
into graphene based electronic devices as insulator or gate dielectric.[9] On the other
hand, the single layer MoS2 is a direct gap semiconductor with a finite band gap of
1.8 eV. Transistors based on monolayer MoS2 have a high ON/OFF ratio of 108 and
a relatively large carrier mobility of 200 cm2V 1s 1, making MoS2 an attractive 2D
material for nanoelectronic applications.[10]
Since graphene, h-BN and MoS2 are metallic, insulating and semiconducting 2D
materials, respectively, there exists possibility that one day electronic circuits can
be built based on those 2D materials (see Fig. 1.2), which would reduce the size
of electronic devices and minimize the power consumption.[5] In fact, field-effect
transistors based on all 2D materials components have already been fabricated very
recently, which use TMD as channel material, h-BN as gate dielectric, and graphene
as source/drain and gate contacts.[11] This prototype of all 2D nanoelectronics further
indicates the feasibility of using all 2D materials FET to replace Si based MOSFET to
realize device miniaturization.
1.3 Challenges in 2D materials based nanoelectronics
Nevertheless, to realize 2D materials based nanoelectronics there are still many





MoS2: Eg = 1.8 eV, semiconductor
h-BN: Eg = 5 eV, insulator
graphene: Eg = 0 eV, metal




we try to deal with in this study.
1.3.1 2D materials and metal contact
One of the key issues in 2D material based nanoelectronics is their contact with metal
electrodes. 2D material and metal contacts are inevitable in any nanoelectronic device
and they have fundamental influence on the overall performance of the nanoelectronic
devices. For example, the ON-current of 2D materials based FETs is limited by
the contact resistance of 2D materials and metal contact, which would result in a
compromised performance of the device.[12–14] Therefore, metals with low contact
resistance should be found for better performance. Nevertheless, it is not an easy task.
First of all, the chosen metals should have as small lattice mismatch with 2D materials as
possible to reduce strain from metal substrates, which would fundamentally change the
electronic properties of 2D materials. Other considerations include the bonding nature
of 2D materials and metal contacts (chemical or physical interaction), extent of charge
transfer between the two, work function of metals and ultimately transport properties of
contacts.[15]
In the case of graphene, Cu, Ni, Cr, Pd, Pt, Ti and Au have all been examined for
the use as metal electrodes. Nevertheless, there have been conflicting experimental
results. Taking Cu and Ni for example, some experiments suggest that Cu has a contact
resistance lower than Ni [16, 17] while Ni out performs Cu in other experiments [18].
To have more consistent results, first principles calculations have also been carried out to
study graphene/metal contact.[19–21] Calculated results show that Ni d states hybridize
strongly with graphene  orbitals, resulting in a strong binding of Ni on graphene and
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a large electron transmission. On the other hand, the weak Cu-graphene binding leads
to a reduced electron transmission. Therefore, theoretical calculations can provide a
guidance for metal contacts selection.
Consisting of low atomic number element of carbon, graphene has weak spin-orbit
interaction, which leads to long spin coherence lengths. Because of this, graphene is
very suitable for spintronic applications, which utilizes both spin and charge degrees
of freedom of electrons to offer higher operating speed, lower energy consumption
and more functionalities.[22] However, spin injection from ferromagnetic electrodes
to graphene turns out to be very difficult, preventing graphene from spintronics
applications.[23] To enhance the spin injection, suitable ferromagnetic metal contacts
with graphene are needed. To enhance spin injection efficiency, tunneling barriers such
as Al2O3 and MgO are inserted between graphene and ferromagnetic metals.[24] The
results are impressive: spin injection efficiency is enhanced up to 35%. Nevertheless,
the large lattice mismatch between graphene and Al2O3 and MgO is an issue, and the
interface strain introduced would eventually change electronic properties of graphene.
Therefore, it is of vital importance to find a way to reduce the lattice mismatch and
to improve spin injection efficiency for graphene and ferromagnetic magnetic metal
contact.
Monolayer MoS2 is a promising optoelectronic material and assumed to possess
relatively high carrier mobility. However, the measured carrier mobility of monolayer
MoS2 is unexpectedly low.[25] Popov et al. investigated MoS2 contact with Au and
Ti and found that Au and MoS2 form a tunnel contact without much electron injection
while Ti and MoS2 form a low resistance Ohmic contact.[26] Thus they suggested Ti
a better metal electrode. Ag and In have also been suggested as low contact resistance
8
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metals for WSe2.[27] Nevertheless, it still lacks direct transport calculations to reveal
the physical mechanism of electron transmission for the MoS2 and metal contacts.
1.3.2 2D materials heterostructure
Recently, 2D materials heterostructures have drawn much attention, due to their inter-
esting properties which are different from those constituting of single materials, and the
possibilities of creating multi-functional, multi-task devices.[28, 29] Heterostructures
of 2D materials can be divided into two categories: lateral heterostructures (different
compositions in the same layer) and vertical heterostructures (different compositions in
different layers). For 2D lateral heterostructural materials, h-BN has been incorporated
into graphene seamlessly to form domains, offering electronic properties never been
found before and potential applications in electronics and optics.[30] Similarly, for
semiconducting transition metal dichalcogenides, W has been successfully doped into
MoS2 forming heteroatomic compounds with tunable electronic properties.[31] Very
recently, lateral heterojunctions of MoSe2 and WSe2 have been fabricated using a
physical vapor transport method, which would open a new route for designing in-plane
transistor and diodes.[32]
Much progress has been made in the study of 2D vertical heterostructural materials.
The pioneering work of Geim et al. on graphene-BN-grahpene vertical heterostructure
junction which exhibits an ON/OFF ratio as high as 106 at room temperature,[33]
stimulated much interest in 2D vertical heterostructural materials. Soon after the
fabrication of MoS2 based transistor, nonvolatile memory cell based on MoS2/graphene
heterostructures, taking advantages of the unique electronic properties of MoS2 and high
9
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conductivity of graphene, was manufactured by Kis’s group.[34] For optoelectronics
applications, it has also been demonstrated that vertical heterostructures built from
MoS2/graphene or MoS2/WS2 heterobilayers are promising ultrathin solar cells.[35]
There are still a great variety of heterostructures of 2D materials, which have unique
properties and potential applications in nanoelectronics, remaining unexplored.
1.3.3 Emerging 2D materials
Bulk black phosphorus consists of puckered honeycomb layers held together via weak
van der Waals force. Using micromechanical exfoliation, monolayer black phosphorus,
so-called ”phosphorene”, can be isolated from its bulk form in much the same way as
graphene and layered TMDs. After the isolation, phosphorene was made into a field-
effect transistor, which exhibits an ON/OFF ratio of 105 and a room temperature carrier
mobility of 1,000 cm2V 1s 1.[36] Based on this transistor performance, phosphorene
seems to be a promising 2D nanoelectronic material to overcome the small ON/OFF ratio
of graphene and the low carrier mobility of layered TMDs. Since the demonstration of
the first phosphorene field-effect transistor there has been tremendous research interests
on this new 2D material.[37, 38]
One of the interesting properties of phosphorene is that it has anisotropic electronic
properties. For example, it is observed that the carrier mobility varies at different
angles of transport directions in experiment.[39] First-principles calculations suggest
that the carrier mobility of the armchair direction is several times higher than that of
zigzag direction.[40] This anisotropic conductance can even be engineered by strain to
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show a 90 degree rotation of preferred conducting direction.[41] This attractive novel
property of phosphorene add new flavors into existing 2D materials family and might
find applications in future 2D materials based nanoelectronics.
Nevertheless, the phosphorene is still in its infancy. More research efforts should be paid
to understand the nature of phosphorene to utilize it better in nanoelectronics.
1.4 Objectives and scope of the study
As can be seen from previous sections, although graphene is very suitable for spintronics
applications, proper contacts with sufficient spin injection into graphene have not yet
been found up to date. Overcoming the zero band gap limit of grpahene, MoS2 is
promising for FET applications. Nevertheless, proper metal contacts for MoS2 based
FET should be found to maximize their performance. To enhance the band gap
tunability of MoS2 and find possible optoelectronic applications, heterostructures of
MoS2 are proposed and require additional research efforts. In the meantime, emerging
2D materials can offer unexpect properties and novel physics, attracting much attention
both from academics and industry. Therefore, exploring physical properties of emerging
2D materials is also highly demanded.
The main aim of this study is to search for proper contacts for spintronics applications
of graphene, and to understand the electron transport mechanism of MoS2 and metal
electrodes. Tunable electronic properties of MoS2/SiC heterostructure is also investi-
gated. We also explore novel electronic properties of phosphorene nanoribbons. First
principles calculations combining density functional theory (DFT) with non-equilibrium
11
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Green’s function (NEGF) method are carried out to investigate transport properties
of nanoelectronic devices at atomistic scales. The calculated results may provide
theoretical verifications and explanations of previous experiments and even serve as a
road map for future experiments. The specific aims of the study are to:
1. find a proper way to improve spin injection from ferromagnetic electrodes to
graphene by inserting a tunneling spacer (hexagonal BN, graphene and copper
are tested) into graphene and metal contact; and
2. propose optimized electrodes for transition metal dichalcogenides to reduce con-
tact resistance by examining transport properties of MoS2 with metal electrodes
like gold, platinum, palladium and titanium; and
3. find the stable geometry of MoS2/SiC heterostructure bilayer and investigate the
dependence of electronic structure with applied strain and external electric field;
and
4. explore the electronic properties of phosphorene nanoribbon with different direc-
tions, widths and applied external electric fields, and test the feasibility of building
an all phosphorene nanoribbon based double gate FET.
The thesis is organized as following:
In Chap. 2, the theoretical framework used in the study is introduced. In Chap.
3, the method of improving spin injection from Ni to graphene by BN interlayer is
proposed. In Chap. 4, transport properties of MoS2 and various metal electrodes are
presented. In Chap. 5, the strain and electric field tunable electronic properties of
12
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MoS2/SiC heterostructural bilayer are provided. In Chap. 6 the electronic properties of
phosphorene nanoribbons with different directions, widths and applied external electric




In this study, geometry structures and electronic properties of 2D materials are examined
using first-principles calculations based on the DFT while transport properties of
2D materials are investigated using the DFT combined with the NEGF method.
Therefore, basic theory of DFT and NEGF method together with a brief introduction
to computational codes are given in this chapter.
2.1 Density functional theory
2.1.1 Many-particle Schro¨dinger equation
All materials are many-particle systems which are collections of interacting electrons
and nuclei. To obtain the physical properties of those materials, one needs to solve the
14
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following many-particle Schro¨dinger equation
bH	(r;R) = E	(r;R) (2.1)
here, bH is the Hamiltonian with all interactions of electrons and nuclei, and it can be
written as





































jRj   rij (2.2)
Nevertheless, the intimidating large number of particles in actual solids (1023) makes
solving such a many-particle Schro¨dinger equation a mission impossible. Therefore,
one has to resort to all sorts of approximations.
2.1.2 Born-Oppenheimer approximation
The proton-to-electron mass ratio is about 1836. Due to the much larger mass, nuclei
have a much smaller velocity compared to that of electrons. Based on this fact, one
can ”freeze” nuclei at fixed positions and take into account only the movement of
electrons under a static potential induced by the fixed nuclei. This is the so-called
Born-Oppenheimer adiabatic approximation[42]. Thus, the many-particle Schro¨dinger
15
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= bT + bVee + bVne (2.3)
here, bT is the kinetic part, bVee is the electron-electron Coulomb interaction part, andbVne is the electron-nucleus Coulumb interaction part. It is still impossible to solve the
many-electron Schro¨dinger equation due to the complexity of the Coulumb interaction
potentials. One possible solution is to use an effective potential of a mean-field to replace
the Coulumb interaction potentials so that the many-electron Schro¨dinger equation
can be further reduced to a tractable single-electron Schro¨dinger equation. These
approximations are proposed by Hartree [43] and Fock [44].
2.1.3 Hartree-Fock approximation
Instead of using the interacting many-electron wave function, Hartree adopted a product





each  i(ri) satisfies a single-electron Schro¨dinger equation with an effective potential




r2i + Veff (r)
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 i(r) = "i i(r) (2.5)















jRj   rj (2.7)





is the electron density of the other electrons.
Since the effective potential depends on the electron density, the equation can be solved
using a self-consistent iteration scheme.
A simple improvement of the above Hartree approximation is the Hartree-Fock approx-
imation, which takes also into account the Pauli exclusion principle. Then, the many-





 1(r1)  1(r2)     1(rN)
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... . . .
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 N(r1)  N(r2)     N(rN)

(2.9)
The only difference between the Hartree-Fock equation and the Hartree equation is that




















 i0(r) = "i i(r)
(2.10)
Nevertheless, many-electron correlation interactions are still missing, which are signif-
icant for solids. To describe both the exchange interactions and correlation interactions
of a many-electron system, the more advanced density functional theory is required.
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2.1.4 Density functional theory
In fact, the preliminary idea of adopting the electron density instead of the wave function
as the basic variable was firstly proposed by Thomas and Fermi. However, the Thomas-
Fermi model is far away from a useful description of the many-electron problem due
to the crude approximation of kinetic energy together with the neglect of the exchange
and correlation interactions. The modern method of using electron density to describe
the many-electron problem with the exact form of the kinetic energy and all interactions
included, the so-called density functional theory, was developed by Hohenberg and Kohn
in 1960s[45]. The essence of the density functional theory lies in two Hohenberg-Kohn
theorems:
Theorem 1: The external potential is a unique functional of electron density ((r)),
therefore, the ground state of a many-particle system is a unique functional of (r).
Theorem 2: The ground state energy can be obtained by finding the variational minimum
of the energy functional E [], the corresponding  is the ground state electron density.
Based on theorem 1, the total energy of a many-particle system can be written as a




 bT + bVee + bVne	E
= T [] + Vee [] +
Z
(r)V (r)dr
= FHK [] +
Z
(r)V (r)dr (2.11)
However, the explicit form of FHK [] is unknown. So, Kohn and Sham suggested
using the kinetic energy and the electron-electron Coulumb interaction of an equivalent
18
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non-interacting many-electron system (single electron picture) to replace those of the
interacting many-electron system. Then, the difference between the two system is












= Ts [] + J [] + Exc[] (2.12)
where Ts [] is the single-electron kinetic energy and J [] is the classical Coulomb
energy.
In this way the complicated interacting many-electron problem is reduced to a tractable
single-electron picture.






(r)dr N ]g = 0 (2.13)
where  is the Lagrange multiplier to ensure
R
(r)dr = N ,
Adopting Kohn-Sham approach[46], one gets
Ts[(r)]
(r)








Therefore, the effective potential can be written as















r2i + Veff [(r)]g 
i
(r) = "i i(r) (2.16)





The same self-consistent iteration scheme as used in the Hartree-Fock method can
be applied to solve the Kohn-Sham equation. It should be noted that the Kohn-
Sham approach is an exact theory without any exchange-correlation interactions being
neglected. All the complexity of the interactions goes into the exchange-correlation
functional Exc[]. Therefore, it is important to have a reasonable approximation for the
exchange-correlation interaction term.
2.1.5 Exhcange-correlation functionals
To solve the problem of the exchange-correlation functionalExc[], Kohn and Sham pro-
posed the local density approximation (LDA).[46] In this approximation, the exchange-
correlation energy density of a homogeneous electron gas is used for "xc((r)) and




One of the most popular form of the local density approximation is parameterized by
Perdew and Zunger in 1981[47] and received wide applications in solids state physics.
Although the inhomogeneous part of the exchange-correlation energy is missed in the
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local density approximation, some of the calculated results using LDA are in very good
agreement with experimental results. Calculated bond lengths of molecules and solids
typically show only a tiny error of about 2 %. This is because that the error of the
exchange energy and the error of correlation energy in LDA cancel out each other
partially. Nevertheless, LDA has its own problems: the calculated cohesive energies
are typically overestimated about 20-30 % leading to over binding of the system; it is
also not capable of producing a correct prediction for strongly correlated systems, and
so on. Those problems are related to the neglect of the inhomogeneous part of the
exchange-correlation energy. So, one step forward of LDA is to take into account of this
inhomogeneous part. This is the so-called generalized gradient approximation (GGA),
which also includes the dependence of exchange-correlation energy on the first order




The generalized gradient approximation parameterized by Perdew et al[48] is very
popular among materials science and quantum chemistry nowadays. By adopting
the GGA, it is found that the over binding and the wrong prediction of strong
correlated system are overall improved. Therefore, there have been many DFT
calculations adopting GGA for a better accuracy. However, the GGA on the other hand
underestimates binding, which makes it unsuitable for van der Waals systems. All in
all, how good the results of DFT calculations are largely depends on the exchange-
correlation functional one chooses. Therefore, new forms of exchange-correlation
functionals are still under constant development. For example, one new form of meta-
GGA called the modified MBJ functional [49] greatly improves poor band gaps of LDA
and GGA with no extra computational burden needed. And the DFT-D2 functional
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proposed by Grimme[50] can be used to handle systems with van der Waals interactions
to get a reasonable geometry structure. In DFT calculations the choice of the exchange-
correlation functionals is mainly subjected to the goal of getting reasonable results of
physical properties of interests.
2.1.6 Bloch’s theorem and supercell approximation
Based on the density functional theory, the many-electron problem has been reduced to
the no interacting single-electron picture and all terms in the single-electron Schro¨dinger
equation are known. So, in principle, the problem can be solved. Nevertheless, solving
single-electron Schro¨dinger equations of more than 1023 particles in solids is still out
of reach of any computational power. Fortunately, one can apply Bloch’s theorem to
reduce solving the single-electron Schro¨dinger equation of a whole solid to solving that
of a periodic unit cell. This would greatly reduce computational efforts and make DFT
calculation possible.
For electrons moving in a periodic potential (in a crystal) like
V (r+R) = V (r); (2.20)
according to the Bloch’s theorem, the wavefunction of the electron can be written as
 k(r+R) = e
ikruk(r); (2.21)
where
uk(r+R) = uk(r); (2.22)





Figure 2.1: Schematic diagram of a supercell geometry for monolayer phosphorene.
Vacuum layers of 15 A˚ are added in the C direction to simulate this 2D material.
Therefore, the properties of a crystal can be represented from a unit cell calculation.
For non-periodic system such as clusters (0D), nanoribbon (1D) and graphene sheet
(2D), the Bloch’s theorem can not be applied. In these cases, it is required to create an
artificial periodicity by using the supercell method (see Fig. 2.1). In such supercells,
vacuum layers (10  20 A˚) are adopted to ensure that there is no significant interactions
and charge transfers between the neighboring images.
2.1.7 Brillouin zone sampling
Thanks to the Bloch’s theorem, one needs only to integral over the k-points of the 1st
Brillouin zone (1BZ) to obtain a certain quantity instead of over the whole space of a
23
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j i(k; r)j2dk (2.23)
where 
1BZ is the volume of the 1BZ.
By taking advantage of the point group symmetry, one can further reduce computational






wjj i(kj; r)j2 (2.24)
where wj is the weight of kj .
One of the most popular way of k-point sampling is the Monkhorst-Pack scheme[51],




2ni  Ni   1
2Ni
bi; (2.25)
where n1, n1, and n3 = 1,  , Ni.
In practical calculations one should always ensure to have a dense enough k-point mesh
so that the total energy of the system can be well converged.
2.1.8 Plane-wave basis sets
Up to now, the single-electron Schro¨dinger equation can be solved. In principle, if the







then, solving the single-electron Schro¨dinger equation is to obtain the expansion
coefficients ciq from the corresponding secular equation266664
        
... h'q0j f  h22mr2i + Veff [(r)]g j'qi   "i h'q0j 'qi
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The plane-wave basis sets are the most frequently used basis sets. Based on Bloch’s






whereG is the reciprocal lattice vector and n is the band index. Thus, the single-electron
Schro¨dinger equation can be solved based on the plane-wave basis sets.
During calculations, one should always make sure to have a large enough kinetic energy
cutoff (Ecut = h
2
2m
jk+Gcutj2) of plane-wave basis sets to include a sufficient large
number of plane-wave basis sets to expand the wave function. This can be tested by
increasing the kinetic energy cutoff until the total energy converges.
2.1.9 Pseudopotential approximation
Because of the strong Coulomb potential in the core region, the wave functions oscillate
rapidly. To describe such a fast changing wave function, one needs a large sum of
plane-wave basis sets to expand it. This greatly increases the computational burden.
Fortunately, in most cases we only concern about the valence electron properties since
the physical and chemical properties are largely depends on them. Therefore, a weaker
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Figure 2.2: Schematic illustration of pseudoelectron (dash lines) and all electron (solid
lines) potentials and their corresponding wavefunctions.[52]
pseudopotential can be used to replace the strong Coulomb potential from the core
electrons and nucleus. In this way the pseudo wave function becomes much more
smooth and thus it is easier to be expanded. This is the so-called pseudopotential
approximation and can be vividly illustrated in Fig. 2.2.
Many different schemes have been developed to generate pseudopotentials. To make
sure the pseudopotentials generated from isolated atoms are transferable to all kinds
of chemical environments (molecule, cluster, solid, surface, interface, ...), the norm-






should be satisfied. Such potentials are called norm-conserving pseudopotentials.[53]
To use even less plane-wave to expand the wave function (be softer), Vanderbilt et
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al. proposed the ultrasoft pseudopotentials, in which the norm-conserving condition
is relaxes and an auxiliary wave function is used to make the pseudopotentials as soft as
possible.[54] This greatly improves the computational efficiency. In 1994, the projector
augmented-wave (PAW) method [55, 56], was developed by Blo¨chl, which combines
accuracy with efficiency for electronic structure calculations. The PAW can offer almost
the same accuracy as all electron calculations but only requires similar computational
efforts as ultrasoft pseudopotentials. When doing DFT calculations, PAW method is
highly recommended.
2.2 Nonequilibrium Green’s function method
The power of DFT is limited to the problems where (1) the system is either finite
(molecules or clusters) or periodic (crystals), and (2) the electrons of the the system
is in an equilibrium state. However, DFT alone can not describe two probe systems,
which are compose of a finite central (C) region sandwiched between two semi-infinite
left (L) and right (R) electrodes (see Fig. 2.3). In this case, DFT-NEGF method provides
an effective solution to find the answer.[57–59] It is particularly true, when a bias is
applied on the two probe system (in a non-equilibrium state).
To decompose the Kohn-Sham equation into three regions of a two probe system, the
local orbital basis set f ig is utilized. Under such a condition, the element of system
Hamiltonian H can be written as
Hij = h ij   h
2
2m
r2 + Veff [(r)] j ji (2.30)
where Veff is the Kohn-Sham effective potential, and the element of overlap matrix S is
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Right electrodeCentral regionLeft electrode
... ...
Figure 2.3: Schematic diagram of a two probe system, in which a finite central region is
sandwiched between two semi-infinite left and right electrodes.
given as
Sij = h ij  ji (2.31)
Thus, the Green’s function for the central region can be defined as
GC(E) = [(E + i+)SC  HC   L(E)  R(E)] 1 (2.32)
where + is a positive infinitesimal, SC and HC are the overlap matrix and the system
Hamiltonian of the central region, respecitvely, and L=R is the self energy which
describes the coupling between the central region and the left/right electrode.
Then, the density matrix DC can be calculated from










C(E)[nF (E; L) nF (E; R)]dE
(2.33)
where, nF , L=R and  L=R are the Fermi function, the chemical potential and the
coupling matrix for the left/right electrode respectively.
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 i(r)(DC)i;j j(r) (2.34)
Since the system Hamiltonian HC depends on the electron density (r), one can use a
self-consistent iteration scheme to find the ground state of the system.
When the system finally converges to its ground state, the transmission can be evaluated
using
T (E) = Tr[ L(E)G
y
C(E) R(E)GC(E)] (2.35)
where  L=R is the coupling matrix for the left/right electrode.






T (E)[nF (E; L)  nF (E; R)]dE (2.36)
2.3 VASP and ATK software packages
VASP (Vienna ab initio simulation package) [60, 61] is a DFT code based on plane
wave basis sets. The main strength of VASP code lies in its well tested PAW potentials
which deliver both efficiency and accuracy. It also uses efficient matrix diagonalisation
methods and a Pulay charge density mixing to find the ground state of the system.
VASP can be used to calculate total energy, electronic property such as band structure,
magnetic and optical properties of a given system, and determine its equilibrium lattice
structure, and so on. It is widely used in physics, chemistry and materials science.
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ATK (ATOMISTIX TOOLKIT) code [57, 58] combines the DFT together with the NEGF
method to calculate the transport properties of nanoscale systems. It provides many
detailed information related to electron transport properties, such as: 1) transmission
under zero bias and finite bias; 2) I-V curve; 3) voltage drop; and many more. It has
already been applied to study systems like: 1) molecular electronics; 2) spintronics
(such as magnetic tunnel junctions); 3) interface transport properties; 4) low dimensional
transport properties (nanotube, graphene) and so on.
In this study, the geometric relaxations and electronic properties calculations are done
using the VASP code, while the transport properties are obtained from the ATK code.
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Efficient spin injection into graphene
with tunnel barriers
3.1 Introduction
As mentioned in the introduction, due to the small spin-orbital coupling of the carbon
system, graphene has a long spin lifetime and long spin diffusion-length, which
underlies the potential of graphene in spintronics. Because spin injection is the key
of spintronics, efforts have been made to directly drive spin current into graphene.
Spin transport was first reported by Hill et al. in 2006, using ferromagnetic (FM)
NiFe electrodes.[62] Their spintronics device is a spin valve, in which a spin-polarized
current, injected from one ferromagnetic electrode, goes through the graphene before
being detected by the other electrode. This idea was rapidly followed by several
other spin-transport graphene devices.[23, 63–65] However, the reported spin injection
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efficiency, a key spin-transport parameter, is only 1 %with a transparent contact (directly
depositing FM leads on graphene).[23, 62–65] Such a low spin injection efficiency
is expected due to the problem of spin “conductance mismatch” [66–68] between
ferromagnets and graphene. The spin injection efficiency is governed by the spin
resistances.[69] The reported ratio of resistance of ferromagnets (RF ) and graphene
(RG) is between 10 3 to 10 5 depending on the junction contact area.[24] Because
RFRG, the spin is difficult to be injected into the FM lead, which results in a low
spin injection efficiency.[24] Efforts in enhancing the spin injection efficiency have been
focused on reducing the contact area with pinholes [23, 24, 63, 64, 69–71] or enhancing
the contact conductivity with atomic Au or Cu films [72–74]. However, the reported
spin injection efficiency using these methods is still quite low with 2%-18% at low
bias.[63, 64, 70, 72–74] Recently, tunneling spin injection into single layer graphene was
proposed by Han and co-authors.[24] Using an insulating MgO barrier, they obtained a
high spin injection efficiency of 26-30%. The insertion of a tunnel barrier not only
increases the spin infection efficiency by blocking the backflow of spins into the FM
electrode, but also greatly reduces the contact-induced spin relaxation. However, a
new challenge rises during growing a thin uniform MgO layer between graphene and
FM leads. The insulator tends to form clumps on the graphene sheet due in part to
graphene’s reluctance to form strong bonds with materials and a large lattice mismatch
between hexagonal graphene and cubic MgO (>14 %). In order to have a good lattice
match, Han et al. deposited a thin titanium seed layer on graphene before growing MgO,
but the tunneling effect is reduced by such a metallic layer.
In this chapter, motivated by the recent experimental breakthrough of synthesized
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h-BN/Graphene heterostructures and vertical Graphene/h-BN/Graphene field-effect-
transistors (FETs),[33, 75, 76] we investigate the tunneling spin injection into graphene
with a h-BN barrier. Our transport calculations demonstrate that the insulating h-BN
tunnel barrier can efficiently improve the spin injection efficiency into graphene. The
underlying physical mechanism of asymmetric spin states of graphene (after inserting
h-BN) is revealed by first-principles electronic structure calculations. This prediction
holds the promise of graphene and/or 2D materials in spintronics.
3.2 Computational details
The geometry optimizations and electronic structure calculations were carried out using
the DFT based VASP code.[60, 61] The PAW method was used to describe the core-
valence interactions and the LDA [47] was adopted to account for the electron exchange
and correlations. The plane-wave kinetic energy cutoff was set to 400 eV and the
Brillouin zone of the unit cell was sampled using a 21211 k-point grid. The
geometries were optimized until the force on each atoms is less than 0.01 eV/A˚. The
transport properties were studied using the DFT method combined with the NEGF
formalism as implemented in the ATK package.[57, 58] A fully self-consistent steady
state transport calculation was performed with a finite bias included, which is the
same as some previous works.[77–81] The double- polarized (DZP) basis set was
used for expanding the electron wave function. A mesh cutoff of 150 Ry and a
Monkhorst-Pack k-point grid of 91100 yielded a good balance between accuracy
and computational time. The LDA was also adopted for the transport calculations and
the electron temperature was set to 300 K. When evaluating the transmission and the
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current, 2011 k points were used to sample the periodic direction perpendicular to the
transport direction. A vacuum region of 15 A˚ was employed normal to the graphene
plane to eliminate interaction between neighboring cells in all calculations. In geometry
optimizations, the bottom four layers of Ni were fixed while other atoms were allowed
to relax freely.
3.3 Results and disscussion
3.3.1 Atomic geometry
As previously mentioned, insulating h-BN, and semiconducting TMDs can form inter-
esting heterostructures with graphene.[29, 33, 76, 82–85] Among these 2D materials,
insulating h-BN is demonstrated to be the best candidate for graphene-based hetero-
/sandwich-structures because its lattice constant closely matches that of ferromag-
netic Ni and graphene (all within 1.6% lattice mismatch).[20, 21, 29, 33, 86, 87]
Good carrier transport and tunneling properties of graphene/h-BN heterostructures
or sandwich-structures were reported by Geim’s group.[29, 33, 76, 83] Furthermore,
first-principles calculations predict that spin-polarized tunneling can be achieved in
Ni(111)/h-BN [88–90] and Ni(111)/graphene heterostructures [20, 21, 86, 87] and
Ni(111)/graphene/Ni(111) spin-valve devices.[77, 78] In this work, thus, we choose
insulating h-BN as a tunnel barrier.
Regarding the FM electrodes, we choose Ni(111) as the ferromagnetic source for spin
injection because Ni(111), graphene and h-BN are all hexagonal structures, and Ni(111)
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n layers of BN (n=0-3)
Figure 3.1: (a) Side and top view of schematic structures of Ni(111)/h-BN (0-3
layers)/Graphene (monolayer). The unit cell is highlighted by a dash box, which is used
to do band-structure calculations. The devices are built with two semi-infinite leads and
one scattering region, which are used to do transport calculations.
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share a similar in-plane lattice constant with graphene and h-BN (2.49 A˚, 2.46 A˚ and
2.50 A˚, respectively). The in-plane lattice constant of graphene was adopted for the
combined system because of the small lattice mismatch and to preserve the electronic
structure of graphene. In transport calculations, we build device models with two semi-
infinite leads (One is Ni; the other is graphene) and one scattering region (Fig. 3.1).
In the scattering region, 0-3 layers h-BN were inserted between Ni and graphene. In
band-structure calculations, a unit cell with 6 Ni layers, 1 graphene layer and 0-1 h-BN
layers was used. The structural optimization shows that the BN layer strongly interacts
with Ni(111). The N atoms sit on the top of the first Ni layer (dN Ni = 2:06 A), and the
B atoms is right above the third Ni layer (see Fig. 3.1). The A-A stacking is assumed
for BN and graphene because it is more stable compared to other types of stacking. We
relaxed these layered structures, and the optimized distance between BN-BN and BN-
graphene is 3.25 A˚ and 3.44 A˚, respectively (see Fig. 3.1). These values are in good
agreement with previous theoretical results.[91]
3.3.2 Transport calculations
h-BN barriers
Before we study the spin tunneling transport properties of Ni(111)/h-BN/graphene, we
first consider the spin transport properties of Ni(111)/graphene without a BN barrier.
Figure 3.2(c) shows the transmission spectrum of Ni (111)/graphene (monolayer) under
a bias of 0.3 V. The bias window (0.3 V) is within two dash lines. As can be seen, the
total area of transmission spectrum (within the bias window) of spin up states is similar
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Figure 3.2: (a) Schematic structure of Ni(111)/graphene. (b) The I-V curve of
Ni(111)/graphene. (c) The transmission spectrum of Ni(111)/graphene under a bias of
0.3 V.
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to that of the spin down states, except a peak of the spin down state near -0.10 eV.
This means that the spin polarization of two spin states in graphene is not high if the
Ni leads are directly deposited on graphene. In order to give a quantitative value of
spin polarization, i.e. spin injection efficiency from Ni into graphene, we calculated the
current-voltage (I-V) curves. The spin resolved current I ( = "spin or #spin) is obtained






T(E)[nF (E; L)  nF (E; R)]dE; (3.1)
where e, h, T , and nF are the electron charge, Planck’s constant, the transmission, and
the Fermi distribution function, respectively. The chemical potential of the left (right)
lead is shifted to L = EF eVb=2 (R = EF+eVb=2), when a bias voltage Vb is applied.
Figure 3.2(b) shows the calculated I-V curve of Ni(111)/graphene when the bias voltage
is varied from 0 to 0.3 V. It shows that the majority spin current is composed of spin down
electrons. This transport property can be partially explained by the electronic structure
of the Fermi surface of Ni(111) and graphene.[87] Once the fcc Fermi surface of Ni
and graphene projects onto a plane perpendicular to the [111] direction, more Fermi
surface states for down spins are localized near the 6 high-symmetry K (K’) points
which are the main transport channels of graphene. The Fermi surface states for up
spins of Ni are not located at those points.[87] Therefore, the electrons with spin down
states contribute to the majority spin current and spin up current is always lower than the
spin down current under bias (Fig. 3.2(b)). The spin injection efficiency is defined as
jIup   Idownj = jIup + Idownj. The calculated spin injection efficiency under a 0.3 V bias
voltage of Ni(111)/graphene is 48%. Actually, this is an ideal model, and the calculated
efficiency (48%) will be further depressed under the experimental condition due to the
interfacial effect such as interfacial disorder.[63, 64, 70, 72–74]
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Table 3.1: Calculated spin injection efficiency of Ni(111)/barrier (1-3 layers)/Graphene
under 0.3 V bias voltage. The barriers are h-BN, graphene, and Cu (111), respectively.
1L 2L 3L
h-BN 72% 96% 100%
Graphene 29% 31% 24%








Figure 3.3: (a) Schematic structure of Ni (111)/h-BN (3L)/graphene. (b) The I-V
curve of Ni (111)/h-BN (3L)/graphene. (c) The transmission spectrum of Ni (111)/h-
BN (3L)/graphene under a bias of 0.3 V.
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Spin tunneling is proposed to overcome the conductance mismatch and widely used in
spintronics applications of semiconductors, such as silicon spintronics.[92] Using the
same method and same model in Fig. 3.2, but inserting n (n=1,2,3) layers of h-BN
between Ni(111) and monolayer graphene (see Fig. 3.1), we next calculate the spin
tunneling transport of Ni(111)/h-BN (nL)/graphene and show the results in Fig. 3.3.
The transmission spectrum for Ni(111)/h-BN (3L)/graphene under 0.3 V bias is shown
in Fig. 3.3(c). As can be seen, the transmission of spin up states is greatly suppressed
within the bias window, while the spin down transmission is well preserved. We also
calculated the I-V curve of Ni(111)/h-BN (3L)/graphene to quantitatively evaluate the
polarization of the spin current. The results shown in Fig. 3.3(b) clearly indicates that
the minority spin current is much larger than the majority spin current under a bias
voltage. Based on the I-V curve, we estimated the spin-polarisation and present the
results in Table 3.1. It is obvious that the spin injection efficiency from the ferromagnet
into graphene can be dramatically enhanced by tunneling through an h-BN barrier. The
spin injection efficiency can reach up to 100% with 3 h-BN tunnel layers. Even a
single layer of BN can efficiently enhance the spin injection to 72%, which is much
higher than 1% of FM/graphene [23] or 30% of FM/Oxide/graphene.[24] Such a high
spin injection efficiency is very attractive for spintronics applications.
In order to obtain a clear transport picture, the spin-resolved transmission eigenstates are
calculated and shown in Fig. 3.4(a) and Fig. 3.4(b). We can see clearly in Fig. 3.4(a)
that most transmission states are localized on the first and second BN layers and a little
transmission states are on the N atoms of the third BN layer with p character. Meanwhile,
the transport channel of spin up states of graphene is almost completely blocked. On
the other hand, Figure 3.4(b) shows that the transport channel of spin down states of
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Figure 3.4: Calculated spin-resolved transmission eigenstates of the (a) spin up channel
and (b) spin down channel of Ni(111)/h-BN (3L)/graphene under a bias of 0.3 V. (c)
Schematic diagram of how insulating barriers can greatly improve the spin injection
efficiency.
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graphene is connected, and the transmission from ferromagnetic leads into the graphene
is much higher. Note that the transport channel in graphene is of carbon pz characteristic
as shown in Fig. 3.4(b). Based on the spin-resolved transmission eigenstates of the two
transport channels, we give a schematic diagram of how insulating barriers can greatly
improve the spin injection efficiency in Fig. 3.4(c). It indicates that the spin polarized
electric current can be injected into graphene thanks to the h-BN tunnel barriers, which
help to overcome conductance mismatch.[24] Moreover, the injected electric current is
highly spin polarized because of blocking of spin up transport channel by BN.
Cu or graphene barriers
Ni(111)/graphene/Ni(111) junctions are proposed to have large magetoresistance (MR).[77,
86, 87, 93] The MR ratio (pessimistic) is up to 100% for  5 graphene layers. If
monolayer graphene is sandwiched by the open d-shell transition-metal, such as Ni,
its characteristic electronic structure of topological singularities at the K-points in the
reciprocal space is destroyed by the very strong chemical bonding between graphene
and transitional-metal electrodes, resulting in a much lower MR ratio. Karpan et al.
proposed to insert several layers of inert Cu to avoid forming a strong bond.[86] The
electronic structure of graphene can be restored after inserting one layer of Cu, and the
MR ratio can reach 90%. Furthermore, they proposed that the MR ratio remains high as
the thickness of graphene is increased.[86]
It is noted that MR ratio and spin injection efficiency are two different properties.
The former relies on the magnetic configuration of the two electrodes (parallel or
antiparallel), which is an extrinsic property. While the spin injection efficiency is
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Figure 3.5: (a) Schematic structure of Ni (111)/graphene (3L)/graphene. (b) Schematic
structure of Ni (111)/Cu (3L)/graphene. (c) The I-V curve of Ni (111)/graphene
(3L)/graphene. (d) The I-V curve of Ni (111)/Cu (3L)/graphene.
determined by the spins of the injected electrons, and it is therefore an intrinsic property.
Given the different physical origins of MR ratio and spin injection efficiency, it is nature
to ask whether both quantities can be enhanced by Cu or graphene insertion.[86] Thus,
we next calculate the spin injection efficiency of Ni(111)/graphene junctions with a
few layers of Cu (111) and graphene barriers. The structures used for calculations
are shown in Fig. 3.5(a) and Fig. 3.5(b). The calculated spin currents (see Fig. 3.5(c)
and Fig. 3.5(d)) suggest that the spin injection ratios are low for both Cu (111) and
graphene insertion situation. Table 3.1 also shows that the spin injection ratio remains
low when layers of graphene and Cu (111) are varied. The reason is because graphene
and Cu are metallic, which can not produce tunneling effect. Thus, the conductance
mismatch remains significant between ferromagnetic electrodes and graphene. This is
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in agreement with the experimental results that a thin titanium seed layer between TM-
electrodes and graphene can enhance the contact conductivity and lattice match, but
cannot enhance the spin injection ratio.[24] Note that there is a good spin injection ratio
(79%) if a monolayer Cu (111) is inserted between Ni (111) electrodes and graphene.
This is because the Cu barrier can weaken the strong chemical bonding between Ni
and graphene, restoring the characteristic electronic property of graphene. However,
as mentioned above, Cu is metallic, as we increase the thickness of the Cu barrier,
the spin injection ratio drastically decreases due to the conductance mismatch between
Cu and graphene. Based on the results given in Table 3.1, insulating h-BN, having a
weak van der Waals interaction with graphene, shows a very desirable tunnel barrier
to facilitate the spin injection from FM electrodes into graphene for graphene-based
spintronics applications.
3.3.3 Electronic structure calculations
Band structures
Based on the above transport calculations, we know that the h-BN tunnel barrier can
promote spin injection from TM-electrodes into graphene. In order to understand the
underlying physics, we calculate the spin-resolved band structure and local density of
states. The calculated spin-resolved band structures of Ni(111)/graphene heterostruc-
tures and Ni(111)/h-BN (1L)/graphene sandwich structures are shown in Fig. 3.6, in
which solid circles are corresponding to the weight of the graphene-derived pz orbital.
We here focus on the graphene-derived pz orbital because it is the main transport
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Figure 3.6: Spin resolved band structures of the interface of (a,b) Ni (111)/graphene and
(c,d) Ni (111)/h-BN (1L)/graphene. (a) and (c) are spin up states, while (b) and (d) are
spin down states. The solid circles are corresponding to the weight of the graphene-
derived pz character.
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channel as shown in Fig. 3.4(b). Figure 3.6(a) and 3.6(b) show that a gap of about
0.34 eV opens in both spin up and spin down bands, due to the strong interaction
with Ni (transparent contact). This means that if ferromagnetic Ni leads are directly
deposited on graphene, the maximum spin polarization in graphene is the same as that
of Ni in an ideal case. In fact, the measured spin polarization is always lower than
expected due to interfacial effect and/or interfacial disorder in experimentally grown
heterostructures.[94, 95] Moreover, because of the conductance mismatch between Ni
and graphene (RNi/Rgraphene  10 3-10 5)[24], the flow of spins is blocked in graphene.
These effects result in a further low spin injection efficiency into graphene.[63, 64, 70]
Interestingly, when h-BN is inserted between Ni and graphene, a gap of 85 meV opens
in the spin up bands of graphene, while the spin down bands remains metallic. The
imbalance between the two spin states of graphene, induced by the insertion of h-BN,
results in a significant difference in transport performances for the two spin channels.
This is the root of high spin injection efficiency of Ni(111)/h-BN/grpahene.
Local density of states
Figures 3.6(a) and 3.6(b) show that big band gaps of 340 meV are induced for both spin
up and spin down sates of graphene when graphene is directly deposited on top of Ni.
This is in agreement with previous experiments and calculations.[86, 90, 96] The big
band gap opening is the result of strong hybridization and chemical bonding between
Ni and graphene. However, after inserting one layer of BN, the spin up states retain
a gap (85 meV) while the semi-metal characteristic of spin down state of graphene is
restored as shown in Figs. 3.6(c) and 3.6(d). This raises a question of why the electronic
structures of two spin states of graphene are asymmetric after inserting BN. In order to
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(with 3 layers BN)
(a)
(b) Ni_d (top layer)
C_p
Figure 3.7: LDOS of (a) Ni (111)/graphene and (b) Ni (111)/h-BN (1L)/graphene. The
LDOS on B and N orbitals are not shown. The LDOS on C-p are 5 times greater in
values for a good visualization.
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address this question, we calculate the local density of states (LDOS) projected on each
atoms and orbitals in Figs. 3.7(a) and 3.7(b). As can be seen in Fig. 3.7(a), there is a
strong overlap between C-p and Ni-d both in spin up states (-0.23 to -0.3 eV) and spin
down states (0.23 to 0.28 eV) if graphene is directly deposited on metallic Ni. Once we
insert one layer of BN between Ni and graphene, the interaction between C-p and Ni-d in
spin down states disappears, while there is still a weak coupling in the spin up states (-0.3
to -0.32 eV) as shown in Fig. 3.7(b). Our calculations indicate that this weak coupling is
mediated by the N-pz orbitals. The strong relation between DOS and transmission also
confirms that Ni/h-BN/graphene is a typical barrier tunneling interface.
3.4 Summary
Because of the spin conductance mismatch, the low spin injection efficiency hampers
the practical application of graphene in spintronics. We find that h-BN is a good
barrier to enhance the spin current injection efficiency from ferromagnetic electrodes
into graphene. Our electronic structure calculations indicate that tunneling transport can
efficiently overcome the spin conductance mismatch problem. Recently, Yamaguchi
et al: demonstrated spin injection into bilayer graphene from ferromagnetic Ni0:8Fe0:2
electrodes through single-crystal monolayer h-BN.[97] This study pave the way for the
graphene and/or other 2D materials based spintronic applications.
Although graphene is suitable for spintronics applications, the absent of a finite band
gap prevents its FET applications. For FET applications, MoS2, which has a intrinsic
band gap, is very promising. In the next chapter, we discuss the proper metal contacts
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for MoS2 based FETs
49
Chapter 4
Transport properties of monolayer
MoS2/metal junctions
4.1 Introduction
Although graphene has an extremely high carrier mobility, the absence of a band gap
restricts graphene from logic applications.[3] Unlike graphene, monolayer molybdenum
disulfide (MoS2) has an intrinsic direct band gap and a moderate carrier mobility,[98]
making it a favorable alternative of graphene in logic components such as field effect
transistors (FETs).[25] To form MoS2 based FETs, one of the inevitable scenarios is
MoS2/metal contact, and this contact would ultimately influence the performance of
the devices. Popov et al. suggested that the most commonly used gold (Au) contact
may be the reason for the low carrier mobility observed in monolayer MoS2 devices
and proposed titanium (Ti) as a better replacement of Au.[26] Very recently, scandium
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(Sc) and indium (In) electrodes were also adopted in multilayer MoS2 and monolayer n-
type WSe2 transistors to optimize performance.[15, 27, 99] All of these studies indicate
that MoS2/metal contacts play a vital role in device performance. However, there is
still lack of theoretical insight into electronic and, in particular, transport properties of
MoS2/metal contacts.
In this chapter, we present a combined density functional theory and non-equilibrium
Green’s function method investigation on transport properties of monolayer MoS2/metal
junctions. Besides Au and Ti, we also considered Palladium (Pd) and Platinum (Pt),
which are also commonly used metal contacts for graphene and other low dimensional
materials.[18, 100] We optimized atomic structures and found that, compared with Au,
Pd and Pt, Ti has the largest binding energy, smallest interlayer distance with MoS2.
Based on obtained interlayer distance, junction structures were built to examine transport
properties. It is found that MoS2/Ti junction has the highest transmission. This is a result
of the short interlayer distance and low effective potential barrier of MoS2/Ti contact,
which lead to enhanced partial density of states (PDOS) of Mo atoms in the contact
region. Finally, we calculated I-V curves and found that MoS2/Ti junction has the largest
current and smallest voltage drop of all.
4.2 Computational details
First-principles calculations based on DFT, as implemented in the VASP code[60, 61],
were performed to optimize the geometries and obtain binding energies. The side view
and top view of the supercell under investigation are shown in Fig. 4.1(a). The (111)
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Figure 4.1: (a) Side view and top view of the interface supercell. The metal, Mo and
S atoms are represented by dark blue, cyan and yellow balls, respectively. (b) Junction
structures including MoS2/metal contacts. The Mo atoms above the metal electrodes are
numbered for easy reference.
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surface of Au, Pd, Pt and (0001) surface of Ti in close-packed structures were used to
simulate the metal contacts. In our model six layers of metal atoms were used. TheMoS2
layer was arranged so that one of the top layer atom of metal is located at the hexagonal
center of MoS2.[15, 27] We used the PAW method and the LDA[47] in all calculations.
A plane-wave kinetic energy cutoff of 520 eV and a Brillouin zone k-point sampling
grid of 4  8  1 were adopted to ensure accuracy. Geometry optimization was done
with bottom four metallic layers fixed and until all atomic forces are smaller than 0.02
eV/A˚. Based on obtained interlayer distance from relaxed supercell structures, metal-
MoS2 junctions were built to examine transport properties in real device configurations,
as shown in Fig. 4.1(b). The transport properties were studied using the ATOMISTIX
TOOLKIT package[57, 58]. The LDA was also adopted in transport calculations. The
electron wave function was expanded using a DZP basis set. A mesh cutoff of 150 Ry
and a Monkhorst-Pack k-point grid of 1 9 100 were employed in the self-consistent
calculations. A k-point grid of 1100 was used to evaluate the transmission. A vacuum
layer of 18 A˚ normal to the surface was employed in all calculations.
4.3 Results and discusstion
After structural optimization, we obtained the binding strengths of those metal contacts
with MoS2, which are shown in Table 4.1. To evaluate the binding strength, we
defined the binding energies per interfacial sulfur atom as Eb = (EMoS2 + Emetal  
EMoS2=metal)=6 (6 interfacial sulfur atoms every supercell), where EMoS2 , Emetal,
EMoS2=metal are total energies of MoS2, metal, and combined system, respectively. The
interlayer distance is the distance between the lower S layer in MoS2 and the top layer
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Table 4.1: Calculated binding energies and interlayer distances of MoS2/Au, MoS2/Pd,
MoS2/Pt and MoS2/Ti contacts.
Au Pd Pt Ti
Distance (A˚) 2.7 2.2 2.3 2.0
Eb (eV) 0.24 0.76 0.55 1.05
of metal. The most frequently used Au contact in traditional devices has a weak binding
with MoS2, with a binding energy of 0.24 eV and a large interlayer distance of 2.7 A˚.
For Pd and Pt, the bindings are stronger. The binding energy and interlayer distance
for them are 0.76 eV, 2.2 A˚ and 0.55 eV, 2.3 A˚, respectively. Ti has the strongest
binding of all, with a binding energy of 1.05 eV and an interlayer distance of 2.0
A˚. Those calculated structural values are in good agreement with previous theoretical
results[15, 26], indicating strongly binding Ti might be a good metal contact for MoS2.
To verify this, metal-MoS2 junctions (Fig. 4.1(b)) were built based on the calculated
interlayer distance to investigate their transport properties. The calculated transmission
spectra are shown in Fig. 4.2. For the cases of Au, Pd and Pt, the transmission values
are low. Ti, on the other hand, presents overall much larger values than others. Those
characteristics of transmission spectra indicate that Ti is a much more efficient contact
metal to achieve high performance MoS2 devices than others.
To get a clear picture of how electrons inject frommetal intoMoS2 through the junctions,
the transmission eigenchannels at E = 0:7 eV and at the (0, 0) point of k-space were
investigated. The calculated transmission eigenvalue of Au, Pd, Pt and Ti are 0.13,
0.00, 0.11 and 0.67, respectively, indicating Ti has a highest transmission of all. This
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Figure 4.2: Transmission spectra of MoS2/Au, MoS2/Pd, MoS2/Pt and MoS2/Ti in
junction structures.
55






Figure 4.3: Transmission eigenstates of MoS2/Au(a), MoS2/Pd(b), MoS2/Pt(c) and
MoS2/Ti(d) in junction structures at E = 0:7 eV and at the (0, 0) point of k-space.
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Figure 4.4: Partial density of states projected to the d orbitals of numbered Mo atoms
just above metal contact of MoS2/Au, MoS2/Pd, MoS2/Pt and MoS2/Ti junctions. The
Fermi level is set to zero.
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is reflected in Fig. 4.3, where the obtained transmission eigenstates for the four metal
contacts reveal how wave functions propagate from metal contacts into MoS2. The
transmission eigenstates of MoS2 distribute mostly on Mo atoms and show d orbital
characteristics. As can be seen from Fig. 4.3(a), (b) and (c), the incoming waves
are much scattered in the contact region with small values coming into right metal
electrodes. While in the case of Ti (Fig. 4.3(d)), there are far more possibilities for
electrons to pass through the junction, indicated by more transmission eigenstates in the
picture.
To understand why Ti has a higher transmission in metal-MoS2 junctions, the PDOS
projected on d orbitals of Mo (for the reason that it carries most of transmission
eigenstates in Fig. 4.3) above the contact region are shown in Fig. 4.4. As can be seen
from the figure, there is no much difference in the projected density of states near the
Fermi level in first twoMo atoms near the edges for all metal contacts, due to unsaturated
edge states induced perturbation. For Mo atoms numbered 3-6, the trend becomes more
and more obvious that the Ti metal contact induces much larger PDOS than other metal
contacts. Even for Mo atoms numbered 7 and 8, which is a bit far away from contacts,
Ti can still has strong influence on them. This strong influence of Ti on electronic
structure of MoS2 can be explained from the electrostatic potential profiles of metal-
MoS2 junctions. Contour plots of effective potential near the contact region are shown
in Fig. 4.5. As indicated by the figure, the effective potential of Ti and S atoms are better
connected with a very small difference in potential, which means a small tunnel barrier
potential for electrons. On the other hand, it is found that the tunnel barrier potential for
Au is relatively high, which leads to a reduced tunneling possibility.
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Figure 4.5: Contour plots of effective potential near the contact region of MoS2/Au(a),
MoS2/Pd(b), MoS2/Pt(c) and MoS2/Ti(d). The direct contact regions are circled for easy
reference.
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Figure 4.6: Calculated I-V curves for MoS2/metal contacts.
To further explore the transport properties of those MoS2/metal junctions under a finite





T (E)[nF (E; L)  nF (E; R)]dE; (4.1)
where e, h, T , and nF are the electron charge, Planck’s constant, the transmission, and
the Fermi distribution function, respectively. The chemical potential of the left (right)
lead is shifted to L = EF   eVb=2 (R = EF + eVb=2), when a bias voltage Vb is
applied. The calculated I-V curves of MoS2 with different metal contacts are shown in
Fig. 4.6. As can be seen from the figure, the MoS2/Ti contact has the largest current
among all MoS2/metal contacts when a finite bias is applied. At the bias voltage of
2.0 V, the current for the MoS2/Ti contact is 953 nA compared to 133, 193, 386 nA
for that of Au, Pd, Pt contact. Therefore, Ti has the best performance in our studied
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Figure 4.7: In-plane averaged voltage drops along z-axis for MoS2/metal contacts. The
voltage drops of contact regions are shown in (b) for more detail.
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bias window. To see how voltage changes along transport direction (z-axis), the plane
averaged voltage drops for MoS2/metal junctions are shown in Fig. 4.7. It is found that
the voltage drops are different in the contact regions for those MoS2/metal contacts. As
shown in Fig. 4.7(b) the MoS2/Ti contact has the smallest voltage drop of 0.22 V while
the MoS2/Au contact has the largest voltage drop of 0.28 V. This means that the contact
resistance for MoS2/Ti contact is much smaller than that of MoS2/Au contact. Those
results of transport calculations demonstrate that Ti is a better contact for MoS2 based
devices.
4.4 Summary
In conclusion, we carried out first-principles calculations to study transport properties of
monolayer MoS2/metal junctions. We find that, compared with Au, Pd and Pt, Ti has the
strongest binding to MoS2 with the largest binding energy, smallest interlayer distance.
Our transport calculations show that Ti/MoS2 junction has the highest transmission
and most wave functions going through the junction. This can be explained from
enhanced PDOS of Mo atoms in the contact region due to low effective potential barrier
of MoS2/Ti contact. Calculated I-V curves also suggest that Ti/MoS2 junction has
the highest current when a bias is applied. The voltage drop is also estimated to be
the smallest for MoS2/Ti contact, suggesting a low contact resistance. These results
provide theoretical insights on the selection of suitable metal electrodes to achieve high
performance MoS2 based devices.
Besides the intrinsic band gaps of monolayer TMDs, TMD bilayers would offer a wide
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tunability in their electronic structures. In the next chapter, we proposeMS2/SiC bilayers
as strain and electric field tunable direct band gap 2D semiconductors.
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Strain and electric field tunable direct
band gap of MS2/SiC bilayers
5.1 Introduction
As discussed in Chapter 4, due to their intrinsic band gaps, TMDs have gained much
research interests for potential 2D FETs applications.[10, 101] In addition to that,
the tunable electronic properties of TMDs would facilitate their FETs design and
fabrication.[102–104] Despite that monolayer MoS2 shows no response to an external
electric field, the band gap of bilayer MoS2 can be tuned by an external electric
field.[104] Heterostructural TMDs bilayers have also been proposed for band gap
tuning.[105–107] TMD/graphene and TMD/h-BN heterostructural devices have been
designed and fabricated.[34, 108, 109] Nevertheless, most of those bilayers are indirect
band gap semiconductors, which might limit their optoelectronic applications.[106]
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Monolayer silicon carbide (SiC), which has a graphene-like planar honeycomb structure,
was predicted from theoretical calculations to have a large direct band gap (2.5 eV)
and a large exciton binding energy (1.17 eV), making it a promising material for
optoelectronic application.[110–112] Recently, monolayer SiC has been successfully
synthesized[113] and there has been many ongoing investigations on this emerging
material.[114, 115] Both monolayer SiC and MoS2 have a hexagonal lattice structure
and share similar lattice constants (3.07 A˚ and 3.16 A˚). The MoS2/SiC bilayer might be
a direct band gap semiconductor with tunable electronic properties so as to provide a
route to overcome the indirect band gap limitation in TMDs bilayer systems. Hence, it
is desirable to have some theoretical insights into electronic properties of the MoS2/SiC
bilayer.
In this chapter, first-principles calculations were carried out to study the band gap
modulation in MS2/SiC bilayers (M=Mo, W). It is shown that the band gaps of MS2/SiC
bilayers can be tuned either by biaxial strain or by external electric field. In the whole
range of the band gap modulation, the MS2/SiC bilayers retain the direct band gaps,
which is preferable for optoelectronic applications.
5.2 Computational details
First-principles calculations based on the DFT were carried out using the ATOMISTIX
TOOLKIT package.[57, 58] We used the LDA[47] to describe the exchange-correlation
functional in all calculations. DZP basis sets were used to expand the electron wave
functions and a mesh cutoff of 150 Ry was adopted. In self-consistent calculations
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a Monkhorst-Pack k-point grid[51] of 15151 were employed to sample the 2D
Brillouin zone. In the electronic structural calculations a 30301 k-point grid is used
to achieve good accuracy. Geometry was optimized until all atomic forces are smaller
than 0.01 eV/A˚. A vacuum slab of 20 A˚ perpendicular to the layer plane was adopted
to avoid the interaction between periodic images. We have also performed PBE-D2
calculations proposed by Grimme[50] using VASP code[60, 61] to take the van der
Waals (vdW) interaction into account. Our calculated results show that the inclusion
of vdW interaction does not affect the band gap modulation in present of strain and
electric field. Therefore only the results of DFT-LDA are presented in this chapter.
5.3 Results and discussion
The MS2/SiC bilayers consist of one MS2 monolayer and one SiC monolayer. There are
several potential stacking configurations for the MS2/SiC bilayers. In order to determine
the most stable stacking configuration, we considered six stacking configurations as
shown in Fig. 5.1. There are two AA stacking configurations: one with Si atom on
top of S atom (AA-SiS, Fig. 5.1(a)), and the other with C atom on top of S atom (AA-
CS, Fig. 5.1(b)). Four AB stacking configurations are denoted as AB-SiS (Fig. 5.1(c)),
AB-CS (Fig. 5.1(d)), AB-SiM (Fig. 5.1(e)) and AB-CM (Fig. 5.1(f)). Due to the small
lattice mismatch between the MS2 monolayer and the SiC monolayer, the experimental
lattice constants of MoS2 (3.160 A˚) and WS2 (3.155 A˚) are used as the in-plane lattice
constants during calculations.
The calculated binding energies and interlayer distances of MS2/SiC bilayers are given
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Figure 5.1: Top view and side view of the MS2/SiC bilayers with different stacking
configurations: (a) AA-SiS, (b) AA-CS, (c) AB-SiS, (d) AB-CS, (e) AB-SiM, (f) AB-
CM. The C, Si, S and Mo/W atoms are represented by grey, brown, yellow and cyan
balls.
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Table 5.1: Calculated binding energies and interlayer distances of MS2/SiC bilayers.
MoS2/SiC WS2/SiC
Staking Binding energy (eV) Distance (A˚) Binding energy (eV) Distance (A˚)
AA-SiS 0.438 2.73 0.415 2.82
AA-CS 0.240 3.36 0.239 3.39
AB-SiS 0.412 2.74 0.386 2.86
AB-CS 0.230 3.41 0.229 3.43
AB-SiM 0.349 2.92 0.342 2.96
AB-CM 0.353 2.90 0.349 2.93
in Table 5.1. The binding energies are defined as Eb = EMS2 + ESiC   EMS2=SiC ,
where EMS2 , ESiC and EMS2=SiC are the calculated total energies of MS2 monolayer,
SiC monolayer and MS2/SiC bilayer, respectively. As can be seen from Table 5.1, AA-
SiS stacking is the most stable configuration for both MoS2/SiC and WS2/SiC bilayers
with the largest binding energies. For these stable configurations, the binding energies
and interlayer distances are found to be 0.438 eV, 0.415 eV and 2.73 A˚, 2.82 A˚ for
MoS2/SiC bilayer and WS2/SiC bilayer, respectively, which are in the range of physical
adsorption. The interlayer interactions of MS2/SiC bilayers are stronger than those in the
case of MoS2/graphene bilayer[108] due to the larger difference of electronegativities
between Si and S than that of C and S. Because of these differences of electronegativities
MS2/SiC bilayers also prefer the AA-SiS stacking as mentioned before. Therefore, we
focus only on the most stable AA-SiS stacking configuration in the following study.
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Figure 5.2: Band structures and partial charge densities at the CBM (right upper) and
VBM (right bottom) of the MoS2/SiC bilayer (a) and WS2/SiC bilayer (b).
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The calculated band structures of MS2/SiC bilayers along the high symmetry points in
k space together with the partial charge density of MS2/SiC bilayers at the valence band
maximum (VBM) and conduction band minimum (CBM), respectively, are shown in
Fig. 5.2. The MS2/SiC bilayers are direct band gap semiconductors with both the CBM
and VBM located at the K point. The band gaps of MoS2/SiC bilayer and WS2/SiC
bilayer are 0.82 eV and 0.91 eV, respectively. The analysis of partial charge density
shows that the states of the CBM are mostly contributed by the d orbitals Mo or W
atoms. However, unlike the case of monolayer MS2, the states of the VBM are composed
of p orbitals of C atoms instead of d orbitals of Mo or W atoms. This is the reason why
MS2/SiC bilayers retain direct band gaps. For the homostructural TMDs bilayers and
most heterostructural TMDs bilayers, the states of VBM are mainly from d orbitals of
transition metal and located at   point instead of K point, which renders the system into
indirect band gap semiconductors.[106]
One of the possible method of tuning band gap of 2D TMDs is by applying strain. A
strain tunable band gap is important for nanoelectronic device fabrications and might
find potential applications such as mechanical sensors. Thus, the effects of in-plane
biaxial tensile strains on electronic structures of MS2/SiC bilayers are examined, as
shown in Fig. 5.3. The strain (") is defined as " = (a   a0)=a0, where a and a0 are
the strained and unstrained lattice constants of MS2/SiC bilayers. Our calculated results
suggest that the biaxial strain would significantly reduce the band gaps of MS2/SiC
bilayers. The band gaps of MS2/SiC bilayers decrease monotonously with increasing
biaxial tensile strain and undergo a semiconductor-metal (S-M) transition at 5 % of
tensile strain, as shown in Fig. 5.4(a). Interestingly, the band gaps are all direct ones
in the whole range of strain modulation process, until they are finally reduced to zero
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StrainStrain
Figure 5.3: Schematic diagram of applying strain to MS2/SiC bilayers.
(Fig. 5.4(b)). This is an advantage over the homostructural and heterostructural TMDs
bilayers, which show indirect band gaps during the same process. The computed partial
density of states (PDOS) of MoS2/SiC bilayers without strain and under 5 % of biaxial
tensile strain are shown in Fig. 5.4(c). In the case without strain, the CBM and VBM are
mainly contributed by d orbitals of Mo atoms and p orbitals of C atoms, respectively,
which is consistent with previous partial charge density analysis in Fig 5.2(a). When 5
% of biaxial tensile strain is applied, the band gap reduces to zero while the CBM and
VBM remain also from d orbitals of Mo atoms and p orbitals of C atoms.
To design 2D materials based nanoelectronic devices, the external electric field (E-field)
tunable electronic properties of 2D materials are vital. Therefore, we continue to study
the effects of E-field on electronic structures of MS2/SiC bilayers. The external electric
field was applied perpendicular to the bilayer plane as shown in Fig. 5.5. Then the
band structures of MS2/SiC bilayers at different E-field strengths were calculated. It is
found that the band gaps of MS2/SiC bilayers show a nearly linear response to external
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Figure 5.4: (a) Band gaps of MS2/SiC bilayers as a function of biaxial strain. (b) Band
structure of MoS2/SiC bilayer under 5% of strain. (c) Projected density of states (PDOS)
of MoS2/SiC bilayer under 0% and 5% of strain.
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E
Figure 5.5: Schematic diagram of applying external electric field to MS2/SiC bilayers.
electric field, as shown in Fig. 5.6(a). Different from homogeneous bilayers of TMDs,
the band gaps of MS2/SiC bilayers can not only be decreased by a positive electric field
but also be increased by a negative electric field due to different polarizations of MS2
layer and SiC layer. The WS2/SiC bilayer is found to be more responsive to E-field than
the MoS2/SiC bilayer. For the WS2/SiC bilayer, the band gap can be tuned from 1.5 eV
at -8 V/nm to 0.4 eV at 8 V/nm. More importantly, the band gap remains direct in the
range of electric field considered, as shown in Fig. 5.6(b) and Fig. 5.6(c). The partial
charge density analysis indicates that, regardless of the E-field applied, the CBM and
VBM remain from d orbitals of W atoms and p orbitals of C atoms.
This band gap tuning by external electric field can be interpreted by giant Stark effect
(GSE).[104] As can be seen from Fig. 5.7, the electric field induced charge density
difference,  ( = Eext   0, where Eext and 0 are the charge densities with and
without applied external electric field, respectively, and has also been averaged over
the plane perpendicular to the electric field direction for easy understanding), suggests
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Figure 5.6: (a) Band gaps of MS2/SiC bilayers as a function of external electric field.
Band structure and partial charge densities of the CBM (right upper) and VBM (right
bottom) of the WS2/SiC bilayer at 8 V/nm (b) amd -8 V/nm (c) of external electric field.
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Figure 5.7: Electric field induced charge density difference = Eext 0 as a function
of the position perpendicular to WS2/SiC bilayer.  has been averaged over the plane
perpendicular to the electric field direction.
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that charges accumulate at the W atom while deplete at the C atom due to the potential
induced by the external electric field. This would induce energy band near Fermi level
to split and shift, resulting in a reduced band gap. The increased external electric field
leads to enhanced charge accumulation and depletion, render to a further narrowed band




where Eext is the external electric field and e is the electron charge. The calculated GSE
coefficients for MoS2/SiC and WS2/SiC are 0.494 A˚ and 0.673 A˚, respectively.
5.4 Summary
In conclusion, by means of first-principles calculations, we studied the electronic
properties of MS2/SiC bilayer and their response to strain and external electric field. The
calculated results imply that the MS2/SiC bilayers have direct band gaps, in contrast to
TMDs homostructural and heterostructural bilayers. The band gaps of MS2/SiC bilayers
can be tuned by a biaxial strain and show semiconductor-metal transition at critical
strains. The external electric field can also continuously tune the band gaps. The band
gap modulation can be attributed to the charge redistribution induced by external electric
field. In the range of band gap modulation, the MS2/SiC bilayers retain the direct band
gaps, which suggests that they are promising materials for electronic and optoelectronic
applications.
In addition to 2D heterostructures, the recent isolated phosphorene can also provide
unique properties and new physics. In the next chapter, we study the electric field tunalbe
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band gaps of phosphorene nanoribbons.
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Giant Stark effect on band gaps of
phosphorene nanoribbons
6.1 Introduction
Very recently, phosphorene has attracted much attention because of its unique electronic
properties and potential applications in nanoelectronics [36–41, 116–124]. Bulk black
phosphorus is a direct and narrow band gap semiconductor with a band gap of 0.3 eV
[125]. Mechanically exfoliated from bulk black phosphorus, few layers phosphorene
have a thickness-dependent band gap which ranges from 1.5 eV for single layer to 0.6
eV for five layers [40]. Field-effect-transistor (FET) based on few layers of phosphorene
was found to have an ON/OFF ratio of 105 [118] and a carrier mobility at room
temperature as high as 1,000 cm2V 1s 1 [36]. It seems promising for phosphorene
to compete with two other hot two-dimensional (2D) materials–graphene and layered
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MoS2. Despite of extremely high carrier mobility (15,000 cm2V 1s 1), graphene fails
to serve as FET materials due to its zero band gap [3]. On the other hand, although
monolayer MoS2 has an ON/OFF ratio as high as 108 [126], the carrier mobility of
MoS2 based FET is only about 200 cm2V 1s 1 [25]. With both large ON/OFF ratio and
considerably high carrier mobility, phosphorene could be a favorable material for next
generation electronics.
One-dimensional (1D) nanoribbons etched or patterned from above mentioned 2D
materials can offer even more tunability in electronic structures due to quantum
confinement and edge effects [127–133]. However, most nanoribbons of 2D materials
are chiral and have edge effects. Taking the MoS2 nanoribbon as an example, it is found
that armchair MoS2 nanoribbons are semiconducting while zigzag MoS2 nanoribbons
are metallic [127, 128]. Moreover, the transport channels are at two edges of MoS2
nanoribbons [127, 130]. Based on the frontier orbital analysis, Cai et al. proposed that
the oscillated transport mobility in MoS2 nanoribbons is due to the symmetry of C2v
group on the two edges [134]. Thus, carrier transport in MoS2 nanoribbons (as well
as in graphene nanoribbons) relies strongly on the quality of edges. Any edge disorder
or defects can strongly effect the transport properties [135]. Furthermore, electrically
tunable band gaps of two-dimensional nanoribbons have been proposed [127, 129, 130],
which provides the compatibility with the current ubiquitous voltage controlled Si-based
semiconductor devices. In this chapter, we study the electronic properties of different
width PNRs and its modulation through an external electric field. Our calculations show
that PNRs have many electronic advantages compared to other 2D nanoribbons. With
the understanding of electrically tunable band gaps of PNRs, we design a PNRs-based
FET, as an example, to illustrate the potential applications of PNRs in nano-electronics.
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6.2 Computational details
First-principles calculations based on DFT were performed to study the electronic
structures of PNRs. VASP code[60, 61] was used to optimize the geometries of
PNRs. A plane-wave kinetic energy cut-off of 400 eV and a Brillouin zone k-point
sampling grid of 1 1 9 were adopted to ensure the accuracy of calculated optimized
geometry structures and electronic structures. Geometry optimization was done until all
atomic forces are smaller than 0.01 eV/A˚. Electronic structures and transport properties
were then obtained using the ATOMISTIX TOOLKIT package[57, 58]. The GGA with
PBE functional[48] was used for the exchange-correlation functional. The electron
wave function was expanded using a DZP basis set. A mesh cut-off of 150 Ry and
a Monkhorst-Pack k-point grid[51] of 1  1  9 were employed in the electronic
calculations. During the transport calculations, a k-point grid of 11100was adopted.
Vacuum layers of 15 A˚ both in plane and out of plane of the ribbons were used to avoid
the interaction between periodic images.
6.3 Results and discussion
The calculated lattice parameters of monolayer phosphorene lattice are a1 = 3:33 A˚
and a2 = 4:63 A˚, respectively, which are in agreement with previous results (3.35 A˚
and 4.62 A˚) [39]. Based on this phosphorene lattice, hydrogen saturated PNRs were
constructed as shown in Fig. 6.1. According to the direction of edge, two kinds of PNRs
were considered, zigzag phosphorene nanoribbons (zPNRs) and armchair phosphorene
nanoribbons (aPNRs). Following the convention of graphene nanoribbons, the widths
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Figure 6.1: Top view and side view of the geometry structure of hydrogen saturated
phosphorene nanoribbons (PNRs): (a) zigzag phosphorene nanoribbons (zPNRs) and
(b) armchair phosphorene nanoribbons (aPNRs).
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of PNRs are denoted as N, which is the number of zigzag lines (dimmer lines) across
the zPNRs (aPNRs). After structure relaxation, it is found that the P-P bondings (with a
bond length about 2.24 A˚) remain almost the same as phosphorene (2.28 A˚) [40], while
the edges of zPNRs ribbons show some degree of distortion. As shown in the side view
of Fig. 6.1(a), the bonding angles in the edge of zPNRs are 98.7 degree compared to
103.8 degree of the bonding angles in the center region of the ribbons. This is different
from the case of bare zPNRs, which have larger bonding angles in the edge compared to
the bonding angle in the center because of the dangling bond reconstruction [119, 123].
Unlike hydrogen saturated graphene and MoS2 nanoribbons, which exhibit semi-
conducting characteristics for armchair nanoribbons but metallic feature for zigzag
nanoribbons [128], both hydrogen saturated aPNRs and zPNRs are semiconductors,
inheriting the semiconducting property of phosphorene. The calculated band structures
and partial charge densities of specified states at valence band maximum (VBM) and
conduction band minimum (CBM) for 10-aPNR and 8-zPNR are presented in Fig. 6.2.
10-aPNR has a direct band gap of 1.17 eV located at   point of k-space. Similar to
armchair counterpart, 8-zPNR possesses a nearly direct band gap of 1.73 eV around
  point also. Partial charge density analysis indicates that both VBM and CBM of
PNRs, regardless aPNRs or zPNRs, are contributed by the hybridized s-p states of
the P atoms in the central region of PNRs. This is different from armchair graphene
and MoS2 nanoribbons, whose VBM and CBM are localized at the two edges of
nanoribbons forming flat edge states near Ef .[127, 129, 130] This special property of
PNRs indicates that the carrier transport (electron in CBM and hole in VBM) in PNRs
is robust against the edge disorder or defects, a desired property in experiments and for
industry applications. Furthermore, we have explored the dependence of band gaps of
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Figure 6.2: Band structures and partial charge densities of the CBM and VBM of the
8-zPNR (a) and 10-aPNR (b).
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hydrogen saturated PNRs as a function of ribbon width N. The variation of band gaps
with N is given in Fig. 6.3. In contrast to armchair MoS2, graphene and BN nanoribbons,
which show oscillations in band gaps with increasing N, i.e., chirality [128, 129, 131],
the band gaps of both aPNRs and zPNRs decrease monotonously and show a trend of
convergence to a certain constant value. When we further increased the width of PNRs
to N=35, band gaps of 1.08 eV and 1.16 eV were found for 35-aPNR and 35-zPNR
respectively, which are close to the DFT calculated band gap of monolayer phosphorene
(0.95 eV). It should be noted that the band gaps calculated at DFT-GGA level are
typically underestimated compared to the experimental values or results from GW or
hybrid functionals calculations (a band gap of 1.5 eV was found for the monolayer
phosphorene [40]). However, the focus of this study is not to quantitatively obtain
band gaps of PNRs but to reveal general trend and underlying physics of the band
gap modulation of PNRs from width control and external electric field. Therefore,
the band gaps underestimations would not affect our main conclusions. The band gap
evolution due to the ribbon width can be attributed to the quantum confinement effect
as previously being proposed to explain band gap changes of graphene nanoribbons by
Son et al. [129]. Nevertheless, here PNRs do not have the crucial edge-effect as the case
of armchair graphene nanoribbons, thus showing a monotonous decrease of band gaps
with the increasing nanoribbon width. The monotonous tuning of band gaps by ribbon
width and the semiconductor characteristics without chirality possessed by both aPNRs
and zPNRs would reduce the difficulty in fabricating PNRs based FET in experiments.
This is an advantage when using PNRs instead of MoS2, graphene or BN nanoribbons
to produce FETs.
To fabricate PNRs based nanoelectronic devices such as FETs, electric field tunable
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Figure 6.3: Variation of band gaps of aPNRs and zPNRs as a function of ribbon width
N. The blue dashed line indicates the band gap of monolayer phosphorene.
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electronic properties of PNRs are required. We then investigate band gap modulations
by external electric field. We first test the effect of external electric field perpendicular
to the plane of the nanoribbon, and find no band gap modulation, indicating that a planar
phosphorene nanostructure with a longitudinal gate will not be electronically responsive.
Once a transverse electric field is applied, significant band gap changes are observed for
both aPNRs and zPNRs. Figure 6.4 shows variations of the band gaps as a function of
transverse external electric field for aPNRs (Fig. 6.4(a)) and zPNRs (Fig. 6.4(b)) with
three different ribbon widths. Overall, there is a monotonous decrease of band gaps
with increasing electric fields, which is similar to the previous cases of nanoribbons of
MoS2 and BN [127, 131–133]. At certain critical electric fields, the band gaps of PNRs
are reduced to zero, exhibiting a metal-insulator-transition (MIT). For both aPNRs and
zPNRs, it is found that the band gaps drop more rapidly with electric field for large-
width nanoribbons. For example, it requires a critical electric field as large as 6 V/nm
to close the band gap of 8-zPNR, comparing to a critical electric field as small as 2
V/nm for 16-zPNR. The feature of enhanced sensitivity to electric field with increased
ribbon width would be important, since the band gap of large-width nanoribbons can be
tuned by a very small electric field. This is more realistic because of the fact that the
experimentally available nanoribbons are normally of more than tens of nanometers size
which would be sensitive enough to a small electric field.
In order to understand the band gap tuning by the electric field, the band structure and
partial charge densities of the CBM and VBM of the 10-aPNR under an electric field of
E = 2 V/nm are shown in Fig. 6.5(a). Compared with the band structure of zero electric
field (see Fig. 6.2(a)), the energy bands near CBM and VBM under electric field of 2
V/nm show certain degree of splitting, and thus reduce the band gap. Partial charge
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Figure 6.4: Variation of band gaps of aPNRs (a) and zPNRs (b) as a function of external
electric field. Three different widths of ribbons were considered for each case. (c) Giant
Stark effect coefficient SL as a function of the ribbon width W. The dashed lines are
fitted to the linear part of open symbols.
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Figure 6.5: (a) Band structure and partial charge densities of the CBM (right upper) and
VBM (right bottom) of the 10-aPNR under an electric field of E = 2 V/nm. (b) Electric
field induced charge density difference  = Eext   0 as a function of the position
across the nanoribbon of the 10-aPNR.  is averaged over the plane perpendicular to
the electric field direction (yz-plane). Inset is the accumulated chargeacc as a function
of the external electric field.
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densities of the CBM and VBM indicate the redistribution of charges, moving to the
respective edge of the ribbon according to the applied electric field. These phenomenon
can be explained by the giant Stark effect (GSE) [131, 132]. The applied transverse
electric field induces a difference of electrostatic potential across the nanoribbon. Since
the right edge of the ribbon has a lower electrostatic potential, the partial charge density
of the CBM is localized on the right edge of the ribbon. On the other hand, the partial
charge density of the VBM is localized on the left because of the higher electrostatic
potential induced by the external electric field. As a consequence, the energy bands
near CBM and VBM are split and shifted, resulting in a narrowed band gap. This
can be further verified by a quantitative charge redistribution analysis. The electric
field induced charge density difference, , as a function of the position across the
nanoribbon is shown in Fig. 6.5(b).  is defined as  = Eext   0, where Eext and
0 are the charge densities with and without applied external electric field, respectively.
 has also been averaged over the plane perpendicular to the electric field direction
(yz-plane) for easy understanding. As can be seen from the figure, charges accumulate
at the positive potential ribbon edge while deplete at the negative potential ribbon edge,
which is in accordance with the shift of the partial charge densities of the CBM and
VBM. When the electric field increases, there are more and more charge accumulation
and depletion at each edge of the ribbon, which will further narrow the band gap
and finally close the band gap of the ribbon. The accumulated charge acc, which




(x)dx), as a function of applied external electric field is also shown
in the inset of Fig. 6.5(b). There is an obvious linear relationship betweenacc and the
external electric field. This parallel-plate-capacitor-like behavior also suggest that the
underlying physics of this band gap modulation is the GSE. To estimate the intensity of
89
Chapter 6. Giant Stark effect on band gaps of phosphorene nanoribbons
the GSE, we took the linear portion of the band gap curves from Figs. 6.4(a) and 6.4(b)




where Eext is the external electric field and e is the electron charge. The external electric
field induces a potential of eEextx across the ribbon, therefore, the band gap change is
approximately
Eg = eEext (hxicb   hxivb)
where hxicb and hxivb are the centers of the CBM and VBM respectively [132].
Since (hxicb   hxivb) is proportional to the ribbon width W (in unit of Angstrom,
different from aforementioned N), using the two equations above we can get the linear
dependence of the GSE coefficient SL on the ribbon widthW :
SL = W + C
where  is the slope of the line and C is a constant. Our calculated GSE coefficient
SL as a function of ribbon width W is given in Fig. 6.4(c) and it does demonstrate the
linear relationship of SL and W , following the GSE mechanism. As can be seen from
the figure, the slopes of aPNR and zPNR are 0.27 and 0.17 respectively and the two
lines cross at about 13 A˚. Since the GSE coefficient SL indicates the ability of band gap
tuning by electric fields, we can find from the same figure that the band gaps of aPNRs
with ribbon widths >13 A˚ are more sensitive to the external electric field while with
ribbon widths <13 A˚ the band gaps of zPNRs are more sensitive to the external electric
field. From the above analysis we further confirm that the underlying mechanism for the
band gap tuning by an external electric field of PNRs is actually the giant Stark effect.
This band gap modulation of PNRs by the external electric field can be utilized to
90
Chapter 6. Giant Stark effect on band gaps of phosphorene nanoribbons










































Figure 6.6: (a) Dual-gate field effect transistor based on zPNR. Semi-infinite bare zPNRs
serves as two leads while hydrogen saturated zPNR is used as semiconducting channel
(scattering area). (b) Transmission spectrum under E = 0 V/nm (black line) and E = 7
V/nm (red line). Inset: the DOS of the hydrogen saturated zPNR (the scattering region)
under an external electric field of 7 V/nm. (c) Transmission eigenstates at Ef and at the
(0,0) point of the k space under E = 0 V/nm and E = 7 V/nm.
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design PNRs-based FETs. Taking zigzag PNRs with/without hydrogen saturation as
an example, we demonstrate that the PNR FETs can have a high ON/OFF ratio. The
designed FET is shown in Fig. 6.6(a), where metallic bare zPNRs are used as electrodes
[119, 123]. In the middle part of the device, hydrogen saturated zPNRs serve as
semiconducting materials with both top and bottom gate to generate a transverse electric
field. This is an all-phosphorus based and metal-free FET which can avoid the metal-
semiconductor interfacial contact effect on the transport property. Another advantage of
this design is its simplicity of fabrication in the experiment. The calculated transmission
spectrum of the zPNR based FET under zero and 7 V/nm electric fields without source-
drain voltage are shown in Fig. 6.6(b). Due to the semiconducting characteristic of
the hydrogen saturated zPNRs, there is no transmission states near the Fermi level
under zero electric field with a transmission gap of 1.9 eV. When an electric field of
7 V/nm is applied, a transmission peak emerges at the Fermi level with sufficiently
large dispersion (-0.1 eV to +0.2 eV). This means that the ON-state of the FET can
be stable at room temperature. The transmission eigenchannels at Ef and at the (0,0)
point of the k-space, presented in Fig. 6.6(c), vividly illustrate OFF- and ON-state of the
zPNRs based FET controlled by a dual-gate induced electric field. Without an external
transverse electric field, the calculated transmission eigenvalue is 0.001 G0 (G0 = 2e2=h,
where e and h are the electron charge and Planck’s constant, respectively), and thus the
transmission channels are blocked, resulting an OFF-state. On the contrary, with the
external transverse field of 7 V/nm, the transmission eigenvalue reaches the value of 1
G0 and the transmission channels are opened (ON-state), with a high ON/OFF ratio of
103. Because of the quantum confinement effect, the ON/OFF ratio of PNR-FETs is 2
order lower than phosphorene FETs (105) [118], but comparable to graphene and MoS2
nanoribbon FETs [36, 118]. The calculated density of states (DOS) of the hydrogen
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saturated zPNR (the scattering region) under an external electric field of 7 V/nm is
shown in the inset of Fig. 6.6(b). Our calculated DOS shows a peak at the Fermi level,
which implies a strong correlation between transmission and DOS. The physics of such
a strong correlation is that the transport at the Fermi level is dominated by the resonant
tunneling through interface states.
6.4 Summary
In conclusion, our first-principles calculations imply that the all hydrogen saturated
PNRs, regardless of armchair or zigzag edges, are direct band gap semiconductors
without chirality. Their band gaps reduce monotonously without oscillation when the
width is increased. Furthermore, the carrier transport channels are in the center of
ribbons, which are more robust against the edge disorder or defects. The non-chirality
and robust transport of PNRs can offer more feasibility of using PNRs to fabricate nano-
scale FETs easily, which is the big challenge as in the case of producing graphene
and MoS2 nanoribbons FETs. When a transverse external electric field is applied,
the band gaps of PNRs can be strongly modulated. The band gap is narrowed with
increasing electric fields, and has a metal-insulator-transition at a critical electric field
due to the giant Stark effect. Based on the electrically tunable band gap, a metal-
free all-phosphorus FET is designed, as an example, to demonstrate a possible high
ON/OFF ratio in PNR FETs with top and bottom gates. Besides the applications in nano-
electronics, our calculation results imply that the direct bandgap behavior of aPNRs is
not affected by the external electric field during the tuning of band gaps, which indicates
the potential applications of aPNRs in opto-electronics. Those results suggest that PNRs
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To summarize, the main purpose of this study is to simulate and understand 1) the
enhancement of spin injection into graphene from ferromagnetic electrodes using h-
BN tunneling barriers, 2) the transport properties of MoS2 with metal electrodes,
3) the tunable electronic structure of MoS2/SiC heterostructural bilayer, and 4) the
novel electronic properties of phosphorene nanoribbons. The structural, electronic and
transport properties of these systems were examined using first principles calculations
within the frame work of density functional theory combined with non-equilibrium
Green’s function.
In Chapter 3, to solve the problem of low spin injection efficiency from ferromagnetic
electrodes into graphene, which is caused by spin conductance mismatch, h-BN is
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inserted as tunneling barrier. It is found that the h-BN tunneling barrier suppress the
spin up transport channel heavily, resulting in a spin injection efficiency as high as
nearly 100% when 3 layers of h-BN are included. Nevertheless, the insertion of Cu
and graphene metallic barriers does not enhance the spin injection efficiency due to
the spin conductance mismatch. The calculated band structure reveals that this high
spin injection efficiency is the result of asymmetric band gap opening of graphene.
Further analysis indicates that the asymmetric band gap opening is induced by the
insertion of h-BN tunneling barrier layer. Compared to traditional tunnel barriers, such
as Al2O3 and MgO, h-BN interlayers can have good interfacial structure with graphene
because of perfect lattice match and its inert nature. Therefore, according our calculated
results, h-BN interlayers can serve well as tunnel barriers in graphene based spintronics.
These findings open a new avenue to overcome spin conductance mismatch problem in
injecting spin current into graphene, paving the way for the future implementation of
graphene in spintronics.
In Chapter 4, the transport properties of monolayer MoS2 with Au, Pd, Pt and Ti are
investigated. Structure optimization suggest that Ti has the strongest binding to MoS2
among all investigated metals, which can be reflected from a short binding distance
of 2.0 A˚ and a large binding energy of 1.05 eV per contacting S atom. Based on the
optimized structures, metal/MoS2 tunneling junctions are built to study the transport
properties of the system. It is found that Ti/MoS2 tunneling junction has the highest
transmission of all, allowing more wave functions going through the junction. This is
a result of enhanced partial density of states of Mo atoms in the contact region due to
the low effective potential barrier of MoS2/Ti contact. The calculated I-V curves imply
that MoS2/Ti has the largest current. MoS2/Ti contact is found to have the smallest
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voltage drop of all suggesting a low contact resistance. These results indicate that Ti
can be an excellent contact for MoS2 to enhance the performance of MoS2 based device.
Our calculations also provide a general approach of selecting proper metal contacts for
2D materials according to their binding strength, charge transfer, potential barrier and
transport characteristics. These findings would shed light on the proper choice of high-
performance metal electrodes for 2D materials based devices.
In Chapter 5, the strain and external electric field effects on the electronic properties
of MoS2/SiC heterostructural bilayer are examined. It is found that AA stacking
of MoS2/SiC with Si atoms on top of S atoms is the most energetically preferred
configuration. In this configuration, the calculated layer distance is 2.73 A˚, indicating
the weak interaction of the bilayer system. The calculated band structure indicates that
the heterostructural bilayer system a direct band gap of 0.82 eV and CBM (VBM)
is from the d orbitals of Mo atoms (the p orbitals of the C atoms), which suggests
possible applications in optoelectronics. Biaxial tensile strain can reduce the band gap
of MoS2/SiC heterostructural bilayer and finally results in a metal-insulator-transition
at 5% strength of strain. Depending on the direction of the applied external electric
field, the band gap can be increased or decreased. Those band gap modulation can
be explained in light of charge redistributions induced by the external electric field.
Most importantly, MoS2/SiC retain the direct band gap in all of our modulation range,
which is a preferred characteristics for optoelectronic applications. Therefore MoS2/SiC
heterostructural bilayer could be promising optoelectronic materials.
In Chapter 6, the electronic properties of phosphorene nanoribbons (PNRs) are studied.
Our results show that both armchair and zigzag hydrogen saturated PNRs are direct band
gap semiconductors, showing non-chirality unlike nanoribbons made from graphene
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or TMDs. And, their band gaps are found to decrease monotonously with increasing
ribbon width until converging to a value close to the band gap of phosphorene. It is
also found that the carrier transport channels are in the center of ribbons suggesting
a robust carrier transport against edge defects and disorders. The transverse electric
field is found to be capable of strongly modulating the band gap of PNRs and inducing
MIT at critical values. The underlying physics of this band gap modulation is the giant
Stark effect. Based on this electrically tunable band gap, we designed a metal-free
all-phosphorus FET using zigzag PNR with top and bottom gates. This PNR FET is
found to have a ON/OFF ratio as high as 103. The non-chirality nature and the robust
carrier transport against edge defect of PNRs would facilitate the fabrication of PNR
based FETs. Besides, our transport calculations suggest that PNR based FETs with
high ON/OFF ratio can be realized. All of these results imply that PNRs are favorable
materials for transistor applications in future nanoelectronics.
7.2 Future works
This study provided only some preliminary investigations on electronic structures and
transport properties of 2D materials. There are many future works can be carried out to
extend the scope of this study.
To study the Ni/h-BN/Graphene system in more details, we need also to consider the
effects of defects, such as vacancies and anti-sites. Furthermore, the influence of metal
atom, especially magnetic metal atom, intercalation can be tested for the spin filtering
performance. Ultimately, we can replace h-BN tunneling barriers with TMDs or recently
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isolated phosphorene to see the change of spin filter efficiency.
As the further study of 2D materials and metal contacts, we can investigate how ”wetting
layers” (replacing first layer of the metal surface with other metals) affect the transport
performance of the junctions. Besides, due to the great interests of recent discovered
phosphorene, it is also important to find out proper metal contacts for this emerging 2D
materials to optimize its FET performance.
For 2D materials bilayers, one of possible directions is that pressure vertical to the
2D plane can be exert to see if there is a band inversion. When band inversion
happens, spin-orbit coupling (SOC) calculations can be carried out to test SOC induced
energy band splitting. Based on those calculations, topological phase transitions might
be revealed. Another direction is to investigate phosphorene and other 2D materials
combined heterostructures. Since phosphorene has a anisotropic electronic property, the
combination might induce anisotropic electronic property in other 2D materials.
Since the phosphorene is still in its infancy, there are lots of work can be done. The
moderate band gap and relatively high carrier mobility of phosphorene indicates that it
is very suitable for FETs applications. Therefore, doping phosphorene into n-type or
p-type is vital for this applications. Variety of dopants can be tested, such as group IV
elements C, Si, Ge, or group VI elements O, S, Se. Besides, adsorption of gas molecules
might change the band gap of phosphorene. Thus, calculations can be carried out to
study electronic structures and transport properties of phosphorene with gas molecules
adsorbed, which might reveal the potential application of phosphorene as gas sensors.
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