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By extending the concept of the Liapunov functional and an idea due to 
Dafermos we establish an Invariance Principle for a class of (not necessarily 
strongly) monotone sys:ems. This principle is then applied to continuous 
contraction, strongly monotone systems on a Hilbert space and to a class of L’ 
contraction monotone semigroups generated by degenerate equations in divergence 
form in one space dimension. 0 1988 Academic Press. Inc. 
In this paper we develop a method for obtaining stabilization as t -t + 00 
for solutions of a class of (not necessarily strongly) monotone systems. 
Some of the main features of the applications considered are 
(i) the nonexistence of conventional Liapunov functionals, 
(ii) the existence of infinitely many equilibria, 
(iii ) a comparison principle. 
In Section 1 we introduce the abstract setting of an ordered Banach 
space, X, with an order-preserving nonlinear semigroup {S(t)} of 
operators, This allows us (following Matano [M]) to define supersolutions 
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and subsolutions as points of X decreased and increased, respectively, by 
S(t) for t 3 0. We define two “Liapunov Operators”: 
P(x) = minimal supersolutin above x, 
J’(x) = maximal subsolution below x. 
In Section 2 we show that the first of these operators decreases and the 
second increases along trajectories. The terms “increase” and “decrease” are 
meant with respect to the order in X and so V and _V are bonalide exten- 
sions of the concept of Liapunov functions. We then impose further restric- 
tions on S(t), namely, we require that if y E o(x), the w-limit set of x then 
o(x) = w(y). In other words o-limit sets are minimal sets of the flow (see 
[NS] ). One way of assuring this is to assume that trajectories are Liupunou 
stable, that is, for all E > 0 there exists 6 > 0 such that l[xi - xZll < 6 implies 
IlS( t) x, - S(t) .Y~J/ < E for all t > 0. This is trivially the case for contraction 
semigroups. 
Our main abstract result is the following extension of the LaSalle 
Invariance Principle: 
THEOREM. Let X and S(t) be as above. Let c1 </I be sub- and super- 
solutions, respectively, and let p be such that CI < p < 8. Assume that the orbit 
Y(P)= iS(t)p: t30) is relatively compact. Then 
v takes only one value, 4, on o(p) and 
_V takes only one value, 4 on o(p). 
Moreover, 4 and q are equilibria, that is, S(t) 4 = S and S(t) q = q for all 
t 3 0. 
This abstract result is suitable for establishing stabilization for a certain 
class of parabolic equations and in Section 3 we consider some 
applications. The first is to a uniformly parabolic equation (which 
generates a strongly monotone flow): 
in 52 for t>O (1) 
au 
I!v=O on f3Q u(x, 0) = uo(x) in Q, 
where Sz is a smoothly bounded domain in KY’. Under hypotheses which 
guarantee that (1) generates a contraction semigroup on L2(Q) we show 
that bounded orbits stabilize as t -+ + co, that is, the o-limit set of such an 
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orbit is a single equilibrium. More generally, we note that precompact 
orbits of strongly monotone contraction semigroups on a Hilbert space 
stabilize. This result was obtained by M. Hirsch [Hi] with a completely 
different method. 
To introduce another class of applications we next consider the problem 
u/ = c(u,r + u?u - 1) K1.x for t30, O<x<l (2) 
with boundary conditions 
(u.,)“+zP(u- 1) V,=O at x=0, 1. 
Here V= V(x) is a specified potential (see Fig. 1). Using the abstract 
results and a technique developed for a general class of degenerate 
parabolic equations (not strongly monotone) we prove the following: 
THEOREM. Let u0 E L”(Q), Q = (0, 1 ), u0 b 0. 
(i) !f 0 < cI < 2m - 1 then u(., t) = S(t) u0 converges in C’(Q) to an 
equilibrium as t -+ co. 
(ii) Zf a > 2m - 1 then s qU < 00, where q,, is the minimal unbounded 
equilibrium, and any solution with J u,, 3 j q,, becomes unbounded in LSas 
t-co. 
Equation (2) has the following features that identify a broad class of 
problems: 
(i) it generates a contraction semigroup on L’, 
(ii) it conserves the integral, 
(iii) it does not possess a conventional nontrivial Liapunov 
functional, 
(iv) it is not strongly monotone. 
Equation (2) is related to the Gurtin-Pipkin equation (see also [SKT]) 
Uf = Cu(u + Vxl, = tcaxx + (UV,), (3) 
that arises in a biological context. Stabilization for a class of equations 
modelled after (3) is established in [BH, BGHP] by different methods. 
That work provided some of the motivation for the present paper. 
Finally we consider the general equation 
u, = Cab, u, d(u),) + b(x, u)lx for O<x<l and t>O; 
4x, u, 4(u),) + b(x, u) = 0 at x=0, 1, and t>O; (4) 
44 0) = uo(x) in [0, 11. 
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Under appropriate hypotheses on a and 4 that include as special cases 
the operators 
4x3 4 $(u),)= (Mm-’ U1.T (porous medium) 
(m-Laplacian), 
assuming regularity, we establish stabilization for bounded solutions. In 
addition to the Invariance Principle our method relies on the set of 
equilibria having a certain but fairly general structure which is present for 
(2) and (3) (see Types T, and T, in Section 3). In the Appendix we develop 
the necessary regularity properties of the solutions to (4) when a and b 
have a prescribed form general enough to include Eqs. (2) and (3) and a 
case where a is the sum of the porous medium and m-Laplacian operators. 
1. DEFINITIONS 
Let X be a Banach space with a partial order defined by a cone, K, that 
is, a closed convex subset of X such that (i) ax E K whenever a > 0 and 
XE K, and (ii) Kn (-K) = (0). We shall use some of the notation and 
results found in Krasnoselskii [ Kr] (see also Amann [Am]). The order is 
given by y > x if and only if y - x E K. A set, S, is said to be order bounded 
if and only if there exist elements y, z E X such that y > x > z for all x E S. 
Assume 
(I) K is regular, that is, order bounded monotone sequences 
converge in X. 
(II) K is minihedral, that is, given x, ye X there exists ZE X such 
that z<x, z<y and if w<x, w<y for some wEX then w6z. We write 
z = inf(x, y). 
(III) There exists a strictly monotone functional, J, on X. That is, J 
satisfies 
y3x and y #x implies J(y) >J(x). 
Remark. If X is separable then there exists a continuous linear 
functional, L, such that L(x) > 0 for all XE K\(O), so (III) holds 
(see [Kr]). 
Remark. If X is a space of real valued functions and K is the cone of 
functions which are nonnegative then, if we do not impose more than 
Lipschitz continuity, (II) is satisfied, the greatest lower bound of two 
functions being their pointwise minimum. If X= Lp for some p 2 1, then K 
is regular. 
STABILIZATION OF SOLUTIONS 367 
Let S(t) be a semidynamical system on X, that is, a one parameter family 
of maps from X into itself parameterized by t E R + and satisfying the 
axioms 
(a) S(t): X + X is continuous for each t b 0, 
(b) S(t+r)f=S(t)S(r)ffor t30, ~20, andfEX, 
(c) S( .)f: [0, co) -+ X is continuous for each f~ X. 
We assume in addition that S(t) is order preserving, that is, it satisfies 
(d) f<g+S(t)fdS(t)g for t>O. 
Following Matano [M] and Amann [Am] we give the 
DEFINITION 1.1. An element f E X is called a supersolution if S(t) f <f 
for all t >, 0 and a subsolution if S(t) f 3 f for all t 3 0. 
DEFINITION 1.2. For p E X let Z’, = {p E X: p bp and p is a super- 
solution} and CJ,, = {p E X: p dp and p is a subsolution}. 
From this definition one can easily show 
(e) inf(x, y) E C, if x, y EC, and sup(x, y) = - inf( - x, -y) E (T~ if 
X,L'ECT/). 
In the following we say that u is a minimal element of a set S provided u E S 
and u < v for all v E S. 
LEMMA 1.3. If C, is not empty, then it contains a unique minimal 
element. If op is not empty, then it contains a unique maximal element. 
Proof: Suppose that C, # 0. Let J be as in (III) and for u E C, define 
m(u)=sup{J(u)- J(v): OEL,,, udu}. 
Note that m(u) > 0 by (III). Also for u E 2, 
J(u) -J(v) <J(u) - J(p) 
and so m(u) d J(u) -J(p) < cc. Observe that if u is not minimal in 2, then 
by (II) and (e) there exists WCC, such tht O= inf(u, w)E..Z~ and V#u. By 
(III) J(V) <J(u) and therefore m(u) > 0. 
Let u0 E .ZP be arbitrary and select a sequence { u,}zZO recursively by 
choosing U, + , such that 
(i) 2.d fI+lGU,% 
(ii) Un+l EZp, 
(iii) J(u,) - J(u,+ ,) 2 fm(u,). 
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Since J(u,)--J(u,,+~)+J(u,+, )-J(v)=J(u,)-J(u)dm(u,) for each 
v E C, with v 6 u,, + , , we have that 
$m(un) + m(u,+ 1) d m(u,). 
It follows that 0 < m(u,+ ,) Q $m(u,) and so m(u,) + 0 as n + co. 
BY (I), lim,,, x u,, exists; call it 24,. Since 
P G u” and s(t) u, d u, 
for each t 2 0 and all n 2 1, using the facts that K is closed and S(t) is 
continuous we find 
p6u, and S(t) u, < u,. 
This means that U, E C,. If u ~ is not minimal then m(u,) >O. Since 
u, GM, we have 
for all u E .Z:, such that u 6 u,. 
Thus O<m(u,)<m(u,) for all n. This contradicts the fact that 
m(u,) -+ 0 as n -+ cc and so proves that Zp has a minimal element. 
If x and y were distinct minimal elements of Z, then by (e) 
z = inf{x, y} EC, would be strictly smaller (in the order on X) than either 
x or y, contradicting minimality. This establishes that part of the lemma 
concerning C,. The proof of that part concerning crp, which we omit, is 
similar. 
DEFINITION 1.4. The upper Liupunou operator, 7, is given by 
dom P= {p~X:2’~#@} 
V(p) = minimal element of 2,. 
The lower Liapunov operator, _V, is given by 
dom_V= {pEX:o.p#@} 
_V( p) = maximal element of cr,. 
Remarks. (i) The technique used in the construction of r and _V is 
from the unpublished work [CFP]. 
(ii) Even in the simple case where S(t) is the semigroup determined 
by the heat equation with homogeneous Dirichlet boundary conditions, 
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acting in X= L’(Q) for some bounded domain Sz, B is nontrivial. In that 
case if p is a function with compact support in 52, it can be shown that 
F(p) coincides with the solution of the obstacle problem [KS]. 
2. THE INVARIANCE PRINCIPLE 
As may be anticipated from their names, these Liapunov operators have 
a certain monotonicity along trajectories. Our results will be stated for V, 
however, analogous statements are true for _V. In this section we shall 
denote V by V. 
PROPOSITION 2.1. Let u E dom V, then for t > 0, 
S(t) uEdom V and v(s(t) u) < V(u). 
Proof: Since u E dom V there is a supersolution q with u d q. Since S(t) 
is order preserving S(t) U< S(t) q<q. Thus we see that @#C, c ZSCrju 
and so S(t) u E dom V. 
Now, u< V(u), by definition. 
By (d), for t > 0 
S(t) u 6 S(t) V(u), 
d V(u), 
since V(u) is a supersolution. By minimality, V(S(t) u) d V(u). 
DEFINITIONS 2.2. (i) The orbit or trajectory of u E X is the set 
y(u)= (S(t)u: t30). 
(ii) y(u) is called Liapunou stable if for any E > 0 there exists 
d=d(~)>O such that IIu-011 ~6 implies IlS(t)u-S(t)ull <E for all tb0. 
Note that contraction semigroups produce Liapunov stable orbits 
trivially. 
(iii) The w-limit set of u is 
w(u)={u~X:u= lim S(t,)z4forsomet,-+cc}. 
n-cc 
This brings us to our main abstract result: 
THEOREM 2.3 (The Invariance Principle). Let UE dom V. Suppose y(u) 
is relatively compact and bounded below. Suppose that the trajectory through 
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any point of w(u) is Liapunov stable. Then V takes the same value on o(u) 
and that value is an equilibrium, i.e., it is fixed under S(t) for all t > 0. 
Proof Step I: Z~VEO(U) then o(v)=o(u). 
Vertf?cation. Clearly, w(v) c w(u). Let w  E w(u), then for two 
sequences s,,, t,, + cc as n -+ 00 we have u = lim S(s,) u and u’ = lim S(t,) u. 
Choose a subsequence {t,,,} of {t,,} such that ri= tn,-sj+ cc as j-+ co. 
Note that 
I1S(rj)V-W’ll d IIS(Tj)U-S(Tj)s(sj)ull + IIS(Tj+Sj)U-Wll. 
The first term on the right approaches zero by Liapunov stability and the 
second does so because TV + si = t,. Thus, w  E o(u) and since w  E w(u) was 
arbitrary, we are done. 
- . 
Note that the compactness of y(u) implies w(u) # $3. 
Step II: o(u) c dom V and V takes the same value on w(u). 
Verification. Let v E w(u) and let {s,} be such that s, + co and 
S(s,) u + v as n + a. As in the proof of Proposition 2.1 we have S(s,) u d q 
for any supersolution q with u < q. Since K is closed, letting n + co gives 
u<q. Thus, we have @ # C, c Z, for all v E O(U) and, hence, 
o(u) c dom V. 
Now suppose that w  is another element of O(U) and let {t, > be chosen so 
that t,, -+ 00 monotonically and S(t,) v + w  as n -+ co. By Proposition 2.1 
{ V(S( t,) v) > is nonincreasing. Also V( S( t,) u) B S( t,) v E y(u) which is 
bounded below. Assumption (I) (Regularity) on K implies that 
1% - x V(S(t,) v) E q0 exists. By the continuity of S(t) for each t Z 0, we 
see that q0 is a supersolution. Also V(S(t,) v) > S(t,) v implies that q0 2 w. 
The last two observations imply that q,, 2 V(w). We have 
V(v) = V(S(0) v) b V(S(t,) u) 2 qo > V(w). 
Since u and w  were arbitrary elements of o(u), symmetry shows that V 
takes on only one value on o(u), namely qo. 
Step III: q. is an equilibrium. 
Verif?cation. From the above, for any u E o(u) we have V(v) = qo. 
By definition of V, v < q. and by (d) S(t) v < S(t) q. for t 2 0. But w(u) is 
positively invariant so q. = V(S(t) v) and since q. is a supersolution 
V(S(t)qO)=S(t)qo<qo. It is easy to see that a,bEdomV and a<b 
implies that V(a) < V(b) and so we have V(S(t) v)< V(S(t) qO). Putting 
these observations together yields 
40 = US(t) u) G V(S(t) 40) = S(t) 40 G 40 for all t 3 0. 
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This shows that S(t) q. = q. for all t B 0 and completes the proof of the 
theorem. 
Remurk 2.4. Under the hypotheses of Theorem 2.3, to establish the 
stabilization of u it is now sufficient to show that o(u) consists of equilibria 
(or just supersolutions) since these remain fixed under V. This argument 
actually shows that o(u) is a single equilibrium provided (a) w(u) contains 
a supersolution 4 and (b) 4 < u for all u E w(u). 
3A. AN EXAMPLE WITH STRONG MONOTONICITY DUE TO HIRSCH 
Consider 
au 
- = Au +g(x, u) at onQx(0, co) 
au 0 -= av onaQx(O,co) 
4-G 0) =4)(x) on G?, 
(3.1) 
Sz E [WN, a smooth bounded domain, 
where aO( .) E C’(Q), 6( .) E Co(Q), g is Holder in x and Lipschitz in u, and 
a/& is the derivative operator along an outward-pointing vector transverse 
to XI. We assume that there are real constants c,, cq such that c2 > cI and 
‘dx, c,)>O>g(x, c,), XESZ (3.21 
and also for all y in [c,, c2] 
(3.3) 
where I, is the maximal eigenvalue of A, real by the Krein-Rutman 
theorem. 
505:73,2-12 
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The Setting 
(3.1) generates a semidynamical system on X-L2(Q) (see [HI). 
Inequality (3.2) implies via the maximum principle that the order interval 
cc,, c,l= {q(~)EL2(Q):cl 6q6c,}, with the natural ordering, 
is positively invariant and (3.3) implies that (3.1) generates a contraction 
semigroup on [c, , c2]. The strong maximum principle and regularity 
theory [H] imply that if t > 0, u0 6 uO, and u0 & uO, then 
s(t)u,-s(t)o,EIntC”+(Q), (3.4) 
where C”‘(Q) = {,c Q -+ R! is continuous and f 30 on a}, with the 
uniform topology. 
The property expressed in (3.4) is strong monotonicity. We write 
PROPOSITION 3.1. Every solution of (3.1) with u. E [c, , c2] converges as 
t -+ + CO, uniformly on fi to an equilibrium, that is, a time independent 
solution of (3.1). 
Proof The regularity theory in [II] implies that the set 
{S(t)u,: l2T>O) 
is relatively compact in C’(6) hence in L2(Q). Let UEO(U~). By 
Theorem 2.3 
P(S(t) u) = q, Y(s(t) 0) = 9, (3.5) 
where 4 and q are equilibria. By strong monotonicity 
unless u coincides with one of the equilibria (in which case we are done). 
Since S(t) is a contraction on a Hilbert space, by a well-known fact, the set 
of equilibria is convex. Therefore 
91=~g+(l-W with A E (0, 1) 
is an equilibrium. By choosing A sufficiently small we can achieve for some 
fixed t > 0, 
S(t)u<ql+q (3.7) 
which contradicts the minimality of S (cf. (3.5)). Therefore u is an 
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equilibrium and since u was arbitrary in o(uO) this set is a singleton (see 
Remark 2.4). 
Remarks 3.2. Proposition 3.1 was established with completely different 
methods in [Hi]. 
An abstract version of the proof of Proposition 3.1 establishes 
stabilization of relatively compact orbits of a strongly monotone contrac- 
tion semigroup S(t) if X is a strictly convex Banach space. On the other 
hand strong monotonicity is important, as can be seen from the following 
counterexample.’ Consider [w3 and take a straight line L through the origin 
which we may identify with the X, axis. Let P be the orthogonal projection 
on L and introduce the cone 
c= {x: Px20, lPxl3 lPlx[}. 
Finally define the semigroup S(t) to be rotation by t radians about L. It is 
easily seen that S(t) is only weakly monotone and contractive and that 
given x in [w3, P(x) and Y(x) are well defined. All our abstract hypotheses 
are verified (take J(x) = Px). On the other hand the only convergent orbits 
are the ones corresponding to the equilibria (points of L). 
For information on convergence for contraction semigroups in general 
we refer to [Pa]. 
3B. AN EXAMPLE ON L’ WITHOUT STRONG MONOTONICITY 
Consider 
u, = C(~.Jrnl.x + CuYu - 1) K1.r on (O,l)x(O,oo) 
(U,)m + zP(z.4 - 1) V, = 0 on (0, 1> x (O,~J) (3.8) 
u(x, 0) = 4)(x) 2 0, u()( .) E L”(0, 1). 
We take m > 1, ~12 m and V a C2 function with a graph as in Fig. 1. 
If q is a nonnegative C’ function satisfying 
(4.x)“+4a(4- 1) K=O on PAlI 
then S(t) q = q where S(t) is the semigroup on L’(0, 1) associated with 
(3.8). Let q,, be the minimal unbounded equilibrium. 
The Setting 
Let X= L’(0, 1) with the natural ordering. By the results in the Appen- 
dix (3.8) generates a semigroup S(t) that is a contraction on L’(0, l), order 
’ We are indebted to Professor M. Hirsch for this. 
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Equilibria Potential 
FIGURE 1 
preserving, and conserves the integral. Moreover the abstract semigroup 
solution satisfies the equation in the sense of distributions and equilibria 
are C’ time independent solutions of (3.8). Furthermore, for a < 2m - 1 the 
orbit 
{S(t)u,: tar>01 
is relatively compact in C’[O, 11. 
THEOREM 3.3. (i) If u < 2m - 1, then u( ., t) converges in C’[O, l] to an 
equilibrium as t + 00. 
(ii) If c1> 2m - 1, then { qU < 00 (see Fig. 1) and any solution with 
j u0 3 l q,, becomes unbounded in L” as t + co. 
Note. (a) The case u = 2m - 1 has been settled by C. Grant who 
showed global existence and boundedness. 
(b) We have recently shown in [AB] that in case (ii), solutions blow up 
in finite time. 
Proof of Part (i). Since we have a contraction semigroup, for 
stabilization it is sufficient to establish that the w-limit set consists of 
equilibria. For the convenience of the reader we first treat data for which 
an a priori L” bound can be established by means of comparison. 
Step I: uO<qU. Let 5 E o(uO). We will assume that r is not an 
equilibrium and we will reach a contradiction. By Theorem 2.3 for t > 0 
P’(S(t) 0 = 4, Y(s(t) 0 = 42 
where 4, q are fixed equilibria. Moreover v, _V take these values on o(uO). 
Even though it is not essential for our argument to separate cases we 
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note that by the continuity of [,T, near any point where 5, # 0, the equation 
is nondegenerate and so using the distribution of the equilibria (Fig. 1) and 
the strong maximum principle we can conclude that necessarily 4 and q 
make a degenerate contact with 5. We consider a typical case where 
0 d 5 < 1, 5 contacts S where 4 = 1 and contacts q where q = 0 (Fig. 2). This 
case serves to demonstrate the general argument which will be given in 
Section 3C. 
To reach a contradiction it will be sufficient to show that 5 under 
the action of s(t) will move below an equilibrium lower than 4. For 
comparison purposes define a C’ function 
1 transverse to the equilibria crossed p(x)= - on P,x,l 4(x) on Lx,, 11. 
See Fig. 2 and refer to Section 3C for a more detailed description. 
By construction we have 
(P.,)” +JJ”(p - 1) v, 9 0. (3.9) 
Let 
and note that w  satisfies 
w,= Iw.,,l’n-’ w  x.x + (w,Y(w, - 1) vx 
w(0, t) = 0, 41, f)=J-’ s(f)p=j;p 
(by conservation). 
(3.10) 
FIGURE 2 
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Therefore by adapting a classical result on subsolutions found in [Sal 
w(x, t) is monotonically increasing in t for fixed x. Since w(x, t) is bounded 
it converges to some function w(x) as f + co. It is easy to see then that 
S(t) p converges as t -+ co (in C’(Q)) to an equilibrium q. Since 
this equilibrium has to lie below j (see Fig. 1). On the other hand, 
and so the desired contradiction is reached. 
Step II: Relaxing uo< q,. Since u. is in L” and CI <2m - 1 by 
LemmaA2, lu(., t)l,,<C. Letf(u)=u”(u-1) for lul<C+l and extend 
this function in a positive smooth and bounded fashion, 1 on R+. Note 
that the equilibria of the new system do not blow up for finite x and so the 
hypothesis of Step I is verified. Therefore, by the argument in Step I, u(x, t) 
stabilizes to some equilibrium q, 
(4Y)” +f(d v, = 0. 
Hence q d C and so q is an equilibrium solution to (3.8). 
Proof of Part (ii). Note that near the blowup point x= 1, qu satisfies 
essentially an equation of the form 
Therefore 
qJx)= (1 -x)i’+A^), 
cc+1 A=- 
m 
and so if c1< 2m - 1 the “mass” of qu is infinite. A consequence of this is 
that in this range there are bounded equilibria of arbitrarily large mass. On 
the other hand if a > 2m - 1, qu has finite “mass.” If lu( ., t)l Lm is uniformly 
bounded, by the proof of (i) above, the solution has to converge to a 
bounded equilibrium of (3.8), an impossibility by conservation since all the 
bounded equilibria have mass less than that of qu due to the ordering. 
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Note. From Fig. 1 one can see that the integral does not uniquely 
determine the equilibrium. 
3C. THE GENERAL THEOREM FOR A CLASS OF 
EQUATIONS IN DIVERGENCE FORM 
Consider 
u, = C4A 4 i(u),) + K? u)l.x, O<x<l, t>o 
4x, u, d(u),) + 4% u) = 0 at x=0, 1, t>O (3.12) 
We assume 
(Hl) a is continuous and q5 is C’. 
(H2) u(x, u, .) and q5 ure strictly increasing. 
(H3) 4x, U, 0) = 0 = d(O) and u(x, U, u) -+ + co us u -+ f CO. 
Remarks 3.4. (i) We could consider the more general situation where 
u(x, u, u) = g(x, U) A(x, U, u) and b(x, U) = g(x, U) B(x, U) with A satisfying 
(Hl)-(H3) and g continuous nonnegative and zero exactly on a set of 
the form {(x,u):xE{~~}~,,)~{(x,u):u=~~(~), l$i<m), where the 
functions {h ;}y! r are Lipschitz continuous. We would simply work on each 
fixed interval [x,~, xl+ I 1, 0 <j 6 n, where x,, = 0 and x, + , = 1. The curves 
u = h,(x), 0 < idm, are just additional equilibria and do not create any 
difficulties. 
(ii) Several important operators are included in (3.12) for instance: 
Taking a(x, U, a) = u and 4(u) = 1~1~~ ’ U, n > 1, gives the porous medium 
operator. 
Taking u(x, U, u)= Ial”-’ v and b(u) = U, m > 1, gives the m-Laplacian. 
Taking u(x, U, U)=P IV]“-’ u+vn ]u~‘~‘u and ~(u)=u gives the sum of 
the previous two. This is provided that weak solutions are sufficiently 
smooth that (l~(~~‘U),=n 1~1~~’ u,. 
In the following we describe our method for showing that w-limit sets 
consist of equilibria. Our aim is not to delve into questions of regularity, 
existence of the semigroup, etc.; these questions are answered in the Appen- 
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dix for some model cases. Therefore, we assume that (3.12) generates an 
order-preserving semigroup, S(t), on L’(0, 1) which conserves the integral, 
and that L”-bounded orbits are relatively compact in C( [O, 11). We also 
assume that the semigroup solution with L” initial data satisfies the 
equation in the sense of distributions and has appropriate regularity 
properties and in particular the semigroup equilibria are weak time 
independent solutions of (3.12) 
LEMMA 3.5. Suppose that p is continuous and piecewise continuously 
differentiable and satisfies 
4x, P(X), &P(X)),) + b(x, P(X)) 3 0 (3.13) 
and 
P(X) 6 q(x) 
for all x E [0, 11, where q is an equilibrium and derivatives are interpreted 
from the left and right. 
Then p stabilizes, that is, o(p) = { 9) where 4 is an equilibrium. 
ProoJ: Define 
vob) = [; P(Y) dy 
and 
4x, t) = ; (S(t)p)(y) dy. i 
Then v satisfies 
0, =4x, 0, &Y~),) + &x9 0,) O<x<l, t>O 
v(0, t) = 0, 41, t)=P=j-)4L.)dx t>o (3.14) 
v(x, 0) = Q(X). 
Note that conservation of the integral was used for the boundary condition 
atx=l.Now 
4x, uox, 4(~o,L) + b(x, uox) = 4x, P, d(p),) + bk P) 2 0 on [0, 11. 
By adapting a well-known result in [Sal (see the Remark 3.7 below) we 
deduce that v(x, .) is nondecreasing for each XE [0, 11. 
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Since v(x, t) d j; q(y) dy we conclude that lim,, 33 u(x, t) exists; call it 
u,(x). Since orbits for S(t) are compact in C( [0, 11) we have w(p) # (21. If 
q~ o(p) then for some unbounded increasing sequence {tn}, 
u,(x)= lim n-x, j~wn)P)(Y)riy= j)YWY. 
This implies that u, is C’ and 4 = vb,. Thus we see that 4 is unique and 
o(p) = {q}. Since the o-limit set is invariant, Q is an equilibrium. 
Remark 3.6. A similar result holds when both inequalities in the 
statement of the lemma are reversed. 
Remark 3.7. Following the proof of Theorem 2.5.1 in [Sa] one has the 
result: If w  satisfies 
w, = w,, + b(x, wx) 
w(0, t) = 0, w(1, t)=w 
4% 0) = we(x) where wO,, + b(x, war) > 0 
then for each x E [0, 11, w,(x, t) > 0. 
The idea of proof is to take the derivative with respect to I in the 
equation and use the Maximum Principle. For degenerate equations some 
additional care is needed. One approach is to regularize the equation, as is 
done in the Appendix, by perturbing the operator into one which is strictly 
parabolic, prove the desired result for the perturbed equation, and then 
deduce the result for the given equation. 
Now we give conditions on the distribution of equilibria for (3.12) which 
allow the use of the previous lemma to deduce stabilization of all trajec- 
tories. 
DEFINITIONS. We say that the equilibrium equation 
4-c 4 $Hu),) + Hx, u) = 0 O<x<l (3.15) 
is of 
Type T,. If no two equilibria agree at two points of [0, 1 ] 
and of 
Type T2. If whenever q < Q are two equilibria which agree at two 
points, CI < p say, of [0, 1 ] then there is an equlibrium g with q < 4 < Q and 
satisfying: If 4 is a distinct equilibrium with either 4 < 4 Q Q or q < ij < Q on 
[cr, fi] then 4 = q < Q or, respectively, 4 = q > q on an open subinterval of 
C% bl. 
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FIGURE 3 
Remark 3.8. To visualize “Type TT equations we may say that if two 
solutions agree at two points then we allow at most three initially distinct 
solutions to emanate from one of these points. Thus we do not allow the 
situation depicted in Fig. 3 but we do allow that in Fig. 4. For instance in 
the case that (3.15) is 
u,~ = 3( l/2 -x) u”~, 
then Q(x) = [a - ($ - x)*]~/* = -q(x) and g(x) = 0 fit the definition. 
THEOREM 3.9. Under the assumptions of this section if (3.15) is of type 
T, or type T, the solution to (3.12) with USE L”(0, 1) stabilizes, provided u0 
is bounded below by a subsolution and above by a supersolution. 
Proof. Let [ E o(uO), q = I’(l), and Q = P(t). Suppose that 5 is not an 
equilibrium, then q < 4 6 Q and q & Q. By taking a subinterval if 
necessary, we may assume q < Q on (0, 1). 
Type T,: Case 1. q(l)<{(l). 
I > 
FIGURE 4 
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For E > 0 small and fixed define 
i 
4(x) 
p(x)= 4-‘(M(x- 1 +e)+#(q(l-&))) 
on [0, l-s] 
on [I -E, 11, 
where M = max{&r(x)),: q 6 r 6 Q and r is an equilibrium} and E is so 
small that p < 5 on [ 1 -E, 1 ] (see Fig. 5). 
The point is that p is constructed to be a continuous, piecewise C’ 
function which is transverse to the vector field defined by (3.15), that is, p 
satisfies (3.13). To see this fix x, E (1 - E, 1) and consider the point 
(x1, p(xl )). There is some equilibrium r passing through this point and 
satisfying q 6 r 6 Q. At x, we have d(p), = M> b(r), and so 
44 P, #(PM + Nx, P) 3 4x, p, d(r),) + W, P) 
= a(x, r, d(r),) + b(x, r) = 0. 
at x1. Since x1 E (l-s, 1) is arbitrary (3.13) holds. From Lemma 3.5, p 
stabilizes to an equilibrium 4. By comparison we have 
q<q<t for all [E w( 5). 
Also 4 # q since fh 4 = f: p > f; q by conservation and construction. This 
contradicts the fact that 4 < _V([) = _V((w(t)) = _V((o(uO)) = q. 
The cases Q( 1) > 5( 1 ), q(0) < 5(O), and Q(0) > ((0) are similar and are 
omitted. 
Type T, : Case 1. Assume that there is a point x0 E (0, 1) with 
(S(t) 5K%) =4(x,) for all 2 2 0. 
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Fix e > 0 small and let 
I 
Q(x) on [0,x0--s] 
p,(x)= 6’ 
\ 
C((~(~,,+&))~E~(Q(X,-&))I ~x~x,+E~+c~Q~xo-s)) 
l on [x0-&,x0+&] 4(x) on [x,+8, l] 
! 
4(x) on [0, x0-&] 
Pz(x)= 6’ 
Cd(Q(xo +4)2; 4(&o -&))I tx -xg + EJ + 4(qtxo _ Ej) 
Q(x) 
(see Fig. 6). 
on [X0-E,Xo+E] 
on [x0+&, l] 
The requirement on E is that p, and p2 are transverse to the vector field 
determined by (3.15) in the sense that on [0, I] 
4x5 PI, d(P,lx)+& PI) GO 64x9 P2, d(P2M + w? P2h 
where left and right sided derivatives are taken at x,f E. We also require 
p, 2 < on [0, x,] and p2 2 < on [x,, 11, which holds for E small. 
By Lemma 3.5 we know that w(p,)= {ql} and w(p2)= {q2} where q, 
and q2 are equilibria. 
Fmm~ 6 
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Not only this but from the proof of Lemma 3.5 we actually have that 
s Kg (S(t)P,)(Y) 4 is nonincreasing in t 0 
and 
s ’ (S(t)P*KY) & is nonincreasing in t. x0 
Since 
and 
and 
we have ql, q2 d Q on [0, l] with q, & Q on [0,x,] and q2 & Q on 
cxo, 11. 
Because (S(t) 5)(x0) = 4(x0) is fixed for all t > 0 we find that on [0, x0], 
s(t) 5 coincides with S(t) [, where 
4,= ; 
i 
on CO, x01 
on [x0, 11. 
Similarly, on [x0, 11, S(t) 5 coincides with s(t) t2 where 
52= ;1 
on CO, x01 
on [x0, 11. 
The forgoing uses some mild regularity of solutions which was assumed to 
hold from the outset. Let [E w(5). 
Since P,>tr and p22t2 we find that q,8[ on [0,x,] and q2>[ on 
[x0, 11. Now suppose ql(xo) < q2(xo), then 
q(x) = maxiql(x), 92(x)) on CO, x01 
4*(x) on [x0, 11 
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is an equilibrium which satisfies 
But this contradicts the fact that [EO(<) =o(r+,) and so V((g) = Q is the 
minimal equilibrium greater than t. If qi(x,,) 2 q2(x,) taking 
- 4,(x) 
‘- max{q,(x), q2(x)) i 
on CO, x01 
on Cx,, 11 
provides a contradiction. The result is therefore established in this case. A 
similar argument can be given for the case where (s(t) <)(x0) = Q(xO) for 
all t > 0, for some x0 E (0, 1). 
Case 2. Let q be as given in the definition of “Type T2.” Since 5 is 
not an equilibrium, there exists XE [0, l] such that q(X) < t(X) < Q(i). 
Since q 6 4 < Q it follows that either q(X) > q(X) or q(X) < Q(x). We shall 
assume that the second alternative holds; the analysis for the other alter- 
native is similar and will be omitted. 
Let U = max{ 5, G}, then U is continuous, @ d fi < Q, and (I f Q on [0, 11. 
Let W ECU(G), then W < Q and W # Q because j: ii <jh Q. Furthermore 
t < U < Q implies that V(G) = Q so W is not an equilibrium, nor can o(W) 
contain any equilibrium. 
Let q, = Y(G) and let q2 be another equilibrium such that q, < q2 < Q 
with q1 f q2 & Q. Since q2 = 4 on an open subinterval of [O, 11, by 
definition of T,, and since g 6 q1 6 q2, there must be an open subinterval, 
Z, of [0, l] on which q2 = q, (see Fig. 7). 
A 
Xof2E 
x 
xO 
XO+E 1 
p 
FIGURE 7 
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Take I to be maximal with this property. Since q2 f q1 on [0, l] either 
the left or the right endpoint of I lies in (0, 1). Assume the latter and call 
this endpoint x0. By the definition of Tz it is possible to ensure that 
Q(xO) > q2(x,) = ql(xo). By Case 1, since o(W) contains no equilibrium, 
(s(t) *)(x0) 8 4,(x,) for some t >O so there is no loss of generality in 
assuming that W(xO) > 4,(x,) = 4*(x,). For E > 0 and small define 
q,(x) on [0, x,] u [x0 + 2s, 11 
q2(x) on [x0, x0+ 4 
P(X) = 
4-f 
[$(q,(x,+2&))--(q*(xo+&))l (X-Xo-E)+4(q*(x 
0 
+E)) 
& 
on [x,+E,x~+~~]. 
By continuity, E may be chosen so small that on [0, 11, p< W and 
4x, P, d(p),) + b(x, P) d 0 (see Fig. 7). 
By Lemma 3.5 we know that p stabilizes, that is, w(p) = {q3} where q3 is 
an equilibrium. Since q1 dp d W we have q1 < q3 ,< J’((w(W)) = q,. But then 
14, < J p = 1 q3 provides a contradiction. This completes the proof of the 
theorem. 
APPENDIX 
We give a brief introduction to the regularity theory omitting most 
proofs. We consider the model equation 
ut = {raJrn + v(u”L + N-7 4>x in (0,1)x(0, co) 
0 = p(u., y + v( z4yx + b(x, 24) on IO, 1> ~(0,~) (Al) 
u(x, 0) = uo(x) E L”(0, 1). 
For brevity we write up for (~1 P ~ ’ u. 
Assume that p, v > 0 with p* + v2 # 0 and that m, n > 1 are real numbers. 
Assume that b is locally Lipschitz continuous in (x, U) and satisfies the 
growth condition 
IW, u)l G cl + ~2 Id4 
where 
q<2m if p>O 
and 
q<n+l if p = 0. 
We will denote (0, 1) by IR and Q x [0, t] by Q,. 
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Definition of Solution 
u: [0, a] -+ L’(Q) is a weak solution of (Al) if 
(i) u~C([O,t];L’(SZ))nL”(Q,)forall t~(O,co), 
(4 Jo, J l~,l~+ l < co if p > 0, and Sal l 1 (u”),/ 2 < cc if p = 0, 
(iii) JQ u(t) W = jQ uolclo + jQ,j i@, - Mu,)” + VW, + 
b(x, u)]$.,} for all ij E C’(Q), t > 0. 
We will be working with the regularized version of (Al), 
U&(X, 0) = u,(x), with the zero flux condition on the boundary. 
Here g,(z) = z(z’ + .s)(“- l)j2, dE(z) = zn + EZ, where E > 0. 
LEMMA Al. Let 1.4’ be a classical solution to (A 1 ),. Then 
and 
’ V 
1.r 
c~&ox12 < C(t), 0 a 
where C is independent of E. 
Proof In the case p > 0, multiply by u’, integrate by parts, and use the 
fact that U’ is bounded on Sz x [0, t]. In the case that ,n = 0, multiply by 
((u’)” + EU’) and integrate by parts. 
LEMMA A2. Let ue be a solution to (Al), with q < 2m ifp > 0 (q < n + 1 
if p=O). Then 
IuC(x, t)l <M-c 00, (AZ) 
where A4 is independent of E. 
The proof of Lemma A2 is a suitable variation of Moser’s iteration 
technique in the vein of [Al], and it will appear elsewhere. Notice that 
(A2) cannot be obtained in general by a comparison argument as is evident 
from the example in Section 3B (take u. not to lie below qu). The same 
example shows that (A2) fails in general for q > 2m (q > n + 1 if p = 0). The 
equality cases remain open. 
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LEMMA A3. Let uE be a solution to (Al ),. 
(i) If u = 0, v > 0, then for every t > 0 and T > z there exists a con- 
tinuous function w, such that w,(O) = 0 and 
l~“(xl,tl)--““(x2~t2)l~~,(lx,-~21+ltl-t*l”2) 
for all (x ,, t,), (x,, t2)ED x [z, T]. The function w, does not depend on E 
and T. 
(ii) If u > 0 and v = 0, then for every z > 0 and T> z there exists a 
continuous function w, such that w,(O) = 0 and 
14(x ,~~,~--uC,~~*~~*~l~~,~l~,--x,l+I~,--t,l”2~ 
for all (xl, tlL (x2, t2) E a x [z, T]. The function w, does not depend on E 
and T. 
Remark. (i) above follows from the a priori bound (A2) and a result 
of DiBenedetto in [Di]; 
(ii) follows from (A2) and results of Weigner in [WI. 
The a priori estimates above suffice for associating a contraction 
semigroup to (Al) with the desired compactness properties for the case 
when either p or v is zero. This can be done by defining 
u(t) = S(t) u0 = lim S,(t) u0 (in L’), 64% E-0 
where S,(t) u. = U&(X, t), the solution to (Al),. It follows that for 
uo, uo 6 L”(Q) 
(a) IIs u. - s(t) uoll L1cRJ d Ilug - ~~11 LlcQj (contraction), 
(b) u,>v,*S(t)u,3S(t)v, (comparison), 
(cl jn S(t) uo = jn uo (conservation). 
The estimates above together with appropriate adjustments of the 
arguments in [BH], [VH] allow us to establish that S(t) u. is the unique 
weak solution to (Al ). 
We summarize these facts in 
THEOREM A4 (p>O, v=O or p=O, v>O). Let b(x, u) be /ocalIy 
Lipschitz in x, u and satisfy the growth condition Ib(x, u)l < C, + C2 luly 
where q<2m zfp>O, v=O and q<n+l ifp=O, v>O. Then (Al) has a 
unique weak solution existing for all t > 0. Hence, if we define 
S(t) u. = u(x, t; u,), the solution of (Al) with data USE L”(Q), then S(t) can 
505/73/2-13 
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be extended to a contraction semigroup on L’(a) which preserves pointwise 
order and conserves the average. Finally, .for u0 E L”(B) the orbit 
Q,= {S(t)u,: @T>O} 
is relatively compact in C(sZ) .for p = 0, v ~0 and relatively compact in 
C’(Q) for p > 0, v = 0. 
The case p>O, v >O is different. The source of dificulty is the lack of a 
sufficiently strong estimate on u”,. Notice that in the case v = 0 this has been 
obtained by differentiating the equation with respect to x [AE, DiF, W]. 
We have been able to establish that the abstract semigroup solution 
(given by (A3)) solves (Al) weakly under the additional hypotheses 
(i) u,>,O 
(ii) nd2. 
Now we choose a different regularization. We replace uO(x) by 
u;(x) = U,,(X) + E for E > 0 and let g =g, and 4 = &. The feature of this 
regularization we exploit is the monotonicity of the family {u”} in E. We 
remark that Lemmas Al-A3 are still valid in this new set of circumstances. 
To avoid congestion we occasionally write U, for u’. 
LEMMA A5 Let ,u >O, v >O and b(x, u) be C2 and let n SG 2. Then for 
any subcylinder Q c Qt we have the estimate 
lutl < c, (A4) 
c= C(Q). 
The proof of Lemma A5 is based on Berstein’s device and the argument 
is a suitable adaptation of that in [Ar]. 
LEMMA A6 Under the hypotheses of Lemma A5 we have the estimate 
Is I(~~+‘)‘~),[‘dxdt<C(Q) Q 
f or 
cr>max{l, 3+2(n-2)(m+ l)}. 
The proof of Lemma A6 is a suitable adaptation of the arguments in 
[Be 21. 
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THEOREM A7 (p > 0, v >O, n 6 2, u,> 0). Let b(x, u) be C2 in both 
arguments and satisfy the growth conditions 
Ibb, u)l 6 Cl + C, IuIy, q<2m. 
For U,,E L”(Q) let S,(t) uk stand for the solution sf the regularization 
described above (u: = uO + E). Then define 
u(t)=S(t)u,= lim S,(t)ug (in L’). 
E-0 
S(t) can be extended to a contraction semigroup on L’(Q) that preserves 
pointwise order and conserves the average. Moreover S(t) u. is a weak 
solution to (A 1). 
Proof The statement that requires proof is that S(t) u0 is a weak 
solution to (Al). Consider the weak formulation for the regularization 
j R u”(t)Il/(t)= j R %io+j PI 
j (u”~l-C~g(u~)+v~(u”),+b(x,u”)lI(/,). 
Step 1. 
Ii Mu”,) -g(v,))(z’(u” - VI), 2 --c iJ (UE- VIZ, (A5) 
where v is a function such that uE - v E C’(a) and z is a test function with 
compact support in Q,. 
Verification of (AS). 
ss Mu3 -gW)(z2W - v)L 
= jj Z’MU”,) -g(v,))(u”,- v.x) 
+ 2 jj ZZXMU",) -g(u,))(u"- 0). 
Using Young’s inequality in the second integral we find that this is 
bounded below by 
(1 -asuPg’)jjz’(g(u:)-g(UJ)(u:-~.~)-~ jj(W2. 
The supremum is taken over a set which contains the ranges of all u:, 
compact by (A4) and choice of z. Choosing 6 = l/sup g’ gives (AS). 
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From Lemma A 1 we know that { g( u4,) > is bounded in ~5’” + ‘)/“(Q,) and 
(&u’)~} is bounded in L’(Q,). P assing to the limit in the weak formulation 
of the equation we obtain 
jQ u(t) b+(r) = jD uotio + jj @fh- CM + vd(u).x + w, u)l Sxl, 
where x is the weak limit of { g(u”,)) in L(“‘+ I”“‘. 
Step 2. 
x = ‘T(4). 
Verijkation of (A6). By (A5) we have 
646) 
Using an argument involving weak lower semicontinuity and the 
localization available with z, we pass to the limit along a subsequence to 
obtain 
lim L.H.S. 3 -c jj (u--o)‘+ jj v(#(u)-I(~)),(z~(u-u)),, (A7) E’O 
where L.H.S. stands for left hand side of the inequality above. 
The most crucial part in computing the limit of L.H.S. is to show that 
jj (w(4) + v~(~EL)(z2~c), --t jj @LX + v4(u),)(z2u), as E + 0. 
By taking a = 3 in Lemma A6 we obtain 
ff Ik(u;) + vW),).A2 uf < C(Q). (A81 Q 
Writing f, = (pg( u:) + v& u’),~) ‘i we have 
= p&u&( 1 - U/U&) z2 + {lr, uz2. 
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Using the fact that uz is absolutely continuous the second term gives 
By passing to the limit and integrating by parts we find that 
On the other hand the first term goes to zero since 
ZJ -+ u monotonically and we have (A8). Therefore, (A7) gives, after 
cancelling terms, 
Finally we let v = u-o< and letting 0 -+ 0 we obtain as in [DH] 
and therefore 
x = du,) 
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Note added in proof: After the completion of the present paper it was pointed out in [AH] 
that (3.3) may not suftice for the semigroup to be a contraction. However, (3.3) suffices to 
ensure that orbits are Liapunov stable, as shown in [AHM]. 
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