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1 • I NTRODUCT I ON 
1.1. General 
Wave propagation problems in continuous media can be described 
either in terms of a sys·tem of partial differential equations which hold 
true within the domain of integration and some associated initial and bound-
ary conditions, or by means of a system of integral equations and some side 
conditionso From a mathematical point of view, both of these alternate 
formulations are known as "initial-value problemso" Except for a few 
trivial cases, continuous closed-form solutions to such initial-value 
problems are virtually impossible to obtain. In order to render an initial-
value problem solvable, one usually sacrifices some accuracy and discretizes 
the continuous problem; this yields discrete solutions approximating the 
exact solution of the mathematical formulation. The initial-value problems 
considered in this investigation are restricted to the differential-equa-
tions type. 
Discretization of continuous problems is possible by means of 
two different methods of attack: (1) mathematical discretization, which is 
accompl ished by replacing the governing system of differential equations and 
the associated side conditions with a set of difference equations which 
satisfy the consistency conditions; (2) physical discretization, in which 
the continuous domain of integration is represented by a discrete physical 
model and the problem is then formulated on the basis of this discrete modelo 
The mathematical discretization of an initial-value problem produces a sys-
tem of finite-difference equationso With physicol discretization, however, 
2 
the nature of the discrete formulation depends on the physical model used. 
~ 
The lumped-parameter model proposed by Ang [l]A has been found 
suitable for both static stress analysis and dynamic wave propagation prob-
lems. On the basis of this lumped-parameter model, wave propagation prob-
lems are formulated into a system of differential-difference equations 
which are discrete in space variables, but still continuous in time. It has 
been demonstrated that in all cases considered up until now, the differential-
difference equations resulting from Ang's lumped-parameter model are mathe-
matically consistent with the continuous formulations, in the sense that 
they are central finite-difference analogues of their continuous counterparts. 
Space-wise discretization is generally not sufficient to success-
fully extract approximate solutions; the solution of the system of differen-
tial-difference equations may turn out to be rather difficult. Following 
space-wise discretization, if the problem is also time-wise discretized, 
then the formulation ultimately reduces to a system of difference equations. 
Solutions of the difference equations thus found can be shown to be equiva-
lent to the numerical step-by-step integration of the differential-difference 
equations using a suitable numerical integrator. 
There is virtually no limit as to the number of numerical step-
by-step integrators that can be used in integrating a system of differential-
difference equationsQ The choice of the numerical integrator is governed 
by a variety of factors, including the simpl icity of the numerical procedure, 
the error of the discrete solution, and the stability and convergence proper-
ties of the finite-difference scheme. In ordinary differential equations, 
* Numbers in brackets refer to ftems in the List of ~eferences. 
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high-order numerical integrators which have small truncation errors are 
found to yield more accurate results; with partial differential equations, 
however, experience indicates that the use of high-order difference approxi-
mations does not necessarily improve the accuracy of the solution [16]. 
The accuracy of the solution of a difference scheme is influenced by three 
types of errors: (1) truncation or discretization error, which results from 
discretizing the continuous problem; (2) round-off error, which is inherent 
in all numerical operations performed to a 1 imited number of significant 
figures; (3) inherited error, which is the error belonging to the previous 
steps of the step-by-step integration process and being transmitted to the 
present step of computations. All of these errors can be normally controlled 
provided the computations are carried out with sufficient care. Consequently, 
for difference systems that are the discrete analogues of partial differen-
tial equations, it is not the degree of accuracy of the difference approxi-
ma t ions that gove rns the cho ice of the i nteg ra tor; ins tead, it is the s ta-
bil ity and convergence properties of the difference scheme that are of signif-
icance. Therefore, the numerical integrators should be chosen on the basis 
of their simpl icity and the stabil ity and convergence characteristics ,of the 
resulting difference scheme. 
In rough terms, a difference scheme originating from a properly 
posed initial-value problem and satisfying the consistency condition is said 
to be IIstable ll if the error of the discrete solution is bounded from one time 
step to another. The important question of convergence of the discrete solu-
tion of the difference scheme to the continuous solution of the initial-value 
problem as the mesh is refined, or as the computations are theoretically 
carried out for an 'infinite number of time steps with a fixed mesh, is closely 
4 
related to the stability of the difference scheme by Lax1s Equivalence 
Theorem [16]. It states that for a finite-difference approximation to a 
properly posed initial-value problem satisfying the consistency condition, 
stabil ity is the necessary and sufficient condition for convergence. It is, 
then, of paramount importance that the stabil ity of a difference scheme be 
ensured prior to performing a numerical solution. 
The quadrature relations of Newmark's ~-method [15] constitute 
a numerical integrator suitable for second-order systems and have been used 
in numerically integrating the differential-difference equations which result 
from formulating the axisymmetric wave propagation problem through Ang's 
lumped-parameter model [17]. In the previous studies, only ~=O for the 
value of the parameter ~ has been considered. It has been shown that the 
difference scheme for axisymmetric wave propagation is instable for points 
near the axis of symmetry and becomes marginally stable for points infinitely 
distant from the axis of symmetry. 
A way to remedy such a situation of instabil ity and to obtain con-
ditional stabil ity at the expense of accuracy is to add a dissipative mechan-
ism in the form of a 1 inear artificial viscosity term to each differential 
equation. This idea is due to von Neumann and Richtmyer [14], and has been 
applied with success to some difference schemes for wave propagation prob-
lems [17]. 
1.2. Object and Scope 
The principal objectives of this study are: 
(1) to examine the formulation of wave propagation problems in sOlid 
media on the basis of a discrete lumped-parameter model using a displacement 
5 
approach; 
(2) to devise methods of solution to integrate the equations of motion; 
(3) to investigate the convergence and stability properties of the 
resulting difference schemes and to establ ish practical stability criteria. 
Wave propagation in spherically symmetric and axisymmetric media 
will be considered. Since one-dimensional and plane strain wave propagation 
problems are special cases of spherically symmetric and axisymmetric wave 
propagation, respectively, their treatment will naturally be within the 
scope of the present study. In all of these cases, the medium is assumed to 
be homogeneous and isotropic and to obey Hooke1s law until yielding occurs. 
Although no plastic analysis is attempted, it will be seen that the stabil ity 
criteria developed are valid for plastic material behavior, as well. As 
for the displacements, the small displacement theory of elasticity is assumed 
to hold; this, together with linear material behavior ensure linearity in 
the mathematical formulation. 
Different types of numerical integrators are considered in inte-
grating the differential-difference equations. Nevertheless, attention will 
be centered upon the quadrature relations provided by Newmark1s ~-method. 
The numerical integrator actually reduces the system of differential-differ-
ence equations to a system of difference equations. For each problem, 
difference schemes corresponding to all geometrically possible values of 
the parameter ~ in the Newmark1s method are taken into consideration; in 
other words, ~ = 0, 1/12, 1/8, 1/6, 1/4, and 1/2. 
The stabil ity theory of finite-difference schemes for initial-value 
problems has been treated quite extensively in the last decade [8, 16] Q 
There exists a large number of theorems which can be used in ascertaining 
6 
the stabi 1 ity characteristics of some specific difference schemes. The 
stabil ity theory of difference schemes for 1 inear initial-value problems 
with constant and variable coefficients is reviewed briefly in this report. 
The available methods of stabil ity analysis are evaluated and compared from 
a point of view of their relative usefulness, ease of appl ication and 
general ity. The treatment given in Chapter 4 is kept at a general level; 
however, the examples illustrating the appl ication of each method are 
selected from simple wave propagation problems. 
The stabil ity analysis of the difference schemes for wave propa-
gation problems in spherically symmetric and axisymmetric media is presented 
in Chapter 50 It will be seen that only necessary conditions for stabil ity 
are sought in all cases; this is because of the fact that in practice 
necessary conditions for stabil ity usually suffice, since the sufficiency 
conditions introduce alterations only at the end points of the stabil ity 
range. Consequently, a more complex and tedious analysis for sufficiency 
conditions of these schemes is hardly justified. The Fourier transform 
method and the von Neumann condition are used in extracting necessary 
conditions for stabil ity. The effects of the parameter ~ and the distance 
of the considered point from the axis of symmetry on stability are investi-
gated. It is found that the difference schemes for both the spherically 
symmetric and axisymmetric wave propagation problems are locally unstable. 
This condition of instabil ity prohibits the appl ication of the 
considered difference schemes in practical problemso Two different ways of 
deal ing with this instabil ity are investigated: (1) In the first way, modified 
difference schemes which are equivalent to the respective original problems 
and which are stable or at least conditionally stable are sought. A number 
7 
of techniques which make this possible a:re pre'sented. (2) In the second 
approach, a compromise is suggested by including I tnear artificial viscosity 
terms in the difference schemes, thereby sl ightlj changing the character 
of the problem in return for a situation of conditional stabil ity. The 
influence of the coefficient of artificial viscosity on the stability 
properties of the modified schemes is "studied; here, the ai.m is to deter-
mine optimum values of the c~~fficient of ~rtrficial viscosity for which 
the range of conditional stability is a maximum. 
All of the problems considered up until now are formulated in 
orthogonal Cartesi~n coordinates. A generalized lumped-parameter model 
has been previou~ly dev~loped for static stress analysis problems in plane 
media [7]. A part of the present study is devoted to formulating the plane 
strain wave propagation problem ,in non-Cartesian coordinates and developing 
stability criteria for the corresponding finite-difference scheme. The 
extension of such a generalized model to the axisymmetric wave propagation 
problem is obvious, an'd is left for futu-re studies. 
1.3. Notation 
Each symbol is defined when it is first used in the text; however, 
for convenience of reference the most important symbols are presented below: 
B B B~ B~ 
l' 0' l' 0 
C (6t) 
c 
s 
c 
finite-difference matrices 
difference operator 
velocity ofdilatatibnal waves in elastic medium 
velocity of shear waves in elastic medium 
wave velocity, in general 
E 
e 
F 
G 
G (.6t, k) 
j 
k 
n 
p 
q 
R (.6t, 
r, e, 
r, e, 
r. 
I 
S 
n 
T;3 
k) 
cp 
z 
8 
vector representing solution error 
direct strain 
force acting on a volume element of the lumped-parameter 
model 
Lame constant (shear.modu1us) 
ampl ification matrix 
finite-difference matrices 
imaginary constant, /-1 
index for r (or x) coordinate of a point 
index for z (or y) coordinate of a point 
vector representing frequencies of Fourier components of 
the error term 
index for time .level = t/ .6t 
lndex for distance of a mass point from the r- (or x-) axis 
= r/ .6r 
index for distance of a mass point from the z- (or y-) axis 
= z/ .6z 
artificial pseudo-viscous stress in r- and z-directions, 
respectively 
spectral radius of amplification matrix 
spherical coordinate system 
cylindrical coordinate system 
distance of th~ i th point from axis of symmetry 
a positive-definite quadratic form 
translation operator 
9 
t time variable 
U unitary matrix 
u displacement of a mass point in r- (or x-) direction 
. 
u velocity of a mass point in r- (or x-) direction 
U acceleration of a mass point in r- (or x-) direction 
u dependent variable vector 
v Fourier coefficient vector 
w displacement of a mass point in z- (or y-) direction 
x, y Cartesian coordinate system in a plane 
x vector representing independent space variables 
x, y non-Cartesian local reference system in a plane 
Ci angle between x- and x-axes 
~ a parameter in Newmark's [3-method 
[3 a multi-index 
r coefficient of 1 inear artificial viscosity 
y shearing strain 
6V volume of an element of a mass point of the lumped-
parameter model 
6r, 6.9, 6z uniform mesh sizes in r-, 9-, and z-directions, respectively 
6t time increment 
&., 6.y uniform mesh sizes in x- and y-directions, respectively 
6 2 Gram determinant 
if Laplacian operator 
A diagonal matrix 
A eigenvalues of ampl ification matrix 
p 
a 
cp 
cp, Ijr 
II II 
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Lame constant of medium 
Poisson ratio of medium 
factor representing error growth from one time step 
to the next 
mass density of medium 
direct stress 
shearing stress 
eigenvectors of ampl ification matrix 
displacement potentials 
angle between y- and x-axes 
L2 norm in Banach space. 
2. DISCRETE FORMULATION OF WAVE PROPAGATION PROBLEMS 
2.1. Lumped-Parameter Model 
The lumped-parameter model that is used in physically discretizing 
the domain of integration in wave propagation problems consists of "mass 
points" where the mass of the medium is lumped, and "stress points" at 
which the elastic properties of the medium are concentrated. The com-
ponents of the displacement, velocity and acceleration vectors are defined 
only at the mass points; as a result,_ the components of the d'Alembert 
force vector are assumed to act on the mass points. The components of 
the stress and strain tensors are defined only at the stress points. The 
mass and stress points are interconnected in a specific pattern, which 
depends upon the coordinate system used. The lumped-parameter model for 
a variety of coordinate systems is illustrated in Figso 1, 2, and 3. 
A displacement type formulation is initiated by taking the compo-
nents of the displacement vector as the unknown field variables. Forces 
acting on a volume element of a typical mass point are expressed in terms 
of the stresses; these forces act at the stress points neighboring the 
considered mass point. In addition to the forces due to internal stresses, 
the d'Alembert force is applied at the mass points. Dynamic equilibrium 
requirements of the considered element of volume yield a system of equations 
of motion in terms of stresses. For an assumed material behavi.or, the 
components of the stress tensor at a given stress point can be related to 
the components of the strain tensor at the same point, which in turn can be 
expressed in terms of the components of the displacement vector at the adjoin-
11 
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ing mass points. In this way, stresses are expressed in terms of displace-
ments; these relations can be used in deriving the equations of motion in 
terms of displacements. 
It is obvious that the equations of equil ibrium in terms of dis-
placements are some second-order differential-difference equations. These 
equations should be written for each mass point inside the domain of inte-
gration and should be solved simultaneously for the components of the dis-
placement vectors at all internal mass points; the solutions thus obtained 
are continuous functions of time. For mass points adjoining the stress 
points on the boundary of the domain of integration, and for those on the 
boundary the equations of motion are different from those of the internal 
regions, and should be derived separately; these derivations should take 
into account the stress or displacement type boundary conditions, whichever 
are specifiedo 
2.2. Wave Propagation in Cartesian Coordinates 
2.2.1. Spherically Symmetric Wave Propagation. In Figo 1-a is shown 
the lumped-parameter model for spherically symmetric solid media in 
orthogonal spherical coordinates. The forces due to internal stresses 
acting on a volume element of an interior mass point are indicated in 
Fig. l-b. Dynamic equilibrium requirements of this element in the r-direction 
yields 
F (j+1) - F (i -1) + 4F (i) - 4Fe (i) L::B2 = P 6.V. U., 
r r r I I 
(2.1) 
where p is the mass density of the medium, 6.V. is the volume of the element 
I 
of the i th interior mass point, u i is the displacement of the i th point 
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in the r-direction, and F and F are the forces acting on the volume ele-
r e 
ment in the r- and e-directions, respectively. The relationships between 
these forces and the components of the stress tensor are found as 
F (i+1) 
r 
F (i-1) 
r 
6V. 
1 
CJ (i+1) = --
6r r 
6V. 
1 
CJ (i-1) = --
6r r 
6V. 
_1- ae(i) 
r . .68 
1 
F r ( i) = i (6V i + 1 - 6V i - 1 ) a (i) r 
6r 
(2.2) 
where r. is the radial distance of the i th mass point from the center of 
1 
symmetry, CJ and a are normal stresses in r- and e-directions, respectively, 
r e 
and 6r and .68 are uniform space mesh sizes in the r- and a-directions, 
respectively. On the other hancL it can be easily verified that 
6v i + 1 - 6V i - 1 2 
6V. 
1 
r. 
1 
.6r. (2.3 ) 
Substituting Eqs. 2.2 and 2.3 into Eqs. 2.1 and simpl ifying, the following 
equation of motion in terms of stresses is obtained: 
a (i+1) - a (i-1) CJ (i) - ae(i) 
U.= r r + 2....;..r ___ ...:::-_ 
p 1 
6r r. 
1 
(2.4) 
Purely from geometric considerations, the relations between the 
components of the strain tensor e (i) and e (i) at the i th point and the 
r a 
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on ly component of the d i sp 1 acement· vec tor u. may be de rived as fo 11 ows: 
I 
[ (r i+1 + u i+ 1 ) - (r. 1 + u. 1)] - (r i+1 - r. 1) (i) I- I- I-e = 
r 
r i+l - r i
_
1 
u i+l - u i_l 
= (2.5) 
6r 
(r. + u.) be - r. 6B u. 
ee (i) (i) I I I _I = e = = 
qJ r. 6B r. 
I I 
Furthermore, for an elastic isotropic medium the relationships 
between the components. of the stress tensor and those of the strain tensor 
are given as 
CJ (i) 
r 
(}.. + 2G) e (i) +}... [ e (i) + e (i)] 
r e qJ 
(2.6) 
(}.. + 2G) ·e (i') + }.. [ e (i) + e (i)] , 
e r qJ 
in which}.. and G are the Lame constants. 
Using Eqs. 2.5 and 2.6 in Eq. 2~4, the equation of motion is ex-
pressed in terms of the displacement u as: 
}..+2G 
p U. =-- (u i+2 2u. + u. 2) I 6r2 I 1-
u i+l - u i -.1 4 G u. 
+ 4G I 2 
r. 6r r. 
I I 
It is observed that 
2}.. 
+-
6r 
( u i+l 
r i+l r. 1 1-
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- a u u i+ l 
u
i
_
l (u/ r) i+ 1 (u/r) i-l ,.., ,.., (-)] .';; = 
I 
.6.r r i+ 1 r i _ l .6.r or r 
au u u i+ l - u i-l u. ,.." 
-2 ]i 
,.., I (2.8) = - - =- 2 
r or r r. .6.r r. , , 
Using this equivalence in Eq. 2.7, the equation of motion for spherically 
symmetric wave propagation in terms of displacement u becomes: 
u i+2 - 2u. + u. 2 2 u i+l -
u
i
_
l 2 U. , ,- +-2 
.6.r 2 2 
u . 
I 
.6.r 
, 
cd r. r. , , 
(2.9) 
where cd J 't),+2G - p (2. 10) 
is the velocity of propagation of dilatational waves in the elastic medium. 
It should be noted that, in Eq. 2.9, u. is defined as , 
u. - u (p .6.r, t ) , (2. 11 ) 
I 
where t is the time variable, and 
r. i-l 
p == --'- = 1, 2, • • • , 2 P+ 1 , (2. 12) 
.6.r 2 
and the domain of integration is given as 0 < r ~ P 6r. 
In addition to the governing differential-difference equation, 
Eq. 2.9, some initial conditions of the form 
u(r, 0) ::: U (r) 
o 
u(r, 0) = u (r) , 
o 
(2. 13) 
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must be specified in order to prescribe a proper initial-value problem. The 
functions u (r) and u (r) define the initial state of the system. 
o 0 
2.2.2. Axisymmetric Wave Propagation. In Fig. 2-a is shown the 
lumped-parameter model for axisymmetric solid media in orthogonal cylindrical 
coordinates, and Fig. 2-b shows the forces acting on a volume element of an 
interior mass point •. The equations of motion have been deri~ed elsewhere 
[17] using an approach similar to that outlined in the previous section. 
These are reproduced below as follows: 
where 
A + 2G 
p U •. 
I ,J (u. 2 . - 2 u. . + u ·+2 .) + ---2 (u.+ 1 • -I - , J I ,J I, J P 6r I, J 
A + 2G G 
- u. 1 .) - 2 2 u ~ . + _. - (u. . 2 - 2 u. . + u. . +2) + 
I - , J P 6r I ,J 6z 2 I ,J - I ,J I ,J 
p w .. 
I ,J 
A + G 
+ (w·+1 ·+1 -w·+1 . 1 - w. 1 '+1 + w. 1 . 1) , 6r 6z I , J I, J - I - , J I - ,J-
(w .. 2 
I ,J-
G 
2w .. + w. ·+2) + 2 (w·+1 • I ,J I ,J P 6r I, J 
G A + G 
(2. 14) 
- w. 1 .) + 2 . (w. 2 . - 2w. . + w ) + (u . . + 1-
I - ,J 6r I - ,J I ,J i +2 ,} p 6r 6z. I, J 
A + G 
- u .. 1) + (u·+ 1 '+1 - u·_ 1 ·+1 - uO+ 1 '-1 + I ,J - 6r 6z I , J I, J I, J 
+ u. 1 . 1) , 
1- ,J-
u. . - u (p 6r, q 6z., t ) 
I ,J 
w • • - w (p 6r, q 6z, t), 
I ,J 
(2. 15) 
(2. 16) 
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ar~ the components of displacement in the r- and z-directions, respectively, 
with (r, a, z) being the cyl indrica1 coordinate system~ ~ and G are the Lam~ 
cons1ants of the medium, p is the density of the medium, and 
r i -1 
p = - = 1 , 2, .. . . , 2P+l , 
.6r 2 
(2. 17) 
z j-1 
q = j = 1 , :2, 2Q+l - . . .. , . 
2;z 2 
The domain of int.egration is defined by 0< r ~ P .6r, 0 ~ z ~ Q 2;z. 
The above. initial-value problem necessitates the prescription of 
side conditions consisting of some boundary conditions and the initial con-
ditions. 
u (r , z, 0) = 
u (r, z, 0) 
w (r, z, 0) = 
W (r, z, 0) = 
where the functions 
of the system. 
u. (r, 
0 
u (r, 
0 
w (r, 
;0 
w (r, 
0 
z) 
z) 
z) 
z) , 
(2. 18) 
and w completely define the initial state 
o 
2.2.3. Special Cases: On~-Dimensional and Plane Strain Wave Propagation. 
The ~quations of motion derived for spherically symmetric and axisymmetric 
wave propagation problems can be used in obtaining two simple special cases. 
Physically, it is obvious that for points infinitely distant from the center 
or axis of symmetry, the spherically symmetric and axisymmetric media reduce 
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to one-dimensional and two-dimensional plane strain media, respectively. 
Therefore, the equations of motion for one-dimensional and plane strain 
wave motion can be obtained by rewriting Eqs. 2.9 and Eqs. 2.14 and 2.15 
for points at infinite distance from the axis of symmetry. For p = 00, 
Eq. 2. 9 becomes 
u i +2 - 2u i + u i _2 
6r2 
(2. 19) 
which is the equation of motion for one-dimensional wave propagation, with 
i indicating the distance of the generic point from an arbitrarily specified 
origin in the r-direction. 
Similarly, for p 00, Eqs. 2.14 and 2.15 assume the forms 
2 2 
c 
u .. 
1 ,j 
2. 
2 (u. 2' • 6r 1- ,j 2 
+ ) + __ s_ 
u.. u ·+2 . 2 I,j 1 ,j l;;z, u. . 2 - 2u. . + I,j- I,j 
2 2 
r r. 
.... d -
+ u. '+2) + s (w i+1 ,j'+l - wi + l ,J' -1 -I,J 6r &. 
+ w. 1 . 1) , 
1 - ,j-
2 2 
w 
i-l,j+l + 
cd c 
w .. = --2 (w .. 2 - 2w .. + w. '+2) + ---L.2 (w. 2 . - 2w .. + 
1 ,j &. 1 ,J - 1 . , J 1 ,J 6r 1 - , j 1 ,J 
+ w'+2 .) + 1 ,J 
+ u. 1 . 1') , 
1- ,J-
(2.20a) 
where A + 2G p 
19 
(2.2la) 
(2.2lb) 
are the velocities of propagation of the pressure and shear waves in an 
elastic medium, respectively_ Eqs. 2.20 are discrete equations of motion 
for plane strain wave propagation. Naturally, the same equations would 
have been obtained if the formulations for these special cases had been 
undertaken separately. 
2.3. Wave Propagation in Non-Cartesian Coordinates 
The previous formulations of wave propagation problems are based 
on orthogonal coordinate systems, for both the local and global references. 
Although Cartesian coordinates are most often used in practical problems, it 
may occasionally be convenient to have a generalized model in order to obtain 
a more uniform distribution of discrete points' inside the domain of integra-
tion or to take care of irregular boundaries. A generalized discrete model 
for plane problems of sol id media has been developed by Galloway and Ang [7], 
its use being 1 imited to static stress analysis problemso It is the purpose 
of this section to develop a similar model which can be used in conjunction 
with dynamic wave propagation problems in the plane strain case. The exten-
sion of this formulation to cover the more general case of axisymmetric wave 
motion is left for future investigations. 
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2.3.1. A Generalized Lumped-Parameter Model for Plane Strain Wave 
Motion. Fig. 3-a shows the lumped-parameter model for two-dimensional sol id 
media in non-orthogonal coordinates. A volume element of an interior stress 
point is shown in Fig. 3-b. (x, y) is the global Cartesian coordinate system, 
and (;, y) denotes the local non-Cartesian reference. The derivation of the 
equations of motion is made using the fol lowing steps. 
(a) Strain-Displacement Relations. The coordinate transformation 
between the local and global reference systems is given by: 
sin (1)1 cos (1)1 
x = x - y , 
sin ((1)1 - Ci ) s in ((1)1 - Ci ) 1 1 (2.22 ) 
sin Ci l cos Ci l y x + y, 
sin((1)l - Ci ) 1 sin((1)l - Ci ) 1 
where Ci l and (1)1 are the angles between the x-axis and the x- and y-axes, 
respectively, as shown in Fig. 3-b. 
The relations between the components of strain tensor and the com-
ponents of the displacement vector are supplied by the small displacement 
theory of elasticity ~s 
Ou 
e 
x 
oX 
oW 
e = y 
oy 
au OW 
Yxy .--+--
oy ax 
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where u and ware the components of displacement in the x- and y-directions, 
respectively. Eqs. 2.23 can be rewritten as 
e 
x 
e 
y 
aU aU a; au ay 
----- ---- + ----- ----
'" ax ax ax ay ax 
aW aw ax aW ay 
---- ---- + ----- ----
'" '" ay aX ay ay ay 
aU a; au ay aw a~ away 
----- ---- + ---- ---- + ---- ---- + ---- ----
a~ ay ay ay a~ ax ay aX 
(2.24 ) 
The partial derivatives of u and w with respect to x and y can be obtained 
directly from Fig. 3-a. For example, for the stress point 1: 
aU u - u au U6 - u12 ) 1 5 0 ) ~l '" 1 .6Yl aX ay (2.25 ) 
aw w - w aw w6 - w12 ) 1 = 5 0 ) 1 = 
'" '" '" 
.6Yl ax ~l ay 
where ~1 and .6Yl are the mesh lengths for the volume element of the stress 
point 1. 
Evaluating the partial derivatives of X and y with respect to x and 
y by the aid of Eqs. 2.22 and substituting the results together with Eqs. 2.25 
into Eqs. 2.24, the components of the strain tensor in the Cartesian coordi-
nate system at stress point 1 can be expressed in terms of the displacement 
components of the neighboring mass points as follows: 
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= 
(2.26) 
u - uo u - u12 5 6 + ( - cos ill 1 + cos 0: 1 Y xy 1 sin(ill1 - 0: 1 ) G 1 6Yl 
+ 
Ws - Wo 
sin 
w6 - w12 
sin 0: 1 ) ill 1 - . 
&1 '" 6Yl 
(b) Relation Between Cartesian and Non-Cartesian Stresses. Let 
a T and a be the components of the stress tensor at a specified point 
x' xy' y 
in the (x, y) reference system. It is desired to find relations expressing 
the stresses 0'''' 'r ""'"' a'" x' xy' y in terms of the stress components a ,T ,a x xy y 
(see Fig. 4). It should be noted that the stresses 0'''', T~, a'" are not the 
x xy y 
true stresses in the local reference (~, y), since a'" and a~ are not orthog-
x y 
onal to the faces BC' and C'D' of the infinitesimal element ABC'D', respec-
tively. One way of determining the stresses a"', T~, and a~ is to first 
x xy y 
express the stresses a I' and T II~ on AD I , and a y' and T xlyl x x y 
of a 
x' 
T 
xy' and a , and then to use the fact that on AD' the y 
( ax'" T x"y and ( 0';<:, T"""'" ) and on DO', ( ay l ' T , I) and xy x y 
equivalent to each other. 
Transformation of the stress tensor is given by 
I 
T pr 
ox' p 
oX 
S 
--T 
oX' qs 
r 
on 001 in terms 
stress systems 
(ay' T"-"" ) are xy 
(2.27) 
The coordinate transformation between (x, y) and (x", y) Cartesian reference 
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systems can be expressed as 
x = x" sin CD + Y cos CD , 
(2.28 ) 
y - Xii cos CD + Y sin CD 
Using Eqs. 2.28 in Eq. 2.27, the stresses axil and 1:X"Y on AD' are obtained as: 
0' = 0' si'n2 CD - T sin 2CD + 0' cos 2 CD , Xii X xy Y 
T ..... =0' sinCD 
x"y X' cos CD - 1: cos 2CD - O'y sin CD xy 
(2.29a) 
cos CD •. (2.29b) 
On the other hand, the coordinate transformation between (x, y) and (Xl, yl ) 
orthogonal coordinate systems is found to be 
X Xl cos a - yl sin a 
(2.30 ) 
y = Xl sin a + y' cos a. 
The stresses a and T can be determined using Eqs. 2.30 in Eq. 2.27; yl xly' 
yielding 
a = ax sin2 a + a cos 2 a - 1: sin ~ , yl Y xy (2.3la) 
T = - a sin a cos a + T cos 2a + 0' sin a cos a • (2.3lb) Xl yl x xy y 
On the face ADI, the stresses axil' 1:Xlly and a ..... 
x 
' T~ are equiv-
xy 
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alent. This yields 
0' XII 
0'''' = 
x 
sin (rn - Ci) 
(2.32a) 
'T- = 'T """ - CJ'" cos (rn - Ci) .. xy xlly X (2.32b) 
The equivalence of the stress systems (0' " 'T , I) and (CJ""", 'T~) on face y x y y xy 
DO' produces 
CJ""" = 
Y sin (rn· - ex) 
(2.32c) 
'T- = 'T - CJ""" cos (rn - ex) • 
xy x'y'y (2.32d) 
Substitution of Eqs. 2.29 into Eqs. 2.32a and 2.32b, and Eqs. 2.31 into 
Eq. 2.32c finally give the required relations: 
sin 2 sin 2rn + CJ 2 rn) (2.33a) 0'''' = O'x rn - 'T cos , . x 
sin(rn - Ci) xy y 
'T- sin sin rn+'T sin(rn + Of) - cos Ci cos rn] -CJ
x 
Ci O'y xy 
sin(rn 
- Ci) 
xy 
(2 .. 33b) 
.(CJ
x 
sin 2 sin 2Ci + CJ 2 ) (2.33c) 0'''' = Ci - 'T cos Ci .. Y sin(rn - Ci) xy y 
Eq. 2.32d can be used to verify the val idity of Eq. 2.33b. 
(c) Relations Between Forces and Stresses. A volume element of an 
interior mass point of the lumped-parameter model and the forces acting on it 
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are shown in Fig. 3-c. In addition to these forces which are due to the 
internal stresses, the dlAlembert forces are also present. The volume of 
the considered element of unit thickness is 
(2.34 ) 
where r .. indicates the distance between the i th mass point and the j th 
IJ 
stress point adjoining it. Therefore, the components of the d'Alembert 
force vector in the x- and y-directions are p 6V O DO and p 6VO WO' 
respectively, where p is the mass density of the medium. 
On the other hand, the area over which the stresses cr~ and T~ 
x xy 
act is 1/2 6y, and the area over which cr~ and T~ act is 1/2 ~. Conse-y yx 
quently, the forces shown in Fig. 3-c are: 
F", 
- 6y cr~ 
xl 2 1 xl 
'" F"""", 6Yl T"""" 
xYl 2 xYl 
F-- ~2 cr~ 
Y2 2 Y2 
1 
F~ -& T"-""'" 
YX2 2 2 YX2 
F", ~3 cr'" (2.35 ) 
x3 2 x3 
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2 
2 
The transformation of the force systems in the (x, y) and (~, y) references 
is similar to that for the coordinates, given by the inverse of Eq. 2.22, 
i . e. , 
x = x cos ~ + Y cos ill 
y = x sin ~ + y sin ill (2.36) 
Therefore, 
F = F,... cos ~ + F.-... cos ill 
X X xy 
F F,.." sin ~+ F.-... sin ill 
xy x xy 
(2.37) 
F F--- cos ~ + F,.." cos ill yx yx Y 
F = F- sin ~ + F,.., sin ill . 
Y yx Y 
Substituting Eqs. 2.33 and Eqs. 2.35 into Eqs. 2.37 and simpl ifying, the 
following relations between the forces and the stresses in the (x, y) global 
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reference are obtained: 
F = 
6Yl 
(a x sin ill - 'r cos ill1) xl 2 1 1 xYl 
F 
6Y 1 
'r sin ill 1 - a. cos ill l ) xYl 2 xY l Yl 
F 
6Y3 
( 0-x sin ill3 cos ill3) = - 'r 
x3 2 3 xY3 
F 
6Y3 ( sin (l)3 cos (l)3) = 'r 
- a 
xY3 2 xY 3 Y3 
(2.38 ) 
F 
&2 ( - 'r sin Q'2 +0- cos Q'2) 
Y2 2 xY2 Y2 
F 
&2 ( - sin'Q'2 + 'r cos Q'2) = 0-YX2 2 x2 xY2 
F 
&4 ( - sin Q'4 + 0- cos Q' 4) = 'r 
Y4 2 xY4 Y4 
F 
&4 ( - sin Q' + 1'" Q'4) = ax cos . YX4 2 4 4 xY4 
(d) Eguations of Motion in Terms of Stresses. Dynamic equilibrium 
requirements of mass point 0 of Fig. 3-c in x- and y-directions yield: 
(2.39) 
F + F 
Y4 xY 1 
(2.40 ) 
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Using Eqs. 2.38 in Eqs. 2.39 and 2.40, the following equations of motion in 
terms of stresses are derived: 
("oJ 
cos CD 1) ~Y3 cos CD3) LY l a sin CD1 - 1" - a sin CD - 1" + xl xYl x3 3 xY 3 
+ 1£.2 ( - O"x sin 0:'2 + 1" cos 0:'2) - 1£.4 ( - a- sin 0:'4 + 
2 xY 2 x4 
+ 1" cos 0:'4) 2 p ~Vo U (2.41) 
xY 4 0 
&2 ( - 1" sin 0:'2 +0" cos 0:'2) - 1£.4 ( - 1" sin 0:'4 + 0" cos 0:'4)+ xY2 Y2 xY 4 Y4 
+ ~Yl 1" sin CD l - a y ·cos CD l ) - ~Y ( 1" sin CD -xY.l 3 xY3 3 1 
- a- Y3 
cos CD3)= 2p ~Vo Wo . (2.42) 
(e) Eguations of Motion in Terms of Displacements. The relations 
between the components of stress tensor and those of the strain tensor for 
an elastic isotropic medium in the case of plane strain are given as: 
0" ( A + 2G) e + A e 
x x Y 
1" G Yxy (2.43 ) xY 
a ( A + 2G) e + A e 
Y Y x 
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where A and G are the Lam~ constants of the medium. Expressions for the 
stresses at stress point 1 in terms of the displacement components can be 
obtained by substituting Eqs. 2.26 into Eqs. 2.43. 
A + 2G 
A Ws - w w6 - w12 
+ ( - 0 cos ct l ) cos CD l + , 
sin (CD l - Ci ) ~l 6Yl 1 
G u - u u6 - u 12 
'[ ( - s 0 cos CD l + cos ct l + xYl sin (CD l - Ci ) ~l 6Y l 1 
+ 
Ws - Wo 
sin CD l 
w6 - w12 
sin Ci 1 ) (2.44) - , 
'" 
.6Y1 &1 
A + 2G Ws - Wo w6 - w12 
cry = ( - cos CD1 + cos ct 1) + 
sin (CD l ct 1 ) &1 
'" 1 - 6Yl 
A. Us - Uo u - u12 sin 6 ct 1 ) + ( CD 1 - sin . 
sin (CD l - Ci ) &1 ~l 1 
Similar expressions for stresses at the stress points adjacent to 
mass point 0 can be written on the basis of Eqs. 2.44. Substitution of such 
expressions into Eqs. 2.41 and 2.42 yields the required equations of motion 
in terms of displacements: 
Kl 
6Y 1 K1 ~ + K1 6Y K1 6Y3 2 6Y 1 u - ( -..:..-L 3 u + ug ] - [ K -- w -1 
&1 
S 1 ~1 3 &3 0 3 ~3 1 '" S 6><1 
6y 2 6Y3 2 6Y3 (K3 + K3) 
-
(K2 _1 + K - ) Wo + K3 -=- Wg ] - [ u -1 '" 3 '" 1 2 6 
6><1 &3 &3 
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_ (K3 + K3) 
3 2 U -8 (K
3 + K3) 1 4 u 12 + (K
3 + K3) 3 4 u 10 ] + [ (K
4 + K5) 1 2 W -6 
_ (K4 + K5) (K4 + K5) 4 5 
6X 
W - W 12 + (K3 + K 4) w10 ] + [ K6 _2 + 3 2 8 1 4 2 ,.;., u7 
6Y2 
+ K6 
~4 
(K 6 ~2 + K6 ~4 U
o 
] [ K7 ~2 
-:- U 11 - -) - -w + 4 2 '" 4 
6Y4 
2 '" 7 6Y4 6Y2 6Y2 
+ K7 
~4 ~ ~ 
-w - (K7 _2 + K7 -1 ) Wo ] = 2 P ,6V 0 Uo ' (2.45 ) 4 '" 11 2 '" 4,... 6Y4 6Y2 6Y4 
[ K2 ~l (K2 6Y1 2 6Y3 2 6Y3 u9 ] + 
8 6Y1 
- - U - -+K -) Uo + K3 [K - w -1 ""' 5 1 ,.., 3 '" ,.., 1 '" 5 
.6.><1 .6.><1 .6.><3 .6.><3 .6.><1 
~ 6y 8 6Y3 (K4 + K5)' 
-
(K8 _1 + K8 _3 ) Wo + K3 -:- w9 ] + [ U -1 ""' 3 '" 2 1 6 
.6.><1 .6.><3 .6.><3 
4 5 (K4 + K5) (K4 + K5) u 10 ] - [ (K~ + K~)W6 -- (K2 + K3 ) U - u 12 + 8 4 1 4 3 
(K9 + K9) w8 + (K~ + K!) (K9 + K9) w12 ] - [ 7 ~2 - w10 - K - u -2 3 4 1 2 ,..., 7 
6Y2 
~ , ~ 7 ~4 10 6;2 
-
(K7 _2 + K7 --i ) U
o 
+ K4 -:- u 11 ] + [ K - W -2"" 4,.., 2 ,.., 7 6Y 2 6Y4 6Y4 6Y 2 
where 
1 
K 
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(A + G) sin2 m + G 
sin(m - a) 
(A + G) s in a sin m + G cos(m - ct) 
s in(m - QI) 
A s in a cos m + G cos a sin m 
(A + G) sin a cos a 
K7 = 
sin(m - a) 
(A + G) cos a cos m + G cos(m - a) 
s in(m - ct) 
(A + G) sin m cos m 
s in(m ..: ct) 
4 
, K 
A sin m cos ct +G cos m sin ct 
sin(m - a) 
(A + G) sin2 ct + G 
sin(m - a) 
2 (A + G) cos ill + G 
s in(m - a) 
(A + G) COS 2ct + G K 10= _______ _ 
sin(m - ct) 
, (2.47) 
A special case of non-Cartesian grid which may be of interest from 
a practical standpoint is shown in Fig. 3-d 9 where the local coordinate sys-
tem for all elements remains the same throughout the domain of integration and 
the space mesh lengths in the ~- and y-directions are uniform. Then, it imme-
diately follows that the volume of the element of an interior mass point 
becomes 
(2.48 ) 
2 
where ~ and Do/ are the uniform space mesh sizes. The equations of motion in 
terms of displacements, Eqs. 2.45 and 2.46, simpl ify into 
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(2.49) 
psi n (m - CL) 
(2.50 ) 
respectively. Furthermore, for CL = 0, m = rr/2, these equations reduce to 
Eqs. 2.20 which correspond to plane strain wave motion in Cartesian coordi-
nates. 
2.4. Mathematical Properties of Discrete Formulation 
The problems considered in the previous sections indicate that, 
wave propagation problems in sol id media, when formulated on the basis of 
Ang's lumped-parameter model, consistently produce a system of differential-
difference equations of the form 
u = L [ u ] (2.51 ) 
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where u is a vector representing the dependent variables, and L is 1 inear 
finite-difference operator in space variables. Therefore, the lumped-param-
eter model serves to space-wise discretize the continuous differential 
equation type formulation. 
The continuous differential equation formulations of wave propaga-
tion problems considered in this chapter are given in Appendix A. A compar-
ison of the discrete formulations with their continuous counterparts indi-
cates that the formulations derived through the discrete model are mathemat-
ically consistent, in the sense that they are central finite-d~fference 
analogues of the corresponding continuous formulations. 
It is to be noted at this stage of development that the equations 
of motion for spherically symmetric and axisymmetric wave motion, Eqs. 2.9 
and Eqso 2.14 and 2.15, respectively, are not valid at the center or axis of 
symmetry, i.e., for r = p = o. Consequently, both the formulations given 
in the present chapter and the forthcoming stabil ity analysis of these oper-
ators presented in Chapter 5 exclude the center of symmetry and the points 
along the axis of symmetry. It is necessary to prescribe some boundary con-
ditions at the center or axis of symmetry in order to render the displacements 
finite at such points of discontinuity. For the purpose of stabil ity analysis 
it is assumed that at p = 0, the displacements (and hence the velocities and 
accelerations) vanish for all time. 
3. NUMERICAL METHODS OF SOLUTION 
3.1. Introductory Remarks 
A system of second-order differential-difference equations of the 
form of Eq. 2.51, which originates from a properly posed initial-value prob-
lem may be solved by a variety of methods. One of the possible methods of 
attack seeks a set of solutions which are discrete in the space variables, 
but continuous in time; in other words, the solution at a prescribed point 
belonging to the domain of integration is expressed as a continuous Junction 
of time. This can be accompl ished using series expansion for the solution 
or applying the method of trial solution with undetermined parameters [5]. 
In relatively compl icated problems, finding a solution continuous in time 
may prove to be quite a difficult task. 
A more popular and feasible method of solving the system of differ-
ential-difference equations is to integrate them by a step-by-step numerical 
procedure, which actually amounts to time-wise discretizing the solution by 
means of a finite-difference formula. In this manner, the initial-value 
problem that has already been space-wise discretized through a lumped-param-
eter model becomes completely discrete, and the continuous differential equa-
tion formulation reduces to a system of difference equations. Obviously, the 
solution found by integrating the differential-difference equations using an 
appropriate integrator satisfies the difference scheme which originates from 
the combination of the numerical integrator and the system of differential-
difference equations. 
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3.2. Step-by-Step Numerical Integration 
3.2.1. Choice of Numerical Integrator. There exists a large number of 
step-by-step numerical integration formulas which can be used to numerically 
integrate a system of first-order differential equations [3, 4, 5, 6, 9, 10, 
11]. These integrators can be easily adapted to handle second-order systems, 
since a second-order system can be reduced to an equivalent first-order sys-
tem. Furthermore, a large number of numerical integrators that are specifi-
cally des igned to integrate second-order systems are found in the current 
1 iterature. Most of the popular numerical integrators are based on the 
assumption that the function tQ be integrated is approximated by an inter-
polating polynomial. One may even attempt to derive formulas which stem from 
non-polynomial interpolating functions. 
A nume rica 1 i nteg rato r may be of the "open- type l I wh i ch can be 
represented as 
n+l 
u 
n-1 • n l\r + Q' Dt u , (3. 1) 
where a is a constant, Dt is the uniform step size, the superscript n indi-
cates that the superscripted quantity is to be evaluated at the time step 
n n-1 t = n Dt, and l\r stands for all the terms in the formula involving 
quantities at the time steps prior to tn. An open-type numerical integration 
formula is characterized by that at each time step the computations involve 
quantities corresponding to the previous time steps which are already known. 
Another class of numerical integrators which are generally more 
accurate than open-type formulas that are based on interpolating polynomials 
of the same degree are known as IIC losed-type ll integrators: 
n+l 
u 
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(3.2) 
Here, y is a constant, and ¢n represents all the terms in the formula which 
involve quantities at up to and including the time step tn. Since the right 
n+l hand-side of a closed-type integrator contains a quantity at t ,at each 
time step in the step-by-step integration process an iteration is required. 
If a numerical integration formula is a two-level formula, i.e., 
i t i nv 0 1 v e s qua n tit i e sat two tim e 1 eve 1 s, 0 n 1 y, the nit iss aid to be" s elf -
starting," since the numerical integration at the first pivotal point can be 
performed using only the initial conditions. Multi-level integrators are 
more accurate than two-level formulas; however, they are not self-starting, 
and in order to start the integration, another devise such as a two-level 
formula or a series expansion for the solution must be used. 
A third way of numerically integrating a given differential equa-
tion is referred to as IJpredictor-corrector method. 11 A predictor-corrector 
type formula set consists of an open-type integrator which is used to predict 
an approximation to the solution at the considered time step, and a closed-
type integrator which improves the approximation produced by the pre~ictor 
and is therefore more accurate than the predictor. Any combination of an 
open-type and a closed-type integrator defines an appropriate set of pre-
dictor-corrector, provided the corrector is a more accurate integrator than 
the predictor. Obviously, the final solution values are due to the corrector. 
Consequently, the truncation error and stabil ity properties of the solution 
depend on the corrector itself. Some of the more popular predictor-corrector 
type integrators are those given by Adams-Bashforth, Milne, and Hamming [9]. 
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In integrating ordinary differential equations, the use of for-
mulas with small truncation errors is desirable; therefore, the integrators 
such as the Runge-Kutta formulas, and some predictor-corrector sets enjoy 
popularity in this field. With initial-value problems of partial differ-
ential equations, general experience indicates that simple numerical 
integrators are more convenient in practice [16], since the most important 
factor in the choice of a numerical integrator is not its accuracy but 
the stabil ity properties of the resulting difference scheme, and since 
higher-order formulas may increase the computational costs considerably 
without any tangible improvement in the accuracy of the final resultso 
The choice of an integrator to be used in integrating a system of 
differential-difference equations arising from an initial-value problem is 
a trial-and-error sort of procedure; the analyst picks a relatively simple 
integrator and prior to its appl ication tries to ensure its stability. 
Among the integrators yielding stable difference schemes, the simplest for-
mulas are recommended. Consequently, the Runge-Kutta formulas and the pre-
dictor-corrector sets based on high-order interpolating polynomials are not 
generally of any advantage in integrating differential-difference equations 
of the form of Eq. 2.51. 
3.2.20 Newmark's 8-Method. The quadrature relations of Newmark's 
~-method [15J have been found to be convenient in integrating the differ-
ential-difference equations for wave propagation problems formulated on 
the basis of Ang's lumped-parameter model [17] 0 The quadrature relations 
are: 
-n+l 
u - n - n () 2 ( ) :'u· n + ( At ) 2 ~ :'u· n+ 1 u + 6t u + 6t - ~ u 2 
and !n+l u 
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:':n + ::n+ 1) 
u u , (3.4) 
where S is a factor which assumes the set of values S = 0, 1/12, 1/8, 1/6, 
1/4, and 1/2. These integration formulas are of closed-type, thus necessi-
tating iteration at each time step. They have the advantage of being self-
starting and hence, an additional starter is not required. 
The computational procedure for integrating Eq. 2.51 with Newmark's 
integrator is outl ined below: 
(1) Suppose the displacements u and the velocities u for all points in 
the domain of integration corresponding to the time step n are known. At the 
beginning of integration, these quantities are furnished by the initial con-
ditions. :':n The accelerations u at all points may be computed from the equa-
tions of motion, Eq. 2.51. 
(2) Assume a set of approximations for the accelerations at the time 
step n+l, for all points within the domain of integration, ~n+l Gene ra 11 y, 
:':n 
the accelerations u at the previous time step constitute satisfactory approx-
::n+l imations for u • 
!n+l Compute u using Eqo 3.4; 
-n+l Evaluate u from Eq. 3.3; 
(3 ) 
(4) 
(5) Determine ~n+l from the differential-difference equations, Eq. 2.51; 
:':n+l (6) Compare the computed values of u in step (5) with the assumed 
. :':n+l 
values of u in step (2); if, for all points within the domain of integra-
tion, these values are close to each other within some prescribed allowance, 
terminate the computations for the time step n+l. Otherwise, use the computed 
:':~l :':~l 
values of u as improved approximations to the final values of u and 
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repeat the iteration until convergence is reached. 
The quadrature relations, Eqs. 3.3 and 3.4, imp1 icit1y define a fi-
nite-difference approximation to the second-order time derivative ~n in terms 
of the function values. This relationship can be derived by rewriting Eq. 
3.3 for the time step n+2: 
-n+2 -n+l • +1 2 1 ~n+1 2 ~n+2 
u u +.6t un + (.6t) (2" - S) u + (.6t) S u • (3.5) 
If Eq. 3.3 is subtracted from Eq. 3.5, and Eq. 3.4 is used to el iminate the 
velocity terms, the following difference formula is obtained: 
~n+2 ~n+l ~n S u + (1 - 2S) u + S u ( ) -2 (-n+2 -n+1 -n) .6t u -2u +u. (3.6) 
Consequently, the process of integrating a system of differential-difference 
equations using the computational procedure described in connection with Eqs. 
3.3 and 3.4 is equivalent to solving the difference scheme in which time-wise 
discretization is made according to Eq. 3.6. 
As was previously pointed out, any set of numerical integration 
formulas which define finite-difference approximations for time derivatives 
satisfying the consistency condition can be used to integrate Eqs. 2.51. 
The scope of the present study, nevertheless, will be 1 imited to Newmark's 
f3-method. Previous studies using the same integrator for wave propagation 
problems [17] considered the difference scheme for S = 0, only. In this work, 
all g e om e t ric all y mea n i n g f u 1 val u e s for S, i. e., S 0, 1/12, 1/8, 1/6, 1/4, 
and 1/2 are considered. 
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3.3. Finite-Difference Equations for Wave Propagation Problems 
The available methods of stabil ity analysis of finite-difference 
schemes for initial-value problems all require expl icitly defined finite-
difference equations; due to this reason, it is appropriate at this ~tage 
of developments to derive the difference equations for the wave propagation 
problems which fall within the scope of the present study. These deriva-
tions are done using the equations of motion in Eqo 3.6 for all cases. The 
difference equations are derived and listed below for each specific problem. 
where 
Spherically Symmetric Wave Propagation (Eq. 2.9 and Eq. 3.6) 
n+2 2 n+1 + n 
cd .6.t )2 [ S( n+2 2 n+2 + n+2 ) + u. u. u. = u i+2 u. u i_2 I I 1 
.6.r 1 
+( 1 - 2S) ( n+1 2 n+l + n+l ) + S (u~+2 - 2u~ + u~ 2)] + u i+2 - u. u i_2 1 1 1-
2 cd .6.t 2 n+2 n+2 ) ) n+1 n+1 +- ) S(u i+ 1 u i_1 + (1 - 2S (u i+1 - u i-1 ) + p .6.r 
2 cd .6.t 2 n+2 n+l 
+ S (u~+l - u~_l)] - 2 ( ) [ S u. + (1 - 2S) u. + I I 
P .6.r 
+ S n u. ] , 
I 
(3.7) 
u ~ - u (p .6.r, n .6.t) • 
I 
(3.8) 
Axisymmetric Wave Propagation (Eqs. 2.14,2.15 and Eq. 3.6) 
n+2 n+1 n 
u .. - 2u .. + u .. 
I,J I,j I,j 
cd .6.t )2 [Q n+2 
1-1 (u. 2 . 
1- ,j 
.6.r 
2u~+~ 
I ,j 
n+2 
+ u .+2 .) + 
I ,J 
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+ ( 1 2(3) ( n+1 n+1 n+1 ) + 13 (u~ 2 . 2u~ +u~+2 .)]+ - u. 2 . - 2u .. + u'+2 . -1- ,j I ,j I ,j 1 - ,j I ,j i ,j 
cd Lt )2 [ ( n+2 n+2 +(1 n+1 n+1 + S u'+ l . - u. 1 .) -2S) (u '+1 . - u. 1 .) + p Lr 1 ,j 1 - ,J I ,j 1- ,j 
+ 13 ( u ~+ 1 . - u ~ 1 .)] 
1 ,J 1-, j 2 
P 
Cd Lt 2 +2 ) [S u ~ . + (1 - 2 S) 
I ,J Lr 
n+1 + 
u .. 
1 ,j 
+ S 'n u .. 
1 ,j 
] + ( n+2 2un.+2. + n+2 ) + u i ,j _ 2 - 1 ,j u i ,j +2 
( ) ( n+ 1 n+ 1 n+ 1) ( n 2 u n. . + n ) ] + + 1 - 28 u .. 2 - 2u. . + u. '+2 + S u. . 2 - u. '+2 
'I,j- I,j I,j I,j- I,j I,J 
( 2 c2) + C -d 5 
n+2 n+2 n+2 + n+2 ) [ S (W i + 1,j+1 - Wi+ 1,j-l - Wi - 1,j+1 Wi - 1,j-1 + 
n+ 1 n+ 1 n+ 1 + n+ 1 ) ( n 
+ (1 - 2S) ( wi + 1 ,j+1 - wi + 1 ,j-l - wi _ 1 ,j+l Wi - 1,j-1 + S wi + 1,j+1-
- w~+1,j_1 - W~_1,j+1 + W~_1,j_1)] (3.9) 
and w~+~ - 2w~+~ + w~ . 
I,j I,j I,j 
Cd Lt )2 n+2 [ S (w. . 2 
1 ,j -
2w~+~ + n+2 ) + 
1 ,j wi ,j +2 
n+ 1 n+ 1 n+ 1) n n n) 
+ (1 - 2 S) (w. . 2 - 2w. . + w. . +2 + S (w. . 2 - 2 w . . + w. . +2 ] + 
I,j- I,j I,j I,j- I,j I,J 
C Lt )2 n+2 n+2 ) +- _5 __ [ 13 (w'+ l . - w. 1 . p Lr 1 ,j 1 - ,j 
C Lt \2 
+ / 
n n \, + I _5 __ S ~W '+1 . - w. 1 .) J \ } 1 ,J 1- ,j Lr 
+ ) ( n+1 n+1 ) (1 
-28 w'+ l . - w. 1 . + 1 ,j 1- ,j 
- I . n+2 ...... n+2 ~~ ,n+2 \ --.L l:l \W. 2 . - L..W. .. w'+2 . J .. 1- ,j 1 ,j 1 ,J 
Metz Reference Room 
Civil Engineering Departmeat. 
BI06 C.E. Bu:::',J.~j,'~g 
University of Illi~ois 
Urbana, Illinois ElS0l 
where 
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( ) ( n+ 1 2 n+ 1 n+ 1) ( n _ 2w n. 0 n ) ] + 1 - 2 S w. 2 0 - w. . + w. +2' + S w. 2 0 + w. +2 0 + 1- ,j I,j I ,j J - ,j J ,j I ,j 
+ - (C~ - C~ n+2 n+2) n+1 S(u. '+1 - u .. 1 + (1 - 2S) (u. '+1-I,j I,j- J,j 
P 
n+1 n n 2 2 
- u. . 2) + S (u. '+1 - u. . 1)] + (Cd - C J,j- J,j J,j- S ( 
n+2 
S u '+1 0+1 -J ,j 
n+2 n+2 n+2 ) ( n+1 n+1 
- U i _ 1 ,j+1 - u i+ 1 ,j-1 +u i _ 1,j_1) + (1 - 2S u i+ 1 ,j+1 - u i+ 1,j_l-
n+ 1 + n+ 1 ) ( n n n + 
- U i - 1 ,j+1 U i - 1,j-l ,+ S u i+ 1 ,j+1 - u i+ 1 ,j-1 -U i - 1 ,j+1 
+ u~ 1 . 1)] , 
1- ,j-
U~ • - u(p 6r, q 6z, n 6t) 
J , j 
w~ 0 = w(p 6r, q ~, n 6t), 
J , j 
(3. 10) 
(3. 11 ) 
and Cd and C
s 
are as defined by Eqs. 2.21. 
One-Dimensional Wave Propagation (Eq. 2.19 and Eq. 3.6) 
2 n+1 + n+l ) + (n 2 n + n )] u j u j _ 2 S u j +2 u j u i _2 • (3. 12) 
and 
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Plane Strain Wave Propagation Eqs. 2.20 and Eqo 3.6) 
n+2 n+1 + n 
u .. -2u.. u .. 
I,j I,j I,j 
Cd .6t ) 2 [ n+2 6 (u. 2 . 
1- ,j 
.6r 
2u~+~ + n+2 ) + 
I,j u i+2 ,j 
+ (1 - ) ( n+ 1 _ 2 u ~+ ~ + n+ 1 ) + (n _ 2 u ~ . + n ) ] + 
2 6 U i _ 2 ,j I ,j U i +2 , j 6 U i _ 2 ,j I ,J U i +2 ,j 
+ ( 
C .6t 
5 ) 2 [ (n+2 S u .. 2 
I ,J -
2u n.+2. + n+2) ( ) ( n+l u. "+2 + 1 - 26 u. . 2 I,j I,j I,j-
n+ 1 n+ 1) ( n 2 U n. . + n )] + 
- 2 u. . + u. . +2 + 6 u. . 2 - u. . +2 I,j I,j I,j- I,j I,j 
+ (C~ - C~ ( n+2 n+2 n+2 + n+2 ) 6 wi+ 1 ,j+l - wi+ 1,j-l - w i _ l ,j+1 Wi - 1,j-l + 
n+1 n+l n+l n+1) 
+ (1 - 26) (w i+ 1 ,j+l - wi+l,j-l - Wi - 1,j+l + Wi-l,j-l + 
+ S(w~+l,j+l - w~+l,j_l - W~_l,j+l + W~_1,j_1)] (3. 13) 
n+2 n+1 n 
w. " - 2w .. + w .. 
I,j I,j I,j 
Cd .6t )2 [ (n+2 6 w •. 2 I ,j- 2w~+~ + n+2 ) + I ,j wi, j +2 
+(1 - 28) (w~+~ 2 - 2w~+~ + n+1 ) + 6(w~ . 2 - 2w~ . + w~ '+2)] + 
I ,j - I ,j wi, j +2 I ,j - I ,j I ,j 
Cs .6t 
+ ( --) [ 6 (w~+22 . - 2w~+~ + n+2 ) + (1 -26) (w~+21 . - 2w~+~+ 
I - , j I ,j W i +2 , j I - , j I ,j 
.6r 
2 
+1 2 2 .6t n+2 n ) + (n 2w n. . + n ) ] ( C ) [ ( + w·+2 · 6 w. 2 . - w·+2 · + cd - 6 uO+ 1 '+1 I ,J I - ,j I ,j I, j 5 .6r D:z. I, j 
44 
n+2 n+2 n+2 ) + ( 1 ) ( n+1 
- u i+ 1,j_1 - U i - 1,j+1 + u. 1 . 1 - 2S u'+ l '+1 1- ,j- 1 , j 
n+1 n+1 + n+1 ) 
+ S(u~+l '+1 n - u i + 1,j-l - U i - 1,j+l u. 1 . 1 - u i+ 1,j_l -1- ,j- I ,j 
- u~_l ,j+1 + u~_l ,j-l)] • (3.14) 
Plane Strain Wave Motion in Non-Cartesian Coordinates (Eqs. 2.49, 2.50 
and Eq. 3.6) 
2 
2 +2 + 1 2 2 2 2 6t n+2 ( ) (u n. . _ 2 n + n) [ ( c)· +] [( sin m - a u. - u. - = cd - sin m c -2 S u'+2 . I,j I,j I,j S s &. I ,j 
n+2 n+2 n+1 
- 2u. - + u. 2 . ) + (1 - 2S) (u '+2 -I,j 1- ,j I ,j 
n+1 + n+1) ( n 2u.. u. 2 - + S u'+2 .-I,j 1- ,j 1 ,j 
2u~ _ + u~ 2 .)] - 2 [(cd2 - c 2 ) sin a sin m + c 2 cos(m - a)]. I,j 1- ,j S S 
n+2 n+2 n+2 n+2) ) 
S(u i + 1,j+1 - u i+ 1,j-1 - U i - 1 ,j+1 + u i _ 1 ,j-l + (1 - 2S • 
n+1 n+1 n+1 n+1 ) n ' (u'+ l -+1 - u i + 1,j-1 - U i - 1 ,j+1 + u. 1 . 1 + S(u'+ l '+1-I ,j 1- ,J- 1 ,j 
2 
c
2 ) 
6t2 
n n 
+ u~ 1 . 1)] - u i + 1,j-l - U i - 1,j+l - (cd - sin m cos m ,...,2 . 1- ,j- s &. 
.[ S(w~++22 . - 2w~+~ + w~+22 .) + (1 - 2S) (w~++21 _ - 2w~+~ + W~+21 .) + 
I,j I,j I-,j I,j I,j I-,j 
2 
n 22M 
+ S (w~+2 . - 2w. . + w~ 2 .)] + (cd - c ) sin (m + a) ---
I ,j I,j 1- ,j S "'" "'" &. 6y 
and 
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n+2 n+2 n+2 n+2) ) ( n+l 
• [ 13(wi+1,j+l - w i+ 1,j-1 - Wi-1,j+l + Wi - 1 ,j-l + (1 - 2$ wi+1,j+l 
n+ 1 n+ 1 n+ 1 ) + (n n 
- wi+1,j-l - Wi-1,j+l + Wi-1,j-l 13 wi+1,j+l - wi+1,j-l -
n + n )] + [( 2 2). 2 + 2 
- Wi - 1,j+1 Wi_1,j_l cd - Cs sin a C s 
n+2 
",2 [f3 (u. '+2 Dy I , j 
n+2 n+2) ( ) ( n+ 1 2 un. + 1. n+ 1 ) + (n 
- 2u. . + u .. 2 + 1 - 213 u. '+2 - + u .. 2 13 u. '+2 -I,j I,j- I,j I,j I,j- I,j 
2un.. n )] (2 2) + u. . 2 - cd - C s I,j I,j- sin Q' cos a 
n+2 
13 (w. '+2 I ,j 
_ 2wn.+2. + n+2) ( ) ( n+l n+l n+l) 
w. . 2 + 1 - 213 w. . +2 - 2w. . + w. . 2 + 
I,j I,j- I,j I,j l,j-
+ c( n 2wn .. + n t-J w. '+2 - w .. 2 I,j I,j I,j-
2 ( ) (wn.+2. sin ill-a 
I , j 2w
n.+1. n) + w •. 
I ,j I ,j 
)] , 
2 2 
- (c - C ) sin a cos a d s 
(3. 15) 
[ ( n+2 n+2 n+2) ( ) ( n+l 2un.+1o + • 13 u. . +2 - 2 u. . + u. . 2 + 1 - 2 13 u. . +2 -I,j I,j I,j- I,j I,j 
n+ 1) ( n n n) (2 2 ) 2 + u. 0 2 + 13 u. 0+2 - 2u. 0 + u. 0 2 ] + [ cd - Cs cos a + I,j- I,j I,j I,j-
n+2 
13 (w. 0+2 I ,j 2 
n+2 + n+2) ( ) ( n+ 1 
w.. w. 0 2 + 1 - 213 w. . +2 I,j l,j- I,j 
- 2w~+~ + w~+~ 2 ) + 13(w~ 0+2 - 2w~ . + w~ . 2)] -
I,j I,j- I,j I,j I,j-
( n+2 13 u'+2 . 1 ,j 2u~+~ + u~+22 0 ) + I,j 1- ,j 
where 
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( ) ( n+ 1 _ 2 U n. + 1. n+ 1 ) + (n n n ) + 1 - 2 S U . +2 . + u. 2· 13 u. +2 . - 2 u. . + u. 2 . ] + I,j I,j 1- ,j I ,j I,j 1- ,j 
( n+2 2 n+2 + n+2 ) + 13 w·+2 . - w w. 2 . 1 ,j i ,j 1- ,j 
( ) ( n+ 1 n+ 1 + n+ 1) ( n n n ) + 1 - 213 w·+2 . - 2w.. w. 2· + 13 w·+2 . - 2w .. + w. 2 . ] + 1 ,j I,j 1- ,j 1 ,j I,j 1- ,j 
n+2 n+2 n+2 
\3(u i+ 1 ,j+1 - ui+l,j-l - Ui - l ,j+1 + 
n+2 
+ u. 1 . 1) + (1 
1- ,j-
n+l n+1 n+l n+1) 
213) (u i+ l ,j+l - u i+ l ,j-1 - Ui-l,j+l .+ u i _ l ,j-l + 
( n n n n) (2 2) + S u i+ 1,j+l - u i+ l ,j-l - Ui - l ,j+l + Ui-l,j-l ] -2[ cd-cs cos CD. 
2 
• cos a + c cos (CD - a)] 
S !£.~ 
n+2 n+2 n+2 
S(w i + l ,j+l - wi+l,j_l - wi _ 1 ,j+l + 
n+2) ) ( n+l n+l n+l n+l) 
+ w i _ 1 ,j-l + (1 - 213 w i + 1,j+l - wi+ 1 ,j-l - w i _ l ,j+l + w i _ l ,j-l + 
(3. 16) 
U ~ . - U (p !£., q ~, n .6t) , 
I ,j 
(3. 17) 
w~ . = w(p~, q Do/, n .6t). 
1 ,j 
In connection with the mathematical properties of the difference 
equations derived in this section, the following points should be observed: 
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(1) all of the derived equations are 1 inear, which naturally follows from the 
assumptions of linear elasticity and small displacements; (2) difference 
equations for the spherically symmetric and axisymmetric wave propagation 
problems are of variable coefficient type, whereas those for one-dimensional 
and plane strain media are constant-coefficient difference schemes; 
(3) all of the difference equations are three-level difference equations, 
since they involve quantities at three time steps, n+2, n+l, and n, only. 
4. STABILITY THEORY OF FINITE-DIFFERENCE SCHEMES 
The aim of this chapter is to briefly present the stabi 1 ity 
theory of finite-difference schemes for initial-value problems with constant 
and variable coefficients. Methods that can be used in deriving necessary 
and sufficient conditions for stability are investigated. The relative 
merits and shortcomings of each method of analysis are discussed. The 
treatment is kept at a general level; however, the illustrative examples 
are designed exclusively from discrete wave propagation problems. 
4.1. General Concepts and Definitions 
4.1.1. Finite-Difference Eguations. Using the notation adopted by 
Richtmyer and Morton [16], a finite-difference scheme for a properly posed 
initial-value problem can be conveniently represented in terms of the 
abstract Banach space terminology. Such a discrete initial-value problem 
consists of a 1 inear system of difference equations 
-n+1 -n 
Bl u = BO u 
and the initial conditions 
u (0) -0 = u 
(4. 1) 
(4.2) 
where un - u(x, n 6t) is an element of the Banach space, n is an index indi-
eating the discrete time step t = n 6t, 6t being the uniform time interval 
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-0 taken as the step size, and u is an element of the Banach space representing 
the initial state of the system. Here, x is a d-component vector representing 
the independent space variables, and u is a p-component vector of the depend-
ent variables. The-refore, Bl and 80 are (p x p) matrices whose elements are 
1 inear finite-difference operators such_ that 
(4.3) 
Boundary conditions, if any, are assumed to be 1 inear and homogeneous. 
A finite-difference formula of the form of Eq. 4.1 is called a 
"two-level formula," since it involves quantities at two time levels, t n 
n+l 
and t ,only. T~is representation is sufficiently general because any 
given difference system of equations can be reduced to an equivalent two-
level difference system by introducing some new dependent variables. 
Suppose that between the time increment 6t and the space increments 
~, relationships of the following form exist: 
6x. 
I 
g . (6t) , (i = l, • • • , d) • 
I 
Consequently, 
B1 = Bl [ 6t; g1 (6t) , g2(6t), 
BO = BO[ 6t; g1 (6t) , g2(6t), 
• , 9 d (6t)] = B 1 (6t) 
• , g d (6t)] ;:: B 0 (6t) 
(4.4) 
(4.5) 
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Assuming that Bl possesses a unique inverse, the difference system, Eq. 4.1, 
can be written as 
where 
-n+l 
u (4.6) 
(4.7) 
Using Eq. 4.6 recursively, the solution at various time steps can be expressed 
as 
-1 C (.6.t) -0 u u 
-2 C (.6.t) -1 C(.6.t)2 -0 u u u 
(4.8) 
. . . . . 
-no 
= C(6t)n 'uo u . 
This shows that th~ numerical integration of the difference scheme involves 
the set of operators C(.6.t)n appl ied to Lio • The essence of stabil ity js that 
there should be a 1 imit to the extent to which any component of an initial 
function can be amplified in the numerical procedure. Hence, 
Definition 1. The approximation C(.6.t) is said to be "stable," if for some 
T > 0, the infinite set of operators 
C(.6.t)n, 0 <.6.t <~, 0 < n.6.t ~ T , (4.9) 
is uniformly bounded. In other words, 
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II un II (4.10) 
where K is a real positive number, and II II denotes the L2 norm in the 
Banach space. Evidently, then, stability is a property of the finite-
difference scheme and has nothing to do with the continuous initia1-
value problem. 
4.1.2. Fourier Transform Method of Stability Analysis. A more 
convenient way of writing the difference Eq. 4.1 is: 
I B~ T8 -n+l L B~ T~ -n 0, u u (4.11) 
Nl NO 
where TS is a translation operator such that 
(4012) 
B~ and B~ are (p x p) matrices whose elements are finite-difference opera-
tors, and ~ = ( ~l' • • • , Sd) is a multi-index with integer elements. 
The summations are extended over the finite sets Nl and NO of the neighbors 
of the point x. 
Let u be expandable into a Fourier series 
u(x) = (4. 13) 
where L. is the period of u(x) in x. of x, and v(i<) is the Fourier coefficient 
I I 
vector of order p. Due to linearity of Eq. 4.11, only one term of Eq. 4.13 
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need be consideredo Substituting one typical term of the series, Eq. 4.13, 
into Eq. 4.11, and simp1 ifyrng, the following equation is found: 
H 1 -n+l C') -n (-) v k - HO v k o , (4. 14) 
where H1 = L BS exp [ I [ k Sl &1+ • . ~ + k d S d &d ] } 1 1 
Nl (4.15) 
HO = L B13 exp [ 0 I [ kl 13 1 &1 + • . • + kd Sd &d ] } 
NO 
Again, s uppos i ng tha t & . is dependent on 6t in the way described by Eq. 4.4 
I 
and that Hl has a unique inverse, Eq. 4.14 can be rewritten as 
vn+1 (i<) G (6t, i<) vn (i<.) , (4016) 
where (4.17) 
Here, G(6t, k) is a (p x p) matrix, called the lIamp1 ification matrix." Ob-
viously, G(6t, k) corresponds to the operator C(6t) of the previous formu1a-
tiona Analogously, 
Definition 2. The difference scheme, Eq. 4.11, is Istab1e" if the set of 
matrices 
G(6t, k)n, for 0 < 6t < T, 0 ~ n 6t ~ T (4. 18) 
is uniformly bounded. 
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4.1.3. Some Useful Definitions and Theorems. In this section, some 
mathematical concepts and pertinent theorems on which the ensuing development 
is based are introduced. The proofs of the theorems will be found in Refer-
ences [12], [13], [16], and [21]. 
Definition 3'. The "bound" or "norm" of a matrix G is defined as 
II G II - 1. u. b. 
II x \If 0 
\1 G x II 
II xII 
, for a 11 x 
w her e 1. u. b. s tan d s for t he "1 e a stu ppe r bo u n d I I and I \ x I I 
+ Ix 12) 1/2 is the Eucl idean norm of the vector x. 
P 
(4019) 
The computation of the bound of a matr"ix can be rather lengthy if 
the matrix is a high-order matrix. The following theorems may be useful in 
roughly estimating II GIl· 
Theorem 1. The bound of a (p x p) matrix G is bounded by p times the abso-
lute value of the largest element of G, ioe., 
II G \1 ~ pM, 
where M denotes the absolute value of the largest element of Go 
Theorem 2. The bound of a (p x p) matrix G is bounded by IP times the 
maximum of the norms of the rows or the columns of G (== II a II), ioe., 
II G II ~ IP II Ct II · (4.21) 
Definition 40 A matrix G is said to be "normal" if and only if it commutes 
with its tranjugate (Leo, transposed conjugate): 
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-'~ 
G G G G". (4.22 ) 
Theorem 3. A matrix-G over the complex field can be diagonal ized by a 
unitary transformation if and only if G is normal. 
Theorem 4. The bound of a normal matrix is equal to the absolute value 
of its largest eigenvalue. 
Theorem 4 is useful in determining the bound of a matrix if it 
is normal. Furthermore, it leads to another theorem which facilitates the 
determination of the bound of an arbitrary matrix. 
Theorem 5. The bound of a matrix G is the square root of the absolute 
-'~ 
value of the largest eigenvalue of G"G. 
Definition 5. A family of matrices Gn is said to be "uniformly bounded II if 
there exists a positive constant C such that 
II Gn II < C. (4.23 ) 
Definition 6. Let Al , ••• , Ap be the eigenvalues of a (p x p) matrix G. 
The max i mum of the abso 1 ute va 1 ue of A., ( i = 1, • • • , p) is ca 11 ed the 
I 
"spectral radius of G." 
Theorem 6. Between the bound and the spectral radius, R, of a matrix the 
following inequalities exist: 
R n < II Gn II < II G II n • (4.24 ) 
,': A square matrix is lIunitary" if and only if its columns and rows 
are mutually orthogonal unit vectors. 
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Theorem 7. If G is a normal matrix, then 
II G II n • (4.25) 
Theorem 7 is a direct result of Theorems 4 and 6. 
4.1.4. On Finding the Ampl ification Matrix G(6t, k). Most of the 
available theorems for the stabil ity analysis of difference schemes for 
constant-coefficient initial-value problems assume that 'the ampl ification 
matrix G(6t, k) of the difference scheme is known. Consequently, the 
expl icit derivation of G(6t, k) usually constitutes the first step in a 
stabil ity analysis. There are some methods which by-pass this step and 
directly arrive at the stability criteria; these methods, however, 
usually tend to produce only necessary conditions for stabil ity without 
providing any clue as to the accompanying sufficiency conditions. Thus, 
although the derivation of G(6t, k) is quite a tedious task in some cases, 
generally it appears to be highly justifiedo 
The fundamental steps in deriving G(6t, k) are: (1) reduce the 
given difference scheme to an equivalent two-level system if it is not 
already a two-level scheme; (2) write out the B~ and B~ matrices expl icit1y; 
(3) obtain the matrices Hl and HO from Eqs. 4.15; (4) invert Hl ; 
(5) find G(6t, k) from Eq. 4.17. 
The most troublesome step in this process is the inversion of Hl 
in case the number of dependent variables is large. The following example 
serves to illustrate the procedure. 
Example 10 A finite-difference equation approximating the differential 
equation for the one-dimensional wave propagation problem is: 
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2 n-l + n-2 u. u. 
1 1 
(4.26) 
where c is the velocity of propagation in the medium and u~ = u(p~, n 6t), 
1 
in which p = (i - 1)/2. In Eq. 4.26, space-wise discretization can be 
visual ized through the lumped-parameter model proposed by Ang. Eq. 4.26 is 
a three-level difference equation. Reduction to a two-level system is 
possible by introducing the new dependent variables 
n 
v. 
1 
n 
wi _ 1 = 
6t 
(u~ -
1 
c 
(u~ - u~ 2). 
2 & 1 1-
(4.27) 
(4.28 ) 
In terms of v and w, the equivalent two-level difference scheme becomes 
n+l 2b n+l + 2b n+l n v. 
- wi+ 1 wi -1 = v. 1 1 
(4.29) 
1 b n+l 1 b n+l n+l n v. v i _2 wi _ l - - wi -1 2 1 2 
where b - c 6t/6x. This difference scheme can be rewritten as 
B i + 1 - n+ 1 B i - n+ 1 i - 1 - n+ 1 + i - 2 - n+ 1 1 u i+ l + 1 u i + B1 u i_ l Bl u i _2 = 
(4.30) 
where u - [ ~ } and B1 and BO matrices are easily recognized to be 
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[: :], 
Using these in Eqs. 4.15, Hl and HO are found to be 
where 
H 
o 
I a -I k bx/2 
-e 
2 
o 
a -
2 c .6t 
. k bx 
Sin -2-
-21a 
Ikp bx 
e , 
- e 
-I k bx/2 
Ikp bx 
e , 
[: :: 1 
(4.31 a) 
(4.31b) 
(4.32) 
Inverting Hl and using Eq. 4.17 one finally obtains the amp1 ification matrix 
as 
G (.6t, i<). 
2 21 a/ (l+a ) 
(4.33) 
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4.2. Necessary Conditions for Stabil ity 
4.2.1. The von Neumann Condition. It is seen that for a difference 
scheme to be stable the family of matrices G(6t, k) should be uniformly 
bounded. In other words, 
(4.34) 
Eq. 4.34, together with Eq. 4.24 suggests that for stabil ity 
Rn ;:; 
is necessary. This condition, nevertheless, is generally not sufficient 
for stability. Now, assuming that Cl ~ 1, and using T = n 6t, Eqo 4.35 is 
transformed into 
R(6t, k) C6t/ T 1 • (4.36) 
It can be verified that the exponential cft/T is bounded by a linear ex-
6t/T pression such that Cl S 1 + C2 6t. Recalling the definition of the spec-
tral radius and using these results, one finally gets 
A. 
I 
< 1 + o (6t) , for 0 < 6t < T, = 1, ••• , p, (4.37) 
where A. are the eigenvalues of the amplification matrixo Eq. 4037 is known 
I 
as the "von Neumann necess ary cond i t i on for stab i 1 i ty .11 
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Example 2. The von Neumann necessary condition is appl ied to the difference 
scheme discussed in Example 1. The characteristic equation of the ampl ifi-
cation matrix given by Eq. 4.33 is found as 
o • 
Thus, the eigenvalues are 
l± I a 
1+a2 
Using the von Neumann condition it is seen that 
2 
< 1, for all a (4.40) 
2 Therefore, it is concluded that for all values of a the von Neumann condi-
tion is satisfied and the scheme is unconditionally stable. 
4.2.2. A Short-Cut Method. The analysis of stability by using the 
von Neumann condition requires the explicit derivation of the ampl ification 
matrix for the difference scheme. This is undesirable for difference schemes 
involving a large number of independent variables. The method described in 
this section avoids the ampl ification matrix and obtains the characteristic 
equations directly. 
It can be proved that, 
Theorem 8. Let u be the exact solution, and u an approximate solution of a 
linear m-level difference scheme for a proPerly posed initial-value problem 
such that 
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u = u + E (4.41) 
where E stands for the solution error. Then, the error term satisfies the 
homogeneous system of m-level difference equations. 
-Now, let the solution error E be expanded into a Fourier series 
Ik.x 
e ~n , (4.42) 
where En is the error vector at the n th time step, v is the Fourier coeffi-
cient vector of order p, x is ad-component vecto.r representing the space 
variables and k is a d-component vector standing for the frequencies of the 
Fourier components. Because of 1 inearity and Theorem 8, it follows that 
each component of Eq. 4.42 must individually satisfy the homogeneous sys-
tern of difference equations. Substitution of a typical term of the series 
expansion into the difference system produces a system of algebraic equations 
in E of degree m-l. Another definition of stabil ity is introduced below: 
Definition 7. A difference scheme is "stable" if the solution error remains 
bounded at each time step. 
The equivalence of this definition to the previous definition of stability 
is straight-forward. Consequently, it follows that for stability 
(4.43) 
which is equivalent to von Neumann condition provided ~ represents the eigen-
values of the ampl ification matrix. It Can be proved that the algebraic equa-
tions in E obtained by substituting a Fourier series expansion into the homo-
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geneous difference scheme are the same as the characteristic equation of the 
amplification matrix for the system, and that s as defined in Eq. 4042 repre-
sents the eigenvalues of G(6t, k). An example follows: 
Example 30 I kp f:::x n Substitute the Fourier component e s into the difference 
equation of Example 1, Eqo 4.26. After cancellations, one gets 
Using the Euler formula 18 e = cos 8 + I sin 8, and the identity 2 . 2 sin 8 = 
1 - cos 28, this becomes 
which is identical to the characteristic equation of Eq. 4.38. 
The following points should be observed: 
(1) If the difference scheme is unconditionally stable or unstable, or 
if only necessary conditions for stabil ity are sought, this so-called short-
cut method has an obvious merit over the formal theory in that it requires 
neither a reduction of the difference equations to a two-level difference 
scheme nor an expl icit derivation of the ampl ification matrix. 
(2) If, on the other hand, sufficient conditions for stability are 
also to be investigated, then the short-cut method of analysis is not recom-
mended since most of the theorems dealing with sufficiency conditions are 
based on the form of G(6t, k). 
This short-cut method has been used successfully to obtain con-
ditions for stability of difference schemes for wave propagation problems 
in solid media [17, 19,20]. 
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4.3. Sufficient Conditions for Stabil ity 
The von Neumann condition of the previous section is a powerful 
tool for deciding on whether a difference scheme for a constant-coefficient 
problem is stable or not, and in extracting the conditions for stabil ity 
from the given system. In almost all cases the method works, and is rela-
tively easy to apply since it requires information only about the eigen-
values of G(Lt, k)o However, it has the disadvantage of providing only 
necessary conditions for stability. In this section, some theorems which 
are helpful in ascertaining the sufficiency criteria are discussed. 
4.3.1. Simple Sufficiency Conditions. There are a few theorems 
which can be easily appl ied to some specific cases. 
Theorem 9. If the ampl ification matrix G(Lt, k) is a normal matrix, then 
the von Neumann condition is sufficient as well as necessary for stabil ity. 
The proof of Theorem 9 directly follows from Eq. 4.25 and 
Eq. 4034. Its usefulness is somewhat restricted because the ampl ification 
matrices encountered in practice are rarely normal. However, as it is easy 
to apply, it is recommended to check the ampl ification matrices routinely 
for norma 1 ness. 
Trivially, all (1 x 1) matrices are normal. Consequently, 
Corollary. For a two-level difference equation with only one dependent 
variable, the von Neumann condition is both necessary and sufficient for 
stab i 1 i ty • 
. Theorem 10. If, for some M and some T> 0, 
II G (Lt, k) II < 1 + M Lt, for 0 < Lt < T , (4.44 ) 
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then the difference scheme is stable. 
It can be proved that Eq. 4.44 is a necessary and sufficient con-
dition for stability. Theorem 10, however, may be found rather awkward to 
apply since it requires the evaluation of the norm of G(.6t, k). The esti-
mates for I' G(.6t, i<.) II may somet imes oe rather conservative and Eq. 4.44 
may not be satisfied; it should be observed that this does not necessarily 
imp ly i nstab i 1 i ty. 
Another special case arises for "uniformly Lipschitz continuous" 
amp1 ification matriceso 
Definition 8. A matrix G(.6t, k) is "uniformly Lipschitz continuous at 
.6t = 0, f f if 
G (.6t, i<.) G (0, i<.) + O(.6t), as .6t - 0, (4.45 ) 
where the constant O(.6t) does not depend on k. 
Theorem 11. If the amplification matrix G(.6t, i<.) of a difference scheme is 
uniformly Lipschitz continuous, then its stability may be determined by 
considering G(O, k). 
The proof of Theorem 11 is discussed in Reference [16]. An inter-
esting and useful corollary follows: 
Corollary. If G(.6t, i<.) is uniformly Lipschitz continuous, and if, in addition 
II G(O, i<.) II < 1, (4.46) 
then the difference scheme is stable. 
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For cases in which G(6t, k) is not uniformly Lipschitz continuous 
at 6t = 0, the following corollary may be tried: 
~,~ 
Corollary. If the matrix G"(6t, k) G(6t, 'k) is uniformly Lipschitz continu-
ous at 6t = 0, then G(O, 'k) suffices for stability considerations of the 
difference scheme. 
4.3.2. Kreiss Matrix Theorem and Buchanan Stabil ity Criterion. A more 
general and unified theory of stable family of matrices is given by Kreiss 
[16, 21]. The Kreiss matrix theorem is extremely significant from a theoret-
ical standpoint. However, it offers little for practical purposes. A more 
practical theorem based on the Kreiss matrix theorem is provided by Buchanan; 
it simultaneously yields necessary and sufficient conditions for stabil ity 
and is especially convenient for ampl ification matrices already in upper 
triangular form. Bef~re presenting the theorem, the following definition 
is made: 
Definition 9. A sequence of complex numbers AI' 
be Iinested" with nest ing constant K if 
"\ 
1\.2' . . . , 
A - A 
r s < K I A £ - Am I, wheneve r £':::; r .:::; s < m. 
Ap is said to 
(4.47) 
Observe that for a sequence containing less than four elements, 
this definition has no significance. 
The Buchanan stabil ity criterion is summarized by the following 
theorem: 
Theorem 12. Let F be a family of matrices G which are in upper triangular 
form with their eigenvalues nested with constant Kl • Then F is stable if 
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and only if the von Neumann condition, 1 Ai 1 ~ 1, on the eigenvalues is 
satisfied and the off-diagonal elements satisfy 
G •• 
IJ < K2 Max ( 1 - 1 A .1, 1 - 1 A·I, I". - ". 1 ) , I J I J 
for some constant K2 independent of G. 
(4.48 ) 
The appl ication of this theorem to practical problems is straight-
forward once the ampl ification matrix is triangularized. This initial tri-
angularization can be accomp1 ished by following through the steps itemized 
below: 
(1) Determine the eigenvalues "1' . . . , A of G; p 
(2) Find the eigenvector ~1 corresponding to 
"1 and norma 1 i ze it; 
(3 ) Choose the vectors 1V2 ' 1V3 , . . . , \jrp such that [ ~1' 1V2 , , \jrp} 
is an orthonormal seta Then U = CPI \jr2 • a • \jrp ] is a unitary matrix, i.e., 
U- 1 
(4) Form the product U'kG U = [.~!. ~. o. ~.] , where B is a row vector 
o : C 
. 
of order p-1, and C is a square matrix of order p-1; 
(5) Using the same procedure triangularize C until the final result of 
the transformation is the required upper triangular matrix. 
Once this upper triangular form is obtained the necessary conditions 
are generated from the von Neumann condition on the eigenvalues. Eq. 4.48 
is ~sed to find the sufficient conditions for stabi1 ity. 
Example 4. The differential equation for one-dimensional wave propagation 
can be approximated by using the difference equation 
n+l n n-l 
u. - 2u. + u. 
I I I 
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which is generated by formulating the problem on the basis of the lumped-
parameter model given by Ang, and integrating the resulting differential-
difference equation by Newmark's e-integrator for ~ = O. This three-level 
difference equation is reduced to a two-level system and the ampl ification 
matrix is found as 
[ 
1 
G -
la/2 
21: 1 ' 
l-a 
(4.50) 
where a is defined by Eq. 4032. The characteristic equation of the ampl ifi-
ca t i on rna t r i x 
yields the eigenvalues 
1 1 2 _Jl 4 2 1..1 - 2" a 4 a a 
1 _ 1 a2 + J 1 a 4 2 1..2 2 4 a 
The normal ized eigenvector corresponding to 1..1 is 
CP1 --
J5 
(4.53 ) 
The unitary transformation is then found to be 
u [
0 
-1 
+ la 
(4.54 ) 
/5 
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Final ly, the required upper triangular form is obtained as 
, 
G 
_I~ 
U"G U 
o 
2 r-2 (2~) a ~ 4-a - - I a a - 2 
(4.55) 
The necessary condition follows from the von Neumann condition on the 
eigenvalues: 
1 2 11- '2 a 1 ry-± '2 a ~ a- -4 1 , 
IA21 = 
·If 2 4 a :::; 
Consequently, the necessary condition for stability is 
2 
a :::; 4 . 
The sufficient condition is obtained from Eq. 4.48: 
G' = a (a4 _ 2a2 + 25 ) 1/2 
12 4 
Hence a (a4 _ 2a2 + 25 ) 1/2 < K a (4_a2) 1/2 • 4 - 2 
This is possible only if 
2 
a < 4 , 
which is the sufficient condition for stabil ity. 
(4.56) 
(4.57 ) 
(4.58 ) 
(4.59) 
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40303. Kato's Condition. A theorem due to Kato produces powerful 
criteria for sufficient conditions for stability. The general form of 
Kato's theorem [16] does not immediately lend itself to practical appl i-
cations. In this section, rather than the general theorem itself, the 
special cases depending on it are quoted and discussed. First, however, 
the following definition is given: 
Definition lao Let T be a matrix whose columns are some vectors. Then, 
the matrix T,I'T is called the "Gram matrix" of these vectors, and the 
_'~ 2 
determinant of T"T, denoted by 6. , is termed the "Gram determinant" of 
these vectors. 
Theorem 13. Suppose that the ampl ification matrix G is "uniformly diago-
na 1 i zab 1 e, •• i • e • , for each G, there ex i s ts a matr i x T such that A = T -1 G T 
is diagonal and T and -1 bounded independently of k and sufficiently T are 
small 6.t. Then, the von Neumann condition is b,oth necessary and sufficient 
fo r stab i 1 i ty • 
An appl ication of this theorem follows: 
Example 5. For the difference scheme of Example 4, the eigenvalues A1 and 
A2 , and the normal ized eigenvector 91 corresponding to A1 are given by 
Eqs. 4052 and 4.53, respectively. The normal ized eigenvector ~2 corresponding 
to A2 is determined as: 
(4.60) 
/5 
It is observed that ~1 and 'Pi are not orthogonal (ioe., 9\' ~2" 0); this is 
expected since G in this case is not a normal matrix. Define the matrix 
T = [ cp 1 CP2] 
for wh i ch 
/5 
=--
2 
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[
0+ la 
/5 -1 
_(4_a2) 1/2 + la 
(4_a2) 1/2 
( 4-a 2) 1/2 + I a 
(4_a2) 1/2 
- 1 The matrix product A = T G T yields 
o 
o 
(4.62 ) 
(4.63 ) 
where the diagonals of A are the eigenvalues of G. Therefore, it is proved 
that G is uniformly diagonal izable. By the aid of Theorem 1, the bounds of 
T and T- l are estimated as 
4 
II Til <-
/5 
1 5 1/2 /I T- II ~ 2) • 
l-a /4 
(4.64) 
-1 Consequently, T is always bounded, and T is bounded if and only if 
2 
a < 4 . (4.65 ) 
2 The von Neumann condition, a ~ 4, is not sufficient for stability, since for 
2 -1 
a = 4, T is not boundeda Therefore, Eq. 4.65 is the sufficient condition 
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for stab i 1 i ty. 
The following theorem is equivalent to Theorem 13 in principle. 
Nevertheless, it may be found to be easier to apply in certain caseso 
Theorem 14. If G has a complete set of eigenvectors and there exists a 
constant 6 such that 6 ~ 6 > 0, where 62 is the Gram determinant of the nor-
malized eigenvectors, then the von Neumann condition is sufficient as well 
as necessary for stability. 
Example 6. The Gram matrix for the eigenvectors of Example 5 is 
5 
_'~ 
T"T = 
5 2 12 3-2a + 21a "J4-a-
and the Gram determinant is found as 
4 2 2 5) (l-a /4) 0 
2 rz 3-2a - 2 I a "./4-a-
5 
Remembering the definition of a from Eq. 4.32, this becomes 
62 = ~ [ 1 _ (c 6t)2 . 2 k ~ ] 25 ~ sin -2- · 
Define = l.§ [ 1 _ (c 6t ) 2 ] • 6 - 25 ~ 
2 It is seen that 6 ~ o. Furthermore, if 
6t 
c < 1 , 
(4.66) 
(4.67) 
(4.68) 
(4.69) 
(4.70) 
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2 then 6 ~ 6 > o. Therefore, Eq. 4.70 is the sufficient condition for stabil-
ity, which is equivalent to Eq. 4.65. 
Another theorem which stems from Kato's theorem, and which may be 
convenient, as it deals only with the eigenvalues of G(6t, k) and does not 
require the eigenvectors, is presented below: 
Theorem 15. I f the elements of G (6t, k) are bounded for 0< 6t < 1", and 
all k, and if all the eigenvalues Ao of G, with the possible exception of 
I 
one, 1 i e ina c i rc 1 e ins i de the un i t c i rc 1 e: 
r A i I ;s y < 1, fo r 0 < 6t < 1" , = 2, ... , p, (4.71) 
then the von Neumann condition is sufficient as well as necessary for 
stab i 1 i ty • 
4.3.4. Lax-Wendroff Condition. Another sufficient condition for sta-
bility which may be useful in some cases is given by a theorem due to Lax 
and Wendroff [16, 21]: 
Theorem 16. If G (6t, 'k) iss uch that 
I v -:, G v I ~ [ 1 + 0 (6t) ] II v 11 2 , (4.72) 
for any vector v, then the difference scheme is stable. 
4.4. Energy Method 
The methods of stabil ity analysis and the theorems presented up 
until this point have almost exclusively required the expl icit derivation of 
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the ampl ification matrices, and were appl icable to difference schemes for 
pure initial-value problems with constant coefficients. The so-called 
energy method is a more general method of analysis in that it can be appl ied 
to mixed problems and problems with variable coefficients, as well. Further-
more, it does not necessitate the derivation of G(Lt, k). However, its 
use is limited since it tends to produce only sufficient conditions for 
stability. As a result, rather than regarding the energy method as a sepa-
rate tool, it should be used to complement the results obtained through the 
Fourier transform method. 
The basic idea of the energy method is to devise a norm for the 
solution vector and to demonstrate that this norm increases by a factor no 
greater than l+O(6t) at each time step. This is the impl ication of stability 
in this new norm. If the equivalence of this new norm to the usual L2 norm 
can be proved, then stability in the new norm implies stabil ity in the L2 
normo In some simple problems the norm that is devised corresponds to the 
actual physical energy of the system; this is the reason for the method 
be i ng known as the "ene rgy method ." 
Some relevant definitions follow: 
, 
Definition 11. Let II u II and II u II be two real-valued functions which have 
J 
all the propert ies of a norm. The norms II u II and II u II are said to be 
"equivalent" if there exist two positive constants Kl and K2 such that 
Kl 11 u \I ~ II u II J (4.73) 
for all u belonging to the Banach space. 
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An alternative definition of stabi 1 ity is given below,. It can be 
proved that for constant-coefficient problems this definition is equivalent 
to that already adopted in Definition 1. 
Definition 12. A difference scheme is listable" in the norm denoted.by 
II l1 H, if 
-n+l -n II u II H ~ [ 1 + 0 (.6t) ] II u 11 H ' (4.74) 
for all u belonging to the Banach space. 
A useful lemma is stated below without proof: 
Lemma. If there exist a sequence of real numbers S and a pair of positive 
n 
constants Kl and K2 such that 
and 
~ cons t. II Uo 112 , 
for n 6t ~ T and sufficiently small .6t. 
n+l 
u 
(4.75) 
(4.76) 
(4.77) 
In other words, if S is equivalent 
n 
to the L2 norm, and if Eq. 4.76 is satisfied, then the scheme is stable in 
the L2 norm. 
As the reader may have already felt, the energy method is a rather 
flexible and loose method of stability analysis for which only few rules can 
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be given. In the case of a two-level difference scheme the procedure con-
sists of the following steps: 
(1) By squaring both sides of each difference equation, or by taking 
appropriate inner products and then summing over mesh points and adding all 
of the equations together., try to obtain a relationship of the form 
-n+l 
u (4. 78) 
where S is some quadratic form in un and its derivatives. 
n 
Prove that S is a positive-definite quadratic form thus demonstrat-
n 
ing that S is indeed a norm, and show its equivalence to the square of the 
n 
L2 norm, II -un \\2. 
The most frustrating part of the energy method is the determina-
tion of a new norm S. It has been shown [16] that, under certain circum-
n 
stances a norm with the desired properties always exists; nevertheless, for 
variable-coefficient problems, the conditions under which S exists are rather 
n 
limited. In the case of constant-coefficient problems, the Kreiss matrix 
theorem guarantees the existence of such norms under all circumstances. 
However, due to the difficulties inherent to the particular difference 
scheme at hand, or due to the lack of ingenuity on the part of the analyst, 
the search for such a norm may occasionally end fruitlessly. 
If a new norm satisfying Eq. 4.78 can be found, it is an easy 
matter to check if it is positive-definite and equivalent to the L2 norm. 
The satisfaction of all these conditions guarantees unconditional stabil ity 
of the difference schemeQ If the difference scheme is found to be condition-
ally stable, then the stability criterion obtained through the appl ication 
of the energy method is a sufficient condition for stabil ity. Because the 
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energy method has a highly subjective characteristic, it has two principal 
pitfalls: (1) it may not always be possible to correctly estimate the 
actual stability range; (2) in case the devised norm S is not positive-
n 
definite, or is not equivalent to the L2 norm, or no norm with the desired 
properties is found, then it does not necessarily fol low that the difference 
scheme is instable. Consequently, it is best to consider the energy method 
as a complement to the Fourier transform method. 
An example is designed to illustrate the appl ication of the 
energy method: 
Example 7. The difference scheme for one-dimensional wave propagation con-
sidered in Example 1 is taken upo The three-level difference equation given 
by Eqo 4.26 is reduced to two two-level difference equations: 
n+l n n+l n+l) v. v. 2b (wi~l -I 1 wi_ l , 
(4.79) 
n+l n b ( n+l n+l) w
i
_
1 -
w
i
_
1 = v. -2 1 
v i _2 , 
6t 
where b - c (4.80) 
6x 
Eqs. 4.79 can be rewritten using the finite-difference operator 
6 u. - (u i+l - u. 1) , (4.81) 0 1 2 1-
n+l n 4b 6 w~+l as v. v. = 
1 1 0 1 
(4.82) 
n+l n b 6 n+l wi_ l - wi_ l oV i _ l 
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n+l n 4b 6 n+l or v. - v. w. 
I I 0 I 
(4083) 
n+l n b 6 n+l w - w. v. i I 0 I 
Taking the inner product of each equation with the sum of the pair of terms 
on the corresponding left hand-sides and summing over the mesh points, one 
gets 
where the inner product of two vectors v and w is defined as 
s 
(ii, w) r, s '" /',x LV';' Wi (4.85) 
i=r 
and the norm in terms of the inner product is given as 
s 
(u, u) 
r,s /',xI u. u. I I 
i=r 
Now, the second of Eqs. 4.84 is multiplied by 4, and the two are added to-
gether. Using the homogeneous boundary conditions together with the summa-
tion-by-parts formula [16]: 
(n+l ,6 n+l) 
v , OW ( n+l n+l) - 6 v ,w , o (4.87) 
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the following expression is obtained 
(4.88 ) 
where (4.89) 
Solving Eqs. 4.83 for vn and n w , respectively, and then substituting the 
results into Eq. 4.89, and again using the boundary conditions, the summa-
tion-by-parts formula, Eqo 4.87, and Eq. 4086, one ultimately gets: 
Now, it is observed that 
(4.90) 
(1) S as defined by Eq. 4.89 is a positive-
n 
definite quadratic form; (2) Sn is equivalent to the L2 norm, II u \\2 = 
2 2 II v II + II w II ; (3) Eq. 4.90 indicates that Sn+l - Sn ~ o. Consequently, 
a reference to Eq. 4076 reveals that the considered difference sch~me is 
unconditionally stable. 
405. Concluding Remarks 
For difference schemes or i g i nat i ng f rom pure in it i a l-va 1 ue p rob 1 ems 
with constant coefficients, necessary conditions for stability can efficient-
1y be extracted using either the Fourier transform method and the von Neumann 
condition or the short-cut approach which is actually equivalent to the 
former. The von Neumann condition almost always gives the correct stabi1 ity 
range. The formal theory of Richtmyer and Morton requires the explicit 
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derivation of the ampl ification matrix for the difference system; if only 
necessary conditions are sought the derivation of the ampl ification matrix 
is not economical and the short-cut approach becomes more attractive for 
appl ications. In practical problems, a knowledge of necessary conditions 
is usually sufficient, since it is known that in most cases the sufficiency 
conditions introduce modifications only at the end points of the stabil ity 
range. Therefore, if the von Neumann condition shows that the considered 
difference scheme is unconditionally stable or instable, or if only neces-
sary conditions for stabil ity are required, then the analysis of stabil ity 
is concluded. 
For conditionally stable difference schemes if, in addition to 
necessary conditions, sufficient conditions are also demanded, then the 
analyst may either apply the energy method, or resort to the available 
theorems in order to ascertain the sufficiency requirements. ~he energy 
method is attractive for this purpose in that (1) it does not require 
the derivation of the amplification matrix; and (2) one is assured of the 
existence of a norm which is equivalent to the L2 norm. Nonetheless, it 
possesses the major shortcoming of being extremely subjective; its success 
depends heavily on the ability and experience of the analyst. 
On the other hand, the available theorems which can be used in 
obtaining sufficient conditions for stabil ity are generally quite difficult 
to apply. There are a few easy theorems; but they are generally restricted 
to rather specialized cases, such as normal or uniformly Lipschitz continuous 
ampl ification matrices. The Kreiss matrix theorem forms the foundation of 
a unified theory of stable family of matrices; in practical appl ications, 
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nevertheless, it is the Buchanan stability criterion, an off-~hoot of the 
Kreiss theorem, which is of some significance. It is extremely well-suited 
for ampl ification matrices already in upper triangular formo Otherwise, 
the Buchanan criterion requires an initial triangularization which may be 
a tedious operation. 
The special forms of Kato1s theorem given by Theorems 13 and 14 
are generally useful. Their major drawback is that in addition to the eigen-
values, the eigenvectors of G(6t, k) should also be determined which, for 
high-order matrices, becomes quite involvedo Theorem 15 is excellent in 
that it deals only with the eigenvalues. This simpl icity, however, is par-
tially annulled by the fact that it applies only to a special class of 
problems. 
The Lax-Wendroff condition has the merit of not necessitating any 
eigenvalue or eigenvector computations, and in some cases yields useful prac-
tical results quite easily. Yet, the success of applying the Lax-Wendroff 
condition is somewhat dependent on the ability of the analyst, as well. 
It may very well happen that every available method of stabil ity 
analysis fails to produce any practical stabil ity criteria for a given prob-
lem; in such cases, it is not unusual to intuitively devise some stabil ity 
criteria and then verify their validity against the available theorems. 
4.6. Difference Schemes with Variable Coefficients 
Several methods of stabil ity analysis that are discussed in this 
chapter possess the inherent weakness that they are appl icable to difference 
schemes resulting from linear initial-value problems with constant coeffi-
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cients and periodic boundary conditions. With the exception of the energy 
method they are not suited to handle problems with variable coefficients 
or non-periodic boundary conditions. Unfortunately, however, the majority 
of difference schemes encountered in practice is of variable-coefficient 
type which, under some restrictions, can be reduced to locally constant-
coefficient problems. The main significance of the constant-coefficient 
theory is in analyzing the local stability properties of the constant-
coefficient problems derived from the original variable-coefficient scheme. 
The present theory of stabil ity of variable-coefficient difference 
schemes is not as well developed as that for constant-coefficient problems. 
There exists a few theorems in the 1 iterature which can be used for some 
spec'ific cases. The normal mode analysis developed by Godunov and Ryabenki 
[8, 16] provides good insight into the phenomenon of instabil ity and yields 
necessary conditions for stability; however, 1 ike the energy method which 
finds appl ication in the search for sufficient conditions for stabil ity 
of variable-coeffici~nt difference schemes, it is extremely complicated in 
almost any practical case. 
What is usually done in practice is, therefore, to reduce the 
variable-coefficient problem into locally constant-coefficient problems 
and analyze their local stability characteristics using anyone of the 
methods discussed in this chapter. Global stabil ity of a variable-coef-
ficient difference scheme can be deduced from local stabil ity properties 
of the equivalent constant-coefficient problems if and only if both the 
variable-coefficient and the derivative constant-coefficient initial-value 
problems are properly posed [16]. It is straight-forward that the variable-
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coefficient initial-value problems for spherically symmetric and axisym-
metric wave propagation considered in the present study reduce to constant-
coefficient problems which are locally properly posed. Hence, local stabil ity 
characteristics can be reflected on the global stability of the corresponding 
difference schemes. 
5. STABILITY ANALYSIS OF DIFFERENCE SCHEMES 
FOR WAVE PROPAGATION PROBLEMS 
The stabil ity analysis of the finite-difference schemes for 
wave propagation problems presented in Section 3.3 will be made using the 
Fourier transform method and the von Neumann necessary condition of 
Section 4.2. For constant-coefficient problems this provides complete 
information concerning necessary conditions for stabil ity; for variable-
coefficient difference schemes only local stabil ity characteristics are 
investigated. In the investigation of stabil ity, the Fourier transform 
method constitutes the final step if the difference scheme is uncondition-
ally stable or instable. For conditionally stable difference schemes, it 
yields only necessary criteria for stability. For practical problems this 
is sufficient, since the necessary conditions for stability define the 
stabil ity range fully, perhaps with the exception of the end points of the 
range. Due to this reason, in the stabil ity analysis of the considered 
schemes, no attempt is made to derive sufficiency criteria. Hence, the 
short-cut method of Section 4.2.2 will be used. 
5.1. Spherically Symmetric Wave Propagation 
Let the solution error associated with the solution of the differ-
ence equation, Eq. 3.7, be expandable into a Fourier series for which a 
• 1 • Ikp 6r en. tYPlca term IS e s Due to Theorem 8 of Section 4.2.2 and the 
linearity of Eq. 3.7, this typical term of the series expansion must 
satisfy the homogeneous difference equation, Eqo 3070 Substitution and 
subsequent simpl ification yield 
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(l+SB) ~2 [2-(1-2S)B] ~ + (l+SB) = 0, (5. 1) 
2K2 
K2 2K2 
k 6r 
where B . 2 k 6r I sin - sin --+--2 2 2 p P 
(5.2) 
K2 
2 c~ 6t2. 
in which -
6r2 
(5.3) 
Eq 0 5. 1 is the characterist ic equat ion of the amp 1 if icat ion 
matrix corresponding to the three-level difference Eq. 3.7. 
The difference equation for spherically symmetric wave motion is 
a variable-coefficient equation. To render the appl ication of the Fourier 
transform method possible, it must be reduced to some locally constant-
coefficient difference equations from which information about local 
stabil ity properties may be obtained. The form of Eq. 307 suggests that 
for infinitely large radii the variable-coefficient problem immediately 
reduces to a constant-coefficient one. It is, then, logical to treat the 
problem in two steps: once for infinitely large radii, and once for 
points at a finite-distance away from the center of symmetry. 
5.1.1. Stabi 1 ity Conditions for Large Rad.i i (One-Dimens ional Wave 
Propagation). For infinitely large radii, p as defined by Eq. 2.12 becomes 
infinite. As p -~, Eq. 3.7 approaches Eq. 3.12, which corresponds to 
one~dimensional wave propagationo Using p = ~ in Eqo 502, B in Eq. 5.1 
takes on the form 
B 2K2 . 2 k 6r sin 2 (5.4) 
84 
which is a real quantity. Therefore, the characteristic Eq. 5.1 can be 
solved directly for the moduli /;/: 
I [ 1- (21 S) B ± ~ ( t - S) B2 - B ] / (l+SB) I, if B > --
1 S. 
4 - (5.5) 
, if B <-1--
- S 4 
From this, it is obvious that stabil ity is ensured if the following 
necessary condition is satisfied: 
B < ----~ - S 
1 
, for S < 4 (5.6) 
Remembering the definition of B (Eq. 5.4) and noting that the worst case 
as far as stabil ity is concerned takes place when sin k ~r = ± 1, the 
fol lowing necessary condition for stabil ity is obtained: 
--- < 
~1 - 4S if S < 6r 
Unconditionally stable if S > 
4 ' 
1 
4 
(5.7) 
Fig. 5 shows the variation of the moduli 1;1 versus (cd 6t/6r)2, 
for various values of S. It is seen from the figure, as well as from Eq. 
5.7, that the difference scheme is conditionally stable for S = 0, 1/12, 
1/8, and 1/6 and unconditionally stable for S = 1/4, and 1/2. Furthermore, 
the stabi 1 ity range tends to increase with increasing S. The stabil ity prop-
erties of the difference scheme for one-dimensional wave propagation are 
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summarized in Table 1. 
5.1.2. Stability Requirements near Center of Symmetry. For fixed values 
of p, which indicates the distance of a mass point from the center of sym-
metry, the analysis of local stabil ity can be performed by solving the 
quadratic Eq. 5.1 and computing the modul i I ~I. The solutions of the 
characteristic equation are: 
~ = 
1 _ ( 1 
2 (5.8) 
1 + ~B 
B is a complex quantity; consequently, the numerical evaluation of I~I is 
more compl icated in this case than that for the one-dimensional case. This 
computational problem is greatly facilitated if the digital computer system 
available is capable of performing complex arithmetic. The computational 
procedure would then consist of (1) assigning numerical values to p, K, 
. k.6r d Q SIn ---2-- ,an ~; (2) computing B from Eq. 5.2; (3) computing ~ from Eq. 5.8 
using the complex arithmetic feature of the computer; and (4) evaluating 
I ~I· Otherwise, the real-variable approach derived in Appendix B can be 
used for the same purpose. 
It has been numerically verified that stabil ity-wise, the most 
.. 1·· h· k L.r + 1 crltlca sItuatIon occurs w en SIn ----2- = _ · This is a logical extension 
of the similar conclusion arrived at previously for the one-dimensional wave 
propagation problem. 
Computations of the modu1 i I~I were made for the following values 
of the parameters: p 1,5, 10, 15; K = (0.1,2.0,0.1); and S = 0, 1/12, 
1/8, 1/6, 1/4, 1/2. The results are presented in Figs. 6 through 14 in 
which only the largest modul i for each case are plotted against K. As shown 
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in these figures, the von Neumann condition, 1;1.::; 1, is violated for all 
values of the parameters; thus, the scheme is always unstable for points 
near the center of symmetry. Other conclusions that can be drawn from 
these figures are: 
(1) for all values of ~, as p increases, or as the distance of the 
generic point from the center of symmetry increases, the stabil ity charac-
teristics of the difference scheme improve. In other words, although the 
difference scheme remains locally unstable for all values of ~, the amount 
by which the maximum modulus deviates from 1;1 = 1 decreases as p increases 
(see Figs. 6 through 11). 
(2) for the values of ~ considered, Figs. 12 through 14 indicate a 
definite improvement of stabil ity characteristics of the difference scheme 
as ~ gets larger. By using larger values of 8 it is possible to control 
what may be termed the "degree of instabil ity" of the difference scheme 
for points near the center. 
It has been shown that although the difference scheme forspheri-
cally symmetric wave propagation is stable for points sufficiently far away 
from the center of symmetry, instability prevails for all values of the 
parameters for points near the center. In the next section, a method by which 
this undesirable situation of instabil ity can be remedied is presented. 
5.1.3. Effect of Linear Artificial Viscosity on Stabi1 ity. In gen~ral, 
it may be possible to improve the stabil ity characteristics of a given differ-
ence scheme by introducing an appropriate dissipative mechanism. The so-
called "1 inear artificial viscosity" is such a mechanism. Basically, it is 
a sort of compromise through which a modified difference scheme is obtained 
which is at least conditionally stable, and whose solution somewhat dev1ates 
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from the true solution of the original systemo The idea is originally due 
to von Neumann and Richtmyer [14], and has been used successfully in wave 
propagation problems [17]. 
The 1 inear viscosity term is introduced into the problem through 
the differential equatio~ of motion; for spherically symmetric wave motion, 
using Eq. A.l, 
or 
2 
(0" r - 0"8) 
r 
p U (5.9) 
Here, cr
r 
and 0"8 are stresses in the r- and 8-directions, respectively, with 
(r, 8, ~) being the spherical coordinate system. 
viscous stress in the r-direction given by 
p r cd 6r 
or 
q is an artificial pseudo-
r 
(5.10) 
where r is a dimensionless constant, referred to as the "artificial viscosity 
coefficient." Clearly, the discretized form of Eq. 5.9 excluding the term 
oq lor is given by Eq. 2.9. In order to include the artificial viscosity 
r 
term in the equation of motion, the quantity oq lor must be discretized. 
r 
For this purpose the velocity un is approximated by the backward difference 
formula 
n n-l 
u - u 
.n 
u = (5.1l) 
6t 
* It is possible to use the forward difference formula un = 
n+1 n (u - u )/6t. However, it is shown in. Appendix C that the resulting differ-
ence scheme is unstable. 
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Then the expression for oq lor becomes 
r 
Oqr o2u .6r o2u
n 2 n-l 
o u 
= p r cd .6r = r c - J • (5. 12) 
or2 
p 
d .6t 2 or2 or or 
In conformity with Eqo 2.9, the second-order partial derivatives above are 
approximated by central finite-difference formulas. This yields 
oqr == 
p [ ( n 2 n + n) (n- 1 n- 1 n- 1 ) J ( ) u i+2 - u i u i_2 - u i+2 - 2u i + u i_2 • 5.13 
or .6r .6t 
Finally, with the addition of this term, the difference equation of motion, 
Eq. 3.7, takes on the form: 
n+2 
u. 
1 
2u~+1 + u~ 
1 1 
cd .6t)2 (n+2 2 n+2 + n+2 ( ~ [8 u i+2 - u i u i _2 ) + 
+(1-28) (u n+ l _ 2u~+1 + un+1) + 8(u n 2u n + u~ 2)] + i +2 1 i - 2 i +2 - i 1 -
2 cd .6t )2 ( n+2 n+2) (1-28) (u~:~ n+1 +- [ 8 u i+ 1 - + - u. 1) + 
.6r u i-1 1-P 
2 cd .6t 
)2[8 u~+2 + n+1 + 8 (u~+1 - u~ 1)] -- (-- (1- 28) u. + 1- 2 
.6r 1 1 P 
n cd .6t n+2 
_ 2u~+2 + n+2) + ( 1 - 28) (u ~:~ -+ 8 u.J + r 8 (u i+2 u., 2 1 
.6r 1 1-
_ 2u n.+ 1 + un.+
2
1 ) + (n 2 n + n) (n+l 2 n+1+ n+l) 
1 1- 8 u i+2 - u j u i_2 - 8 u i+2 - u i u i _2 -
n) ( n- 1 n- 1 n- 1 ) + u i_2 - S u i+2 - 2u i + u i_2 ]. (5. 14) 
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This is a four-level difference equation. Consequently, the 
characteristic equation corresponding to it is a third degree polynomial 
in~. Applying the Fourier transform method for local stabi 1 ity, the 
characteristic equation is found as 
a ~3 + b ~Z + c ~ + d = 0, (5. 15) 
where a, b, G, and d are complex quantities given by 
a = 
KZ 
sinZ k 6r + __ + 
Z Z 
P 
2KZ 
Z ./Z r K sin Z k 26r )] - I - sin k Z 6r S, 
p 
KZ 
sinZ k 6r + __ ) (l-ZQ) Z Z f-I b = [_Z+(ZK
Z 
P 
ZKZ 
I . k 6r - -sln-Z-p 
(l-ZS) 
(5. 16) 
ZKZ 
I . k 6r Q 
- - sin -Z- f-I' 
P 
d - 2 .[:2 r K . Z k 6r = sin -Z-S. 
Some significant conclusions may be derived if one considers the 
special case K = 0; in this case, Eq. 5.15 assumes the form 
o. (5. 17) 
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From this special cubic, it is concluded that in a plot of I~I versus K, 
one of the roots of Eq. 5.15 starts from I~I = 0, while the remaining two 
originate from I~I = 1. 
The computations of the modul i I~I from Eqo 5.15 can be accompl ished 
by a numerical procedure outl ined below: 
(1) The roots of the characteristic polynomial of Eq. 5015 are gener-
ally complex quantities. In order to extract one of the roots, let 
; 
-
x + I Y 
a a + a. 
r I 
b b + b. (50 18) 
r I 
c - C + c. 
r I 
d 
-
d . 
r 
Substituting Eqs. 5.18 into Eq. 5.15 and separating the real and imaginary 
parts, the cubic Eq. 5.15 is reduced to two nonl inear algebraic equations 
in x and y: 
3 2 2 3 2 2 
a (x -3xy ) - a. (3x y-y ) + b (x -y )-b. 2xy+c x-c.y+d 
r I r I r I r 
0, (5. 19a) 
(5. 19b) 
(2) The above system of nonl inear equations may be solved with the 
general ized Newton-Raphson iterat"ion procedure [18]; and whenever this fails, 
the method of successive substitutions may be used. In this manner, one 
isolates the first set of roots. To start the iteration procedure, the 
values of x and y computed at the previous value of K are taken as the initial 
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guess. 
(3) Having located one root ~l = xl + I Yl' the cubic Eq. 5.15 can be 
factorized by synthetic division into a 1 inear term (~ - ~l) and a quadratic 
equation which is found to be 
o. (5.20) 
(4) The solution of the quadratic equation thus separated is a straight-
forward matter if the complex arithmetic feature of a digital computer is 
available. 
(5) The last step consists of determining the absolute values of the 
three roots. 
The modul i for the following values of the parameters were cal-
c u 1 ate d: p = 1, 5 , 1 0 , 1 5; sin k 2 b.r = ::!: 1; K = ( o. 1, 2. 0, O. 1); ~ = 0, 1/1 2 , 
1/8, 1/6, 1/4, 1/2; r = 0.00, 0.20, 0.40, 0.60, 0.80~ Typical results are 
shown in Figs. 15 through 17, in which only the maximum modul i are plotted 
versus K. 
An examination of Figs. 15 through 17 reveals that for some values 
of r, the von Neumann condition, I~I =::; 1, is satisfied; thus, conditional 
stabil ity is obtained. Again it is noted that the most critical situation 
(in the sense that larger values of r are necessary to obtain conditional 
stability) occurs in the close vicinity of the center; as the distance from 
the center increases, the beneficial effect of r becomes more pronounced. 
The value of the parameter K which corresponds to the point at 
which the maximum modulus intersects the line I~I = 1, is defined as the 
"critical value of Kit, and is denoted by K 
cr 
Obviously, K is a measure 
cr 
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of the stabil ity range of that particular scheme, and for values of K 
satisfying K < K the difference scheme is stable. The stabil ity condi-
- cr 
tion K < K is a necessary condition, since it is based on the von Neumann 
- cr 
criterion. In Figs. 18 through 21, K is plotted against r for various 
cr 
values of S and for p 1, 5, 10, 15. It is seen that generally K 
cr 
attains a maximum for a specific value of r and that any further increase 
in r beyond that value does not improve the stabil ity range. Furthermore, 
it is observed that as ~ increases, K corresponding to a given value of 
cr 
r also tends to increase. 
5.1.4. Remedies for Numerical Instabil ity in Spherically Symmetric 
Wave Motion. It has been demonstrated in the previous sections that the 
difference scheme for spherically symmetric wave motion stemming from the 
lumped-parameter model and the ~-integrator is unstable for all values of 
the parameters at the points at a finite distance away from the center of 
symmetry. It seems that the instability is basically a result of the space-
wise discretization, and hence cannot be avoided by the use of other con-
s istent difference approximations for the second-order time derivatives. 
One way of obtaining conditional stabil ity using artificial viscosity in 
the difference scheme is discussed above. The solutions found on the·basis 
of such a modified scheme, however, are not the exact solutions of the 
discrete initial-value problem. Furthermore, it is not an easy matter to 
estimate the error introduced into the numerical solution through this 
damping mechanism. 
In this section, two methods are presented which produce modified 
finite-difference schemes that are at least co~ditionally stable. The equiv-
alent difference schemes are obtained using appropriate transformations 
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for the dependent variable. 
Method 1. A new dependent variable U is defined such that 
U 
u -
r 
Substitut ion of Eq. 5.21 into the equation of motion, Eq. 2.9 Y.ie1ds: 
Ui+2 U. U. 2 2 U i+1 I I- ) 
---- U. (-- 2 -+-- + 2 1 
.6r2 .6r cd r. r i+2 r. r i
_
2 r. r i+1 1 1 1 
U. 1 2 I- ) U .• - 3 1 (5.22) r
i
_ 1 r. 1 
Us ing the difference relations 
Ui+2 U. U. 2 ( 
- 2 _I + _1-- = (U i+2 - 2U. + u. 2) -
.6r2 .6r2 1 1-r i +2 r. 
r
i
_
2 r. 1 1 
2 Ui + 1 - U. 1 2 1-
+ --3 Ui 2 
.6r r. r. 
1 1 
(5.23) 
Ui+ 1 U. 1 Ui+ 1 - U. 1 
_1_-- l-and (-- =- U. 
.6r .6r 2 1 r i+ 1 
r i_1 r. r. 1 1 
(5.24 ) 
in Eq. 5.22, the differential-difference equation in terms of the new de-
pendent variable U becomes 
U. 
1 
Ui+2 - 2U i + Ui_2 
.6r2 
2 
2 
'r i 
U • 
1 
(5.25) 
wherein the difference approximation corresponding to aU/ar is absent. 
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The same transformation given by Eq. 5.21 can be shown to reduce 
the continuous formulation of Eqo A.3 into 
u 2 U, 
r 
(5.26) 
thus again verifying that the central finite-difference analpgy between the 
continuous and discrete formulations is retained even after the transfor-
mation of the dependent variables. 
Eqs. 5025 and 3.6 together define the finite-difference equation 
for spherically symmetric wave motion. The stabil ity analysis of this 
difference scheme by the Fourier transform method yields a characteristic 
equation for the ampl ification matrix similar to Eq. 5.1, but with B defined 
as 2' 
K 
B _ 2K2 sin2 k 6r + __ 
2 2 
P 
(5.27) 
where K is given by Eq. 5.3. In contrast to the quantity B corresponding to 
the original difference scheme where B is complex, B for the modified scheme 
is real. Consequently, it can be shown that, the difference scheme is stable 
provided the following necessary condition is satisfied: 
Cd 6t 
for 1 < , a < "4 ' 6r J 1 +L ( - - ~) (4 (5.28) 4 2 
P 
Unconditionally stable, for 1 ~ 2: "4 • 
Obviously, this stabil ity requirement, as well as the equation of 
motion, Eq. 5.25, excludes the central point for which p = o. Furthermore, 
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Eq. 5.28 is a local stabil ity criterion which depends on the distance of the 
generic point from the center of symmetry. 
It is therefore concluded that the difference scheme based on 
Eq. 5.25 is at least conditionally stable and should be preferred to that 
described by Eq. 2.9. 
Method 2. A displacement potential ~ is introduced such that 
u =- (5.29) 
or 
Using Eq. 5.29, the continuous wave equation for a spherically symmetric 
elastic medium, Eq. A.3, becomes: 
1 
= if~ 
-2 cp (5.30) 
cd 
V2 0
2 2 0 
where == -- + 
or2 r or 
(5.31) 
is the Laplacian operator in the spherical coordinates for the spherically 
symmetric case. 
In order to eliminate the term involving o~/or in Eq. 5.30, another 
transformation of variables is proposed: 
(5.32) 
r 
Substitution of Eq. 5.32 into Eq. 5.30 produces: 
2 
c 
d 
¢ = 
96 
(5.33) 
This is the wave equation in one-dimensional medium. Briefly, then, the 
transformation 
u - ) , (5.34) 
or r 
reduces the differential Eq. A.3, which is a variable-coefficient equation, 
to Eq. 5.33 which is of constant-coefficient type. 
The stability properties of the difference scheme for one-
dimens ional wave equation have been discussed in detail in Section 501.1. 
Eq. 5.7 is the necessary condition for stabil ity of the difference scheme 
for Eq. 5.33. This approach produces a difference scheme for which at 
least conditional stability is guaranteed; however, it has a major drawback 
in comparison to Method 1, in that the formu~ation in terms of the 
displacement potential gives rise to additional problems concerning the 
appropriate prescription of the side conditions. 
5.2. Axisymmetric Wave Propagation 
It is assumed that the error of the solution of the difference 
equations for axisymmetric wave propagation, Eqs. 3.9 and 3.10, can be 
represented by means of a Fourier series. Let a typical term for this 
expansion be - I kl P Lr v e The components v 1 and v2 of the 
Fourier coefficient vector v are taken equal, since it can be verified 
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that stability-wise this corresponds to the most critical situation. As a 
result of 1 inearity of the considered scheme and Theorem 8 of Section 4.2.2, 
the above typical term satisfies the homogeneous difference equations. 
Substituting and simpl ifying, the characteristic equations are found as 
where 
0, 
0, 
. 2 kl 6r +_ 
sin 2 
2 P 
cd 6t c 6t )2 + 4( _s_ )2 
6r 
(5.35) 
(5.36) 
. 2 k2 !Sz. + 
Sin 
2 
+ 4 sin 
kl 6r 
2 
. k2 6z 
sin ---
2 cd 6t 2 kl 6r 
-----) sin 
2 p 6r 2 
cd 6t 2 k tsz. c 6t 
8
2 
= 4 ( ) s i n2 2 + 4 (s ) 2 
!Sz. 2 6r 
. 2 kl 6r + 
sin 
2 
(c~ - c;) 6t2 
+ 4 ------~----
kl 6r k2 6z 
sin --'--- sin - I [ 
6r 6z 2 
(c2 _ c 2 ) 6t2 k2 6z d s + 2 ---------- sin ----- ] • 
p 6r 6z 2 
2 2 P 6r 
(5.37) 
kl 6r 
sin ----- + 
2 
(5.38) 
The next step is to reduce the variable-coefficient difference 
scheme consisting of Eqs. 3.9 and 3.10 into some constant-coefficient differ-
ence schemes in order to render the appl ication of the Fourier transform 
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method possible and to analyze local stabil ity. Analogously to what has 
been done in the case of spherically symmetric wave propagation, the differ-
ence scheme will be analyzed once for infinitely large radii, which corre-
sponds to plane strain wave propagation, and once for points at a finite 
distance away from the axis of symmetry. 
502.1. Stab i 1 i ty Cond it ions for Large Rad i i (Pl ane Stra i n Wave 
Propagation). As p, which indicates the distance of the generic point from 
the axis of symmetry approaches infinity, Eqs. 3.9 and 3.10 approach Eqs. 
3.13 and 3.14, respectively, which are the difference equations for the 
plane strain wave motion. Using p = 00 in Eqs. 5.37 and 5.38, the expressions 
for Bl and B2 become 
2 2 2 Il~ 2 2 Bl = 4[cd III + c + (cd - cs ) III 112], s (5.39) 
2 2 2 Il~ 2 2 B2 = 4[cd 112 + c + (cd - cs ) 111 112], s (5.40 ) 
.6t k1 .6r 
where III =- sin 
.6r 2 
(5.41) 
.6t k2 6z 
112 =- sin 
6z 2 
The quantities B1 and B2 are both real-valued. Solving the characteristic 
Eqs". 5.35 and 5.36 for I ~I, it is concluded through an argument simi lar to 
that of Section 5.1.1, that for stability the following condition is 
necessary: 
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1 
Max[B l , B2] < 1 ' for S < 4 · 
4 - S 
(5.42 ) 
In order to put this criterion into a more practical form, the 
maximum value that B1 or B2 can attain should be computed. If it is arbi-
trarily assumed that ~2 ~ ~l' then using this and the fact that cd > c
s
' 
it can be proved that B2 ~ Bl , and that 
(5.43 ) 
k2 6:z. 
As Max[~2] = 6t/6:z., which corresponds to sin = + 1, then, finally 
2 
cd 6t 2 
8 ( ) , (5.44 ) 
6:z. 
and consequently, the stability requirement, Eq. 5.42, becomes 
1 
, if S < 4 ' 
1 Unconditionally stable if S ~ 4 ' 
where 6z is the smallest space mesh length. 
(5.45) 
In Fig. 22 is shown the variation of I~I versus (cd 6t/hz)2 for 
various values of S. Either this figure or Eq. 5.45 leads to the conclusion 
that the difference scheme is conditionally stable for S = 0, 1/12, 1/8, 
and 1/6 with increasing stability ranges as S increases, and uncondi-
tionally stable for S = 1/4, and 1/20 The stability properties of the differ-
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ence schemes for plane strain wave propagation are summarized in Table 20 
5.202. Stabi1 ity Reguirements near Axis of Symmetry. For finite values 
of p, the local stability characteristics of the difference stheme for axi-
symmetric wave propagation can be analyzed by solving the quadratic ~quations 
Eqs. 5.35 and 5.36 for I ~I. The solutions are as given by Eqo 5.8, with B 
standing for Bl or B2 8 Since B1 and B2 are complex quantities, the numerical 
procedure to be used in computing the modul i is similar to that discussed 
in Section 5.1.2. Bl and B2 , as defined by Eqso 5.37 and 5038 involve too 
many parameters. Some simpl ifications, nevertheless, are possible. Eqso 
5037 and 5.38 can be rewritten as 
B2 
. 2 kl L.r 
sin 
2 
k 1 L.r k2 L.z 
sin ---- sin 
- I 
p 
= 2K2 C2 
sin 
2 
k1 L.r 
2 
. 2 k2 L.z 
sin 
2 
L.r 
2 
+ 2K2 j..L 
+2K2 C sin 
k1 
sin 
k2 L.z 
2 2 
K2 kl L.r K2 
-
I 
-j..L sin +-
p 2 P 
K2 k2 L.z 
j..L C sin ] , 
p 2 
. 2 kl L.r 
sin 
2 
kl L.r . 
sin --- sin 
2 
+ 
2K2 j..LC sin 
kl L.r 
sin 
2 
C sin 
k2 L.z 
2 
k 6z 
2 
2 
(5.46) 
k2 L.z 
2 
(5.47) 
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where K is the same quantity defined by Eq. 5.3 and 
.6r 
C - ( .6r :s Dz) (5.48) 
tsz. 
2 2'V C 
~ = ~ - 2 
cd 2 - 2'V 
(5.49) 
in which 'V is the Poisson ratio for the medium. 
A careful analysis of the above expressions for B1 and B2 together 
with some numerical studies indicate that stabi1 ity-wise the most critical 
d . k 1 .6r + 1 . k2 Dz __ + situation develops when, = 1, an sin 2 = _ ,Sin 2 1. 
The use of these values in the expressions for B1 and B2 gives rise to two 
different cases: 
(a) C = 1, 
k 1 .6r k2 tsz. 
sin ----- = sin = + 1. 
2 2 
Then B1 and B2 become 
K2 
B =o4K2 + - + 
1 2p2 p 
K2 
(5.50) 
p 
These expressions are independent of ~, and hence of 'V. 
(b) 
k1 .6r 
, = 1, sin - -
. k2 .6z 
sln-- = + 1, for which 
2 2 
K2 K2 
. 2 
B1 = - + 4K ~ + 2p2 P 
4K2 ~ 
K2 K2 
B2 = + I (2~ ) . 
P P 
(5.51) 
In this case, B1 and B2 , and therefore I~I depend on 'V. 
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The procedure used in evaluating lsi is as follows: (1) Fix values 
for p, ~, K and \) (hence ~); (2) Compute Bl and B2 from Eqs. 5.50; (3) Solve 
Eqs. 5.35 and 5.36 to find four modul i, and determine the largest modulus, 
Is (1) I; (4) Compute Bl and B2 from Eqs. 5.51; (5) Solve Eqso 5.35 and 5.36 
again for four modul i and pick up the largest among them, I; (2) I; (6) The 
maximum of Is(1)1 and 1;(2)1 is the ordinate of the curve I~I versus K. 
In the numerical studies the following values for the problem 
parameters have been used: ~ = 0, 1/12, 1/8, 1/6, 1/4, 1/2; P = 1, 5, 10, 
15; K= (0.1, 2.0, 0.1); \) 0.00, 0.25, 0.40, 0.50. (Note that \) = 0.50 
corresponds to an incompressible medium.) In Figs. 23 through 34, only 
the maximum modul i are plotted versus K; as the above computational proce-
dure impl ies, these curves are the envelopes of all the moduli. An exami-
nation of these figures leads to the following conclusions: 
(1) For all values of p and ~ the difference scheme for axisymmetric 
wave propagation is locally unstable. 
(2) As p increases, or as the distance of the generic point from the 
axis of symmetry becomes larger, the stabil ity characteristics of the differ-
ence schemes improve markedly for all values of ~ and v. 
(3) As ~ increases, for fixed values of p and \), the degree of instabi1-
ity decreaseso 
(4) As \) increases, the stabil ity characteristics of the difference 
schemes deteriorate, and the worst case occurs for \) = 0.50. 
It has been shown that the difference schemes for axisymmetric 
wave propagation are locally unstable for points near the axis of symmetry. 
In the next section, a method by which the difference schemes can be rendered 
conditionally stable is presentedo 
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5.2.3. Effect of Linear Artificial Viscosity on Stabil ity. The dissi-
pative mechanism of linear artificial viscosity discussed in Section 5.1.3 
is introduced into the difference scheme through the differential equations 
of motion in terms of stresses as follows: 
a (0" r + q r) O'T 0" 
- O"e +~+ r p U (5.52 ) 
or oZ r 
0'T rz a (0" z + qz) 'T 
+ rz W (5.53) --+ P 
or oZ r 
where O"r' O"e' and O"z are stresses in the r-, e-, and z-directions, respec-
tively, and'T is the shearing stress in the r,z-plane. Here, (r, e, z) 
rz 
is the cylindrical coordinate system. qr and q correspond to artificial 
z . 
pseudo-viscous stresses in the r- and z-directions, respectively, and are 
defined by 
AU 
qr p cd r .6.r 
or 
(5.54) 
oW 
qz p cd r !:sz. 
oZ 
(5.55 ) 
in which r is again the coefficient of artificial viscosity. The discrete 
forms of Eqs. 5.52 and 5.53 without the terms oq lor and oq /oz are given 
r z 
by Eqs. 2.14 and 2.1~, respectively. In order to discretize oq lor and 
r 
,', 
oqz/oz, the velocities are approximated by the backward difference formulas": 
* An approach similar to that used in Appendix C shows that for-
d d · f f . . • n (n+ 1 n) • n (n+ 1 n ) war I erence approximations u = u. - u /.6.t, w = w - w /.6.t 
produce strongly unstable difference schemes; hence, they should not be used. 
.n 
u 
n n-1 
u - u 
6t 
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n n-1 
w - w 
on 
w = ---- (5.56) 
and the second-order partial derivatives arising in the expressions obtained 
by using Eqs. 5.56, 5.54.and 5055 in oq lor and oq loz are replaced by 
r z 
central finite-difference approximations. This finally yields: 
oqr rCd [(n n n ) (n-l 
- = p u . +2 . - 2 u. . + u. 2 . - u. +2 . 
or 6r 6t I, j 1 ,j 1 - ,J I, j 
n-l n-l ) 2u. . +u. 2 . ], 
.I,j 1- ,j 
(5.57) 
oqz r Cd 
- = p [ ( ·n 2wn.. n ) ( n- 1 n- 1 n- 1 ) ] w . . +2 - + w. . 2 - w. . +2 - 2w. . +w. . 2 • I,j I,J I,j- I,J I,j I,J-
oz 6z 6t 
(5.58) 
Adding these expressions to the right hand-sides of Eqs. 2.14 and 2.15, 
respectively, applying the Fourier transform method and simplifying, the 
characteristic equations for the modified difference scheme are found to be: 
(5.59) 
(5.60 ) 
where 
a l 1 + SB + SA , a2 = 1 + SB + SA , 1 1 2 2 
b1 -2 +(1-2S)B 1+(1-3S)A l b2 = -2+(1-2S) B2+(1-3S)A2 , (5061) 
c 1 1+ SBl - (1-3S)A l , c2 = 1 + SB2 - (1-3S)A2 , 
d 1 = -SAl' d2 -SA2 o 
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Here, B1 and B2 are the same quantities as those defined by Eqs. 5037 and 
5.38 and 
Al 2 /2 r K sin 2 
kl 6r 
-
2 
A2 2 ;2 r K C . 2 
k2 ISz. 
- sin 
2 
(5.63 ) 
For the special case K = 0, the characteristic polynomials, 
Eqs. 5.59 and 5.60 both reduce to 
~3 _ 2~2 + ~ = 0, (5.64) 
for which 1;1' = 0, 1;2 1 = 1;3 1 = 1. Thus, it is concluded that in a plot 
of 1;1 versus K, one of the modul i starts from 1;1 = 0, while the remaining 
two originate from 1;1 = 1. 
The modul i are computed by a numerical procedure which is a combi-
nation of those discussed in Sections 5.1.3 and 5.2.2. In the numerical com-
putations the following values for the problem parameters were used: p = 1, 
5, 10, 15; K = (0.1, 2.0, 0.1); S = 0, 1/12, 1/8, 1/6, 1/4, 1/2; r = 0.00, 
0.20, 0040, 0.60, 0.80; v = 0.00, 0.25, 0.40, 0.50. The results are summa-
rized in Figs. 35 through 40 where only the maximum modul i are plotted 
vers us K. 
An examination of Figs. 35 through 40 indicates that for some 
values of r the von Neumann condition is satisfied and thus conditional 
stabi1 ity is obtainedo It is observed, however, that for an incompressible 
medium for which v = 0.50, although r seems to have a beneficial effect on 
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stabil ity, the modified difference scheme remains unstable under all circum-
stances. Furthermore, as the distance of the considered point from the axis 
of symmetry, or as S increases, the range of conditional stability for a 
given value of r also increases. 
Figs. 41 through 46 are plots of the critical value of K, K ver-
cr 
sus r for various values of S and v and for p = 1, 5, 10, l~. As is seen, 
K generally reaches a maximum value for a specific value of r, and any 
cr 
further increase in r beyond this value does not improve the stability 
rangeo It is this value of r that is recommended for practical useo 
5.2.4. Remedies for Numerical Instability in Axisymmetric Wave Motiono 
In order to correct the situation of instabil ity encountered in the differ-
ence schemes for axisymmetric wave motion for points at finite distances 
away from the axis of symmetry, some transformations of the dependent vari-
ables may be tried similarly to what has been done in Section 5.1.4. A simple 
transformation resembl ing Eq. 5.21 does not produce positive results in this 
caseo Instead, two displacement potentials, ~ and ~ are introduced such that 
ocp o2~ 
u - + (5.65 ) 
or or OZ 
ocp 0 o\jr 
w - -+- ( -r ) . (5.66) 
OZ r or or 
By direct substitution of Eqso 5.65 and 5066 into the wave equations for an 
elastic axisymmetric medium, Eqs. A.4 and A.5, it can be proved that Eqs. A.4 
and A.5 are satisfied if and only if the following equations hold true: 
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2 qs ifcp, (5. 67) 
cd 
2 ~ = ifljr, (5.68 ) 
c 
s 
if 0
2 0 02 
where --+ -+ 
or2 r or oz2 
(5.69) 
is the Laplacian operator in cyl indrical,coordinates for the axisymmetric 
case. In this manner, the two originally coupled wave equations are ex-
pressed equivalently in terms of a system of uncoupled differential equa-
tions. In this representation, however, the first-order derivatives which 
are undesirable from a stability analysis point of view are not yet el im-
inated. The following change of variables is tried: 
cp - (5.70) 
Ir 
(5.71) 
Ir 
Us i n g E q s. 5. 70 and 5. 7 1 i n E q s. 5. 67 and 5. 68, the f 0 1 low i n g eq u a t ion s 
are found: 
02~ 02~ 
<1J --+ 
4r2 
+ --2 or2 oz2 cd 
(5.72) 
o2'f o2'f 
'f = --+ +--2 or2 4r2 oz2 c 
s 
(5.73) 
Central finite-difference analogues of these differential 
equations are: 
-2 ell .. 
1 ,j 
cd 
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ell'+2 . - 2ell .. + ell. 2 . I ! ! I ! ! 1-. ! 
.6r2 
ell. °+2 - 2ell .. + ell. . 2 + I,J I,j I,j-
.6z2 
-2 \f .. 
c 1 ,j 
S 
'1" • +2 . - 2'1". . + \f. 2 . l,j I,j 1- ,j 
.6r2 
'1" . . +2 - 2'1". . + \f. . 2 + I,j I,j I,j-
.6z2 
+-2 ell .. + 
4r. I,j 
1 
+ -- \f .. + 2 I,j 4r. 
1 
(5.74) 
(5.75) 
The stability properties of the difference schemes obtained by 
combining these differential-difference equations and the e-integrator are 
investigated using the Fourier transform method. The analysis is facil i-
tated due to the absence of the first-order difference terms on the right 
hand-sides of Eqs. 5.74 and 5.75, and hence, the fact that B in the charac-
teristic equations is real. The stability analysis .yields the following 
necessary condition: 
cd .6t 
.6r 
< J 1 _ e) (8 _ 1 
4 4p2 
Unconditionally stable for 
whe re .6r ~ .6z 0 
for e < 1 4 ' 
(5.76) 
e 1 > 4 ' 
The stability criterion obtained above depends on p, and hence is 
a local stabil ity condition. Eq. 5.76 as well as the wave equations, Eqs. 
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A.4 and A.5 are not valid for points on the axis of symmetry, i.e., p = o. 
It should be pointed out that, although the transformations, Eqs. 
5.65, 5.66, 5.70, and 5.71 produce a difference scheme which is at least 
conditionally stable, the transformed difference scheme is not desirable in 
practice because of the difficulties with regard to the side conditions. 
5.3. Stability of Plane Strain Wave Motion in Non-Cartesian Coordinates 
With an argument similar to that of Section 5.2.1, the Fourier 
transform method may be used to obtain necessary conditions for the stability 
of the difference scheme for plane strain wave motion in non-Cartesian coor-
dinates, Eqs. 3.15 and 3.160 The characteristic equations for the amplifi-
cation matrix belonging to this difference scheme are similar to Eqs. 5.35 
and 5036 with Bl and B2 being defined as 
4 (2 2) ( . 2 2 11~ Bl 
_ 2 ( { [ cd - Cs sin m - sin m cos m) + c ] + ex) s sin m-
+ [(c~ - c~) (sin2ex 2 11~ + [ -2 - sin ex cos ex) + c ] sin ex sin m. s 
2 2·.· 2 2 2 
• (cd - cs ) + sln(m + ex) (cd - cs ) - 2 cos(m - ex) cs ] 111 112} 
(5.77) 
4 
+ [(c~ - c~) (cos 2ex - cos ex sin ex) + c;] 11~ + [-2 cos m cos ex • 
2 2. 22 2 
• (cd - c
s
) + sln(m + ex) (cd - cs ) - 2 cos(m - ex) cs ] 111 112} , 
(5.78) 
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.6t k1 G-
where 111 == - sin & 2 
k2 6Y 
(5.79) 
.6t 
112 == - sin --
.6y 2 
8 1 and 82 are real-valued; therefore, as before, the necessary condition for 
stability is 
for 1 13 < 4 
In order to evaluate Max[8 1, 82], Eqs. 5.77 and 5.78 are rewritten as 
where a - 111 sin ill 112 sin a, 
b - 111 cos ill - 112 cos a· 
(5.81) 
(5.82) 
(5.83) 
2 2 First, it is arbitrarily assumed that a ~ b. Then, it can be 
proved that 8 1 ~ 82 - Also, 
1 1 1 
Consequently, 
2 2 
a cd 
8 ---~-2 • 
sin (w - Of) 
On the other hand, 
a 
2 ( III sin w - 112 sin Of) 2 ~ (I III sin wI + '112 sin Of I ) 2 ~ 
Hence, 
6t 2 ~ ( --=) (I sin wI + lsi n Of I) 2 • 
Dx 
2 Max [a ] 6t 2 2 ( -) (I sin wI + lsi n Of') , 
& 
(5.84) 
(5.85) 
where ~ is the smallest space mesh length. Finally, using Eq. 5.85 in 5.84, 
cd 6t 2 
8 ( ) 
6;. 
(Isin wI + ,sin Ofl): 
sin2 (w - Of) 
(5.86) 
2 2 Now, if it is assumed that a ~ b , a similar argument yields 
cd 6.t 2 
8 ( ) 
6;. 
(Icos wI + I cos al)2 
(5.87) 
Using Eqso 5.80,5.86, and 5.87 together, the following necessary 
condition for stabil ity is obtained: 
Cd 6t 
"""' 
~ ~2-8S &. 
cd 6t 
< 
,J2-8f; !£. 
lsi n (w - 0') I 
Isin wi + Isin 0'1 
Isin(w - 0')1 
Icos wi + Icos 0'1 
112 
, if Isin wl+lsin O'I21cos wl+lcos 0'1, 
, if Isin wl+lsin O'I~lcos wl+lcos 0'1, 
1 
for S < '4 ' 
Unconditionally stable for 
where ~ is the smallest space mesh length. 
It is observed that for 0' = 0, W = n/2, this stability requirement 
reduces to that for plane strain wave motion in Cartesian coordinates, Eqo 
5.45. 
6. SUMMARY AND CONCLUSIONS 
Wave propagation problems in elastic continuous media are 
formulated on the basis of a lumped-parameter model using a displacement 
approach. Spherically symmetric and axisymmetric sol id media are con-
sidered and discrete formulations in orthogonal Cartesian coordinates are 
presented. Since one-dimensional and plane strain wave motion are special 
cases of spherically symmetric and axisymmetric wave propagation, respective-
ly, their treatments are also included in the present study. It is seen 
that the lumped-parameter model invariably generates discrete formulations 
which are central finite-difference analogues of the respective continuous 
differential" equation formulations. 
A general ized lumped-parameter model is derived for plane strain 
wave motion in non-Cartesian coordinateso The discrete formulation developed 
~an handle wave propagation in plane media with irregular geometry, and 
although the equations derived are based on the assumption of elastic material 
behavior, the formulation can be easily adapted to include inelastic material 
behavior, as well. The extension of the formulation to cover axisymmetric 
wave motion in non-Cartesian coordinates is straight-forward and is left 
for future studies. 
The equations of motion for wave propagation problems are some 
second-order differential-difference equations which can be numerically 
integrated using a suitable step-by-step integrator. Different categories 
of numerical integrators are considered; however, the emphasis is on the 
quadrature relations of Newmark's ~-method. All geometrically meaningful 
values of the parameter ~ in Newmark's integrator are taken into accounto 
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The numerical integration of the differential-difference equations 
using a quadrature formula is equivalent to solving a difference scheme 
defined by the equations of motion and the numerical integratoro The 
numerical solution of such a difference scheme based on a properly posed 
initial-value problem must converge to the true solution of the continuous 
problem as the mesh is refined, or as the computations are theoretically 
carried out for an infinite number of time steps; this, according to Lax1s 
Equivalence Theorem, is possible if and only if the difference scheme is 
stableo 
The stability theory of finite-difference schemes for initial-
value problems with constant and variable coefficients is briefly examined. 
It has been noted that the von Neumann necessary condition is satisfactory 
in a majority of cases, since it almost always gives the corr~ct stability 
range. Available methods for deriving sufficiency criteria are also dis-
cussed; however, in practical problems necessary conditions for stability 
are generally enough since the sufficient conditions introduce modifications 
merely at the end points of the stabil ity range. 
The Fourier transform method and the von Neumann condition are used 
for the stabil ity analysis of discrete wave propagation problems considered 
in the present study. It is found that the difference schemes for spheri-
cally symmetric and axisymmetric wave propagation are locally unstable, 
although for infinitely large radii, the difference schemes which approach 
those corresponding to one-dimensional and plane strain wave motions, 
respectively, become marginally stable. Furthermore, it is noted that for 
all cases, an increase in the parameter ~ produces a beneficial influence 
on the stabil ity characteristics of the difference schemes. 
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The prevalent state of instabil ity encountered in spherically 
symmetric and axisymmetric wave propagation prohibits their use in practical 
problems. In order to obtain at least conditionally stable difference 
schemes, two different approaches are tried. In the first one, some 
transformations of the d~pendent variables are found to yield locally 
stab 1 e difference schemes. I n the mod if i ed formu 1 at ions, ins tead of the 
displacement components, displacement potentials are used; therefore, 
although the corresponding difference schemes are conditionally stable, 
their practical use presents additional problems concerning the side 
conditions. 
In the second approach, the effect of a damping mechanism in the 
form of 1 inear artificial viscosity on the stabil ity characteristics of 
the difference schemes is investigated. It is seen that for some values of 
r, the coefficient of artificial viscosity, the difference schemes become 
conditionally stable, and that for a certain value of r, the range of con-
ditional stabil ity for each scheme becomes maximum; it is this value of r 
that is recommended in practical appl ications. 
The important question of the error introduced in the discrete 
solution due to the inclusion of this damping mechanism in return for con-
ditional stabil ity is beyond the scope of the present study, and is suggested 
for future investigations. 
A practical stabil ity criterion is derived for plane strain 
wave motion in non-Cartesian coordinates for the case of a uniform grid. 
The val idity of this stabil ity criterion for the general case of non-uniform 
grid is questionable; for practical appl ications, it is suggested that the 
derived condition be used with caution for the stabil ity of the general ized 
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discrete mode 1. 
Finally, it is to be noted that, although the derived stability 
criteria are based on a 1 inear1y elastic material behavior, they are also 
val id for elastic-perfectly plastic media because of the fact that the 
plastic velocity of wave,propagation is less than c , the velocity of 
d 
propagation of dilatational waves in elastic media. 
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APPENDIX A. CONTINUOUS FORMULATIONS OF WAVE PROPAGATION PROBLEMS 
IN SOLID MEDIA 
In this section, continuous differential equation formulations 
of the wave propagation problems considered in Chapter 2 are presented~ 
Similar to the approach of Chapter 2, a displacement type formulation is 
used in all cases. The equations of motion are expressed in terms of the 
displacement components. An elastic isotropic material behavior and small 
displacements are assumed. 
A.l. Spherically Symmetric Wave Propagation 
The equation of motion for spherically symmetric wave propagation 
in spherical coordinates in terms of stresses is expressed as [2]: 
p U 
ocr cr - cr 
__ r+2 r e (A. 1) 
or r 
where u is the displacement component in the r-direction, and cr and cr are 
r e 
direct stresses in r- and e-directions, respectively_ The strain- disp1ace-
ment relations in spherical coordinates are [2]: 
ou 
e 
r 
or 
(A.2) 
u 
e e 
e cp r 
Using Eqs. A.2 in Eqs. 2.6 and substituting the results into Eq. A.1, the 
following equation of motion in terms of u is found: 
119 
02u 2 AU 
2+--- 2 
or r or 
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u 
2 
r 
A.2. Axisymmetric Wave Propagation 
(A.3 ) 
The equations of motion for axisymmetric wave propagation in 
cyl indrical coordinates are derived in [17] and are quoted below: 
02u au u 02u 
P U (:\+2 G) --+ (:\+2 G) (:\+2 G) --+ G- + 2 2 2 
or r or r oZ 
02w 
+ (:\+G) (A.4) 
or oZ 
2 
a w oW 02w aU 
p w (:\+2G) + G + G- + (:\+G) + 
oz2 r or or2 r oZ 
02u 
+ (:\+G) (A. S) 
or oZ 
A.3. Special Cases: One-Dimensional and Plane Strain Wave Propagations 
For r ~ 00, a spherically symmetric medium becomes a one-dimen-
sional continuum. COhsequently, the equation of motion for one-dimensional 
wave propagation can be obtained as a special case of Eq. A.3 as 
2 
or 
(A.6) 
Similarly, the equations of motion for plane strain wave propa-
gat ion can be derived by substituting r = 00 into Eqs. Ao4 and A.S: 
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02u 2 02w 
2 2 0 u 2 2 U = cd + c + (c - c ) (A.7) 
or2 s oz2 d s or oZ 
2 02w 2 
02w 
2 c 2) 
02u 
W = cd + c + (c - (A. B) 
oz2 s or2 d s or oZ 
A.4. Plane Strain Wave Motion in Non-CartesIan Coordinates (Uniform Grid) 
The continuous equations of motion for plane strain wave propagation 
in non-Cartesian coordinates can be derived by means of an approach similar 
to that used in Section 2.3.1. Alternatively, the continuous formulation can 
be obtained starting from the equations of motion in Cartesian coordinates, 
Eqso A.7 and A.B. The second method is more concise, since all one has to 
to is to express the second-order differential operators appearing in Eqs. 
A.7 and A.B in terms of the differential operators with respect to ~ and y 
through Eqs. 2.22 as 
02 
. 2 0
2 0 2 02 
- 2 sin sin 0: + . 2 ] , = sIn ill ",,2 ill sin 0: ",2 
ox2 . 2 ( 
- 0:) o~ oy sIn ill oX oy 
2 02 02 02 0 2 2 
cos ill ....,2 - 2 cos ill cos 0: + cos 0: ] , 
Oy2 . 2 ( 
- 0:) "" "" 
",2 
sin ill oX oX oy oy 
02 0
2 02 
. 2 ( [ - sin ill cos ill ",,2 + sin(ill + 0:) 
oX oy sin ill - 0:) oX oX oy 
02 
- sin 0: cos 0: 
",,2 ] , (A.9) 
oy 
and to substitute Eqs. A.9 into Eqs. A.7 and A.B. After simpl ifications, this 
yields 
and 
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2[sin a sin ill (A + G) + 
+ cos (ill - a) G] - sin ill cos ill (A + G) - + 
d; dy (J;2 
d2w d2u 
+ sin (ill + a) (A + G) -- + [(A + G) s i n2a + G] 
d; dy ~y2 
- sin a cos a (A + G) 
o 2 ( ) 00 0 P sin ill - a w = - sin a cos a ( A + G) 
d2u 
- + [(A + G) 
dy2 
(A. 10) 
2 
cos a + 
(J2 W d2u d2w 
- (A + G) sin ill cos ill -2 + [(A + G)" cos 2m + G] - + + G] 
dy2 - d; d;2 
+ sin(ill + a) (A + G) d; dy 
- 2[(A + G) cos ill cos a + 
+ cos (ill - a) G] (A. 11) 
APPENDIX B. EVALUATION OF MODULI I~l FROM THE QUADRATIC 
EQUATION WITH COMPLEX COEFFICIENTS 
The roots of the quadratic equation, Eq. 5.1, which are generally 
complex and the modul i 1£1 may be determined as follows. Let 
B = x + I y, (Bol) 
where, because of the way B is defined in Eq. 5.2, 
. 2 k .0.r 
sin --
2 
k .0.r 
y - - - sin--
p 2 
Also, let ;1' which is the root of Eq. 5.1 with the largest absolute value, 
be represented as 
(B.3) 
From the quadratic Eq. 5.1, the following relations between the roots ;1 and 
~2 exist: 
2 - (1-2S)B 
(B.4 ) 
l+SB 
(B.5) 
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Substitution of Eq. B.3 into B.5 yield.s 
1 I ~2 = - e- cP • 
a 
(B.6) 
Consequently, the modul i are .I~l I = a, and I ~21 = l/a. a can be evaluated 
by substituting Eqs. B.l, B.3, and B.6 into Eq. B04. In thi~ way, the fol10w-
ing relationship is obtained: 
1 1 ( a+ - ) cos cP + I (a - -) 
a a 
sin cp = 
2-(1-2S) (x+ly) 
l+~(x+ly) 
wherefrom one deduces 
where 
cos cp = 
a + l/a 
2c2 
,and sin cp = -...-...;;~-
a - l/a 
(2-x+2Sx) (1+sx)+Sy(2Sy-y) 
2 (1+~x)2 + ~2y2 
(2SY-Y) (l+~x) - ~y(2-x+2Sx) 
2(1+sx)2 + S2 y2 
(B. 7) 
(B.8) 
(B.9) 
(B.10) 
Using cos cp and sin cp in the identity cos 2cp + sin2cp = 1, one obtains 
Now, define 
2 (a-l/a) 
1 2 b= (a+-). 
a 
1 • (B. 11) 
(B.12) 
Considering that 
2 4c 1 
-+ 
b 
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b-4 = (a-l/a)2, Eq. B.l1 may be rewritten as 
2 
4c2 = 
b-4 
1 , 
which, when modified, turns out to be equivalent to 
The solutions of Eq. B.13 are 
(B. 13) 
(B. 14) 
(B.15) 
It can be proved that b2 ~ 4, and b l ~ 4 for all possible values of c 1 and c2 ' 
and hence of x and y. On the other hand, it can be shown that b=(a+l/a)2 ~ 4. 
Therefore, b must be computed from Eq. B.14. 
Us i ng b = b 1 in Eq. B. 12, 
(B 0 16) 
from which the modul i are 
= a = (.r;;; + ~ )/2, (B.17) 
a 
(Bo18) 1 = - = 
below: 
(1) 
(2) 
(3 ) 
(4) 
(5) 
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For reference purposes, the computational procedure is summarized 
k 6r Assign numerical values to p, K, sin 2 ,and~; 
Compute x and y from Eqs. B.2; 
Compute c l and c2 .from Eqs. B.9 and B.10; 
Compute b l from Eq. B.14; 
Evaluate the moduli using Eqs. B.17 and B.18. 
APPENDIX C. EFFECT OF ARTIFICIAL VISCOSITY ON STABILITY 
(USING FORWARD DIFFERENCE FORMULAS FOR TIME DERIVATIVE) 
In introducing the linear artificial viscosity into the difference 
scheme the time derivative appearing in Eqo 5.10 was approximated using a 
backward difference formula. Alternatively, one may wish to use a backward 
difference approximation for un: 
n+l n 
u - u 
.n 
u = ---- (C.1) 
6t 
It can be shown that this formula when used in Eq. 5.10 results 
in a finite-difference scheme for which the characteristic equation is of 
the form 
a ~3 + b ~2 + c ~ + d = 0, 
where a = t3 A 
b 1 + t3B + (1-3t3)A 
c = -2 + (1-2t3)B - (1-3~)A 
d 1 + t3B - t3A, 
wherein B is the same quantity defined by Eq. 5.2, and 
A = 2 /2 r K . 2 k 6r sin -2-
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(C.2) 
(C.4 ) 
Define 
1 
x=~ 
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Then the cubic equation,. Eq~ C.2, becomes 
3 2 d x + c x + b x + a o. 
For the special case K 0, the characteristic equation reduces to 
(C.6) 
(C.7) 
whose solutions are xl 1. Therefore, the solutions of 
Eq. C.2 are 
~ 1 = 00, ~2 ~3 = 1. 
which means that one of the modul i starts from I~I = 00, and approaches 
I~I = 1, while the other two originate from I~I = 1. This indicates a 
strongly unstable scheme, thus, losing the advantage of the artificial 
viscosity; hence, the forward difference approximation of Eq. C.l should 
be avoided. 
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TABLE 1. STABILITY PROPERTIES OF DIFFERENCE SCHEMES FOR ONE-DIMENSIONAL 
WAVE PROPAGATION. 
e Stability Condition 
0 cd L.t/L.r =s 1.00 
1/12 cd L.t/L.r =s 1.22 
1/8 cd L.t/L.r =s 1.41 
1/6 cd L.t/L.r =s 1. 73 
1/4 Uncond i tiona 11 y stable 
1/2 Uncond it i ona 11 y stable 
TABLE 2. STABILITY PROPERTIES OF DIFFERENCE SCHEMES FOR PLANE STRAIN 
WAVE PROPAGATION. 
B Stability Condition 
0 cd L.t/6:z. =s O. 7 1 
1/12 cd L.t/6:z. =s 0.87 
1/8 cd L.t/f::::;z .:::; 1000 
1/6 cd L.t/f::::;z =s 1 .22 
1/4 Uncond it iona l1y stable 
1/2 Uncond i tiona 11 y stable 
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FIG. 1-a. LUMPED-PARAMETER MODEL FOR SPHERICALLY SYMMETRIC SOLID MEDIA 
IN SPHERICAL COORDINATES 
~~-+------:::~--~~--~ ----.-.. 
F (i+ 1) 
r 
FIG. l-b. A VOLUME ELEMENT OF AN INTERIOR MASS POINT OF LUMPED-PARAMETER 
MODEL FOR SPHERICALLY SYMMETRIC SOLID MEDIA 
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FIG. 2-a. LUMPED-PARAMETER MODEL FOR AXISYMMETRIC SOLID MEDIA IN 
CYLINDRICAL COORDINATES 
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FIG. 3-a. GENERALIZED LUMPED-PARAMETER MODEL FOR A TWO-DIMENSIONAL MEDIUM 
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FIG. 6. SPHERICALLY SYMMETRIC WAVE PROPAGATION. EFFECT OF P ON STABILITY. 
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FIG. 7. SPHERiCALLY SYMMETRIC WAVE PROPAGATION. EFFECT OF P ON STABILIT~ 
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FIG. 8. SPHERICALLY SYMMETRIC WAVE PROPAGATION. EFFECT OF P ON STABILITY. 
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FIG. 9. SPHERICALLY SYMMETRIC WAVE PROPAGATION. EFFECT OF P ON STABILITY. 
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FIG. 10. SPHERICALLY SYMMETRIC WAVE PROPAGATION. EFFECT OF P ON STABILITY. 
t3 = 1/4. 
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FIG. 12. SPHERICALLY SYMMETRIC WAVE PROPAGATION. EFFECT OF ~ ON STABILITY. 
P = 1. 
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FIG. 13. SPHERICALLY SYMMETRIC WAVE PROPAGATION. EFFECT OF ~ ON STABILITY. 
P = 5. 
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FIG. 14. SPHERICALLY SYMMETRIC WAVE PROPAGATION. EFFECT OF f3 ON STABILITY. 
P = 10. 
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FIG. 15. SPHERICALLY SYMMETRIC WAVE PROPAGATION. EFFECT OF r ON STABILITY. 
p = 1, f3 = o. 
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FIG. 16. SPHERICALLY SYMMETRIC WAVE PROPAGATION. EFFECT OF r ON STABILITY. 
P = 1, t3 = 1/8. 
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FIG. 21- SPHER I CALLY SYMMETRIC WAVE PROPAGATION. RELATION BETWEEN K AND r. 
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FIG. 23. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF P ON STABILITY. 
t3 = 0, \) = 0.00. 
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FIG. 24. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF P ON STABILITY. 
t3 = 0, \) = 0.40. 
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FIG. 25. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF P ON STABILITY. 
13 = 0, \) = 0.50. 
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FIG. 26. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF P ON STABILITY. 
13 = 1/8, \) = 0.00. 
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FIG. 27. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF p ON STABILITY. 
~ = 1/8, ~ = 0.40. 
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FIG. 28. AXISYMMETRIC WAVE ~ROPAGATION. EFFECT OF P ON STABILIT~ 
~ = 1/8, ~ = 0.50. 
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FIG. 29. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF 13 ON STABILITY. 
P = 1, \) = 0.00. 
3.0------~----~-----r----~----~~~--~----~----~,---~~r-~ 
2.5 
uJl 2.0 
1.0~----------------------------~------------------------------~ 
0.5~----~~ __ ~~--~~--~~--~~--~~--~~--~~----~----~ o 2.0 
Value of K 
FIG. 30. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF 13 ON STABILITY. 
p = 1, v = 0.50. 
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FIG. 31. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF t3 ON STABILITY. 
p = 5, v = 0.00. 
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FIG. 32. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF t3 ON STABILITY. 
p = 5, \) = 0.50. 
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FIG. 33. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF ~ ON STABILITY· 
P = 10, v = 0.00. 
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FIGo 34. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF ~ ON STABILITY. 
P = 10, v = O.SOo 
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FIG. 35. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF r ON STABILITY. 
p = 1, ~ = 0, v = 0.00. 
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FIG. 36. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF r ON STABILITY. 
p = 1, ~ = 0, v = 0.40. 
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FIG. 37. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF r ON STABILITY. 
p = 1, ~ = 0, v = 0.50. 
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FIG. 3B. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF r ON STABILITY. 
p = 1, ~ = l/B, v = 0.00. 
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FIG. 39. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF r ON STABILITY. 
P = 1, ~ = 1/8, v = 0.40. 
3.0 r----r----.---~----,_--_,----~----r_--_r----~--~----~--~ 
2.5 
~ 2.0 
V1 
:::l 
:::l 
""'0 
o 
:L 1 05 
o O. 1 0.2 003 0.4 0.5 0.6 007 0.8 0.9 1.0 
Value of K 
FIG. 40. AXISYMMETRIC WAVE PROPAGATION. EFFECT OF r ON STABILITY. 
P = 1, ~ = 1/8, v = 0.50. 
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FIG. 43. AXISYMMETRIC WAVE PROPAGATION. RELATION BETWEEN K AND r. 
cr p = 1, 'J = 0.40. 
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FIG. 44. AXISYMMETRIC WAVE PROPAGATION. RELATION BETWEEN Kcr AND r. 
p = 5, 'J = 0.00, 0.25, 0.40. 
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FIG. 45. AXISYMMETRIC WAVE PROPAGATION. RELATION BETWEEN K AND r. 
cr p = 10, v = 0.00, 0.25, 0.40. 
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FIG. 46. AXISYMMETRIC WAVE PROPAGATIONo RELATION BETWEEN K AND r. 
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