Abstract -In the present era, the requirement for information on portable, handheld devices is demanding the realization of increasingly complex applications for increasingly small and ubiquitous devices. This trend promotes the migration of technologies that were originally developed for desktop computers to handheld devices. With the onset of Grid computing, users of handheld devices should he able to accomplish much more complex tasks, by accessing the processing and storage resources of the Grid. This paper describes the development, features, and performance aspects of a Grid-enabled analysis environment designed for handheld devices. We also describe some differences in technologies required to run these applications on desktop machines and hand held devices. In addition, we propose a prototype agent-based distributed architecture for carrying out high-speed analysis of physics data on handheld devices.
I. INTRODUCTION In this paper, we present a brief description of a Grid enabled analysis environment for handheld devices that we have developed specially for the high-energy physics (HEP) community, and then describe a distributed analysis architecture for carrying out high-speed analysis of data over a Grid, in order to overcome the limited processing power of handheld devices.
Handheld devices, considering their present rate of growth, are expected to replace desktop machines in the near future. This research focuses on enabling the technology of mobile, handheld devices, having the typically inherent limitations of reduced CPU performance, small secondary storage, heightened battery consumption sensitivity, and unreliable low-bandwidth communication, to analyze the data in enormous databases, efficient access to which is made possible by the Grid.
The CMS (Compact Muon Solenoid) !I] at the European Center for Nuclear Research (CERN), going online in 2006, will use such Grid-based databases to store the gigabytes of data it will generate each minute. In its raw form, data cannot be used to generate any significant results, because of its sheer quantity and complexity. The only way of analyzing this data is by using analysis applications to render it in the form of 2D and 3D diagrams, which scientists can use much more effectively in deriving conclusions about events taking place in the CMS. In this paper, we present a physics analysis environment for handhelds that is optimized for maximum performance on handheld devices. To enable these applications to access a computational or data Grid, we have developed a Grid-enabled portal named JClarens, which provides simplified programmatic interfaces to access various services offered by the Grid. This allows even the resource-constrained devices running the analysis applications to hamess the power of Grid computing.
RELATED WORK
Mobile computing and grid computing, if merged, have a great deal of technological potential. This would allow users of mobile devices and Personal Digital Assistants (PDAs) to submit jobs on the Grid, and get access to its tremendous processing power at their fingertips. It would also allow them to access data being generated by the Grid, and analyze it on their handheld devices. This research mainly targets PDAs such as the Pocket PC and Palm. Due to the processing power and resources generally required by analysis applications, none of them has yet been ported to low resource and slow processing (typically 200MHz to 400MHz) handheld devices. Moreover, slow, unreliable, and intermittent nature of wireless connections has always been a concern.
For desktop machines, on the other hand, a variety of Grid enabled physics analysis applications is available. Some of these include JAS [2] , WIRED [3] and ROOT [4] . JAS (Java Analysis Studio) was developed at the Stanford Linear Accelerator Center (SLAC), and is used for ID and 2D graphical display of histogram data obtained from particle accelerators. Along with graphical display, it also offers various mathematical hnctions to fit along the displayed data. The user can also view various statistics related to the analyzed data set. WIRED (WWW Interactive Event Display) was developed at CERN in collaboration with SLAC. WIRED uses files based on the Extensible Markup Language (XML) for graphical rendering of events and sub component geometry information from various particle experiments. Also developed at CERN, ROOT analyzes special format ROOT files in which data is arranged in a highly efficient, hierarchical structure.
Although there are no currently existing physics analysis applications for handhelds, research is underway to integrate the two groundbreaking fields of Grid computing and Our Pocket PC based analysis applications are basically built around the Java Analysis Studio. (JAS) and WWW Interactive Remote Event Display (WIRED) s o h a r e , and have been optimized for the Personal Java [7] environment on the Pocket PC 2002. We will use these two applications for specific performance analysis.
ANALYSIS ENVIRONMENT ARCHITECTURE
In a mobile computing environment, the user does not carry all of the data that he needs; instead data generally has to be fetched from some data servers that, in our case, will be connected to the Grid. To enable data from the Grid to be provided to analysis applications, an interface was required.
A Grid enabled portal named JClarens has been developed to serve the purpose. JClarens is basically an enhanced Java-based version of Clarens [8] , a web services framework originally developed in Python at the California Institute of Technology. JClarens provides us our required features of remote data access, job submission, and GSI [9] based security authentication. JClarens authenticates users by certificate exchange, whenever the user logs on for the first time. After successfully logging in, the user can access the wide range of services hosted by JClarens. An architectural overview of the analysis environment is shown in Figure 
1.
Clients comprise of handheld and desktop devices, which communicate with JClarens, using either XML-RPC (XML Remote Procedure Call) or SOAP (Simple Object Access Protocol). Once logged on to JClarens, the clients can access the services offered by it. A detailed overview of the services offered by Clarensl JClarens, and the way its clients communicate with it is described in [IO] . Java was chosen at the beginning as the development platform due to its portability and short development time. However, the Pocket PC was our actual deployment platform, and the selection of a suitable and compatible JVM for it proved to be a major obstacle. We did not have many options in that regard and most of the JVMs we tested did not suit our requirements in one way or the other. We started with IBM Device Developer [l I], which appeared to be a useful tool for PocketPC based application development, but it was not long before we had to reject it, because it only supported Personal Profile, and lacked certain CNcia1 components we required. We next opted for SuperWaba [I21 as it offered some interesting features, such as Java based syntax and open source availability, but soon we had to drop SuperWaba as an option due to some bugs detected during evaluation and complete lack of support for Java Swing'. Continuing with our search for a better JVM, we found Savaje [13]. However, a prerequisite for Savaje was the installation of SavajeOS in place of WinCE on the Pocket PC. Since portability between different operating systems was one of our major software requirements, we had to abandon Savaje as well. MIDP [I41 was considered an alternative for some time, but it was mainly designed for mobile phone devices and not PocketPCs.
In the end we decided to go for Personal Java, as after initial evaluation and comparison with previously tested JVMs, we found it suited our needs more than any other JVM. There were some minor hurdles that came along with PersonalJava, such as the setting of the CLASSPATH environment variable on the PocketPC, but that was solved by using a special registry editor tool named PHM Registry Editor [15] . To further suit our needs we found Insignia Jeode [16] , a Personal Java compliant Runtime environment. At the time of writing this document, Insignia's Jeode Personal Java Runtime Environment is still being used as our development platform. Recently, NSICom has launched a new Personal Java compatible platform named CrEme, whose performance is optimized for Pocket PC's, and is comparable to that of J2SE 1.4. However, we have not completely abandoned Jeode in favor of CrEme so far, due to some licensing issues associated with CrEme.
v. JAVA ANALYSIS SIVDIO (JAS) AND JASONPDA Java Analysis Studio (JAS), as stated before, is developed at Stanford Linear Accelerator (SLAC). JAS is a physics analysis tool used for analyzing data obtained from linear accelerators in the form of 1D-2D histograms. Apart from lD-2D analysis, JAS offers numerous other facilities, which include comparison of displayed histograms with predefined mathematical functions (Quadratic, Cubic, ' Other platforms also do not support Swing directly, but still allow us to use it with some modifications in Swing's source code. * Gaussian, polynomial, Lorentzian etc), the fitting of these functions over the displayed histograms for statistical analysis (peak value, average value etc), and executing your own analysis code on selected datasets.
JASOnPDA was our first application for the PocketPC. JASOnPDA is the scaled down version of Java Analysis Studio and is especially designed for constrained handheld devices. JASOnPDA provides essential analysis utilities of Java Analysis Studio on PocketPC devices, and was developed using JZSE 1.1. As it has been built for mobile users, JASOnPDA has the facility to sign on to JClarens server using a certificate-based authentication procedure. Once successfully authenticated, the user is allowed to access files stored at the server. Remote browsing facility allows users to browse the directories served by JClarens and look for desired ROOT files. The selected ROOT file is analyzed and a tree structure displays the hierarchy of objects in the ROOT file. The user can move along the tree, selecting any object from the tree structure, and the selected object will be displayed in the form of 1D-2D Histograms in the display panel. Statistical fitting features from JAS are also available. The user can also view statistics information related to the histogram displayed on the screen. Keeping in view the small screen size of the PocketPC. different view- ing options are also provided. A screen shot of the s o h a r e running on the PDA is shown io Figure 2 .
To overcome the issue of intermittent, unreliable connections during the transfer of large datasets and files, the downloadin6 Process for large files is carried Out by dividing the size of the file into smaller chunks, and downloading those smaller file chunks in steps, rather than using a siugle connection the entire file, This allows us to check point the file transfer process and ensure that if there is a disconnection at any stage, the entire dataset is not lost, and downloading can be resumed from the latest check
WiredOnPDA is another of our analysis applications developed for PocketPC devices. As the name suggests, WiredOnpDA provides analysis features of w~~ I~~~ tive Remote Event ~i~~l~~ (WIRED) on PocketPC, wiredOnpDA accesses data using J C~~~~ using the Same procedure as JASO~PDA, file is downloaded into the RAM and a SAX XML parser parses the information stored in the file. Again for large files, a check-pointed data transfer process similar to JASOnPDA is employed. "Drawables" are then extracted
Once the user selects a file from the JClarens server, the y Y L . 1 , .
from the parsed data and are displayed in a hierarchical tree structure in WiredOnpDA's tree panel, The can then select any "drawable" from the tree and it be displayed in the display conso~e, Screen shots are shown in Figure  and The software has been designed to ensure that it is as extensible as possible. Interfaces have been exposed that allow userSto write their own analysis classes for different file formats. This allows users the flexibility to select the procedure by which their file will be analyzed and its contents displayed. To specify the class to be used for analysis, the user only has to give the name of the class in a simple properties file. In this way, the user can easily plug in the classes that he wants to use for handling new file formats and user-specific custom tile'formats. Due to the small screen size of the PocketPC, various display options are provided in order to utilize maximum screen space for event display. As shown in the figures, application is provided with a tool bar, which allows the user to scale, rotate or zoom the displayed event for better analysis.
WiredOnPDA has had some issues of concern especially regarding performance. The main reason for ineficient performance was the poor parsing speed of SAX parsers on PersonalJava. The main reason for this slow parsing is because of the differences in implementation of PersonalJava virtual machine compared to JZSE virtual machines. To address this issue various parsers were tested which included Xerces, Crimson, KXML and Piccolo. Piccolo has so far proved to be the fastest performer, with best possible results out of all the other parsers.
VII. PERFORMANCE ANALYSIS
It' has been observed that the relatively fast clock speed (200 MHz) of the PocketPC or its large RAM (64 MB) does not actually give an accurate description of its performance. In reality, the PocketPC is a much slower device than desktop PCs with the same clock speeds and RAM, because of the difference in processor architecture and technologies used in manufacturing the RAM and other integrated circuits. As a result, we have hied to ensure that the algorithms used in the Pocket PC software are optimized as much as possible, and this has resulted in significant improvements in performance in successive iterations.
The PocketPC used in the performance comparisons was an iPAQ h3955, equipped with a 200 MHz Intel processor and 64 MB of RAM, running Windows CE 3.01, and using Insignia Jeode as the JVM for PersonalJava. The desktop machines (PCs) included a 400 MHz Intel Pentium-I1 with 256 MB of RAM, and a 2.4 GHz Intel Pentium-IV with 512 MB of RAM (DDR). Both the PCs were equipped with Sun's PersonalJava Emulation Environment 3.01, and JZSE 1.4, over Windows XP Professional. All the statistics related to the number of threads and memory usages were collected using the task manager utility available in Windows.XP. The graph in Figure 5 (above) demonstrates the vast difference in performance between the PocketPC and the two PCs in analyzing two ROOT tiles downloaded from the JClarens server. The smaller file contains only four histograms, and so is analyzed much more quickly than the second file, which contains almost 300 small histograms.
The difference is even more marked in case of HepRepZ file analysis, as can be seen from Figure 6 . In this case, we have observed that a Pentium-IV can parse such a file in less than eight,seconds, whereas the PocketPC can go up to 125 s for the same process. The difference in analysis times for the two files is because the larger file has much larger number of drawing primitives than the smaller one. The marked difference in analysis times clearly illustrates the slow performance of the Pocket PC as compared to desktop PCS.
Another issue that has been observed is the poor performance of PersonalJava as compared to JZSE. This difference is especially marked in the case of HepRep2 analysis, as XML parsing of HepRep2 is many times slower in PersonalJava than JZSE. Parsing times measured for the two platforms are given in Figure 7 . Another issue that has to be considered is the fact that the memory footprint of PersonalJava has been kept purposely small as compared to J2SE. This is to allow Java programs to run on the relatively limited RAM available in PDAs. The small footprint is also a reason behind the slower performance as it causes less heap and stack space to he allocated, and forces the process to run in a smaller address space. The differences in memory usages by the two runtime environments are highlighted by Figure 8 .
Also, there were several cases where functionality in JZSE was embedded in native code, whereas the same task was carried out using pure Java in PersonalJava. This was especially evident in the javaio classes. These performance issues are another reason why optimization has to be accorded extra importance while coding in PersonalJava, as compared to J2SE.
VIII. DISTRIBUTED ANALYSIS

A. Distributed Analysis Using Agents
Until now, we have been able to develop a few analysis applications for PocketPC devices, but during the development period we came to the conclusion that performance issues are a constant issue for PocketPC based applications. In order to solve these issues for our already built applications and for future needs, we have created a distributed analysis architecture based on mobile agents. We are now in the process of implementing this architecture that should suit the requirements of almost all kinds of portable devices. Figure 9 gives a general overview of this agent-based distributed analysis environment. The architecture proposes agcnts that will communicate with PDAs and other devices using SOAP. This interaction will be mostly limitcd to data and requcst transfer. The importance ofthe agents' mobility will lie mostly on thc server side, whcrc they will handle load balancing and msion replication issucs
A detailed performance analysis of mobile agents on wireless networks has been carried out by Kotz et al. [17] , which proves that using mobile agents can result in significant performance benefits, provided that the number of mobile agents using the available bandwidth is kept within certain limits, and the overheads of mobile-agent communication (agent movement) and computation (overhead of the mobile agent platform) is kept small.
In our architecture, the agents reduce the load on PocketPC by carrying the analysis requests to analysis servers such as JClarens, which will reside on high resource devices connected to wired networks. The idea is that analysis on high resource devices will be more efficient in terms of time consumption. After the analysis is done, the agent sends the results to its host device and waits for any further requests. Since analysis on the servers is faster and results are smaller as compared to the actual file size, therefore considerable improvement is achieved in the performance of the PocketPC applications. The use of agents is meant to create a high performance analysis environment where response times are as small as possible and users are able to access and analyze data as soon as possible resulting in a richer, more interactive experience.
However, since agents are extremely resource constrained on the client end, we have kept the agents as light as possible in terns of storage and processing. On the client side, they are responsible only for handling the request and transferring results of analysis requests between client and server. This limitation on agents helps in keeping the memory and processing load as small as possible nn the Pocket PC.
B. Distributed Analysis Using Condor
Condor is a job scheduling and job execution system developed at the University of Wisconsin, Madison. The r modular and service-oriented architecture of JClarens has helped us to provide an interface to PDAs to submit jobs to
Condor. This enables the resource-constrained handhelds to launch lengthy and time-consuming jobs on a large number of files on a Condor pool, get periodic information on job status, and retrieve outputs.
The architecture of the Condor-based analysis environment centers on a server machine running JClarens. The machine is also configured to act as a job submitter on a Condor pool. Handheld clients select data files on JClarens on which they wish to launch their jobs. They, then, send job submission requests to JClarens, which in turn submits these jobs into Condor's queue. Each job submission request to Condor (through JClarens) consists of the binaries (or byte-code) of the executable to run, the name of the executable, the names of the input files and the submit file describing the characteristics of the job.
On receiving the job submission request, JClarens creates a set of separate directories as a staging area for Condor. It then copies the executable, the submit file and the input files to each of the directories (each input file in a separate directory). Once the staging directories have been prepared, JClarens calls "condor-submit" on each of the submit files.
Condor then takes over the allocation of the individual jobs to different machines in the Condor pool, and ensures that the jobs are completed and the results returned to the respective directories. While Condor executes the job on the pool, the client can repeatedly poll JClarens to check the status of his jobs. Once all the jobs are complete, the client can retrieve the outputs of all his jobs through JClarens. In this way, a complex and time-consuming set ofjobs can be rapidly executed on the Condor pool, and its results displayed and visualized on the PDA. In this way, even users on slow-processing PDAs connected to wireless networks can cany out remote ,processing of lengthy operations on powerful machines in the Condor pool and thus, exploit the power of Grid computing. 
IX. CONCLUSION
The analysis environment has been developed to contribute to the scientist and physicist community all around the world, to help them in their quest for ubiquitous access to data. But it is yet to reach the high performance standards that are so easily achieved in case of desktop PC-based applications. The slow performance of the handheld devices is the major barrier that has to be overcome to achieve true interactivity. However, as described earlier, a combination of efficient and novel programming techniques has already enabled us to speed up our analysis applications to a geat extent.
Our PocketPC based applications were demonstrated in ITU Telecom World 2003 as a part of the "GRID-Enabled
Physics Analysis" demonstration. Also JASOnPDA-was presented at the first Grid Analysis Environment (GAE) workshop at Caltech in June, and attracted a great deal of attention, due to the fact that it was the first physics analysis application ported to the PDA.
Our work on this analysis environment, however, is far from over. Already our current work proves that resourceconstrained devices such as the PocketPC can be interfaced with the Grid, and can play a vital role in the realization of the idea of a Grid-Enabled Analysis Environment (GAE). Mobile and ubiquitous computing has yet to reach a mature level, where it can compete with desktop PCs in the kind of applications it can offer. The achievement of the above mentioned goals would prove to he a giant leap towards the attainment of this level of maturity.
