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カテゴリー数の異なる順序カテゴリー尺度同士の
相関係数の性質
大内善広 ･ 上田卓司 ･ 椎名乾平・岡田いずみ　　
1．はじめに
本論では，心理学や社会調査でよく用いられる，順序カテゴリー尺度（Likert スケール）を用い
てデータを取得した場合，相関係数 r が 1（あるいは－ 1）になり得ない場合があることを指摘する。
多くの研究で順序カテゴリー尺度に従うデータを，あたかも間隔尺度水準に従うデータであるかの
ように扱い，算術平均値を求めるといったデータ分析を行なっている。実用的な手段であり，また
順序尺度の変数をあたかも間隔尺度のように扱っても大きな問題は無いという指摘もある（Labovitz, 
1970）。2 つの順序尺度変数でピアソンの相関係数を計算するのも，そうしたデータ処理の一貫であ
ると言える。しかしこれから紹介するように，2 変数間で尺度の段階（カテゴリー）数が異なる場合は，
「教科書的な」相関係数の知識どおりにデータを解釈することが，バイアスの元になるかもしれない。
なおこの現象は原理的には尺度水準が間隔尺度以上であっても生起する。以下現象を紹介し，若
干の考察を報告する。
2．現象とその証明
命題 1　以下の 3 つの条件を満たす場合，どのようなデータの下でも，相関係数 rxy は 1（あるいは－ 1）
にはならない。
条件 1）尺度 X が m 段階のカテゴリー尺度，尺度 Y が n 段階のカテゴリー尺度
条件 2）m ≠ n
条件 3）X の全てのカテゴリーが最低一回は使われる。また，Y の全てのカテゴリーが最低一回は使
われる
まず，各カテゴリーに 1，2，3，．．のような等間隔の得点を与える場合について証明する。
証明 1　まず，命題 1 の条件 1 〜 3 を満たした上で，一般性を失わず，
m ＞ n
尺度 X のスコアー：0，1，2・・・，m － 1
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尺度 Y のスコアー：0，1，2・・・，n － 1
とする。データは（0，0）を左下の頂点，（m － 1，n － 1）を右上の頂点とする長方形領域Ｒの格子
点上に配置される。rxy ＝ 1 となるためには，全てのデータがＲ内の線分Ｌ上にあり，Ｌの傾きは正
である必要がある。さらに条件 3 よりＬの左の端点の x 座標は 0, 右の端点の x 座標は m － 1，下の
端点の y 座標は 0，上の端点の y 座標は n － 1 でなければならない。従ってＬの端点は（0，0）と 
（m － 1，n － 1）でなければならず，Ｌは長方形領域Ｒの左下の点（0，0）と右上の点（m － 1，n － 1）
を結んだ対角線でなければならない。これよりＬは，
Y ＝ ｛ （n － 1）/（m － 1） ｝ X　（ただし m ≠ 1，n ≠ 1）
となり，全てのデータがこの線分上（ただし x も y も整数値）に存在しなければならない。しかし
ながら，X ＝ 1 の時，
0 ＜ Y ＝（n － 1）/（m － 1）＜ 1
となり Y は整数ではないので，X ＝ 1 のデータはＬの上には乗り得ない。従って rxy ＜ 1 となる（図
1）。rxy ＞－ 1 も同様である。
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とする。データは（0，0）を左下の頂点，（m－1，n－1）を右上の頂点とする長方形領域Ｒの格子点上に
配置される。rxy＝1 となるためには，全てのデータがＲ内の線分Ｌ上にあり，Ｌの傾きは正である必要が
ある。さらに条件 3 よりＬの左の端点の x 座標は 0, 右の端点の x 座標は m－1，下の端点の y 座標は 0，
上の端点の y 座標は n－1 でなければならない。従ってＬの端点は（0，0）と（m－1，n－1）でなければ
ならず，Ｌは長方形領域Ｒの左下の点（0，0）と右上の点（m－1，n－1）を結んだ対角線でなければな
らない。これよりＬは， 
 
Y ＝（n－1）/（m－1）X （ただし m≠1，n≠1） 
 
となり，全てのデ この線分上（ただし x も y も整数値）に存在しなければなら い。しかしながら，
xX＝1 の時， 
 
0 ＜ y －1）/（m－1）＜ 1 
 
となり Yy は整数ではないの Xx 1 のデータはＬの上には乗り得ない。従って rxy＜1 となる（図 1）。
rxy＞－1 も同様である。 
 
 
 
 
 
 
 
 
 
図 1  証明 1 の説明図 
 
また，各カテゴリーに得点を与えて，カテゴリー間隔を不均等とするその場合でも命題 1 は成立する。
以下にその証明を記す。 
 
証明 2 まず，命題 1 の条件 1～3 を満たした上で，一般性を失わず， 
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図 1　証明 1 の説明図
また，各カテゴリーに得点を与えて，カテゴリー間隔を不均等とするその場合でも命題 1 は成立
する。
証明 2　まず，命題 1 の条件 1 〜 3 を満たした上で，一般性を失わず，
m ＞ n
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尺度 X のスコアー：最小値 0，最大値α
尺度 Y のスコアー：最小値 0，最大値β
とする。データは（0，0）を左下の頂点，（α，β）を右上の頂点とする長方形領域Ｒの格子点上に
配置される。rxy ＝ 1 となるためには，全てのデータがＲ内の線分Ｌ上にあり，Ｌの傾きは正である
必要がある。さらに条件 3 よりＬの左の端点の x 座標は 0，右の端点の x 座標はα，下の端点の y
座標は 0，上の端点の y 座標はβでなければならない。従ってＬの端点は（0，0）と（α，β）で
なければならず，Ｌは長方形領域Ｒの左下の点（0，0）と右上の点（α，β）を結んだ対角線
Y ＝ （β / α）X　（ただし，α≠ 0，β≠ 0）
となり，rxy ＝ 1 となるためには，全てのデータがＬ上に存在しなければならない。さて，尺度Ｘに
は全部で m 個のスコアーがあり，最小値 0 最大値αを除くと m － 2 個のスコアーが存在する。また
尺度Ｙには全部で n 個のスコアーがあり，最小値 0 最大値βを除くと n － 2 個のスコアーが存在す
る。これらが L 上に乗るためには m － 2 個のスコアーと n － 2 個のスコアーの一対一対応が存在し
なければならないが，m ＞ n より，m － 2 ≠ n － 2 であるから，そのような一対一対応は存在しない。
そこで全データがＬ上に乗るのは不可能で，従って rxy ＜ 1 となる（図 2）。rxy ＞－ 1 も同様である。
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図 2　証明 2 の説明図
さらに一般的な場合として，尺度 X，Y ともに全てのカテゴリーが最低 1 回は使用されるという
条件 3 を満たさない場合においても，実際に使用されるスコアー数が尺度 X，Y で異なる場合，相
関係数 r は 1（あるいは－ 1）になり得ない。
命題 2　以下の 2 つの条件を満たす場合，どのようなデータの下でも，相関係数 rxy は 1（あるいは－ 1）
にはならない。
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条件 1）尺度 X が m 段階のカテゴリー尺度，尺度 Y が n 段階のカテゴリー尺度であり，尺度Ｘで実
際に使われたカテゴリー数をμ（≦m），尺度Ｙで実際に使われたカテゴリー数をν（≦n）とする。
条件 2）μ≠ν
証明 3　rxy ＝ 1 となるためには，データはすべて X － Y 平面上の線分Ｌ上に乗らなければならない。
また，相関係数が定義されるためにはＬの傾きγは，0 ＜γ＜∞でなければならない。さて，尺度
X では全部でμ個のカテゴリーが使用され，尺度 Y では全部でν個のカテゴリーが使用されている。
これらのカテゴリースコアーが何であろうとも，全データが L 上に乗るためにはμ個のスコアーと
ν個のスコアーの一対一対応が存在しなければならないが，μ≠νであるから，そのような一対一
対応は存在しない。そこで全データがＬ上に乗ることは不可能で，従って rxy ＜ 1 となる。rxy ＞－ 1
も同様である。
たとえばμ＝ 4，ν＝ 3 としよう。すると Y のカテゴリーの内一つは，最低二つの X のカテゴリー
と対応しなければならない。この状況での，Y のカテゴリースコアーをβ，対応する 2 つの X のカ
テゴリースコアーをα1，α2（ただしα1 ≠α2）とすると，この 2 点がＬ上に乗るためには，
β＝γα1 ＋Κ
β＝γα2 ＋Κ
を満たさなければならないが，上式を解くとγ＝ 0 となり，相関係数が定義されるためのＬの拘束
条件 0 ＜γ＜∞を満たさない。したがってこの 2 点は同時にＬに乗ることはできない。
物理的測定も含めてどのような測定値も，測定の精度を考慮するとｍとｎを非常に大きくとった
カテゴリー尺度と解釈できる。そして多くの場合はμ≠νであろうから相関係数 rxy は 1（あるいは
－ 1）にはならないことになる。
3．命題 1・2の現実的な意味
命題 1・2 にはどのくらいの現実的インパクトがあるのかを検討するため，以下の二つの分析を行
う。分析 1 は組み合わせ論的であり，分析 2 はρを所与とした上でのシミュレーションにより r の
挙動を調べる。
分析 1　カテゴリー数が異なる二つの Likert 尺度 X， Y の相関係数は 1 になり得ない。ここでは相
関係数を計算しうる最小データ対を元に命題 1・2 が示唆するところを検討する。まず，m ＝ 3，n
＝ 2 を考える。このケースでは命題 1 条件 3 から，最小データ対は 3 となり，X ＝｛1,2,3｝, Y ＝ ｛1,2,y｝
となる。ここで y は 1，2 のいずれかが選択されるが，Y の順列は 6 通りとなる。これらについて
相関係数を求めると，その最大値（相関の上限）は 0.866 となる（表 1）。同様に評定尺度を用いた
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研究で頻繁に用いられる尺度段階 m ＝ 7，n ＝ 5 の場合，条件 3 を満たす最小データ対 7 での順列は
16,800 通りとなり，IDEAL ＝｛ X ＝（1,2,3,4,5,6,7）， Y ＝（1,2,2,3,4,4,5）｝ の組み合わせの場合は最大
相関 0.982 が得られる（図 3 参照）。すなわち証明で示したように－ 1 ≦ r ≦ 1 でなく－ 1 ＜ r ＜ 1 な
のである。ただし r の最大値はカテゴリー数が多くなるにつれて漸近的に 1 に近づくと予想される。
表 1　m 段階尺度と n 段階尺度での相関係数の上限　（ただしデータ数はｍ対）
表1 画像版
図3 Office描画オブジェクト版
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図 3　7 段階－ 5 段階で条件 3 を満たし最大の r を与える最小データ対 IDEAL
もちろんデータ数Ｎが多い場合は偽相関を作って r を大きめに誘導することは可能である。たと
えば先に示した 5 段階と 7 段階尺度の組み合わせで r の最大値を与える IDEAL において回帰直線上
にのるデータポイント HOGE ＝｛ （1,1），（4,3），（7,5） ｝ を増やし，回帰直線に乗らない，回帰誤差
の要因となるデータの「重み」を減らすことで，相関係数の値を上げることは可能である。IDEAL
に HOGE からサンプリングしたデータ対を追加してゆくと，データ数を 99 対にすれば相関係数の
上限は 0.999 に，データ数 835 対では r ＝ 0.9999 にすることが可能である。追加するデータポイン
トを FUGA ＝｛（3,2）， （6,4）｝としても，データ数を 6,095 対まで増やせば r ＝ 0.9999 が得られる。
こうした相関の上限値は任意のデータ分布での最大相関を求める手続きにしたがって求めることが
可能である（Carroll, 1961）。ただし，現実的にはランダムサンプリングを行ってこのような相関係
数が得られることはまずないし（図 4）， － 1 ≦ r ≦ 1 でなく－ 1 ＜ r ＜ 1 なのには何の変化もない。
分析 2　 尺度 X が m 段階のカテゴリー尺度，尺度 Y が n 段階のカテゴリー尺度の時，3 〜 7 段
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階尺度の全ての組み合わせにおいて，標本相関係数 r がどの程度低く推定されるのかを検討す
る（Martin, 1978; Bollen & Barb, 1981）。 母 相 関 係 数 ρ を 0.0 〜 1.0 の 範 囲 の 0.1 刻 み お よ び
0.96，0.98 で所与とした上で，データ数 N ＝ 16，64，1024 で尺度 X，Y の乱数を生成し，それぞ
れの標本相関係数 r の推定値を 1,024 回算出するシミュレーションを行った。なお，最初に生成す
る尺度 X，Y の値は連続量であり，生成した値を m および n の段階のカテゴリーに変換した。そ
の際の基準値としては，3 段階のカテゴリーの場合，M ± 0.7 σを境界線とした。4 段階のカテ
ゴリーでは M および M ± 1.0σ，5 段階のカテゴリーでは M ± 0.5σおよび M ± 1.5σ，6 段階のカ
テゴリーでは M，M ± 0.75σおよび M ± 1.5 σ，7 段階のカテゴリーでは M ± 0.35σ，M ± 1.05
σおよび M ± 1.75σを境界線とした。なお，この境界線の設定は，理論上無限のパターンが想定され，
設定の仕方によっても標本相関係数の推定値の抑制効果が異なることが予想されることに注意され
たい。
データ数の影響　m ＝ 5 と固定した上で，n ＝ 3, 5, 7 のケースを取り上げて検討する。シミュレー
ションの結果，表 2 の結果が得られた。相関係数 r の推定値はデータ数によってほとんど変化が見
られなかった。その一方，推定値の標準偏差は，当然ながら，データ数が増えるほど低くなっている。
つまり，データ数を増やしても，母相関ρをより正確に推定できるようになる訳ではなく，離散化
やカテゴリー数の相違によって r に対するバイアスがかかった結果をより正確に推定するだけとな
る。なお，他の m, n の組み合わせでも同様の結果であった。そのため，以下の分析は，N ＝ 1024
でシミュレーションした結果のみを扱う。
頻
度
相関係数 r
図 4　IDEAL からランダムサンプリングした N ＝ 835 のデータを 10,000 作成した場合の相関係数の分布
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表 2　データ数 N の違いによる，相関係数の推定値と標準偏差
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ρ=0.0 ρ=0.1 ρ=0.2 ρ=0.3 ρ=0.4 ρ=0.5 ρ=0.6 ρ=0.7 ρ=0.8 ρ=0.9 ρ=0.96 ρ=0.98 ρ=1.0
N=16 0.002(0.260)
0.061
(0.256)
0.152
(0.250)
0.234
(0.254)
0.322
(0.225)
0.400
(0.219)
0.480
(0.203)
0.557
(0.184)
0.645
(0.153)
0.734
(0.129)
0.775
(0.108)
0.777
(0.108)
0.779
(0.105)
N=64 0.001(0.128)
0.085
(0.121)
0.160
(0.121)
0.248
(0.119)
0.324
(0.111)
0.409
(0.106)
0.487
(0.098)
0.571
(0.081)
0.657
(0.072)
0.740
(0.059)
0.784
(0.046)
0.791
(0.044)
0.791
(0.045)
N=1024 0.000(0.031)
0.081
(0.031)
0.162
(0.030)
0.247
(0.029)
0.328
(0.028)
0.411
(0.025)
0.493
(0.023)
0.577
(0.020)
0.658
(0.017)
0.743
(0.014)
0.786
(0.011)
0.792
(0.011)
0.794
(0.011)
N=16 0.005(0.252)
0.066
(0.264)
0.172
(0.243)
0.269
(0.247)
0.357
(0.220)
0.438
(0.216)
0.541
(0.187)
0.626
(0.163)
0.724
(0.128)
0.822
(0.093)
0.890
(0.069)
0.922
(0.054)
1.000
(0.000)
N=64 0.000(0.121)
0.093
(0.123)
0.179
(0.123)
0.275
(0.118)
0.359
(0.107)
0.459
(0.097)
0.544
(0.090)
0.638
(0.074)
0.729
(0.059)
0.826
(0.041)
0.892
(0.030)
0.924
(0.025)
1.000
(0.000)
N=1024 -0.001(0.031)
0.090
(0.031)
0.181
(0.030)
0.274
(0.029)
0.364
(0.027)
0.457
(0.024)
0.549
(0.021)
0.641
(0.018)
0.733
(0.014)
0.828
(0.010)
0.893
(0.007)
0.925
(0.006)
1.000
(0.000)
N=16 0.000(0.265)
0.093
(0.258)
0.182
(0.253)
0.280
(0.243)
0.362
(0.231)
0.463
(0.209)
0.543
(0.194)
0.641
(0.155)
0.742
(0.118)
0.835
(0.084)
0.897
(0.051)
0.918
(0.044)
0.934
(0.033)
N=64 -0.002(0.128)
0.092
(0.125)
0.184
(0.123)
0.278
(0.116)
0.367
(0.110)
0.465
(0.095)
0.555
(0.089)
0.652
(0.075)
0.746
(0.056)
0.842
(0.037)
0.901
(0.024)
0.920
(0.018)
0.936
(0.014)
N=1024 0.001(0.031)
0.092
(0.030)
0.185
(0.030)
0.279
(0.029)
0.373
(0.027)
0.465
(0.025)
0.561
(0.021)
0.654
(0.018)
0.748
(0.014)
0.844
(0.009)
0.901
(0.006)
0.921
(0.004)
0.936
(0.003)
m=5,n=5
m=5,n=7
m=5,n=3
 
注：（）内は標準偏差を示す 
 
離散化によるｒの抑制 カテゴリー数 m，n が 3～7 の全ての組み合わせにおいて，母相関ρ=0.0～1.0 の
時に相関係数 r の推定値がどうなるのかをシミュレーションした結果が表 3 および図 5 である。まず，カ
テゴリー数が異ならない m=n=3，4，5，6，7 の時に相関係数 r について検討する。これは，離散化によ
る r の抑制具合を示すものである。 
 
表 3 カテゴリー数 m,n が 3～7 の時の相関係数の推定結果 
 
 
 
 
 
 
 
 
 
 
 
 
 
注：（）内は標準偏差を示す  注：太字はカテゴリー数の違いがない組み合わせを示す 
 
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
m=3,n=3
m=3,n=4
m=3,n=5
m=3,n=6
m=3,n=7
m=4,n=4
m=4,n=5
m=4,n=6
m=4,n=7
m=5,n=5
m=5,n=6
m=5,n=7
m=6,n=6
m=6,n=7
m=7,n=7
ρ=0.0 ρ=0.1 ρ=0.2 ρ=0.3 ρ=0.4 ρ=0.5 ρ=0.6 ρ=0.7 ρ=0.8 ρ=0.9 ρ=0.96 ρ=0.98 ρ=1.0
m=3,n=3 0.000(0.032)
0.075
(0.031)
0.147
(0.030)
0.220
(0.029)
0.294
(0.029)
0.370
(0.027)
0.445
(0.026)
0.527
(0.024)
0.615
(0.023)
0.728
(0.020)
0.828
(0.017)
0.878
(0.014)
1.000
(0.000)
m=3,n=4 0.001(0.031)
0.080
(0.031)
0.160
(0.031)
0.238
(0.029)
0.318
(0.027)
0.396
(0.026)
0.476
(0.022)
0.554
(0.020)
0.629
(0.017)
0.704
(0.015)
0.748
(0.013)
0.760
(0.013)
0.764
(0.013)
m=3,n=5 0.000(0.031)
0.081
(0.031)
0.162
(0.030)
0.247
(0.029)
0.328
(0.028)
0.411
(0.025)
0.493
(0.023)
0.577
(0.020)
0.658
(0.017)
0.743
(0.014)
0.786
(0.011)
0.792
(0.011)
0.794
(0.011)
m=3,n=6 0.000(0.032)
0.084
(0.031)
0.167
(0.029)
0.251
(0.029)
0.332
(0.027)
0.417
(0.026)
0.498
(0.024)
0.584
(0.020)
0.669
(0.017)
0.755
(0.013)
0.808
(0.011)
0.824
(0.010)
0.832
(0.010)
m=3,n=7 0.002(0.032)
0.084
(0.031)
0.168
(0.030)
0.249
(0.028)
0.336
(0.028)
0.417
(0.026)
0.502
(0.023)
0.587
(0.021)
0.673
(0.017)
0.760
(0.014)
0.812
(0.010)
0.832
(0.009)
0.866
(0.007)
m=4,n=4 0.002(0.031)
0.087
(0.031)
0.173
(0.029)
0.260
(0.031)
0.349
(0.028)
0.440
(0.026)
0.532
(0.024)
0.628
(0.019)
0.729
(0.015)
0.835
(0.010)
0.904
(0.006)
0.933
(0.005)
1.000
(0.000)
m=4,n=5 -0.001(0.031)
0.088
(0.031)
0.176
(0.030)
0.266
(0.029)
0.355
(0.028)
0.446
(0.025)
0.536
(0.022)
0.627
(0.018)
0.718
(0.014)
0.810
(0.009)
0.865
(0.006)
0.881
(0.004)
0.892
(0.003)
m=4,n=6 -0.002(0.031)
0.091
(0.031)
0.179
(0.031)
0.270
(0.029)
0.361
(0.028)
0.452
(0.024)
0.545
(0.022)
0.639
(0.019)
0.732
(0.014)
0.827
(0.008)
0.886
(0.006)
0.909
(0.005)
0.956
(0.003)
m=4,n=7 0.004(0.030)
0.092
(0.030)
0.182
(0.030)
0.273
(0.030)
0.363
(0.027)
0.456
(0.024)
0.546
(0.022)
0.639
(0.018)
0.733
(0.013)
0.826
(0.008)
0.881
(0.005)
0.896
(0.004)
0.900
(0.003)
m=5,n=5 -0.001(0.031)
0.090
(0.031)
0.181
(0.030)
0.274
(0.029)
0.364
(0.027)
0.457
(0.024)
0.549
(0.021)
0.641
(0.018)
0.733
(0.014)
0.828
(0.010)
0.893
(0.007)
0.925
(0.006)
1.000
(0.000)
m=5,n=6 0.001(0.031)
0.093
(0.031)
0.184
(0.030)
0.277
(0.028)
0.371
(0.027)
0.464
(0.024)
0.559
(0.021)
0.651
(0.018)
0.745
(0.014)
0.840
(0.009)
0.897
(0.006)
0.916
(0.005)
0.937
(0.004)
m=5,n=7 0.001(0.031)
0.092
(0.030)
0.185
(0.030)
0.279
(0.029)
0.373
(0.027)
0.465
(0.025)
0.561
(0.021)
0.654
(0.018)
0.748
(0.014)
0.844
(0.009)
0.901
(0.006)
0.921
(0.004)
0.936
(0.003)
m=6,n=6 -0.001(0.031)
0.092
(0.032)
0.189
(0.031)
0.282
(0.029)
0.377
(0.028)
0.471
(0.024)
0.566
(0.020)
0.661
(0.018)
0.758
(0.013)
0.854
(0.008)
0.915
(0.005)
0.940
(0.004)
1.000
(0.000)
m=6,n=7 -0.001(0.031)
0.094
(0.031)
0.188
(0.031)
0.284
(0.028)
0.378
(0.027)
0.474
(0.025)
0.568
(0.021)
0.664
(0.017)
0.760
(0.013)
0.858
(0.008)
0.915
(0.005)
0.931
(0.003)
0.936
(0.003)
m=7,n=7 0.000(0.032)
0.098
(0.032)
0.192
(0.030)
0.286
(0.029)
0.381
(0.026)
0.476
(0.023)
0.573
(0.022)
0.668
(0.017)
0.765
(0.013)
0.862
(0.008)
0.921
(0.005)
0.945
(0.004)
1.000
(0.000)
注：（ ）内は標準偏差を示 　 　　
離散化による r の抑制　カテゴリー数 m，n が 3 〜 7 の全ての組み合わせにおいて，母相関ρ＝ 0.0
〜 1.0 の時に相関係数 r の推定値がどうなるのかをシミュレーションした結果が表 3 および図 5 であ
る。まず，カテゴリー数が異ならない m ＝ n ＝ 3，4，5，6，7 の時に相関係数 r について検討する。
これは，離散化による r の抑制具合を示すものである（Pearson, 1913）。
表 3　カテゴリー数 m,n が 3 〜 7 の時の相関係数の推定結果
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ρ=0.0 ρ=0.1 ρ=0.2 ρ=0.3 ρ=0.4 ρ=0.5 ρ=0.6 ρ=0.7 ρ=0.8 ρ=0.9 ρ=0.96 ρ=0.98 ρ=1.0
N=16 0.002( .260)
0.061
( .256)
0.152
(0.250)
0.234
(0.254)
0.322
(0.225)
0.400
(0.219)
.480
(0.203)
.557
(0.184)
.645
(0.153)
.734
(0.129)
.775
(0.108)
.777
(0.108)
.779
(0.105)
N=64 .001( .128)
.085
( .121)
.160
(0.121)
.248
(0.119)
.324
(0.111)
.409
(0.106)
.487
(0.098)
.571
(0.081)
.657
(0.072)
.740
(0.059)
.784
(0.046)
.791
(0.044)
.791
( .045)
N=1024 0.000( .031)
0.081
( .031)
0.162
(0.030)
0.247
(0.029)
0.328
(0.028)
0.411
(0.025)
0.493
(0.023)
0.577
(0.020)
0.658
(0.017)
.743
(0.014)
.786
(0.011)
.792
(0.011)
.794
( .011)
N=16 0.005(0.252)
0.066
( .264)
0.172
(0.243)
0.269
(0.247)
0.357
(0.220)
.438
(0.216)
.541
(0.187)
.626
(0.163)
.724
(0.128)
.822
(0.093)
.890
(0.069)
.922
(0.054)
1.000
( .000)
N=64 .000( .121)
.093
( .123)
.179
(0.123)
.275
(0.118)
.359
(0.107)
.459
(0.097)
.544
(0.090)
.638
(0.074)
.729
(0.059)
.826
(0.041)
.892
(0.030)
.924
(0.025)
1.000
(0.000)
N=1024 -0.001(0. 31)
0.090
( .031)
0.181
(0.030)
0.274
(0.029)
0.364
(0.027)
0.457
(0.024)
0.549
(0.021)
0.641
(0.018)
0.733
(0.014)
.828
(0.010)
.893
(0.007)
.925
(0.006)
1.000
(0.000)
N=16 0.000( .265)
0.093
( .258)
0.182
(0.253)
0.280
(0.243)
0.362
(0.231)
.463
(0.209)
.543
(0.194)
.641
(0.155)
.742
(0.118)
.835
(0.084)
.897
(0.051)
.918
(0.044)
.934
(0.033)
N=64 -0.002(0.128)
.092
(0.125)
.184
(0.123)
.278
(0.116)
.367
(0.110)
.465
(0.095)
.555
(0.089)
.652
(0.075)
.746
(0.056)
.842
(0.037)
.901
(0.024)
.920
(0.018)
.936
(0.014)
N=1024 0.001(0.031)
0.092
(0.030)
0.185
(0.030)
0.279
(0.029)
0.373
(0.027)
0.465
(0.025)
0.561
(0.021)
0.654
(0.018)
0.748
(0.014)
0.844
(0.009)
0.901
(0.006)
0.921
(0.004)
0.936
(0.003)
m=5,n=5
m=5,n=7
m=5,n=3
 
注：（）内は標準偏差を示す 
 
離散化によるｒの抑制 カテゴリー数 m，n が 3～7 の全ての組み合わせにおいて，母相関ρ=0.0～1.0 の
時に相関係数 r の推定値がどうなるのかをシミュレーションした結果が表 3 および図 5 である。まず，カ
テゴリー数が異ならない m=n=3，4，5，6，7 の時に相関係数 r について検討する。これは，離散化によ
る r の抑制具合を示すものである。 
 
表 3 カテゴリー数 m,n が 3～7 の時の相関係数の推定結果 
 
 
 
 
 
 
 
 
 
 
 
 
 
注：（）内は標準偏差を示す  注：太字はカテゴリー数の違いがない組み合わせを示す 
 
 
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
m=3,n=3
m=3,n=4
m=3,n=5
m=3,n=6
m=3,n=7
m=4,n=4
m=4,n=5
m=4,n=6
m=4,n=7
m=5,n=5
m=5,n=6
m=5,n=7
m=6,n=6
m=6,n=7
m=7,n=7
ρ=0.0 ρ=0.1 ρ=0.2 ρ=0.3 ρ=0.4 ρ=0.5 ρ=0.6 ρ=0.7 ρ=0.8 ρ=0.9 ρ=0.96 ρ= .98 ρ=1.0
m=3,n=3 0.000( .032)
0.075
( .031)
0.147
(0.030)
0.220
(0.029)
0.294
(0.029)
0.370
(0.027)
0.445
(0.026)
0.527
(0.024)
0.615
(0.023)
0.728
(0.020)
0.828
(0.017)
0.878
(0.014)
1.000
(0.000)
m=3,n=4 0.001( .031)
0.080
( .031)
0.160
(0.031)
0.238
(0.029)
0.318
(0.027)
0.396
(0.026)
0.476
(0.022)
0.554
(0.020)
0.629
(0.017)
0.704
(0.015)
0.748
(0.013)
0.760
(0.013)
0.764
(0.013)
m=3,n=5 0.000( .031)
0.081
( .031)
0.162
(0.030)
0.247
(0.029)
0.328
(0.028)
0.411
(0.025)
0.493
(0.023)
0.577
(0.020)
0.658
(0.017)
0.743
(0.014)
0.786
(0.011)
0.792
(0.011)
0.794
(0.011)
m=3,n=6 .000( .032)
.084
( .031)
.167
(0.029)
.251
(0.029)
.332
(0.027)
.417
(0.026)
.498
(0.0 4)
.584
(0.020)
.669
(0.017)
.755
(0.013)
.808
(0.011)
.824
(0.010)
.832
( .010)
m=3,n=7 .002(0.032)
.084
(0.031)
.168
(0.030)
.249
(0.028)
.336
(0.028)
.417
(0.026)
.502
(0.023)
.587
(0.021)
.673
(0.017)
.760
(0.014)
.812
(0.010)
.832
(0.009)
.866
(0.007)
m=4,n=4 .002(0.031)
.087
(0.031)
.173
(0.029)
.260
(0.031)
.349
(0.028)
.440
(0.026)
.532
(0.024)
.628
(0.019)
.729
(0.015)
.835
(0.010)
.904
(0.006)
.933
(0.005)
1.000
(0.000)
m=4,n=5 -0.001(0.031)
.088
(0.031)
.176
(0.030)
.266
(0.029)
.355
(0.028)
.446
(0.025)
.536
(0.022)
.627
(0.018)
.718
(0.014)
.810
(0.009)
.865
(0.006)
.881
(0.004)
.892
(0.003)
m=4,n=6 -0. 02(0.031)
.091
(0.031)
.179
(0.031)
.270
(0.029)
.361
(0.028)
.452
(0.024)
.545
(0.022)
.639
(0.019)
.732
(0.014)
.827
(0.008)
.886
(0.006)
.909
(0.005)
.956
(0.003)
m=4,n=7 .004(0.030)
.092
(0.030)
.182
(0.030)
.273
(0.030)
.363
(0.027)
.456
(0.024)
.546
(0.022)
.639
(0.018)
.733
(0.013)
.826
(0.008)
.881
(0.005)
.896
(0.004)
.9 0
(0.003)
m=5,n=5 -0.001(0.031)
.090
(0.031)
.181
(0.030)
.274
(0.029)
.364
(0.027)
.457
(0.024)
.549
(0.021)
.641
(0.018)
.733
(0.014)
.828
(0.010)
.893
(0.007)
.925
(0.006)
1.000
(0.000)
m=5,n=6 .001(0. 31)
.093
( .031)
.184
(0.030)
.277
(0.0 8)
.371
(0.027)
.464
(0.024)
.559
(0.021)
.651
(0.0 8)
.745
(0.014)
.840
(0.009)
.897
(0.006)
.916
(0.005)
.937
( .0 4)
m=5,n=7 .001(0. 31)
.092
( .030)
.185
(0.030)
.279
(0.029)
.373
(0.027)
.465
(0.025)
.561
(0.021)
.654
(0.018)
.748
(0.014)
.844
(0.009)
.901
(0.006)
.921
(0.004)
.936
(0.003)
m=6,n=6 -0.001(0.031)
0.092
(0.032)
0.189
(0.031)
0.282
(0.029)
0.377
(0.028)
0.471
(0.024)
0.566
(0.020)
0.661
(0.018)
0.758
(0.013)
0.854
(0.008)
0.915
(0.005)
0.940
(0.004)
1.000
(0.000)
m=6,n=7 -0.001(0.031)
0.094
(0.031)
0.188
(0.031)
0.284
(0.028)
0.378
(0.027)
0.474
(0.025)
0.568
(0.021)
0.664
(0.017)
0.760
(0.013)
0.858
(0.008)
0.915
(0.005)
0.931
(0.003)
0.936
(0.003)
m=7,n=7 0.000(0.032)
0.098
(0.032)
0.192
(0.030)
0.286
(0.029)
0.381
(0.026)
0.476
(0.023)
0.573
(0.022)
0.668
(0.017)
0.765
(0.013)
0.862
(0.008)
0.921
(0.005)
0.945
(0.004)
1.000
(0.000)
注：（ ）内は標準偏差を示す　　注：太字はカテゴリー数同一の組み合わせを示す 　　
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図 5　カテゴリー数 m,n が 3 〜 7 の時の相関係数の推定結果の図
離散化によるρに対する r の推定値の減少程度は，カテゴリー数が少なくなるほど，また，ρが
大きいほど，減少幅が大きくなる傾向が見られる。ただし，ρ＝ 1.0 の時は，ρ＝ r ＝ 1.0 で一致する。
カテゴリー数不均等（m≠ n）よる r の抑制　カテゴリー数不均等による r の抑制について検討する。
まず，証明 1 〜 3 や分析 1 の結果通り，ρ＝ 1.0 の時，相関係数 r は 1.0 となっておらず，カテゴリー
数が異なる時には r は 1 となりえないことが示された。また，m ＝ 3, 4 の時に着目すると，ρ≧ 0.96
の場合に，n が一致している時よりも，n > m の時の方が r の推定値が低い。離散化による抑制はカ
テゴリー数が増えるほど弱くなるということを考えると，この現象は離散化による影響とは異なる，
カテゴリー数不均等による影響であると考えられる。ただし，m, n ≧ 5 かつ n > m の時には，ρ≧ 0.98
の時にはカテゴリー数不均等は見られるものの，ρ＝ 0.96 の時にはほとんど見られなくなっている。
また，ρが低くなるにつれて，カテゴリー数が不均等であっても，使用しているカテゴリー数が多
い方がρに近い r を推定している（図 6）。このことから，カテゴリー数不均等による r の抑制の効
果は，使用しているカテゴリー数が少なくρが高いほど顕著に見られることが示された。
以上より，分析 2 から 3 つの結論が導かれる。1 つ目は，データ数を増やすことによって，離散
化やカテゴリー数不均等によるバイアスを軽減することは出来ず，むしろバイアスのかかった相関
係数 r をより正確に推定するだけになる。2 つ目は，離散化による相関係数 r の抑制はカテゴリー数
ρ
r
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の小ささやρの大きさによって，強くなる。3 つ目は，そうした離散化による相関係数 r の抑制とは
別に，カテゴリー数の不均等により，さらに相関係数 r が抑制されることがある。これは特にρが
大きい時に顕著に見られる現象である。
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図 6　ρ≧ 0.8 の場合の相関係数の推定値
4．考察
分析 1 で組み合わせ論的に最大相関係数を探索したところ，命題 1 の条件下で確かに－ 1 ＜ r ＜ 1
であることが示された。また分析 2 では，m ≠ n であることは離散化の効果とは独立に標本相関係
数値を減少させうることが示された。この事実は psychometrics の特に実践家にとって大きな意味が
あると思われる。またデータ数 N を大きくしても r に対するバイアスは減少しない。大数の法則に
逆らうがごときであり，一見驚くべき現象である。その理由は，離散化を行った瞬間に，元の 2 次
元正規分布は 2 次元の離散分布に退化しており，N を大きくしてもこの離散分布のパラメターを正
確に推定するだけで，元の 2 次元正規分布を推定するのは不可能だからであろう。これは m ＝ n で
ρ
r
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も生起する現象であるが，しかし m ≠ n の時はρ＝ 1 であっても r ＝ 1 とは決してならず，またρ
＝ 0.96 程度でも r は相当に低下するので，データの解釈にバイアスを与えることになろう。
2 次元分割表に基づいてカテゴリカルな 2 変数間の関係を検討する際には，非独立性（連関関係）
の程度が問題となるが，一般に m × n 分割表で m ≠ n の場合，完全連関はあり得ず，最大連関しか
求められないことは比較的に知られている（たとえば岩原 , 1957; 1964）。本論で行った指摘は，相
関係数の場合も連関指標と同様に，カテゴリー数が異なる 2 変数間では完全相関は達し得ないとい
う点が中心であった。ただし，χ2 統計量に基づく連関指標や分割表の独立性の検定は，本来的には
非独立性の評価であり連関関係についての適切な指標（measure）とは言えないという指摘もある
（Goodman & Kruskal, 1954）。また，非独立的な関係の中でも相関はより特別な関係，つまり線形関
係に限定されたものであり，この点で一般の連関とは異なる。
得られた尺度値について順序性あるいは単調関係は保持するものとして，順位相関係数によって 2
変数の関係を検討するということも考えられる。しかし Spearman や Kendall の相関係数を求める場
合でも，本論での指摘と分析の結果は当てはまる。すなわち，2 変数間での一対一対応が成立し得な
い以上，順位相関係数であっても最大値が 1 あるいは－1 になることは無いのである。
相関係数 r が 1 になる，つまり完全相関が達成されるのは，2 変数間に一次関数の関係が成立する
場合のみであり，この事もまた Cramer（1946） 等で指摘されているが，本論の指摘は，カテゴリー
数が異なる 2 つの Likert スケールで測定される変数間において，ある条件を満たす場合は一次関数
関係を作り得ないということを意味するものである。冒頭に挙げた Labovitz （1970）の指摘のように，
Likert スケールで測定したデータを間隔尺度データであるとみなしても多くの場合は問題が発生し
ないのかもしれない。しかし相関係数を求める事は，2 変数のあり得べき関係として線形関係あるい
は関数関係を仮定することである。理論的な要請により 2 変数の「本来の」（あるいは元型尺度上の）
関係として関数関係が想定される場合は，本論での分析のとおり，カテゴリー数が異なる Likert ス
ケールデータで相関係数を求めることは適切でないと言えよう。逆に，こうした想定が成り立たない，
あるいは必要ない場合に「尺度値が等間隔（同然）と考えてよい」という理由だけで「関係の強さ」
の指標として相関係数を求めることもまた，適切とは言えないだろう。適切にデータを解釈するた
めには「関連性指標は手近な教科書から盲目的に選ぶのではなく，目下の問題に照らして適切なも
のを構成しなければならない」（Goodman & Kruskal, 1954, p. 763）。
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