Abstract-State estimation is studied for a special class of flag Hidden Markov Models (HMMs), which comprise 1) an arbitrary finite-state underlying Markov chain and 2) a structured observation process wherein a subset of states emit distinct flags with some probability while other states are unmeasured. For flag HMMs, an explicit computation of the probability of error for the maximumlikelihood filter and smoother is developed. Also, the form of the optimal filter is further characterized in terms of the time since the last flag, and this result is used to further simplify the error-probability computation. Some preliminary graph-theoretic insights into the error probability and its computation are discussed. Finally, these algebraic and structural results are leveraged to address sensor placement in two examples, including one on activity-monitoring in a home environment that is drawn from field data. These examples indicate that low error-probability filtering and smoothing can be achieved with relatively few sensors.
I. INTRODUCTION
H IDDEN Markov Models (HMMs) are used in diverse applications such as speech processing [1] , sensor-networkbased activity monitoring [2] , and mechanical failure prediction [3] . These applications leverage classical algorithms for state and parameter estimation of HMMs, including the forwardbackward algorithm (filtering and smoothing), Viterbi algorithm (state-sequence estimation), and Baum-Welch algorithm (parameter estimation). Surprisingly, although these estimation algorithms are used widely, basic questions about their structure and performance remain unanswered.
Many emerging applications of HMMs, such as activity monitoring for assisted living and event-tracking using social-media data, demand 1) efficient performance analysis of estimators and/or 2) simple tools for sparse sensor placement. These applications would thus benefit from formulaic characterizations or computationally-friendly approximations for the estimation error probability. As a further step, these applications would benefit from simple insights into the estimator's structure and performance to facilitate effective sensor placement with or without complete knowledge of the HMM graph and parameters.
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In this article, we study the probability of error of the maximum likelihood state estimator (both filter and smoother), for a special class of flag HMMs. These flag HMMs may have an arbitrary underlying finite-state Markov chain, but are constrained to have a specially-structured observation process wherein a subset of states probabilistically emit distinct flag symbols while the remaining states are unmeasured. For these flag HMMs, which are descriptive of several emerging sensing applications, an explicit formula is derived for the estimation error probability. The explicit probability-of-error analysis is shown to give insight into the form of the maximum likelihood estimator, allow computationally-attractive computations of the error, and enable development of relationships between the Markov chain's eigenstructure and the estimator/error. Via examples, we also demonstrate that the simplifications in computing the estimation error facilitate sensor placement. Specifically, sensor placement is studied in a home-activity-monitoring example based on real-world data, and for larger-dimension randomlygenerated Markov chains. These examples show that accurate state estimation can be achieved while only using a small number of sensors.
The research presented here builds on a number of results in the literature, which formally analyze the error probability for HMM state and parameter estimators for narrow model classes. Specifically, a couple of works ( [4] and [5] ) have addressed Markov chains with asymptotically weak weights. Several other studies ( [6] and [7] ) are focused on two-state HMMs and their generalizations. The article [6] computes the filtering error for the two state case when the output is continuous-valued, but gets quantized. In [7] , the authors analyze the error for the twostate chain with random unobserved outputs (random packet losses). Complementary to the state-estimator error analysis, several studies have pursued formal performance analysis of other HMM inference problems. For instance, both [8] and [9] bound the probability of error in model classification from observed data. Specifically, [8] presents an efficient calculation of the bound on the probability of error. The article [9] extends this analysis to bound the maximum a posteriori (MAP) estimates for different candidate HMMs, and studies how the bound changes as the number of observations increases. Alternatively to an error analysis, information-theoretic constructs such as conditional entropy have been used as proxies for the error probability and structural results have been obtained for these measures ( [10] ). Also relevant to our study is an important body of work on identification of hidden Markov models from statistical data [11] . Relative to these efforts, our study addresses HMMs with general hidden chains but structured observations, and develops algebraic results directly for the estimator error probability.
Object tracking and activity monitoring using wireless sensor networks is often based on HMMs. Because states and sensors correspond to physical-world locations in these applications, the flag HMM construct wherein a subset of states are flagged is often apt. Since sensor upkeep, and even the sensors themselves, can be expensive, effective pruning, scheduling, and power management of sensors is crucial. The probability of error analysis developed here directly supports sensor selection and placement for these applications. To contextualize the work, we mention a sample of the literature on sensor networks focused on HMM performance analysis. First, [12] provides algorithms for dynamic sensors scheduling and sensor management, while [13] addresses optimal data quantization in sensor networks. [14] further looks at power efficiency in sensor networks that use data quantization. [15] also addresses power efficiency in sensor networks, but with a focus on object tracking. Finally, [16] focuses again on sensor scheduling, but approaches the problem through a MAP state estimator framework.
The state estimation problem for HMMs can be approached in several different ways, which can enable characterization of various error measures. Of importance to our work, [17] approaches state estimation from a direct Bayesian perspective rather than via an iterative approach, and characterizes an error measure that is defined in terms of a Kullback-Liebler distance. Meanwhile, alternates of the standard Viterbi algorithm have been proposed (e.g. [18] ), which optimize costs other than the error probability.
The error probability analysis described here also connects to a set of research on characterizing estimation error and designing sensor placements in network processes (e.g., [19] , [20] ). These studies are focused on linear systems with state and process noise, for which the algebraic characterization of the minimum estimation error is classical. The recent studies on network processes specifically study local measurement of a process defined on a graph (in analogy with the flag HMM considered here), and pursue graph-theoretic characterizations of the estimation error and, in turn, sensor placement to reduce the error. The algebraic analysis of the filtering/smoothing error for flag HMMs pursued here, which is more complicated than the classical analysis for linear systems because of the filter's nonlinearity, is a starting point toward similar graph-theoretic results.
The paper is organized as follows. In Section 2, the flag HMM model is described, and the maximum-likelihood smoothing problem is reviewed. In Section 3, an explicit formula for the filtering and smoothing probability of error is derived for perfect sensors. Then, the probability of error is derived for the filter and smoother when the sensors are imperfect. Further, the form of the optimal state estimator is characterized, and this result is used to further simplify the error-probability expression. Connections of the error probability and its computation to Markov chain's graph are briefly discussed. Finally, in Section 4, the probability-of-error analysis is applied to support sensor placement in examples, including one example developed using data from a real-world Smart Home. 
II. PROBLEM FORMULATION
Meanwhile, if the current state s [k] = j is not a sensed state, then the observation symbol is generated according to:
We refer to the model as a whole as a flag HMM. The flag HMM model is a specialization of the HMM model popularized by Rabiner [1] , which is apt when a subset of network states are distinctly identified by (possibly imperfect) sensing capabilities. The model is appropriate for many emerging sensor-networking applications of HMMs, such as activity monitoring in complex spaces and intrusion tracking, wherein sensors only sparsely probe a measured space but allow precise identification of these states. The special case where the sensors detect their corresponding states without error (q j = 1 for j ∈ F ) is referred to as a flag HMM with perfect sensors.
A number of different estimation problems for HMMs have been studied in the literature. The focus here is on the filtering and the smoothing problems. Filtering refers to the estimation of the current state from the sequence of observations up to the current time, while smoothing is concerned with estimation of the state at a certain time from the sequence of observations up to and beyond the current time. Formally, in the smoothing problem, the state estimator or detector seeks to determine the current state s [z] from the sequence of observations
where z f is the number of future data points that the smoother has access to, and z f ≥ 0. The filtering problem is a specialization wherein z f = 0.
For this paper, a maximum likelihood (ML) detector is considered. The ML detector chooses as the time-z estimate the state that has highest probability given the sequence of observations:
, where i d is the estimated state. The ML estimate is traditionally determined using a recursive computation of the conditional state-occupancy probabilities via the forward and backward algorithms, see e.g., [1] . The filtering problem is addressed in exactly the same way, however only the forward algorithm is needed.
Our interest here is in computing the probability of error of the estimate. An error event e [z] is said to occur at time z if the detected state is not the current state.
i.e., i d = s [z] . Conditioned on the observation sequence, the error probability is given by
As an aggregate measure of detection performance, it is natural to compute the average error probability over instantiations of the HMM (i.e., over possible observation sequences). This ensemble average in general may be time-dependent. We are specifically interested in the asymptotic value of this average error (equivalently, the average error assuming the Markov chain's initial state-occupancy probabilities are the asymptotic ones), or P (e) = lim z →∞ P (e [z]). Alternately, this probability can also be viewed as the probability of error in detection at a randomlyselected time, which is sufficiently large to assume that the asymptotic model is in force. While the error probability P (e) is defined as an ensemble average, it is also easy to check that the time average of the error probability for a single instantiation also converges to this value.
For a general Hidden Markov Model, the average probability of error P (e) does not admit an analytical characterization. In this work, an algebraic expression for P (e) is obtained for flag HMMs. This algebraic characterization enables calculation of the error with low computational effort and hence also supports sensor placement, as also developed here. Additionally, the analysis gives insight into the form or structure of the optimal estimator, and the dependence of the error on the network's spectrum and topology.
III. ALGEBRAIC EXPRESSIONS FOR THE ESTIMATION ERROR
Explicit algebraic computations of the error probability are presented for the filtering and smoothing problems, for flag HMMs. For each problem, the perfect-sensor case is addressed first, and then leveraged to develop an analysis for the general (imperfect sensor) case. The filtering analysis for the perfect sensors case was developed in our recent conference paper [21] , but is included here for completeness, and a further simplification of the algebraic result is obtained.
For ease of analysis, we find it convenient to relabel the Markov chain and rearrange the transition matrix so that the first set of states are the sensed states, and the rest are the unsensed states. Specifically, without loss of generality, the Markov chain states can be relabeled so that the sensed states f 1 , ..., f m ∈ F are identified as states 1, ..., m, while the remaining (unsensed states) are labeled m + 1, ..., n. The transition matrix P = [p ij ] for the modified chain can be obtained via a permutation of the original transition matrix A, see e.g., [22] .
Before presenting and proving the main results on estimation error probabilities, it is useful to overview the approach taken to develop the results. The error-probability computation centrally depends on a special property of flag HMMs, that the ML detector only needs to use the observations since the last flag and up to the next flag. This is true because the state of the underlying Markov chain is known exactly at the times of the last and next flag, hence the current state has no dependence on any other measurement data. Further, only the time elapsed since the last flag, the time until the next flag, and the values of the last and next flag are relevant to detection. These simplifications allow explicit characterizations of the probability of error.
The first result presented is for the filtering problem with perfect sensors. Specifically, this result characterizes a Maximum Likelihood Filter for a flag HMM with Perfect Sensors, which we refer to as MLF-PS in short. Next, the maximum-likelihood smoothing problem with perfect sensors, referred to as MLS-PS is addressed. Lastly, results are obtained for the maximum likelihood filter and smoother for the general imperfectsensor case, which we refer to as MLF-IS and MLS-IS, respectively.
A. Filtering Problem with Perfect Sensors
An expression for the probability of error is obtained for the maximum likelihood filter for a flag HMM with perfect sensors, which we call MLF-PS.
Theorem 1: The MLF-PS has the following average probability of error:
.., n; e i is a column vector of all 0's except with a single 1 position, i; e F is a column vector where e F (i) = 0∀i = 1, ..., m and e F (i) = 1∀i = m + 1, ..., n; and v 1 is the right eigenvector of the transpose of the transition matrix P associated with the eigenvalue at 1 (scaled to
The asymptotic average probability of error can be computed as P (e) = lim z →∞ P (e [z]). To do so, the probability of error for the ML detector at time z must be found. This can be done by finding the probability of error is for a specific output sequence, and then finding the expectation over all output sequences. For the flag HMM, this computation is equivalent to finding the error probability given that the last flag was f and was k steps back, and then averaging over the allowed flags f and time gaps k. We note here that the error probability is the probability of the current state not being the ML detector's state. Formally:
Next, the conditional probability in 2 can be written as
Substituting (3) into (2), we obtain the second equation,
which simplifies to:
It remains for us to express the probabilities in 4 in terms of the HMM's parameters. To begin, notice that the k = 0 term in the sum falls out because P (s [z] = f |y [z] = f ) = 1. Now, let us consider the probabilities in (4) for k = 0. In (4), the first probability is the that of being in sensed state f at a single time z − k. The second probability is the probability that there has been no flag in the last k steps. The final (rightmost) probability is the joint probability of the Markov chain being in the detected state, i d and there being k time steps since the last flag. This is equivalent to the probability of being in the most likely state or the one with the largest probability with the last flag.
Let us work from last to first. The last probability is
This equals the probability that the Markov chain is in state i after k steps from a flag, however with the additional restriction that the chain has not passed through a sensed state again in the meantime. This probability can be computed recursively via a modified state transition matrix which absorbs trajectories that enter the sensed states, which is precisely the matrixP defined in the theorem. Specifically, the probability can be computed as
. This is true because the first part, e T f P , computes the one-step transition probabilities out of the sensed state. After multiplication byP k −1 , the final n − m elements of the resulting vector yields the probabilities of being in each unsensed state while not transitioning through a sensed state during those k steps. Finally, multiplication by e i selects the i th state's probability. The estimated state is the state with the largest probability that is not a sensed state. This leads to the following equation:
Thus the probability of interest can be computed as:
The middle probability in 4 is found similarly. Since there is no flag at the current time, the total probability of getting a no-flag output sequence is equal to the sum of all probabilities of being in each unsensed state with the no-flag output sequence. i.e.,
All together, the second probability is:
Finally, the first probability in (4) is the asymptotic probability of being in the sensed state, where the asymptotic value can be assumed since the limiting value of the error is being computed. The asymptotic value of P (y [z − k] = f ) is well known to equal e T f v 1 , where v 1 is the right eigenvector of P T associated with its (non-repeated) unity eigenvalue (scaled to have unity 1-norm v 1 1 = 1). All together, the average probability of error is:
The matrixP is related to the matrix P as follows. The rows ofP associated with the non-sensor states are identical to the corresponding rows of P . Meanwhile, the rows ofP associated with the sensor states have a single unity entry on the diagonal, and are otherwise set to 0. Thus,P is the transition matrix of a Markov chain which has the same transition characteristics as the original chain for the non-sensor states, but for which the sensor states are instead absorbing states (hence further transitions to the non-sensor states are disallowed).
Remark: Our focus here has been on finding the ensembleaverage filtering error probability, which is also the asymptotic time-average error probability. However, the argument used above also readily allows computation of the filtering error probability for a specified observation sequence. Specifically, given the observation sequence, the probability of error at a particular time z depends only on the time since the last flag (say k) and the value of the last flag (say f ). The error probability can then be computed as
An interesting further question is how quickly the time-averaged error, for a single instantiation of the HMM, approaches the asymptotic estimate, which can be viewed as a sample complexity issue (how many samples are needed for the estimate to be apt) [23] . We notice that the asymptotic (or ensembleaverage) probability of error is found as a weighed average of the conditional error over the joint probability mass of the time since the last flag, and the value of that last flag. The sample complexity required to find the error thus depends on the rate convergence of the sample joint probability mass to the actual. Since the sequence of flags obtained and the times between them are jointly Markov, the Kullback-Leibler distance between the sample and actual distributions and hence the convergence rate can be bounded using standard theory [24] . Details are omitted.
B. Smoothing Problem
Next, the maximum likelihood smoother for a flag HMM with perfect sensors, which we refer to as MLS-PS, is characterized. In this analysis, we only consider the case where a flag has occurred both before and after the current time, since this is the typical case where new sensors data is being used to improve detection. This analysis can easily be modified to the case that no flag has yet occurred between times z and z + z f , we omit the details in the interest of space.
Theorem 2: The maximum likelihood smoother for a flag HMM with multiple perfect sensors (MLS-PS) has the following average probability of error:
.., n; e i is a column vector of all 0's except with a single 1 position, i; e F is a column vector where e F (i) = 0∀i = 1, ..., m and e F (i) = 1∀i = m + 1, ..., n; E F is a diagonal matrix with the entries of e F on the main diagonal; and v 1 is the right eigenvector of the transpose of transition matrix for P associated with the eigenvalue at 1 (scaled to v 1 1 = 1).
Proof:
The proof for the smoothing error expression is similar to that for the filtering error, except that the optimal detector and hence error computation accounts for future observations. Because of the similarity, only key steps are presented here. Specifically, the probability of error at time z can be computed by conditioning on the time and value of the last flag before z as well as the time and value of the next flag after z, and then averaging over the allowed flags f 1 and f 2 and time gaps k 1 and k 2 . That is,
Using standard algebraic simplications and conditionalprobability concepts (see [25] for details), the error probability can be rewritten as:
The various probabilities in (9) can be computed in a similar way to those in the filtering analysis, so the details are omitted to save space (see [25] ). The error-probability expression in the theorem statement results.
C. Imperfect Sensors
The filtering and smoothing problems with imperfect sensors are addressed next. Specifically, the problems are solved by transforming them to the perfect-sensor problems for an augmented hidden Markov model. Our main effort in this section is to define the augmented hidden Markov model and then argue for the equivalence between the two models. Thereupon, the analysis for the perfect-sensor case can be applied directly to characterize the detector and its performance, as we formalize in a concluding theorem.
1) The Augmented Hidden Markov Model: An augmented hidden Markov model with n + m states is defined. The augmented model is defined so that each sensed state i in the original model corresponds to two states in the augmented model (states i and n + i), with one of these states being sensed perfectly and the other being unsensed; the remaining states have a one-to-one correspondence between the two models. Precisely, the (n + m) × (n + m) transition matrix P = p ij for the augmented model is defined as follows:
In the augmented hidden Markov model, perfect sensing of the first m states is assumed, in analogy with the original perfectsensor case. In the augmented model, the pair of states i and i + n for i = 1, ..., m are viewed as the aggregate state i, which corresponds to the sensed state i in the original imperfectlysensed HMM. The unsensed states i = m + 1, ..., n, are defined to be aggregate states by themselves. We note that the aggregate states also define a Markov process, since the transition probabilities from each state composing the aggregate are identical. It is also assumed that the initial state occupancy probabilities for the first n states of the augmented model are identical to the state occupancy probabilities of the original chain.
The augmented hidden Markov model has been constructed to be equivalent to the original hidden Markov model, in a statistical sense. Specifically, the output sequence of the augmented hidden Markov model is statistically identical to that of the original hidden Markov model. Further, the underlying state transition model is identical to that of the original hidden Markov model, with only the difference that each sensed state is replaced with two states in the new model-one indicates that the sensed state is achieved and the flag is displayed, while the other indicates that the chain is in the sensed state but is not flagged. These probabilistic equivalences can be formally verified through a detailed analysis of the transitions and outputs of the augmented chain; however they are quite apparent from the construction of the chain so we omit this detailed argument here, see the report [25] for these details.
From the above equivalence, it follows immediately that the maximum likelihood state estimate for the original HMM is identical to the maximum likelihood estimate of the (aggregate) state for the augmented HMM. However, the augmented HMM is a flag HMM with perfect sensors. Thus, it follows immediately that the ML estimate of the state and the aggregate state of the augmented HMM, and associated probability of error, can be computed; in this way, an explicit computation for the imperfectsensor case can be achieved. This result is formalized in the following theorem:
Theorem 3: The maximum likelihood filter for the imperfect-sensor case (MLF-IS) has the following average probability of error:
where The maximum likelihood smoother and error probability for the imperfect-sensors case (MLS-IS) can be obtained in exactly the same way, and the result is that P is replaced with P in the MLS-PS expression.
D. Detector Characterization and Simplification of the Error Analysis
The maximum-likelihood filter for a flag HMM turns out to have a special form, which allows some further simplification of the filtering algorithm and also the probability-of-error computation.
To identify the special filter structure, we first note that the maximum likelihood estimate of the current (time z) state depends only on: 1) the value f of the last flag and 2) the time k since the last flag. We claim that, as the time since the last flag becomes large, the detector converges to a single state under broad conditions. To see why, notice that the maximum-likelihood state is given by i d = max
. This probability can be computed via a modified Markov chain, which tracks the probability of each state given that none of the sensed states has been reached (see proofs of Theorems 1 and 2). Precisely, this conditional Markov chain replicates the original chain, but: transitions to the sensed states 1, ..., m are disallowed, and the remaining transition probabilities are scaled up to equal the conditional probabilities given that no transitions to sensed states have occurred. The transition matrix for this modified Markov chain, denoted asP , thus is defined as follows:
.., n. For this modified Markov chain, the sensed states are by definition transient, while at least some of the unsensed states (m + 1, ..., n) are recurrent. Under the condition that the unsensed states form a single ergodic class, it follows immediately that the probabilities
.., n approach an asymptote as k is made large. Thus, it follows that the maximum-likelihood state i d is fixed after some look-ahead horizon, i.e., for k ≥ k for some positive integer k . Further, this asymptotic estimate is the same for all possible previous flags, although the time required to reach the asymptote may differ from each. The result is formalized in the following theorem:
Theorem 4: Consider a flag HMM whose modified Markov chain with transition matrixP has a single recurrent class, which is ergodic. The detected state, i d , converges as a function of the time since the last flag, k, i.e., it is constant for all k > k . Further this asymptotic detected state is the same regardless of the value of the last flag.
The fact that the detected state converges to a fixed value (under the broad ergodicity conditions) has two interesting implications. First, it allows off-line finite-memory storage of the detector, which then allows detector deployment without any on-line computation. Specifically, it is sufficient to maintain a table which, for each possible previous flag value, stores the optimal state estimate for 0 ≤ k ≤ k . This then allows on-line detection of the state without any real-time computation: only look-up of the estimate in the table is required.
Second, the theorem allows simplification of the probabilityof-error computation. The infinite sum in the expression can be eliminated, through an explicit summation of the terms for k ≥ k . This can be done via a spectral (Jordan) decomposition of the matrixP in the probability-of-error expression. Specifically, we decomposeP asP =ṼΛW whereṼ is a matrix containing the right eigenvectors and generalized eigenvectors,W is a matrix containing the left eigenvectors, andΛ is the blockdiagonal Jordan matrix. To simplify the presentation, from here on the Jordan blocks are all assumed to be size 1, i.e.,P is diagonalizable; the analysis can be easily repeated for the general case but the notation becomes cumbersome. Considering the internal summation from k to infinity in (1), we get: 
Substituting this back into (1), the probability of error thus becomes:
This analysis yields a probability of error expression without an infinite sum, which may thus be viewed as a closed form expression. The expression permits exact computation of the probability of error using a finite computation, however it may be cumbersome to use in practice because 1) the time k after which the detected state is fixed is unknown a priori and 2) the computation requires finding the spectrum ofP . However, in practice, good approximations can be obtained without undertaking the full spectral analysis. To see how, consider the case that the time k since the last flag is large compared to
, where λ 2 is the subdominant eigenvalue ofP . In this case, from standard linear systems theory, the detector output is fixed and also probability of occurrence (the probability that theP chain has not been absorbed into a sensor state) is small [26] . (We note here that λ 2 can be guaranteed to be real and positive since it is the dominant eigenvalue of the submatrix ofP corresponding to the transient non-sensor states.) Thus, it suffices to simply terminate the summation for some k >> 1 
1−λ 2
, since the remaining infinite sum is negligible. This simple approximation can be further refined, if desired, by including only the infinite-summation term corresponding to λ 2 . If even computing the dominant eigenvalue is cumbersome, the summation can instead be terminated whenP k −1 e F is sufficiently small. We also point out several interesting iterative algorithms for finding increasingly-tight lower bounds on asymptotic state occupancy probabilities [27] , which could be exploited in characterizing the time k and computing the infinite sum without undertaking a full spectral analysis; details are omitted.
E. Discussion: Graph-Theoretic Analyses and Sensor Placement
The algebraic and spectral analyses of the estimation error, and the characterization of the detector form, are a starting point toward developing graph-theoretic results on flag HMMs. Graph-theoretic analyses of both the error-computation effort, and the error itself, are potentially of interest. While stopping short of presenting formal lemmas/proofs, we illustrate how algebraic graph theory ideas can be used to develop such analyses. First, with regard to complexity, the computational effort to find the error probability is seen to scale inversely with the distance of the subdominant eigenvalue ofP from the unit circle (see previous subsection). However, notice that the subdominant eigenvalue ofP is also the dominant eigenvalue of the principal submatrix of P corresponding to the non-sensed states, which is a substochastic matrix. A number of graph-theoretic characterizations of this eigenvalue have been developed [28] , [29] , in the context of the analyzing substochastic matrices, characterizing absorption and recurrence times in Markov chains, or bounding eigenvalues of M matrices. Based on [28] , it follows that the subdominant eigenvalue ofP can be close to 1 only if there is a non-sensed state which is isolated from the sensed states, in the sense that the product of the probabilities on any path to a sensed state is small. Formal bounds on the subdominant eigenvalue and hence the computational effort can be obtained in terms of such path products, but we do not pursue this further here. Relevant to our effort here, this result suggests that placing at least one flag sensor in each strongly subnetwork of the Markov chain eases computation.
The graph topology of the Markov chain, and the locations of the sensed (flagged) states in the chain, also modulate the error probability itself. Understanding this dependence can assist in developing simple rubrics for sensor placement, and determining how pervasively a chain has to be sensed for effective detection. The dependence of the error probability on the graph and sensor locations is rather subtle. Based on the algebraic expression, we see that low-error filtering and smoothing are achieved if: 1) the sensed (flagged) states are entered with high frequency (since no error is incurred during these time steps), and 2) in between flags the trajectory of the Markov chain is highly deterministic (i.e., a particular sequence of states is highly likely, so that the chance of deviating from the most-likely state and hence incurring an error is low). The frequency with which the Markov chain enters each sensed state is determined by the asymptotic state occupancy probabilities, which are contained in the left eigenvector of P associated with its dominant unity eigenvalue; the dominant eigenvector is exactly characterized in the reversible case, and numerous graph-theoretic results are available in the general case [30] , [31] . The uncertainty in the between-flags trajectory is more difficult to characterize. At its essence, this uncertainty has to do with the rate of mixing in the non-sensed part of the Markov chain: if the mixing rate is high, then the trajectory is uncertain and the error probability is large (and vice versa). Densely connected chains are fast mixing (see e.g., [32] ), hence the probability of error is higher for such chains compared to sparsely connected ones. A majorization argument for the error also could be used to derive graph-theoretic results; details are again omitted.
The algebraic formula for the error, as well as the resulting spectral and graph-theoretic results, can in turn facilitate sensor-placement design. First, the algebraic expression for the error allows very rapid computation of the error probability, thus allowing optimization over possible sensor configurations whether via a combinatorial search or a greedy or other heuristic. In the examples developed in the next section, we have undertaken sensor selection via a greedy heuristic and via an exhaustive combinatorial search for smaller examples. This approach takes advantage of the simplicity of the error-probability computation. The examples also make clear that effective sensor placement is closely tied to the graph structure of the Markov chain. The above preliminary graph-theoretic analysis suggests that rubrics for placement based on the graph topology, including degree and centrality measures, partition structure, and connectivity, may achieve good sensor placements.
IV. EXAMPLES
Two numerical examples are presented. The first example, which is based on the data gathered from a real-world smart home, demonstrates the applicability of the error analysis in activity monitoring in a home environment and also gives some insight into sensor placement for activity monitor. The second example addresses sensor placement in larger (30-100 state) chains, and explores the dependence of detector performance on chain size and connectivity.
A. Case Study-Smart Home Activity Monitoring
The error-probability analysis has been used to design sensor placements for monitoring elderly patients in a smart home environment. Smart home environments are living spaces with pervasive sensing (and perhaps actuation) capabilities, that can systematically monitor and respond to residents' needs. Smart home technologies may be particularly valuable for the elderly, as a means for providing cost-effective around-the-clock care while allowing individuals to remain independent and in their own homes [15] . However, implementing smart home technologies entails significant costs in terms of communication, sensing, computation, maintenance, etc. Thus algorithms are needed that allow effective monitoring with limited cost and overhead. Here, we study the problem of using sensor data on a smart-home resident's movement to estimate their activity pattern. Because of cost constraints (including implementation, maintenance, and communication costs, [2] ) and the need for reliability, it is often preferable that sensors are used at only a subset of activity locations for persistent monitoring.
Using pervasive sensing data from an experimental smart home testbed, a Markov chain model with 12 states has been constructed for patient movement among activity states in the home. The data used is from the Aruba testbed in the CASAS project at Washington State University [33] . The following are the activities captured as states: 1) Other Activity, 2) Sleeping, 3) Bed to Toilet Transition, 4) Meal Preparation, 5) Relaxation, 6) Housekeeping, 7) Eating, 8) Washing Dishes, 9) Leave Home, 10) Enter Home, 11) Work, and 12) Respirate. The Markov chain is generated by only considering the activity transitions.
Our aim in this study was to evaluate activity monitoring from sparse sensing of the activity states. Specifically, ML filtering and smoothing of the activity state using perfect or imperfect sensing of a subset of the states was considered. The techniques developed in this paper were used to characterize the detectors' error probabilities, and hence to inform sensor placement. First, the MLF-PS algorithms were used to design and evaluate sensor selections of different cardinalities, using a greedy heuristic. These sets of sensors and the associated probabilities of error for filtering are shown in Table I . Since this is a relatively small Markov chain, the optimal (minimum probability of error) sensor selection for each desired cardinality was also found through a combinatorial search. In this case, the global optimum matched exactly the results found using the greedy search. For comparison, the probability of error was also estimated using a simulation of the hidden Markov model and detector over 10 6 time steps. These simulation results are also shown in Table I and closely match the theoretical results. The same analysis was conducted for the MLS-PS case as well, except that the global optimum was not determined. The results for the smoother are shown in Table II . The optimal probabilities of state-estimation error for the filtering and smoothing cases are shown as a function of the number of sensors in Fig. 2 .
The results show that small error probabilities can be achieved with relatively sparse sensing. A 10% estimation error rate is achieved using only 3 sensors, and only 7 sensors are required to achieve a 1% error rate. Once there are 9 sensors, the error rate is practically 0, and finally at 10 sensors, it is exactly 0. This case study demonstrates that a relatively small number of sensors can potentially allow effective activity monitoring in a smart home, and hence shows a realizable solution for reducing the number of sensors that collect/communicate Activity of Daily Living (ADLs) data in a smart home. The case study also verifies that the formal analysis of error probabilities matches error probabilities determined via Monte Carlo simulation. Finally, from the graph of the Markov chain (Fig. 1) , it becomes clear that the optimal sensor placement is closely tied to the graph structure of the chain: in good designs, sensors are placed in different weaklyconnected partitions of the Markov chain's graph. It is also interesting to note that the best sensor sets for the filtering and smoothing cases are similar but not identical.
We also studied how the error rate changes with the sensor fidelity. We focused on the case where all sensors have the same fidelity, i.e., q i = q∀i ∈ F . The dependences of the error rate on the sensor fidelity q for the filtering and smoothing problems are shown in Fig. 3 . In both cases, 5 sensors were used. As expected, the performance degrades with decreasing sensor fidelity. Also, the "best" set of sensors (best greedy choice) were found for each sensor fidelity level and compared to the "best" set if the sensors were perfect. For both filtering and smoothing, the q-specific set and the perfect-sensors set achieved similar performance. Thus, if the sensor fidelity is not known, there is not much performance loss in using the perfect-sensor set even when the sensors are imperfect. As a whole, detection with imperfect sensors was surprisingly effective. Even with sensor fidelities of only 10%, the probability of error for 5 sensors was around 36.5% for the filtering case and 31.5% for the smoothing case. This means that the estimated state was only wrong about a third of the time even when the sensors were only 10% accurate. Again, the Monte Carlo simulation matched the theoretical analysis.
B. Larger Examples
The flag HMM algorithms were applied to higherdimensional (30 and 100 state) randomly-generated Markov chains, to gain further insight into sensor placement and to explore how chain characteristics impact detector performance. For these examples, the Markov chains' transition graphs were constructed by assigning bi-directional edges between each pair of states with some probability; the edge weights were also assigned stochastically (but subject to the constraint that the transition matrix is a stochastic matrix). Specifically, two 30-state chains -a sparse chain with 55 edges and a denser chain with 83 edges-were considered, as was a larger 100-state chain with 229 edges (which has a similar edge density to the denser 30-state chain). As in the smart home example, a greedy heuristic was used to select sensors for low-error filtering and smoothing, for a specified number of sensors. The performance of the MLF-PS and MLS-PS algorithms are shown as a function of the number of sensors in Fig. 4 , for both the sparse and dense 30-state chains. It is seen that low probabilities of error can be achieved with a small number of sensors. The higher density chain does incur a larger filtering and smoothing error, however effective detection is still possible with fairly sparse sensing.
The performance of the MLF-IS algorithm was also analyzed in a similar fashion to that of the smart home example. Specifi- cally, the greedy design was obtained for a set of 6 sensors, all with the same fidelity (see Fig. 5 ). As in the smart home example, the probability of error is surprisingly small with a limited number of sensors and low sensor fidelity, for both the sparser and denser chains. Also, for the denser chain, there is not much difference in error between the q-specific set of sensors (found by a greedy heuristic) and the set found in the perfect-sensor case. This leads us to believe that the difference between the q-specific set and the perfect-sensor set depends on the structure and connectivity of the Markov chain. We leave it to future work to show how the structure of the graph affects this difference.
The flag HMM error computations were also undertaken for the larger (100-state) Markov chain, to study scalability of the error-computation algorithm as well as sensor placement. The filtering and smoothing performance for greedy sensor placements, assuming perfect sensors, are shown in Fig. 6 . Again, effective filtering and smoothing can be achieved with a relatively small number of sensors (with the fraction of states which must be sensed to achieve a given probability of error on par with the denser 30-state chain). The larger example also demonstrates that the probability of error and sensor placement is still relatively easy to compute.
V. FUTURE WORK
An important direction of future develop graph-theoretic and structural results on the probability of error, to support sensor placement. While some initial ideas toward a graph-theoretic analysis have been advanced in this article, much remains to be done. Specifically, simple bounds are needed on the error probability in terms of the transition matrix and flag locations, or alternately on the. Building on these analyses, algebraic graph theory tools can be brought to bear to obtain graph-theoretic results. Another direction of future work is to determine whether the error probability is submodular with respect to the sensor placement [20] , with the aim of determining optimality or bounding the performance of the greedy algorithm. In the examples considered, submodularity of the error with regard to sensor selection has always been maintained (i.e., no counterexamples have been found).
