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O¨zetc¸e
Beyin-bilgisayar arayu¨zleri (BBA) bag˘lamında zihinde
hareket canlandırma su¨recinde toplanan EEG verilerinin
sınıflandırılması problemini ele alıyoruz. Saklı Markov
Modelleri (HMM) u¨zerine kurulu bir yaklas¸ım o¨neriyoruz.
Yaklas¸ımımız o¨zbag˘lanımlı parametrelere dayalı o¨znitelikleri
temel biles¸en analizi (PCA) tabanlı boyut indirgeme ile birlikte
kullanması bakımından mevcut HMM yo¨ntemlerinden farklıdır.
Yaklas¸ımımızın etkinlig˘ini genel kullanıma ac¸ık bir veri ku¨mesi
ve kendi laboratuvarımızda topladıg˘ımız veriler u¨zerinde, iki ve
do¨rt sınıflı problemlerdeki deneysel sonuc¸lar ile go¨steriyoruz.
Abstract
We consider the problem of motor imagery EEG data classifi-
cation within the context of brain-computer interfaces. We pro-
pose an approach based on Hidden Markov models (HMMs).
Our approach is different from existing HMM-based techniques
in that it uses features based on autoregressive parameters to-
gether with dimensionality reduction based on principal com-
ponent analysis (PCA). We demonstrate the effectiveness of our
approach through experimental results for two and four-class
problems based on a public dataset, as well as data collected in
our laboratory.
1. Giris¸
Uygulamalı no¨rofizyoloji alanında yeni sayılabilecek
gelis¸melerden biri Elektroensefalografi (EEG) tabanlı
Beyin-Bilgisayar Arayu¨zu¨ (BBA) sistemleridir. Bu sistemler,
EEG sinyalinden otomatik olarak c¸ıkartılan bazı o¨zniteliklerin
is¸lenerek motor fonksiyonlarını yerine getiremeyen Amiy-
otrofik Lateral Skleroz (ALS) ya da tetraplejili hastaların
bilgisayar kontrollu¨ sistemleri kullanabilmeleri ic¸in gelis¸tirilen
sistemlerdir.
EEG bir zaman serisi sinyalidir. EEG-tabanlı BBA
arastırmalarının amacı bu zaman serisi sinyalinden cıkartılan
o¨znitelikleri kullanan sinyal is¸leme ve o¨ru¨ntu¨ tanıma algorit-
maları gelis¸tirerek kis¸ilerin bazı hareketleri gerc¸ekles¸tirmelerini
Bu c¸alıs¸ma 107E135 sayılı TU¨BI˙TAK projesi, bir TU¨BA-GEBI˙P
o¨du¨lu¨, ve bir TU¨BA lisansu¨stu¨ bursu ile desteklenmis¸tir.
sag˘lamaktır. Motor bir hareketin zihinde canlandırılması
sırasında EEG sinyalinin frekans biles¸enleri zamanla
deg˘is¸mektedir [13, 7, 10]. Bu c¸alıs¸mada kullanılan veri
ku¨melerinde iki ve do¨rt farklı hareketin zihinde canlandırılması
deneyi yer almaktadır (Bo¨lu¨m 3.1’e bakınız). Herbir farklı
motor hareket ic¸in beynin motor kabug˘unda farklı bir bo¨lge
etkin olmaktadır. Bu bo¨lgeler ile EEG kayıt elektrotları
arasında bir bag˘lantı olsa da bu bag˘lantı beyin dokularının
sinyali beyin ic¸erisinde dag˘ıtmasından dolayı bire-bir deg˘ildir
[3].
Kis¸iler, beyinlerine duyusal bir girdi olmadıg˘ı ya da
motor bir hareket gerc¸ekles¸tirmedikleri zamanlarda beyin
kabug˘unun duyusal ve motor hareketlerle ilgili bo¨lu¨mleri µ
ritmi olarak bilinen 8-12Hz civarında elektriksel salınımlar ya-
parlar [13]. µ ritmi hareket, harekete hazırlık ya da hareketin
zihinde canlandırılması durumlarında azalır [10]. Bu azalma
o¨zellikle hareketi gerc¸ekles¸tiren kol ya da bacag˘a kontra-lateral
(c¸apraz) olan beyin bo¨lgesinde gerc¸ekles¸ir ve olaya ilis¸kin
es¸zamansızlık (ERD) olarak adlandırılır. Aynı s¸ekilde artan
ritim olaya ilis¸kin es¸zamanlılık (ERS) olarak bilinir ve genel-
likle hareketin gerc¸ekles¸mesinden sonra go¨ru¨lu¨r [10]. BBA
cemiyeti, ERD ve ERS o¨ru¨ntu¨lerinin tanımlanmaları ic¸in,
dog˘rusal sınıflandırıcılar, yapay sinir ag˘ları, dog˘rusal olmayan
Bayes sınıflandırıcıları, en yakın koms¸u sınıflandırıcıları ve tu¨m
bu sınıflandırıcıların farklı birles¸imlerini [4, 5] kullanmıs¸lardır.
Bu c¸alıs¸mada farklı beyin bo¨lgelerine kars¸ılık gelen elektrotlar-
dan toplanan sinyallerdeki frekans yapısının deg˘is¸imi HMMler
kullanılarak modellenmis¸lerdir.
Saklı Markov modelleri (HMM) bas¸ta konus¸ma tanıma ol-
mak u¨zere farklı birc¸ok alanda kullanılmıs¸lardır [11]. HMM-
ler bir sinyal ya da o¨ru¨ntu¨deki farklı durumlar arasındaki
gec¸is¸ olasılıkları ve bu durumlara ilis¸kin o¨znitelik vekto¨rleri
arasındaki kos¸ullu olasılıkları kullanırlar. HMMler iki sınıflı
BBA problemlerinde zamansal serilerin [2, 8] ve ham EEG
verilerinin [12] sınıflandırılmalarında kullanılmıs¸lardır. BBA
alanında henu¨z c¸ok uygulama bulamamıs¸ olmalarına rag˘men
gelecek vaadettikleri so¨ylenebilir.
Bu c¸alıs¸mada, AR o¨znitelikleri HMM sınıflandırıcıları
ile birlikte bir BBA uygulamasında ilk defa kullanıldılar.
AR o¨znitelikleri iyi birer frekans kestiricisi olmalarına
rag˘men yu¨ksek boyutları nedeniyle HMM parametrelerinin
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o¨g˘renilmesinde problem olabilmektedirler. Bu sorunun
u¨stesinden gelebilmek amacıyla temel biles¸en analizi (PCA) ile
AR o¨zniteliklerinin boyutlarını du¨s¸u¨rdu¨k. Sonrasında boyutları
du¨s¸u¨ru¨lmu¨s¸ bu o¨znitelik vekto¨rleri HMMler kullanılarak 2 ve 4-
sınıflı birer BBA probleminin c¸o¨zu¨lmesinde kullanıldılar. Do¨rt
sınıflı c¸alıs¸ma BCI Competition IV-2a veri ku¨mesi u¨zerinde
gerc¸ekles¸tirilirken iki sınıflı sonuc¸lar kendi kaydettig˘imiz BBA
deney verileri kullanılarak gerc¸ekles¸tirildi. Sonuc¸lar HMM kul-
lanan benzer BBA yo¨ntemleri (bkz. S¸ekil 2) ve BCI Competi-
tion IV-2a veri ku¨mesinde en iyi sonuc¸ları veren algoritmalar ile
kars¸ılas¸tırıldı (bkz. Tablo 1).
2. AR-PCA-HMM Yaklas¸ımı
2.1. O¨zbag˘lanımlı o¨znitelikler
AR parametre kestirimi EEG sinyalinde frekans kestirimi ic¸in
kullanılan en o¨nemli yo¨ntemlerden birisidir. p. derece bir AR
modeli, k numaralı elektrottaki EEG sinyali yk(t)’yi, s¸u s¸ekilde
ifade eder:
yk(t) = a1,ky(t−1)+a2,ky(t−2)+ ...+ap,ky(t−p)+E(t)
Burada ai,k, k elektrodundaki i. derece AR parame-
tresini, E(t) ise sıfır ortalamalı ve sonlu deg˘is¸intili beyaz
gu¨ru¨ltu¨yu¨ ifade etmektedir. AR deg˘is¸kenleri ile o¨zilinti fonksiy-
onu arasında dog˘rudan bir ilis¸ki vardır ve bu ilis¸ki Yule-
Walker denklemleri kullanılarak tersinir bir s¸ekilde AR parame-
trelerinin kestirilmeleri ic¸in kullanılabilirler. Kullanılan her
EEG kanalı ic¸in en ku¨c¸u¨k kareler kestirimi ile AR parame-
trelerini hesapladık. Parametreler herbir EEG tek denemesi ic¸in
kayan pencereler ic¸erisinde hesaplandılar. Do¨rt EEG kanalı kul-
lanıldı, C3, C4, Cz, Pz . Bu kanallar beyindeki motor hareket
bo¨lgeleri ile olan ilgilerinden dolayı sec¸ildiler. Herbir deneme
ic¸in o¨znitelik matrisi F as¸ag˘ıdaki gibi hesaplandı:
F =
26666666666666666666666664
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ap,Cz(1), · · · , ap,Cz(M)




ap,Pz(1), · · · , ap,Pz(M)
37777777777777777777777775
4p×M
Burada M kayan pencere sayısını belirtirken, ai,k(m), m.
penceredeki AR parametrelerini ifade eder. Bildirinin de-
vamında F matrisinin herbir kolonu, veri ku¨mesinin etiketli
olması durumunda fcm, etiketsiz olması durumunda ise fm
olarak kullanılacaktır. Burada c sınıf etiketini belirtir ve m ∈
[1, . . . ,M ], c ∈ [1, . . . , 4] dir.
2.2. Temel Biles¸en Analizi
PCA dikey dog˘rusal bir do¨nu¨s¸u¨m olup veri ku¨mesini,
do¨nu¨s¸tu¨ru¨len veri ku¨mesi istatistiksel olarak ilintisiz olacak
s¸ekilde, o¨zuzay denilen yeni bir uzaya es¸lemler.
Bu analizi uygulayacag˘ımız fm, r = 4p boyutunda sıfır or-
talamalı ve ortak deg˘is¸inti matrisi Σ olan bir o¨znitelik vekto¨ru





Wm, Σm ortak deg˘is¸inti matrisinin o¨zvekto¨ru¨, Λm ise kars¸ılık
gelen ko¨s¸egen o¨zdeg˘er matrisidir. Bu o¨zvekto¨rler temel
biles¸enler olarak da bilinirler. O¨zuzaya yapılacak olan do¨nu¨s¸u¨m
s¸u s¸ekilde gerc¸ekles¸tirilir:
zm = Wmfm
O¨znitelik vekto¨ru¨nu¨n boyutları o¨zdeg˘erler sıralanıp kars¸ılık
gelen Wm’nin ilk s, s < r, kolonu kullanılarak
gerc¸ekles¸tirilebilir.
Her bir kayan pencere ic¸in ayrı bir o¨zvekto¨r hesapladık.
Bunun ic¸in o¨ncelikle do¨rt EEG kanalını kullanarak her EEG
tek denemesi ic¸in AR o¨zniteliklerini 2.1. bo¨lu¨mu¨nde anlatıldıg˘ı
gibi hesapladık. Daha sonra her kayan pencere icin farklı sınıf
verilerini Gnm matrisinde art-arda sıraladık:
Gnm =
ˆ





burada n ∈ [1, ..., N ] ilgili tek deneme numarasını belirtirken
N toplam tek deneme sayısıdır. Notasyon basitlig˘ini koruya-
bilmek amacıyla bundan bo¨yle fcm’deki tek deneme indisin-
deki n’ye olan bag˘ımlılık go¨zardı edilecektir. Her denemedeki
ilgili pencerelere kars¸ılık gelen o¨znitelik vekto¨rleri art arda
sıralanarak Hm matrisi olus¸tuldu:
Hm =
ˆ
G1m, · · · , GNm
˜
4.p×4.N
Her bir m kayan penceresi icin fm ortak deg˘is¸inti matrisi s¸u
s¸ekilde hesaplandı, Σˆm = HTmHm. Daha sonra Wm, Σˆm in
o¨zvekto¨r matrisi olarak kestirildi.
Pencerelere o¨zgu¨ hesaplanmıs¸ olan Wm matrislerinin
ilk s sırası W sm olarak go¨sterilmektedir ve her bir du¨s¸u¨k







Son olarak boyutları du¨s¸u¨ru¨lmu¨s¸ o¨znitelik vekto¨rlerini art arda






2, . . . , j
c
M ]s×M
O¨g˘renilmis¸ olan W sm matrisleri boyut du¨s¸u¨rmek amacıyla
etiketsiz olan test verileri u¨zerine uygulandı.
2.3. Saklı Markov Modelleri ve O¨g˘renme
Problemdeki sınıf sayısına go¨re her bir sınıf ic¸in ayrı bir HMM
o¨g˘renildi. Durumlara bag˘lı olan o¨znitelik vekto¨rlerinin kos¸ullu
olasılık dag˘ılımları Gauss karıs¸ımları ile modellendi. Herbir
model ic¸in iki farklı parametre takımı o¨grenildi. I˙lk takım,
HMM durum sayısı (NoS), Gauss karıs¸ımları sayısı (NoGM),
AR model derecesi p ve temel biles¸en sayısı s’yi ic¸eren model
derecesi parametreleri dir. I˙kinci takım ise λc = {A,B,Π}
ları ic¸eren model deg˘is¸kenleri olarak belirlendi. Burada A du-
rum deg˘is¸im olasılıklarını,B go¨zlem olasılık dag˘ılımlarının or-
talama ve deg˘is¸intilerini ve Π bas¸langıc¸ durum dag˘ılımlarını
belirtir (bkz. [11]).
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Veri ku¨mesini, iki sınıflı problem ic¸in (F cegitim (60%))
ve (F ctest (40%)) olmak u¨zere ikiye, do¨rt sınıflı problemde
ise literatu¨rdeki dig˘er sonuc¸larla kars¸ılas¸tırabilmek amacıyla
(F cegitim (40%)), (F
c
dogrulama (30%)) ve (Ftest (30%)) ola-
cak s¸ekilde u¨c¸e ayırdık.
Sabit bir model-derece parametre ku¨mesi ic¸in eg˘itim
verisi ile EM algoritması kullanılarak model parametreleri
o¨g˘renildi. I˙ki sınıf verisinde, o¨grenilen model parametreleri
kullanılarak test verisi olası bazı model-derece parametrelerine
go¨re sınıflandırıldı ve en yu¨ksek dog˘ru sınıflandırma olasılıg˘ını
veren sonuc¸lar rapor edildi. Do¨rt sınıflı veride, dog˘rulama
verisi sınıflandırmasında en iyi sonuc¸ları veren model-derece
parametreleri o¨g˘renildi ve sınıflandırıcılar test verisi u¨zerinde
o¨g˘renilmis¸ olan bu model-derece parametreleri kullanılarak de-




Bu c¸alıs¸mada iki farklı veri ku¨mesi kullanıldı. I˙ki sınıflı veri
ku¨mesi Sabancı U¨niversitesi Yapay Go¨rme ve O¨ru¨nu¨ Anal-
izi laboratuvarı VPALAB EEG odasında 12 farklı denekten
kaydedildi. Deneklerden ekranda go¨rdu¨kleri sag˘ ya da sol ok
is¸aretine go¨re kars¸ılık gelen is¸aret parmakları ile klavyedeki
bir tus¸a bastıklarını du¨s¸u¨nmeleri (hayal etmeleri) istendi. Bu
is¸lemin bir defa tekrarlanmasına bir tek deneme denilmekte-
dir. Bu veri ku¨mesinde her bir sınıf ic¸in 20 adet tek den-
eme yer almaktadır. Deneyin ayrıntıları BCI Competition IV-
2a veri ku¨mesindekine oldukc¸a benzemektedir. Bu c¸alısmada
kullandıg˘ımız ikinci veri ku¨mesi olan BCI Competition IV-2a
verisi 9 farklı kis¸inin EEG verisinden olus¸maktadır. Bu veri
ku¨mesinde do¨rt farklı hareketin zihinde canlandırılması mev-
cuttur. Bunlar, sol el hareketinin du¨s¸u¨nu¨lmesi, sag˘ el hareke-
tinin du¨s¸u¨nu¨lmesi, ayag˘ın hareket ettirildig˘inin du¨s¸u¨nu¨lmesi ve
dil hareketinin du¨s¸u¨nu¨lmesidir. Farklı iki gu¨nde yapılan toplam
12 seansta EEG kayıtları yapılmıs¸tır. Herbir seansta sınıf bas¸ına
12 adet tek deneme gerc¸ekles¸tirilmis¸tir.
Deney sırasında denekler bilgisayar ekranı o¨nu¨nde rahat bir
kolluklu sandalyeye oturtulmus¸lardır. t = 0s anında ekranda
bir artı is¸areti go¨sterilmis¸tir. t = 2s anında gercekles¸tirilmesi
istenilen zihinde canlandırılacak harekete yo¨nelik bir yo¨n is¸areti
go¨sterilmis¸ ve bu is¸aret ekranda 1.25s su¨resince kalmıstır.
Deneklerden 6. saniyenin sonuna kadar ilgili hareketi zihin-
lerinde canlandırmaları istenmis¸tir. Deney paradigmasi S¸ekil
1’de go¨ru¨lmektedir.
S¸ekil 1: Elektrot Konfigu¨rasyonu ve Deney Paradigması
EEG kayıtları, uluslararası 10-20 EEG sistemine go¨re
dizilmis¸ 22 Ag/AgCl elektrot kullanılarak gercekles¸tirilmis¸tir.
Sinyaller, sol mastoid referans ve sag˘ mastoid toprak ola-
cak s¸ekilde tek kutuplu olarak kaydedildiler (bkz. S¸ekil 1).
Sinyaller 250Hz de o¨rneklendiler ve 0.5Hz ile 100Hz arasında
su¨zgec¸lendiler. Buna ek olarak 50Hz c¸entik su¨zgec¸ kullanıldı.
Do¨rt sınıflı veri ic¸in, [1] ve [6] c¸alıs¸malarında da oldug˘u
gibi ilk 8 deneg˘in verileri kullanılmıs¸tır.
3.2. Sonuc¸lar
(a) I˙ki sınıf sonuc¸ları
(b) Do¨rt sınıf sonuc¸ları
(c) Do¨rt sınıf dog˘rulanmıs¸ sonuc¸lar
S¸ekil 2: 2 ve 4 sınıf sınıflandırma sonuc¸ları
S¸ekil 2’de o¨nerilen AR-PCA-HMM yaklas¸ımı ile AR-
HMM, Hjorth-HMM ve AR-Mahalanobis yaklas¸ımlarının
kars¸ılas¸tırmaları verilmis¸tir. S¸ekil 2(a)’da iki sınıflı problem
ic¸in farklı model parametreleri (s ∈ [2, 3, . . . , 10],p ∈
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Tablo 1: AR-PCI-HMM ile BCI Competition IV-2a
verisi u¨zerinde en iyi sonuc¸ları veren sınıflandırıcıların
kars¸ılas¸tırılması. κ = (C × PCC − 1)/(1 − C).
Dog˘ru sınıflandırma olasılıg˘ı 1/C ye yaklass¸tıkc¸a κ sıfıra
yaklas¸maktadır. C sınıf sayısını temsil ediyor.
O¨znitelik / Sınıflandırıcı κortalama S1 S2 S3 S4 S5 S6 S7 S8
AR-PCA / HMM .65 .93 .91 .34 .36 .95 .01 .89 .81
FBCSP / Naive Bayes .57 .68 .42 .75 .48 .40 .27 .77 .75
CSP / LDA-Bayes .51 .69 .34 .71 .44 .16 .21 .66 .73
CSP / SVM-Voting .30 .38 .18 .48 .33 .07 .14 .29 .49
CSP / LDA-SVM .29 .46 .25 .65 .31 .12 .07 .00 .46
CSP / SVM .28 .41 .17 .39 .25 .06 .16 .34 .45
[5, 6, . . . , 15], NoS ∈ [1, 2, . . . , 5] ve NoGM ∈
[1, 2, 3]) denenmis¸ ve en iyi sonuc¸lar kars¸ılas¸tırılmıs¸tır.
AR-PCA-HMM yaklas¸ımının daha o¨nce Obermaier ve ark.
tarafından o¨nerilen Hjorth-HMM yaklas¸ımından daha iyi sonuc¸
verdig˘i go¨ru¨lmu¨s¸tu¨r. PCA’in kullanılmadıg˘ı AR-HMM duru-
munda, iki sınıflı problemde daha belirgin olmak u¨zere, Hjort
o¨znitelikleri HMM ile daha yu¨ksek bas¸arım elde etmislerdir
(bkz. S¸ekil 2(a) ve 2(b)). S¸ekil 2(c)’ de 8 denekten 7’sinde
o¨nerilen yaklas¸ım en yu¨ksek dog˘ru sınıflandırma olasılıklarına
eris¸mis¸lerdir. Tablo 1 de AR-PCA-HMM ile BCI Competition
IV-2a 1 verisinde elde edilen en iyi sonuc¸lar Cohen’in κ kat-
sayısı cinsinden kars¸ılas¸tırılmıs¸lardır. AR-PCA-HMM in bu-
rada da en iyi sonuc¸lara eris¸tig˘i go¨ru¨lu¨yor.
4. Vargılar
Bu c¸alısmada hareketin zihinde canlandırıldıg˘ı BBA problem-
lerinin c¸o¨zu¨mu¨ ic¸in o¨nce AR o¨znitelikleri kestirildi ve ardından
bu o¨zniteliklerin boyutları PCA kullanılarak azaltıldılar. Boyut-
ları azaltılan bu o¨zniteliklerle herbir sınıf ic¸in bir HMM
o¨g˘renildi. Bu c¸alıs¸manın temel amacı AR o¨zniteliklerinin
HMM sınıflandırıcıları ile birlikte kullanılabilirliklerini destek-
lemek olmus¸tur.
Sonuc¸lar, AR o¨zniteliklerinin HMM sınıflandırıcıları ic¸in
iyi birer o¨znitelik olduklarını ve AR o¨znitelik boyutunun
azaltılmasının EEG sınıflandırmasında o¨nemli oldug˘unu
go¨stermektedir. Aynı do¨rt sınıflı veri ku¨mesi u¨zerinde
gerc¸ekles¸tirilen dig˘er calıs¸malarla yapılan kars¸ılas¸tırmalar,
iyi bir frekans kestiricisi ile kullanıldıklarında HMM
sınıflandırıcılarının dinamik yapıları ile dig˘er durag˘an
sınıflandırıcılardan daha iyi sonuc¸ verdiklerini go¨stermektedir.
Sonuc¸lar go¨stermektedir ki EEG sınıflandırma problem-
leri ic¸in dinamik sınıflandırıcılar durag˘an bir sınıflandırıcı olan
Mahalanobis mesafe sınıflandırıcısına go¨re daha bas¸arılıdırlar.
Aynı s¸ekilde AR o¨zniteliklerinin HMMler ile daha o¨nce
o¨nerilen Hjorth [9] o¨zniteliklerinden daha iyi c¸alıs¸tıkları
go¨ru¨lmektedir.
1Bu c¸alıs¸mada toplamda iki seans olan veri ku¨mesinden yanlızca ilki
kullanılmıs¸tır
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