Abstract. In our paper we prove two kinds of the so-called almost sure central limit
Introduction
The almost sure central limit theorem (ASCLT) has been an intensively studied subject troughout recent years. The simplest forms of the ASCLT were proved in the papers of Brosamler [3] and Schatte [17] and concerned the ASCLT for the sums of i.i.d. r.v.'s. It was namely showed that provided Xi's are i.i.d. r.v.'s such that EX x = 0, EX\ = 1 and E |Xi| 2+<5 exists for some S > 0, then the following almost sure convergence occurs
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Starting from Cheng et al. [4] and Fahrner and Stadtmueller [9] the ASCLT for maxima has become another popular direction of the investigations concerning the considered issue. We can outline the results obtained simultaneously in these two papers as follows; Suppose that {X{} is an i.i.d. sequence, M n := max(Xi,... ,X n ) and, for suitable normalizing sequences {a n } > 0, {&"}, lim P(a n (M n -b n ) < x) = G{x) for any points x from the n->oo set Cq of continuity points of certain nondegenerate d.f. G. Then 1 N 1 lim -> -I(a n (M n -b n ) < x) = G(x) a.s. for all x G Cqn^oo log N n n=1
This result was later generalized for the maxima of some dependent stationary Gaussian sequences. We cite in this context Csaki and Gonchigdanzan [5] and Dudzinski [6] . Some other valuable results concerning the topic are due to Berkes and Csaki [1] , Stadtmueller [18] and Dudzinski [8] . The paper of Berkes and Csaki [1] contains the proofs of the ASCLT for variety of functions of independent r.v.'s, such as maxima of partial sums, the Kolmogorov statistics, U-statistics etc.. In [18] the ASCLT for certain order statistics of i.i.d. sequences was proved. More precisely, it was shown that provided X\. n < X2 :n < • • • < X n:n denote the order statistics of the i.i.d. r.v.'s Xi,... ,X n , {k n } is a sequence of integers satisfying condition logk n = 0((logn) 1_£ ) with some e > 0, as n -> oo, and moreover, lim P(a n (X( n 
for all x,y G R, where {a n } > 0, {b n } are again appropriate normalizing sequences. Each further section of the paper consists of two separate parts regarding the kind of the almost sure central limit theorem we currently consider. In subsections 1(a), 1(b) below we present the subject and the main goals of the investigations we are concerned with in our paper.
(a) The ASCLT for the vectors of several large maxima -a general outline.
Let: {Xi} be an i.i.d. sequence of real-valued r.v.'s with distribution function F, Mn \ j = 1,... ,r (r-fixed), denote the j-th largest maximum
of Xi,..., X n , and the levels u n > • • • >u n satisfy, for some 0 < T\ < • • • < r r < oo,
Our first purpose is to prove that The second goal of our paper is to prove the following property; Let X = [Xij] be an m x n (m < n) real random matrix of square integrable, identically distributed components and such that its columns are independent random vectors with fixed intercomponent correlation. For h,i -1,... ,m and j -1,... ,n, we put: p := EXij, <r 2 := VarXij, p := Corr(Xhj, X^).
We aim to show that if m is a fixed constant independent of n and: Our second main result is the ASCLT for some random permanents. 
Auxiliary results
In this section we prove two lemmas, which will be needed for the proofs of our main results. The first one will be used in order to prove Theorem 1.
LEMMA 1. Under the assumptions of Theorem 1 for the sequence {X t } and the levels u^ > ••• > u\ r \ we have that ifn > k + (r -1), then, there exists a positive constant C(r), depending only on r, such that
Proof. Denote by the j-th largest maximum of X^+i,... ,Xn. We have
As the Xj's are independent, it is clear that the second component on the r.h.s. of the last relation is zero. Therefore
For j = 1,... ,r define by the number of exceedances of by Xk+i,
. 
.,S^ = h + k2 + ---+ kr).
Thus, we have
For j = 1,..., r set: F(un^) . According to the first lines from the proof of Theorem 2.3.1 in Leadbetter et al. [12] , we have:
Hence, we can write that
It follows from assumptions in (1) that for fixed nonnegative integers fci, &2, ..., k T and for some 0 < t\ < • • • < t t < oo: Finally, since, there are at most r! components in the sum , we obtain that if k, n are such that n > k + (r -1) and n > max(ni(r), 2 • (r -1)),
n n As C(r) is a constant depending only on a fixed number r, relation (11) implies a desired result.
• We now prove the next lemma. It will be used for the proof of Theorem 2, which is the second main result of our paper. which completes the proof of Lemma 2.
Proofs of the main results
In this section we give the proofs of our main results.
Proof of Theorem 1. First, we will show that under the assumptions of this theorem
Aolog^n-p^)^^),...,^)^^}"^ -
In order to prove (15), we will estimate the variance
As ^ < 1, we obtain that
Our purpose now is to estimate term ^ in (16). We have iV-lfe+(r-l) jv-1 AC 1
Recall that, by Lemma 1, if n > k + (r -1), then |Cou(£fc,£n)| <
C(r)(k/n)
for all sufficiently large n. Thus, we can write that for some constant D(r)
which implies the relation
It follows from (16)- (18) that
We now apply Lemma 3.1 in Csaki and Gonchigdanzan [5] . It states that provided T]1, t]2, ... are bounded r.v.'s satisfying condition
Vari^2-rjn J = C((log 2 iV)(loglog A0~( 1+£) ) for some e > 0, 1 N 1 then lim ~ ^Vn) = 0 a -s --Thus, since, by (19), condition N->oo log N z -^ n n=1 (20) holds with rjn = := I(M< v£\ .. ., M^ < u^), we obtain that the almost sure convergence (15) occurs. Since in addition, relations in (1) hold, it is easily seen from the proof of Theorem 2.3.1 in Leadbetter et al. [12] that (21) lim P(mW<v£\...,mP<v£)) n-»00 (ra-rQfa (rrk2\ kr\ where Y1 * denotes the sum taken for nonnegative integers k2,..., kr such that: k\ =0, k\ + k^ < 1, ..., k\ + k2 + • • • + kr < r -1. Finally, relations (15), (21) and the regularity property of logarithmic means imply (2), and the proof of our assertion is completed. • Proof of Theorem 2. First, we will apply Theorem 2 in Rempala and Wesolowski [16] . A brief inspection of the proof of this theorem reveals that if m is a fixed constant independent of n, then the weak limit theorem for permanents of the matrix [Xij] holds as long as 0 < a 1 -VarXij < oo. As we assumed this condition in our theorem, then by the result of Rempala and Wesolowski V^f Per(X) \vr 
