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Let G(t, s) be the Green’s functions associated with N, a differential operator 
restricted to certain boundary conditions. Define (u, v)~ = (Nu, v)~ . It is 
shown that the reproducing kernel Hilbert space generated by G is tge same 
as the Hilbert-space completion with respect to 11 * IJN of the set of real valued 
functions which are in C*” and satisfy the boundary conditions. The concept 
of Sobolev spaces is used in the proof and examples are given. 
In this paper we will develop a way to characterize a class of reproducing 
kernel Hilbert spaces (RKHS). Other procedures can be used but they are 
either a matter of verifying guesses or they use more complex structures of 
these spaces involving sums, differences, products and restrictions. For this 
latter procedure, one is referred to Aronszajn [l] and Kailath [3, 41. 
Let F be a class of functions defined on a subset of the real line E forming 
a Hilbert space. The real valued function R(t, s) for t, s in E is called the 
reproducing kernel of F if: 
(a) For every t, R(t, s) is in F as a function of s, 
(b) R has the reproducing property, i.e., for every t E E and for every 
feF 
(WY .)P f(.))F = f(t)* 
F then is called the reproducing kernel Hilbert space generated by R and 
is usually denote by H(R). 
Let 
Nu = i (-1)” D[ps(s) Du(s)], n>l, 
5=0 
Did(s) = $ U(S), 
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the pj(s),s are real-valued functions such that p,(s) E C”, and p,(s) does not 
vanish on a < s < b for a and b real numbers. We will denote by 9J the set of 
all real-valued functions which are in Czfl and for 1 < j < 2n satisfy 
B,u = f  {mj.kD”-lu(a) + n,.,D”-4(6)} = 0, 
k=l 
where rnjVk and nj,k are real numbers. 
Forming as many as possible (say I) linearly independent linear combina- 
tions of equations from the set Bp = 0, 1 < j < 2n, which involve only 
derivatives of order less than n, we obtain the essential boundary conditions 
@ E. 
Now let Wn denote the Sobolev space of all real-valued functions defined 
on [a, b] such that f(s) E Cn-l, D-If(s) is absolutely continuous, and 
Pf(s) ~&[a, 61. W” is a Hilbert space with inner product 
Let wEn denote the subspace of all functions in W” that satisfy the essential 
boundary conditions. It can be shown that WEn is the completion of D with 
mpect to II * IL , [61. 
For u and v in 39, define 
04 V)N = (Nu, V)L, . 
We make two assumptions about N: 
(Al) (N% V)L, = (4 Nfh2; 
(A2) There exists c > 0 such that 
LEMMA. The Green’s function G(t, s) exists for N restricted to 8. 
The proof of this lemma follows directly from the definition of the Green’s 
function, since (A2) implies Nu = 0 has no nontrivial solutions. 
Now (A2) implies 11 u lIN exists. Let HN be the Hilbert-space completion 
of 9? with respect to 11 *IIN. 
THEORBM. Let N have the properties (Al) and (A2). Then H(G) = HN . 
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Proof. We first show HN = WEn. Integrating by parts, we find 
Thus the inner product (u, u)~ , in general, requires the evaluation of derivai 
tives of U(S) up to order 2n - 1 at the endpoints but, by a classical result o$ 
Kamke [5], because of assumption (Al), the above expression involves only 
the evaluation of derivatives of U(S) up to order n - 1 at the endpoints. Thus, 
where x1 = a, x2 = b and ~y~,~,~,r are constants. Now, 
By the Sobolev inequality, in one dimension there exists h > 0 such that 
the second term on the right in (1) is less than or equal to )\(u, u)~ . Thus we 
have, for some cr > 0, 
This implies WEn is contained in HN . By (A2), we have that WE” contains 
HN,so WEn=H 
Now we show c(i, s), the Green’s function corresponding to N restricted 
to a’, is a reproducing kernel for HN . First, G(t, s) satisfies the reproducing 
property since 
(G(*), 4.))~ = WG(*), N-h, = NGu = u(t). 
If 1z = 1, G,(s) satisfies the boundary conditions for every t; in particular, it 
satisfies the essential boundary conditions. The derivative of G,(s) exists and 
is continuous almost everywhere, so G,(S) is absolutely continuous in [a, b]! 
And finally, since (d/ds) G,(s) is piecewise continuous, it is in L,[a, b]. So 
then Gt(*) E WE . 
For TZ > 2, since N is of order 2~2, we have G,(T) E C2n-2. Thus, Gt(.) E Cd 
and ZPG,(.) EL,[~, b]. Also, Gt(.) satisfies the essential boundary conditions4 
so Gt(.) E WEn = HN . It follows that G(t, S) is a reproducing kernel fod 
HN . Therefore, by the uniqueness of a reproducing kernel to its RKHS, 
H(G)=H,. Q.E.D. 
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EXAMPLE 1. Let E = [0, l] and NZJ = -D%. Comparing this to the 
general definition of N, we see that n = 1, p, = 0 and p, = 1. Consequently 
9? = C2. Setting B,u = u(0) = 0 and B,u = u’(1) = 0, the Green’s function 
of N restricted to such boundary conditions is G(t, s) = min(t, s). Now 
f(t) E H(G) if and only if f(t) is absolutely continuous, f(0) = 0, and 
Ilfll$c~, = jol (f’W2 dt -c a. 
This can be verified by showing the properties of RKHS are satisfied. 
~28~ involves only derivatives of order less than one, so 2+YE = u(O) = 0. 
By definition, 
WE1 = 1-f: f is real valued, absolutely continuous, f’(s) EL,[O, l] 
(i.e., IO1 (f’(s)>” ds < co) , and satisfies BE (i.e., f(0) = O)/ . 
Furthermore, 
llfll% = j-‘{.f”(s> + (f’(s))“> ds 2 j-’ W(S))~ ds = Ilfll~m . 0 
To show the norms are equivalent, we need c > 0 such that 
!IfIlH(G) >, cilfli”w* 
Ilf llk~, = l’ (f’(Q2 ds 2 c .c,’ {f”(s) + (f’(s)>“> ds 
= c llfll”w + s o1 (f’(s)>’ ds 2 & J:: (f”(s)) ds. 
From the Rayleigh-Ritz inequality and properties of eigenvalues associated 
with N restricted to 9, we know there exists cr > 0 such that 
In our case, (Nf,j)Lz = j\fllH(o, , so we need only choose c = c,/(l + cl). 
The norms llfljw and IlfllHcc, are equivalent, and so the spaces 
W,l = H(G) are identical. As a consequence of this, it is trivial that 
HN = W,l, since Ij . (IN = (1 . JIHtG) . Thus HN = H(G). 
EXAMPLE 2. Let E = [0, I] and NU = -D2u + u. This time we see 
thatn=l,p,=l,p,=l,~=C~.SettingB,u=u(O)-u’(O)=0 and 
B,u = u(1) + u’(l) = 0, the Green’s function of N restricted to such 
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boundary condition is G(t, s) = &e++l. Now f(t) E H(G) if and only if f 
is absolutely continuous and 
Ilf II&c) = s,’ (f(s) + f’(4)” dt + 2f2(0) < 03. 
Again this can be verified by showing that the properties of RKHS are 
satisfied. 
There are no essential boundary conditions since there are no combinations 
of the ~33~~ = 0, j = 1, 2, which involve only derivatives of order less than 
n = 1. By definition 
WE1 = {f: f is real valued, f is absolutely continuous, and f ‘(s) EL~[O, 11). 
Now we will show )( * IJW is equivalent to 11 * IJN . 
Ilf II& = s,’ {f ‘(4 + (f ‘N)‘} d jo1 If 2(4 + (f ‘Wa> ds +f 2(O) +f 2(1) 
= 6 {f 2(4 + (f ‘(4)21 ds - f ‘(4f (4 1: 
= s o1 i-f”(s>f(s) +f”(s>) ds = Ilf 1%. 
From the Sobolev inequality, in one dimension there exists c > 0 such that 
I/ u (IN < c (1 u IJw , so the norms I( * /IV and 11 * IIN are equivalent. Consequently, 
WE1 = HN . Now, 
Ilf 11% = (Nf7f )L, = i1 {(f ‘W +f 2(s)l cfs +f 2(0) +f 2(1) 
= 6 {(f ‘(s))2 +f 2(s)l ds +f ‘(4 1; + S,‘f (4f Ys) ds 
- s o1 f (4 f’(s) ds + 2f2(0) 
= I o1 (f ‘(4 +f(s))” ds + 2f a(O) = Ilf ll?m - 
So, II e (JH(o) is equivalent to II . (IN. Consequently, H(G) = WE1 = HN . 
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