Abstract. We completely classify the real root subsystems of root systems of loop algebras of Kac-Moody Lie algebras. This classification involves new notions of "admissible subgroups" of the coweight lattice of a root system Ψ, and "scaling functions" on Ψ. Our results generalise and simplify earlier work on subsystems of real affine root systems.
1. Introduction 1.1. Purpose of this work. Starting with the set Φ of real roots of a Kac-Moody Lie algebra g, we define its loop extension Φ, which is a root system in the sense of being closed under all reflections corresponding to its elements. The set Φ is realised as a set of roots of an extended loop algebra g of g (see below). The purpose of this work is to determine all root subsystems of Φ. These are subsets of Φ with the above closure property. In the case where Φ is a finite crystallographic root system, this amounts to the determination of the subsystems of the corresponding affine root system.
The subsystems are characterised in terms of certain explicit maps Z : Φ → P(Z), where P(Z) is the power set of Z, whose image is a "compatible" collection of cosets in Z, and whose support is a subsystem Ψ of Φ. Our main result implies that such a function Z with support Ψ corresponds to a single coset in the coweight lattice Ω(Ψ) (Definition 12) of an "admissible subgroup" (Definition 19). These admissible subgroups turn out to correspond precisely to "scaling functions" M : Ψ → N; generically, these are functions such that Ψ M := {M (α) −1 α | α ∈ Ψ} and Ψ ∨ M := {M (α)α ∨ | α ∈ Ψ} is a dual pair of crystallographic root systems. Such functions are determined numerically in §4.
Our treatment here is a generalisation of [3, Theorem 4 ] to arbitrary root systems Φ, and provides a more natural and more general definition of "admissible coweight lattices" (cf. §5.3) than that in [3] .
1.2. Background. Let g be a Kac-Moody Lie algebra over C (see [6] or [7] ). We denote by g the extension of the loop algebra g ⊗ C C[t, t −1 ] by the derivation d = Id g ⊗ t d dt . As C-vector space, we have
The Lie bracket on g is given by
[t m x + λd, t n y + µd] = t m+n [x, y] 0 + nλt n y − mµt m x for x, y ∈ g, m, n ∈ Z and λ, µ ∈ C, where [−, −] 0 is the bracket on g and we write t m x = x ⊗ t m , etc.
Let h denote the standard Cartan subalgebra of g and g = h ⊕ α∈∆ g α be the root space decomposition of g, where ∆ ⊆ h * is the root system and g α = { x ∈ g | [h, x] 0 = α(h)x for all h ∈ h } for any α in the dual space h * . We define the abelian Lie subalgebra h = h ⊕ Cd of g and identify the dual space of h as h * = h * ⊕ Cδ where δ(d) = 1, δ(h) = 0, h * (d) = 0. Let ∆ := (∆ ∪ {0}) + Zδ \ {0} ⊆ h * . Then there is again a root space decomposition g = h ⊕ α∈ ∆ g α where for any α ∈ ∆ ∪ {0} and m ∈ Z with α + mδ = 0, we have g α+mδ = t m g α . We call ∆ the loop root system of ∆. Let Φ := ∆ re ⊆ ∆ be the subset of real roots of ∆ and Φ := Φ + Zδ ⊆ ∆. We shall refer to the elements of Φ as the real roots of g. However, note that since g is not generally a Kac-Moody Lie algebra, this terminology is not standard.
Define reflections s β : h * → h * for β ∈ Φ as follows. Write β = α + mδ where α ∈ Φ and m ∈ Z, and let s β = s α+mδ : φ → φ − φ(α ∨ )(α + mδ), where α ∨ ∈ h is the coroot corresponding to α. For β ∈ Φ, s β restricts to the usual reflection in β on h * . We let W := s α | α ∈ Φ denote the Weyl group of g (a Coxeter group) and W := s α | α ∈ Φ . This is not known to be a Coxeter group in general. We have W Φ = Φ, W ∆ = ∆, W Φ = Φ, and W ∆ = ∆.
A subset Ψ of Φ (resp., Φ) is called a root subsystem of Φ (resp., Φ) if s α (β) ∈ Ψ for all α, β ∈ Ψ. It is easy to see that the root subsystems of Φ are of the form Ψ Z := { α + mδ | α ∈ Ψ, m ∈ Z α } where Ψ is a root subsystem of Φ, {Z α } α∈Ψ is a family of subsets (in fact, cosets of subgroups) of Z, and Z : Ψ → P(Z) is the function which takes α ∈ Ψ to Z α ⊆ Z. There are easily described compatibility conditions among the subsets Z α of Z which ensure that Ψ Z is a root subsystem of Φ. In this work, we show how these conditions imply that the subsets are defined in terms of combinatorial data involving the coweight lattice of Ψ, and its admissible subgroups (cf. §3). We show in turn that the latter are described in terms of scaling functions on Ψ.
In this way, we obtain as our main result a bijective parameterisation (Theorem 24) of root subsystems of Φ by the root subsystems of Φ together with additional simple combinatorial data.
If g is a semisimple complex Lie algebra, then Φ is a finite crystallographic (reduced) root system and W is a finite Weyl group. In this case, g is the quotient (by the centre) of the untwisted affine Kac-Moody Lie algebra corresponding to g, Φ is the corresponding affine root system, and W is the affine Weyl group of Φ. We recover in this case a particularly simple and illuminating proof of the parameterisation [3, Theorem 4] of the reflection subgroups of the affine Weyl group W (or equivalently, of root subsystems of the real affine root system Φ).
The main result is formulated purely in terms of root systems, without any mention of Lie algebras, and its proof requires only general facts about crystallographic Coxeter groups and their root systems which can be found in [1] , [7] , [4] and [5] . In §2, starting with the notion of a "crystallographic based root datum", we develop the theory of loop extensions of root systems and define the notion of lifting. This is used in §3 to define the "coweight lattice" Ω(Ψ) of a root system Ψ. In that section, we also define admissible subgroups of Ω(Ψ) and prove our main result, Theorem 24. In §4 we define scaling functions of Ψ and explicitly determine them when Ψ has a simple system whose components are finite, but whose Weyl group may be infinite. Finally, §5 elucidates the application to root subsystems of affine Weyl groups, and explains how the present results relate to those of [3] .
Loop root systems
2.1. Recall that a subset Γ of a R-vector space L is said to be positively independent if α∈Γ c α α = 0 with c α ∈ R ≥0 and all but finitely many c α = 0 implies that all c α = 0. We shall also require the notion of a generalised Cartan matrix, which is a possibly infinite matrix C := (c α,β ) α,β∈Π satisfying c α,α = 2, and for α = β, c α,β ∈ Z ≤0 with c α,β = 0 iff c β,α = 0.
satisfying the following conditions: (i) V and V ∨ are R-vector spaces and −, − :
∨ , is a generalised Cartan matrix (see above).
The definition above is modelled on that of a based root datum in [2] ; a similar but more technical notion of crystallographic root datum can be found in [7, Chapter 5] for example. We often omit the word crystallographic in this paper since we will not consider more general based root data.
For α ∈ Π, define s α :
= W Π and define the set of positive roots by Φ + := Φ ∩ R ≥0 Π. Similarly, we define the group W ∨ as the group generated by reflections acting on V ∨ , and the positive roots Φ
It is easily seen that there is a canonical isomorphism w → w ∨ from W to W ∨ , and that the map ι extends uniquely to a bijection Φ → Φ ∨ , which transforms the action of w ∈ W to that of w ∨ ∈ W ∨ . This extension is denoted ι : α → α ∨ . The matrix C is called the Cartan matrix of B and W is the Weyl group of B. Note that W is a Coxeter group, with simple reflections S := { s α | α ∈ Π }; the Coxeter matrix of (W, S) is determined by the Cartan matrix C in a well known way (see [6, Prop. 3.13] or [7, 5.1, Proposition 11] ). The elements of Φ, Φ + , Π respectively are called roots, positive roots and simple roots of B.
The map α → s α induces a bijection Φ + → T where T = { wsw −1 | w ∈ W, s ∈ S } is the set of reflections of (W, S). Subgroups of W generated by subsets of T are called reflection subgroups of (W, S).
Let
Definition 2. The loop extension Φ of Φ is defined as Φ = Φ + Zδ.
this is a group of linear transformations of V , isomorphic to a quotient of Q. The group generated by { s α | α ∈ Φ} will be denoted W . The group W is identified as a subgroup of W by identifying s α ∈ W with s α ∈ W , and it is straightforward that W is the semidirect product W = W ⋉ t Q where Q = ZΦ ∨ . If W is a finite Weyl group, then W is an affine Weyl group; in general, W is not known to have the structure of a Coxeter group. In view of this identification, we henceforth write s α instead of s α for all α ∈ Ψ.
2.3. For any subset Γ of Φ, define the reflection subgroup
There is a bijection Ψ → W Ψ := s α | α ∈ Ψ from the set of root subsystems of Φ to the set of reflection subgroups of W . It is not known if an analogous statement holds for Φ and W .
2.4.
In the statement below we record certain general properties of root subsystems and their corresponding reflection groups. These will be crucial below. (a) Every root subsystem Ψ of Φ has a canonical simple system Γ, defined by
A proof of the analogous facts for a slightly different class of root systems may be found in [7] . Similar arguments may be applied here using the ideas in Lemma 2.6 below. The results are also the specialisation to crystallographic root systems of facts in [2] (see also [4] ).
2.5. The following simple fact will be useful.
2.6. Lifting. In general the canonical simple system Γ of a based root datum may be linearly dependent. Such situations arise for subsystems, even when the simple roots of the ambient system are linearly independent. In the construction below, we introduce a lifting of a root subsystem to another one with the same generalised Cartan matrix, but where the simple roots are linearly independent. This is essential for our classification of the subsystems. Fix a based root datum B as in Definition 2.1 with root system Φ, and let Ψ be any root subsystem of Φ. We associate to Ψ a new based root datum B 
. This is a based root datum, as is verified by checking the definition. We denote the root system of B 0 Ψ by Ψ 0 , its dual root system by Ψ ∨ 0 and its Weyl group by W 0 . Denote also by ι 0 the unique
Remark 7. In view of the properties, we denote the inverse bijections in (c) as 
Any subset Σ of Φ (see Definition 2) can be written in the form Σ := { α + nδ | α ∈ Φ, n ∈ Z α } for unique subsets Z α of Z, for α ∈ Φ. The next Lemma gives equations amongst the Z α which are necessary and sufficient for the corresponding set Σ to be a root subsystem of Φ.
Proof. We have s α+mδ (β + nδ) = s α (β) + (n − m β, α ∨ )δ. The result follows directly from this and the definitions.
Definition 9.
(1) A function Z : Φ → P(Z), α → Z α which satisfies (1) will be called a root function. The proof is easy.
3.2. The root subsystems Σ of Φ may be described in terms of solutions of (1) as follows.
Corollary 11. The root subsystems Σ of Φ are in bijective correspondence with root functions Z : Φ → P(Z). The correspondence attaches to a root function Z with support Ψ the root subsystem
Proof. This is clear from Lemmas 8 and 10.
3.3. Our goal is to give explicit descriptions of all root functions with support equal to a fixed subsystem Ψ of Φ. We therefore fix such a subsystem Ψ until further notice.
Let Γ be the canonical simple system of Ψ. Consider the associated based root datum B Evidently Ω(Ψ) is an abelian group naturally isomorphic to the group Z Γ of all functions Γ → Z with pointwise operations, under the correspondence f → γ → f (γ 0 ) : Γ → Z for f ∈ Ω(Ψ). A similar definition attaches to f ∈ Ω(Ψ) a function Ψ → Z; note that this function need not respect the linear relations among the elements of Ψ. This construction provides a source of root functions as follows.
For any subset X of Ω(Ψ) and any β ∈ ZΨ 0 , write X(β) := { f (β) | f ∈ X } ⊆ Z. We shall study conditions which ensure that the map β → X(β 0 ) (β ∈ Ψ) defines a root function with support Ψ.
There is a natural W Ψ -action on Ω(Ψ) defined by (wf )(α) = f (w −1 α) for all f ∈ Ω(Ψ), w ∈ W Ψ and α ∈ ZΨ 0 .
Our first Lemma shows that the set of root functions Z : Φ → P(Z), with support Ψ in which each Z α = Z(α) for α ∈ Ψ is a singleton subset {p α } of Z is in natural bijection with Ω(Ψ).
for all α, β ∈ Ψ if and only if there is some f ∈ Ω(Ψ) such that p α = f (α 0 ) for all α ∈ Ψ. In that case, f and p are uniquely determined by the restriction p |Γ : Γ → Z, which may be arbitrary. The function p may be thought of as a root function with support Ψ, whose value at α ∈ Ψ is {p α }.
Proof. Fix a function p → p α : Ψ → Z. There is a unique f ∈ Ω(Ψ) such that p α = f (α 0 ) for all α ∈ Γ. Let p ′ : Ψ → Z be the function corresponding to f as above, i.e., p
We show that if p satisfies the relation (2), then
for all α, β ∈ Ψ and p The above argument also shows that if p arises as above from an arbitrary element f ∈ Ω(Ψ), then p satisfies (2). Uniqueness follows also from the argument above.
3.4. Next we study the root functions Z : α → Z α with support Ψ in which each Z α is a subgroup, denoted n α Z, of Z, where n α ∈ N. Lemma 14. Let N : Ψ → N be a function, and write N (α) = n α . Then the following conditions on the integers n α are equivalent:
∨ n α for all α, β ∈ Ψ, and n α = n β for all α, β ∈ Ψ with β ∈ W Ψ α.
Proof. Suppose that (i) holds. The condition is equivalent to the conditions: for all α, β ∈ Ψ, we have n sα(β) | β, α ∨ α and n sα(β) |n β . This implies by symmetry that n β = n sα(β) for α, β ∈ Ψ. It follows that n α = n β whenever α, β ∈ Ψ are in the same W Ψ -orbit. Consequently (ii) holds. Clearly, (ii) implies (iii) and (iii) implies (i).
Lemma 15. Let M : Γ → N be a function, and write
M (α) = m α . Suppose that for all α, β ∈ Γ, m β | β, α ∨ m α . Define X M := { f ∈ Ω(Ψ) | f (α 0 ) ∈ m α Z for all α ∈ Γ }.
This is the largest subgroup
The function N is the unique extension of M to a function Ψ → N satisfying the equivalent conditions of Lemma 14.
Proof. To prove (a), it will suffice to show that if f ∈ X M and α ∈ Γ then s α f ∈ X M i.e. that (s α f )(β 0 ) ∈ Zm β for all β ∈ Γ. But
as required. This proves (a). For any α ∈ Γ, X M contains m α ω α where the "fundamental coweight" ω α : ZΨ 0 → Z is the Z-linear map determined by ω α (β 0 ) = m α δ α,β for all β ∈ Γ. Hence m α ∈ X M (α 0 ) ⊆ m α Z and therefore X M (α 0 ) = m α Z. It follows that n α = m α for α ∈ Γ i.e. N is an extension of M . That N satisfies the conditions of Lemma 14 follows from the first part of Corollary 17 (see Remark 18). Finally, the uniqueness of the extension follows from the second condition in Lemma 14(ii).
Remark 16. The above proof shows that a function M : α → m α satisfying the conditions in Lemma 15 has the additional property that m α = m β whenever α, β ∈ Γ are in the same W Ψ -orbit. This may be seen more directly using a wellknown criterion [ Proof. Suppose that X is any W -stable subgroup of Ω(Ψ); define integers n α ∈ N for α ∈ Ψ, by X(α 0 ) = n α Z. For any w ∈ W Ψ and α ∈ Ψ, X((wα) 0 ) = (w −1 X)(α 0 ) = X(α 0 ), which shows that n α = n wα . Moreover for α, β ∈ Ψ and f ∈ X, we have f ((s α (β) 
and so n β | β, α ∨ n α . This shows that the integers n α satisfy (ii) of Lemma 14.
Remark 18. The above implication is used in the proof of Lemma 15. Note that its proof does not involve Lemma 15.
Conversely, suppose (ii) of Lemma 14 holds for the integers n α . Applying Lemma 15 to the function M with m α = n α for all α ∈ Γ, we see that n α = X M (α 0 ) for all α ∈ Ψ where X M is a W Ψ -stable subgroup of Ω(Ψ).
Definition 19. We call a subgroup X of the coweight lattice Ω(Ψ) an admissible subgroup if there is a function N : Ψ → N satisfying the conditions of Lemma 14 such that
Remark 20. Note that for any admissible subgroup X, if M : Γ → N is the restriction of the function N then X is determined by M , since X = X M as in Lemma 15.
The following statement is a summary of the results of this subsection.
Proposition 21. Let Z : Φ → P(Z) be a root function with support Ψ such that for each α ∈ Ψ, Z(α) is a subgroup of Z. Then there is a unique admissible subgroup
3.5. In order to utilise Lemma 13 and Proposition 21, we prove the following.
Lemma 22. Let Z : Φ → P(Z) be a root function with support Ψ and let
Proof. Note that if α, β ∈ Ψ and 0 ∈ Z α ∩ Z β , then by (1), 0 ∈ Z sα(β) . It follows from Lemma 5 that if 0 ∈ Z α for all α ∈ Γ, then 0 ∈ Z α for all α ∈ Ψ. Also Z α − 2Z α ⊆ Z −α . The left hand side contains −Z α , so we get that −Z α ⊆ Z −α . Replacing α by −α, we see that Z −α = −Z α and substituting this into Z α − 2Z α ⊆ Z −α , we see that 2Z α − Z α = Z α . From this and 0 ∈ Z α , it follows that Z α = −Z α , and
Then by induction on n we see that nZ α ⊆ Z α for all n ∈ Z. If Z α = {0}, then we are done. Otherwise, let n α be the least positive element of Z α . We have n α Z ⊆ Z α , and we claim equality holds. Take any element n ∈ Z α . Then n = q2n α + r for unique integers q, r with −n α < r ≤ n α . From (3), it follows that r ∈ Z α , whence −r ∈ Z α . By the minimal nature of n α , we conclude that r ∈ {0, n α }, and hence that n ∈ n α Z.
Hence Z α = n α Z which is a subgroup of Z as claimed.
3.6. The main theorem. We start with a key definition.
Definition 23. Let R denote the set of all pairs (Ψ, Y ) where Ψ is a root subsystem of Φ and Y ∈ Ω(Ψ)/X is a coset of some admissible subgroup X of Ω(Ψ).
Theorem 24. There is a bijection between R and the set of all root functions which to any element (Ψ, Y ) ∈ R, attaches the unique root function Z : Φ → P(Z) with support Ψ such that for α ∈ Ψ,
Remark 25. In view of Corollary 11 this shows that R is in natural bijection with the root subsystems of Φ.
Proof. We first show that the function Z is a root function . Let X be an admissible subgroup of Ω(Ψ), and x ∈ Ω(Ψ) such that Y = x + X. Let Z (1) for all α, β ∈ Ψ. Next, we show that any root function Z is realised in this way. Let Ψ be the support of Z. Let Γ be the canonical simple system of Ψ. Choose p α ∈ Z α for all α ∈ Γ, and extend to a root function p with support Ψ as in Lemma 13; as in loc. cit., we have p α = x(α 0 ) (for all α ∈ Ψ) for some x ∈ Ω(Ψ). Set Z (1) for all α, β ∈ Ψ, and so defines a root function with support Ψ, such that 0 ∈ Z ′ α for all α ∈ Γ. Hence 0 ∈ Z ′ α for all α ∈ Ψ by Lemma 22. Again by Lemma 22 and Proposition 21, there is an admissible subgroup X of Ω(Ψ) such that
The theorem will now follow from the following assertion: if (Ψ i , Y i ) ∈ R (i = 1, 2) have equal root functions Z as constructed above, then (Ψ 1 , Y 1 ) = (Ψ 2 , Y 2 ). To prove this, note first that equal root functions have the same support, so Ψ := Ψ 1 = Ψ 2 . Now write Y i = x i + X i , where for i = 1, 2, x i ∈ Ω(Ψ) and X i is an admissible subgroup of Ω(Ψ). Let α ∈ Ψ. By assumption, we have
By Definition 19, we have
which is independent of i. Hence X := X 1 = X 2 . Now let x := x 1 − x 2 ∈ Ω(Ψ). Since x(α 0 ) ∈ X(α 0 ) for all α ∈ Ψ, it follows, again by Definition 19, that x ∈ X i.e. Y 1 = x 1 + X 1 = x 2 + X 2 = Y 2 as required. This completes the proof.
Remark 26. It is easy to see from the proof of Theorem 24 that any root function Z : α → Z α satisfies the following stronger version of (1):
Note that (4) also holds as an equation in V if Z β is replaced by β ∈ V for all β ∈ Φ. The equation (4) can be interpreted with the Z α elements of an additive monoid equipped with a suitable operation by Z; the elements Z β of the monoid may be thought of as "abstract roots". The proof in this section of the Theorem implicitly describes the solutions of (4) in various such monoids: the monoids of singleton subsets of Z, subgroups of Z and subsets of Z. Similarly, it can be solved with the Z α discrete subsets of R. Similar equations exist for non-crystallographic root systems.
Explicit description of subsystems; scaling functions.
We have seen (Theorem 24) that the root subsystems of Φ are in bijection with the set R of pairs (Ψ, Y ), where Ψ is a subsystem of Φ and Y is a coset x + X of some admissible subgroup X of Ω(Ψ). Taking the classification of the subsystems Ψ of Φ as known, the crucial element of the classification is therefore that of the admissible subgroups of Ω(Ψ). In this section we provide such a classification when each component Γ i of Γ is finite. This means simply that |Γ i | < ∞; it may still happen that Γ i is not of finite type, i.e. that the root system W Γi Γ i is infinite.
4.1. Scaling functions and scaled root systems. Let Ψ be a root subsystem of Φ with canonical simple system Γ and associated root datum
as in 2. Each scaling function on Γ extends uniquely to a function N : Ψ → N (α → n α ), which satisfies the conditions in Lemma 14(ii). This extension will be referred to as a scaling function on Ψ.
We begin with some remarks concerning scaling functions. First observe that M is a scaling function for Γ if and only if its restriction to each of its components is a scaling function for that component. We therefore henceforth confine our attention to the case where Γ is irreducible. In that case, if m α = 0 for some α ∈ Γ, then m α = 0 for all α ∈ Γ. Hence we also assume that no value of M is 0.
If α α | α ∈ Ψ }, where α → n α is the unique extension of M to Ψ discussed above. The terminology "scaling function" is suggested by the fact that this root system is obtained by rescaling the roots in Ψ. The admissible subgroup X M of Ω(Ψ) corresponding to M is then naturally isomorphic to the coweight lattice Ω(Ψ M ).
4.2.
Determination of scaling functions. We next determine the non-zero scaling functions M : α → m α in the case that Γ is finite and irreducible. Note that one always has the "trivial" constant scaling functions, and that if α → m α is a scaling function and k ∈ N then α → km α is again a scaling function.
For any positive prime p ∈ Z, let ν p : Q → Z ∪ {∞} be the p-adic valuation; then ν p (0) = ∞ and ν p (x) = n ∈ Z if x = p n a b where a, b ∈ Z, n ∈ Z and p ∤ a, p ∤ b. The condition that M be a scaling function is equivalent to ν p (m α ) ∈ N for all α ∈ Γ and
for all α, β ∈ Γ, and all primes p. It is convenient to first consider solutions of the inequalities (5) with ν p (m α ) ∈ Z (corresponding to m α ∈ Q * = Q \ {0}). Given any α, β ∈ Γ, by the irreducibility of Γ there is a sequence α = α 0 , α 1 , . . . , α n = β in Γ such that n ∈ N and α i+1 , α [3] (giving descriptions of the canonical simple systems of root subsystems of Φ) are enough to effectively determine the root subsystems of Φ. We describe the results concretely in the case in which Φ is of finite type in §5.
In general, a parametrisation of simple systems of the root subsystems of Φ is not explicitly known. Further, such simple systems Γ may have some infinite rank components Γ i even if Φ is of finite rank. This complicates the explicit determination of scaling functions in the general case.
Root subsystems of affine root systems
In this final section, we indicate how the preceding results, may be applied in the case of root systems of finite Weyl groups, to give an alternative proof of a parameterisation of root subsystems of real affine root systems described in [3, §5].
5.1. Henceforth, we assume that Φ is finite, and, for simplicity, that Φ spans V as R vector space. Then Φ is a finite reduced (crystallographic) root system with Weyl group W in the sense of [1] . Moreover, W is naturally isomorphic to the affine Weyl group W a of W , which may be realised as the group of affine transformations of V generated by W and the group of translations by elements of the coroot lattice of Φ (see [1] ). The root system Φ is the system of real roots of an untwisted affine KacMoody Lie algebra corresponding to Φ ( [6] ) and W identifies with the (affine) Weyl group of this (affine) root system. In this case, root subsystems of Φ correspond bijectively to reflection subgroups of W a . To make the description of root subsystems of Φ explicit, we must describe explicitly all the scaling functions M : α → m α for Γ. 5.2. Fix the subsystem Ψ of Φ and let Γ be its canonical simple system. Let Γ i (i = 1, . . . , n) be the components of Γ. We let k i denote the maximum ratio of squares of root lengths of two roots of Γ i (with respect to any W -invariant inner product on V ). It is well known (see [1, Ch VI, §1, no. 3] ) that k i ∈ {1, 2, 3}; in fact, k i = 3 if Γ i is of type G 2 , k i = 2 if Γ i is of type F 4 , B n or C n with n ≥ 2, and otherwise k i = 1. If there is only one root length (k i = 1), we say that all roots are both short and long. Proof. It is known from [1] that there are at most two root lengths in Γ i , and that the roots of each length form a single W Γi -orbit. For each i, there are therefore natural numbers q i and q Since k i ∈ {1, 2, 3}, the result follows. 5.3. In [3, §5] , there is attached to each root subsystem Ψ of Φ, with canonical simple system Γ, a family of so-called "admissible coweight lattices for Ψ". Using the preceding Proposition, they are seen to be precisely the coweight lattices of the root systems Ψ M attached to scaling functions M for Γ in §4.1, regarded as subsets of the coweight lattice of Ψ i.e. they are the admissible subgroups of Ω(Ψ) as defined in this paper. Using this identification, Theorem 24 specializes (in the case when Φ is finite) to the parameterisation in [3, Theorem 4] of root subsystems of affine root systems Φ. Several of the other results of [3, §5] for affine root systems extend to the loop root systems Φ in general.
