This article considers the stochastic partial differential equation
with the identification 0 = 1 and ξ is a space / time white noise Gaussian random field. The definition of the stochastic term, taken in the sense of Walsh, will be made clear in the article. The result is that there exists a non negative solution u such that for all α ∈ [0, 1),
The solution is also shown to satisfy
dt < +∞ ∀T < +∞, p < +∞, α ∈ 0, 1 2 .
Introduction
This article shows existence of solutions in suitable function spaces for the equation
2 u xx + u γ ξ u(0, x) = u 0 (x) 1 0 u 0 (x) 2γ dx < +∞ (1) with space variable x ∈ S 1 = [0, 1], the unit circle with identification 0 = 1 where u 0 (the initial condition) is non-negative. Here, subscripts denote derivatives; u t denotes the weak derivative of u : R + × S 1 × Ω → R with respect to the first variable (the time variable); u xx the weak second derivative with respect to the second variable (the space variable). ξ : R + × S 1 × Ω → R is used to denote space/time white noise in the sense of Walsh [10] . Clearly there are no strong solutions to Equation (1) ; the Stochastic Partial Differential Equation (SPDE) (1) is understood in the sense of Schwartz distributions.
Background
The stochastic ordinary differential equation
where W is a standard one dimensional Wiener process and the integral is taken in the sense of Itô has been well studied. Existence and behaviour of solutions can be obtained by comparing with an appropriate Bessel process. Let Y = u α , then Itô's formula gives: It follows that, for γ = 1, X 1−γ is a 2γ−1 γ−1 dimensional Bessel process driven by a Wiener process with diffusion coefficient (γ − 1) 2 . A Bessel process of dimension greater than 2 is bounded away from 0 (see Revuz and Yor [8] ). Since 2γ−1 γ−1 > 2 for all γ > 1, it follows that for initial condition x > 0, the solution u is a well defined non negative local martingale, satisfying sup 0≤t<+∞ u(t) < +∞. The following asymptotic holds:
where the random variable Y has density function: A natural question to ask is the extent to which properties of one dimensional equations are retained in the presence of mixing. For example, consider an operator A defined on a countable space X such that y∈X A x,y = 0 for each x ∈ X and the system of coupled stochastic differential equations:
where u 0 (x) > 0 for each x and (W (x) ) x∈X are independent Wiener processes, each with the same diffusion coefficient. Let {A x,y : x, y ∈ hZ} be defined by:
x,y = 0 otherwise. The notation E[.] will be used throughout to denote 'expectation'. For each x ∈ hZ, let (W (h,x) ) x∈hZ be independent Wiener processes satisfying E W (h,x) (t) ≡ 0 and
Formally, the limiting equation of (4) is:
where ξ is space time 'white noise'. This equation, with γ > 1, has been well studied. Equation (5) is considered in Mueller [4] (1991), Mueller and Sowers [5] (1993), Mueller [6] (1996) and Mueller [7] (2000), also in Krylov [3](1996) . The works [4] , [5] [6] and [7] consider the equation with non negative and continuous initial condition u(0, x) and Dirichlet boundary conditions u(t, 0) = u(t, J) = 0 and consider the solution for t > 0 and 0 ≤ x ≤ J. The final term of (5) is defined according to the theory of martingale measures due to Walsh [10] .
As with Mueller [4] , approximate equations are considered, with the truncation (u ∧ n) γ ; the approximating equation is:
Following Theorem 2.3 of Shiga [9] (1994), Equation (6) has a unique solution, which is non-negative for n finite. Therefore, any solution to (1) obtained through approximating by (6) will be non negative. Shiga considers state space R; the arguments for S 1 are the same. Walsh proves existence, uniqueness, and regularity of solutions for equations similar to (6) ( [10] , Theorem 3.2 and Corollary 3.4). His regularity results depend on the initial condition.
In [4] , existence and uniqueness of solution is shown for Equation (1) for 1 ≤ γ < 3 2 . Solutions to (1) agree with solutions to (6) up to time σ n = inf{t : sup x u(t, x) ≥ n}. There is existence, uniqueness and continuity up to time σ = lim n→+∞ σ n and then it is shown that Q(σ = +∞) = 1 for γ < 3 2 , where Q is used to denote the probability measure.
In [5] (1993), Mueller and Sowers study Equation (5), again with Dirichlet boundary conditions and the same conditions on the initial condition. In [5] , γ > 3 2 is considered and, with σ defined in the same way, it is shown that there exists a γ 0 ≥ 3 2 such that for γ > γ 0 , Q(σ < +∞) > 0. The line of approach is to couple the solution to a branching process, where large peaks are regarded as particles in the branching process and offspring are peaks that are higher by some factor. It is shown that, for γ > γ 0 , the expected number of offspring is greater than one. It follows that the branching process survives with positive probability, which corresponds to σ < +∞. The event {σ < +∞} corresponds to the event {lim t↑σ u(t, .) ∞ = +∞}. In Mueller [7] (2000), the techniques of [5] are sharpened to show that for all γ > 3 2 , there is explosion of u(t, .) ∞ in finite time with positive probability. The work of Mueller and Sowers [5] and Mueller [7] shows that the L ∞ spatial norm explodes for γ > 3 1. In this article, the equation is considered on S 1 , the unit circle. That is, the space variable takes its values in [0, 1] where 0 and 1 are identified. Instead of taking Dirichlet boundary conditions, the identification u(t, 0) = u(t, 1) is made and d 2 dx 2 is taken as the Laplacian on S 1 . While no comparison results are proved in this article, Q(σ < +∞) should be greater with Dirichlet boundary conditions than on the circle. Suppose that there exists a solution to Equation (1), taken on the unit circle, with non negative intial condition satisfying 1 0 u(0, x)dx = C for some C > 0. Let U (t) = 1 0 u(t, x)dx. Then {U (t) : t ≥ 0} is a non negative local martingale and, from a general result about non negative local martingales (given below), it satisfies: sup n≥1 nQ(sup t U (t) > n) ≤ K < +∞ for some K. It follows that S 1 u(t, x)dx is bounded almost surely in the time variable. Furthermore, the increasing process of U is simply: U t = t 0 S 1 u(s, x) 2γ dxds. Mueller and Sowers [5] (1993) followed by Mueller [7] (2000) show that there is explosion with positive probability of the L ∞ norm for γ > 
Martingale Inequalities
This section gives some basic results about non-negative continuous local martingales that will be used in the sequel.
Lemma 2.1. Let M be a non-negative continuous local martingale satisfying
Proof Let τ n = inf {t : M t = n}. Then τ n is a stopping time with respect to the natural filtration of M and the stopped process M (τn) is a martingale. It follows that, for each n ≥ 1,
Lemma 2.2. Let M be a non-negative continuous local martingale with M 0 = x. Then for all α ∈ (0, 1),
Proof Let τ n = inf{t :
Let X = sup 0<s<+∞ M s then, from Lemma 2.1,
Lemma 2.3. Let M be a non negative local martingale M . For α ∈ (0, 1), there exists a strictly positive constant c(α), which does not depend on the local martingale M , such that
Here, c(α) is the strictly positive constant which emerges in the usual Burkhölder-Davis-Gundy inequality which states that for all local martingales N such that N 0 = 0,
Proof Let A x = {| sup 0<s<∞ M s − x| < x} and let 1(B) denote the indicator function for a set B; B c denotes the complement of B. Using the Burkhölder-Davis-Gundy inequality, it follows from Lemma 2.2 that
as required.
Wiener Sheet, Function Spaces and Stochastic Integrals
The definition of the Wiener sheet (Brownian sheet) is found in Walsh [10] (1986). It was introduced into the literature by T. Kitagawa [2] (1951). The approach taken here to the construction of a stochastic integral with respect to a Wiener sheet largely follows the approach of Walsh, with gentle modification to accommodate the situation where second moments of the stochastic integral may not exist.
the Borel σ-algebra over E and λ Lebesgue measure defined on (E, E). A Wiener sheet is a random set function W defined on the sets A ∈ E of finite λ-measure such that
Lemma 3.2. The Wiener sheet is well defined.
Proof This is Walsh [10] Chapter 1 page 269.
Let (Ω, G t , G, Q) denote a filtered probability space, where G t is the σ-field generated by
and Q is the measure under which W is a Wiener sheet.
is elementary if it is of the form:
where X is bounded and G s measurable and A ∈ B(S 1 ). f is simple if it is the sum of elementary functions. The class of simple functions will be denoted by S.
Definition 3.4. The predictable σ-field P is the σ-field generated by S. A function is predictable if it is P -measurable.
, the following function spaces will be employed:
The space S p,α is equipped with the metric d p,α defined by:
for 0 < α < 1. Two adapted functions g and h are said to be (p, α) equivalent if and only if d p,α (g, h) = 0.
Lemma 3.6. For p ≥ 2, the quantity d p,α defined in Equation (10) is a metric for α ∈ (0, 1), in the sense that 1. The triangle inequality holds; for any f, g, h ∈ S p,α ,
Proof of Lemma 3.6 For the second point, equivalence class is defined such that f and g are in the same (p, α) equivalence class if and only if d p,α (f, g) = 0. The third point is clear. It only remains to prove the triangle inequality. Let
. . , a n and 0 < α < 1, together with Hölder's inequality,
The third to fourth line follows using: for non-negative A and B,
Now the stochastic integral with respect to the Wiener sheet may be constructed. Let P denote the class of functions g : R + × S 1 × Ω → R such that there is a 0 = t 0 < t 1 < . . . < t n < +∞ and disjoint sets {A i,j i = 1, . . . , n; j = 1, . . . , m i } where m 1 , . . . , m n < +∞ and for each i ∈ {0, 1, . . . , n − 1}, ∪ m i j=1 A i,j = S 1 and a collection (g i,j : i ∈ {0, . . . , n − 1}, j ∈ {1, . . . , m i }) of random variables such that g i,j is G t i measurable for each j ∈ {1, . . . , m i }, g is defined as:
and satisfies:
For functions g ∈ P, the stochastic integral is defined as:
It is clear that, for g ∈ P, the stochastic integral I(g) is a continuous local martingale with quadratic variation given by:
Let α ∈ (0, 1). The space of continuous local martingales M :
For g ∈ S 2,α , the stochastic integral may now be constructed without delay. If g 2,α = K, consider an approximating sequence of functions g (n) ∈ P such that g (n) 2,α ≤ 2K for each n and such that lim n→+∞ g (n) − g 2,α = 0. The stochastic integral is defined as the limit of I(g (n) ). It follows from the Burkholder Davis Gundy inequality that for α < 1,
where C(α) is the universal constant from the Burkholder Davis Gundy inequality.
Definition and Existence of Solution
Equation (1) is understood in the sense of Schwartz distributions and, in this setting, is equivalent to the Stochastic Integral Equation (SIE) given by (11):
where p : [0, +∞) × S 1 → R + satisfies
δ 0 denotes the Dirac delta function, with unit mass at 0 and P t f (x) = S 1 p t (x − y)f (y)dy.
Equation (11) is the mild form of Equation (1); a function u that satisfies (11) is known as a mild solution to (1).
Existence of solution is established by considering suitable approximating sequences (u (n) ) n≥1 where, for each n u (n) exists and showing that there is a weak limit u, which satisfies Equation (1). The following approximating sequence is used: for n ≥ 1, the function u (n) is the solution to Equation (12) below:
where u 0 ≥ 0 and
Lemma 4.1. For each n ≥ 1, each α ∈ (0, 1) and each p > 1, if 1 0 u 0 (x) p dx < +∞ then there exists a unique solution to Equation (12) in S p,2 . For all α ∈ [0, 1), there is a C(α) < +∞ which does not depend on n such that with Dirichlet boundary conditions and these are omitted. To prove the second statement, let U (n) (t) = S 1 u (n) (t, x)dx and note that U (n) is a non negative martingale that satisfies
Its increasing process is therefore:
It follows from Lemma 2.3 that for all α < 1, there exists a constant C(α) < +∞ such that
thus completing the proof of Lemma 4.1.
Lemma 4.2 below, showing that there is a subsequence of u (n) such that u (n) is Cauchy in S 2γ,α and u (n)γ is Cauchy in S 2,α for α ∈ (0, 1), is the crucial result for establishing existence of solution to Equation (1); it is then a simple corollary of the lemma that the terms in Equation (6) corresponding to the subsequence converge to the corresponding term in Equation (1). The proof of Lemma 4.2 is substantial and requires several parts. Firstly, a weakly convergent subsequence of u (n) is established, with a corresponding limit u. From this, convergence of the corresponding local martingales U (n j ) defined by U (n j ) t = S 1 u (n j ) (t, x)dx is established, where (u (n j ) ) j≥1 is a weakly convergent subsequence. The crucial point for proceeding from this weak convergence to showing convergence of u (n j )γ using the metric d 2,α is consideration of the quadratic variation of
Since U (n j ) −U (n k ) converges to 0, the Burkhölder Davis Gundy inequalities give convergence of quadratic variation to 0, thus giving convergence in norm, hence convergence of the martingale term in Equation (6) along the subsequence.
There exists a subsequence (n k ) k≥1 , a function u ∈ S 2γ,α for all α < 1 and a sequence u (n k ) such that u (n k ) (d) = u (n k ) for all k ≥ 1 and such that for all α < 1
where
Proof From Lemma 4.1, it follows that for all α < 1, there exist constants c(α) < +∞ and K(α) < +∞ which do not depend on n, such that
Consider R + × S 1 endowed with the metric d defined as:
The space R + ∪ {+∞} × S 1 with the metric d is compact. Now consider the space of measures over R + × S 1 defined by:
, set (with slight abuse of notation, where the meaning is clear):
and equip W with the Prohorov metric:
Consider a sequence w (n) in W such that sup n w (n) ≤ N ; in other words, sup n sup t w(t, S 1 ) ≤ N . There exists a constant K ∈ [0, N ] and a subsequence (n j ) j≥0 such that
and note that the sequence of measures defined over B(
is a sequence of probability measures. It is a standard result that if (X, d) is a compact metric space, then the space of probability measures over X with associated Prohorov metric, denoted (P(X), ρ) is compact. Therefore the sequence µ j has a convergent subsequence µ j k with a limit µ and hence the sequence w (n) has a convergent subsequence w (n j k ) with limit w = Kµ so that, with this metric, the sets {w ∈ W : w ≤ N } are compact for each N < +∞.
Now consider the sequence w (n) (t, dx) = u (n) (t, x)dx. Let w ′ (t, x) denote the density such that w(t, dx) = w ′ (t, x)dx. With abuse of notation, where the meaning is clear, ρ(v ′ , w ′ ) will be written for ρ(v, w) and w ′ for w . Now consider the sequence u (n) . Using U (n) t = S 1 u (n) (t, x)dx, it follows by Markov's inequality that for any α ∈ (0, 1),
where for any 0 < α < 1, K(α) < +∞ and is independent of M and n. It follows that
and hence tightness follows.
From Prohorov's theorem (Kallenberg [1] page 309 Theorem 16.3), stating that tightness implies relative compactness, it follows that there exists a subsequence (u (n j ) ) j≥1 and a limit u such that for all bounded continuous f
By the Skorohod Representation Theorem (see, for example Theorem 4.30, page 79 of Kallenberg [1] ), there exists a sequence ( u (n j ) ) j≥1 and a limit u where for each j u (n j ) (d) = u (n j ) and u
= u and such that ρ( u (n j ) , u) → 0 almost surely, where ρ is the metric defined by Equation (15) (writing ρ(w ′ , v ′ ) for ρ(w, v)).
From now on, this representation will be used; u (n j ) will be used to denote u (n j ) and u to denote
By taking sets A = A × S 1 , it follows from the definition of the Prohorov metric that
Q-a.s., so that, by considering A jk := {t : U (n j ) (t) − U (n k ) (t) > 0} and A c jk (where c denotes complement) separately, it follows that
Recall that a local martingale has representation M t = W M t where W is a standard Wiener process. For each j, k < +∞, U (n j ) − U (n k ) is a martingale with increasing process f jk defined by:
where f ′ jk denotes derivative. With this representation,
from which it follows that lim j→+∞ (lim k→+∞ f jk (∞)) = 0, which means that
It is straightforward that
is uniformly integrable for α < 1;
α from Equation (7), which is finite for α < 1. From this it follows that the expression → 0 as N → +∞, from which uniform integrability follows. From this:
It follows that the sequence (v (n j )γ ) g≥0 is Cauchy in d 2,α for α ∈ (0, 1). Since
, it follows that the sequence (v (n j ) ) j≥0 is Cauchy in the space S 2γ,α and since the space is complete, the sequence therefore has a limit, which is u. It follows that lim j→+∞ d 2,α (v (n j )γ , u γ ) = 0 and
Theorem 4.3. The limiting object u provides a weak solution to Equation (1).
Proof Consider the space of test functions
where φ t denotes the derivative of φ with respect to t and φ xx denotes the second derivative of φ with respect to x. A function u (n) satisfies Equation (12) if and only if for all φ ∈ T ,
where (as usual) v (n) = u (n) ∧ n. A function u satisfies Equation (11) if and only if for all φ ∈ T
From the foregoing, it is clear that
For the last term,
by Lemma 4.2 and the definition of the stochastic integral. The result follows.
Existence of norms
Let u denote a solution to Equation (1) . In this section, the following result is proved.
Theorem 5.1. Let u denote a solution in S 2γ,α for α < 1 to Equation (1). Let
Then for each p < +∞ and each α ∈ 0, 1 2 and each T < +∞ such that the initial condition u 0 satisfies
Then u(t, x) = U (t, t; x). By Itô's formula,
for some c(p) and Hölder's inequality,
It follows, again by Itô's formula, that
For 0 < q < 1, the last term is negative and so may be disregarded for obtaining an upper bound. It follows, using Burkhölder's inequality, that for α ∈ 0, 1 2 and q ∈ (0, 1), there are constants c(α, p, q) and c(p) such that
Firstly, by Jensen's inequality, for a non-negative function f and β ∈ (0, 1),
. Note that for 2p ≥ 1, U (r, t) 2p ≥ U (r), from which it follows, with q = 1 2p and T < +∞ that there is a constant c(α, p, T ) < +∞ such that
By Itô's formula,
so that for α < 1 2 , using Hölder's inequality, there is a c(α) < +∞ such that
Again, by Itô's formula,
Theorem 5.1 follows.
Conclusion and Further Study
In this article, existence of solution to Equation (5) was established, thus answering the question posed in Mueller [6] , of whether the solution could be continued after explosion of the L ∞ norm. The main outstanding problem for this SPDE, is that of uniqueness of solution. After the explosion of the L ∞ norm, established by Mueller and Sowers [5] and Mueller [7] for γ > 3 2 , the question is whether the continuation of the solution is unique or whether the explosion leads to possible multiplicity of solution.
The results taken together; that sup t U (t) < +∞ where U is the total mass process, that ∞ 0 S 1 u 2γ (t, x)dxdt < +∞ and the results about L p spatial norms in the final section should give clear limitations on the sizes of the spikes that can occur. It would be interesting to have more detailed information about the behaviour of the solution close to explosion points and possible multiplicity of solution beyond the explosion points.
More generally, the existence result established in this article, while restricted to a power γ, indicates that there are well defined solutions for potential terms of arbitrary polynomial growth, which are Lipschitz at 0 (the techniques rely on non-negativity of solution, which requires assumptions on the potential in a neighbourhood of 0). The noise coefficient only requires to be locally Lipschitz. The noise would appear to have the effect of hammering the solution downwards; explosions that appear are accommodated in suitable L p spaces. There is the open problem of establishing a machinery for the study of SPDEs which reflects this; machinery which requires a global Lipschitz assumption in order to apply a Gronwall lemma misses the essential nature of the process.
The subject of partial differential equations is largely motivated by the natural and engineering sciences and largely seeks to answer problems raised within these disciplines. The same is true of the subject of SPDEs and good examples may be found, for example, in Walsh [10] . While the particular SPDE addressed in this article presents a problem that is of interest in its own right, it would also be of interest to consider situations from applied fields which motivate its study. The SPDE would then be considered as the limit, at least formally, of a sequence of approximating equations indexed by a parameter ǫ, the limiting equation occurring as ǫ → 0. The comparison of behaviour between the 'physical' equations with ǫ > 0 and the limit, for example how explosions develop in the limit, is of interest.
This article therefore answers one question in a rather large field that has substantial potential for further development.
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