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Abstract 
The widespread application of AI comes with high expectations of benefits for many domains, 
including healthcare, finance, education, and transport. However, there have been equally 
alarming predictions of discriminatory systems, biased decision-making, and privacy viola-
tions. This has sparked a public concern and discussion on applied AI ethics. 
Prior research on AI ethics has been highly theoretical and conceptual, focusing on creating 
ethical AI guidelines and frameworks, whereas the empirical research is still under-researched 
and poorly available. Therefore, this study aims to fill this gap between theory and practice by 
conceptualizing some of today’s ethical AI practices.  
This study was set out to examine how ethical AI principles are put into practice in organ-
izations developing or deploying AI, and to find out what are the drivers of implementing eth-
ical AI. Overall, 13 semi-structured expert interviews were conducted with 12 AI organizations, 
and the data was analyzed following the Gioia method. As a result of the analysis process, it 
can be concluded that ethical AI principles are implemented as governance, and AI design and 
development practices, as well as knowledge management and stakeholder communication ac-
tivities. As for the drivers, the ethical AI practices are motivated by trust and risks, regulatory 
and stakeholder pressure, and business drivers. Furthermore, the identified individual ethical 
AI practices and drivers are discussed in this research.  
The findings indicate that AI organizations had implemented relatively similar ethical AI 
practices that were recommended by today’s AI guidelines and frameworks. Moreover, ethical 
AI practices were not purely considered important for ethical reasons. Instead, organizations 
were more motivated by the pragmatic drivers, such as regulatory requirements, stakeholder 
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Tiivistelmä 
Tekoälyn laajempi käyttöönotto mahdollistaa monia etuja eri toimialoilla, kuten terveyden-
huollon, rahoituksen, koulutuksen ja liikenteen parissa. Tämä on kuitenkin nostanut esiin hä-
lyttäviä ennusteita syrjivistä järjestelmistä, vinoutuneesta päätöksenteosta ja yksityisyyden 
loukkauksista. Nämä kaikki ovat herättäneet yleistä huolta ja keskustelua tekoälyn etiikasta. 
Aikaisempi tutkimus tekoälyn etiikasta on ollut erittäin teoreettista ja käsitteellistä, keskit-
tyen lähinnä tekoälyn eettisten ohjeiden ja viitekehysten luomiseen, minkä takia empiirinen 
tutkimus näistä on edelleen vähäistä ja huonosti saatavilla. Tämän tutkimuksen tarkoituksena 
on täyttää tämä aukko teorian ja käytännön välillä käsitteellistämällä joitakin nykypäivän eet-
tisen tekoälyn toimintatapoja ja käytänteitä. 
Tämä tutkimus lähti selvittämään, miten tekoälyn eettisiä periaatteita sovelletaan käytän-
nössä tekoälyä kehittävissä ja käyttävissä organisaatioissa, ja mitkä ovat ajureita eettisen teko-
älyn soveltamiselle. Kaiken kaikkiaan 13 puolistrukturoitua asiantuntijahaastattelua suoritettiin 
12 tekoälyä hyödyntävän organisaation kanssa, ja näistä saatu data analysoitiin Gioia-menetel-
mällä. Analyysin tuloksena voidaan päätellä, että tekoälyn eettisiä periaatteita toteutetaan hal-
linto-, ja tekoälyn suunnittelu- ja kehittämiskäytänteinä, sekä osaamisen ja ymmärryksen ke-
hittämisen ja sidosryhmien viestinnän keinoilla. Eettisen tekoälyn toimintatapojen ajureina toi-
mivat taas luottamus ja riskit, regulaation ja sidosryhmien painostus, sekä liiketoiminnannalli-
set ajurit. Tässä tutkimuksessa käsitellään myös yksittäisiä eettisen tekoälyn toimintatapoja ja 
ajureita. 
Tulokset osoittavat, että tekoälyorganisaatiot olivat toteuttaneet suhteellisen samanlaisia 
eettisen tekoälyn toimintatapoja, joita nykyiset tekoälyn eettiset ohjeet ja viitekehykset suosit-
televat. Eettisiä tekoälyn toimintatapoja ei kuitenkaan suoritettu puhtaasti eettisistä syistä. Sen 
sijaan organisaatioita motivoivat enemmän käytännölliset tekijät, kuten regulaatiovaatimukset, 
sidosryhmien paineet, asiakkaiden luottamuksen ylläpitäminen tai riskien hallinta. 
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“All models are wrong, but some are useful” George E. P. Box 
The widespread application of artificial intelligence (AI) comes with high expectations of 
benefits for many domains, including healthcare, finance, education, and transport. Sev-
eral definitions of AI have been proposed, as it is a collective term for a wide range of 
technologies and abstract large-scale phenomenon (Hagendorff, 2020). However, the dis-
cussion among academia has recently focused on Deep Neural Networks (DNNs) and 
Machine Learning (ML) techniques (Morley et al., 2020). While this might be true, the 
definition proposed by European Commission’s High-Level Expert Group on AI (AI 
HLEG, 2019) will be used in this research: 
“Artificial intelligence (AI) systems are software (and possibly also hard-
ware) systems designed by humans that, given a complex goal, act in the 
physical or digital dimension by perceiving their environment through data 
acquisition, interpreting the collected structured or unstructured data, rea-
soning on the knowledge, or processing the information, derived from this 
data and deciding the best action(s) to take to achieve the given goal. AI sys-
tems can either use symbolic rules or learn a numeric model, and they can 
also adapt their behaviour by analysing how the environment is affected by 
their previous actions. 
As a scientific discipline, AI includes several approaches and techniques, 
such as machine learning (of which deep learning and reinforcement learn-
ing are specific examples), machine reasoning (which includes planning, 
scheduling, knowledge representation and reasoning, search, and optimiza-
tion), and robotics (which includes control, perception, sensors and actua-
tors, as well as the integration of all other techniques into cyber -physical 
systems).” AI HLEG 
AI has been highly successful in recent years due to the vast amount of available 
(personal) data, mostly collected by privacy-invasive social media platforms, 
smartphones, and other devices (Hagendorff, 2020). In return for sharing personal data, 
users will benefit from these services for free (Kumar et al., 2020). This arrangement can 
be a win-win situation for both parties, although the recent abuses have threatened this 
setup (Kumar et al., 2020), as shown by the Cambridge Analytica scandal that influenced 
voters based on their Facebook profiles (Confessore, 2018). Furthermore, there have been 
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equally alarming predictions of out-of-control robots, biased decision-making, unfair 
treatment of minority groups, privacy violations, adversarial attacks, and challenges to 
human rights (Shneiderman, 2020). Hagendorff (2020) compares this to a black box (first 
introduced by Pasquale [2015]) and post-privacy society, where non-transparency and 
opaque algorithms are caused by complex technological systems and strategic organiza-
tional decisions. The ethical challenges posed by AI threaten to halt the advancement of 
beneficial applications unless handled properly (Morley et al., 2020). This has sparked 
public concern and discussion on AI ethics. AI ethics refers to the emerging field of ap-
plied AI ethics (Morley et al., 2020), which focuses on defining principles and developing 
frameworks and guidelines to ensure AI’s ethical use in society (Whittlestone et al., 
2019).  
According to Helin & Sandström (2007), business ethics studies can be categorized 
based on their main orientation: 1. content (i.e., what are the principles, and what is in 
them), 2. output (i.e., what effects these principles have), and 3. transformation (i.e., how 
these principles are put into practice in the organization). Most of the research on AI 
ethics have been content-oriented (i.e., conceptual and theoretical by nature), focusing on 
defining ethical principles, guidelines and frameworks (see Eitel-Porter, 2021; Felzmann 
et al., 2020; Floridi et al., 2018; Hagendorff, 2020; Kroll, 2018; Morley et al., 2020; Ryan 
& Stahl, 2020; Schneider et al., 2020; Shneiderman, 2020; Vakkuri, Kemell, & 
Abrahamsson, 2020). On the contrary, only a handful of output- and transformation-ori-
ented studies have been conducted. 
To date, only a few output-oriented studies can be found (see McNamara et al., 2018; 
Vakkuri, Kemell, & Abrahamsson, 2019a). The study by McNamara et al. (2018) 
measures the effects of ACM’s Code of Ethics on software-related decision-making, and 
concluded that ethical guidelines had no impact on the choices made by software devel-
opers and professionals. In contrast, Vakkuri, Kemell, & Abrahamsson (2019a) found 
that a mere presence of an ethical tool had an effect on ethical consideration and created 
a sense of responsibility for software developers, even when the use of the tool was not 
voluntary. 
Furthermore, only a small number of transformation-oriented studies on AI ethics 
can be found (see Kelley, 2020; Vakkuri et al., 2020; Vakkuri, Kemell, & Abrahamsson, 
2019b; Vakkuri, Kemell, Kultanen, et al., 2019). Therefore, this study aims to widen the 
body of knowledge in this research field and provide empirical data into this ongoing 
8 
 
discussion on transforming AI principles into practice. The gap between theory and prac-
tice is closed by answering the following questions:  
 
1. How are ethical AI principles put into practice in organizations developing or 
deploying AI? 
2. What are the drivers of implementing ethical AI? 
 
This study was conducted as a part of a research project called Artificial Intelligence 
Governance & Auditing (AIGA, 2020), which explores how to execute responsible AI in 
practice. The AIGA project is coordinated by the University of Turku and funded by 
Business Finland. 
The remainder of this thesis is structured as follows. In Section 2, some of the ethical 
AI guidelines are introduced, and the most prominent ethical AI principles are discussed. 
The research methods and methodology are presented in Section 3, and the findings are 
discussed in Section 4. Next, the key findings, implications, and future research and lim-
itations are discussed in Section 5. Finally, the thesis is summarized and concluded in 
Section 6.   
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2 ETHICAL AI 
A systematic review of 84 ethical AI documents by Jobin et al. (2019) found that although 
no single AI principle is featured in all of them, more than of them included the themes 
of transparency, justice and fairness, non-maleficence, responsibility, and privacy. These 
findings are similar to those reported by Hagendorff (2020) of the 22 major ethical AI 
guidelines, including the European Commission’s AI HLEG “Ethics Guidelines for 
Trustworthy AI” and the IEEE document of “Ethically Aligned Design”. The study con-
cluded that privacy, fairness, and accountability were present in about 80 percent of them. 
Moreover, a review of the 36 most visible or influential ethical AI documents found that 
some of the recurring themes are fairness and non-discrimination, privacy, accountabil-
ity, and transparency and explainability, featuring in over 90 percent of the documents 
(Fjeld et al., 2020). According to the same study, most of the recent documents tend to 
cover all of these themes, suggesting a convergence around them. 
Principles alone cannot guarantee ethical AI (Mittelstadt, 2019), and for principles to 
be useful, they must be able to guide actions (Whittlestone et al., 2019). However, prin-
ciples can be a valuable part of AI ethics, consolidating complex ethical issues into a more 
understandable form, which can be agreed upon by a diverse group of people from mul-
tiple fields and sectors (Whittlestone et al., 2019). Moreover, governance practices, as 
well as international standards and further regulation, can be created based on these prin-
ciples (Whittlestone et al., 2019). However, it is not without its challenges, as different 
groups may interpret principles differently, and the principles are most often highly gen-
eral by nature, and thus, too broad to be action-guiding, and they sometimes come into 
conflict with practice (Whittlestone et al., 2019). Furthermore, Whittlestone et al. (2019) 
noted that there is a tension between “respecting privacy and autonomy of individuals” 
and “using data to improve the quality and efficiency of services”, as well as “ensuring 
fair and equal treatment” and “using algorithms to make decisions and predictions more 
accurate”. 
According to Floridi et al. (2018), ethical AI yields a “dual advantage”, whereby 
leveraging the opportunities created by AI becomes socially acceptable (i.e., increased AI 
adoption) and organizations can avoid or minimize costly mistakes (i.e., mitigate or pre-
vent negative impacts). In short, ethical AI simultaneously enables organizations to avoid 
the misuse and underuse of AI (Floridi et al., 2018). However, Floridi et al. (2018) em-
phasized that “dual advantage can only function in an environment of public trust and 
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clear responsibilities more broadly”, and where public acceptance and adoption of AI 
systems will only occur if the benefits are seen greater than the risks. Similarly, Morley 
et al. (2020) suggest that the lack of AI governance mechanisms and guidance may: 1. 
“result in the costs of ethical mistakes outweighing the benefits of ethical successes”, 2. 
“undermine public acceptance of algorithmic systems, even to the point of a backlash”, 
and 3. “reduce adoption of algorithmic systems”. 
For principles to be useful in practice, they must be able to guide actions 
(Whittlestone et al., 2019). AI HLEG (2019) suggests that both technical and non-tech-
nical methods are required for AI principles to be implemented, and that the methods 
should encompass all stages of AI’s life cycle. According to Hagendorff (2020), some of 
the principles, such as accountability, explainability, privacy, fairness, robustness and 
safety are most easily operationalized mathematically, and thus, tend to be implemented 
in terms of technical methods. Some of the technical methods include continuous moni-
toring, and rigorous testing and validation of the system, whereas the non-technical meth-
ods comprise standardization (e.g., IEEE P7000 or ISO Standards), certification, govern-
ance frameworks, education and awareness, stakeholder participation, and diversity in AI 
design and development teams (AI HLEG, 2019). Moreover, Fjeld et al. (2020) suggest 
that “principles are a starting place for governance”, which is why many ethical AI guide-
lines include governance practices in addition to technical methods (see AI HLEG, 2020; 
Eitel-Porter, 2021; Floridi et al., 2018; Kroll, 2018; Ryan & Stahl, 2020; Schneider et al., 
2020; Shneiderman, 2020; Vakkuri, Kemell, & Abrahamsson, 2020). The themes of fair-
ness, accountability, and transparency are further discussed in Sections 2.1, 2.2, and 2.3. 
2.1 Principle of Fairness 
Fairness is closely linked to non-discrimination and the prevention of bias. AI systems 
are subject to various distortions, which may lead to unfair decisions (Kumar et al., 2020). 
Every ML model is trained and evaluated using data (Gebru et al., 2018), which often 
reflects existing biases in gender, race, or religion (Kumar et al., 2020). The data set’s 
characteristics will eventually influence a model’s behavior (Gebru et al., 2018), and re-
inforce existing discriminations (Kumar et al., 2020). Recent instances of biased decision-
making and unfairness include COMPAS recidivism algorithm that incorrectly judges 
black defendants to be at a higher risk of reoffending (Larson et al., 2016), Amazon re-
cruiting tool that showed bias against women (Dastin, 2018), and commercial gender 
classification algorithms from IBM and Microsoft that were more likely to misclassify 
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dark-skinned women (Buolamwini & Gebru, 2018). The guidelines on fairness provide 
recommendations on minimizing and preventing these issues (Ryan & Stahl, 2020).  
It is suggested that high-quality and representative data sets can be used to address 
the issue of “garbage in, garbage out” (Fjeld et al., 2020). Non-representative data sets 
may introduce bias and reduce the accuracy of the results (Fjeld et al., 2020). However, 
a representative data set may nonetheless be informed by historical bias, and thus, data 
quality (e.g., accuracy, consistency, and validity) should be measured and monitored 
(Fjeld et al., 2020). Furthermore, several tech companies already offer bias mitigation and 
fairness tools for AI, such as AI Fairness 360 tool kit by IBM, What-If Tool and Facets 
by Google, and Fairlearn by Microsoft. 
The design and development phase may also suffer from bias. Thus, AI HLEG (2019) 
encourages diversity in AI design and development teams by “hiring from diverse back-
grounds, cultures and disciplines” to ensure diversity of opinions and non-discriminatory 
AI systems. Furthermore, AI HLEG (2019) advises stakeholder participation and social 
dialog by “consult[ing] stakeholders who may directly or indirectly be affected by the 
system throughout its life cycle”. This is also referred to as “inclusiveness in design” 
(Fjeld et al., 2020). Moreover, AI HLEG (2019) emphasizes “inclusion and diversity 
throughout the entire AI system’s life cycle” as well as “ensuring equal access through 
inclusive design processes as well as equal treatment”.  
The study by Jobin et al. (2019) concluded that AI guidelines promote fairness and 
non-discrimination through: 1. technical solutions such as standards, 2. transparency, no-
tably by providing information and raising public awareness of existing rights and regu-
lation, 3. testing, monitoring, and auditing, 4. developing or strengthening the rule of law 
and the right to appeal, recourse, redress or remedy, and 5. via systemic changes and 
processes such as governmental action and oversight, a more interdisciplinary or other-
wise diverse workforce, as well as better inclusion of civil society or other relevant stake-
holders in an interactive manner. 
Furthermore, Kroll (2018) suggests that data governance practices can manage fair-
ness issues. These practices include data minimization (i.e., collect, use and store only the 
least amount of data necessary), review boards (i.e., diverse and multidisciplinary board 
to analyze legal compliance, risks, and impacts; the board should also have the power to 
deny or approve use cases), impact statements (i.e., formal and systematic process to in-
vestigate foreseeable issues and risks, and how to mitigate them), and continuous moni-
toring of correctness (e.g., review modeling errors, concept drifts, bias, etc.). 
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2.2 Principle of Accountability 
Accountability refers to the state of being responsible for the AI system, its behavior and 
potential impacts (Ethics of AI MOOC, 2020). While some forms of automation and al-
gorithmic decision-making have existed for some time, AI’s complex nature can place 
further distance between the results of an action and the actor who caused it, raising the 
question about who should be held accountable and under what circumstances (Fjeld et 
al., 2020). This is also referred to as the “responsibility gap”, whereby it is unclear who 
is ultimately responsible (Ryan & Stahl, 2020). 
According to Ryan (2020), the responsibility and accountability of AI systems cannot 
lie with the technology itself as AI systems cannot be held responsible for their actions. 
The burden of responsibility should instead be allocated between those who design, de-
velop, deploy, and use these systems. Indeed, AI HLEG (2019) suggests that organiza-
tions should be held responsible for the actions and impacts of their AI systems, but also 
that the responsibility lies with the governments, industry leaders, research institutions, 
and AI practitioners. These recommendations are similar to those reported by Jobin et al. 
(2019) and Fjeld et al. (2020), which found that ethical AI guidelines propose a number 
of different actors to be held accountable if harm occurs, including AI developers, com-
panies, governments, researchers and users. However, Fjeld et al. (2020) noted that some 
are reluctant to hold developers liable for the consequences of AI’s deployment. There-
fore, the responsibility is frequently shifted to the user (Vakkuri, Kemell, & 
Abrahamsson, 2019a; Vakkuri, Kemell, Kultanen, et al., 2019). Nonetheless, many ethi-
cal AI guidelines recommend organizations to clearly allocate the responsibilities and 
legal liabilities (Jobin et al., 2019).  
AI HLEG (2019) emphasizes that it is essential to identify, assess, document, and 
minimize the potential negative impacts of AI systems. Furthermore, it is suggested to 
use impact assessments to identify, mitigate and prevent the negative impacts (AI HLEG, 
2019). Moreover, impact assessments can be used as an accountability mechanism, and 
prevent an AI system from ever being deployed or developed if the risks are deemed to 
be too high or impossible to mitigate (Fjeld et al., 2020). Impact assessments can be used 
purely for internal purposes, to influence decision-making and review the risks, or they 
could be used to assist external auditing (Kroll, 2018). Impact statements can also be 
published to build trust and communicate with society (Kroll, 2018). 
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Some ethical AI guidelines suggest creating internal review boards, which would 
oversee the use and development of AI (Fjeld et al., 2020), and have the power to approve 
or deny any use case (Kroll, 2018). The review board should examine all AI systems 
closely for legal compliance, and potential risks and impacts (Kroll, 2018). The board 
should contain stakeholders from many functions, including legal, compliance, market-
ing, data science, and information security (Kroll, 2018).  
Auditability is also linked to accountability. It enables the “assessment of algorithms, 
data and design processes” by internal or external auditors (AI HLEG, 2019). Therefore, 
it is suggested that “AI systems should be able to be independently audited” (AI HLEG, 
2019), or that the systems should be built in a way that they are capable of being audited 
(Fjeld et al., 2020). Furthermore, Fjeld et al. (2020) suggest that the learnings from these 
evaluations and audits can be fed back into the system to ensure continuous improvement. 
Accountability is strongly connected to human control (Fjeld et al., 2020). According 
to Fjeld et al. (2020), AI systems must be designed and implemented so that humans can 
intervene in their actions. Similarly, UNI Global Union (2017) suggests that a legal per-
son must retain control over these systems at all times. AI HLEG (2019) defines human 
control as human agency and oversight. The key to human agency is “the right not to be 
subject to a decision based solely on automated processing” (GDPR Article 22). There-
fore, individuals “should be able to make informed autonomous decisions regarding AI 
systems” and “be enabled to reasonably self-assess or challenge the system” (AI HLEG, 
2019). Moreover, individuals must have the possibility to opt out of automated decisions 
related to them (AI HLEG, 2019). Indeed, Fjeld et al. (2020) suggest that individuals 
should be able to request and receive a human review of the decisions made by AI. 
Human oversight can be achieved through governance mechanisms, such as human-
in-the-loop (HITL), human-on-the-loop (HOTL), or human-in-command (HIC) ap-
proaches. AI HLEG (2019) defines these in the following way: 
1. “HITL refers to the capability for human intervention in every decision cycle of 
the system, which in many cases is neither possible nor desirable.” 
2. “HOTL refers to the capability for human intervention during the design cycle of 
the system and monitoring the system’s operation.” 
3. “HIC refers to the capability to oversee the overall activity of the AI system (in-
cluding its broader economic, societal, legal and ethical impact) and the ability to 
decide when and how to use the system in any particular situation. This can in-
clude the decision not to use an AI system in a particular situation, to establish 
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levels of human discretion during the use of the system, or to ensure the ability to 
override a decision made by a system.” 
2.3 Principle of Transparency 
According to Ryan & Stahl (2020), transparency can be understood in two ways: 1. the 
transparency of the AI system itself, and 2. the transparency of the AI organizations de-
veloping and using it. The former refers to the understanding of how the system is de-
signed and how it reaches a decision (Barredo Arrieta et al., 2020), and the latter refers to 
the understanding of what, why, and by whom the decisions were made during the devel-
opment and design processes (Vakkuri, Kemell, & Abrahamsson, 2019a).  
Fjeld et al. (2020) consider that the greatest challenge of AI governance is the com-
plexity and opacity of the technology itself. Nonetheless, transparency can be argued to 
be the most important principle (Vakkuri, Kemell, & Abrahamsson, 2019b), as it may 
function as a “prerequisite for ascertaining that the remaining principles are observed.” 
(UNI Global Union, 2017). Indeed, transparency is considered as one of the key principles 
in many ethical AI guidelines, such as the European Commission’s AI HLEG “Ethics 
Guidelines for Trustworthy AI” and the IEEE document of “Ethically Aligned Design”. 
Furthermore, transparency is connected to numerous other themes, such as accountability, 
safety and security, and fairness and non-discrimination (Fjeld et al., 2020). 
A simple solution to increase transparency would be to release the algorithm’s source 
code, or the inputs and outputs that are used to make the decisions (Lepri et al., 2018). 
Furthermore, organizations could also consider minimizing the use of black boxes or 
abandon them altogether (Ryan & Stahl, 2020). However, transparency can be disadvan-
tageous for organizations from a competitive perspective (Felzmann et al., 2020), which 
is why opacity may be intentional corporate or state secrecy (Burrell, 2016). Organiza-
tions can be unwilling to share any information to maintain trade secrets and competitive 
edge (Burrell, 2016), as making AI systems more transparent could result in competitors 
copying these systems, or allow users and competitors to game or sabotage them 
(Felzmann et al., 2020). 
For traceability and increased transparency, AI HLEG (2019) suggests that organi-
zations should document all of the used algorithms and data sets, as well as the model’s 
behavior and decisions to the best possible standards. This would also facilitate audita-
bility and explainability (AI HLEG, 2019).  
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Transparency is regularly associated with the efforts to increase explainability, inter-
pretability, or other acts of communication and disclosure (Jobin et al., 2019; Ryan & 
Stahl, 2020). Indeed, transparency can also be achieved by providing interpretable expla-
nations regarding the processes that lead to the decisions (Lepri et al., 2018). According 
to AI HLEG (2019), “[t]echnical explainability requires [that] the decisions made by an 
AI system can be understood and traced by human beings”. However, there is more to it 
than that, as explainability can be defined in various ways, for example, depending on the 
purpose and target audience (Golbin et al., 2019). According to Golbin et al. (2019), ex-
planations can be described as either global or local ones. Global explanations refer to the 
general rules and overall behavior of the model (i.e., how the system generally reaches a 
decision, what drives the system’s decisions, which factors are the most important ones, 
etc.), whereas local explanations look at the specific decision (i.e., how it reached a par-
ticular outcome) (Golbin et al., 2019; Kroll, 2018).  
Not all stakeholders are interested in the same kind of explanations (Golbin et al., 
2019). Users and the ones affected by the decisions are interested in verifying the result’s 
correctness and fairness, while regulatory authorities are more interested in legal compli-
ance (Barredo Arrieta et al., 2020). Moreover, the technical audience may use explana-
tions to debug and understand the model’s behavior better, or simply measure its perfor-
mance (Golbin et al., 2019). Thus, more technical explanations (e.g., statistical methods) 
can be sufficient for developers and data scientists. Moreover, the topic of explainable AI 
(XAI) has gained much attention in recent years and become an active field of research 
(Barredo Arrieta et al., 2020). Barredo Arrieta et al. (2020) suggest that XAI techniques 
have the potential to ensure numerous AI principles, such as fairness, transparency, ac-
countability, safety and security, and privacy. However, this kind of technical transpar-
ency can be challenging due to the complexity and opacity of some AI systems (e.g., ML 
and DNNs) (Burrell, 2016). 
The decisions of more advanced systems may become virtually impossible to trace 
step-by-step (Burrell, 2016), even for experts (Felzmann et al., 2020). Thus, a trade-off 
must be made between performance and interpretability (Barredo Arrieta et al., 2020), as 
more complex systems are becoming less interpretable (Felzmann et al., 2020). However, 
Barredo Arrieta et al. (2020) argue that a deeper understanding of the system can be used 
to correct its deficiencies.  
It is possible to achieve greater transparency with proper communication and disclo-
sure of information (Jobin et al., 2019; Ryan & Stahl, 2020). AI HLEG (2019) highlights 
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that “humans have the right to be informed [when] they are interacting with an AI system” 
and that “AI systems must be identifiable as such”. Furthermore, General Data Protection 
Regulation (GDPR) states that individuals have “the right not to be subject to a decision 
based solely on automated processing” (GDPR Article 22). Thus, it must be notified when 
an AI system makes a decision about an individual, and the individuals must have the 
possibility to opt out (AI HLEG, 2019). This is also referred to as “the power to decide” 
(Floridi et al., 2018). Moreover, GDPR states that individuals must be informed of the 
collection and processing of their personal data (GDPR Article 13 and 14), which includes 
data collected or processed by AI or for the AI systems training purposes. 
Inspired by the Privacy by Design (PbD) approach, Felzmann et al. (2020) propose 
a Transparency by Design (TbD) framework to address the ethical issues posed by AI. 
The framework focuses on information flow, and addresses transparency in three seg-
ments: 1. design of AI systems (i.e., the general design requirements to enhance transpar-
ency when developing new systems), 2. information on data processing and analysis (i.e., 
information provision that makes data processing, decision-making routines and risks 
more transparent once the system is in use), and 3. accountability (i.e., the organizational 
and stakeholder-oriented transparency aspects in terms of inspectability, responsiveness 
and reporting routines). Thus, the Transparency by Design framework focuses on general 
design requirements, user-oriented information provision about the system, and the man-
agement of transparency for systems in an organizational sense (Felzmann et al., 2020). 
In addition, AI HLEG (2019) suggests “X by Design” approaches to be used more 
widely, whereby the general idea is to implement these principles into the design of the 
AI system. Indeed, Privacy by Design and Security by Design are widely recommended 
by ethical AI guidelines (see AI HLEG, 2019; Felzmann et al., 2020; Fjeld et al., 2020; 




3.1 Research Approach 
According to Ghauri (2020), a study can be either exploratory, descriptive, or causal. 
Causal research is used to examine the causal relationships between variables, while de-
scriptive research aims to provide explanations and additional information about a phe-
nomenon (Ghauri, 2020). Moreover, exploratory research can be seen as the initial re-
search of theory and hypothesis development, and is suitable to situations that have no 
explicit or single set of answers. As mentioned in Section 1, only a handful of transfor-
mation-oriented studies have been conducted on AI ethics (i.e., how ethical AI principles 
are put into practice in organizations). Therefore, this study aims to fill this gap by ex-
ploring the existing ethical AI practices and providing empirical data into this ongoing 
discussion on transforming AI principles into practice.  
Next, the decision between qualitative and quantitative research methods must be 
made. According to Eriksson & Kovalainen (2008), research methods should be suitable 
for answering the research questions. Hence, the research questions should dictate the 
research methods. A qualitative approach is chosen for this study since it is generally 
accepted that qualitative methods are suitable when studying a relatively new phenome-
non (Ghauri, 2020). Furthermore, a qualitative approach seems to be more appropriate 
than quantitative, since the aim is to provide intricate details and understanding of the 
phenomenon in question (Ghauri, 2020). Although AI is not a novel research field, the 
recent abuses (e.g., the Cambridge Analytica scandal [Confessore, 2018]) sparked a pub-
lic concern and discussion among academia on AI ethics. Indeed, as mentioned in Section 
1, prior research has been highly theoretical and conceptual, focusing on creating guide-
lines and frameworks for ethical AI, whereas empirical research is still mainly under-
researched and scarce. 
3.2 Data Collection 
Semi-structured interviews were chosen as the research method, as it provides the flexi-
bility to adjust the interview questions based on the participant’s responses (Gioia et al., 
2013). Furthermore, publicly available materials from the organization’s websites and 
press releases were used to further examine some of the information referred to in the 
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interviews, such as corporate ethical AI guidelines, and to obtain contextual information 
about the organizations.  
Interviews are an efficient and practical way of collecting information that cannot be 
found in a published form (Eriksson & Kovalainen, 2008). They enable the researcher to 
obtain real-time information on a phenomenon or a process (Ghauri, 2020). Moreover, 
interviews allow the participants to talk freely about their experiences and actions 
(Ghauri, 2020), and provides the possibility to ask follow-up questions for more in-depth 
responses (Roulston & Choi, 2018). A significant advantage with semi-structured inter-
views is that they can be reasonably conversational, while still being rather systematic 
and comprehensive (Eriksson & Kovalainen, 2008).  
This study follows the Gioia method (Gioia et al., 2013), which is further discussed 
in Section 3.3. According to Gioia et al. (2013), organizational phenomena are socially 
constructed by knowledgeable agents who can explain their thoughts, intentions, and ac-
tions. Therefore, semi-structured interviews are the heart of qualitative research (Gioia et 
al., 2013). Since this study concerns organizational practices, management level AI ex-
perts are considered the most appropriate participants for the interviews.  
The interview questions focused on how organizations addressed the ethical concerns 
and AI themes presented in Section 2, and were adjusted as new knowledge emerged from 
the interviews (Gioia et al., 2013). Direct discussion on ethics was avoided as the con-
ception of ethics in the AI context is ambiguous. Instead, more practical, though open-
ended, questions were used. The purpose was to discover the ethical AI practices organi-
zations already had in place. Therefore, the participants were encouraged to discuss these 
with their own terms and conceptions (Gioia et al., 2013). The idea was to avoid the ex-
cess use of existing terminology and practices to discover new concepts and best practices 
(Gioia et al., 2013). 
The empirical data was collected through semi-structured expert interviews with or-
ganizations operating in the Finnish AI landscape. The author conducted the interviews 
via video conference tools Zoom and Teams in the participants’ primary language (i.e., 
Finnish). Moreover, the interviews were recorded and transcribed to enable further anal-
ysis. The interviews took place between October and November 2020, and lasted on av-
erage 48 minutes. Overall, 17 organizations were approached by email, of which 13 in-
terviews were conducted with 12 organizations. General details of the participants, or-




Table 1  Interviewed Organizations and Participants 
 
 
Organizations were categorized according to their use of AI systems. The categori-
zation was adapted and modified from Finland’s AI Accelerator (FAIA, 2020) report on 
“The State of AI in Finland” into three categories: AI Product Organizations (i.e., AI 
systems in organization’s own use or as a sales product), AI Consultancies (i.e., creates 
AI systems for clients), and AI Enabler Organizations (i.e., supplier of AI related services 
or platforms). Three organizations were AI Consultancies, one was AI Enabler Organi-
zation, and eight had AI Products in use or as a sales product. Moreover, four of the 
interviewed organizations were in the public sector and eight in private. All participants 
worked directly with AI systems or managed their development. Furthermore, a range of 
managerial positions was represented, from CEOs to Lead Data Scientists. Identifiable 
job titles were modified for pseudonymization purposes.  
Voluntariness and pseudonymization were emphasized in the interviews. This cre-
ated an opportunity for the participants to talk freely and describe their own experiences 
without being worried about leaking confidential information. As suggested by Gioia et 
al. (2013), the participants were not promised confidentiality, but anonymity. Thus, the 
data was pseudonymized in the analysis process. Furthermore, the participants had the 
option to discuss the subject off the record to provide deeper context, which would not be 
used in the research. Participation was entirely voluntary and the participants had a right 
to discontinue any time during the research, as instructed by The Ethical Principles of 
Research from the Finnish National Board on Research Integrity (2019).  
Participant Business Field AI  Category Job Title Interview 
Length 
P1 Software Service, AI Platform AI Enabler Chairman of the Board 40 min 
P2 IT Consultancy AI Consultancy Analytics Executive 40 min 
P3 Software Service, AI Platform AI Enabler Chief Executive Officer 30 min 
P4 Public Service AI Product Analytics Lead 50 min 
P5 IT Consultancy AI Consultancy Chief Executive Officer 55 min 
P6 IT Consultancy AI Consultancy Competence Lead 70 min 
P7 Financial Services AI Product Lead Data Scientist 60 min 
P8 Software Service, Maritime Industry AI Product Chief Executive Officer 50 min 
P9 Public Service AI Product Chief Innovation Officer 45 min 
P10 University AI Product Chief Information Officer 35 min 
P11 Software Service, Business Applications AI Product Chief Executive Officer 30 min 
P12 Public Service AI Product Senior Specialist 65 min 
P13 Retail AI Product Head of Analytics 55 min 
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3.3 Data Analysis 
Each interview was recorded with the participant’s permission, and later transcribed for 
data analysis. The transcripts were then coded using qualitative research software NVivo. 
The coding process followed the Gioia method (Gioia et al. 2013), which is based on the 
Grounded Theory developed by Glaser & Strauss (1967). Coding and analysis was per-
formed in four steps, presented in Table 2. 
Grounded Theory is founded on four core principles: emergence, constant compari-
son, theoretical sampling, and theoretical saturation (Murphy et al., 2017). Grounded The-
ory focuses on exploring and understanding the phenomenon in question, rather than con-
firming any existing theories (Murphy et al., 2017). Therefore, Grounded Theory is con-
sidered appropriate when exploring new research concepts or providing fresh perspec-
tives on heavily studied yet poorly understood research areas (Murphy et al., 2017). 
The Gioia method brings rigor to qualitative research by providing a “systematic ap-
proach to new concept development and grounded theory articulation” (Gioia et al., 
2013). The method has two main advantages: 1. it provides a systematic guide on em-
ploying Grounded Theory, and 2. it focuses on creating a data structure that visualizes 
the analysis process (Gioia et al., 2013; Murphy et al., 2017). The data structure represents 
clearly how 1st-order codes, 2nd-order categories, and aggregate dimensions relate to 
each other.  
According to Gioia et al. (2013), the traditional way of generating theory is firmly 
rooted in prior knowledge, which delimits what we can know. In this kind of research, 
the focus is on construct generation and elaboration rather than in the “more important 
work of concept development . . . [which is] a more general, less well-specified notion 
capturing qualities that describe or explain a phenomenon of theoretical interest” (Gioia 
et al., 2013). In organization research, it is first necessary to discover relevant concepts 
for theory building, which will later guide the creation and validation of constructs. These 
concepts can be seen as tools that capture the phenomenon (Gioia et al., 2013). Hence, 
the purpose of this study was to conceptualize some of today’s ethical AI practices. 
The Gioia method discourages the use of codes derived from existing literature and 
encourages the use of participants’ own terms. The 1st-order codes should be kept close 
to the participants’ own words and lived experiences, whereas the 2nd-order categories 
and aggregate dimensions can be more abstract and have labels created by the researcher. 
Therefore, Gioia et al. (2013) suggest that Grounded Theory should primarily be a 
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“bottom-up” approach to theory building that prioritizes lived experiences and partici-
pants’ own terms, but also that a level of abstractness is required to bring forth the theo-
retical insights. Moreover, existing literature should only be allowed to enter into the 
analysis once the theoretical model has largely taken shape (Gioia et al., 2013; Murphy 
et al., 2017). This kind of semi-ignorance mitigates the risk of confirmation bias (i.e., 
fitting the findings to the researcher’s own hypotheses and beliefs), and allows new con-
cepts to emerge from the data (Gioia et al., 2013). Finally, comparing the findings to prior 
literature can be viewed as a transition from inductive to a form of abductive research, 
whereby the data and existing theories are reviewed simultaneously (Gioia et al., 2013). 
 
Table 2  Analysis Steps and Descriptions 
 
Analysis Steps Description 
Step 1: First-order analysis 
 (i.e., open coding) 
The analysis began by reading each transcript and generat-
ing initial and “in vivo” codes, i.e., the meaningful terms 
used by participants or reflecting their underlying meaning. 
The research questions were used to guide the first round of 
coding. 
Step 2: Second-order analysis  
 (i.e., axial coding) 
Next, similarities and differences were identified among the 
first-order codes to reduce the number to a more managea-
ble level. Moreover, these codes were organized into sec-
ond-order categories. Step 2 led to 49 first-order codes (see 
Appendix 1 and Appendix 2), and 14 second-order catego-
ries (see Figure 1 and Figure 2). 
Step 3: Aggregate dimension 
 analysis  
 (i.e., selective coding) 
After that, the second-order categories were examined for 
underlying connections at a higher level of abstraction, and 
distilled even further into aggregate dimensions. Step 3 led 
to seven aggregate dimensions and a data structure repre-
senting the research findings (see Figure 1 and Figure 2). 
The findings are further discussed in Section 4. 
Step 4: Consultation with the 
 literature 
Finally, the findings were compared with the relevant litera-
ture to see how they relate to each other, and whether new 
concepts have been discovered. These are further discussed 




The analysis steps of the Gioia method are similar to those suggested by Strauss & 
Corbin (1998) of the Grounded Theory, namely 1st-order analysis (i.e., the notion of open 
coding by Strauss & Corbin [1998]), 2nd-order analysis (i.e., the notion of axial coding 
by Strauss & Corbin [1998]), and aggregate dimension analysis (i.e., the notion of selec-
tive coding by Strauss & Corbin [1998]). In short, the first step of Grounded Theory is 
open coding, which breaks up the data into discrete parts and codes. This is followed by 
axial coding, which draws connections between the codes into higher-level categories 
based on their underlying similarities. Finally, selective coding assembles the categories 
created by axial coding into aggregate dimensions and connects all the codes from the 
analysis while capturing the essence of the research. (Gioia et al., 2013; Strauss & Corbin, 
1998). The full set of 1st-order codes, 2nd-order categories, and aggregate dimensions 
are then used as a basis for building a data structure, which represents the findings of the 
research (Gioia et al., 2013). 
According to Lincoln & Guba (1985), the trustworthiness of qualitative research can 
be evaluated based on four criteria: credibility, transferability, dependability, and con-
firmability. Several measures were taken to ensure a rigor research process and trustwor-
thy interpretations. First, the Gioia method (Gioia et al., 2013) was followed throughout 
the analysis process. The Gioia method was designed to bring rigor to qualitative research 
through a “systematic approach to new concept development and grounded theory artic-
ulation” (Gioia et al., 2013). Second, guidelines for the trustworthiness of credibility, 
transferability, dependability, and confirmability by Lincoln & Guba (1985) were fol-








Description  Measures Taken  
Credibility  Demonstration of internal con-
sistency, and strong logical link be-
tween the data and findings (Eriks-
son & Kovalainen, 2008). Based on 
the same materials, any other re-
searcher would reach the same con-
clusions or agree with them (Eriks-
son & Kovalainen, 2008). Similar 
to the notion of internal validity in 
quantitative research (Murphy et 
al., 2017). 
Data triangulation.  
Empirical data was collected from 
various data sources and organiza-
tions of maximum variation (i.e., 
various business fields, sizes, sec-
tors, and AI categories). Moreover, 
secondary sources of information 
(e.g., organization’s websites and 
press releases) were used to com-
pare the interview results. 
Member-checking.  
The findings were presented to and 
discussed with the participants and 
other experts in the field. Moreover, 
the analysis and findings were dis-
cussed with two scholars (i.e., su-
pervisors) not involved in conduct-
ing research throughout the analysis 
process.  
Transferability  Provision of evidence and reason-
ing that the findings can be trans-
ferred to other empirical settings or 
points of time (Eriksson & Ko-
valainen, 2008). Similar to the no-
tion of external validity in quantita-
tive research (Murphy et al., 2017). 
Analysis method.  
The Gioia method (Gioia et al., 
2013) was followed to make the 
analysis process transparent. 
Thick descriptions.  
The findings presented in Section 4 
are suffused with participants’ 
quotes and own terms to make their 
experiences and voices explicit. 
Dependability  Provision of evidence that the re-
search process has been logical, 
traceable, and documented (Eriks-
son & Kovalainen, 2008).  
External auditing.  
The data and findings were pre-
sented to two scholars (i.e., supervi-
sors) not involved in conducting re-
search.  
Audit trail.  
The transcripts and analysis files 
(NVivo) are stored within the limits 
of the GDPR privacy notice. Fur-
thermore, the data structures and 
1st-order codes with quotes are pre-
sented in Figure 1, Figure 2, Ap-
pendix 1, and Appendix 2. 
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Confirmability  Demonstration of the link between 
the data, analysis processes, and 
findings in a way that the adequacy 
of the findings can be confirmed 
(Eriksson & Kovalainen, 2008). 
Data triangulation.  
Empirical data was collected from 
various data sources and organiza-
tions of maximum variation (i.e., 
various business fields, sizes, sec-
tors, and AI categories). Moreover, 
secondary sources of information 
(e.g., organization’s websites and 
press releases) were used to com-
pare the interview results. 
Analysis method.  
The Gioia method (Gioia et al., 
2013) was followed to make the 
analysis process transparent. 
Audit trail.  
The transcripts and analysis files 
(NVivo) are stored within the limits 
of the GDPR privacy notice. Fur-
thermore, the data structures and 
1st-order codes with quotes are pre-
sented in Figure 1, Figure 2, Ap-





4.1 Practices for Ethical AI 
The first research question was set out to find out how ethical AI principles are put into 
practice in organizations developing or deploying AI. As a result of the analysis process, 
four dimensions for ethical AI practices were identified: 1. governance, 2. AI design and 
development, 3. competence and knowledge development, and 4. stakeholder communi-
cation. These four aggregate dimensions consist of eight second-order categories (i.e., 1. 
data governance, 2. AI governance, 3. AI design, 4. MLOps, 5. education and training, 6. 
research, 7. AI and data understanding, and 8. AI and data communication) and various 
ethical AI practices. Each ethical AI practice emerged from the data collected from 13 
semi-structured expert interviews with organizations developing or deploying AI. The 
data structure in Figure 1 presents all of the 1st-order codes, 2nd-order categories, and 
aggregate dimensions. Furthermore, it demonstrates how they all relate to each other. The 
aggregate dimensions, categories, and ethical AI practices are further discussed in Sec-





Figure 1  Data Structure for Ethical AI Practices 
Data 
Governance
1st Order Codes 2nd Order Categories Aggregate Dimensions
Governance
• Responsible data collection and 
processing
• Implementation of GDPR requirements
• Strong information security and data 
protection practices
• Information security and data protection 
audits
AI Governance
• AI ethics guidelines and principles to  
guide development
• Clear roles and responsibilities
• Impact or risk assessment
• Diverse and cross-sectoral team
• Approval process or formal discussion of 
AI projects
• Use AI in less sensitive domains
• Backup plan for AI systems
• Standard process or framework for AI 
development




• Simplest possible solution
• Responsibility by design
• Make explainability understandable





• AI or data related education for 
employees
Research









• Follow the latest research, guidelines and 
trends
• Participate in AI related initiatives, 
projects or research
AI and Data 
Understanding
• Understanding of organization’s data and 
algorithms




• Provide information about organization’s 
data and algorithms
• Inform transparently about human-AI 





The first aggregate dimension, governance, refers to the governance practices organiza-
tions used to address ethical concerns and AI themes presented in Section 2. The most 
frequently used governance practices include defining AI ethics guidelines or principles 
to guide development, and using responsible measures for data collection and processing, 
impact or risk assessment, and a more or less formal approval process for AI use cases. 
All of the governance practices and data examples from the interviews are presented in 
Appendix 1. The emerged governance practices can further be categorized as data gov-
ernance and AI governance as these two components are inseparable parts of AI devel-
opment.  
“Because in the end, the algorithm makes the decision based on the data it 
has been trained with.” (P1) 
The category labeled as data governance comprises responsible data collection and 
processing, implementation of GDPR requirements, strong information security and data 
protection practices, and information security and data protection audits. Moreover, ac-
countability and transparency in data use and management were frequently highlighted. 
Indeed, accountability was noted to be a topic of interest, especially after the breach of 
mental health data at Vastaamo (Ralston, 2020), but also long before it. 
Responsible data collection and processing (P4, P7, P8, P12, P13) refers to how cus-
tomer data is gathered, stored, and used. Organizations informed clearly and transparently 
about the collection and processing of data. Some even followed a prudence principle in 
data processing, which, in an extreme case, prohibits excess data enrichment. Consumer 
data rights and consent requirements for data processing were sometimes seen as a pre-
requisite for AI development. Moreover, no data was collected without the customer’s 
permission. Thus, the mutual benefits (i.e., new and improved services) for sharing their 
data was emphasized to the customer. This was called a “positive framework”, where the 
customer’s “transparency willingness” was perceived as a significant factor. Thus, trans-
parency is a two-way street that requires the collaboration of both parties, not just some-
thing that organizations can force on the customer. GDPR requirements enable customers 
to access the personal data collected from them. On top of the GDPR requirement’s bare 
minimum, some organizations had turned this into a service application that benefits the 
customer and increases transparency. 
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“Customer data processing and responsible data use are a part of our [cor-
porate responsibility strategy]” (P13) 
“Together with our clients, we have gone over a case by case if there are 
any areas where they do not want data to be collected” (P8) 
“First of all, we must be able to demonstrate how we process that data, and 
that we in fact process it responsibly and to the purpose it was intended to 
be used for.” (P4) 
Some ethical AI practices were initiated by GDPR requirements. However, it was 
also noted that in today’s surveillance economy these requirements are frequently vio-
lated for financial gain. Nonetheless, some organizations value consumer data rights and 
even went beyond the bare minimum of GDPR. GDPR was seen to encompass every 
section of data governance, and thus, implementation of GDPR requirements (P1, P2, P5, 
P7) would solve many ethical issues related to the subject. 
“We have published these ‘my data’ [sections]. It was of course a GDPR 
requirement that customers can access their data. The data related to them 
and how it is processed, so we have quite comprehensive sites even though it 
is, of course, a legislative requirement and comes from that.” (P7) 
“Many ethical issues can be solved by implementing GDPR requirements. 
You have a clear understanding of the data collection purposes, how it is 
processed, and based on what [legal] grounds. And inform openly and 
transparently how it is processed and provide a chance to influence how it is 
used. There you have the informing, the possibility to influence and consid-
eration of the legal bases” (P2) 
Information security and data protection were perceived as an essential part of re-
sponsible data governance. Thus, much attention was paid to strong information security 
and data protection practices (P4, P5, P6, P11) with technical solutions, and internal pro-
cesses and policies. Some even had a formal process and ISO 27001 certification for in-
formation security management. The certification encompasses every section of infor-
mation security related measures. 
“We have always paid close attention to data protection and information se-
curity in all of our systems in the first place” (P4) 
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“Information security is extremely important to us and we grapple with it or 
consider it daily” (P11) 
On top of the information security and data protection practices, some organizations 
had in place or in the works external information security and data protection audits (P5, 
P9) for all tech solutions involving customers. Moreover, these were also scrutinized in-
ternally.  
“We conduct an external audit of data protection and information security 
aspects for every system that involves the customer in any way, before it is 
even piloted” (P9) 
“The audit that is in the works involves information security in general, and 
of course AI indirectly too” (P5) 
The second governance category is AI governance, which refers to the administrative 
decisions and practices related to the use, deployment, and development of AI systems. 
The category comprises AI ethics guidelines and principles to guide development, clear 
roles and responsibilities, impact or risk assessment, diverse and cross-sectoral team, 
approval process or formal discussion of AI projects, use AI in less sensitive domains, 
backup plan for AI systems, and standard process or framework for AI development. 
The most evident ethical AI practice was for organizations to define their own AI 
ethics guidelines and principles (also called tech strategy or rule book) and use them to 
guide development (P2, P3, P4, P5, P7, P8, P9, P12, P13). The purpose and use of these 
guidelines varied by organization. For some, it was a concrete rule book that guided the 
entire development process, and for others, it was a list of questions that had to be ad-
dressed before the AI system can be deployed. Moreover, these guidelines were used to 
identify and mitigate ethical issues in AI development, and it was common to publish 
these on the organization’s website. The principles sometimes included transparency or 
explainability requirements, which implies that algorithmic opacity was not perceived 
desirable, and a general understanding of the system’s behavior was encouraged. Further-
more, the principles and guidelines do not have to be static as the progress in AI technol-
ogies is fast. Thus, some organizations had decided to review and revise these at least 
once a year.  
“We have, for example, published online our ethical AI principles, which 
are intended to be complied with in AI initiatives and projects.” (P4) 
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“Ethical AI principles and policies are published online and approved in 
different management groups, and they are also publicly available.” (P13) 
Some organizations had defined clear roles and responsibilities (P2, P3, P6, P7, P8, 
P9, P10, P11, P12, P13) regarding AI development and data governance. However, these 
were still relatively unclear for many organizations. It was common for the CEO to be 
ultimately responsible in smaller organizations, whereas the development team or user 
were accountable in other organizations. Indeed, accountability was frequently shifted to 
the user (i.e., organizational or customer end-user), although responsibilities and roles 
were also commonly assigned to and within the development team. In the cases where 
the user is accountable, the AI systems were used to support decision-making, and the 
user is the one who makes the final decision. Thus, the user decides how to use the AI 
system and is responsible for the consequences. In short, the roles and responsibilities 
were assigned differently in every organization. Furthermore, some AI consultancies 
highlighted that their role is only to carry out client projects and develop tech solutions 
according to client’s demands. This sometimes created an ethical contradiction with the 
client and consultancy. 
“We began to define the principles for ethical AI, and through that also to 
define different roles and responsibilities internally in the organization.” 
(P9) 
“One ethical principle involves responsibility, so through that, the responsi-
bility involves, for example, that we have specified responsibilities.” (P9) 
“We have a competence center and a team that develops these, so it is im-
portant that, for example, we are responsible for not only the development 
but also all the maintenance. And it is especially important for us that, for 
example, our team members are truly responsible for the end product the AI 
component ends up with” (P13) 
“And our team has both in-house experts and external partners, who then 
again, acts as our in-house personnel as part of the team. And the team has 
the responsibility to maintain the existing AI systems” (P13) 
Impact or risk assessment (P2, P3, P4, P5, P7, P8, P9, P12, P13) were used to iden-
tify, and manage or mitigate potential risks and outcomes caused by AI systems, but also 
to determine if the systems should be developed or deployed in the first place. It was 
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emphasized that the assessment should be as comprehensive as possible, and include both 
ethical and legal aspects (e.g., how the system could be misused, what are the potential 
negative or positive impacts, are there any safety risks or unsafe situations, are there any 
bias, data protection, privacy or legal issues). Some organizations had created a system-
atic process or a list of high-risk analytics scenarios for the assessment. Moreover, the 
assessment process was often conducted by risk management, a separate review board 
(also called a round table), or even by the company’s board of directors. Nonetheless, it 
was emphasized that a diverse and multidisciplinary group of people should be involved 
to attain a comprehensive view of the world we live in. This signifies a cooperation with 
legal, privacy, development, and management teams as well as including people with 
different backgrounds.  
“We generally make a risk statement of even the slightly unclear issues, 
which is conducted by risk management, who gathers all the [necessary] in-
formation and creates a statement of the risks involved with it” (P7) 
“We are talking about high-risk analytics. . . . These mostly comes from leg-
islation, these kinds of criteria. But we have a list [of the risks], which we 
identify in each new use case.” (P7) 
The lack of diversity in AI design and development teams was noted to be a chal-
lenge. It was highlighted that a team with various backgrounds and competencies should 
be used to design and develop AI systems, to attain a multifaceted and balanced view of 
the world, and to better understanding and identify the ethical challenges throughout the 
system’s life cycle. Therefore, the use of a diverse and cross-sectoral team (P3, P12, P13) 
was emphasized. 
“A team with various competencies, not just the coder with a technical back-
ground but a multidisciplinary team and also a diverse team so that it has a 
broad spectrum of our society at large” (P3) 
“Whoever runs the project, or the team, so that they always have a way to 
interpret things, so that they can minimize their own interpretations with 
openness and by systematically inviting several stakeholders to diversify the 
case. . . . so, we are doing by definition cross-sectoral working.” (P12) 
“We of course have a close cooperation with our legal and privacy person-
nel as well as with risk management” (P13) 
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An approval process or formal discussion of AI projects (P2, P4, P5, P6, P7, P8, P13) 
was used to determine whether to approve or deny a project. The process usually involved 
an impact or risk assessment discussed above. Both legal and ethical aspects were con-
sidered, and if the risks were too high or legal requirements could not be fulfilled, the AI 
project would not be approved. The approval process was often conducted by a separate 
review board with people from multiple business functions (i.e., legal, privacy, develop-
ment, and management). However, the process was not always this systematic and exten-
sive, and it could be purely performed by the company’s board. Either way, it was most 
often a formal process that had the power to deny and prevent a project from ever being 
deployed or developed. Moreover, some organizations had decided not to develop AI 
systems (i.e., accept client cases) for certain purposes, customers, or industries, such as 
military, instant loan, or gambling organizations. 
“All new projects are reviewed by the company’s board, and the risks are 
also assessed in that context, particularly if the data includes personal infor-
mation, so that are we allowed to do this and what are the potential conse-
quences, negative or positive, if we decide to approve it. There have been 
cases where we, I mean the board, have decided not to approve a project as 
it sound too sensitive.” (P5) 
“Of course we ask ourselves and discuss what kind of AI cases we do and do 
not want to do.” (P2) 
“Internally we have had this concern that what kind of clients we accept, or 
do not accept. From the business and sales perspective, we accept every 
[project] so that ‘we only do good projects and you shouldn’t mind to whom 
you do it for’, whereas some consultants want to keep this ethical view with 
themselves.” (P6) 
“We have review processes where we discuss these things . . . a round table 
practice that is in common use. . . . [where] we go over these use cases quite 
systematically and review it at large, not just from the AI ethics viewpoint. 
There we particularly discuss, or let’s say that the legal perspective is 
strongly present: general data protection regulation, and these kinds of as-
pects. . . . It is a real process that also results in negative decisions.” (P7) 
Due to the risks posed by AI and automation, some organizations had decided only 
to use AI in less sensitive domains (P2, P4, P5, P9, P13). The sensitive domains included 
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decisions significantly affecting people’s lives, and extensive data enrichment which 
could be easily misused. However, the concept of sensitivity varied by organization, and 
a sensitive domain for some could be basic business for others. Some had decided to use 
AI systems only in supportive functions, not in the main operations, to avoid the use of 
AI in sensitive domains. This was particularly true for public organizations. Furthermore, 
some organizations simply identified the AI system’s weak performance domains and 
decided not to use it in those situations. 
“Currently we have tried to avoid these [risks] by focusing on using and au-
tomating the supportive functions, not the actual decision processes.” (P9) 
“At the moment, how should I say it, we don’t use so sensitive data, or AI in 
the kind of automated decision-making that would result in a real threat to 
the customer.” (P13) 
“These issues materialize in the customer interface, and if we would make 
significant decisions there, like something related to people’s finances or 
health, etc. So, we are not actually operating in that kind of areas. These 
have for now been more like, should I say, not so personal domains where 
we use these algorithms . . . I think we are not yet directly involved with such 
sensitive domains. And of course, we have to consider if we ever even want 
to be involved.” (P5) 
Some organizations had a backup plan for AI systems (P1, P4, P7, P8, P9, P10, P12, 
P13) for the situations where the system malfunction or otherwise cannot be used. The 
purpose of a backup plan was to maintain operation levels and minimize downtime until 
the issue is fixed. For some, the backup plan was a former way of doing the same process 
(e.g., manual process or earlier version), and for others, it was simply an action plan to 
take the system offline and react quickly to fix the issue. 
“So, how it goes in practice, we have some applications where we use ML 
algorithms or similar, so we have some kind of a backup solution which can 
do the same task in another way if the system does not function properly  . . . 
So at the moment, it’s pretty much that we have a backup application which 
we can run so that the customer interface will not be affected or have any 
downtime, etc.” (P9) 
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“We consider these operating situations where our AI systems are not in 
use. So in these activities and processes, we build these by default in a way 
that they also function in the situations where the analytics solutions are not 
working. So in these situations, we can take the analytics models offline and 
revert to the raw process.” (P7) 
The lack of universal taxonomy and standardization was noted to be a major chal-
lenge for AI research and development. Therefore, some organizations had created a 
standard process or framework for AI development (also called pipeline, design model, 
or methodology) (P1, P2, P3, P4, P5, P8, P9, P13) to have it better under control. For 
some, the process included clear rules and tools for AI design or development (i.e., bias 
detection, monitoring, testing, or training), to make the entire process more coherent and 
systematic. The purpose of a standard process was to eliminate the potential dependen-
cies, human or software, and to ensure that the AI systems are of uniform quality. 
“In our ML platform, it all begins by that our data scientists are doing eve-
rything in the same way, not like before when you had five to ten data scien-
tists and everyone had their way of doing things and that was okay that 
these were slightly different, but we try to standardize the platform as much 
as possible so that we give these operation boundaries and the tools needed 
for the situation, so that we have an industrial looking AI approach.” (P8) 
“So we standardize the AI development so that it would be just like any 
other software, so there is a standard process to develop it, and so that there 
are no human or software dependencies. So the dependencies are in a way 
eliminated.” (P8) 
“We have a sort of, how should I say it, a design model which is not yet used 
in the entire organization, but that we have these first steps in use for ethical 
AI, or should I say responsible . . . and it is, of course, tweaked constantly, 
so that we are currently creating an even more concrete, kind of, ML and AI 
development pipeline which considers the maintenance and bias, etc. more 
strongly.” (P9) 
4.1.2 AI Design and Development 
While the governance dimension outlined the higher-level ethical AI policies and prac-
tices, the second aggregate dimension, AI design and development, refers to the practical 
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methods and practices. The most common AI design and development practices included 
implementing responsible functionalities and values into the AI design (i.e., Privacy by 
Design and Transparency by Design), keeping human in control of the AI system, con-
tinuous AI development and monitoring, and rigorous training and testing of the system. 
All of the AI design and development practices and data examples are presented in Ap-
pendix 1. Moreover, it was noted that AI systems are often only a small part of an entire 
application, and that it should be considered nothing more than normal software (i.e., it 
is not a “magic box”). Nonetheless, the emerged AI design and development practices 
can further be categorized as AI design and MLOps.  
“Everybody wants to solve everything with AI but it’s . . . not a magic box 
after all.” (P8) 
The category labeled as AI design comprises human oversight, simplest possible so-
lution, responsibility by design, make explainability understandable, and stakeholder par-
ticipation in AI design or development. It was highlighted that AI systems should be de-
veloped with responsible functionalities and values in mind, and implement these into the 
AI design. 
Human oversight (P7, P8, P10, P11, P13) refers to using AI systems to support, im-
prove, or facilitate decision-making, while retaining human oversight or control of the 
process. Organizations had the capability to intervene in the AI systems operation by 
keeping a human in command (i.e., AI systems were used to support decision-making and 
the user makes the final decision). In addition, some organizations used automated deci-
sion-making with decisions and processes that only had a positive outcome to the user or 
people affected by it. As an example, a financial organization used an AI system to ap-
prove loan applications. And if the application could not be approved by the system, it 
would be transferred to a human operator for further assessment. In that case, the human 
operator makes the final decision. 
“All of our models, AI and analytics models, that are used in decision-mak-
ing only make positive decisions for the customer. For example, you get a 
loan, your loan application or changes to loan agreements gets approved, 
etc. And with the negative decisions, you do not get a loan or an insurance 
compensation, etc., it doesn’t go into a ‘no folder’, it goes into a ‘maybe 




“We have a decision support system, not a controlling one” (P8) 
“Right from the start, we decided that our AI system will not do a single de-
cision on the behalf of the user. So our AI system gives recommendations, 
but everything that requires a decision, it is always the end-user who makes 
the final call.” (P11) 
Moreover, some organizations had decided to use the simplest possible solution (P5, 
P8) to better understand and manage the AI systems. Simpler solutions were also noted 
to be easier and cheaper to develop and maintain. Furthermore, it was highlighted that AI 
systems should not be used in every application, only because it is a trending topic that 
sells better. Instead, every system should be designed with the objective in mind and 
choose the solution that best fits your needs. Sometimes, more complex solutions (e.g., 
DNNs) are required, and other times the same objective can be achieved without the use 
of any AI systems. However, a decision and balance between accuracy, complexity, and 
interpretability might have to be made. 
“[We] always try to solve every problem as simply as possible, and use the 
kind of algorithms that are not too complex and that we understand how 
they work, etc. where possible.” (P5) 
“I already mentioned the simplicity principle, aka that we always try to 
solve problems as straightforward and simply as possible. It’s a matter of 
explainability but also that the system is easier to develop and maintain, and 
control the costs in the first place.” (P5) 
“And then again, that you understand where you can use it and where you 
cannot, and where you should use it, so that’s one thing. Everybody wants to 
solve everything with AI but it’s . . . not a magic box after all.” (P8) 
Some organizations highlighted that AI systems should be developed with responsi-
ble functionalities and values in mind and implement these into the AI design. This is 
referred to as responsibility by design (P1, P3, P6, P8, P12, P13) (also called Traceability 
by Design, Privacy by Design, Transparency by Default). Indeed, it was noted that it is 
easier to implement these into the design right from the start, rather than build on top of 
the system afterward. Furthermore, some organizations or their clients had transparency 
requirements that had to be implemented in the AI systems.  
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“It’s mostly that if you get traceability on from the start, then it is much eas-
ier to maintain. But if you don’t, it’s very difficult to build on top of it after-
ward.” (P8) 
“And maybe the point is that we . . . take privacy by design into account and 
so on.” (P6) 
“Our network’s logic of action should be . . . transparency by default” 
(P12) 
The importance to make explainability understandable (P2, P9, P13) was high-
lighted. Indeed, sometimes it is not enough to provide the source code or mathematical 
explanations, which are only understandable to the experts in the field. Explainability 
should rather be created with the audience in mind, which are more often basic consumers 
with limited know-how of AI systems. However, a study conducted by one of the organ-
izations found that providing too much information can backfire, and confuse or distress 
the customer (see Drobotowicz, 2020; Suomalainen, 2019). An example would be today’s 
cookie notifications with too much information and too many options to opt out. There-
fore, it is essential to know your customer and the target audience. 
“We can create highly sophisticated explanations to why something is hap-
pening. But it is not always so easy to put it in the words that are easy to un-
derstand.” (P2) 
“We have a wide range of customers, who have a different understanding 
and concept of AI, which . . . if we, for example, bring our ethical AI guide-
lines on our front page, so some might find it distressing. So in a way, if you 
don’t understand that, it might turn against you, so it’s extremely important 
to communicate the right things, to the right target group, in the right way” 
(P9) 
“When we deliver new applications with AI solutions to our retailers, we 
have to inform what it is about and based on what the decisions are made in 
an uncomplicated manner if they are made by an AI. So this requires us to 
simplify and make things transparent, which requires new kind of skills for 
the development team and the entire system.” (P13) 
“It is, of course, a thing of its own, that how can we balance explainability 
without straining [transparency]. You only have to look at some of today’s 
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cookie notifications that have plenty of transparency. But I wouldn’t say that 
it’s so customer-friendly to list dozens of cookies which you can tick off one 
by one as many as you can, ‘allow’, ‘deny’.” (P2) 
Some organizations used stakeholder participation in AI design or development (P1, 
P5, P6, P9, P12) to achieve a customer-driven approach for AI. Indeed, dialog with users 
was used to gain a better understanding of their opinions and views of AI use. For exam-
ple, one organization had studied the public opinion of AI use in the public sector. More-
over, some organizations used their clients’ expertise to verify the AI system’s results. 
An extreme case of stakeholder participation was to crowdsource the Finnish political 
party recommendation algorithm to fix a bug in it (Mäkinen, 2019).  
“We were involved in the Citizen project  . . .  which studied how people ex-
perience and want to be informed of AI usage, and the significance to them. 
So our approach has been to truly try to understand the customer needs, cit-
izen needs, and thereby build transparency through that.” (P9)  
“We do not deploy anything before the results are checked multiple times 
together with the client so that they look logical to the experts as well.” (P5) 
“We are good at the tech development, and of course, modeling the use 
cases, etc. but the client organization always has the profound competence, 
and cooperation with them is essential.” (P5) 
The second category of AI design and development dimension is MLOps (similar to 
DevOps), which refers to the AI development practices throughout the entire develop-
ment pipeline – from model training and validation to the detection of errors and biases. 
The category comprises bias detection and mitigation, continuous development, model 
validation, and continuous monitoring.  
As mentioned in Section 2.1, every ML model is trained and evaluated using data 
(Gebru et al., 2018). Moreover, the data set’s characteristics will eventually influence the 
model’s behavior (Gebru et al., 2018), and reinforce existing discriminations (Kumar et 
al., 2020). Therefore, bias detection and mitigation (P1, P2, P13) was emphasized to be 
an essential part of ethical AI development. The data sets should be examined for existing 
biases before they are used to train the AI systems. Indeed, it was noted that many bias 
issues could be addressed or prevented with a thorough examination of the data set’s 
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characteristics. Moreover, it was highlighted that the data sets should be as representative 
and diverse sample of the target population as possible. 
“By examining the data and the characteristics of the data before we even 
begin to develop the AI system. It is a key component in the entire data and 
AI processing that we know the data we are about to use and the character-
istics of that data. . . .  Of course you can see the bias from the data. If the 
credit limit is always higher for men than women, or women get loan ap-
provals easier than men, so you can see that already from the data. Just like 
all the age, sex, and race related biases. These are already in the data and if 
you just have the patience to take the time and examine the data before you 
throw it in the AI system’s black box.” (P2) 
“And as a part of the process, you check that the input data is fair and as 
representative sample as possible. So that we monitor the input data and the 
data for retraining so that it doesn’t become skewed. Because in the end, the 
algorithm makes the decision based on the data it has been trained with.” 
(P1) 
Many participants noted that AI development is a continuous cycle of training, test-
ing, monitoring, and retraining. In other words, it is continuous development (P2, P5, P7, 
P8, P11, P13). Indeed, some organizations used continuous integration / continuous de-
ployment (CI/CD) pipelines to facilitate AI development. Moreover, it was highlighted 
that AI systems can always be improved with cumulative training data and advancements 
in AI technologies.  
“The world changes. And it could be that the quality of the results will not 
be that good if you don’t take a timeout, from time to time, and maybe even 
retrain the AI system again.” (P2) 
“We have so many projects that don’t just start and end, but they are rather 
continuous development” (P13) 
“The basic assumption of AI is that the system is never really complete, but 
it rather improves over time as the training data accumulates, and it gets 
better all the time, that’s the basic statement” (P8) 




“It’s a continuous process for us as we develop our AI system constantly, 
and we kind of acknowledge that it’s not perfect, and that it makes mis-
takes.” (P11) 
Model validation (P2, P3, P7, P8, P12) was used to verify the correctness of the AI 
system’s results. Both fairness and correctness should be tested rigorously and within all 
of the target groups, including minority groups. Thus, not only the average performance 
should be monitored, and the systems should be “as rigorous as any other code”. The 
practices mentioned included peer reviews, internal auditing, and even an entire model 
validation unit dedicated to all mathematical model validations. Furthermore, pilot pro-
jects were used to test the AI system’s functionality before full deployment. 
“It’s part of the mathematical assessment, validation, and a good practice in 
data science. We validate it with peer reviews, and we also have a separate 
model validation unit” (P7) 
“We can still influence during the development, but this pilot testing phase 
is where we mostly ascertain that these tech systems work.” (P8) 
“We try to train it comprehensively. And of course, test it too. And I must 
emphasize that we cannot just look at the algorithm’s general performance 
but also check it in different target groups. If we get good results on aver-
age, can we be sure that they are good in various subgroups that might be 
smaller” (P2) 
“Model validation is extremely important, so training, and validation after 
that.” (P8) 
Even if the AI system is perfectly functional today, it might not be as good and reli-
able in the future. Therefore, continuous monitoring (P2, P4) was used to maintain and 
manage the AI systems, but also to detect model drifts, model decay, errors, and biases. 
The monitoring activities included scheduled basic reports and random inspections. The 
world changes, and the systems should change with it. Indeed, the AI systems perfor-
mance should be monitored occasionally, and even be retrained or otherwise modified 
when necessary. 
“You have to monitor them [the AI systems] constantly. The system’s func-
tionality. Well, in practice, we have for example monitored the implementa-
tions we have, or let’s say we have basic reports on how the AI functions, 
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and besides that, we of course monitor them by random tests. And in these 
reports, we also make sure that there haven’t occurred any model drifts” 
(P4) 
“Things can change over time. And the other is continuous monitoring. We 
create regular cycles where we assess if the algorithm is still fully functional 
or if it should be renewed.” (P2) 
“[We] monitor the AI system’s functionality constantly. It is not something 
that you can just leave be. Or of course you can just leave the AI system run-
ning to do decisions but it’s a good practice to also monitor how it reaches 
these decisions. And not just look for biased decisions.” (P2) 
4.1.3 Competence and Knowledge Development 
The third aggregate dimension, competence and knowledge development, refers to all the 
activities promoting the skills, know-how, and awareness required to implement ethical 
AI. The activities included research and education, as well as a general understanding of 
the organization’s AI systems and data. All of the competence and knowledge develop-
ment activities and data examples are presented in Appendix 1. The emerged competence 
and knowledge development activities can further be categorized as education and train-
ing, research, and AI and data understanding.  
“Well, I would still argue that the biggest challenge for implementing re-
sponsibility is in our own understanding of what AI is and how can we apply 
it for the greater good. And that just increases over time, the more we sup-
port it. It is the ‘know-how’.” (P12) 
The category labeled as education and training comprises AI and data related edu-
cation for employees. The purpose of internal training was to promote general AI 
knowledge and awareness of AI ethics themes (e.g., responsibility). Furthermore, AI sys-
tems are subject to many misconceptions and unrealistic expectations. Therefore, educa-
tion was used to dispel these illusions and inform of the real-life risks and opportunities 
AI presents. 
One of the main challenges for implementing ethical AI was noted to be the lack of 
understanding and knowledge. To address this challenge, some organizations had orga-
nized AI and data related education for employees (P3, P6, P7, P9, P12, P13). The inter-
nal education themes included general information on AI and data, data protection and 
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privacy (e.g., GDPR, personal data, anonymization, pseudonymization), and communi-
cation about the organization’s AI systems. Moreover, both ethical and legal aspects were 
often discussed. The training sessions included seminars, webinars, workshops, and short 
online training courses. It was noted that AI education should be targeted to the entire 
organization, not only to the development team. 
“In the AI side, especially with the data crew, we have had these internal 
webinars, where we have presented, for example, this privacy-preserving AI 
or data pseudonymization or anonymization and how data leaks from anon-
ymized data. And then we have had various GDPR and ‘my data’ kind of 
presentations for the whole firm, which have had a few dozen people listen-
ing, and there we have discussed this ethics aspect too. So yeah, I have held, 
well maybe a few in a year, like these kinds of meetings and seminars that 
reaches several dozen people, and there we have discussed what is personal 
data, what is modern analytics, and how data protection and ethics are in-
volved with these.” (P6) 
“We have spent a lot of time and effort to inform, I mean to educate, [our] 
staff in these AI related things. A couple of months ago we published this AI 
training that is targeted to [our] entire personnel. Fifteen minutes, it’s pretty 
quick to complete but it specifically informs what AI is, what it is for [our 
organization], what kinds of risks are there, and other aspects related to it. 
There is–. A big part of it is that we inform about the responsibility aspect, 
so we try to share that information with the staff.” (P7) 
The category labeled as research refers to organizations’ own research activities, in-
cluding participation in AI studies, and knowledge of the existing trends, frameworks, 
guidelines, and other literature. Indeed, organizations emphasized “proactivity” in the 
field of AI trends and research. The category comprises following the latest research, 
guidelines and trends, and participating in AI related initiatives, projects or research.  
To keep up with the fast progress in the AI field, organizations have to follow the 
latest research, guidelines and trends (P2, P3, P4, P7, P8, P9, P13). As mentioned in 
Section 2.3, explainable AI has gained much attention in recent years and become an 
active field of AI research (Barredo Arrieta et al., 2020). Therefore, it does not come as a 
surprise that many of the interviewed organizations were interested in XAI solutions, alt-
hough none of them had any actual implementations to date. It could be that the technol-
ogy needed for interpretable or understandable explanations is still too immature, or that 
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the commercial solutions are too poorly available at the moment. Nonetheless, some had 
started research and development (R&D) activities on the topic (e.g., DALEX package) 
and studied the potential opportunities it presents. Furthermore, AI standards and certifi-
cates are an upcoming trend and suggested by a number of the guidelines (see AI HLEG, 
2019; Fjeld et al., 2020; Floridi, 2019; Floridi et al., 2018; Jobin et al., 2019; Kroll, 2018). 
However, the knowledge and awareness of these was very limited, not to mention the 
actual usage. 
“So these are a bit less mature things to us than, let’s say, the car industry is 
dealing with these issues and we follow the potential interoperations and the 
guidelines which provide information how these should be taken into ac-
count.” (P8) 
“[Explainable AI] is actually a subject I would be interested in using in our 
development pipeline. Currently, in these experiment projects, we already 
have components where we have implemented these. There’s the benefit that 
with these we may get ideas on how to improve the model. So yes, we have 
made some groundwork so that we could implement these. . . . For example, 
a DALEX package, which provides a wide range of different solutions to im-
plement explainable AI. We also experiment with other types of solutions, 
but we are mainly using R so these applications by R are the easiest to im-
plement.” (P4) 
Moreover, organizations were proactive by participating in AI related initiatives, 
projects or research (P6, P9, P12, P13). Participating in AI research projects, such as this 
one, was a way for organizations to become aware of the latest trends but also to be the 
ones shaping them. Indeed, some of the interviewed organizations were involved in the 
IEEE and ECPAIS working groups creating AI standards and certificates. 
“Back in the day, there was this AI challenge, through which we began to 
define these AI ethics principles and also to define, for example, the different 
responsibilities and roles in our organization. And we have done different 
projects with Finnish companies and we’ve been involved in this EU work, 
ECPAIS initiative” (P9) 
“We have been involved in the ECPAIS work group, so we try to stay up to 
date on these things, and in a way, be involved in the discussion of interna-
tional standards, etc.” (P9) 
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“A few years back, was it one and a half years ago, IEEE began to create 
these ethical standards or certificates, and we were involved with laying the 
groundwork in the beginning.” (P12) 
“We begin to build know-how and understanding through this AIGA project 
so that we can do these things in the future. Currently, we don’t have the 
necessary skills and understanding to develop a transparent, explainable, 
ethical AI system as a part of our service development.” (P6) 
The category labeled as AI and data understanding refers to the documentation and 
understanding of the organization’s own AI systems and data. Therefore, this category 
comprises understanding of organization’s data and algorithms, and process documen-
tation or modeling AI components. Even though algorithmic transparency was often em-
phasized, it was not always achievable due to opaque and complex AI systems. 
“Our leading thought is that, for example, we have to understand how our 
AI systems work. That we cannot have the kind of, technologically or other-
wise, total black boxes. And more precisely we have to understand the sys-
tems we use.” (P4) 
Some organizations highlighted that they must have an understanding of organiza-
tion’s data and algorithms (P2, P3, P4, P5, P7, P8, P12, P13), to manage the AI systems 
and take responsibility for their decisions and impacts. Some organizations noted that 
they try to avoid using algorithms they do not understand (i.e., black boxes). Some used 
mathematical model validation, and others documentation and graphic modeling to un-
derstand their AI systems’ behavior and the most significant parameters. Moreover, it was 
noted that a comprehensive understanding of the organization’s data sets was needed to 
identify the existing biases. Some organizations had systematic data collection pipelines 
and curation processes to maintain data quality and control, but also to pseudonymize or 
anonymize sensitive data by design. 
“Of course, you must understand the data you use and what that data in-
cludes, etc. So transparency is also important in that sense.” (P5) 
“Transparency and explainability, these are of course a part of the valida-
tion process in the sense that we review the models. So already from the 
business perspective, we try to ensure that they are understandable since 
business units do not want to use anything they don’t understand. However, 
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this doesn’t mean that we couldn’t use DNNs or other complex [systems], 
but when we use complex systems we pay special attention to numeric vali-
dation to ensure that they are in fact usable.” (P7) 
“As for customer data and its transparency and ethics etc., our system is 
built so that we know exactly how our data sets are curated, from which [cli-
ent] it’s collected or with what data it’s trained, how it’s trained, how it’s 
labeled, where it’s collected.” (P8) 
Organizations used process documentation or modeling AI components (P3, P5, P8, 
P10, P12, P13) to promote transparency. Indeed, some organizations had a graphic data-
base or some other type of modeling tool to visualize the AI system’s process flow or the 
most significant concepts of the system. Moreover, documentation was emphasized, and 
some organizations documented the AI development processes. 
“Representation of the internal processes are extremely important and all 
the data flows, etc. And the kind of AI ecosystem we have and where it gets 
the data and what is involved with it, the process descriptions and these 
kinds of bigger pictures” (P13) 
“[We] use this kind of a graphic database and graphical modeling, and the 
graph provides the context from where the data gets selected for the compu-
tation models. So when the AI system has made the computation and 
reached a result so we can, to some extent, explain that result through the 
graph as it has all the relevant concepts and their relationships represented 
for this computing or problem-solving. So then we can, kind of, describe that 
okay this computation was done that way and it takes these and these into 
account and they were connected like this and then we have these computa-
tion rules and then based on these the algorithm reached this result” (P5) 
4.1.4 Stakeholder Communication 
The fourth and last aggregate dimension of ethical AI practices is stakeholder communi-
cation. Stakeholder communication refers to the communication activities aimed to pro-
vide information about organization’s AI systems and data use to external stakeholders. 
Moreover, communication of the organization’s ethical AI practices can be used to pro-
mote transparency. All of the stakeholder communication activities and data examples 
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are presented in Appendix 1. The emerged stakeholder communication activities can fur-
ther be categorized as AI and data communication. 
“The goal we would like to achieve is that anyone who visits our customer 
service, no matter the service channel, have the opportunity to get the ade-
quate information of how AI or automation in general is used.” (P9) 
The category labeled as AI and data communication comprises providing information 
about organization’s data and algorithms, and informing transparently about human-AI 
interaction and automated decision-making. Communication activities were used to pro-
mote organization’s ethical AI practices to build trust with society and customers. The 
ethical AI drivers are discussed in detail in Section 4.2. 
Customer trust was built by providing information about organization’s data and 
algorithms (P1, P2, P8, P9, P11, P13). According to GDPR (Article 13 and 14), organi-
zations are required to provide information about personal data to some extent. However, 
some organizations had decided to provide additional information about their AI systems. 
Indeed, some organizations had been testing a platform, AI register, to which organiza-
tions can systematically group and classify their AI portfolio. The AI register can then be 
published to target stakeholders. Furthermore, some organizations acknowledged that 
their AI systems are not always 100 percent correct and emphasized this in marketing 
communications. Moreover, some organizations communicated transparently about the 
unsafe situations, data processing, or most significant parameters of the AI systems to 
target stakeholders. Indeed, by providing information about the AI systems, and their 
strengths and weaknesses, organizations were trying to build trust with customers and in 
their services. 
“[We have] recognized the unsafe situations that each product may cause 
and the mitigation actions for these. This gives then, when it’s completed, so 
based on that you at least know what are the risks of the product and you 
can communicate these forward.” (P8) 
“We always emphasize that our AI system is not 100 percent correct so that 
these are always only recommendations and that the AI system certainly 
makes mistakes. So the only thing we can be sure of is that there are errors 
involved, and bringing this message to the customer interface is important to 
us and kind of instilled in the entire organization.” (P11) 
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“Of course, every time we make a project for the client, not that many only 
want to know ‘yes’ or ‘no’. They also want to know, depending on the situa-
tion, but typically they want to know how they can be sure that the algorithm 
works [correctly]. But on the other hand, so that we can demonstrate which 
are the significant parameters and which are not. And that’s a part of the 
process through which the client can, in a way, verify that the algorithm 
works as it should.” (P2) 
Lastly, some organizations informed transparently about human-AI interaction and 
automated decision-making (P4, P7, P12). Informing about human-AI interaction was 
particularly highlighted with AI chatbot services but also with other services in general. 
Moreover, it was noted that organizations should inform transparently about automated 
decision-making so that users have the option to revise it with a human operator. 
“When we have a chatbot component that interacts with customers, we try to 
make it clear when the customer is talking to a machine” (P7) 
“The thing that maximizes that trust is this honest, open communication 
about it. Such as that we inform what we do, inform, indicate when the cus-
tomer is dealing with an actual human or AI. And if an automated decision 
has been made, we are transparent about it and it is possible to contact cus-
tomer support and find out why the decision was made and if it could be re-
verted now that I’m dealing with a human.” (P7) 
“But if it would happen that, for example, a helpline would be made entirely 
autonomous, this would of course involve this transparency, and then people 
have to understand with whom s/he is interacting with, that is there a robot 
or an intelligent system or a human. This is of course included in the trans-
parency.” (P12) 
“Our goal is to inform where we, for example, use this [AI system].” (P4) 
4.2 Drivers for Ethical AI 
The second research question was set out to find out the drivers of implementing ethical 
AI. As a result of the analysis process, three aggregate dimensions for ethical AI practices 
were identified: 1. trust and risk, 2. regulatory and stakeholder pressure, and 3. business 
drivers. These three aggregate dimensions consist of six second-order categories (i.e., 1. 
trust, 2. risks, 3. regulation, 4. stakeholder pressure, 5. corporate social responsibility, 
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and 6. business and customer value), and multiple individual drivers derived from the 
data collected from 13 semi-structured expert interviews with organizations developing 
or deploying AI. The data structure in Figure 2 presents all of the 1st-order codes, 2nd-
order categories, and aggregate dimensions. Furthermore, it demonstrates how they all 
relate to each other. The aggregate dimensions, categories, and ethical AI drivers are fur-
ther discussed in Sections 4.2.1, 4.2.2, and 4.2.3. 
 
Figure 2  Data Structure for Ethical AI Drivers 
  
Trust
1st Order Codes 2nd Order Categories Aggregate Dimensions
Trust and 
Risks
• Maintain and build customer trust
• Maintain institutional trust
Risks
• Brand and reputational risks





• Regulation and legislation
• Fundamental and human rights
Stakeholder 
Pressure
• Pressure from customers
• Pressure from investors






• Core company values
• Strategic emphasis on responsibility




• Increased credibility and overall AI 
adoption
• Increased AI reliability
• New business opportunities









4.2.1 Trust and Risks 
The first aggregate dimension of ethical AI drivers, trust and risks, refers to the organi-
zation’s efforts to maintain and build trust with customers as well as avoid the ethical, 
reputational, financial, and safety risks while doing so. Indeed, both risks and trust were 
mentioned in the same context since organizations can maintain trust by managing the 
risks. All of the individual trust and risk drivers and data examples are presented in Ap-
pendix 2. 
The category labeled as trust comprises maintaining and building customer trust, and 
maintaining institutional trust. The difference between these is that the first one focuses 
on the organization in question, whereas the other the institutions they represent (i.e., if 
one organization loses trust, the whole sector may suffer), such as financial and public 
institutions. Trust was the most emphasized driver for ethical practices. 
The most prominent driver for ethical AI practices was to maintain and build cus-
tomer trust (P3, P5, P7, P11, P13). Indeed, organizations had to convince their customers 
of the AI system’s reliability as the negative examples are frequently highlighted by the 
media (i.e., the Cambridge Analytica scandal and biased AI systems discussed in Sections 
1 and 2.1). Indeed, it was noted that organizations wanted to appear as reliable stakehold-
ers with credible methods. It was considered that ethical choices would grow “trust capi-
tal”, and everything that promotes this will maximize the customer value. 
“If we think from [our organization’s] responsibility point of view, it specifi-
cally promotes trust and personal relations with the customer, and if the 
trust is lost so is the value in it too.” (P7) 
“Our clients are very aware that . . . the AI supplier makes responsible sys-
tems that you can actually trust” (P11) 
“Of course ethical business is something to be advocated and good but if it 
turns into better business, so that we are a trustworthy organization with 
credible methods and practices so that’s a good thing in this business.” (P5) 
Furthermore, it was noted that society, and particularly a high trust society like Fin-
land, has high expectations for trustworthiness and responsibility from organizations in 
the public and financial sectors. Indeed, maintaining institutional trust (P4, P7, P9, P12) 
was a driver for these organizations. The organizations emphasized their institutional role 
in society and considered it as their obligation to maintain trust in their field of operations, 
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including public organizations, authorities, and financial institutions. Moreover, the fi-
nancial sector was described as a “business of trust”, where organizations are expected to 
be reliable, responsible, and fair. 
“Finland is considered as an example of trust society, where people trust 
public authorities and each other. So this is a high trust society and people 
trust each other and they trust how decisions are made here. Well, now that 
we promote these intelligent, learning systems, and these involve many 
fears, confusion, and even some fake news and false expectations, and a lot 
of haziness that either set the expectations too high or compares it with dys-
topian scenarios. Therefore, it’s extremely important to make sure that peo-
ple understand what it’s all about, how these are developed, and that we are 
developing these sustainably and ethically, and without discrimination. And 
in the end, as we are a [public organization], we don’t have any other 
choice but to make sure that these systems truly serve the purpose they were 
intended to and the people, companies, and the institutions in the society.” 
(P12) 
“Indeed, if we think about our societal role, that we act as a trustworthy and 
transparent [organization], I mean transparency generates trustworthiness, 
and trustworthiness is the key to ensure that the public authorities and other 
institutions are still trusted in the future” (P9) 
The second category labeled as risks comprise brand and reputational risks, relia-
bility and safety risks, ethical risks, and financial risks. The risks were a motivation for 
ethical AI practices, and moreover, some ethical AI practices were compared to risk man-
agement. 
Negative examples of AI systems are frequently highlighted by the media (i.e., the 
Cambridge Analytica scandal and biased AI systems discussed in Sections 1 and 2.1). 
Furthermore, this negative press was noted to pose a real threat to the organization’s brand 
image. Therefore, brand and reputational risks (P3, P8, P13) were considered as a driver 
for ethical AI. 
“Everybody knows that [what happens] if you lose trust, and the power me-
dia has these days, and that through that the reputational risks are huge, so 
there’s no chance to disregard this anymore” (P13) 
51 
 
“Every industry is having these excesses, the negative examples that are all 
over the media, and so, it acts as a deterrent so that we want nothing to do 
with that through our own actions, so this brand awareness and its protec-
tion, and of course the brand risk is one thing too” (P3) 
The special characteristics of AI systems, such as complexity and opacity, were noted 
to create reliability and safety risks (P1, P2, P8, P11). Some organizations acknowledged 
that their AI systems are not always 100 percent correct and highlighted that giving full 
control to these kinds of non-deterministic AI systems with inadequate reliability would 
be irresponsible in industrial use or domains with significant impacts (e.g., financial or 
safety-critical impacts). 
“The decision of this responsibility is because we think that AI is still too 
immature technology that cannot make, or that we cannot guarantee that the 
recommendation given by the AI system would be 100 percent correct. So we 
talk about, or we have a goal that any information given by the AI system 
would be at least 80 percent correct, but that leaves a 20 percent gap which 
is so significant that, in a way, [making] a responsible decision based on 
that information would be irresponsible” (P11) 
“I think that responsibility is a part of industrial AI, like, using AI in a real-
time system that controls a machine, so it’s an essential part of it, so of 
course, the way how it’s developed, how it functions so that there’s full 
traceability, and we have the evidence how things are done and that they are 
done as we say they are.” (P8) 
“The most important reasons, or that one most important reason is that 
bringing these non-deterministic systems into industrial use, like in our case, 
so these are not–. Primarily every industry system is deterministic, they al-
ways work as expected, so if there’s a code error, it will work with that code 
error, and if there’s no code error, it will work without it, so it never alters 
its functionality. So the starting point is that we bring something that alters 
its capabilities and functionality over time, so it requires significantly bigger 
transparency of how it’s developed.” (P8) 
“Of course the things that have major, far-reaching consequences on peo-
ple’s lives. Especially the requirements to understand how the [algorithm’s] 
decision was made comes from this, why my [school] grade dropped, why 
didn’t I get the loan I expected. These are the things that we must be able to 
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explain to people. We must be able to–. The algorithms must be, they must 
be of the kind that can be explained.” (P2) 
Furthermore, ethical risks (P2, P5, P12) were emphasized with AI systems and data 
processing. For example, advanced analytics and data enrichment could cause unex-
pected, biased, or privacy-invasive results that can be used for unethical applications, on 
purpose or by accident. 
“Literature is filled with these examples of how in a worst-case scenario the 
AI system can strengthen the biases when you–. I’m talking about bias and 
distortion so much because if you input data that already has distortions, so 
the AI system learns the same biases that are represented in the data and re-
peats them. And of course, there is, maybe we as experts have some work to 
do to be able to demonstrate these sections where you can go wrong.” (P2) 
“We have to constantly consider it, as our core business is data aggregation 
and enrichment. So it can result in something that maybe originally was 
considered as harmless data, and when you aggregate it and then further 
analyze it, so it can result in information and insights that were not origi-
nally thought of or considered, and then we are dealing with these data pro-
tection matters pretty quickly. And also, that now that we have this infor-
mation so can we use it, for example, in sales or marketing, that is it appro-
priate.” (P5) 
Finally, financial risks (P3, P11, P13) were highlighted with AI systems in industrial 
use or domains with significant business impacts. It was noted that errors or malfunctions 
in these areas could result in lawsuits or even actual material damage. 
“If I think about a concrete driver, so we would easily be in a considerable 
breach of contract if our clients, due to a decision made by our AI system, 
would get into big trouble, for example, through a merger, and if that could 
be directly linked to the decision made by our AI system, I’d guess we would 
be in court to resolve these in no time.” (P11) 
“Material considerable risks, indeed emergent risks, so through these also 




4.2.2 Regulatory and Stakeholder Pressure 
The second aggregate dimension of ethical AI drivers, regulatory and stakeholder pres-
sure, refers to national and EU regulation, pressure from customers, investors, and soci-
ety, as well as management and employee interest. All of the individual regulatory and 
stakeholder pressure drivers and data examples are presented in Appendix 2. 
The category labeled as regulation comprises GDPR requirements, regulation and 
legislation, and fundamental and human rights. GDPR requirements are defined and en-
forced by EU and national laws, while fundamental and human rights are universal and 
protected by national and international laws. Furthermore, there are industry-specific laws 
that have to be complied with. In short, regulation was a significant driver for ethical 
practices, which compels organizations to consider fair and responsible activities. 
GDPR requirements (P1, P2, P5, P6, P7, P10, P12) were a significant driver for many 
ethical AI practices (e.g., responsible data collection and processing). GDPR has many 
requirements for data governance practices, and affects every organization one way or the 
other. However, it was highlighted that GDPR requirements are not enforced strongly 
enough, and that it is possible to make high profits with minimal sanctions by selling vast 
amounts of personal data without adequate informed consent. This was also referred to 
as surveillance economy. Nevertheless, GDPR requirements were a significant driver for 
ethical AI practices. 
“I think the pressure comes from the same place where, for example, GDPR 
pressure comes from” (P10) 
“Particularly GDPR has been a driver . . . and through GDPR I have pro-
moted these things, so we have created data protection policies, and privacy 
policies, described our operation models, first these internal business pro-
cesses, HR, finance, etc. to make sure that information management is in or-
der.” (P6) 
“Well, of course, personal data, data protection, well the term “issue”, 
these are not issues, it is data protection. It’s more like, it gives these pre-
conditions and we have to think about how to operate within these precondi-
tions.” (P12) 
“It was of course a GDPR requirement that customers can access their data. 
The data related to them and how it is processed, so we have quite 
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comprehensive sites even though it is, of course, a legislative requirement 
and comes from that.” (P7) 
“GDPR is, of course, the most significant [driver] and then there’s this na-
tional data protection legislation, etc. These are by far the most important 
things here . . . so maybe GDPR is the one that guides the most, or is the 
most prominent.” (P5) 
In addition to GDPR requirements, regulation and legislation (P3, P4, P7, P8, P9) in 
general were considered a driver for ethical practices. Laws were regarded as hard regu-
lation that compels organizations to consider fair and responsible activities. However, the 
current AI specific regulation was noted to be limited, and mainly linked to GDPR. There-
fore, some organizations were proactive and prepared for future regulation. 
“The operations of public authorities are regulated by various precondi-
tions, such as legislation and other directives. And to meet these [require-
ments], everything has to be documented, and in that way, for example, be 
taken into account so that’s one driver.” (P4) 
“What motivates us to do these responsible practices? Well, legislation. So 
that is–. Although it doesn’t cover everything, legislation is one of the 
strongest incentives, or the entire legislation or other regulation that directs 
to ethical practices. It’s a type of a force made by the society to that direc-
tion.” (P7) 
“So the starting point is that we bring something that alters its capabilities 
and functionality over time, so we have to be prepared that authorities will 
be very interested how these are developed, and how we can be sure that 
these are reliable and that they are developed so that we know how they 
work.” (P8) 
“So in the end, I think that in our case, the biggest pressure definitely comes 
from authorities” (P8) 
The motivation for ethical practices was noted to emanate from fundamental and 
human rights (P3, P12). For example, the right to equality and non-discrimination was 
emphasized by public organizations. 
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“Of course, because we are a [public organization] and work under the 
public administration, so these fundamental and human rights are where it 
all starts in responsibility” (P12) 
“So there aren’t any learning systems that wouldn’t be biased as, by defini-
tion, it learns from the data. Therefore, we have to make sure that these fun-
damental and human rights, equality things, are still met as dictated by the 
law, etc.” (P12) 
The second category is labeled as stakeholder pressure, which comprises pressure 
from customers, pressure from investors, and pressure from society, as well as manage-
ment interest and employee interest. The internal and external stakeholders motivated and 
created pressure for responsible business operations. 
“In summary, I think that positive pressure comes from strategic perspec-
tive, investor perspective, and upper management perspective, both from 
customers and internally.” (P13) 
The customers or clients had sometimes transparency requirements for AI systems. 
Therefore, the pressure from customers (P2, P5, P6, P13) was a driver for ethical AI. 
Indeed, it was noted that customers are becoming increasingly aware and interested in 
privacy and personal data collected from them. Therefore, some organizations and clients 
were extra cautious and hesitated to use AI systems, and the new kinds of business models 
they enable. 
“We work with public organizations, and quite a lot of, like, scrutiny from 
different directions is focused on the public administration, and of course 
these transparency requirements” (P5) 
“Of course, every time we make a project for the client, not that many only 
want to know ‘yes’ or ‘no’. They also want to know, depending on the situa-
tion, but typically they want to know how they can be sure that the algorithm 
works [correctly]. But on the other hand, so that we can demonstrate which 
are the significant parameters and which are not. And that’s a part of the 
process through which the client can, in a way, verify that the algorithm 
works as it should.” (P2) 
“And I think that the positive pressure is related to this transparency and 
trust, etc. that comes from the customers, so I think that the pressure for this 
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transparency will only increase, so in a way, I think that the positive pres-
sure comes from the customers.” (P13) 
Responsibility and sustainability were noted to affect investor relations and stock 
valuation. Therefore, the pressure from investors (P3, P13) was noted to be a driver for 
ethical practices.  
“I’m glad that we’ve been able to discuss the significance of responsibility 
in our company with our board of directors, since it already has a signifi-
cance on stock value and investor relations, and from that perspective, it’s a 
major–. And of course, these are–. A little self-praise since we are the most 
responsible retail company in the world as just rated by [a well-known insti-
tute], so this also creates a positive pressure for internal operations, which 
includes AI and responsible customer data processing.” (P13) 
“I believe that in the coming years we will see a significant increase in pres-
sure from the investors, so we have to report to the investors what we are 
doing regarding this domain.” (P3) 
Finland was described as a welfare state and high trust society with high expectations 
for trustworthiness and responsibility from both public and private organizations. There-
fore, pressure from society (P7, P9, P10, P12) was frequently considered as a driver for 
ethical practices. And as discussed in Section 4.2.1, some organizations acknowledged 
their influential role in society and considered it as their obligation to do responsible busi-
ness. 
“Well, the society itself creates the pressure in Finland, so it’s all around 
us.” (P12) 
“It’s somehow incorporated in our society, the responsibility, so it would be 
hard to imagine a Finland where people would act irresponsibly or work 
sloppily with these things, fundamental rights or exclusion, etc.” (P12) 
“We are a public organization so it’s of course a thing that gives us, or let’s 
say, compared to companies it sets us greater responsibility requirements, to 
be a public organization.” (P10) 
“We want to be a responsible stakeholder nationally, and I think that it’s not 
even a choice, it’s more like a presumption that should be expected from our 
kind of an organization, and of course, from authorities and these kinds of 
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public organizations, but also the private sector. But especially in our role, I 
think that it’s a starting point, and strongly related to our role in the soci-
ety.” (P9) 
Moreover, management interest (P13) was noted to positively affect how responsible 
practices were implemented in the organization. Indeed, the upper management in some 
organizations had a strong interest in accountability and AI ethics, and was involved with 
defining and approving organization’s AI principles or guidelines.  
“As a positive thing, it has also been strongly on our upper managements 
agenda, and therefore, these ethical AI principles and policies are reviewed 
and published in different management groups” (P13) 
“I’m glad that we’ve been able to discuss the significance of responsibility 
in our company with our board of directors” (P13) 
In addition to management interest, employee interest (P6, P10) was also highlighted. 
Employees are usually the ones designing and developing the AI systems. Therefore, their 
actions influenced how things were actually done. For example, the employees in some 
organizations had personally refused to do business projects that were against their own 
business ethics.  
“And another driver is this business ethics and these business models, so 
[our organization] is a consultancy firm that does what the client wants in 
client cases, so some consultants have personally refused to do some cases 
or clients. For example, they won’t do a case for the weapons industry, or 
they have refused a client case. So when they are assigned on a client pro-
ject, they won’t be willing to do it, and for example, not everybody agrees to 
work for instant loan firms as consultants. So it’s their personal [ethics]” 
(P6) 
“We have employees in IT with good ethics, who already promote these re-
sponsibility matters, for example, highlights accessibility and things like 
that.” (P10) 
4.2.3 Business Drivers 
The third and last aggregate dimension, business drivers, comprises corporate social re-
sponsibility, and business and customer value. The business drivers refer to 
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organizations’ strategic values and choices, and the expected business benefits of ethical 
practices. All of the business drivers and data examples are presented in Appendix 2. 
The category labeled as corporate social responsibility comprises core company val-
ues, strategic emphasis on responsibility, and brand values and brand image. These were 
the organization’s strategic values and choices for responsibility and ethical practices.  
“Of course ethical business is something to be advocated and good but if it 
turns into better business, so that we are a trustworthy organization with 
credible methods and practices so that’s a good thing in this business.” (P5) 
Core company values (P4, P9) refer to the values that support the organization’s vi-
sion and strategy for ethical practices. Indeed, both “proactivity” and “willingness” for 
responsible actions were emphasized. Moreover, some organizations wanted to promote 
public discussion on responsibility, and appear as reliable stakeholders with credible 
methods. Therefore, some organizations promoted responsibility as a core value. 
“I think, or I hope that it’s proactive from our perspective, that we under-
stand it ourselves or have understood it ahead of time proactively, its signifi-
cance for us so that we won’t be in a situation where we use various ML and 
AI systems widely, and we wouldn’t have thought of these things, or it comes 
up in another context. So I think the pressure comes internally, in a way we 
of course think that it’s socially important. But I think that where we are to-
day, we have been able to identify ourselves these matters and reacted with-
out any pressure from any ministry or somewhere else.” (P9) 
“We have a strong will to promote this kind of public discussion, which of 
course results in a greater responsibility and will to prove that we operate 
responsibly.” (P4) 
“I think that it’s the surrounding society and legislation that gives us these 
preconditions, but we also have our own willingness to pursue these mat-
ters.” (P4) 
“And of course, I could say that our own will to appear as an [responsible] 
organization in that matter in Finland. I wouldn’t say a trailblazer, but show 
that we keep up with these things and have taken these into account.” (P4) 
Furthermore, some organizations had a strategic emphasis on responsibility (P1, P3, 
P5, P7, P13). Many organizations had responsibility on agenda, and some even had a 
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separate corporate responsibility strategy. Moreover, responsibility was sometimes in-
cluded in the organization’s ESG, tech or business strategy. 
“It’s been and still is a big part of our agenda and we consider it as a very 
important part of our [organization’s] responsibility strategy. And customer 
data processing and responsible data use are a part of it, and also to de-
velop and use AI responsibly, so it’s definitely on agenda, as it’s a part of 
our strategy among the other responsibility matters.” (P13) 
“So I’m glad that the pressure kind of comes from doing the right things, 
and doing them responsibly comes from our strategy, and we have a strong 
principle that our company is managed with our strategy in different levels, 
and through that, we operationalize it. So that’s positive pressure.” (P13) 
“The whole starting point of [our] business is that we have a tech strategy . 
. . , and we have written into that both these technical principles as well as 
business principles. And one of these principles is this transparency, and the 
idea is that these principles that are written into the tech strategy guide our 
entire service development.” (P5) 
“It comes from, like, company’s internal responsibility objectives and kind 
of identifying and linking these, so that’s one of our responsibility objectives 
and thus it’s introduced to our company’s agenda.” (P1) 
In addition to strategic emphasis, ethical practices were noted to be aligned with the 
organization’s brand values and brand image (P3, P7). Indeed, ethical practices were 
implemented to support and strengthen the organization’s brand. Moreover, brand values 
were described as soft guidance to ethical practices.  
“A part of [our] brand is to be the whole nation’s bank, and close to the pri-
vate customers and so on, and thus it also involves doing business fairly. 
[Our] ethics policies and ethical guidelines for AI demonstrates this. So 
maintaining our brand, and operating according to our brand image or op-
erating according to our brand values is one aspect.” (P7) 
“So doing responsible business is in itself something that strengthens our 
brand, our position in the Finnish society, and in that sense, that we are a 
responsible stakeholder, and that when we do things we do it in a way that 
we consider these responsibility aspects, not just profits. So it’s a pretty big 
part of [our] brand, so everything we do will only strengthen it. Is there 
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anything–. Does AI have anything special to do with it? I don’t know, AI is 
one of the technologies, one method that is a part of the entire responsibility 
image, and we of course support that.” (P7) 
“Yeah, trust and also pioneering in this trustworthiness brand scene.” (P3) 
The category labeled as business and customer value comprises increased credibility 
and overall AI adoption, increased AI reliability, new business opportunities, and respon-
sibility as a selling point. These were the expected business benefits organizations sought 
to obtain through ethical AI practices. 
A study conducted by one of the interviewed organizations found that the organiza-
tion’s trustworthiness and credibility are more important than trusting the tech solution 
itself. Therefore, as long as the user trusts the organization, the technical AI specs are less 
important for building trust. Indeed, ethical practices were used to increase credibility 
and overall AI adoption (P2, P5, P10) in the long run (i.e., increased demand and public 
acceptance of AI systems).  
“When we want to apply [AI] more broadly in the society, it becomes more 
and more crucial that we are able to open them and demonstrate that re-
sponsibility. . . . And if increased AI adoption requires that responsibility, 
and I believe that AI has a potential to bring a lot of good in people’s lives.” 
(P2) 
“I think that this responsibility and transparency, they go hand in hand with 
AI progress, so the more AI is applied in these larger more complex, and 
more significant applications, the more it becomes a necessity, a mandatory 
step.” (P2) 
“When AI is applied more broadly, which it isn’t yet, so then the community, 
no matter of who the community is composed of, it will demand responsibil-
ity” (P10) 
Furthermore, it was noted that ethical practices were not only used for ethical pur-
poses, but rather to verify AI reliability. Therefore, the efforts to make algorithms more 
transparent and experimenting with explainable AI were used to increase AI reliability 
(P2, P11), and to verify the AI system’s results. 
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“It’s everyone’s benefit to be able to open these algorithms. So that’s a 
demonstration, that you can, or how else can you be sure that it works as it’s 
supposed to work, if you aren’t able to open it at all.” (P2) 
“We haven’t done this, for example, how should I say it, these aren’t done 
with responsibility in mind, opening these algorithms, from us or the clients. 
But rather than responsibility, the reliability perspective, yes. Can we be 
sure that the algorithm works? Part of that reliability, part of that answer is 
that because it uses these and these parameters like this, and we know that 
it’s logical. So it’s part of building trust toward the algorithm.” (P2) 
“Of course, every time we make a project for the client, not that many only 
want to know ‘yes’ or ‘no’. They also want to know, depending on the situa-
tion, but typically they want to know how they can be sure that the algorithm 
works [correctly]. But on the other hand, so that we can demonstrate which 
are the significant parameters and which are not. And that’s a part of the 
process through which the client can, in a way, verify that the algorithm 
works as it should.” (P2) 
“If we would get to the point where the AI system could do responsible deci-
sions so then the value of our services would increase even further, because 
the user’s role would diminish, and you would get ready processed answers 
from our service.” (P11) 
Most organizations had not yet figured out any business benefits that would directly 
increase sales, but expectations for new business opportunities (P3, P7, P11, P12, P13) 
were observable. Indeed, some organizations were interested in explainable AI, and the 
business opportunities it presents. Moreover, some organizations had turned GDPR re-
quirements into a service application that benefits the customer and increases transpar-
ency. It was also noted that turning around the incentives for ethical practices (i.e., GDPR 
to be strongly enforced and violators sanctioned) in today’s surveillance economy (dis-
cussed in Section 4.2.2) would create new privacy-preserving business models and ethical 
services. This would enable customers to have a realistic choice to opt out of tracking and 
excessive data collection. 
“Data science supported decision-making and automation will be an even 
bigger part of that basic engine the bank operates on. So in that sense, the 
role of AI and analytics will only grow in that responsibility at large. And 
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1 ”[T]he malpractice of making unsubstantiated or misleading claims about, or implementing su-
perficial measures in favour of, the ethical values and benefits of digital processes, products, ser-
vices, or other solutions in order to appear more digitally ethical than one is.” (Floridi, 2019) 
how will it affect customers, so the user experience and informativity hope-
fully gets better. The customers will have a better insight into their fi-
nances.” (P7) 
“[We] have a lot of data and also customer data, and we understand the 
value that data has and if we don’t use it responsibly and know how to be 
transparent to the customer of the data we use and the things we develop so 
we wouldn’t be able to operate that long in this business. There’s a real sig-
nificance from the risk perspective, but above all, from increasing customer 
experience and business benefit perspective. In the same context, we 
strongly push for a change to a truly customer-driven and consumer-centric 
approach to service development” (P13) 
“It can bring us directly two things, better customer experience and through 
that loyalty and direct business benefits. And I think that if and when we can 
build and develop our business following these principles and values, so I 
believe it will also bring monetary benefits.” (P13) 
“One big development area is explainability, and how that explainability be-
comes a part of our services so that it’s usable, so that’s one thing. And yes, 
I’m interested in this human-AI interaction and how that explainability can 
serve this interface” (P3) 
In addition to new ethical business models, some organizations used responsibility 
as a selling point (P1, P5, P6). It was described as a way to stand out from the competition. 
However, concerns about using ethics as a selling point were also highlighted. It was 
noted that promoting ethical practices could be used as a sales pitch and a marketing trick, 
while in reality none of these would be implemented (also called whitewashing in the 
interviews). This is similar to 1 “ethics bluewashing”, which is a digital version of green-
washing (Floridi, 2019). 
“I would at least hope that it turns into more business. That is of course the 
primary goal to make a profit, and net profit for the shareholders, and of 
course, ethical business is something to be advocated and good but if it 
turns into better business, so that we are a trustworthy organization with 




“Winning the market situation so that if the customers become aware of this, 
and they would have a realistic choice, so then organizations could promote 
ethics and gain these more profitable customers and market shares. This 
would be a kind of qualitative competitive edge. . . . in the current market 
situation the challenge is that people don’t have a choice, they are forced 
with these digital services with compulsory personalization, compulsory 
data sharing, compulsory data leaks, so people just don’t have a choice to 




5.1 Key Findings 
The ethical AI practices implemented by AI organizations were relatively similar to those 
recommended by today’s AI guidelines and frameworks (see AI HLEG, 2020; Eitel-
Porter, 2021; Fjeld et al., 2020; Floridi et al., 2018; Hagendorff, 2020; Jobin et al., 2019; 
Kroll, 2018; Ryan & Stahl, 2020; Schneider et al., 2020; Shneiderman, 2020; UNI Global 
Union, 2017; Vakkuri, Kemell, & Abrahamsson, 2020). Indeed, as suggested by AI 
HLEG (2019), the emerged ethical AI practices encompassed many stages of AI’s life 
cycle and included both technical and non-technical methods. This indicates that organi-
zations are aware of the current AI guidelines and frameworks and that the value of ethical 
AI is well-understood in the Finnish AI landscape. However, it is worth mentioning that 
no single activity was featured in all of the interviews, nor were any organization per-
forming all of these practices. Moreover, a few of the practices presented in Section 4 
were not yet fully applied by some organizations since they were still on the drawing 
board. This does not come as a surprise as applied AI ethics is a novel research field, and 
the implementation is still in its infancy (Vakkuri, Kemell, Kultanen, et al., 2020). Fur-
thermore, the objective was not to create a complete list of all the existing ethical AI 
practices, but rather to conceptualize some of the ones implemented today. 
 
Key Finding 1:  Ethical AI principles are implemented as governance, and AI de-
sign and development practices, as well as competence and 
knowledge development and stakeholder communication activi-
ties. 
 
The ethical AI practices were not purely considered important for ethical reasons. 
Instead, organizations were more motivated by the pragmatic drivers, such as regulatory 
requirements, stakeholder pressure, maintaining customer trust or managing risks. There-
fore, organizations were more likely to address ethical issues under pressure and for the 
benefits, rather than simply being ethical. This should be taken into account when creating 
new frameworks for ethical AI. These findings are similar to those reported by Vakkuri 
et al. (2019). Their findings suggest that developers typically approach responsibility 
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pragmatically and are more interested in financial, customer relations, or legislative issues 
rather than directly ethical matters. 
 
Key Finding 2: The drivers for ethical AI practices are trust and risks, regulatory 
and stakeholder pressure, and business drivers. 
 
Even though some organizations had defined clear roles and responsibilities, these 
were still mainly unclear for many organizations. Consistent with the findings reported 
by Vakkuri et al. (2019) and Vakkuri, Kemell, & Abrahamsson (2019a), the responsibility 
was frequently shifted to the user (i.e., organizational or customer end-user). However, it 
was also common that the CEO was ultimately responsible in smaller start-ups, whereas 
the development team was held accountable in other organizations. These results are sim-
ilar to those reported by Vaiste (2019), who found that the final responsibility of AI re-
lated ethical conduct is with the upper management (i.e., CEO or equivalent) in smaller 
companies and with the development team in larger ones. 
 
Key Finding 3: The AI responsibilities and roles vary by organization, and the 
user, management, or development team are held accountable for 
AI impacts. 
 
While the use of AI specific standards, certificates, and audits, as well as explainable 
AI systems, were frequently recommended by the ethical AI guidelines and literature (see 
AI HLEG, 2019; Barredo Arrieta et al., 2020; Fjeld et al., 2020; Floridi, 2019; Floridi et 
al., 2018; Jobin et al., 2019; Kroll, 2018; Kumar et al., 2020), the actual use of these was 
extremely limited. This could be due to the fact that these are still mainly on the drawing 
board, and not that many commercial products are available. Indeed, even the knowledge 
of AI standards and certificates was limited, even though some international institutes are 
working on these (i.e., IEEE P7000 and ISO Standards). Moreover, it seems that AI or-
ganizations were not yet capable of developing explainable user interfaces, even though 
these were emphasized by the literature. 
 
Key Finding 4: AI standards, certificates, and audits, as well as explainable AI 




This study contributes to the ongoing discussion of applied AI ethics (see Eitel-Porter, 
2021; Felzmann et al., 2020; Floridi et al., 2018; Hagendorff, 2020; Kelley, 2020; Kroll, 
2018; McNamara et al., 2018; Morley et al., 2020; Ryan & Stahl, 2020; Schneider et al., 
2020; Shneiderman, 2020; Vakkuri, Kemell, & Abrahamsson, 2020, 2019a, 2019b; 
Vakkuri, Kemell, Kultanen, et al., 2019, 2020) by providing a deeper understanding of 
how ethical AI principles are put into practice in organizations developing or deploying 
AI and by analyzing what are the drivers of implementing ethical AI. As a result, some 
of today’s ethical AI practices and drivers were conceptualized. The concepts and prac-
tices presented in Section 4 can be taken into account when creating new frameworks and 
guidelines for ethical AI.  
Overall, the study portrays a different picture of applied AI ethics than the prior re-
search that has been highly theoretical and conceptual, focusing on creating ethical AI 
guidelines and frameworks (see Eitel-Porter, 2021; Felzmann et al., 2020; Floridi et al., 
2018; Hagendorff, 2020; Kroll, 2018; Morley et al., 2020; Ryan & Stahl, 2020; Schneider 
et al., 2020; Shneiderman, 2020; Vakkuri, Kemell, & Abrahamsson, 2020). The study 
focused on the organizational aspect of ethical AI and provide empirical data on how 
organizations are in fact transforming AI principles into practice. Furthermore, the find-
ings confirm that ethical AI practices go beyond technical methods, and include AI gov-
ernance practices as well as communication and cooperation with relevant stakeholders. 
In addition to the ethical context, this study advances the understanding of the busi-
ness value of ethical AI. Indeed, the fact that the ethical AI practices implemented by AI 
organizations were relatively similar to those recommended by today’s AI guidelines and 
frameworks indicates that organizations are aware of the current trends and that the value 
of ethical AI is well-understood in the Finnish AI landscape. However, at the same time, 
tensions between the “ethical side” and “business side” were recurring in the data. Indeed, 
organizations were not necessarily driven by ethics, but rather by the business value and 
pragmatic purposes of ethical AI. Moreover, ethical practices can sometimes be neglected 
for financial gain, as with the case of surveillance economy discussed in Sections 4.1.1, 
4.2.2, and 4.2.3. Therefore, the findings demonstrate the existence of the “business side” 
of applied AI ethics, which can direct the research on the topic to focus on the organiza-
tional level and pragmatic approaches. 
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Collectively, the findings provide various practices that AI developers and managers 
can use to implement ethical AI. However, the aim was not to create a complete list of all 
the existing ethical practices, nor imply that the presented ones are the best. Indeed, the 
purpose was to conceptualize some of today’s ethical AI practices to encourage the trans-
formation from AI principles to practice. Moreover, the practices are only beginning to 
emerge and take shape, so it might be possible to address the same ethical concerns and 
principles with an entirely different set of methods and practices than the ones presented 
in this study. In addition, applied AI ethics is not about ticking boxes of a specific list of 
practices. Indeed, the goal was not to create a list of rules for ethical AI that developers 
or managers should comply with. This would only promote AI ethics as a “tick-box ex-
ercise”, whereas it should be a continuous effort to refrain from unethical actions, change 
attitudes, and strengthen responsibilities in AI organizations (Hagendorff, 2020). Indeed, 
this study encourages AI developers and managers to find the solutions and practices that 
are suitable for them, and the ones that are easy to implement to the organization’s exist-
ing governance practices, whether it be the ones presented here or not. 
Furthermore, the findings present multiple drivers for ethical AI that AI developers 
and managers can use to better understand the business value of ethical AI. Indeed, un-
derstanding the drivers and benefits can encourage organizations to adopt these practices. 
Moreover, the findings demonstrate that organizations can use ethical AI practices to 
maintain and build trust, but also to manage and mitigate the risks related to the deploy-
ment and development of AI systems. This enables organizations to avoid the misuse and 
underuse of AI (Floridi et al., 2018), as discussed in Section 2. Indeed, Floridi et al. (2018) 
propose that ethical AI yields a “dual advantage”, whereby leveraging the opportunities 
created by AI becomes socially acceptable (i.e., increased AI adoption) and organizations 
can avoid or minimize costly mistakes (i.e., mitigate or prevent negative impacts). How-
ever, this “dual advantage” of ethical AI can only function in an environment of public 
trust (Floridi et al., 2018), which can be promoted with the ethical AI practices presented 
in this study. 
5.3 Limitations and Future Research 
Every research has its limitations, and this one is no exception. The findings are limited 
to the data available and subject to interpretation due to the empirical and qualitative na-
ture of this research. However, the limitations of this study provide opportunities for 
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future research. Therefore, these limitations are discussed in conjunction with the poten-
tial areas of future research. 
First, the study focused on the Finnish AI landscape and AI organizations. The find-
ings would have arguably been different if the study had been conducted elsewhere. As a 
result, future research can be conducted with organizations in different settings, or with 
organizations in multiple countries. The findings could then be compared to this research. 
Furthermore, it would be insightful to conduct a cross-sectoral study and make compari-
sons between small and large, or private and public AI organizations, to provide a more 
comprehensive picture of the field. 
Second, applied AI ethics is a novel research area, and the implementation of AI 
ethics is still in its infancy (Vakkuri, Kemell, Kultanen, et al., 2020). Therefore, the find-
ings are bound to this specific time, and they would have arguably been different if the 
study had been conducted at another time. The ethical AI practices, and AI specific stand-
ards, certificates, and audits, as well as explainable AI systems, are just beginning to take 
shape and be commercialized. Therefore, it would be insightful to conduct a longitudinal 
study of the same subject to detect the developments and progress of the field. 
Finally, relying on qualitative interview data ties the findings to the specific organi-
zations, and limits generalizability and objectivity. Given the study’s qualitative ap-
proach, the findings do not provide a comprehensive view of all the existing ethical AI 
practices. Therefore, more research is needed, and future quantitative studies are recom-
mended to empirically test the present study’s findings. Indeed, the key findings presented 
in Section 5.1 may serve as a basis for hypotheses generation, which can be tested with 
quantitative methods, and with a larger and more representative group of AI organiza-
tions. 
In summary, prior research on AI ethics has been highly theoretical and conceptual, 
focusing on creating ethical AI guidelines and frameworks, whereas empirical research 
is still under-researched and poorly available. Therefore, future research should focus on 
addressing the gap between theory (i.e., ethical AI frameworks and guidelines) and prac-
tice to discover existing best practices, which can then again aid in the creation of new 





This study was set out to examine applied AI ethics by answering the following questions:  
 
1. How are ethical AI principles put into practice in organizations developing or 
deploying AI? 
2. What are the drivers of implementing ethical AI? 
 
Overall, 13 semi-structured expert interviews were conducted with 12 organizations 
developing or deploying AI, and the data was analyzed following the Gioia method. 
Based on the interview data, it can be concluded that ethical AI principles are imple-
mented as governance, and AI design and development practices, as well as competence 
and knowledge development and stakeholder communication activities. Furthermore, 
multiple individual ethical AI practices emerged from the interview data. 
As for the drivers, the ethical AI practices are motivated by trust and risks, regulatory 
and stakeholder pressure, and business drivers. Furthermore, multiple individual ethical 
AI drivers were derived from the interview data. 
In conclusion, the first steps have been taken to transform AI principles into practice, 
but there is still a long way to go to fully implement ethical AI. 
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Appendix 1. Ethical AI Practices and Data Examples  




P4, P7, P8, 
P12, P13 
“Customer data processing and responsible data use are a part of our [corporate 
responsibility strategy]” (P13) 
“Together with our clients, we have gone over a case by case if there are any 
areas where they do not want data to be collected” (P8) 
“First of all, we must be able to demonstrate how we process that data, and that 
we in fact process it responsibly and to the purpose it was intended to be used 
for.” (P4) 
“On top of the [GDPR] bare minimum, we have tried to make a truly user-ori-
ented service component that increases transparency.” (P7) 
Implementation of 
GDPR requirements 
P1, P2, P5, 
P7 
“We have published these ‘my data’ [sections]. It was of course a GDPR re-
quirement that customers can access their data. The data related to them and 
how it is processed, so we have quite comprehensive sites even though it is, of 
course, a legislative requirement and comes from that.” (P7) 
“Many ethical issues can be solved by implementing GDPR requirements. You 
have a clear understanding of the data collection purposes, how it is processed, 
and based on what [legal] grounds. And inform openly and transparently how 
it is processed and provide a chance to influence how it is used. There you 
have the informing, the possibility to influence and consideration of the legal 
bases” (P2) 
“You will go a long way with GDPR as it intervenes in every situation. . . . .  
You already understand the purpose, the [legal] basis, and [how to] obtain 
proper consent clearly when you start to collect data.” (P2) 
Strong information 
security and data 
protection practices 
P4, P5, P6, 
P11 
“We have always paid close attention to data protection and information secu-
rity in all of our systems in the first place” (P4) 
“Information security is extremely important to us and we grapple with it or 
consider it daily” (P11) 
“We have this kind of ISO 27001 certified information security management 
process, in other words, we have a formal process for information security 
which takes a stand on everything related to information security in our organi-
zation. So we control our management process through that.” (P11) 
Information security 
and data protection 
audits 
P5, P9 “We conduct an external audit of data protection and information security as-
pects for every system that involves the customer in any way, before it is even 
piloted” (P9) 
“The audit that is in the works involves information security in general, and of 
course AI indirectly too” (P5) 
AI ethics guidelines 
and principles to 
guide development 
P2, P3, P4, 
P5, P7, P8, 
P9, P12, P13 
“We have, for example, published online our ethical AI principles, which are 
intended to be complied with in AI initiatives and projects.” (P4) 
“Ethical AI principles and policies are published online and approved in differ-
ent management groups, and they are also publicly available.” (P13) 
“One main driver . . . [is our] ethical guidelines for AI. They give an upper 
level [frame] for what we do and how we do it.” (P7) 
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Clear roles and re-
sponsibilities 
P2, P3, P6, 
P7, P8, P9, 
P10, P11, 
P12, P13 
“We began to define the principles for ethical AI, and through that also to de-
fine different roles and responsibilities internally in the organization.” (P9) 
“One ethical principle involves responsibility, so through that, the responsibil-
ity involves, for example, that we have specified responsibilities.” (P9) 
“We have a competence center and a team that develops these, so it is im-
portant that, for example, we are responsible for not only the development but 
also all the maintenance. And it is especially important for us that, for exam-
ple, our team members are truly responsible for the end product the AI compo-
nent ends up with” (P13) 
“And our team has both in-house experts and external partners, who then 
again, acts as our in-house personnel as part of the team. And the team has the 
responsibility to maintain the existing AI systems” (P13) 
Impact or risk as-
sessment 
P2, P3, P4, 
P5, P7, P8, 
P9, P12, P13 
“We generally make a risk statement of even the slightly unclear issues, which 
is conducted by risk management, who gathers all the [necessary] information 
and creates a statement of the risks involved with it” (P7) 
“We are talking about high-risk analytics. . . . These mostly comes from legis-
lation, these kinds of criteria. But we have a list [of the risks], which we iden-
tify in each new use case.” (P7) 
“All new projects are reviewed by the company’s board, and the risks are also 
assessed in that context, particularly if the data includes personal information, 
so that are we allowed to do this and what are the potential consequences, neg-
ative or positive, if we decide to approve it. There have been cases where we, I 




P3, P12, P13 “A team with various competencies, not just the coder with a technical back-
ground but a multidisciplinary team and also a diverse team so that it has a 
broad spectrum of our society at large” (P3) 
“Whoever runs the project, or the team, so that they always have a way to in-
terpret things, so that they can minimize their own interpretations with open-
ness and by systematically inviting several stakeholders to diversify the case. . 
. . so, we are doing by definition cross-sectoral working.” (P12) 
“We of course have a close cooperation with our legal and privacy personnel 
as well as with risk management” (P13) 
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Approval process or 
formal discussion of 
AI projects 
P2, P4, P5, 
P6, P7, P8, 
P13 
“All new projects are reviewed by the company’s board, and the risks are also 
assessed in that context, particularly if the data includes personal information, 
so that are we allowed to do this and what are the potential consequences, neg-
ative or positive, if we decide to approve it. There have been cases where we, I 
mean the board, have decided not to approve a project as it sound too sensi-
tive.” (P5) 
“Of course we ask ourselves and discuss what kind of AI cases we do and do 
not want to do.” (P2) 
“I know that on the firm level we have discussed who are the clients we want 
to work with.” (P6) 
“Internally we have had this concern that what kind of clients we accept, or do 
not accept. From the business and sales perspective, we accept every [project] 
so that ‘we only do good projects and you shouldn’t mind to whom you do it 
for’, whereas some consultants want to keep this ethical view with them-
selves.” (P6) 
“We have review processes where we discuss these things . . . a round table 
practice that is in common use. . . . [where] we go over these use cases quite 
systematically and review it at large, not just from the AI ethics viewpoint. 
There we particularly discuss, or let’s say that the legal perspective is strongly 
present: general data protection regulation, and these kinds of aspects. . . . It is 
a real process that also results in negative decisions.” (P7) 
Use AI in less sensi-
tive domains 
P2, P4, P5, 
P9, P13 
“Currently we have tried to avoid these [risks] by focusing on using and auto-
mating the supportive functions, not the actual decision processes.” (P9) 
“At the moment, how should I say it, we don’t use so sensitive data, or AI in 
the kind of automated decision-making that would result in a real threat to the 
customer.” (P13) 
“These issues materialize in the customer interface, and if we would make sig-
nificant decisions there, like something related to people’s finances or health, 
etc. So, we are not actually operating in that kind of areas. These have for now 
been more like, should I say, not so personal domains where we use these algo-
rithms . . . I think we are not yet directly involved with such sensitive domains. 
And of course, we have to consider if we ever even want to be involved.” (P5) 
Backup plan for AI 
systems 
P1, P4, P7, 
P8, P9, P10, 
P12, P13 
“So, how it goes in practice, we have some applications where we use ML al-
gorithms or similar, so we have some kind of a backup solution which can do 
the same task in another way if the system does not function properly  . . . So at 
the moment, it’s pretty much that we have a backup application which we can 
run so that the customer interface will not be affected or have any downtime, 
etc.” (P9) 
“We consider these operating situations where our AI systems are not in use. 
So in these activities and processes, we build these by default in a way that 
they also function in the situations where the analytics solutions are not work-
ing. So in these situations, we can take the analytics models offline and revert 
to the raw process.” (P7) 
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Standard process or 
framework for AI 
development 
P1, P2, P3, 
P4, P5, P8, 
P9, P13 
“In our ML platform, it all begins by that our data scientists are doing every-
thing in the same way, not like before when you had five to ten data scientists 
and everyone had their way of doing things and that was okay that these were 
slightly different, but we try to standardize the platform as much as possible so 
that we give these operation boundaries and the tools needed for the situation, 
so that we have an industrial looking AI approach.” (P8) 
“So we standardize the AI development so that it would be just like any other 
software, so there is a standard process to develop it, and so that there are no 
human or software dependencies. So the dependencies are in a way elimi-
nated.” (P8) 
“We have a sort of, how should I say it, a design model which is not yet used 
in the entire organization, but that we have these first steps in use for ethical 
AI, or should I say responsible . . . and it is, of course, tweaked constantly, so 
that we are currently creating an even more concrete, kind of, ML and AI de-
velopment pipeline which considers the maintenance and bias, etc. more 
strongly.” (P9) 
Human oversight P7, P8, P10, 
P11, P13 
“All of our models, AI and analytics models, that are used in decision-making 
only make positive decisions for the customer. For example, you get a loan, 
your loan application or changes to loan agreements gets approved, etc. And 
with the negative decisions, you do not get a loan or an insurance compensa-
tion, etc., it doesn’t go into a ‘no folder’, it goes into a ‘maybe folder’, which 
ensures that a human is involved with the decision process.” (P7) 
“We have a decision support system, not a controlling one” (P8) 
“Right from the start, we decided that our AI system will not do a single deci-
sion on the behalf of the user. So our AI system gives recommendations, but 
everything that requires a decision, it is always the end-user who makes the fi-
nal call.” (P11) 
“We bring the material to support the decision-making so that . . . we facilitate 
decision-making but the user is responsible for the actual decision.” (P11) 
Simplest possible 
solution 
P5, P8 “[We] always try to solve every problem as simply as possible, and use the 
kind of algorithms that are not too complex and that we understand how they 
work, etc. where possible.” (P5) 
“I already mentioned the simplicity principle, aka that we always try to solve 
problems as straightforward and simply as possible. It’s a matter of explaina-
bility but also that the system is easier to develop and maintain, and control the 
costs in the first place.” (P5) 
“And then again, that you understand where you can use it and where you can-
not, and where you should use it, so that’s one thing. Everybody wants to solve 
everything with AI but it’s . . . not a magic box after all.” (P8) 
Responsibility by 
design 
P1, P3, P6, 
P8, P12, P13 
“It’s mostly that if you get traceability on from the start, then it is much easier 
to maintain. But if you don’t, it’s very difficult to build on top of it afterward.” 
(P8) 
“And maybe the point is that we . . . take privacy by design into account and so 
on.” (P6) 





P2, P9, P13 “We can create highly sophisticated explanations to why something is happen-
ing. But it is not always so easy to put it in the words that are easy to under-
stand.” (P2) 
“We have a wide range of customers, who have a different understanding and 
concept of AI, which . . . if we, for example, bring our ethical AI guidelines on 
our front page, so some might find it distressing. So in a way, if you don’t un-
derstand that, it might turn against you, so it’s extremely important to com-
municate the right things, to the right target group, in the right way” (P9) 
“When we deliver new applications with AI solutions to our retailers, we have 
to inform what it is about and based on what the decisions are made in an un-
complicated manner if they are made by an AI. So this requires us to simplify 
and make things transparent, which requires new kind of skills for the develop-
ment team and the entire system.” (P13) 
“It is, of course, a thing of its own, that how can we balance explainability 
without straining [transparency]. You only have to look at some of today’s 
cookie notifications that have plenty of transparency. But I wouldn’t say that 
it’s so customer-friendly to list dozens of cookies which you can tick off one 
by one as many as you can, ‘allow’, ‘deny’. “ (P2) 
Stakeholder partici-
pation in AI design 
or development 
P1, P5, P6, 
P9, P12 
“We were involved in the Citizen project  . . .  which studied how people expe-
rience and want to be informed of AI usage, and the significance to them. So 
our approach has been to truly try to understand the customer needs, citizen 
needs, and thereby build transparency through that.” (P9)  
“We do not deploy anything before the results are checked multiple times to-
gether with the client so that they look logical to the experts as well.” (P5) 
“We are good at the tech development, and of course, modeling the use cases, 
etc. but the client organization always has the profound competence, and coop-
eration with them is essential.” (P5) 
Continuous devel-
opment 
P2, P5, P7, 
P8, P11, P13 
“The world changes. And it could be that the quality of the results will not be 
that good if you don’t take a timeout, from time to time, and maybe even re-
train the AI system again.” (P2) 
“We have so many projects that don’t just start and end, but they are rather 
continuous development” (P13) 
“The basic assumption of AI is that the system is never really complete, but it 
rather improves over time as the training data accumulates, and it gets better all 
the time, that’s the basic statement” (P8) 
“AI is purely based on continuous development and it’s never really com-
plete.” (P8) 
“It’s a continuous process for us as we develop our AI system constantly, and 






P2, P4 “You have to monitor them [the AI systems] constantly. The system’s func-
tionality. Well, in practice, we have for example monitored the implementa-
tions we have, or let’s say we have basic reports on how the AI functions, and 
besides that, we of course monitor them by random tests. And in these reports, 
we also make sure that there haven’t occurred any model drifts” (P4) 
“Things can change over time. And the other is continuous monitoring. We 
create regular cycles where we assess if the algorithm is still fully functional or 
if it should be renewed.” (P2) 
“[We] monitor the AI system’s functionality constantly. It is not something 
that you can just leave be. Or of course you can just leave the AI system run-
ning to do decisions but it’s a good practice to also monitor how it reaches 
these decisions. And not just look for biased decisions.” (P2) 
Model validation P2, P3, P7, 
P8, P12 
“It’s part of the mathematical assessment, validation, and a good practice in 
data science. We validate it with peer reviews, and we also have a separate 
model validation unit” (P7) 
“We can still influence during the development, but this pilot testing phase is 
where we mostly ascertain that these tech systems work.” (P8) 
“We try to train it comprehensively. And of course, test it too. And I must em-
phasize that we cannot just look at the algorithm’s general performance but 
also check it in different target groups. If we get good results on average, can 
we be sure that they are good in various subgroups that might be smaller” (P2) 
“You have to make sure that when you test the AI system, you test it in many 
different ways. And also review all of the target groups separately. And in 
these kinds of cases, the best way to deal with this is rigorous testing.”  (P2) 
“Model validation is extremely important, so training, and validation after 
that.” (P8) 
Bias detection and 
mitigation 
P1, P2, P13 “By examining the data and the characteristics of the data before we even 
begin to develop the AI system. It is a key component in the entire data and AI 
processing that we know the data we are about to use and the characteristics of 
that data. . . .  Of course you can see the bias from the data. If the credit limit is 
always higher for men than women, or women get loan approvals easier than 
men, so you can see that already from the data. Just like all the age, sex, and 
race related biases. These are already in the data and if you just have the pa-
tience to take the time and examine the data before you throw it in the AI sys-
tem’s black box.” (P2) 
“And as a part of the process, you check that the input data is fair and as repre-
sentative sample as possible. So that we monitor the input data and the data for 
retraining so that it doesn’t become skewed. Because in the end, the algorithm 
makes the decision based on the data it has been trained with.” (P1) 
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AI or data related 
education for em-
ployees 
P3, P6, P7, 
P9, P12, P13 
“Well, I would still argue that the biggest challenge for implementing responsi-
bility is in our own understanding of what AI is and how can we apply it for 
the greater good. And that just increases over time, the more we support it. It is 
the ‘know-how’. The better we can promote and increase the capabilities to un-
derstand this entire theme–. And therefore, these ‘Elements of AI’ kinds of 
courses are like candy for the society to increase the awareness and under-
standing of this subject, and [our organization] has similar education courses. It 
enables that the common responsibility that we have in our society transfers to 
the AI systems and their various applications.” (P12) 
“In the AI side, especially with the data crew, we have had these internal webi-
nars, where we have presented, for example, this privacy-preserving AI or data 
pseudonymization or anonymization and how data leaks from anonymized 
data. And then we have had various GDPR and ‘my data’ kind of presentations 
for the whole firm, which have had a few dozen people listening, and there we 
have discussed this ethics aspect too. So yeah, I have held, well maybe a few in 
a year, like these kinds of meetings and seminars that reaches several dozen 
people, and there we have discussed what is personal data, what is modern ana-
lytics, and how data protection and ethics are involved with these.” (P6) 
“We have spent a lot of time and effort to inform, I mean to educate, [our] staff 
in these AI related things. A couple of months ago we published this AI train-
ing that is targeted to [our] entire personnel. Fifteen minutes, it’s pretty quick 
to complete but it specifically informs what AI is, what it is for [our organiza-
tion], what kinds of risks are there, and other aspects related to it. There is–. A 
big part of it is that we inform about the responsibility aspect, so we try to 
share that information with the staff.” (P7) 
Follow the latest re-
search, guidelines 
and trends 
P2, P3, P4, 
P7, P8, P9, 
P13 
“So these are a bit less mature things to us than, let’s say, the car industry is 
dealing with these issues and we follow the potential interoperations and the 
guidelines which provide information how these should be taken into account.” 
(P8) 
“Car industry has this SOTIF standard, which specifically, it involves the use 
of these non-deterministic systems as a part of a control system. . . . we have 
tried to find out if there is anything we can use.” (P8) 
“[Explainable AI] is actually a subject I would be interested in using in our de-
velopment pipeline. Currently, in these experiment projects, we already have 
components where we have implemented these. There’s the benefit that with 
these we may get ideas on how to improve the model. So yes, we have made 
some groundwork so that we could implement these. . . . For example, a 
DALEX package, which provides a wide range of different solutions to imple-
ment explainable AI. We also experiment with other types of solutions, but we 




Participate in AI re-
lated initiatives, pro-
jects or research 
P6, P9, P12, 
P13 
“Back in the day, there was this AI challenge, through which we began to de-
fine these AI ethics principles and also to define, for example, the different re-
sponsibilities and roles in our organization. And we have done different pro-
jects with Finnish companies and we’ve been involved in this EU work, 
ECPAIS initiative” (P9) 
“We have been involved in the ECPAIS work group, so we try to stay up to 
date on these things, and in a way, be involved in the discussion of interna-
tional standards, etc.” (P9) 
“A few years back, was it one and a half years ago, IEEE began to create these 
ethical standards or certificates, and we were involved with laying the ground-
work in the beginning.” (P12) 
“We begin to build know-how and understanding through this AIGA project so 
that we can do these things in the future. Currently, we don’t have the neces-
sary skills and understanding to develop a transparent, explainable, ethical AI 




P2, P3, P4, 
P5, P7, P8, 
P12, P13 
“Our leading thought is that, for example, we have to understand how our AI 
systems work. That we cannot have the kind of, technologically or otherwise, 
total black boxes. And more precisely we have to understand the systems we 
use.” (P4) 
“Of course, you must understand the data you use and what that data includes, 
etc. So transparency is also important in that sense.” (P5) 
“Transparency and explainability, these are of course a part of the validation 
process in the sense that we review the models. So already from the business 
perspective, we try to ensure that they are understandable since business units 
do not want to use anything they don’t understand. However, this doesn’t mean 
that we couldn’t use DNNs or other complex [systems], but when we use com-
plex systems we pay special attention to numeric validation to ensure that they 
are in fact usable.” (P7) 
“As for customer data and its transparency and ethics etc., our system is built 
so that we know exactly how our data sets are curated, from which [client] it’s 
collected or with what data it’s trained, how it’s trained, how it’s labeled, 
where it’s collected.” (P8) 
Process documenta-
tion or modeling AI 
components 
P3, P5, P8, 
P10, P12, 
P13 
“Representation of the internal processes are extremely important and all the 
data flows, etc. And the kind of AI ecosystem we have and where it gets the 
data and what is involved with it, the process descriptions and these kinds of 
bigger pictures” (P13) 
“[We] use this kind of a graphic database and graphical modeling, and the 
graph provides the context from where the data gets selected for the computa-
tion models. So when the AI system has made the computation and reached a 
result so we can, to some extent, explain that result through the graph as it has 
all the relevant concepts and their relationships represented for this computing 
or problem-solving. So then we can, kind of, describe that okay this computa-
tion was done that way and it takes these and these into account and they were 
connected like this and then we have these computation rules and then based 





data and algorithms 
P1, P2, P6, 
P8, P9, P11, 
P12, P13 
“The goal we would like to achieve is that anyone who visits our customer ser-
vice, no matter the service channel, have the opportunity to get the adequate in-
formation of how AI or automation in general is used.” (P9) 
“[We have] recognized the unsafe situations that each product may cause and 
the mitigation actions for these. This gives then, when it’s completed, so based 
on that you at least know what are the risks of the product and you can com-
municate these forward.” (P8) 
“We always emphasize that our AI system is not 100 percent correct so that 
these are always only recommendations and that the AI system certainly makes 
mistakes. So the only thing we can be sure of is that there are errors involved, 
and bringing this message to the customer interface is important to us and kind 
of instilled in the entire organization.” (P11) 
“Of course, every time we make a project for the client, not that many only 
want to know ‘yes’ or ‘no’. They also want to know, depending on the situa-
tion, but typically they want to know how they can be sure that the algorithm 
works [correctly]. But on the other hand, so that we can demonstrate which are 
the significant parameters and which are not. And that’s a part of the process 







P4, P7, P12 “When we have a chatbot component that interacts with customers, we try to 
make it clear when the customer is talking to a machine” (P7) 
“The thing that maximizes that trust is this honest, open communication about 
it. Such as that we inform what we do, inform, indicate when the customer is 
dealing with an actual human or AI. And if an automated decision has been 
made, we are transparent about it and it is possible to contact customer support 
and find out why the decision was made and if it could be reverted now that 
I’m dealing with a human.” (P7) 
“But if it would happen that, for example, a helpline would be made entirely 
autonomous, this would of course involve this transparency, and then people 
have to understand with whom s/he is interacting with, that is there a robot or 
an intelligent system or a human. This is of course included in the transpar-
ency.” (P12) 





Appendix 2. Ethical AI Drivers and Data Examples 
Code Participant Data Example 
Maintain and build 
customer trust 
P3, P5, P7, 
P11, P13 
“If we think from [our organization’s] responsibility point of view, it specifi-
cally promotes trust and personal relations with the customer, and if the trust is 
lost so is the value in it too.” (P7) 
“Our clients are very aware that . . . the AI supplier makes responsible systems 
that you can actually trust” (P11) 
“Of course ethical business is something to be advocated and good but if it 
turns into better business, so that we are a trustworthy organization with credi-
ble methods and practices so that’s a good thing in this business.” (P5) 
Maintain institu-
tional trust 
P4, P7, P9, 
P12 
“Finland is considered as an example of trust society, where people trust public 
authorities and each other. So this is a high trust society and people trust each 
other and they trust how decisions are made here. Well, now that we promote 
these intelligent, learning systems, and these involve many fears, confusion, 
and even some fake news and false expectations, and a lot of haziness that ei-
ther set the expectations too high or compares it with dystopian scenarios. 
Therefore, it’s extremely important to make sure that people understand what 
it’s all about, how these are developed, and that we are developing these sus-
tainably and ethically, and without discrimination. And in the end, as we are a 
[public organization], we don’t have any other choice but to make sure that 
these systems truly serve the purpose they were intended to and the people, 
companies, and the institutions in the society.” (P12) 
“Indeed, if we think about our societal role, that we act as a trustworthy and 
transparent [organization], I mean transparency generates trustworthiness, and 
trustworthiness is the key to ensure that the public authorities and other institu-
tions are still trusted in the future” (P9) 
Brand and reputa-
tional risks 
P3, P8, P13 “Everybody knows that [what happens] if you lose trust, and the power media 
has these days, and that through that the reputational risks are huge, so there’s 
no chance to disregard this anymore” (P13) 
“Every industry is having these excesses, the negative examples that are all 
over the media, and so, it acts as a deterrent so that we want nothing to do with 
that through our own actions, so this brand awareness and its protection, and of 





P1, P2, P8, 
P11 
“The decision of this responsibility is because we think that AI is still too im-
mature technology that cannot make, or that we cannot guarantee that the rec-
ommendation given by the AI system would be 100 percent correct. So we talk 
about, or we have a goal that any information given by the AI system would be 
at least 80 percent correct, but that leaves a 20 percent gap which is so signifi-
cant that, in a way, [making] a responsible decision based on that information 
would be irresponsible” (P11) 
“I think that responsibility is a part of industrial AI, like, using AI in a real-
time system that controls a machine, so it’s an essential part of it, so of course, 
the way how it’s developed, how it functions so that there’s full traceability, 
and we have the evidence how things are done and that they are done as we say 
they are.” (P8) 
“The most important reasons, or that one most important reason is that bring-
ing these non-deterministic systems into industrial use, like in our case, so 
these are not–. Primarily every industry system is deterministic, they always 
work as expected, so if there’s a code error, it will work with that code error, 
and if there’s no code error, it will work without it, so it never alters its func-
tionality. So the starting point is that we bring something that alters its capabil-
ities and functionality over time, so it requires significantly bigger transpar-
ency of how it’s developed.” (P8) 
“Of course the things that have major, far-reaching consequences on people’s 
lives. Especially the requirements to understand how the [algorithm’s] decision 
was made comes from this, why my [school] grade dropped, why didn’t I get 
the loan I expected. These are the things that we must be able to explain to 
people. We must be able to–. The algorithms must be, they must be of the kind 
that can be explained.” (P2) 
Ethical risks P2, P5, P12 “Literature is filled with these examples of how in a worst-case scenario the AI 
system can strengthen the biases when you–. I’m talking about bias and distor-
tion so much because if you input data that already has distortions, so the AI 
system learns the same biases that are represented in the data and repeats them. 
And of course, there is, maybe we as experts have some work to do to be able 
to demonstrate these sections where you can go wrong.” (P2) 
“We have to constantly consider it, as our core business is data aggregation 
and enrichment. So it can result in something that maybe originally was con-
sidered as harmless data, and when you aggregate it and then further analyze it, 
so it can result in information and insights that were not originally thought of 
or considered, and then we are dealing with these data protection matters pretty 
quickly. And also, that now that we have this information so can we use it, for 
example, in sales or marketing, that is it appropriate.” (P5) 
Financial risks P3, P11, P13 “If I think about a concrete driver, so we would easily be in a considerable 
breach of contract if our clients, due to a decision made by our AI system, 
would get into big trouble, for example, through a merger, and if that could be 
directly linked to the decision made by our AI system, I’d guess we would be 
in court to resolve these in no time.” (P11) 
“Material considerable risks, indeed emergent risks, so through these also the 




GDPR requirements P1, P2, P5, 
P6, P7, P10, 
P12 
“I think the pressure comes from the same place where, for example, GDPR 
pressure comes from” (P10) 
“Particularly GDPR has been a driver . . . and through GDPR I have promoted 
these things, so we have created data protection policies, and privacy policies, 
described our operation models, first these internal business processes, HR, fi-
nance, etc. to make sure that information management is in order.” (P6) 
“Well, of course, personal data, data protection, well the term “issue”, these are 
not issues, it is data protection. It’s more like, it gives these preconditions and 
we have to think about how to operate within these preconditions.” (P12) 
“It was of course a GDPR requirement that customers can access their data. 
The data related to them and how it is processed, so we have quite comprehen-
sive sites even though it is, of course, a legislative requirement and comes from 
that.” (P7) 
“GDPR is, of course, the most significant [driver] and then there’s this national 
data protection legislation, etc. These are by far the most important things here 




P3, P4, P7, 
P8, P9 
“The operations of public authorities are regulated by various preconditions, 
such as legislation and other directives. And to meet these [requirements], eve-
rything has to be documented, and in that way, for example, be taken into ac-
count so that’s one driver.” (P4) 
“What motivates us to do these responsible practices? Well, legislation. So that 
is–. Although it doesn’t cover everything, legislation is one of the strongest in-
centives, or the entire legislation or other regulation that directs to ethical prac-
tices. It’s a type of a force made by the society to that direction.” (P7) 
“So the starting point is that we bring something that alters its capabilities and 
functionality over time, so we have to be prepared that authorities will be very 
interested how these are developed, and how we can be sure that these are reli-
able and that they are developed so that we know how they work.” (P8) 
“So in the end, I think that in our case, the biggest pressure definitely comes 
from authorities” (P8) 
Fundamental and 
human rights 
P3, P12 “Of course, because we are a [public organization] and work under the public 
administration, so these fundamental and human rights are where it all starts in 
responsibility” (P12) 
“So there aren’t any learning systems that wouldn’t be biased as, by definition, 
it learns from the data. Therefore, we have to make sure that these fundamental 






P2, P5, P6, 
P13 
“We work with public organizations, and quite a lot of, like, scrutiny from dif-
ferent directions is focused on the public administration, and of course these 
transparency requirements” (P5) 
“Of course, every time we make a project for the client, not that many only 
want to know ‘yes’ or ‘no’. They also want to know, depending on the situa-
tion, but typically they want to know how they can be sure that the algorithm 
works [correctly]. But on the other hand, so that we can demonstrate which are 
the significant parameters and which are not. And that’s a part of the process 
through which the client can, in a way, verify that the algorithm works as it 
should.” (P2) 
“And I think that the positive pressure is related to this transparency and trust, 
etc. that comes from the customers, so I think that the pressure for this trans-
parency will only increase, so in a way, I think that the positive pressure comes 
from the customers.” (P13) 
Pressure from inves-
tors 
P3, P13 “I’m glad that we’ve been able to discuss the significance of responsibility in 
our company with our board of directors, since it already has a significance on 
stock value and investor relations, and from that perspective, it’s a major–. 
And of course, these are–. A little self-praise since we are the most responsible 
retail company in the world as just rated by [a well-known institute], so this 
also creates a positive pressure for internal operations, which includes AI and 
responsible customer data processing.” (P13) 
“I believe that in the coming years we will see a significant increase in pres-
sure from the investors, so we have to report to the investors what we are doing 
regarding this domain.” (P3) 
Pressure from soci-
ety 
P7, P9, P10, 
P12 
“Well, the society itself creates the pressure in Finland, so it’s all around us.” 
(P12) 
“It’s somehow incorporated in our society, the responsibility, so it would be 
hard to imagine a Finland where people would act irresponsibly or work slop-
pily with these things, fundamental rights or exclusion, etc.” (P12) 
“We are a public organization so it’s of course a thing that gives us, or let’s 
say, compared to companies it sets us greater responsibility requirements, to be 
a public organization.” (P10) 
“We want to be a responsible stakeholder nationally, and I think that it’s not 
even a choice, it’s more like a presumption that should be expected from our 
kind of an organization, and of course, from authorities and these kinds of pub-
lic organizations, but also the private sector. But especially in our role, I think 
that it’s a starting point, and strongly related to our role in the society.” (P9) 
Management inter-
est 
P13 “As a positive thing, it has also been strongly on our upper managements 
agenda, and therefore, these ethical AI principles and policies are reviewed and 
published in different management groups” (P13) 
“I’m glad that we’ve been able to discuss the significance of responsibility in 
our company with our board of directors” (P13) 
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Employee interest P6, P10 “And another driver is this business ethics and these business models, so [our 
organization] is a consultancy firm that does what the client wants in client 
cases, so some consultants have personally refused to do some cases or clients. 
For example, they won’t do a case for the weapons industry, or they have re-
fused a client case. So when they are assigned on a client project, they won’t 
be willing to do it, and for example, not everybody agrees to work for instant 
loan firms as consultants. So it’s their personal [ethics]” (P6) 
“We have employees in IT with good ethics, who already promote these re-




P4, P9 “I think, or I hope that it’s proactive from our perspective, that we understand 
it ourselves or have understood it ahead of time proactively, its significance for 
us so that we won’t be in a situation where we use various ML and AI systems 
widely, and we wouldn’t have thought of these things, or it comes up in an-
other context. So I think the pressure comes internally, in a way we of course 
think that it’s socially important. But I think that where we are today, we have 
been able to identify ourselves these matters and reacted without any pressure 
from any ministry or somewhere else.” (P9) 
“We have a strong will to promote this kind of public discussion, which of 
course results in a greater responsibility and will to prove that we operate re-
sponsibly.” (P4) 
“I think that it’s the surrounding society and legislation that gives us these pre-
conditions, but we also have our own willingness to pursue these matters.” 
(P4) 
“And of course, I could say that our own will to appear as an [responsible] or-
ganization in that matter in Finland. I wouldn’t say a trailblazer, but show that 
we keep up with these things and have taken these into account.” (P4) 
Strategic emphasis 
on responsibility 
P1, P3, P5, 
P7, P13 
“It’s been and still is a big part of our agenda and we consider it as a very im-
portant part of our [organization’s] responsibility strategy. And customer data 
processing and responsible data use are a part of it, and also to develop and use 
AI responsibly, so it’s definitely on agenda, as it’s a part of our strategy among 
the other responsibility matters.” (P13) 
“So I’m glad that the pressure kind of comes from doing the right things, and 
doing them responsibly comes from our strategy, and we have a strong princi-
ple that our company is managed with our strategy in different levels, and 
through that, we operationalize it. So that’s positive pressure.” (P13) 
“The whole starting point of [our] business is that we have a tech strategy . . . , 
and we have written into that both these technical principles as well as business 
principles. And one of these principles is this transparency, and the idea is that 
these principles that are written into the tech strategy guide our entire service 
development.” (P5) 
“It comes from, like, company’s internal responsibility objectives and kind of 
identifying and linking these, so that’s one of our responsibility objectives and 
thus it’s introduced to our company’s agenda.” (P1) 
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Brand values and 
brand image 
P3, P7 “A part of [our] brand is to be the whole nation’s bank, and close to the private 
customers and so on, and thus it also involves doing business fairly. [Our] eth-
ics policies and ethical guidelines for AI demonstrates this. So maintaining our 
brand, and operating according to our brand image or operating according to 
our brand values is one aspect.” (P7) 
“So doing responsible business is in itself something that strengthens our 
brand, our position in the Finnish society, and in that sense, that we are a re-
sponsible stakeholder, and that when we do things we do it in a way that we 
consider these responsibility aspects, not just profits. So it’s a pretty big part of 
[our] brand, so everything we do will only strengthen it. Is there anything–. 
Does AI have anything special to do with it? I don’t know, AI is one of the 
technologies, one method that is a part of the entire responsibility image, and 
we of course support that.” (P7) 
“Yeah, trust and also pioneering in this trustworthiness brand scene.” (P3) 
Increased credibility 
and overall AI adop-
tion 
P2, P5, P10 “When we want to apply [AI] more broadly in the society, it becomes more 
and more crucial that we are able to open them and demonstrate that responsi-
bility. . . . And if increased AI adoption requires that responsibility, and I be-
lieve that AI has a potential to bring a lot of good in people’s lives.” (P2) 
“I think that this responsibility and transparency, they go hand in hand with AI 
progress, so the more AI is applied in these larger more complex, and more 
significant applications, the more it becomes a necessity, a mandatory step.” 
(P2) 
“When AI is applied more broadly, which it isn’t yet, so then the community, 




P2, P11 “It’s everyone’s benefit to be able to open these algorithms. So that’s a demon-
stration, that you can, or how else can you be sure that it works as it’s sup-
posed to work, if you aren’t able to open it at all.” (P2) 
“We haven’t done this, for example, how should I say it, these aren’t done with 
responsibility in mind, opening these algorithms, from us or the clients. But ra-
ther than responsibility, the reliability perspective, yes. Can we be sure that the 
algorithm works? Part of that reliability, part of that answer is that because it 
uses these and these parameters like this, and we know that it’s logical. So it’s 
part of building trust toward the algorithm.” (P2) 
“Of course, every time we make a project for the client, not that many only 
want to know ‘yes’ or ‘no’. They also want to know, depending on the situa-
tion, but typically they want to know how they can be sure that the algorithm 
works [correctly]. But on the other hand, so that we can demonstrate which are 
the significant parameters and which are not. And that’s a part of the process 
through which the client can, in a way, verify that the algorithm works as it 
should.” (P2) 
“If we would get to the point where the AI system could do responsible deci-
sions so then the value of our services would increase even further, because the 
user’s role would diminish, and you would get ready processed answers from 





P3, P7, P11, 
P12, P13 
“Data science supported decision-making and automation will be an even big-
ger part of that basic engine the bank operates on. So in that sense, the role of 
AI and analytics will only grow in that responsibility at large. And how will it 
affect customers, so the user experience and informativity hopefully gets bet-
ter. The customers will have a better insight into their finances.” (P7) 
“[We] have a lot of data and also customer data, and we understand the value 
that data has and if we don’t use it responsibly and know how to be transparent 
to the customer of the data we use and the things we develop so we wouldn’t 
be able to operate that long in this business. There’s a real significance from 
the risk perspective, but above all, from increasing customer experience and 
business benefit perspective. In the same context, we strongly push for a 
change to a truly customer-driven and consumer-centric approach to service 
development” (P13) 
“It can bring us directly two things, better customer experience and through 
that loyalty and direct business benefits. And I think that if and when we can 
build and develop our business following these principles and values, so I be-
lieve it will also bring monetary benefits.” (P13) 
“One big development area is explainability, and how that explainability be-
comes a part of our services so that it’s usable, so that’s one thing. And yes, 
I’m interested in this human-AI interaction and how that explainability can 
serve this interface” (P3) 
Responsibility as a 
selling point 
P1, P5, P6 “I would at least hope that it turns into more business. That is of course the pri-
mary goal to make a profit, and net profit for the shareholders, and of course, 
ethical business is something to be advocated and good but if it turns into bet-
ter business, so that we are a trustworthy organization with credible methods 
and practices so that’s a good thing in this business.” (P5) 
“Winning the market situation so that if the customers become aware of this, 
and they would have a realistic choice, so then organizations could promote 
ethics and gain these more profitable customers and market shares. This would 
be a kind of qualitative competitive edge. . . . in the current market situation 
the challenge is that people don’t have a choice, they are forced with these dig-
ital services with compulsory personalization, compulsory data sharing, com-
pulsory data leaks, so people just don’t have a choice to choose a legal option.” 
(P6) 
 
 
