In this paper, we deal with the inverse spectral problem for the equation −( pu ) + qu = λru on a finite interval (0, h). The above equation subjected to appropriate boundary conditions on zero and h gives the vibrations of a string of length h. Using the Dirichlet-to-Neumann map type approach known in the multidimensional Calderón problem, we prove some uniqueness results of one or two discontinuous coefficients among p, q and r , and the length h from the vibrations of the end point zero. We also consider Sturm-Liouville systems of the form −(Pu ) + Qu = λRu where P and R are diagonal n × n matrices and Q a symmetric n × n matrix with L ∞ ( ) entries. In the case n = 2, this problem models the small vibrations of two connected beams. We prove the uniqueness of the matrix of rigidity P or matrix density R when its entries are piecewise constant functions.
Introduction and statement of the result

Let
= (0, h) be a finite interval. We consider the operator ( We suppose that the boundary spectral data are the same, i.e. The condition q 1 = q 2 means that q j = q a.e. in (0, h j ) where q is defined on (0, H ) with H h j , j = 1, 2, and similarily for p j and r j . In the proofs we assume that q j 0, but the results also hold in the general case by shifting the spectrum.
The operator A D (respectively, A N ) gives a model of a vibrating string when the end points are fixed (respectively, free). It also characterizes the vibrations of the Earth modelled as an elastic ball where the coefficients p, q and r depend only on the radius. The coefficients p, q and r are given as functions of the density and the rigidity. The aim of this paper is to give some identifiability results when the density and the rigidity have several discontinuities. We start by recalling some known results on this problem.
The proof of uniqueness of q ∈ L 2 (0, 1) when p and r are constant, in which case the equation of (1) is called of normal form, has been known since the work [16] , where this problem is transformed to the study of an integral equation and where a reconstruction formula is given. Another proof of this result is based on the asymptotics of the fundamental solution of the equation −u + qu − λu = 0 and on the asymptotics of the eigenvalues; see [28] for more details on this method, [26] for a review of these results and [14] for a generalization of these results to the case −( pu ) = λpu, p p ∈ L 2 (0, 1). In [14] , the authors assumed that p is known at the end points of (0, 1). The spectral data we consider in our paper and those of [14] are not equivalent in general. We explain this fact in remark 4. If p and r are in C 1,1 ([0, 1] ) and q in L ∞ (0, 1), then using the Liouville transform one reduces equation (1) to the normal form for which one can apply known results, which gives uniqueness of one of the coefficients. One finds in [19, 20] another proof of this result using the boundary control method and Gaussian beams. The case where p ∈ C 1 ([0, 1]), r = 1 and q = 0 is studied in [21] and uniqueness is proved for the Neumann problem.
Considering discontinuous coefficients p and r , we find a uniqueness result for r ∈ L 1 (0, h) and h when p = 1 and q = 0 in [6] (see also [8, 22, 23] ). In [5] uniqueness of a piecewise constant p is proved where q = 0 and r = 1 and a reconstruction formula is given.
In this paper, we prove some uniqueness results in the discontinuous coefficient case taking into account the three coefficients p, q and r . We are inspired with the approach of [13] and [27] . We set B D = {λ 
We also define the local Dirichlet-Neumann operator by
We now present a sketch of the proofs of theorems 1 and 2. For case (A), we first use the Liouville transform to fix and reduce the study to the case p j = r j . We show that uniqueness of (λ
implies that the values of p j at 0 are the same and then prove the uniqueness of
) and k j are the numbers of discontinuity points which are a priori different, i.e. k 1 = k 2 . We prove that uniqueness of Hence, step by step, we prove that p (or r ) is unique. This is done in section 2.1. In section 2.2, we consider the mixed problem and give similar results. We shall see in section 2.3 that we cannot directly have the same results for the Neumann problem and show how to reduce this case to the mixed problem. For the piecewise analytic coefficients, we transform the inverse spectral problem stated in the one-dimensional case to the Calderón problem stated on the strip L := {(x, y) ∈ R 2 such that 0 < y < h} where the technique of oscillating (or singular) solutions can be applied (see [18] and [17] section 5.1).
Section 3 is devoted to the proof of part (B) of both theorems 1 and 2 where the main idea is to transform our problems to that of [6] . The proof given in [6] , where the mixed problem was considered, is not directly applicable to the Neumann problem since zero is an eigenvalue and so the construction of the inverse operator given in [6] , section 3, is not possible. The result of this part is also true if we replace W 1,∞ regularity by piecewise W 1,∞ regularity. Combining the techniques of parts (A1) and (A2),we prove the following result concerning uniqueness of two coefficients in section 4. To our knowledge, there is no similar result in the literature. In the case where the coefficients p j , q j and r j are smooth, this result is not true in general.
In the last section, we consider Sturm-Liouville systems −(Pu ) + Qu = λRu where P and R are diagonal matrices and Q is in (L ∞ ( )) n×n . Let us give a physical motivation for this problem. In the case n = 2, if we take P =
and R = r 1 0 0 r 2 , then this system gives a model for small vibrations of two beams, one of steel and the other of concrete, where p j and r j are respectively the rigidity and the linear mass density of each beam and q is the shearing stress stiffness; see [7] for more details on this problem. In this section, we apply the techniques described below for the case n = 1 to prove uniqueness of the matrix P or the matrix R when its entries are piecewise constant. In the case where P and R are the identity, we find in [29] and [11] some uniqueness results of the matrix Q. In [15] , the authors studied the asymptotics of the eigenvalues of the Timoshenko beam.
In this paper, we dealt with spectral data given by one spectrum and norming constants. The comments above concern this kind of inverse spectral problem. Another inverse spectral problem is to consider as spectral data two spectra given by two kinds of boundary condition. In the case where equation (1) is of the normal form the problem was solved by [9] and [24] . In [2] and [3] , we find analogous results for the case where q = 0 and p = r satisfy p p ∈ L s (0, 1), s 1 and ln p is of bounded variation; see [14] for more details and references on this problem.
Proof of part (A) of theorems 1 and 2
The Dirichlet case
To avoid overloading the text, we omit the letters D and N for the Dirichlet and Neumann eigenvalues and eigenfunctions when there is no confusion. Suppose that λ
We start by proving the following lemma.
Proof of lemma 2.1. Note that pe i (0) = 0. We set z i = e i pe i (0) and denote by y(x, λ) the solution of the following Cauchy problem:
in the distribution sense, hence
Since the function λ → y(h, λ, p) is entire of order 1 2 (see [4] ), then there exist constants c( p j ) such that
. This ends the proof of lemma 2.1.
We denote by u j (·, λ) the solution of the following problem:
where λ differs from all λ
From ( 
Since
, which implies, according to the continuity of the trace operator,
Since v j is a solution of (4) with λ = 0, we deduce by an integration by parts that
M Sini
and
We start by proving the following lemma which gives some properties of the solutions u j (·, λ) with respect to λ. Lemma 2.2.
tend to zero for any
tends to zero as λ tends to −∞ for any 1 and
1). (5) Let b = 0 and a be arbitrary, then there exists K independent of λ such that
h 0 ( p 2 − p 1 )(u 2,λ ) 2 + (q 2 − q 1 )u 2 2,λ − λ(r 2 − r 1 )u 2 2,λ dx K (13) and h 0 ( p 1 − p 2 )(u 1,λ ) 2 + (q 1 − q 2 )u 2 1,λ − λ(r 1 − r 2 )u 2 1,λ dx K (14) for all λ < 0. (6) Suppose that c( p 1 , p 2 ) = 1
. Let a and b be arbitrary, then there exists K independent of
λ such that (13) and (14) are true.
Proof of lemma 2.2.
The series on the right-hand side is uniformly convergent with respect to
is bounded. Then from (1) we deduce that
(3) Suppose a = 0, and let φ be a regular and positive function on such that φ(h) = 0. Then multiplying (4) by φ 2 u and integrating by parts gives
Since we are interested in λ in a neighbourhood of −∞ and q is bounded from below, then
This implies that for every 2 
r (0,h) does. We return to the equality (15) which we write as
then from part (1), (16) and using a Cauchy-Schwarz inequality, one deduces that h 0 λr φ 2 u 2 dx tends to zero when λ tends to −∞. This implies the result. The case b = 0 is similar to choosing a regular positive function φ and satisfying φ(0) = 0. (4) It is enough to take a regular function φ vanishing on 0 and h and to argue as in (3). (5) From (11), we get
We need the following inequality:
Indeed, since u 1,λ is a solution of the elliptic problem (4) then
which gives (18) . From (17) and (18), one has
Hence (5) is ended with
The rest of the proof is the same as for (5). This ends the proof of lemma 2.2.
Let us now return to the proof of part (A) of theorem 1. Since the eigenvalues are the same then their asymptotic distribution formula (cf [4] ) gives
Using the Liouville transformation y :
2 ds, and defining the functions
satisfy the following problems:
where
2 is then valid if we replace p j , q j , r j and h j by a j , c j , a j and l respectively. We set = (0, l).
First step. We prove in this step that p 1 (0 Proof of proposition 2.1. Assume that r 1 = r 2 =: r is piecewise continuous and p 1 
2 ) p 2 hence, since r is continuous in an interval (0, ), then the second term tends to zero and there exists β > 0 such that
, which gives the result. We choose b = 0, then from part (5) of lemma 2.2 we deduce that
Part (3) 
We are going to prove that the local Dirichlet-Neumann operators are the same,i.e.
Parts (1) and (3) (12), we have
Second step. The aim of this step is to prove the following result. If
where B j D,γ is the set of the Dirichlet eigenvalues replacing by γ . Proof of lemma 2.4. Assume that
2,λ and let a ∈ R and b = 0. We are going to prove that a 1 
Now let
where φ j is the solution of the Cauchy problem
It is clear that U is an (a 1 , c 1 , a 1 ) = (a 2 , c 2 , a 2 ) on  (0,c 1 ) .
From the Alessandrini identity stated in γ , we deduce that
which means that 
The two functions in the last equality are meromorphic with respect to λ, then their poles are the same, i.e. λ
. We close the proof of lemma 2.5. Now we are in the same conditions as theorem 1 replacing j by ]c 1 , h j [, then step by step we prove the uniqueness of p j or r j . Since
Remark 2.
(1) From the equality of the Dirichlet-Neumann operators stated on γ , we can deduce that a 1 (c 1 ) = a 2 (c 1 ) proceeding as in proposition 2.1 since we can state an analogue of (13) and (14) replacing by (c 1 , l).
(2) If in theorems 1 and 2 we fix h j , then we prove that uniqueness of q j and r j implies uniqueness of p j if q j and r j are in L ∞ ( ) and p j piecewise constant. We do not need piecewise continuity of r j . To prove this, we have to replace in proposition 2.
(q 2 ) dx =: l, then uniqueness of the boundary spectral data implies uniqueness of q j . To prove that q 1 (0) = q 2 (0), we use the change of variable y := g j (x) = x 0 (q j ) ds and argue as for the proof of uniqueness of p j or r j . We obtain the problem (20) where a j :=p j (q j )(y) and c j :
Then a 1 = a 2 near the extremity zero, hence (q 1 )(0) = (q 2 )(0) which implies that q 1 (0) = q 2 (0) since is injective. If now we suppose that h 1 = h 2 , then and p j do not have to be necessarily piecewise continuous and we prove the uniqueness of q j .
The mixed case
In this section, we consider the mixed boundary conditions. Let the self-adjoint operator
The notation A M 1 means that we consider the Dirichlet condition at 0 and the Neumann one at h. Next, we shall use the notation A M 2 for the other mixed problem given by the Neumann condition on 0 and the Dirichlet one on h.
Theorem 4.
( by  (a j , c j , a j , l) and set = (0, l).
We define an analogue of the D-N operators which we call (mixed data to mixed data) M 1 -operators given by
2 , where u is the
Lemma 2.6. The following identity holds: 
for all λ ∈ R\B M 1 where
, which is the analogue of (12) and
We now give the analogue of lemma 2.2.
Lemma 2.7. 
l) tends to infinity as λ tends to −∞ and if b
We remark that the unique new property of this case is in (2) where only the value of u j (·, λ) on y = 0 is taken into account. This means that the energy of u j (·, λ) is localized near this point when |λ| is large. This is due to the fact that we have a Neumann condition on the point y = l.
The proof is analogous to that of lemma 2.2. We suppose that q 1 = q 2 and r 1 = r 2 . As in proposition 2.1, using properties (2) and ( 
2,λ (a 1 , 0))(a 2 , 0), but from lemma 2.7 parts (1) and (2) the left-hand part of the last equality tends to zero, then (
2,λ (a 1 , 0))(a 2 , 0) tends to zero. Identity (28) implies that
2,λ (a 1 , 0) for all λ ∈ R\B M 1 and lemma 2.6 gives
for all H 1 ( )-solutions of the equations −(a j u j ) + c j u j − λa j u j = 0 in for all λ ∈ R\B M 1 with a j (u j ) (l) = 0. Let us now prove that
,γ is the set of the eigenvalues of the mixed problem replacing by γ .
To do this, let a ∈ R and define, as for the Dirichlet problem, the functions
where φ j is the solution of the Cauchy problem:
Then U is an since (a 1 , c 1 ) = (a 2 , c 2 ) on (0,c 1 ) . Now replacing by γ in lemma 2.7 and using the identity a 2 in (c 1 ,c 2 ) . Finally step by step, we prove that a 1 = a 2 in . This means that p 1 = p 2 . From (19), we deduce that h 1 = h 2 .
The proof of part (2) is similar. 
We denote by u j (·, λ) the solution of the problem
The method used in theorem 1 is not applicable here. This is due to the fact that Indeed, we prove that
On one hand, we write
On the other hand, we have
for all |λ| large .
From the two last inequalities, we deduce that
max{|a|, |b|}.
Now in order to prove the uniqueness of p j (or r j ) when r j (or p j ) and q j in Ł ∞ (0, h j ) are fixed, we proceed as below. Arguing as for the Dirichlet case, we prove that for all a ∈ R, we have
where u j is the solution of problem (32) 
for all H 1 (0, l)-solutions of (32) where (a 1 , 0) and (a 2 , 0) are the trace values of a 1 (u 1 ) and a 2 (u 2 ) on {0, l}. Now let a j ∈ R be fixed and u j be the solution of the mixed problem
The Alessandrini identity for the mixed problem gives
) which means that the local M 1 -operators
j,λ are equal. An analogue of lemma 2.5 for the M 1 -operators implies that we have uniqueness of the boundary spectral data to the mixed problem. The previous section implies uniqueness of p j and h j if q 1 = q 2 and r 1 = r 2 . Similarly we prove uniqueness of r j and h j if we fix p j and q j . This ends the proof.
The piecewise analytic case.
We have equality of the boundary spectral data for the Neumann problem. Arguing as in section 2.1, one proves equality of the boundary spectral data for the coefficients (a j , c j ) and = (0, l). We recall that a j := (p jr j ) 1 2 and c j = (p j /r j ) 1 2 ·q. As in section 2.2, we prove equality of the local Neumann-to-Dirichlet operators for the problems given by coefficients (a j , c j ), i.e.
Now let the strip L = {(z, y) ∈ R 2 such that 0 < y < l}. We define the following problems:
with f | y=l = 0. Problem (38) has one and only one solution in H 1 (L) since the potential c j is positive. We define the local Neumann-to-Dirichlet operators associated with (38) by j ( f ) = u j | {y=0} . We shall prove the following proposition.
Proposition 2.2. If identity (37) is true then
be the partial Fourier transform with respect to z. We set β, y) . Applying the Fourier transform to (38), one finds thatũ j (β, ·) satisfies the problem
for almost every β in R. We set λ = −β 2 , then we remark thatũ j (β, 0) =
2,λ (f ) for every λ, hence we haveũ 1 (β, 0) =ũ 2 (β, 0) for almost every β in R. Using the inverse Fourier transform we deduce that 1 ( f ) = 2 ( f ), hence by density we have 1 = 2 . This ends the proof of the proposition.
This means that we have equality of the local Neumann-to-Dirichlet operators for problem (38). Let us now give the changes that we need to apply the techniques of [18] . Indeed, the proof of part (A2) is based on the following lemma.
Lemma 2.8.
(1) Let M be any positive integer. There exists a sequence of functions
,R = 1 and supp n tends to {0} as n tends to ∞. We recall that · s,R are the norms of the Sobolev spaces H s (R). The proof of part (1) of lemma 2.8 is the same as in [18] changing only n s,R by n s−1,R which is due to the fact that we deal with the Neumann boundary data instead of [18] where the Dirichlet problem is considered. The proof of the second part is given by replacing the bounded domain considered in [18] by the strip L. Indeed, the proof is based on the use of a variational formulation of problem (38), Schwarz and Poincaré inequalities and part (1) . The only substantial change is in part (3). In [18] , we find the estimate (40) of the gradient |∇u n |, but mimicking their proof we prove the same estimate for u n . Now using the previous lemma, we are going to prove thatp 
Proof of lemma 2.9. Sincer j (y) = r (g −1 j (y)), then it is enough to remark thatr
This ends the proof.
The same arguments can be applied forq j . Let U = (−δ, δ) × (0, δ) . We choose ( n ) +∞ n=1 as in part (1) of lemma 2.8 and u j n the solution of (38), then
where the last inequality is given by part (3). Using part (2) and choosing M > m, we deduce that
Using the same idea as in lemma 2.4, we show that the Neumann-to-Dirichlet operators of the original problem replacing by (c 1 , l) are equal. Hence, as above, we prove equality of the Neumann-to-Dirichlet operators for the strip {(z, y) ∈ R 2 such thatc 1 < y < l}. Finally, step by step we prove that p 1 = p 2 (or q 1 = q 2 ). From (19) , we deduce that h 1 = h 2 .
Remark 3.
(1) This proof can also be applied to the Dirichlet case assuming that p j or q j are piecewise analytic and p j is constant near the extremity zero. We recall that in the Dirichlet case, we proved that the Dirichlet-Neumann operators are the same if p j is constant near 0 (see the first step of section 2.1). Hence, as for the Neumann case, we prove the uniqueness of p j or q j .
(2) We cannot prove in this way the uniqueness of both r j and h j when p j and q j are fixed. This is due to the fact that in this case, a 1 − a 2 and c 1 − c 2 do not have the same sign and the techniques above cannot be applied. Now, if in addition we fix h j , then we can prove the uniqueness of r j . To do this, we transform the inverse spectral problem given by the coefficients ( p, q, r j ) and = (0, h) to the Calderón problem defined on the strip L = {(z, y) ∈ R 2 such that 0 < y < h} to
We prove similarly as in proposition 2.2 that the associated Neumann-to-Dirichlet operators are equal, i.e. 1 = 2 . The two first parts of lemma 2.8 stay true and we prove an analogue of part (3) given by the following lemma. 
for all sufficiently large n.
Using these lemmas and arguing as for the proof above we prove that all the derivatives of r j are the same on 0, then step by step we prove that r 1 = r 2 .
The proof of part (B)
We start with the Neumann case. The main idea is to transform our problem to the following problem studied in [6] : let (λ i , e i ) be the eigenelements of the mixed problem
Then it is proved that the data (λ i , e i L 2 (0,l) ) uniquely determine r andl. To do so, we use the Alessandrini identity and some transformations. To study the Dirichlet case, we reduce it to the Neumann case.
The Neumann case
As in the previous section, we take = (0, l) and replace ( p j , r j ) by (a j , a j ) . We have equality of the boundary spectral data for the Neumann problem. As in section 2.3, we prove equality of the local M 1 -operators for the mixed problem, hence equality of the associated boundary spectral data, i.e. (λ
, then one has the following properties:
which means that (λ
) are the eigenelements of the mixed operators given by (44) denoted by A M 2 with the same boundary spectral data λ
and |v
Using the transformations f j (x) := x 0 a j (t) dt, we deduce thatṽ
verifies the Belishev problem (43), replacing r by
We deduce from [6] thatã 1 =ã 2 andl 1 =l 2 .
Let us now prove that
where F =ã j is Lipschitz. The uniqueness of the Cauchy problem (46) gives
Let us now prove that r 1 = r 2 implies p 1 = p 2 and
. Since r 1 = r 2 =: r , we write
. Hence g j verifies problem (46), replacing F( f j (x)) and l respectively by r(x) a j (g j (x)) and h j . We deduce that g 1 = g 2 on (0, min(h 1 , h 2 ) ). Now, if we suppose that p 1 = p 2 we write
which implies that g j satisfies problem (46), replacing f j , F( f j (x)) and l j respectively by g j ,
and h j . Then g 1 = g 2 on (0, min(h 1 , h 2 )). In both cases, we deduce that p 1 = p 2 (or r 1 = r 2 ) on (0, min(h 1 , h 2 )) and from (19) 
The Dirichlet case
It is enough to transform this problem to the Neumann case. Let (λ 
whereλ is not an eigenvalue, in contrast to the case of q = 0 where we choseλ = 0. (2) The results of this section are also true if we replace W 1,∞ regularity by piecewise W
Proof of theorem 3
We start by transforming the uniqueness of
(y) and r 1 = r 2 and p j are piecewise constant. As in proposition 2.1, we prove the uniqueness of a j on (0,c 1 ) and then the uniqueness of p j (or r j ) on [0, c 1 ). Let us now prove that q 1 = q 2 on (0, c 1 ) . To do this we argue as in section 2.3.2, transforming the inverse spectral problem to the Calderón problem on the strip L = {(z, y)/z ∈ R, 0 < y < l} and prove equality of all the derivatives of c j on 0, which means that c 1 = c 2 on [0,c 1 ) and then q 1 = q 2 on [0, c 1 ). Finally, step by step, we prove the uniqueness of p j and q j and then h j from the asymptotic formulae of the eigenvalues (cf (19) ). Similarly, we prove the uniqueness of q j , r j and h j when p 1 = p 2 .
Uniqueness for a Sturm-Liouville system
In this section we deal with a Sturm-Liouville system. This system is given by diagonal matrices P and R and a symmetric matrix Q with positive and L ∞ ( ) entries and bounded from below by a positive constant where = (0, 1). To simplify the exposition, we give our result in the case where the order of the system is n = 2.
Let us consider the self-adjoint operator
be its spectral elements where the eigenfunctions are normalized, e i L 2 R ( ) = 1. The question we ask is the following: is P (or R) the unique matrix having as spectral data
when Q and R (or P) are fixed? We prove the following theorem. 
Remark 5. Since the eigenvalues may not be simple, unlike the scalar case (n = 1), the equality P 1 (e
is understood as equality of the two corresponding eigenspaces associated with the eigenvalues λ j i . By shifting the spectrum, the entries of Q j do not necessarily have to be positive.
Proof of theorem 5
Let ( f, g) ∈ R 2 × R 2 and U j (·, λ) = (u 
We denote by 0 j,λ the local Dirichlet-to-Neumann map related to (51) given by 0 j,λ ( f, 0) := P j U j (0, λ). To prove that P 1 = P 2 , we follow the steps given in the scalar case and give the modifications we need. Hence we start by proving that P 1 (0) = P 2 (0). To do this, we state the following lemma. = (c 1 , 1) . With appropriate changes, we prove the analogue of lemma 2.5 which gives equality of the boundary spectral data of the two conductivities P 1 and P 2 , on ω. Hence, we are in the same conditions as theorem 5, replacing by ω. Finally, step by step, we prove that P 1 = P 2 in . Now, if we suppose P 1 = P 2 , then using lemma 5.1 and lemma 5.2 and arguing as above, we prove that R 1 = R 2 . This ends the proof of theorem 5.
