It is shown that any map which preserves adjacency on hermitian matrices over a finite field is necessary bijective and hence of the standard form.
negatively, provided that the involution on the field is proper. Moreover, it classifies all adjacency preserving maps on n × n hermitian matrices over arbitrary finite field (see Theorem 3.1 for details).
In Section 4 we give examples to show that our results are no longer true when the involution is the identity map, i.e., when matrices are symmetric. Before we state and prove the main theorem of this paper, we need few preliminaries from linear algebra and graph theory.
Preliminaries
Throughout, K n will be the space of all column-vectors of length n over a (commutative) field K. Given x ∈ K n we can, and will do so, identify it with an n × 1 matrix. Let {e 1 , . . . , e n } be the standard basis of K n , and let {E 11 , E 12 , . . . , E nn } be the standard basis in the space M n (K) of all n × n matrices with entries from K. A map : K → K is called an involution if it satisfies: (i) x + y = x + y, (ii) xy = yx, and (iii) x = x. Let A tr be the transpose of A. A matrix A ∈ M n (K) is hermitian if A * := A tr = A, where : K → K is an involution applied entry-wise. Let H n (K) be the set of all such matrices. The involution is proper if it is not the identity map. In this case K = F ⊕ ıF is a direct sum of F-vector spaces, where F := {λ ∈ K | λ = λ} is the fixed field of involution and ı ∈ K satisfies ı = −ı when the characteristic of K, char K, is not 2, and ı = 1 + ı when char K = 2. Hence, if K is finite then |K| is a square, i.e., K = GF ( When the involution is proper, any hermitian matrix A of rank r can be written as A = P ( r j=1 λ j E jj )P * , where P ∈ M n (K) is invertible and λ j = λ j are all nonzero. When K is finite we can assume that λ j = 1 for all j, so that A = r j=1 x j x * j for some linearly independent x 1 , . . . ,
The next theorem is called Hua's fundamental theorem of geometry of hermitian matrices. It characterizes all bijective maps which preserve adjacency in both directions. Its proof can be found for example in [14, Theorem 6.4 ]. We will call maps of the form (1) standard. For any two adjacent matrices A, B ∈ H n (K) the line l( A, B) joining A and B is defined to be the set consisting of A, B and all C ∈ H n (K) which are adjacent to both A and B. It was proved in [14] that l( A, B) = {A + λ(B − A) | λ ∈ F}, where F is the fixed field of involution. Note that the matrices contained in the same line are pairwise adjacent. Note also that for adjacency preserving map Φ : We will also need some results from graph theory. Throughout this paper all graphs will be finite, undirected, and simple (no multiple edges or loops are allowed). Recall that given a graph Γ with the vertex set V (Γ ) and the edge set E(Γ ) the chromatic number χ (Γ ) is the smallest number for which there exists a proper coloring of V (Γ ), i.e., the smallest number k for which there exists a map c : 
holds. Here, λ max (Γ ) is a maximum eigenvalue and λ min (Γ ) is a minimum eigenvalue of adjacency matrix of Γ .
denote the length of the shortest path between them (i.e., the number of edges in the path). The diameter of a graph Γ is defined by diam( 
, and d = diam(Γ ).
Let (K, ) be a finite field with (unique) proper involution, i.e., K = GF(q 2 ) where q is a power of a prime, and x = x q . To shorten writing, we will denote the set of all n × n hermitian matrices
will stand for the set of all n × n matrices over
It is well known that this graph is connected, and d( A, B) = rk( A − B) (see e.g. [14] ). Moreover, the hermitian forms graph is distance-regular of diameter diam(Γ ) = n, and
hold for all i (see e.g. [12] or [11] 
Main results
We now state the main theorem of this paper, which says that the bijectivity in Theorem 2.1 is redundant if the field K is finite. Moreover, "the assumption of both directions" is reduced to one direction only. In finite fields we may also assume that in (1), ξ = 1. 
where 
Proof. Note that 2 with A = xx * + yy * , B = ww * + vv * , and such that x and y as well as w and v are linearly independent. Let C be arbitrary rank-one matrix which is adjacent to both A and B. Since vectors x and y span K
,
C can be written as C = zz * where z = xx + yy for some scalars x and y, at least one of them nonzero.
Similarly, there exist scalars w and v such that
Choose invertible P such that P w = e 1 and P v = e 2 . Since C and B are adjacent, we deduce that det(P (C − B)P * ) = 0, which implies that w w + v v = 1 by a straightforward calculation. Similarly we obtain the equation xx + y y = 1. Consequently, 
Since rk( A − B) = 2, it follows that det(P (A − B)P * ) = 0. By a straightforward calculation we see that det(P (A − B)P * ) = det(Q Q * − I). Hence, rk(Q Q * − I) = 2. Theorem 2.6 further implies that |V Q Q * −I | = q + 1, that is, V Q Q * −I = { t 1 , . . . , t q+1 }.
We now proceed similarly as in the proof of Lemma 3.3. It suffices to show that whenever
tr ∈ t i \{0}, 1 i q + 1, are such that both matrices C 1 := (x 1 x + y 1 y)(x 1 x + y 1 y) * and C 2 := (x 2 x + y 2 y)(x 2 x + y 2 y) * are adjacent to A and B then C 1 = C 2 . So assume erroneously that is distance-regular, there exist precisely p 
Case 3. Finally, let q = 3. There exists an invertible P such that A = P (E 11 + E 22 )P * . Hence, we may assume that A = E 11 + E 22 (otherwise consider the map Ψ ( ) = Φ(P P * )). Recall Firstly, we will show that if rk B = 2 = rk(B − A), and B is not among the next 8 matrices
then Φ(B) = 0. Let B = λE 11 + μE 22 + xE 12 + xE 21 be such a matrix. Note that λ, μ ∈ F = {0, 1, −1}. 
We define matrix C = αE 11 + β E 22 + yE 12 + yE 21 as described in the last three columns of the table above. Then, C = E 11 + E 22 = A and rk C = 2. Moreover, C is adjacent to both A and B, and the matrix A − (C − A) is of rank one. We prove this only for the first situation, i.e., when xx = 1 and 
The same holds for matrices D 2 , N i , H i (see Fig. 1 below) for some x ∈ K = GF(q 2 ) (see [1, Section 2] ). Consequently, we may replace the matrix P in (1) with xP and set ξ = 1. Now, assume erroneously that there exist adjacent matrices Y , Φ(A) ∈ H n (q 2 ) such that Y / ∈ Im Φ. Since Φ maps the set Ω A := {X | rk( A − X) = 1} of matrices adjacent to A into the set Ω Φ(A) Y at least two matrices, say B, C ∈ Ω A must be mapped into the same one by Φ. Clearly then, B and C cannot be adjacent, so rk(B − C ) = d(B, C ) = 2. Choose an invertible P such that B − C = P (E 11 + E 22 )P * and define Ψ : H 2 (q 2 ) → H n (q 2 ) by Ψ (X) := Φ(P (X ⊕ 0 n−2 )P * + C ) − Φ(B). Clearly, Ψ preserves adjacency, satisfies Ψ (0) = 0, and annihilates a rank-two matrix E 11 + E 22 ∈ H 2 (q 2 ). By Lemma 3.5, rk Ψ (X) = 2 for all rank-two matrices X . Actually, as rk Ψ (X) = rk(Ψ (X) − Ψ (0)) rk( X − 0) = rk X = 2 (see preliminaries) we deduce rk Ψ (X) 1 whenever rk X = 2. Since matrices in H 2 (q 2 ) are of rank-two at most, it follows that every matrix in Im Ψ is of rank 1, i.e., Im Ψ is contained in the union U := l(0, M) M ∈ H n q 2 , rk M = 1 .
Since l(0, M) = {λM | λ ∈ F}, any two distinct lines from this union intersect in the zero matrix. Furthermore, nonzero matrices from different lines are not adjacent. Consequently, the subgraph Γ of H n (q 2 ) that is induced by U (i.e., the graph with U as the vertex set and such that M 1 , M 2 ∈ U form an edge if and only if rk(M 1 − M 2 ) = 1), has the chromatic number q = |F|. Namely, we color the zero matrix with arbitrary fixed color, and then use other q − 1 colors for the rest of the matrices in particular line. For different lines the same q − 1 colors can be used.
