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My question eagerly did I renew,
'How is it that you live, and what is it you do?'
He with a smile did then his words repeat;
And said that, gathering leeches, far and wide
He travelled; stirring thus about his feet
The waters of the pools where they abide.
'Once I could meet with them on every side;
But they have dwindled long by slow decay;
Yet still I persevere, and find them where I may'.
William Wordsworth
vii
ABSTRACT
This thesis is divided into six chapters. The first of these 
is an introductory chapter, intended to provide a background for the 
next five chapters, and to put the subject matter and the methods used 
into perspective. The main thrust of the thesis is in the second, third 
and sixth chapters; the fourth chapter being an appendix to the third, 
and the fifth an introduction to the sixth.
The second chapter introduces the topic of spatial dispersion, 
and the question of additional boundary conditions (a.b.c.’s) is examined. 
Explicit expressions are obtained for the allowed electromagnetic modes 
in a film of spatially dispersive medium, in the case of a particular 
a.b.c., and for a very general class of dielectric constants. The full 
retarded dispersion free energy of two spatially dispersive half spaces 
interacting across a slab of non spatially dispersive material, and the 
opposite case of a film of spatially dispersive material, is calculated 
for a particular form of the dielectric constant. For the former case 
it is found that spatial dispersion is unimportant unless the separation 
of the half-spaces is comparable with characteristic lengths associated 
with spatial dispersion.
In the remaining chapters the particular example of spatial 
dispersion provided by electrolytes is examined. In Chapter 3 the inter­
action of two planar double layers is considered by a formalism due to 
Craig. Besides obtaining many old results which are unified by this 
approach, some new results emerge, including an extra long range repulsion, 
which can give a significant correction to the classical expressions. The 
appendatory chapter, Chapter 4, indicates how the low surface charge 
methods considered in Chapter 3 may be extended to arbitrary surface charges.
viii
The final chapters, 5 and 6, are concerned with the effect of 
geometry on the interaction in electrolyte. In Chapter 5 we calculate 
the interaction free energy of two spheres in terms of spherical harmonic 
wave-functions, and indicate a possible method of solution of Helmholtz’s 
equation using bispherical wave-functions. The distance dependence of 
the interaction energy of two polarizable dipoles is obtained as a special 
case. This chapter also provides an introduction to the more general 
considerations of the last chapter.
We develop in Chapter 6 a perturbation expansion from an 
integral equation solution of Helmholtz's equation, which is suitable for 
usewhen the interacting bodies, which, though required to be smooth, 
may be of arbitrary shape, are close together. Some old results are 
recovered, and we present analytical expressions for the leading terms 
in the interaction between bodies of cylindrical, spherical and elliptic- 
paraboloidal geometrical shape. In addition, we calculate curvature 
corrections to the Onsager-Samaras result for the effect of electrolyte 
on the surface tension of ionic solutions. Some numerical estimates are 
reported.
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CHAPTER 1
I N T R O D U C T I O N
CHAPTER I: Introduction
The calculation of van der Waal’s or dispersion forces is of 
importance in many fields. These range from the classical case of 
van der Waal's gases, where it was first realized that some sort of
attraction between neutral molecules must exist, to applications in the
1 2 fields of fibrous bed filters , biological cell-cell interactions ,
3liquid crystals , mineral flotation and colloid and polymer science in 
4-6general , to name but a few. A detailed account of the scope of
applications of these forces would take many pages, and is beyond the
7 8compass of this thesis, so this task is left to others * , except where 
it impinges directly on the subject matter. In order to set this work 
in its context however, a brief quasi-historical survey of the develop­
ment of the theory of van der Waal's forces is presented, dwelling on 
those contributions which are particularly relevant. Consequently, 
what follows is necessarily incomplete and lacking in balance.
London's calculation of the force between molecules, on the 
basis of quantum mechanics, may be seen as the fore-runner of the moderng
theory of dispersion forces . Around 1930, he showed that the interaction 
energy between two neutral molecules obeyed a 1/R6 law, where R is the 
distance of separation of the molecules. The interaction energy is 
given by a frequency integration over the product of the frequency 
dependent polarizabilities of the molecules. Hamaker, shortly after, 
considered the interaction between macroscopic particles on the basis 
of London's theory. By calculating the interaction free energy as a sum 
of pairwise interactions between the molecules of either body, he was 
able to show that the resulting free energy was of much longer range 
than the original 1/R6 form obtained for individual molecules. Hamaker's 
work is strictly applicable in the limit of dilute systems, and can be
2shown to break down significantly when one is considering interactions 
between condensed media. This is because the force that a molecule 
(represented as a fluctuating dipole) in a particle experiences due to 
a dipole in a second particle, is "screened" by the other dipoles in 
the two particles, so that the molecules do not simply interact in a 
pairwise manner.
9In 1956 Lifshitz developed a macroscopic approach to the problem 
of van der Waal’s forces between condensed media. In this approach the 
effect of screening is taken into account by using the macroscopic 
dielectric constant, together with the macroscopic form of Maxwell's 
equations. Lifshitz calculated the force of attraction between two 
dielectric half spaces separated by a vacuum by means of the Maxwell 
stress tensor. His work has provided the basis and the impetus for 
subsequent research into dispersion forces, of which this thesis forms 
a part, and has made possible the comparison of theoretical predictions 
with experimental data^0 ^ . Numerous extensions and simplifications of 
Lifshitz's original results have been reported. These include extensions 
taking into account the effect of an intervening medium"^, and interactions 
between bodies of certain fairly simple geometric shapes^ Attempts
have also been made to include the effect of spatial dispersion in the 
interacting media; in particular, electrolytes have been the subject of 
much research because of their fundamental importance in many practical 
situations“^ .
One major simplification was due to van Kämpen, Nijboer and
21Schram , who showed that the Lifshitz result could be obtained by 
summing the change in the zero point energy of the normal surface modes
of the system. Their approach has been extended to cover the case of
22 23 24retardation * and finite (non zero) temperatures , as well as to
17-19non planar geometries
3Langbein has developed a microscopic approach in the spirit
of London and Hamaker, based on the Drude harmonic oscillator model of
matter. By explicitly taking screening into account he was able to
rederive van Kämpen et a^l_'s result on the basis of this model, thereby
gaining some understanding of the range of validity and the limitations
23 26 7of the theory of van Kämpen et_ al_. Davies * and Langbein have shown 
the equivalence of these approaches to that used by Lifshitz, involving
27the Maxwell stress tensor, and to another method Langbein has developed , 
involving the use of the Schröedinger equation. The connection between 
the macroscopic and microscopic theories is made via the law of Clausius- 
Mosotti, relating the dielectric constant to the molecular polarizabilities.
The basic approach underlying all these methods, which we may 
call the normal mode approach, is this. In order to obtain the free 
energy of interaction between macroscopic particles, we first of all 
obtain a secular determinant for the system from the solutions of Maxwell's 
equations, whose zeros are the normal modes of the system. The logarithmic 
derivative of the secular determinant has simple poles at the normal mode 
frequencies co_., which we sum with weighting factor £n[ 2sinh (hco V2kT) ] , 
the free energy of an oscillator of frequency ok . This is the basis of 
the theory presented in ref. 8.
7In a recently published book , Langbein extends this approach 
by introducing the second-quantized Hamiltonian, which accounts exactly 
for the energy of electrons, photons and the electron-photon interaction 
in an assembly of molecules. The free energy of interaction is obtained 
from the Grand Partition Function via the Gibbs distribution in the 
usual manner. The van der Waal's interaction is obtained in fourth 
order of perturbation in the electron-photon coupling; the final result 
is of a remarkably similar form to that obtained by the simplified methods 
mentioned previously. The major difference is in the use of a generalised
4susceptibility, in place of the susceptibilities obtained from molecular 
polarizabilities. This susceptibility formally accounts for such effects 
as spatial dispersion and inhomogeneities.
Langbein's rigorous and somewhat formal approach lends itself 
to generalizations and extensions with comparative ease, in contrast to 
some of the alternative approaches. Furthermore, it often results in 
a clearer and more unified picture of the physical processes involved.
One example of this is the facility with which he is able to deal with 
different geometries, and extend these results to include retardation 
(see for example the relevant parts of ref.7). However, as a by-product 
of this all-encompassing approach, many of the expressions which result 
from his work are very complicated and difficult to evaluate, and 
simplifications are not always obvious. Also, as these expressions are 
in the form of perturbation expansions, they are subject to all the usual 
restrictions of the latter.
Although formally exact, the most general form of Langbein's 
theory, as described above, apparently has not yet led to any significant 
new results in the theory. Its main use at present is in checking the 
regions of validity of, and approximations implicit in, the simplified 
theories, as Langbein himself admits; and in providing a valuable under­
standing of the physical processes involved. The reason for this is that 
in general we just do not have enough information available to enable 
us to compute the necessary quantities in a purely quantum mechanical 
manner. We must have some means of relating the quantities involved 
in a microscopic theory with the observable macroscopic properties of 
a system. In particular, if we wish to go beyond normal mode theory 
then we must have a more general analog of the law of Clausius-Mosotti 
to relate the microscopic generalized susceptibilities with the macroscopic 
quantities, such as the dielectric constant, which are measured experimentally,
5Alternatively, in some cases we can begin with a macroscopic Hamiltonian,
so that we are dealing with macroscopic quantities at all times (cf. the
28 29work of Buff and Stillinger , and Gorelkin and Smilga on electrolytes).
Another practical requirement of any realistic theory is that the resulting
formulae must not be so involved as to make computation impossible. In
order to satisfy these requirements, we are generally restricted to applying
normal mode theory in practical situations. However, in places where
the limitations of normal mode theory are apparent, we may expect that
applications of this more general theory of Langbein will lead to
significant improvements over the existing theory.
30In a recent note , Davies has shown that the theory of Lifshitz
is in fact a perturbation approach, as we have already implied. By
31comparing this approach to one originated by Craig , and since simplified
32and extended by Mitchell and Richmond , he has shown that Craig's results 
only reduce to Lifshitz's if the polarization operator is assumed linear 
in the coupling constant. For the interaction between dielectric particles 
this is a good, assumption equivalent to the R.P.A. approximation, and 
no difficulties arise. However, for non-uniform situations such as the 
interaction between charged particles in electrolyte solution, the 
assumption is simply not true, and qualitatively different results may 
be obtained by the two methods as we show in Chapter 3. In order to 
discuss the different theoretical approaches of Craig and Langbein, we 
briefly outline the former here.
31In a similar fashion to Langbein, Craig also begins with a 
second quantised Hamiltonian, which he splits into a non-interacting 
Hamiltonian HQ, and an interaction part Hi. By introducing a fictitious 
"coupling constant", measuring the strength of the interaction between 
the particles, he is able to write down the free energy as an integral 
over the coupling constant of the expectation value of Hi, in the usual
633way . Part of this expectation value is identified with a macroscopic 
Green function for the response of the system, which he then calculates 
via Maxwell’s equations; the identification follows when the expectation 
value of the quantum mechanical number density operator multiplied by 
the electronic charge is equated with the macroscopic charge density.
This process replaces the use of the law of Clausius-Mos otti in Langbein’s 
formalism, in relating microscopic to macroscopic quantities. The end 
result is a sum over frequencies on the imaginary axis, which is the case 
for Langbein also. By using the method of the coupling constant 
integration, he formally avoids the perturbation expansion of Langbein.
Of course, the two approaches must rigorously yield the same answer for 
the thermodynamic potential (the free energy); the difference comes in 
the way in which approximations enter into the two theories, in the 
evaluation of the susceptibilities and the Green function.
At this stage perhaps we should remark on the formalism which 
we have attributed to Craig. In actual fact, the essentials of this 
formalism are well known, and can be obtained from ref. 33. Furthermore, 
the way in which Craig derives his Green function for spatially dispersive 
media is questionable, though his results should hold for non-spatially 
dispersive media, and are certainly capable of extension to include 
spatial dispersion, as we indicate in the next cahpter. Nevertheless, 
we choose to designate this approach as Craig's formalism, as he appears
to have been the first to apply it to the case of dispersion forces.
34Very recently, Agarwal has published a series of papers in which he 
generalizes and extends Craig's method. However, in applying his formalism 
to dispersion forces he restricts himself to normal mode theory, though 
he does include spatial dispersion. Further attention to his work in 
the future may well be justified.
7We now turn our attention to the interactions of particles in
dilute electrolyte solution. It turns out that for the case of non-
uniform electrolyte (where surface charges are present) Craig's formalism
35provides a very useful method of approximation . The electrolyte is
modelled as an interacting electron gas in an external field, except
that the particles, being macroscopic, are assumed to obey Boltzmann
statistics in the calculation of the macroscopic charge response Green
function, calculated on the basis of Maxwell's equations. This approach
is of course valid only for static terms,» due to the use of the Boltzmann
factor. However for temperatures of interest (i.e. near room temperature)
it can easily be seen that the electrolyte has a significant effect
35on these terms only ; the remaining part can be calculated ignoring 
the spatial dispersion due to the ions in the electrolyte in the usual 
way for dielectrics.
Langbein's formalism apparently does not lend itself quite so
easily to computation of dispersion forces in electrolyte, and this has
not been attempted so far (beyond normal mode theory, that is). It should
be rewarding to apply Langbein's theory in order to throw light on certain
difficulties which arise in the application of Craig's formalism to
the theory of electrolytes, concerning the dependence of the adsorption
35potential on the coupling constant
There is one final point of comparison. In Lifshitz's original
9work , as in most of the later research, it is found that the sum over
frequency may be written as a sum over positive frequencies only (i.e.
frequencies with a positive imaginary part) and this result is also
30obtained by Mitchell and Richmond from Craig's formalism. However,
Langbein finds that the frequency sum should extend over positive and
7negative frequencies, and shows that to restrict the sum to positive 
frequencies introduces unnecessary errors into the end result. Why
8Mitchell and Richmond obtain their result by an alternative approach
remains a question. The answer seems to lie in their assumption that
the expectation value of the response temperature Green function is
purely real on the imaginary frequency axis. Rather they should introduce
36retarded and advanced temperature Green functions , in an analogous
37fashion to Langbein , when he showed that for the normal mode approach 
it was necessary to introduce retarded and advanced susceptibilities 
in order to keep the eigenfrequencies of the secular determinant for 
dissipative media real.
9REFERENCES
1. K.W. Sarkies and J.W. Perram, A.J. Ch. E. Journal, 1972, 18,
1255-1257.
2. V.A. Parsegian, Ann. Rev. Biophys. Bioeng., 1973, 2_, 221-255,
and references cited there.
3. E.R. Smith and B.W. Ninham, Physica, 1973, 66, 111-130.
4. C.J. Barnes and B. Davies, J. Chem. Soc. Faraday II (to appear).
5. D. Chan, D.J. Mitchell, B.W. Ninham and L.R. White, J. Chem. Soc.,
Faraday II (to appear).
6. The above references are intended as examples of literature in
their respective fields. A more comprehensive listing of some 
parts of the literature may be found in refs. 7 and 8 below.
7. D. Langbein, ’’Van der Waal's Attraction", Springer Tracts in Modern
Physics, Springer, Berlin, 1974.
8. J. Mahanty and B.W. Ninham, "Dispersion Forces", Academic Press,
1975.
9. E.M. Lifshitz, Sov. Phys. J.E.T.P., 1956, 2 , 73-83.
10. P. Richmond, B.W. Ninham and R.H. Ottewill, J. Coll. Inter. Sei.,
1973, 45_, 69-80.
11. P. Richmond and B.W. Ninham, Solid St. Comm., 1971, 9^, 1045-1047.
- - J. Low Temp. Phys.- 1971, 5, 177-189.
12. E.S. Sabisky and C.H. Anderson, Phys. Rev., 1973, A7_, 790-806.
13. P. Richmond and B.W. Ninham, J. Coll. Inter. Sei., 1972, 40, 406.
14. J.N. Israelachvilli and D. Tabor, Nature Phys. Sei., 1972, 236, 106.
15. I.E. Dzyaloshinskii, E.M. Lifshitz and L.P. Pitaevskii, Adv. Phys.,
1961, 10, 165-209.
16. D. Langbein, J. Adhesion, 1969, 1, 237-245.
- - Phys. Rev., 1970, B2_, 3371-3383.
- - J. Adhesion, 1972, _3, 213-235
- - Feskorperprobleme XIII, 1973, 85-108.
10
17. D.J. Mitchell and B.W. Ninham, J. Chem. Phys., 1972, 56, 1117-1126.
- - J. Chem. Phys., 1973, 59, 1246-1252.
18. D.J. Mitchell, B.W. Ninham and P. Richmond, J. Theor. Biol, 1972,
37_, 251-259.
- - Biophys. J., 1973, 13, 359-369.
- - Biophys. J., 1973, 13, 370-384.
19. B.W. Ninham and V.A. Parsegian, J. Chem. Phys., 1970, 52, 4578-4587.
- - J. Chem. Phys., 1970, 53, 3398-3402.
20. B. Davies and B.W. Ninham, J. Chem. Phys., 1972, 56_, 5797-5801.
See also other references cited in Chapter 3 of this thesis.
21. N.G. Van Kämpen, B.R.A. Nijboer and K. Schram, Phys. Lett, 1968,
26A, 307-308.
22. E. Gerlach, Phys. Rev., 1971, B4, 393-396.
23. B. Davies, Phys. Lett., 1971, 37A, 391-392.
24. B.W. Ninham, V.A. Parsegian and G.H. Weiss, J. Stat. Phys., 1970,
2j 323-328.
25. D. Langbein, J. Phys. Chem. Solids, 1971, 32, 133-138.
26. B. Davies, Chem. Phys. Letters, 1971, 16^ , 388.
27. D. Langbein, J. Phys. A, 1971, £, 471-476.
28. F.P. Buff and F.H. Stillinger, J. Chem. Phys., 1963, 39, 1911-1923.
F.H. Stillinger and F.P. Buff, J. Chem. Phys., 1962, 37, 1-12.
29. V.N. Gorelkin and V.P. Smilga, Zh. Eksp. Teor. Fiz,m 1972, 63_, 1436-1443.
V.P. Smilga and V.N. Gorelkin, Research in Surface Forces, 1971,
3, 151-163.
30. B. Davies, Phys. Letters, 1974, 48A, 298-299.
31. R.A. Craig, Phys. Rev., 1972, B6, 1134-1142,
- - J. Chem. Phys., 1973, 58, 2988-2993.
32. D.J. Mitchell and P. Richmond, J. Coll. Inter. Sei., 1974, 46, 118-127.
- - J. Coll. Inter. Sei., 1974, 46, 128-131.
- - Chem. Phys. Letters, 1973, 21, 113-114.
11
33. See for example L.P. Kadanoff and G. Baym, "Quantum Statistical
Mechanics”, (Benjamin, N.Y., 1962).
34. G.S. Agarwal, Phys. Rev. A, 1975, n ,  230-242.
- - Phys. Rev. A, 1975, 11_, 243-252.
- - Phys. Rev. A, 1975, 11, 253-264.
35. See Chapter 3 of this thesis.
36. O.N. Zubarev, Usp. Fiz. Nauk, 1960, 71, 71-116.
37. D. Langbein, J. Chem. Phys., 1973, 58, 4476-4481.
CHAPTER 2
S P A T I A L  D I S P E R S I O N
12
CHAPTER 2: Spatial Dispersion
2.1. INTRODUCTION
In order to obtain the dispersion or van der Waal's interaction 
between a system of particles, most of the methods discussed in Chapter 1 
require the solution of Maxwell's equations for the system, or can be 
reduced to an expression involving those solutions. In their most general 
macroscopic form, Maxwell's equations may be written"^
V . D = 4ttp
V x E 
v • B
1 3?
c 3t
0
(2 . 1)
v x H 4tt 1 c ~ + c 9t
where p and J are the free charge and current densities respectively. This 
system of equations is generally closed by assuming a relationship between 
D and E, and between B and H. For simplicity, we assume that the media 
with which we are concerned are non-magnetic, so that B = H. If the electric 
displacement D is linearly related to the electric field E (which it is if 
the fields are sufficiently weak) it is customary to define a dielectric 
tensor £, so that
D(r) = £(r) E(r) . (2.2)
However this equation implies that the relationship between D and E is not 
only linear, but also local. The most general linear relationship between 
D and E2,3 is
D(r) = / d3r e(r,r') E(r') (2.3)
which implies that the dielectric displacement at a given point depends 
not only on the electric field at that point, (as in the local relationship) 
but on the electric field at all other points as well. Such a non-local
13
relationship is in general very difficult to handle, and so the need 
arises to obtain approximations for the kernel £(r,rf) of the integral in 
Eq. (2.3). We have supressed the role of the time variable in Eq. (2.2) 
and (2.3), as we can always assume that the various quantities have time 
dependence given by a factor exp(-iwt), as long as the material properties 
do not change with time^^.
For problems concerning dispersion forces between macroscopic 
particles, we are generally concerned with relatively long wavelength 
electromagnetic waves, which do not vary appreciably over distances the 
size of microscopic inhomogeneities, and so we can neglect these variations 
in the field at the molecular level. (This procedure is not without 
difficulties however, and leads to divergences in surface energy calculations5, 
and in the energy of adsorption of a molecule on a surface. It is possible 
to overcome these difficulties by fairly intuitive arguments, either by
/ T O
assuming a finite "size,: for a molecule , or by assuming a continuously 
varying dielectric constant across the boundary5,9. Both of these 
alternatives are useful ways of allowing for spatial dispersion at the 
molecular level, but it appears that the former one is the more straight­
forward approach.)
Even assuming that we can neglect these microscopic fluctuations 
due to individual molecules, there will be occasions when the mean free path 
of the electrons is long compared to distances over which the field changes 
appreciably, or the mean time between collisions is long compared to times 
over which the field changes appreciably. For instance, these conditions 
occur in metals and plasmas; the case of electrolytes, where the ions may 
be treated as particles in an electron gas, is best treated separately, 
although we can define a spatially dispersive dielectric constant for this 
case also . Except for incidental references, the treatment of spatial 
dispersion in electrolytes will be deferred to later chapters. The special
14
case of spatial dispersion in crystals, which would seem to be ruled out 
by the above assumption of homogeneity, can nevertheless be treated in 
the same manner, and the reader is referred to the detailed discussion of 
section 4.1 of ref. 3 for justification.
In the bulk or interior of substances exhibiting spatial dispersion 
(that is, far from the surface) the dielectric constant is a function of 
|r-r'I only, in our approximation, and the integral in Eq. (2.3) becomes 
a convolution. Then we are able to define a wave-number dependent dielectric
constant, e_(k,w), as the Fourier transform (in four dimensions) of
e(r,r’; t,t') = e(r-r’; t-t')3 . The presence of a boundary alters this 
situation rather, and for simplicity we consider a planar boundary between 
a semi-infinite spatially dispersive medium, and a vacuum. We shall also 
assume that the bulk of the spatially dispersive medium is isotropic as 
well as homogeneous throughout. Then the response at r to an impulse at 
rT can depend only on the distances |r-r* | and |r-r' |, where r* is the
mirror image of r' in the plane defined by the interface. This is a
consequence of the physical requirement that an impulse at r' propagates 
to r either directly, or by way of reflection at the surface.
Since our system is inhomogeneous in the z-direction only, the 
surface being the plane z=0, we can take Fourier components in the x and 
y directions, and write in place of Eq. (2.3)
D(r) ——  / d2q / dz' e^9‘^  e(q; z-z', z+z')E(q,z')dz' (2.4)
(2tt)
where q = (k^,k^,0) and the symbol ~ denotes the (two-dimensional) Fourier 
transform.
If reflected and incident fields do not interact strongly, 
(that is, if the disturbance can be considered as a sum of incident and 
reflected waves; a reasonable assumption in view of our use of linear 
response theory), the dielectric constant can be written
15
£(q,z-z',z+z') = e0(q,z-z’) + £(q,z+z') (2.5)
/\ ^where e0(q,z-z') is the bulk dielectric constant, and £^(q,z+z') accounts
for the presence of the surface. It is not clear though, precisely what
form the function e1(q,z+z') should take.
Even for bulk spatially dispersive media in the free electron-gas
approximation, the exact form of the dielectric constant is extremely 
12complicated , and obviously some sort of approximation is needed in order
to obtain a form useful for calculation of dispersion forces. The need
for such an approximation gives rise to the use of additional boundary
conditions (a.b.c's) for Maxwell's equations, and there has been considerable
2 3 11 13-19discussion in the literature as to the eaxct nature of these * * *
Clearly, if the exact constitutive relationship between D and E is known, 
no further approximation is necessary, and Maxwell's equations formally 
yield complete solutions when taken with the usual Maxwell boundary 
conditions. The a.b.c.'s arise out of the need to be able to calculate the 
Green function of the system (say) in a simple form, given the Green functions 
for the bulk constituent media.
Two particular a.b.c. 's representing virtually opposite limits
have been commonly used, although some more general a.b.c.'s have also 
3 11 19been proposed * ’ . All of these boundary conditions overcome the lack
of knowledge of the dielectric constant near the boundary by using the bulk
dielectric constant in one form or another.
13 14The first of these a.b.c.'s 5 , obtained by letting
e1(q,z+z') = e0(q,z+z'), can be shown to be equivalent to assuming specular
reflection of the charged particles (usually electrons) at the boundary.
10Davies and Ninham obtained this boundary condition for electrolytes on 
the basis of a hydrodynamic model of ion transport; the same result can
also be obtained on truncation of the Boltzmann-Vlasov system at the third
, 20 order
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14-17The remaining boundary condition assumes that the bulk
dielectric constant holds good right up to the boundary, so that e1(r,r')=0. 
In the same terms as we described the first a.b.c., this one may be seen
14to correspond to diffuse reflection of the charge carriers at the boundary
We choose to investigate these a.b.c.'s because the Green function
for the system is particularly simple in these two cases. Also, since they
do in a sense represent two opposite limiting cases, we might hope to use
one or the other as an approximation to the real state of affairs by
consideration of the physical situation. Specular reflection, because of
21its similarity with the bulk response , leads generally to simpler
results than diffuse reflection, (see ref. 14 for example) and for this
reason has until recently been more widely used. However, this boundary
14 19condition leads to results which are at variance with experiment ’ , and 
this has led to consideration of other a.b.c.'s. Consequently, and for 
reasons mentioned before, we feel justified in considering the diffuse
reflection a.b.c., despite the criticism that has been brought to bear
•. 18 upon it
2.2. EXPLICIT FORM OF THE a.b.c's 
For semi-infinite media, the assumption of specular reflection 
leads to particularly simple solutions of Maxwell's equations and dispersion 
relations, as Flores shows in ref. 21. In the non-retarded case, the 
van der Waal's interaction between half-spaces of dispersive media across 
a dielectric slab, or the opposite case of a film of spatially dispersive 
medium, may be handled by an analogous method to that used by Davies and 
Ninham^, at least for the longitudinal wave-number dependent dielectric 
constant of the form (we use the notation of ref. 15)
e(k,co) = e0(w) + x(^) / (k2 - y2(oo)} (2.6)
which is the form considered in references 10, 14-17. We should expect
17
that the effects of spatial dispersion on the van der Waal’s interaction
-hbetween macroscopic bodies will be unimportant unless the quantities X
or y, which have the dimensions of length, are of the same order of
magnitude as the separation. (See for example Langbein's work on adsorbed
layers in ref. 5, where it is found that the effect of adsorbed layers
is minimal unless their thickness is comparable to the separation.) This
means that for crystals certainly, and probably for metals also, spatial
dispersion is not expected to play a significant role when the interaction
is retarded. Since the non-retarded case is covered implicitly by the
work of Davies and Ninham, we feel justified in restricting ourselves to
the diffuse reflection boundary condition for the sake of simplicity. The
more general case where retardation is included is a simple extension of
this work, and we could give a counterpart to each equation of the subsequent
analysis covering this case also.
We consider a film of spatially dispersive medium, since the
restriction to semi-infinite half spaces introduces simplifications to
the a.b.c.'s which are non trivial. Furthermore, experimental evidence for
22spatial dispersion in thin metallic films has long been known . The slab 
of spatially dispersive material is bounded by the planes z = ±d. Then
we find that D and E are related by the constitutive equation 
D(r) =
9 ., exp[ i (k -k') z]
--- - f  d3k dk' e1~ * ~E (k) e (k ’) sin[ (k -k')d]-------------
(2tt) 4 ~ z ~ ~ ~ z z U  z V (2.7)
where we assume S(k) is a scalar (i.e. L. 00 = cQOqp for simplicity, 
and k ’ is the vector (k^ , k , k^). For a homogeneous medium, e(k) is a 
function only of IkI = (k 2+k 2+k 2)2, so that, as a function of k', the 
poles of e(k') occur in pairs, which we may write as
k'z ± w . J Im w. ^  0 .
Provided that e(k) has only simple poles on the real axis, we can split
(2.8)
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the  i n t e g r a l  ove r  i n t o  two p a r t s ,  and e v a l u a t e  each p a r t  as  a sum over
th e  r e s i d u e s  a t  t h e  p o l e s  o f  £ ( k ) , com ple t ing  t h e  co n to u r  o f  i n t e g r a t i o n  
as a s e m i - c i r c l e  o f  i n f i n i t e  r a d i u s  i n  t h e  upper  h a l f  p la ne  i n  t h e  one 
c a s e ,  and th e  lower h a l f  p la n e  i n  th e  o t h e r .  Then Eq. (2 .6 )  can be 
r e w r i t t e n
D ( r ) 1 r  , 3l i k . r  ------ J d k e ~ ~
(2tt)
e(k) + 2  
3
exp[ i  (w. -k ) (z+d) ] 
_______3 z______
(w. - k ) v j z J
exp[ i ( w . +k ) ( z - d ) ] 
________3 z________
w. + k 
3 z
Res e ( q , k ' )  , I ~ z k =w.
z 3
E(k)
( 2 . 9 )
S u b s t i t u t i n g  Eq. (2 .9 )  i n t o  (2 .1 )  we o b t a i n  an e q u a t io n  f o r  th e  e l e c t r i c  
f i e l d  E in  th e  absence  o f  f r e e  charge  and c u r r e n t  d e n s i t i e s :
—- — /  d 3k e1- ' -  J k 2E (k) - k{k .E (k )}  + ^  e (k )E(k )  
(2tt) 3
( 2 . 10 )
+ 2 
3
e x p [ i ( w . - k  ) (z+d)] e x p [ - i (w .+ k  ) ( z - d ) ] '  
_______3 z________  , _________ 3 z
(w. - k ) 
3 z
(w. + k ) 
3 z
Res e ( k * ) E(k)
k ' = w . 
z 3
By r e q u i r i n g  t h e  c o e f f i c i e n t  o f  e^Wj Z and e ^Wj Z t o  v a n i s h  in d e p e n d e n t ly  
f o r  each j , we have
i _ / d 3k e i k - r  e x p [ i ( w . - k zK z . d ) ]
(277) (W. - k )
3 z
(277)
/  d 3ke
i k . r  exP t i ( wj +k z ) ( z - d ) ]
(w. + k ) 
3 z
Res e ( k ' )  E(k)
k ' = w . 
z 3
Res e ( k ' )  E(k)
k ' = w . 
z 3
( 2 . 11)
Then th e  rem a in ing  terms in  (2 .10)  produce e x a c t l y  t h e  same 
d i s p e r s i o n  r e l a t i o n s  as a re  o b t a in e d  i n  t h e  b u lk .  This  remark a p p l i e s  
a l s o  to  s p e c u l a r  r e f l e c t i o n ,  and i s  a consequence o f  choosing  e ( r , r ’ ) to  
depend on ly  on t h e  bu lk  £ 0( r , r ’ )> so t h a t  no new ty p e s  o f  waves a r e
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introduced. We define the longitudinal and transverse parts of E(k) as
k(k.E)/k2
and
-k x (k x E)/k2
respectively. The dispersion relations for k^ corresponding to longitudinal 
modes are
e(k) = 0 (2.12)
while the transverse modes are given by
k2 - ^  e(k) = 0 . (2.13)
c
The a.b.c.'s then take the form
2 (w .-ol) 1 exp[ i (w. -OL)d]
1  ^ 1  ^ 1
2 (w -ol)"1 exp[ i (w -OL)d]
i J ^
Res 
k ' = w .z 3
Res 
k ' = w .z 1
e(k?) 5Ck±D
e(k') E(k.)
0
0
(2.14)
where the index i runs over all the zeros ou of the dispersion relation
(2.12) and C2.13); and k. E (k , k , a.). From the definition of the»V i x y i
longitudinal and transverse parts of E, we find the Fourier components 
E(k^) to satisfy two further relations
k± x [ki x E(ki)] = 0 (2.15)
where is a zero of (2.12), and
k± . E(ki) = 0 (2.16)
where ou is now a zero of (2.13). In the absence of free charge the 
longitudinal part of D is clearly zero, and we can write
D(r) = / d2q e1^  2 e(ki)E(k^ e'°j2 (2.17)
transverse
modes
Finally, the expression for the magnetic field B is easily found from
20
(2.1) to be
fgw r ,2 iq.r - J d q e ~ ~transverse
modes
k. x E(k.)el<Tiz (2.18)
Our results reduce to those of Agarwal, Pattanayak and Wolf^
when the dielectric constant is of the form (2.6). They are easily
generalised to include the case of anisotropic media, such as when the
dielectric constant must be written in terms of a longitudinal and a 
10 12 3transverse part * , or an anisotropic crystal . In the first case
Eqs. (2.12) and (2.13) are replaced by
and
eL (k,w)
.2 0J2 .k ---o' e (k>w)
(2.19)
where e (k,w) and e (k,w) are the longitudinal and transverse dielectric 
constants respectively.
In the non-retarded limit we can either take the limit °VC 0 
in Eq. (2.14), or work with the non-retarded form of Maxwell's equations 
from the start. In this case only the longitudinal dispersion relation 
(2.19) is required (plus the dispersion relation, k2 = 0). Defining an 
electric potential (f)(r) by the relationship E(k) = -ik (f>(k), the equations 
corresponding to (2.14) and (2.17) are 
q 2+a.w.
2 ---- Res e(k') <f>(k.) = 0
i (w. - a. ) k ' =w.
3 1 z 3
q -a.w.
2 ---- i-J- Res e(k') $(ki)
i (w.+a.) k'=w.
3 i z j
( 2 . 21)
and
D(r) / d2q eiq.r e ( kq) t §tk+q)eXp("qz) + E(k_q) e^p(qz)]
+ 2 2  
i j
exp[ i(w.-ol )(z+d)] exp[ i(w.+cu)(z-d)]' ------2— 1------ + ----- 3— 1------
( 2 . 22)
Oj - o l ) (w. + a.) 
3 i
Res e(k') E(k.)
k '=w. ~ ~z 3
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The sum over i runs over the zeros ou of the longitudinal dispersion 
relation (2.12) or (2.19) only, and k+ is the vector (k , k , ±iq).
2.3. INTERACTION FREE ENERGY
Having determined the structure of the propagating modes in a 
bounded spatially dispersive medium, we are now in a position to calculate 
the interaction free energy of two dielectric half spaces across a 
spatially dispersive slab, or vice versa. The a.b.c's (2.14)-(2.16), or 
(2.15) and (2.21), together with the usual Maxwell boundary conditions 
are just sufficient to exactly determine the non-zero coefficients E(k.) 
of the electric and magnetic fields in the medium, and so we are in a 
position to calculate the secular determinant or Green function of such a 
system. The more general case of two spatially dispersive half spaces 
(dielectric constants ea(k,w), e (k,w) etc.) interacting across a third 
slab of dielectric constant e3(k,w), which exhibits spatial dispersion, 
can also be treated by this method. However, in that case it is not at 
all clear that either of the two boundary conditions considered are 
adequate. Nevertheless, because this general case includes the two first 
mentioned systems as limiting cases, and because very little extra effort 
is required, we choose to consider this more general case. Further, we 
specialize now to spatially dispersive media whose dielectric constants 
are of the form (2.6) in order that our results may be simplified as much 
as possible. Since this form arises in the hydrodynamic treatment of 
a plasma, of which ref. 10 may be taken as an example; as well as in 
the effective mass approximation for c r y s t a l s t h e  restriction to this 
form is not as limiting as may first be supposed. In any case, the more 
general form, as dealt with in the previous section, offers no further 
conceptual difficulties than this simple form provides.
To obtain the free energy we could calculate the charge response 
Green function; the thermodynamic potential following from this via
22
8 23Craig’s formalism * . However, if we assume that x(w) is linearly
dependent on the coupling constant, while JJ2(oj) is coupling constant
25independent, Davies has shown that the free energy may be obtained from 
the logarithm of the secular determinant, and that is the approach we 
shall adopt here, thus avoiding the coupling constant integration.
We have already noted the fact that for the dielectric constant 
(2.6), our results from section (2.2) reduce to those of ref. 15, and 
we quote their results relevant to our system. In terms of the two- 
dimensional Fourier transform, the electric field, displacement and 
magnetic field are given respectively by
E(q,z;w)
D(q,z;w)
B(q,z;w)
2 A . (q, 03) exp(ia.z) 
j = l ~3 ~ 3
4
2
j=l
c
w
en(w)-l x O )a.2-w2 1
A_. exp(icfjz)
2 B. exp(ia.z)
j=i ~J 3
C2.26)
where : j = 1,...,4 are the roots of
4 2Ö ~ O roo2lc e - q2+ w 22 o + W ‘
rco2 ;
—  eo - *lc
_ X —  = 0 (2.27)
and a. : j = 5,6 are the roots of 1
Q - W 2 + X_ (2.28)
Im g . <  0 i = 1,2,5 ;
a3 = = -ct2 ; a6 = -a5
and w is given by
w 2 = y 2 - q2 ; Re w >  0 , Im w >  0
In addition, the coefficients must obey the following constraints
(kj . A_.) k_. = 0 j = 1, ... , 4 (transverse modes)
(kj . kj)A.j - (k_. . Aj)lCj = 0  j = 5,6 (longitudinal modes)
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exp[ -i (ct_. -w)dl
j=l ~J (a j -w)
6y a
exp[ i (Oj +w)d]
= 0j=l (aj+W)
B. = k. x A. j = 1, • -,. , 4
k. (k , k , a.) x* y y j = 1, •.. , 6
(2.29)
The remaining relationships needed to obtain the secular determinant are 
provided by the Maxwell boundary conditions, involving the continuity of 
E^, Ey and across the boundary at z = ±d. Making use of these, as 
well as the first two and last two relations in (2.29), leads to the 
equations
4
j =1
j=l iz 2 j j
where G_.^  are the relevant roots of (2.27) or (2.28) in medium i, ck =
6
s A. q2a.
j=5 jz 1
6
2 A. q"G.
j=5 JZ 3
:
(2.30)
a i3 >
X,
£ji = £ . + 01 a ..2 - w.2 Ji i
6. = e *  + a. e .*1 ll 1 21
y . = a . + a. a . - q2$./a .'i n  1 21 H i 51
ai = -
a .+w. a .o .+q‘21 1 n  51 n
a .+w. a .a .+q211 1 21 51 n
3;
a .+w. (a .-g .)a_.51 1  ^ 11 2i'( 51
a.. +wii i G2i si
It may appear that this result depends on the arbitrary choice 
of and a2. However, interchanging g j and a2 merely introduces a
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multiplicative factor o l "1 into Eq. (2.30), which we can ignore.
Equations (2.29) and [2.30) yield a system of linear homogeneous equations 
in the coefficients A. . If they are to be consistent, we obtain a six-jz
by-six secular determinant, DE [oo,q), which is given explicitly in the 
appendix. The dispersion relation for the normal modes is then
DE (üi,q) = 0 . (2.31)
In a similar manner, we can obtain another homogeneous linear system of 
equations in the coefficients B_. ^  from Eq. (2.29) and the Maxwell boundary 
conditions involving the continuity of tangential components of H and 
the normal components of B across the boundary. Consistency requirements 
then lead to a further dispersion relation
DM (w,q) = 0 (2.32)
where D^(oo,q) is a four-by-four determinant, and is also given explicitly 
in the appendix. Using the methods of normal mode theory, as outlined 
in the first chapter, we may use (2.31) and (2.32) to obtain the dispersion 
free-energy of the system.
2.4. LIMITING CASES
In several limiting cases our results simplify, yielding known 
results in some cases. Firstly, if one assumes that the media 1 and 2 are 
spatially non-dispersive, then we can replace the factors y^ and 6^ 
occurring in the determinant DE (o),q) by and (=£q )^ respectively.
In the case = 1, our results give the dispersion free energy of a 
metallic film in vacuo. Conversely, if one assumes that medium 3 is 
spatially non-dispersive, we find that we can write the secular determinant
as .
Dc (w,q) = A A e"2ia3d - 1  = 0E n 1 2
T  T  - 20 d = A1A2 e 3 - 1 =DM 0,q) 0
(2.33)
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where A
6i a 3 - e3 q
.1
q  a 3 + £ s y'i
Ä.i
V ? - a 3 
V '  + ü 3
q 6. = e . (q2-w.a .) -11VM 1 5 1 J
“ -W ia 5i+ (a ii+a2i)°5i
Xi
< V 0 li> (Wi'a 2i)
2 *q y ± = a . a . a . +11 21 51 (a . + a . - a . )q2v 11 21 51^n
v * '' i = a . + a . + w. 11 21 1
and a 3 = a 1 3
In the limit x^ 0, our results reduce to the usual Lifshitz
26interaction between dielectric slabs
The limit oo2/c2 0 gives the non-retarded result, but we
decline to quote the result here, as it is messy. It is suffice to say
10that it only reduces to the result of Davies and Ninham in the limit
X- - 0 .
q2
Using Eqs. (2.33) it can be shown that in the case of two
spatially dispersive half spaces interacting across a dielectric, spatial
dispersion contributes very little to the interaction free energy, except
in the limit of small separation, when the distance x 2 becomes comparable
27with the separation . This is in agreement with our hypothesis made at 
the beginning of Section (2.2). We note also, that the result appears in 
the symmetric form hypothesized by Agarwal in ref. 24, on the basis of 
the interaction between a spatially dispersive and a spatially non-dispersive 
half plane calculated by him.
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2.5. CONCLUSION
We have developed a method by which the structure of the 
propagating modes in a large class of spatially dispersive media can be 
determined consistently, in terms of a very general boundary condition, 
and have also suggested how certain other boundary conditions may be 
taken into account. We have then specialized to a particular form of 
the dielectric constant which has been widely used, and used it to obtain 
the separation dependent dispersion free energy of a system of two half 
spaces interacting across a slab of different composition, all of them 
spatially dispersive. We find that the effects of spatial dispersion are 
important only when the separation is comparable to the characteristic 
lengths associated with spatial dispersion (the mean free path of electrons 
etc.) when the separating slab is non-spatially dispersive. The method 
is easily generalised to account for more general forms of the dielectric 
constant, though it would be sensible to use Craig's formalism to do this, 
in order to avoid the restriction of a linear dependence on the coupling 
constant of part of the dielectric constant. For consistency, the dielectric 
constant and the free energy should in principle be calculated together. 
Another direction in which this work might be extended is to consider the 
effect of spatial dispersion on the interaction of two dipoles adsorbed 
onto the surface of a spatially dispersive medium. It is hoped that such 
a calculation might give some insight into the mechanism of catalysis.
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APPENDIX 2A
In this appendix we give the explicit form of the secular 
determinants D^(a3,q) and D^(u),q) of Section (2.3). The determinant 
Dg(w,q) is given by Eq. (2A.1), where the various symbols are defined 
in Section (2.3). The determinant D^(o),q) is given by Eq. (2A.2).
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CHAPTER 3: Statistical Mechanics and Lifshitz Theory for Electrolytes:
I: Small Surface Potentials
3.1. INTRODUCTION
The calculation of electrostatic and dispersion forces between
bodies which are separated by an electrolyte is a problem of considerable
importance in colloid science. It has been the general practice to
evaluate the electrostatic and dispersion contributions to the free energy
1 _ 6on the assumption that they may be treated independently, although 
there is no firm basis for such a separation which is founded in the funda­
mental statistical mechanics of interacting systems. A common practice is 
to define a phenomonological 'Hamaker constant* (usually independent of the 
salt concentration) so that those long range forces usually called *van der 
Waals* forces have a simple form, such as A/d3, where d is an interparticle 
separation. The electrostatic repulsion is then calculated from an argument 
which ignores dispersion forces, the treatment of Verwey and Overbeek^ still 
being in common use. Finally the two contributions are added.
Within the context of such a theory, various attempts have been 
made to give an expression for the Hamaker constant in terms of measurable
quantities such as the dielectric data for the media and the Debye length
6 7in the electrolyte. ’ Specific calculations involving electrolytes may
✓ 8-10 be found in the papers of Mitchell and Richmond and of Barouch, Perram
1112 6 and Smith * . The latter authors base their work on the Lifshitz theory ,
whereas the former authors commence from the fundamental equations of
statistical mechanics. Unfortunately, Mitchell and Richmond implicitly
assume a certain linearity (in the coupling constant) which is in fact not
13a feature of the problem. Furthermore, as has been shown recently , the 
Lifshitz theory is itself based on this same linearity assumption, so that 
there is a fundamental error in both of these approaches. We must emphasize
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here that the Lifshitz approach is not completely invalid; rather it is 
based on an approximation which breaks down in a significant way for 
electrolyte systems, although it is still good for dielectrics separated 
by a macroscopic distance. We will return to a fuller discussion of these 
points later.
14-20Several other formulations , aimed at obtaining the free
energy of systems such as those we are considering, deserve comment. These
16 17methods in general use expansion techniques, such as cluster expansions * ,
18 20or Bogolyubov correlation functions * to determine the response of the 
electrolyte. The free energy is then obtained from semi-classical statis­
tical mechanics in a straightforward, self-consistent manner. The main 
difference between these formulations and the one presented here is that 
we approximate the ions as an interacting electron-gas in the presence of 
an external field. Then we are able to use the formalism of quantum 
statistical mechanics to write the final expression for the free-energy 
as the integral over the coupling constant of a Green function which 
measures the response of the system, and which we identify with a particular 
macroscopic Green function. We are then free to calculate this Green 
function macroscopically according to classical statistics, using whichever 
approximations are convenient. The method is somewhat similar to the use
of experimental data for the dielectric constant in Lifshitz theory, which
13is essentially restricted to the R.P.A. approximation
For convenience, this chapter is divided into four parts. In 
section 2 we present a formalism which gives the ionic contribution to the 
free energy of an electrolyte system which includes charged surfaces. This 
formalism depends on certain response operators for the interacting system, 
and obviously it is beyond the present techniques of statistical mechanics 
to give exact, useable expressions for these operators. Nevertheless, 
approximate evaluations of these responses may be used to give a viable
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theory; for the purpose of the present work we use the simplest model 
available to obtain some interesting and new results. These results are 
presented in the next three sections. Section 3.3 is concerned with the 
single charged surface, while section 3.4 provides the necessary material 
to deal with overlapping double layers. The final section, section 3.5, 
presents numerical results for the overlapping double layers, and their 
significance in the light of some experimental work is discussed. In 
order to make this work more accessible to workers in the experimental 
aspects of colloid science we have relegated the necessary mathematics 
to five appendices. Appendix 3A deals with a general method for flat 
plates, Appendix 3B with the mathematics associated with the single surface, 
while the last two appendices, 3C and 3D, deal with the mathematical formu­
lation of the overlapping double layers, and an asymptotic form of this 
formulation, respectively. Appendix 3E deals with refs. 15 and 40.
Many of our results are not new, but we believe that this is in 
itself a most useful part of the present work, because features which
15 1previously seemed rather disconnected, sometimes in a quite puzzling way * 
are now shown to be part of a larger, consistent picture. Finally, we 
show that the theory predicts a repulsive force between overlapping double 
layers which is larger than that predicted by the conventional electro­
statics^. All of these features are discussed at length below.
3.2. BASIC FORMALISM
3.2.1 Craig’s formalism
We consider a system consisting of dielectric bodies, immersed 
in a bulk reservoir of volume V much greater than the volumes of the 
immersed bodies (we shall eventually allow V to become infinite) in which 
the ions are non-uniformly distributed due to surface charges on the bodies. 
The fundamental description of such a system is through quantum statistical
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2122mechanics, and we follow the work of Craig * closely in what follows. 
To commence, we write down the Hamiltonian, viz.
H = 2 / ^(r)H0i|j (r)d3r + 2 / i|^(r)Ay (r)i^  (r)d3r
where ij^ (r) is the particle annihilation operator for ions of type (charge, 
mass, etc.) a at position r, V is the Coulomb interaction potential, and 
Ay^(r) is the energy of surface adsorption of the ions. The first term 
is the non-interacting Hamiltonian; that is, that part of the total 
Hamiltonian which excludes the surface adsorption potential and the inter­
ion Coulomb potential. The other two terms are the ones which we wish to 
account for explicitly. Note that we have assumed that adsorption is an
independent particle process except for the Coulomb interactions.
23 24It is shown in many places * that the grand partition function
Z = Tr[ e" ^ H-yN)] , 3 = 1/kT , (3.2)
where y is the chemical potential and N the total number of particles in
24the system, and the free energy (actually the thermodynamic potential ) 
are given by
ft(= Q0 + AQ) = -kTlnZ
- ßo + {1 r - Fint<x> • (3-3)
where
Fint(X) <  AH1 (3.4)
and h ' is defined by splitting the Hamiltonian in the form (we used an 
abbreviated, but obvious, notation)
H = H q + H' . (3.5)
In (3.4), the symbols <  denote that the trace must be taken with respect 
to the fictitious Hamiltonian
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H(A) = H 0+ AH* , 0 - A - 1 . (3.6)
2Since the Coulomb interaction is proportional to e , where e is the
elementary charge, A is proportional to e2 .
21Craig has considered this problem in the special case when 
there is one type of particle immersed in a uniform charge backgroud, and 
A]j^  = 0. Using the standard methods of second quantization he obtains an 
expression for F.^.(A) which involves a linear response operator. By 
identifying the thermodynamic average of the charge density operator 
<  p0p (r) >  with the charge density p(r) which occurs in Maxwell’s equations 
he derives for F. (A) the formula
Fint(A) = - kT Tr[G(r,r',u>n)]
n=0
+ % /p(r,A)4>(r,A)d3r - V(0) / p(r',A)d3r , (3.7)
where = 27TinkT/R, the prime on the sum means that the n=0 term has weight 
one half, (p is the electrostatic potential, v(r-r') is the Coulomb interaction 
between two ions of charge e at positions r and r ’ respectively, and G(r,r’,o)) 
is the frequency dependent charge response operator. That is, if a small, 
oscillating test charge PextexP (-iü3t) is introduced into the system, the 
induced charge is given by the form
Pind00 e~1Wt = * G (^^' >w)pext{-~,') * (3-8)
We digress here to observe that, although AH' is linear in the 
coupling constant A, it does not follow that <  AH' is also linear in A.
In fact, since2^
<  AH' >, Tr[ AH' e
Trte‘eH(X) * pN]
it is in general highly non-linear in A. It is shown explicitly in
(3.9)
section 3.5.3 that Lifshitz theory is recovered as a special case if one 
assumes a certain linearity in the problem, a result obtained quite generally 
in Ref. 13. Mitchell and Richmond^, using a slightly different approach
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involving the use of a rather different definition of the coupling constant, 
obtain a result similar to the first term in (3.6), except that now the 
Green function is that relevant to a system with no surface charge. The 
fact is that in the course of their analysis they have implicitly linearized 
their results with respect to the coupling constant, and their results are 
only valid to terms linear in A. However, those terms which depend on 
the surface charages are proportional to A2 for small A, and become highly 
non-linear for larger A.
3.2.2 A simple model
The physical system which we wish to represent is complex; we 
therefore commence by replacing it by a model which is relatively easy to 
describe. The features of the model are as follows:
(i) Each of the dielectric bodies is treated as a homogeneous 
structureless system with a sharp boundary.
(ii) The electrolyte is a strong 1:1 electrolyte, and consists of 
charged particles immersed in a structureless dielectric fluid.
(iii) We cannot assume that the particles are points, since this 
would give rise to divergence in the formalism. What we do is to assume 
that for wavelengths shorter than some 'cut-off' wavelength, the ions no 
longer respond to a perturbation because of their finite size (cf. Refs.
9, 21, 25).
(iv) We describe the statistics of the ions in solution by using a 
Boltzmann factor in the manner which is familiar from the theory of the 
Poisson-Boltzmann equation. That is, we assume that the local density of 
ions is given by n+ (r) = n+exp (+ e<J>).
(v) There are many reasons why the surfaces should bear a charge; 
the one we choose is selective adsorption of one of the ion types. 
Furthermore, we assume that apart from the mutual electrostatic interaction
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between the ions, the energy of surface adsorption is unaffected by the 
proximity of other ions.
This basic model is essentially that due originally to Debye and
26 1Huckel, and used by Deryagin and Landau and by Verwey and Overbeek to 
construct the 'DLVO’ theory. The applicability of this theory to our 
problem hinges on the observation that at or about room temperature, the 
frequencies which occur in the infinite sum in (3.7) are all several orders 
of magnitude larger than the natural frequencies for ion response in an 
electrolyte. We therefore ignore all the terms in this sum except the 
zero-frequency one. The important consequence of this simplification is 
that we only need the Green function for the time-independent case so that 
the problem of evaluating (3.8) reduces to one in equilibrium statistical 
mechanics, to which the above theory, and in particular the Poisson-Boltzmann 
equation, applies.
The limitations of the Poisson-Boltzmann equation have long been
14 15 27 28known , and have led to corrections being computed * * (cf. also the
work of Buff and Stillinger, as in Refs. 16,17); yet for practical computation 
and comparison with other results, researchers have tended to use this 
model^  ^ 3-^  it hag been pointed out also^*^ that when all the
corrections to the Poisson-Boltzmann equation are included they tend to 
cancel, and this contributes to its usefulness. Thus we feel justified in 
basing the first application of our formalism on the Poisson-Boltzmann 
equation, given that there is no formal difficulty in incorporating a some­
what more exact theory, although the practical difficulties may be formidable.
We conclude this section with a discussion of the cut-off procedure 
mentioned in (iii) above. The point is made in Ref. 21 that the divergencies 
in the various expressions cancel "in the usual way"; we would like to be a 
little more precise. Considering first the last term in (3.7) we see that 
it may formally be written as ev(0)N, where N is the total number of particles
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in the system. However, v(0) becomes infinite if we assume point particles, 
so we suppose that we have first taken the Fourier transform of this term, 
which is
— 2 ^  / v(k) d3k . (3.10)
(2tt)3
Introducing a cut-off at k=l/a, and then putting v(k)=4TTe/e0k2, (e is 
the dielectric constant of the fluid) which is the appropriate form for 
point particles, we obtain the contribution 2e2N/7T£0a from this term. It 
has two distinctive features:
(i) it is proportional to N exactly, and so does not affect interaction 
energies, since we are only moving ions about, not creating or destroying 
them,
(ii) it is proportional to e2/£Qa, which is characteristic of expressions 
for the Coulomb self-energy of a charged sphere of radius a. In fact, if 
we trace back the divergencies to their origin, it becomes apparent that 
they are precisely due to terms in the interaction potential which correspond 
to self-interactions. The upshot of this is that we may discard this term, 
and also the corresponding contributions proportional to N/a in Tr[ G], since 
they are expressions of the well-known divergence problems attendant upon 
the use of quantum statistical mechanics for point particles.
Returning to our basic Hamiltonian (3.1), and applying Craig's 
analysis simply has the effect of leaving (3.3) unaltered, whereas the 
expression for F^^(A) Stored in ^wo ways. First there is an extra 
term from surface adsorption, given by <  A8A]j/8A >, . Then, because we 
have two types of ions of opposite charge, there are two charge density 
operators p+^  and p_^, and they occur in the combinations <  p°^ ± p0^ >  
in the final result. We identify the thermodynamic average <  p°^ + p°P >  
as the charge density, and the operator p°^ - p°^ as en(r), where n is the
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number density. Then eq.(3.7) is replaced by
FintP0 = -ycT Tr [G(r,r' ,0)] + % / p ( r ( r , A ) d 3r
- j f  v(0,A)n(r,A)d3r + A / (3A]i/3A)n(r,A)d3r . (3.11)
3.2.3 Dependence of the adsorption potential on the coupling constant
We have not yet specified the dependence of Ay on A, which we must 
do in order to proceed further. A similar situation occurs in Verwey and 
Overbeek^, p.58ff, where the choice is made on the basis that the (electro­
static) surface potential <j)Q is independent of A, which gives Ay (A) via 
the equilibrium condition
Ay + e(})0 = 0 . (3.12)
We follow in this choice, so that after identifying <  Ay (A) with Ay(A)
y
and using the fact that e is proportional to A 2 we conclude that Ay(A) is
hproportional to A also. The reason why this choice is convenient will 
soon become apparent. Now our expression for F^nt(A) involves an integral 
of the function 9(Ay)/9A, and we can make two immediate simplifications.
First we note that our assumption that the surfaces are mathematically 
sharp boundaries means that Ay(r) is a delta function and the corresponding 
integral a surface integral. Second, on using (3.12) and the fact that 
the surface charge density is equal to e times the surface density of 
potential determining ions, we may rewrite the contribution from 9(Ay)/9A 
in (11) as
- h / dS a(r)<J>(r) , (3.13)
where a(r) is the surface charge density. Now the second term in eq.(3.11) 
is an integral over all space; and it consists of a volume integral over 
the ions in solution plus a surface integral accounting for the surface 
charges. But in view of (3.13), the two surface integrals cancel, this 
cancellation being the direct result of our choice cf the dependence of Ay 
on A. We emphasize, as did Verwey and Overbeek, that this is no more than
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a convenient choice. A similar cancellation is noted in Ref. 5, where 
the question of making such a choice is discussed.
It is appropriate to note at this point that numerous authors 
have commented on this particular choice of Ay (A). For flat plates the 
arguments in Verwey and Overbeek may be substantiated (see Ref. 5, p.l50ff, 
for a discussion and further references). This is because the interaction 
between two charged plates of infinite extent is independent of their 
distance of separation. For two bodies of finite extent, we need to consider 
also the difference in free-energy between when they are far apart (zero 
interaction) and when they are brought together, the surface potential 
being held constant at all times. The point of these comments is that the 
second term in (3.11) - less the surface contribution - is precisely 
eq.(3.26) of Verwey and Overbeek, except for the factor % which arises from
our use of X which is the square root of their coupling constant. If in
y
this part of (11) we make the substitution X  X  2 , then the coupling constant 
integration for this part may be done as in Verwey and Overbeek, so that 
in this approximation our formalism reduces to a method of computing 
corrections to what is conventionally called the 'electrostatics'. (Buff 
and Stil linger^ obtain a similar result from an examination of the grand 
canonical ensemble by a different method.) In the remainder of this 
chapter we consider only flat plates, so that we are perfectly justified 
in using Verwey and Overbeek's evaluation of the electrostatics. We 
conclude by giving the final form of our expression for F^ (A); it is
kT
FintCA) = - y-Tr [G(r,r',0)l
+ h  fp(r,X)iJ>Cr,A)d3r - %v(0) / n(r,A)d3r . (3.14)
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3.3. A SINGLE CHARGED SURFACE
For our first calculation we consider an electrolyte in contact 
with a charged surface. We assume that a dielectric (of dielectric constant 
e1) fills the region x <  0, and that the electrolyte, whose solvent has 
dielectric constant fills the region 0 ^  x ^  £. £ is introduced to keep
the volume (= £ per unit area) finite; later we will allow £ to become very 
large. Now in defining the response function G, we first assume that the 
equilibrium state of the system is closely approximated by the solution of 
the Poisson-Boltzmann equation. Defining a function u(x)=e<!>(x)/kT, where 
0(x) is the equilibrium electrostatic potential, we have
u" = K2 sinh u 
u (0) = uQ
u(£) - 0 . (3.15)
extWe now introduce external charges of density p into the system, and 
calculate the induced potential 6$ which is the solution of Poisson’s 
equation
Vz60 = - —  (p + p ) . (3.16)
i.ndTo obtain p , the induced charge density, we assume that is is related 
to the total electrostatic potential, $+6$, via the Boltzmann factor.
Denoting the equilibrium charge density by pe<^ , this gives
peq + pind = 2;ne sinh [ e ($+6$)/kT]
2ne2- 2ne sinh u + — ^ —  cosh u . (3.17)
Here we have expanded to first order in 60, since we want the linear 
response only. Taking (3.16) and (3.17) together, we obtain for 60 the 
relation
[V2 + K2cosh u]60 = —  pext . (3.18)eo
In addition, 60 must satisfy the usual boundary conditions of electrostatics, 
namely that 60 and e60' are continuous at the boundary x=0. These equations
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suffice to define a linear response operator, and the method of obtaining 
Tr[ G] from them is given in Appendix 3A.
In the interests of clarity we relegate the mathematical detail 
of the actual calculation of Tr[G] to Appendix 3B, and quote here the 
results
Tr[ G] 2n e2i 1_ e0kT [a eokT A coshu ln(Ka)
- Ccosh Uo/2 - 1) 
A = £0 ~ £1
e 0 + £ i
2ne2i^T /°°g(s)dsl (3.19)
As we anticipated in section 3.2, the whole expression is divergent 
as a -> 0. The leading term in 1/a yields a contribution to the thermodynamic 
potential which is just the total number of ions in the electrolyte multiplied 
by e2/2e0a, and so it must cancel the divergent term (3.10) as we mentioned 
earlier.
To obtain the thermodynamic potential (which we denote by Afix), 
we must first add the electrostatics, and drop the linearly divergent (1/a) 
term, in accordance with equation (3.14). Then we multiply by -kT/2 and 
integrate over the coupling constant. At this point a well known problem 
related to the use of the grand canonical ensemble arises: the resulting 
expression will be a function of the chemical potential, which must then 
be eliminated in favour of the total average number of particles, N. Rather 
than try to impose on the model some assumed dependence of N on y, we follow 
the simple procedure of holding N constant in the coupling constant 
integration. The details of this are worked out in the course of Appendix 3B, 
and the result is that we must replace 2ni in eqn. (19) by N, and regard 
n as independent of the coupling constant in the other terms. Stated 
physically, we assume that the number of particles N does not change as 
the process of changing proceeds. Remembering that e2 and u Q2 are both
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proportional to A, and using Verwey and Overbeek’s evaluation of the 
electrostatics, we obtain for the thermodynamic potential the expressions,
Aflj = A O ^  + A f l j W  + A n d ° S) + Afl1(corr)
8nkTAn/ 655
Afl,tdh)
cosh Ü.2. - 1
(3.20)
(3.21)
Ne2K
3en
(3.22)
Aft. (os) A ln(Ka)
A ln(Ka)
sinh uo cosh u 0 1 -------- - ---- *-- + --;
1 + U 0 u o ~ 1
Aft. (corr) ^ - / 2dA r ds g(s)
(es)
(3.23)
(3.24)
We briefly discuss the terms. Aft1v-~'''J' is the well known electrostatics, 
and we mention it simply to emphasize the fact that it occurs as an integral 
part of our results, that is, we need no ad-hoc argument to justify the 
appearance of the four terms in eq. (3.20) as different contributions to 
the thermodynamic potential. Aft is obviously the Debye-Huckel con­
tribution and we have labelled it accordingly. It corresponds to the fact
that the Coulomb interactions make the contribution
2
(3.25)
(os) is logarithmically divergent
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to the chemical potential. The term Afta
for small a, clearly it corresponds to the result of Onsager and Samaras' 
with corrections included to account for the higher density of ions near 
a charged surface. The physical mechanism for the Onsager-Samaras calculation 
is the interaction of ions with their images in the boundary plane; a 
quantity which diverges logarithmically as we decrease the ion size. Hence 
the cut-off parameter does not entirely disappear from the formalism when 
there are surfaces, and the connection with the Onsager-Samaras result shows 
that we must take this cut-off to be of the order of an ion diameter.
Finally, there is the further correction term Aft2(corr). We will defer
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evaluation and further discussion of this correction term, restricting 
ourselves at present to the remark that for electrolytes of strength 0.1 
molar and less, and u 0~1, it may be estimated to be considerably less than 
the other two terms.
In conclusion, we have recovered from the formalism, coupled with 
a rather simple model of the system response, expressions which are closely 
related to the classical results for the statistical mechanics of a double 
layer. The importance of this - apart from its intrinsic interest - is 
that it gives us some confidence in the new results which we obtain in the 
next section for interacting double layers. It also shows that our model 
is not simply a complicated way of obtaining results which may be got from 
the Poisson-Boltzmann equation directly.
5.4. INTERACTING DOUBLE LAYERS 
3,4.1 Thermodynamic potential
We consider a system consisting of two regions |x| > d of 
dielectric material (dielectric constant separated by an electrolyte 
slab of thickness 2d. For simplicity we also take the two surface potentials 
to be equal, so that the system is symmetric about the mid-plane. Such a 
system never occurs in isolation, so we assume that it is in thermodynamic 
equilibrium with a reservoir of volume V, and that the total volume and 
number of ions of the two systems is a constant. This model is shown 
schematically in Fig. 3.1.
The Poisson-Boltzmann equation for the equilibrium potential in
the electrolyte slab may be solved in terms of elliptic functions, and
11when this is substituted into eq. (3A10), Lame's equation results . Hence 
we may express Tr[G] in terms of known analytic functions, although the 
ensuing calculations, involving a double integral, will be extremely complex. 
Rather than plunge into a maze of classical analysis and numerical results, 
we have chosen in this chapter to limit the investigation to the case of
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small surface potential, leaving the more general case to the next chapter. 
Then we may expand all of the relevant quantities in powers of uQ [= e$0/kT, 
where $0 is the equilibrium surface potential], and keep only the first 
non-zero term, which is proportional to u Q2. It is shown in Appendix 3C 
that this gives
Aft = Aft(bulk) + Aft^ + Aft(°v) - I4 , (3.26)
where the expressions for the various quantities are given in (3C23)- (3C26).
The essential properties of these terms are that Aft^u^) proportional
(s)to the volume of the electrolyte, Aftv J is independent of d and exactly
(s)equal to twice the term Aft2 which occurs in the treatment of a single 
charged surface; Aft^ 0V  ^ becomes zero as d -* 00 and is due to the overlap 
of the double layers; and I4 is the n=0 term in the Lifshitz energy, as 
we will see below.
Now the quantity Aft which we have obtained is only part of the 
total expression needed in eq. (3.3). ftQ is the thermodynamic potential 
of the two dielectric half spaces with surface potential \ f j Q separated by 
a dielectric fluid of thickness 2d, in equilibrium with a reservoir of 
dielectric fluid, of volume V. The interaction energy of this system, 
that is, the change in energy due to the distance d being reduced from 
infinity to its actual value, is small compared to the bulk and surface 
energies of the bodies themselves. It is pointed out in Ref. 13, that in 
this situation the Lifshitz theory is applicable so that we may write (using 
superscripts (ni) and (int) to mean non-interacting and interacting, 
respectively)d
ft = n (ni) ♦ n (int)0 0 0 r 1
f2int
, m 00 
= K L  24tt •f°° pdp In 1-A2(oon) e’4pd (3.27)n=-
A (w) _ £o(to) - ei(to)eoCto) + e!(to)
go = 27rinkT/h . n
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The n=0 term of this sum, is exactly the integral 1^ which occurs in (3.26). 
Moreover, this would still be true if (3.27) were replaced by the retarded 
form, since the n=0 term is not altered by retardation. For future use 
in this paper, we replace (3.27) by a Hamaker form, writing 
n(int) _ A'
CW.F + I,>
- 1? M  xdx lnn=-°o
1-A2(w ) e v n'
-2x (3.28)
n^O
where we have attached a prime to the Hamaker constant as a remainder
that the n=0 term is omitted from the Lifshitz formula used in its definition.
A similar result has been obtained by Bell and Levine^, and Gorelkin and 
18Smilga . Thus the total thermodynamic potential may be written as
ß(d) = f2(ni:) - -j|jp+ An(bulk:) + 2Afl/s:) + A(70V  ^ , (3.29)
where the last three terms are given in Appendix 3C.
3.4.2 Derivation of the pressure
The thermodynamic potential of our system may be considered as 
a function of the temperature T, the chemical potential y, and the volume 
2d of the electrolyte slab and the total volume V+2d which we keep constant. 
If we then vary the volume of the electrolyte slab, keeping V+2d and the 
total number of particles N constant, the variation in the thermodynamic 
potential 6ft is given by
6ft 6d + y,T (3.30)
where 6y is the corresponding variation to the chemical potential. But 
(8ft/8y)d T is, by classical thermodynamics, just the negative of the total 
number of particles in the system, N. Now the thermodynamic potential, ft, 
is related to the Helmholtz free energy, F, by
F = ft + yN (3.31)
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The Helmholtz free energy is at a minimum with respect to variations in
the parameter d, at constant total volume, total number of particles and 
35temperature Thus at equilibrium, we must have
.6ft + N6y 
'9ft' 26d
P,T
(3.32)
so that we have the equilibrium condition '
'9ft' 0 .
y,T
(3.33)
In the presence of an external pressure P on the slab (such as the hydro­
static pressure in a thin film) a term 2Pd is added to ft and we have
'9ß
9d rp •‘ ;y,T
- % (3.34)
When we substitute (3.29) into (3.34), and use the fact that is
independent of d, we find that the equilibrium pressure is given by
P -  - 2A\ i- 3Afit° V) f ,F (2d)3 2 9d ' (3.35)
For large values of Kd we obtain an asymptotic expansion for P in Appendix 3D 
This is
2A’
(2d)
a i rp 2 -2Kd Kne2 2 + 4nkT u„ e + ------- u«
(Kd)
- I2e-2Kd 6 3+ — 4 kH+ 0(e ) , (3.36)Kd (Kd)2 (Kd)3 (Kd)4 ' (Kd)5
where the constants Ii and 12 are defined in Appendix 3D, eqs. (3D9) and 
(3D10).
The argument which we have used to derive (3.34) may seem rather
involved, when there is a well known expression for the pressure of a
2 3system in terms of its thermodynamic potential, namely
P = 9ft9V y,T (3.37)
Our problem is caused by the fact that we have already linked the slab and 
the reservoir in deriving the thermodynamic potential (3.29), so that we
cannot say which parts of ß are relevant to the slab for use in [3.37). 
If we insert the whole expression for Q, into (3.37) and regard V as the 
total system volume, we obtain
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4Kne' (3.38)
which is clearly the ionic contribution to the bulk pressure, and agrees
with the corresponding quantity calculated by Landau and Lifshitz , p.232.
3.5. RESULTS AND DISCUSSION 
3.5.1 Numerical results
In this section we present some numerical results. In evaluating 
the various integrals which occur, either in (3C21), or (3D9) and (3D10), 
we have used the values e0=78, e0=2, appropriate to a system consisting of 
hydrocarbon interacting across an aqueous electrolyte slab. The end result 
is quite insensitive to small variations in these values, the correction to 
the electrostatic pressure changing only by about 5% if we take the extreme 
limit e1/eo=0* We also choose kT to correspond to a temperature of about 
25°C. This means that the coefficients occurring in (3.36) are
4kT =f 103 mV
Kne‘  ^ 184k mV , (3.39)
where k is expressed in the units R 1 . Furthermore, using our values of 
e 0 and , the constants Ij, and I2 become
0.52
a 0.21 . (3.40)
In Fig. 3.2 we have plotted the ratio of the additional double 
layer repulsion (P^), which we define from eq. (3.35) as
-  2^ |3“<0V>' -P (3.41)
to the electrostatic repulsion P given by
P nkT u 02(l - tanh2Kd) , (3.42)
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as a function of Kd for values of k ranging from 0.01 to 0.1. This corresponds 
to concentrations ranging approximately from 0.001 M to 0.1 M. The upper 
limit of this range is clearly outside the range of validity of the Poisson- 
Boltzmann equation, but we include it both for the sake of completeness, 
and because the qualitative trend is almost certainly correct. In Fig. 3.3 
we have chosen k=.05, corresponding to an electrolyte concentration of 
roughly .03 M, and have plotted the asymptotic form of the double layer 
repulsion [eq. (3.36)] as a function of the separation in units of (ne2/2e0)u02 
We also show the full result for the double layer repulsion, for. comparison.
3.5.2 Discussion
From the results shown in Fig. 3.2 we note several things. First, 
and most important, the additional pressure which we find is always repulsive, 
and so enhances the electrostatic repulsion. This agrees at least quali­
tatively with the experimental results reported by several authors2,36,37, 
who found that an additional repulsion, or a smaller van der Waals attraction, 
was necessary to explain their results. We shall return to the work of 
these authors shortly, for a somewhat more detailed discussion.
Second, we note that, at very large distances, the additional 
repulsion we have found completely dominates the electrostatic repulsion.
In mathematical terms, the reason for this is clear from the asymptotic 
form of the pressure. At large distances this behaves as an inverse fifth 
power, with no exponential screening as we increase the separation. The 
presence of this comparatively long range force is not as drastic as it may 
seem at first sight, however. At large distances the usual Hamaker attraction, 
which is proportional to the inverse third or fourth power of the separation, 
will dominate. Furthermore, at distances at which the electrostatics term 
is swamped by the 1/ (2d)5 term, the actual energies involved are minute. 
However, it is the form of the interaction at large distances which is the 
most puzzling feature, and this needs to be examined in more detail. We
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return to consideration of this feature at the end of this section. If 
we examine the separation at which the additional repulsion is equal to 
just 50% of the electrostatics, we find that this occurs at over 1000 8 
for k=0.01 8 1, down to about 100 8 for k=0.1 8 1. [This is represented 
by the points at which the horizontal line in Fig. 3.2 cuts the pressure 
curves.] Bruil reports equilibrium thicknesses for free liquid films in 
this range, from less than 200 8 for .01 M (k=.03 8 1 approx.) electrolyte 
to about 110 8 for .1 M (k=0.1 8 1 approx.) electrolyte. Although these 
results are not really comparable, for reasons we shall detail shortly, 
we can see that at sensible values of Kd our results predict a sizeable, 
but reasonable, repulsion in addition to the electrostatic contribution.
The reasons that detailed comparisons are not really possible are that, 
firstly, we are restricted to surface potentials of at most the order of 
25 mV, whereas in Bruil's work the surface charge was probably much higher; 
and secondly, we have not assumed any variation in the surface potential 
with concentration, as is certainly the case with Bruil's work. It is 
planned to remove the latter of these restrictions in a further publication, 
while the former case is the subject of the next chapter.
Third, we observe that (again at reasonable values of Kd) our 
additional repulsion has a much greater effect at high electrolyte concen­
trations (for a given value of d). This is precisely what we should expect 
since, as we have already noted, we are in effect calculating corrections 
to the electrostatics, due to the mutual interactions of the ions in solution"^. 
This is clearly a concentration dependent correction, which increases with 
increasing concentration. The question is raised in fact, as to whether 
our results are sufficient to explain the additional repulsion observed by 
Mysels and Jones in their experiments on compressed films'^, taking into 
account the relatively low concentration (c-0.002 M) at which they worked.
They found, for films in the range 200-400 8, an additional repulsion which
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required them to approximately double the applied pressure in order to 
compress the double layer by the expected amount. However, the estimated 
surface potential (^100 mV) is well outside the range of validity of our 
results, and so it is dangerous to press the analysis too far in this 
direction at this stage.
In Fig. 3.3., where the asymptotic form (3.36) is compared with 
the full expression (3.35), we find that the asymptotic solutions are within 
25% of the full solution for values of Kd ~ 0.6. (We remember that d is 
half the separation.) For Kd Ä  0.9, the error is a maximum, reducing to 
about 6% for Kd=1.5 and 3% for Kd=2.0.
A far better approximation is to use the form (3.36) for Kd > 2.0, 
and to approximate the pressure by the electrostatic pressure, (3.42), for 
2.0 > Kd > 0.5. This approximation is accurate to within 3% over the entire 
range. For values of k other than k=0.05 S 1, the situation is nearly the 
same, with slightly higher values for the pressure at lower values of k 
(1% for k=0.01 8 and vice versa. Eqs. (3.36) and (3.42) thus provide us 
with an excellent approximation in the region Kd > 0.5, when the above 
prescription is followed.
3.5.3 The coupling constant integral
We have referred on several occasions to the non-linear dependence 
of the response operators on the coupling constant, and the importance of 
this fact when the electrolyte is non-uniform. For a system of flat plates 
in which each electrolyte component is uniform, we have from (3A20) a general 
formula for Tr[ G] . Moreover, the operator for such a system depends on 
A only through the combination (l+a)ÄK2, so that
177 ln w (°0
a=0
A in W(0) (3.43)
and on using this and (A20) in (3.3) we obtain [note that for a uniform
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electrolyte the electrostatics contribute nothing]
+ ^ - / a pdptlln W(0)]A=1 - [In W{0)] x=0> (3.44)
which is precisely the result of Lifshitz theory, since the dispersion 
relation for normal modes of small oscillation is W(0)=0. A more general 
discussion of this point may be found in Ref. 18. When one or more parts 
of the system is non-uniform however, (3.43) is not valid, the coupling 
constant integral may not be done trivially, and it is this very fact 
which leads to some of our new results.
Of the calculations reported in Refs. 8-10, most refer to 
situations where the system is uniform or linearity in the coupling constant 
is explicitly assumed. However, in Ref. 10, non-uniform systems are 
investigated, and the stated results are far simpler than those which result 
from our theory. This seems to be due to basic errors in accounting for 
the charging process. As the charging takes place, particle numbers will 
vary; nevertheless, a canonical ensemble is used, and no account is taken 
of any reservoir. Even worse, in calculating the linear response operators, 
no account is taken of the changing equilibrium situation as the surface 
ions are charged. The result is that the coupling constant integral appears 
to become trivial, whereas it certainly should not be so, as we have 
indicated earlier.
3.5.4 Long Range Repulsion
On physical and intuitive grounds, the 1/(2d)5 law that we found 
for the additional repulsion is totally unexpected. In all previous work 
it has either been found or assumed that the forces due to ion-ion interactior 
are exponentially screened for large separation. In terms of our results, 
one would have expected that the integral I2 defined by eq. (3D10) was 
identically zero; this is precisely what happens to the analogous integral 
which occurs when one analyses the electrostatic contribution in the same
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manner. The most sophisticated use of Lifshitz theory for this system,
38although producing terms of order exp(-2Kd) , also does not give a term 
in 1/d5, indicating the crucial importance of not assuming linearity of 
the linear response operators in the coupling constant for electrolyte 
systems. It should be noted, however, that if this term is removed from 
the additional pressure that we calculate, the remaining terms, though 
exponentially small, are attractive.
In point of fact the free energy of the double layer system 
depends on the energy of the system at all stages of the charging process.
At the beginning of this process the image forces are virtually unscreened, 
and in the averaging process described by the variation of A from 0 to 1, 
the contribution from small values of A is sufficient to account for the 
inverse power law dependence. In other words, part of our result comes 
from the linear response of a system whose Debye screening length (1/k) 
exceeds the separation 2d.
Further insight into the significance of the coupling constant 
integration may be obtained from the following considerations. The coupling 
constant integration is a means of determining the energy involved in 
assembling the system from the non-interacting situation to the situation 
where all particles are fully interacting. As such, there are many possible 
choices for the interaction parameter; we have chosen it to be the square 
of the electronic charge. In particular, another possibility for the kind 
of system we are considering here is the choice
A = T q/T (3.42)
where T0 is the actual temperature of the system, and T varies between 
infinity and TQ as A varies between zero and one. So in order to visualize 
the physical processes involved in the coupling constant integration, we 
can imagine the electron gas being reduced from infinite temperature to 
a finite temperature T0. This corresponds to the procedure given in Landau
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35and Lifshitz , and pursued in ref.20 for instance. (The harmonic 
43oscillator theory also uses this procedure to obtain the free-energy 
of an oscillator from its energy.) In some cases it may allow an easier 
understanding of the physical process involved than does the charging 
process.
The power law dependence that we have found is not without 
precedence in the Literature. Bell and Levine‘S  obtain a power law inter­
action between uncharged half spaces separated by electrolyte. They consider
25the same effects as Onsager and Samaras used to calculate the surface
tension of an electrolyte. The conclusions of ref.15 have been criticised 
40by Richmond on the grounds that Bell and Levine have omitted the Lifshitz
static term. He shows that for A = £° £l = 1, Bell and Levine’s result£o+£i
for large separation reduces to the negative of this term only. However,
a cursory examination of eq. (5.16) of ref.15 indicates that their result
includes not only the Lifshitz term (which it gives exactly for arbitrary
values of A) but also a further term, which vanishes for A=l, and is
incidentally repulsive in general. The fact is that neither Richmond and 
7 18-20Mitchell , nor Gorelkin and Smilga , to whom Richmond refers in ref.40, 
were considering this problem on quite the same basis as Bell and Levine.
The former authors considered only the image forces on an ion in an 
electrolyte which is uniform right up to the boundary. It can be shown 
(as for instance in ref.35) that the leading term of Onsager and Samaras 
can be derived from this model. With this sort of approximation, the 
problem becomes ' linear', in the sense that we have used the term earlier.
Bell and Levine concern themselves also with the variation in the number 
density of ions near the surface, which introduces non linearities into 
the problem, as we show in Appendix 3E. If the interacting bodies are 
perfectly conducting, or in the opposite case considered by Richmond (i.e. 
for A = ±1) this effect is absent, so that we do not expect any extra
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force; a detail which is in agreement with Bell and Levine. It would 
appear then that the presence of these long-range forces in electrolytes 
is a feature of the non-linearities involved, though their absence in the 
case of the usual electrostatic term is remarkable. Though in the case 
of Bell and Levine these extra forces may be regarded as image forces, 
in our case this is not true.
Finally, some comments on the model we have chosen for the
presence of surface charge are in order. We stated in section 3 that the
mechanism we had chosen by which this surface charge came about was
selective adsorption of one species of ions onto the surface from the
bulk. In order for this to be consistent with the charging process that
we have used, we need to assume that this process is independent of the
charge on the adsorbed ions. A reasonable approximation to this state of
affairs might be obtained by maintaining a fixed potential difference
between each plate and an electrode far away from both. A far more
interesting case, and one which corresponds a little more with reality^,
is the situation where the surface charge is built up reversibly during
the charging process by means of ionization equilibria. It is proposed
to apply the theory to include this sort of situation in the future, by a
method similar to that devised by Ninham and Parsegian , and used by
31Brenner and MacQuarrie
3.6. CONCLUSION
In conclusion we should like to point out that, of necessity, 
this work has been of a preparatory nature. Starting from the basic 
formalism of Craig, we have developed a general method, applicable to 
situations such as are encountered in Colloid Chemistry, for obtaining 
the interaction energy of a system of charged bodies immersed in electrolyte. 
We then specialized to flat plates with small surface potentials, using the
57
Poisson-Boltzmann equation to obtain the linear response of the system.
We have obtained many known results as a natural product of our formalism,
including corrections to the Onsager-Samaras surface energy of an electolyte.
Finally, we find an additional repulsion in the case of overlapping double
layers, which can give a significant correction to the electrostatics.
It is planned to extend this work in several directions.
Firstly, we note that extension to the non-symmetrical case, such as when
the two dielectric half spaces have different dielectric constants, or
more significantly, the case of unequal surface charges, is relatively
straightforward. This has been the consideration of at least one recent
28contribution to the literature . Further extensions will aim at including 
ionization equilibria (cf. Refs. 31,32), non-planar geometries (cf. Ref. 33) 
and more sophisticated models of the system response. We feel that the 
present work represents a useful basis on which to build an extensive 
investigation of colloidal systems along the above lines.
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APPENDIX 3A; METHODS OF CALCULATION FOR FLAT PLATES
We now outline a general method of calculating Tr[ G]for systems 
which are homogeneous in the y and z coordinates. First, we define a 
response function D(r,r') [note that we will drop any reference to the 
frequency, since it is zero] by
hnd^ = - l7 C3Ai;i
that is, G(r,r') and D(r,r') are defined as the induced charge and potential 
respectively at the point r due to a small test charge at the point r'. 
Furthermore, it follows from our use of a Boltzmann factor to describe the 
relation of local charge density and local potential, that there is a 
function f (r) such that
- i S n d ^  = f(^ i n d ^  (3A2)
and
G(r,r') = f(r)D(r,r') . (3A3)
The application of Poisson's equation gives the following relation 
between the applied and induced charges and potentials
4tt- ^fPind^ + Pext^ 1 (3A4)V2* i n d ^
and on using (3A2), we obtain the inhomogeneous equation
[V’- f W ] W r) - - g p extC£) • ^
For flat plates, f(r)=f(x) and G(r,r') and D(r,r') depend only on y-y' and 
z-z', x and x'. Thus, if we take the Fourier transform in y-y' and z-z', 
we will deal with functions G(x,x',p) and D(x,x',p) defined by
ip. (r-r')G (x,x' ,p) 
D Cx ,x' ,p)
G(r,r') d (r-r')
e^2‘ ~  ^ D(r,r') d 2(r-r') (3A6)
(o,py ,pz) ; p = Ip I
In terms of these Fourier transforms, the trace of G appears as
Tr[ Gl
59
= / G(r,r)d3r
= / f (r)D (r ,r)d3r
= { 1/a PdP C?6* f(x)D(x,x,p) , (3A7)
where A is the area of the plates, and a is the cut-off parameter, which 
physically must be of the order of the ionic dimensions. For convenience, 
we put A=1 in all of our calculations, so that our energies are energies 
per unit area.
From eqs. (3A1, 3A5) and the definition of D(x,x’,p) we find that 
D(x,x',p) is determined by linear differential equation
L[D(x,x',p)] = 6(x-x’) , (3A8)
where the differential operator L is defined by
L = d2/dx2 - p 2 - f(x) . (3A9)
In addition to the differential equation, D(x,x’,p) and the normal derivative
of D(x,x',p) multiplied by the dielectric constant must be everywhere
continuous, including at the boundaries. The solution of these equations
39is a standard one in mathematics and proceeds along the following lines
First we find functions i|^(x) and i^(x) which are solutions of the homogeneous
problem
L[ = 0 , x < x'
L[ip ] = 0 , x > x' . (3A10)
where ij^(x) and ^R (x) must obey the same boundary conditions as D(x,x',p) 
for x < x' and x > x' respectively. Then we may construct D explicitly as
l^W^rCx')/w >
(x1 )/W ,
where W is the Wronskian,
W = ipL Cx )^r (x ) - ^ C x ) ^ R Cx) •
D(x,x' ,p)
X < X' 
X > X*
(3A11)
(3A12)
Furthermore, from (3A10) we have
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dW/dx = ^LCx)^C*) - *»G0^Cx)
= 0 (3AI3)
so that W is constant with respect to x and x*, and we have
Tr^G  ^ = {1/a PdP f ll°°f W  \ W ^ W d x  • (3A14)
Thus the problem of finding the trace of the Green function is reduced to 
the solution of a homogeneous differential equation followed by the 
evaluation of a double integral.
We may evaluate the integral over x in terms of the solutions 
of a slightly more complicated differential equation; we will have need 
of the alternative formulation in Appendix 3C. First we define a differential 
operator by
La = d2/dx2 - p2 - (l+a)f(x) (3A15)
and then denote by ipR(x,a) and ^R (x,a) solutions of the extended homogeneous 
equation L^u = 0 which satisfy the left-hand and right-hand boundary conditions 
respectively. Using (3A15) we may then write
/ 2[^lO>oO ^ ( x ,B) - i^(x,a)ip (^B^cbcx l
= (B-ot) f 2f(x) ^L(x,a)^R (x,B)dx . (3A16)
X i
Integration by parts gives an expression for the integral on the left-hand 
side of this equation, viz.
x 2
[^L(x >ot)^ R (x,B) - ipj* (XcOipR (x,B)] . (3A17)
x i
Now we want to divide by B-ot and take the limit B^ tt, which is equivalent 
to differentiating with respect to ot; so we introduce the notation
<j)(x,a) = dip (x,a)/Sa. Eqs. (3A16, 3A17) then yield
X 2 X2
/ fCx) ip^ (x,a)ipR Cx,a)dx = [ ^  Cx,a)^(x,a) - ^(x,a)^R (x,a)] . (3A18)
This expression is related to the Wronskian W(a) = ipT\p' - ip*(which isL K L R
constant in x), for if we differentiate W(a) with respect to a we have
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dW/dot = + ~ ^L^R anc* right-hand side of (3A18) may
be written as
^LCx2,a)^Cx2,a) - ^(x2,°04>RCx2,oO
+ ^LCxi,a)^Cxi,a) - cf^Cx^oO^Cx^a) - dW/da . (3A19)
Now we suppose that the electrolyte is confined to a finite region
< x < Ä2 of space, so that f(x)=0 for x > £2 or x < £a; then if x2 > £2, 
^r (x i >°0 is independent of a; similarly for ^ (x1,a) when xx < £a. Hence 
(3A19) simplifies to -dW/dot, and we obtain for Tr[ G] the expression
Tr[ G] 1 r 1/ a j - 2rr { PdP X7 ln »W a=0 (3A20)
Finally we comment that the functions (j)^ (x) and (J)R (x) [we drop the reference 
to a when a=0] are solutions of the inhomogeneous equations
L <j>L 0 0  = f W  Cx )
L <j>R (x) = f(x) \pR(x) (3A21)
and this would be the most convenient definition of them for computational 
purposes.
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APPENDIX 3B; SINGLE CHARGED SURFACE
To obtain an expression for Tr[ G] for a single charged surface 
using the equations of section 3.3 and Appendix 3A, we first need the 
solutions ipj^ (x) and ip^ (x) which satisfy the equations
d2i|Vdx2 - p 2i> = 0 , x < 0
d 2^ /dx2 - [p2+ K2cosh u] ip = 0 ,  0 < x < £ (3B1)
with appropriate boundary conditions, which are
v°-) = ^L(o+)
ei^L(°-) = £q^[(0+)
- + 0 , £ -* 00 . (3B2)
The function u satisfies the non-linear Poisson-Boltzmann equation, and a 
first integral of this equation for a single charged surface is well known 
to be^
u' = - 2k sinh(u/2) . (3B3)
Using this result, it may be verified by direct substitution that solutions 
of (3B1) in the electrolyte are
y^x) = eSKX [s - cosh(u/2)]
y2(x) = e SIOC [s + cosh (u/2)]
s2 = q2 + 1
q = p/K . (3B4)
From these functions we may form the functions ipT and ip in the regionL K
0 < x < £, namely
i|;L(x) = A YiOO + B Y2Cx)
^ r Cx ) = Y 2 C*)
A  = - [ £ 0Y 2 ( ° )  - ^ 1 ^ 2  CO)]
B = [e0Yj(O) - e^KqYj (0)]
= - 2Ksq2AW (3B5)
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and hence, by direct substitution into (3A14) we have
.3
Tr[ G] B 2■YlY2 + Ä Y2- ^  Sl dx COSh U4tt o sq o 
“ Tn { ('Ka'> ^  + ^2q2 - 1) (cosh u 0/2 - 1)
+ —  [2(cosh u 0/2 - 1) - cosh u n/2 sinh2 u /2]
B
A '"'2 ~i " ~  +  ('C O s h  U o / 2  ‘ ^
+ (2s + cosh u Q/2) sinh2 u Q/2 -
where we have dropped terms exponentially small in £ and
-2skx
I(s) (3B6)
I(s) / dx sinhzu/2 e o (3B7)
The integral (3B6) is divergent as a-H), and we must investigate 
the nature of this divergence. To do this, we change variables in the 
integral to s, and write it as
Tr[Gl= - i?^!o1/a f(s;ids (3B8)
which defines f(s). If we now expand the integrand for large s, then by 
inspection it is seen that the first two terms are a constant and a term 
proportional to 1/s, with the remainder of order 1/s2 for large s. We 
denote this remainder by g(s) and write
f(s) = k £ + 2 (cosh u 0/2 - 1) + -^r cosh u Q + g(s) 
A = (e0 - ^ / ( C q + £l)
which immediately leads to the expansion
(3B9)
Tr[G] 2ne2e 0kT £ + -  (cosh u 0/2 - 1)
1--Ka
ne2 i<f 2 oo
+ — —  A cosh u Q ln(Ka) - —  / g(s)ds + 0(Ka) . (3B10)e0kT
Now in carrying out the integration over the coupling constant we will 
require that the total number of particles in the system is independent 
of X. This number is
£ + —  (cosh u /2 - 1) k o (3B11)
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and for it to be constant, we require
2 + 0(&"2)1 ' kI (cosh u°/2 “ 
where n Q= n(A=0). If we substitute this into (3B10) and let l-*™, there 
is a finite contribution from these correction terms to (3B10), which 
becomes 
Tr[ G] =
(3B12)
£okT 
2ne2 
£okT i
1-- Ka
2ne 2 ne 2(cosh u0/2-l) + — pF A cosh u n ln(Ka)
eokT £0kT
_ o °J ds g(s) + 0(Ka) . (3B13)
The distribution between n and n0 is irrelevant for this formula, since it 
would only alter Tr[G] by terms of order £ 1.
In Appendix 3C we will need the expression for Tr[G] correct to
2order u0 . By straightforward expansion of (3B6, 3B7) in powers of u0, we
have 
Tr[ G] Ne'
£okT
- K ne2 2 ne2 rp=l/a ds : 4e0kT Uo ' e0kT s
2 ^
1 +
ne2 u q2
eokT  ^ i
/ h(s)ds , (3B14)
where
h(s)
and
1 _ 1 ♦ 1 1 + A 2 2 1 1 “(s+1) s s2 _(s+l) s + (s+1)2 s2_
-
_l___ 1 l_
_(s+l) s + s: (3B15)
(e0s - e1q)/(e0s + eiq) . (3B16)
65
APPENDIX 3C: OVERLAPPING DOUBLE LAYERS
The evaluation of Tr[G] for overlapping double layers, followed 
by the integration over the coupling constant, is in general extremely 
complicated. In this appendix we derive expressions suitable for numerical 
computation, and in Appendix 3D we derive an asymptotic form for large 
separation. In both cases it is inconvenient to consider formulae for 
Tr[ G] in isolation from the question of the coupling constant integration, 
and so we derive the thermodynamic potential rather than Tr[ G]. Also, as 
stated in section 3.4.1, we assume that u is small, and solve all of the
oequations to order u only. Thus we recover the first term in an expansion 
of the thermodynamic potential in powers of u 02.
We will use the method involving the operator L^ of Appendix 3A. 
Assuming that the equilibrium electrostatic potential is known, we then 
need solutions of the differential equation
[ d2/dx2 - p 2 - (1+ot) K2cosh u] y(x) 0 , x < d . (3C1)
Denoting by y 1(x) and Y2(x) two linearly independent solutions of this
equation, we may construct functions if; (x) and ip (x) in the region x < dL K
by
^lO)
1|;RC>0
eP(x+d) . X < -d
A Y 1(x) + B y2(x) , -d < x < d
-p(x+d) . je r v J , x > d
C Yi(x) + D y2(x) , -d < x < d . (3C2)
To simplify the algebra which follows we suppose that we have exploited 
the symmetry of the system by choosing Y: (x) so that Y2(x) = Yj(_x) and 
Y 2(x) = -Yj(~x)- Then in (3C2), the expressions for A,B,C,D, are 
A = D = ~[e0Yj(d) + ejYjCdDf/E 
B = C = [e0Y2(d) + e1Y2(d)]/E
e = y 1(x)y 2(x) - y ;o o y 2(x) • (3C3)
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Finally, the Wronskian W(ot) is given by
W(a) = E[A2- B2] (3C4)
and this may now be used in conjunction with (3A20) as a basis for calcu­
lation. [if the system is not symmetrical, this expression is replaced by 
a similar, but more complicated one.]
To obtain our expression to order u Q2, we begin by writing down 
the equilibrium potential [or rather, u=e$/kT] correct to order u 2, viz.
u(x) u^ cosh(Kx) , (3C5)
where u is the mid-plane value of u. To order u2, eq. (3C1) is
Y" - k 2[s 2+ %u 2 (1+a) cosh2Kx]y = 0m
s2 = q2 + 1 + a 
q = p /k
and the solution, again correct to order u 2, is
yO) SKX 1 * £  (1«0 2kx -2kx . e e 4kxs+1 s-1
The expression for W(a) follows immediately as
(3C6)
(3C7)
W(a)
W0(a)
6W (a)
W 0(a) + 6W(a)
K(e0s + eiq) 2sKd 
2s 6 (1 - A e 
„2
2 -2sKd
- k (c 0s + £iq)2 e2l<:sc* m16s ^ (1+a) (2Kd + sinh 2Kd)
72 -4sKd. 7 -4sKd x (1 + A e ) + A e sinh 2 (s+1) Kds+1
sinh 2 (s-1) Kd + 2 sinh 2sKd 
s-1 s
(3C8)
this as
Now in (3A20) we need d lnW(a)/da; to order u2 we may write
- d _ l n w 0(a) . (3C9)
The first term in (3C9) may be related to differentiation with
respect to a coupling constant, for on noting that W 0(a) depends on A and a
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only through k s , we may write
d
{■'■ ■»* In W 0(a)Ja=0
/ 1/a pdp A W 0 (a)]
A Stt ^ 1/a PdPl ln wo(°Ol
a=0
dX ‘o r~rL Ja=0
Substituting this into the coupling constant integral, we obtain as the 
contribution of W 0 to the thermodynamic potential the expression
(3C10)
l Pdp ln(l - A 2 e 4sKd) - ~  /°°pdp ln(l - A 2 e'4pd)kT r°° 
4 tt o
2nezd 1 2-- ■=■ Ka 3
n e 2 fb ,  rP ds 7 nr , + ---  / dX f —  A + 0(Ka)£q 0 Sp=0
(3C11)
where we have left the X integral of the last term undone for later 
convenience in comparing our results with Appendix 3B. Also we have used 
the notation s 2 = q 2 + 1 since a=0, and we will not in future refer to a 
explicitly after it has been set equal to zero. For the remaining contri­
bution we need the quantity 6W/W0. Explicitly this is given by
6W(oQ u2(l+a)m
8s[ 1 - A 2 exp(-4sKd)] ^
(2Kd + sinh 2Kd) (1 + A2 e'4sKd)
+ A e -2sKd sinh 2(s+l) Kd + sinh 2(s-l) Kd 2 sinh 2sKd s+1 s-1 s (3C12)
The contribution to the thermodynamic potential which is proportional to
u 0 is
kT dX r1/a ,
{ PdP
d_ 6W 
da W (3C13)°Ja=0
If we change integration variables from p to s and from X to y=Kd/X, we 
may write this as
4ne2 fKd ydy rp=l/a , 
e0 o (Kd)2jp=0
9_ <5W 
da W (3C14)°J a=0
For later reference, we define a function f(s,y) by the equation 
u 0 2 (1+a)<5W(a) 
W0 (a)
2y + sinh 2y + 2A_ + f 
cosh2y s+1  ^ " (3C15)
where we have used the relation u = u0cosh Kd to replace u by uQ, since
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the latter is proportional tofT (= y/Kd). The essential properties of
_ 2this function are that it is of order s for large s, and is exponentially 
small for large y. We can then rewrite (3C14) as
ne 2 /Kd /P=1/a sds2e0 “» 'o M ) “ p=0
9__ j (1+a) 
8a } s 2y:!^..2y + + f(s.y)cosh2y s+1 a=0
ne' u Ah/ xAdA /p=1/a0 l o p=0 '9 '2 (1+a) A ,Kd y 3dy d 3'9a [ s(s+l)|L o  ° [ay 2J
2y+sinh 2y
cosh2y
j Kd y3dy_ /P=l/a d 
o (Kd)“ p=0
f(l+oQ f(s,y) 
9a [ s a=0
(3C16)
where we have chosen to replace y by A in the first term in order to 
compare this result with Appendix 3B later.
It is necessary at this point to consider the thermodynamic 
potential of the reservoir. We are neglecting surface effects in the 
reservoir, so that from Appendix 3B, eq. (3B10), we may write for the 
reservoir
Tr[ G] - V 4tt
1
ä  - K
87Tn(A)e2A
e0kT (3C17)
where V is the volume of the reservoir, and we have written n and k as 
functions of A to indicate that they are not independent of the charging 
process. Now during this charging process ions will move from the reservoir 
into the double layers, while the total number of ions in the two systems 
combined will remain constant. The expression for this total number is
V + 2d + u °2 2kcL + sinh 2i<d2n(A) . 4k cosh2Kd
and in order for this expression to be independent of A we require
(3C18)
n(A) = n. 1 - 2 2Kd + sinh 2Kd + 0(V‘2) (3C19)4kV cosh2Kd
where n 0=n(O). Substituting this into (3C17) and remembering that k 2 is 
proportional to n, we obtain for the thermodynamic potential of the reservoir
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the expression
N e 2 1 K n e 2 „ 2 rKd y 3dy d 3' 2y+sinh 2y
e o 2a 3 £ 0 ° o (Kd)4 p
 I 
x
 | i wj c o s h 2y (3C20)
where we have replaced n0 by n since the distinction is irrelevant once 
we take the limit V-*30. The term proportional to N needs no explanation; 
what is vital to our present considerations is that the integral exactly 
cancels an integral in (3C16).
Lastly, we note that since f(s,y) depends on a only through s 
[ = Cq + 1 + a) 2] , the upper limit of the integration over s in the last 
term of eq. (3C16) may be taken to be infinite; by definition of f, 
correction terms being 0(Ka). We may now gather together the various parts 
of the total thermodynamic potential - including the electrostatics - and 
this gives 
Ne:Aft 1 2k a ' 3
[3 2 (1+a) A
3a . sCs+1)^ a=
kT
4tt /°° pdp ln[ 1 0
‘3 (l+a)f(s,y)
3a s
♦ 2£_ Z 1 cU /P=1/a ä» A + Hi_ /lAdX /P=1/a Sds» p=0 s 4 o p=0
+ -T—  f pdp ln[ 1 - A2 -xp(-4sKd)]4TT o
nez 2 rKd y3dy r°° ,/ sds
a=0 + — uq 2 (1 - tanh Kd) + 0(Kd) . (3C21)
Ignoring the term in N/a, this may be written in the form
Aß = A ß (bulk) + Aft ^ ♦ A ß (0v3 - I4 + 0(Ka) , (3C22)
where
(hulk) _ _ Ne2
£0
2 k
3 - 2ne2 [V ♦ £0
2k2d] 3- (3C23)
e o l
J 1 dA 
0
jP=l/a ds^ 1
p=0 s
+ u o2 1 AdA / P =1/a sdsp=0
’3 [2A(l+a)' (3C24)
a=04 3a( s(s+l)
A f t = — - / pdp ln[ 1 - A2 exp(-4sKd)]
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2 f Kd y3_d_y__ ,«>
2en ~u J0 (Kd) * i
ne+ U 00 o
'9 rf(s,y)(l+a)l
9a s Ja=0
U
2nkT 2rt 4. t,+ --- uo (1 - tanh Kd)
—  / pdp ln [1 - A2 exp (-4pd)] .
(3C25)
(3C26)
We have considered the bulk term,A ß ^ 11^ ) , which is just the
usual Debye-Huckel term, in section 3.3, and we shall discuss it no further
r s)here. The second term in (3C22), Aß is easily seen from (3.24) to be
Aß (s) f 1 d\ /p=1/a —  A £o 0 p=0 s
+ n e i u ^  fi MX r  ds
1 +
h(s) + -j
d\ /P=1/a 4® A eo 0 p=0 s
H- s\ d x ,4 %
2 ^
1 + + ne_u^_p Adx r  dsh(s;| 4 0 1
(3C27)
where h(s) is defined by eq. (3B15) in Appendix 3B. But this is just twice 
the contribution from (3B14) (excluding the bulk terms), as it should be, 
since it is for two surfaces.
The remaining terms are considered in Appendix 3D and in 
section 3.4 of the text.
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APPENDIX 3D: ASYMPTOTIC RESULTS FOR LARGE Kd
We wish to find asymptotic approximations for large values of 
Kd, to the pressure, given by eq. (3.41), or equivalently, to the term 
defined byAfl<ov>
AC!(ov) / pdp ln [ 1 - A 2 exp(-4sKd)]
2 rKd y 3dy fc1 J -N L J+ 2 e n Uo -o (Kd) 4o
2nkT
'a f (s,y)(1+a)"
9a [ s J a=0
u 0 (1 - tanh Kd) (3D1)
which is eq. (3C25) of Appendix 3C. Firstly, we note that the first term
_4Kd ^in (3D1) is of order e , and as we shall retain only leading terms,
_ 2xdwhich we shall see are 0 (e ) or larger, we can neglect this term. Also, 
we note that we can immediately write the contribution of the last term, to 
this order of approximation, as
4nkT -2Kd (3D2)
which is the usual electrostatic contribution in this approximation . We 
are left with the second term in (3D1).
Firstly, we interchange the order of integration, and then note 
that the differentation with respect to a can also be taken outside the 
y-integral. Then we can write, for this term
u 02 / sds "a (1+a)a a (Kd) ,7) a=0
If we define
1 00 = f d f(s.y)
(3D3)
(3D4)
then, by definition of f, the integral
/“ Ä  ffs.y)(Kd)
converges, and so we can write
.3
k s ) = r z J y  ffs vi . £fs y11 J o (Kd)1* ls,yj JKd (Kd)-
(3D5)
(3D6)
For large y,
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f(s,y) s(s+1)
Then, after some manipulation, we find
e-2^ + 0(e-4y). (3D7)
Aß(ov)
where
ne 2 u 0 Ij/CKd)1* - I.e -2Kd 4 6 6 3Kd + (Kd) 2 + (Kd) 3 + (Kd)\
4nkT 2 -2Kd n , -4Kd.+ - T —  u o e + 0(e ) ,
rJ sdsl
% / sds
l
d r(l+a)
da s f  y 3dy f(s,y) 0 a=0
d [(1+aD
da s a=0
(3D8)
(3D9)
(3D10)
The asymptotic expression for the pressure follows immediately 
from this, and is
- h e
2 -2Kd U0 e 2A'( 2 d ) 3
Kne2 2
+ p u o I! /  (^d)
-2Kd 2 4 6 6 . 3 n
Kd CKd)2 (Kd)3 ' (Kd)4 ’ (Kd)5j
nr -4«d.+ 0(e  ) .
(3D11)
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APPENDIX 3E: REFORMULATION OF THE INTERACTION BETWEEN
UNCHARGED PLATES IN IONIC SOLUTIONS.
In this appendix we demonstrate that the problem considered by- 
Bell and Levine in ref.15 is essentially non-linear, by showing that the 
Green function for the system can be written in the form (3A3), the function 
corresponding to D(r,r') satisfying an equation analogous to (3A5).
Let us consider the field around an ion in the vicinity of the 
surface. Now, due to the charge on the ion, the field in its immediate 
vicinity will be non-zero, due to the repulsion of other ions of like 
charge. Also, due to the proximity of the surface, there will be image 
forces, screened due to the presence of other ions. The field due to 
the ion self-atmosphere will also occur in the bulk (far from the surface); 
but the second image field will act to reduce the number density of ions 
in the vicinity of the surface from the bulk number density, provided the 
dielectric constant of the solvent is greater than the dielectric constant 
of the material on the other side of the surface.
Then, if i|j(x) is the potential at the centre of the ion, a 
distance x from the surface, the number density of ions at that point is
n(x) = n 0 e-e," « /kT + eV kT (SEI)
where and n 0 are the potential and number density at the centre of an 
ion far from the surface. \pQ is given explicitly as
and k q is the bulk value of k . To obtain (3E1) we assume, as in the rest 
of this paper, that the potential of mean force is the mean potential, and 
we replace the effect of all the other ions, except the one we are considering 
by a continuum model, so that the potential is a function of distance from 
the surface only.
r-r (3E2)lim
k-i<|r-r'
o |r_x ' |->0 ( |r-r'
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If we now place a point charge at r' in the electrolyte, the 
induced potential <j> obeys the equation
V7 2 a , .. 4tt , 4irev <Kx,£f) = " Pindfe^ ) ' —  Pe0 ''ext(*') (3E3)
where Pe-KtCr ') is the external charge density, and p^n^(r,r’) is the 
induced charge density. For a symmetrical one-one strong electrolyte, 
the induced charge density is related to the induced potential by
p(r,r’) = - 2e n(x) sinh(e(j)/kT) (3E4)
and, in a similar way as in Appendix 3A, the charge response Green function 
G(r,r') is given in the linear approximation (we assume that <J) is small) 
by
G(r,r’) = k2(x ) <j)(r r') (3E5)
and <J>(r,r') obeys the equation
v2(K r , r f) - k2(x ) <J>(r r») = - — ^6(r-r') . (3E6)
These are the equations which correspond to equations (3A3) and (3A5) of
Appendix 3A. The same method as is worked out in Appendix 3A is then
applicable to this case, so that the free energy may finally be written
in terms of Tr[G], given by eq. (3A20).
ij;(x) itself may be calculated from eq. (3E6), where we may now
replace k2(x ) by kq2, for instance, to a first approximation. Bell and
Levine choose to replace k 2(x ) in (3E6) by k2(x '), so that it could then
be solved readily, and used a form for ip(x) derived earlier by Levine,
29Mingens and Bell
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Fig. 3.1: A diagrammatic representation of the model considered in
section 4. The broken line indicates the boundary of the two systems.
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Fig. 3.2: Ratio of and P for values of k ranging from
k=0.01 to k=0.1 (see text). Curves [a] - [ e] correspond 
to values of K of 0.1, 0.07, 0.05, 0.03 and 0.01 
respectively.
•3
Fig. 3.3: Comparison of P (solid line) withb r approx v
the pressure P (broken line).
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CHAPTER 4: Statistical Mechanics and Lifshitz Theory:
II. Arbitrary Surface Potentials.
4.1. INTRODUCTION
In the previous chapter we developed a formalism for dealing
with charged particles in the presence of an external field, such as
occurs with a charged plate immersed in electrolyte, producing a double
layer. We restricted ourselves in Chapter 3 to the case of small surface
charges, but in this chapter we extend this to take into account the
possibility of large surface charges, so that we can drop the requirement
u Q2 << 1. u0 (= e^0/kT) is given by Eq. (3.15) of the previous chapter.
This case is of far more interest than that dealt with earlier, as the
estimated surface potential ipQ, found in experimental situations, is of
1 2the order of 100 mV * , corresponding to u Q - 4. In any case, surface 
potentials can be expected to be seldom below 25 mV (uQ - 1), representing 
the upper limit of validity of the results of Chapter 3, so that these 
results are of limited practical usefulness. We consider here an extension 
of the results of the previous chapter to deal with the higher surface 
potentials, by making use of the solutions to the non-linear Poisson- 
Boltzmann equation, as suggested at the beginning of section 3.4.1. As 
we may expect, the final result turns out to be mathematically intractible, 
though suitable for use with modern high-speed computers, involving as 
it does a three-fold integral. Rather than using asymptotic expansions 
of the various analytic functions which occur in the full result, we 
consider the asymptotic limit of large separation in a similar spirit to 
that used for the limit of small surface potential in the last chapter.
That is, we develop and solve approximate differential equations, appropriate
in this limit.
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Throughout this chapter we use the notation introduced already 
in Chapter 3, unless we have indicated to the contrary.
4.2. FORMALISM
Using the methods of the previous chapter, the trace of the 
charge response Green function may be obtained as
Tr[ G] K2tt o/ qdq dx f (x) D(x,x) (4.1)
where D(x,x') satisfies the equation
L D (x,x') _ - £ 00l D (x>*’) = 6(x-x') (4.2)
with appropriate boundary conditions. The model we use here is the same 
as in Chapter 3, except that for later convenience we choose the surfaces 
to be the planes x=0 and x=2d, instead of x=±d as before.
Let and y 2 be solutions of
Ly = 0 . (4.3)
We choose y 2 such that y 2 (x) -> 0 as x and require that y and y 2
satisfy the symmetry conditions
YjCy+x) = y 2 (y-x) ; yj(y+x) = - y'(y-x) .
Then the free-space Green function defined by Eq. (4.2),less the boundary 
conditions}can be written
Yi(x)y2(x*) x < X’
w
(4.4)
H(x,x')
Yi (x*)y2(x) 
w X > x'
where w is the Wronskian of y1 and y . The general solution to (4.2) is 
then D(x,x') = H(x,x’) + Aya(x) + By2(x) ; the constants A and B are 
to be found from the boundary conditions. Imposing the usual Maxwell 
boundary conditions at x=0 and x=2d, and using the symmetry properties 
of Yj and y2, we can eliminate the coefficients A and B and write
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where
D(x,x) Y 2 (x) (y-i (x)+Ay2 (x) } t i-A2_  {y1 (x)+Ay2(x)} (4.5)
£oYl (0) - £jqYjL(0) 
“ eiqY2(°) (4.6)
It is not hard to show that D(x,x) obeys a similar symmetry relation to 
those connecting y and y2; namely, D(y+x,y+x) = D(y-x,y-x). Eq. (4.1) 
can then be written
2 —  2
Tr[ G] = —  / qdq dx £ (x) D(x,x) . (4.7)ff o o
Using the analysis of ref. 3, we can write down explicit 
expressions for y and y . These are
Y1(x) = exp[{tC(a) + aC(K) - K£(a)}]
(4.8)
Y2(x ) = exp [-{tc(a) + a£(K) - K£(a)}]
Also,
w = - p ' (a) a2 (a) (4.9)
4p(t), a(t) and £(t) are the Weierstrass p-, a- and £- functions , K is 
the complete elliptic integral of the first kind^of argument k2, 
k = sech u(0)/2;and a can be written as an incomplete elliptic integral 
of the first kind,
a = F(<J>,k) , cot 4> = kq .
Finally, the parameter t is related to x via
t = K + (x-y)/k . (4.10)
As in Appendices 3B and 3C of the previous chapter, we have 
to take account of the bulk reservoir. Ignoring the Debye-Hiickel bulk 
terms, this effectively adds
j(xa) d /y dx{f (x) -1}
TT 0 0 (4.11)
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to Tr[ G]. Finally, in order to obtain the interaction free-energy, 
we must subtract the bulk terms plus twice the surface terms from our 
expression for Tr[G]; the surface terms having been obtained in 
Appendix 3B. The interaction thermodynamic potential is then
Aß(mt) = _ kT j 1 Tr[G]2 o A int
Tr( G1 int= T ~  °^° qdq Y  dx D(x’x) + k s  + 2s3
(4.12)
_
- f dx o f0(x) D0(x,x) + + {f0(x)-l} 2s3
The quantities fQ(x) and Dq(x ,x ) are those relating to a single surface, 
and are obtained from Appendix 3B. We note that the upper limit of the 
q integration can be assumed infinite, provided the term within the 
curly brackets is evaluated first. The interaction free-energy is then 
obtained from Eq. (4.12) together with (4.5)-(4.10) as a three-fold 
integration, over one space variable, a wavenumber variable,and lastly 
over the coupling constant. The integration over the space variable may 
possibly be performed analytically; however, it seems more straightforward 
to attempt the integration of (4.12) directly by numerical means, either 
in the form given here, or by using known relations between the Weierstrass
3functions and the Jacobi theta functions . Work is at present in progress 
to obtain numerical results from Eq. (4.12).
4.3. ASYMPTOTICS: WEAK INTERACTION
4.3.1. Preliminary Remarks
As it appears impossible to obtain analytic expressions for the 
free energy from (4.10) and (4.11), we ask ourselves if we are able to 
obtain analytic expressions in some limiting cases. Having already 
considered the case of small surface charges in Chapter 3, we turn now 
to the other limit which suggests itself, that of large separations 
(Kd >> 1), i.e. of weak interaction. We expect that if the separation
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is great enough we should be able to perturb around solutions for two 
non-interacting double-layers or arbitrary surface charge; and in fact 
this is suggested by the form of Eq. (4.5) and (4.12). We shall see 
later that the position is not quite as these remarks suggest.
Rather than use the analytic results of the previous section 
directly, it proves convenient to define a quantity 6u, measuring the 
difference between the interacting and non-interacting situations, and 
to use this quantity to obtain the leading term in the interaction 
for large separation; that is, we assume that 6u << 1. We shall have 
cause to examine the validity of this approximation at the end of this 
chapter.
4.5.2. Asymptotic Equations
We consider quantities u, u x and 6u related by
u = Uj + 6u .
u obeys Eq. (4.3) and u 1 is the same quantity relevant to the system at 
infinite separation of the surfaces. Then it is not hard to see that to 
terms linear in 6u, 6u obeys the equations
6u" = cosh u a6u ; 6u'(y) = u^ ; 6u(0) = 0 (4.13)
in the region 0 ^  x <  y, and u^ = Ui(y) << 1 by our assumption. Because 
of the form of Eq. (4.12), we need only consider 6u(x) in this region.
Eq. (4.13) has the solution
6u(x) = AeX (coshy^ - l)[v(x) - v(0)]
-i u 1COSh-r—
v (x) = - X + --------
sinh2^ 1-
The constant A is found from the boundary conditions to be
ua m
(4.14)
cosh y
(4.15)
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For the case we are considering here, the function f of 
Eq. (4.12) is
f (x) = cosh u(x)
= cosh [u1 (x) + <5u(x)3
= cosh u cosh 6u + sinh u sinh 6u i l
- f 0(x) + 6f(x) 
f (x) = cosh u ( x )
6f(x) = sinh u i(x) 6u(x)
where we have dropped terms of order (6u)2 .
In a similar manner, the solutions y1 and y 2 of (4.3) can be
written
y± = Yoi + ^  ; i = 1,2
(4.16)
and 6y and <$y2 obey the relation
L<5y: 6fy oi i = 1,2
Solutions of (4.17) can be written in terms of the function
Yoi(x ') Y 02(x ) - y 01(x) Y 02(x’) 
H o (x,x’) = ------------------------------------  .
(4.17)
They are
ÖYi(x) = / dx' H o(x,x')6f(x,)6oi(x'); i = 1,2, (4.18)
We note that by our choice of the lower limit of integration 
in (4.18), both y^(x) and its first derivative vanish for x=0.
To obtain the interaction free-energy in the limit of large 
separation, we now substitute our expression for f and y into (4.5) and 
(4.12). Again by virtue of our choice of integration constant in (4.18), 
the values of w and A remain the same as for the single surface, except 
for a factor exp(-2sy) multiplying the A of Appendix 3B. Then we can
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write
D(x,x) = D Q(x,x) + 6D(x )
ÖD = (ST 2 (Yi+Ay2) + y2(6ya+A6y2) + A(yx+Ay 2) 2 
 ^ J w w (1-A2)w
(4.19)
From here on we drop the subscript zero on the y^’s, as it is understood 
that they are the ones pertaining to a single surface. In place of 
(4.12) we then have
Tr[G] int y f0(x) D0(x,x)+~+ (fo(x)-l)} 2s 2s3
+ /0 Ldx 6f(x) Dq(x ,x ) + f (x)6D(x,x)+6f(x)
(4.20)
2s 2s3 J.
The first term in (4.20) can be evaluated as in Appendix 3B,
the result being given by the last three terms of Eq. (3B14) with um
substituted for u Q, and A for A. On integrating over the coupling constant,
we find that the integrand is exponentially small for large y (=Kd/Äj;
and so the major contribution to the integral comes from the region y ~ 1.
Similar remarks also apply to the remaining term in (4.20). With this in
mind we must re-examine our assumption of weak interaction, where we have
assumed that u (y) = u «  1. In general, for a single surface u and 1 m m
u q = u^(0) are related by
tanh ~  = tanh —  e ^4 4
and furthermore, u q ^ X . Since the major part of our result comes from 
the region y ~ 1, for u^ to be small it is clear that u Q/Kd must be small. 
This restriction is unfortunate, as the main interest lies in values of u Q 
such that u 0/Kd ~ 1, so that our asymptotic analysis fails to cover the 
most important regions. It is clear that in order to obtain more useful 
information we must resort to numerical computation from Eq. (4.12).
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We remark that in the limit u Q/Kd «  1, the result we obtain 
is proportional, to leading order, to
ne2 up2
e 0 (Kd)1*
if we ignore the negative of the Lifshitz static term, which is in common 
with our result in Chapter 3 in this limit. The calculation of the 
coefficient is straightforward, but tedious; considering the limited 
validity of this result, the calculation does not seem to warrant the 
effort involved, and so we decline to do it here. It is not, however, 
identical to that calculated in Chapter 3, since we have implicitly 
assumed that we can neglect (6u)2 in comparison with ua6u in eq. (4.16); 
an assumption which is invalid in the limit of small surface potentials.
Finally, we note that asymptotic expansions of the exact 
solutions to the Poisson-Boltzmann equation are also likely to involve 
the same difficulty encountered above, except that it would presumably 
be possible to obtain analytic expressions in the limit uQ »  Kd »  1, 
which is not a particularly interesting limit. So we are again led 
to calculation of the interaction by numerical integration of Eq. (4.12).
4.4. CONCLUSION
In this Chapter we have extended the analysis of Chapter 3 to 
include situations where the interacting surfaces bear a large surface 
charge, so that the surface potential \pQ can no longer be considered small. 
The result turns out to be a three-fold integral for the interaction free- 
energy. No numerical results are reported, since the evaluation of the 
above three-fold integral requires some quite sophisticated and time- 
consuming computation, and although work is progressing on it, it must 
be considered to lie outside the scope of this thesis.
An attempt has been made to obtain analytic asymptotic expressions 
for the limit of large separations; but these, when obtained, turned out
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to be of such limited validity, that it is considered best to resort 
to the numerical integration of the complete result directly.
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CHAPTER 5: Interaction between two spheres in electrolyte
5.1. INTRODUCTION
So far in this thesis we have been concerned with the interaction
between systems of planar configuration, with both charged and uncharged
surfaces. However, if we are considering the interaction between real
macroscopic particles, it is clear that we must consider other than planar
configurations. In the next chapter we shall consider the difficult
problem of the interaction between bodies of arbitrary shape, by means
of an integral equation perturbation method, and derive some analytical
results in the limit of close approach for "smooth" macroscopic bodies
immersed in electrolyte. In this Chapter we consider the exact dispersion
interaction between two spheres in electrolytes by two methods; firstly,
we use spherical polar coordinates and follow a method basically due 
1 2to Langbein * , and secondly we outline a method of solution involving
3 4bispherical coordinates, which relies on Weston's results * . Certain 
difficulties encountered in applying Weston's results and methods are 
indicated.
Besides forming an introduction to the more general considerations 
of the next chapter, the interaction of two spheres in electrolyte is 
of interest in its own right. In particular, colloidal dispersions of 
spherical particles of certain plastics, such as polystyrene^ and others, 
have been used to study techniques of stabilizing and flocculating 
colloidal dispersions in general. Such colloidal particles will generally 
bear surface charges, so that this work is really preliminary to a more 
general calculation taking this fact into account. However, because of 
the complexity of the more general case, we believe this calculation is 
a necessary and useful preliminary step. Further, in those spherical
systems which have been studied it has been observed that certain properties
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of the system, such as the sphere-sphere separation^, and the critical 
flocculation volume depend on particle size. So we might expect that 
such results as we calculate here will be of direct experimental use.
To be specific, in this chapter we shall be concerned with the
interaction between two uncharged spherical particles of radii Ri and R2,
and dielectric constants and e , whose centres are separated by a
distance z = R^ + R2 + d. These dielectric spheres are immersed in an
electrolyte whose inverse Debye length is K, and whose background dielectric
constant, without taking the effect of the ions into account, is e . In
the absence of electrolyte, such a system has been the subject of study 
1 2 7-11of several authors ’ * , and the electrostatic interaction between
two charged spherical particles has also been considered recently by
12an approximate method (see also ref. 13).
For the planar configurations that we have considered in earlier 
chapters, we were able to reduce the solution of the partial differential 
equations which occurred in the problem to the solution of an ordinary 
differential equation by the method of Fourier analysis. Unfortunately, 
as soon as we attempt to consider non-planar geometries we lose this 
important simplification; in general we require the solution of partial 
differential equations in three variables. For instance, in the electrolyte 
free case, the expression for the dispersion force between two dielectric 
spheres requires the solution of Laplace's equation; a second order partial 
differential equation in three variables. The usual method of solution is 
to introduce a set of variables, permitting us to reduce the problem to 
the solution of three connected ordinary differential equations, one for 
each variable. However, the Laplace equation is separable in only a 
specific number of orthogonal coordinate systems^, so that this method of 
separation of variables is suitable only for such ensembles of particles 
as can be described simply in terms of these coordinate systems. For the
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case of two spheres, the natural coordinate systems are the spherical polar
1 10and bispherical ones; both of these have been used * , Laplace's equation
being separable in each case.
When we come to the Helmholtz equation, the choice between the
two coordinate systems above for the two sphere problem is not so
arbitrary. Whereas the Helmholtz equation is separable in spherical
polars, this is not true of the bispherical coordinate system^; thus to
obtain the interaction free energy between two uncharged spheres in
electrolyte we are apparently restricted to the use of spherical polars.
But Weston has shown that for a certain class of coordinate systems it is
possible to obtain exact solutions to Helmholtz's equation even when it
3is not separable in those systems . We are encouraged to attempt to use 
bispherical, rather than spherical polar, coordinates for the following 
reason: for the problem we are considering, the former system is clearly
the more natural, and we might expect that as a result the boundary 
conditions will be simpler, leading to less cumbersome final expressions. 
This is certainly so in the absence of electrolyte^* ^ ^ .
5.2. SOLUTION IN SPHERICAL POLAR COORDINATES 
As was stated in the Introduction, we consider a system of 
two spheres, 1 and 2, with radii Rj, and R2 respectively and distance of 
separation of the centres z. We assume that the spheres are dielectric, 
and are immersed in a uniform electrolyte, whose inverse Debye length 
we denote by k . We introduce two sets of spherical polar coordinates, 
(r1,01,(j)) and > centred on spheres 1 and 2 respectively. We
use the rotational symmetry of the problem to keep the azimuthal angle <J) 
the same in both cases, and the remaining coordinates are related via the 
relations
ri sin01 = r2 sin02
r1 cos0i + r2 cos02z =
(5.1)
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which can be found immediately by consideration of the triangle shown 
in fig. 5.1.
In the following we shall be concerned with the static (to = 0) 
contribution to the free energy only, as the remaining contributions to 
the free energy are virtually unaffected by the presence of dilute 
electrolyte. These terms can be effectively dealt with on the basis of 
work done previously on this system in the absence of electrolyte. In 
both the retarded and non-retarded case, the electrostatic potential for 
0) = 0 satisfies the Helmholtz equation
V2ip - K2ip = 0 . (5.2)
Solutions to (5.2) in terms of spherical polar coordinates can be obtained 
by the method of separation of variables, and are well known. The require­
ment that the solutions be normalizable in finite space, and the asymptotic 
requirement that the potential be small far from the spheres leads to 
the solutions
*1 r e sphere 1
^2 r e sphere 2
^3 otherwise
where
=
00
e+iy.f, s
m=y
y ny , _ . ma m P (cos6 ) r im m i i
iiCS
-5- ^ ( 1  ^ 2) (5.4)
T  3
00
e±iy<f 2  
m=y
]b^ (cos0.)h (iKr.) + b^ (cos0 )h (iKr ) t( i m m ^  ^  m v 2m m  ^ 2J m v- 2 J  J
for integral values of ] i . pj^ (z) is a Legendre function of degree m and 
order y, jjn(z) is a spherical Bessel function of the first kind, and h^(z) 
is a spherical Bessel function of the third kind, having the property that 
it is exponentially small for large imaginary values of its argument. The
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symbol (1 2) means that we replace the subscript 1 by 2 wherever it
appears in the expression.
The electrostatic potential is further required to satisfy 
certain continuity conditions at the surfaces of spheres 1 and 2; that is, 
both the potential, and its first derivative multiplied by the dielectric 
constant, are required to be continuous across the boundary of a sphere.
In order to be able to apply these boundary conditions we need an "addition" 
formula, relating the expression
pm (cos92)
to the corresponding quantities which are functions of t 1 and 0 . This 
is provided by the formulae
00
hm (iKr2)pP(cos02) = 2 (2n+l)UPn CiKz) ^ ( i K r ^ C c o s e p
n=]i
(5.5)
Uy (a) m n v y
y m-y2
a
2 (_i)v r(m-v+%)T(n-v+h)T(y+v+^)(m+n-v)!(m+n-y-2v+%)h ^
v=0 T Cm+n-y-v+3/2)T(y+%)T(%)(m-y-v)!(n-y-v)! v! m+n-y_2v
obtained from ref. 2, p. 84. Since the spherical harmonics e^y<^ Py (cos0) 
are orthogonal for each value of y and m, the continuity conditions on 
ip lead to the secular equations
>y
imbM + C(m,y) A^(m) 2 byn Uy (iKz)n=y
b, + C(n,y) A (n) 2 by Uy (i<z) =
m=y
A.(p) = mC£o-ei» P (iKR1) - e°jp+l Cil<Ri)
n,C£0-Ei)hp(iKR.) - £ohp+1(iKR.)
c (P,y) - (2p+n $ = g f  •
(5.6)
(see ref. 16)
If we regard by^ as the m t 1^ component of the vector b^y in Hilbert space,
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and so on, then we can rewrite Eq. (5.6) in the form
b u + v *  b ^  ~12 2
feA + Y2? fei
where the (m,n) component of V.V is given by~ 1J
(5.7)
V^.(m,n) = C(m,y) A.(m) U^(iKz) . (5.8)
In order for there to be non-trivial solutions of Eq. (5.7), the 
secular determinant must vanish, i.e.
G = det [ I - V 12 V 2i] = 0 (5.9)
The interaction free energy follows directly from this in the usual 
manner. The zero frequency part is
OO
F0 = - —  2 £n G0 2 u
JJ= —00 ^
°0 0°
= -  2 2 J iV T r [ (V jV j ) *  ] .
]i= - ° °  £=1
In obtaining the final expression in (5.10) we have used the identity
(5.10)
£n det [I - A]% ^ 2 £_1 Tr [A£]£=1
(5.11)
which is easily obtained using the cyclic invariance of the trace. The 
expression for F may then be written finally as 
00
Fo = T  Z 1 ‘ 2 2 j T ?2( " p n , ) < 1 (n]* !)...<1(nt.1)
l-l m ^ . ^ m ^ l  n2...n^=l y
(5.12)
This is effectively a multiple reflection expansion, the index £ indicating 
the order of reflection. The m = n = 0 terms are absent from this 
expression due to the fact that the surfaces bear no free charge.
In the limit k -► 0, the expression (5.12) reduces to the non 
retarded result for the interaction between two dielectric spheres, as
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can be seen from the asymptotic form of the spherical Bessel functions 
for small argument1 .^ We find that as K 0,
Ai (m) -> -i(2iKRi) 2111+1 m!(m+1)! (2m)!(2m+2)!
mCe0-e.)
(m+l)e0+me. (5.13)
^mn^lKZ  ^ a^so simplifies in asimilarway, but it is proportional to
(iKz)  ^ 1  ^. On substituting the expressions for A^(m) and U^(iKz)
into Eqs. (5.8) and (5.12) the factors iK cancel, and we are left with
1 2the usual multipole expansion * .
In the limit of large separation, z >> R ^ R  we expand the 
spherical Bessel functions occurring in the expression for uJjJn (iKz)- 
The leading terms are the single reflection (£=1) terms. Furthermore, if 
we restrict ourselves to the dipole-dipole interaction terms (m = n = 1) 
we find that
odd - —  9A1 (1)A2(1)
- 2KZ
k2z 2
1 1  1+ KZ + /&2
2 0 - 2 K Z r2e+ -----
K?Z2
1 +  -  
K Z (5.14
which is the result for two polarizable dipoles interacting across
g
electrolyte , with effective polarizabilities proportional to A.(1).
It is evidently a matter of some complexity to obtain the limit 
of small separation (d << R j,R2) from our general result (5.12), and we 
shall defer consideration of this limit to the next chanter where we 
develop a general method for dealing with this limit. Since all spherical 
Bessel functions of the third kind are exponentially small for large 
imaginary argument , we note that for kz >> 1 all terms contributing to 
the interaction free energy, and hence the interaction free energy itself, 
are exponentially damped.
Although Eq. (5.12) gives formally the complete answer to our 
problem, we see that in practice computation using this expression may 
be exceedingly difficult, since it involves an infinite sum of infinite 
sums of products. Although in practice we might expect the various sums
to converge rapidly, this may not always be the case, and so we are 
motivated to attempt to derive another expression for the free energy 
which is perhaps less cumbersome than Eq. (5.12).
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5.5. SERIES SOLUTION OF THE HELMHOLTZ EQUATION IN 
BISPHERICAL COORDINATES.
In ref. 3 Weston shows that for a certain class of rotational 
coordinate systems, two linearly dependent solutions of the Helmholtz 
equation exist, which he denotes as odd or even. In ref. 4 he shows that 
the toroidal coordinate system is a member of this class, and uses this 
fact to solve the Helmholtz equation in toroidal coordinates, obtaining a 
semi-orthogonal set of eigenvectors which satisfy the radiation condition 
far from the toroid. In what follows we show that the bispherical coordinate 
system is also a member of this class of systems, and following closely 
the method of the latter reference, we derive a series solution of the 
Helmholtz equation in bispherical coordinates. We also indicate problems 
which must be overcome if these solutions are to be used to solve the 
two sphere problem considered earlier in this chapter. We begin by 
summarising the results of ref. 3.
3
Weston finds that for a rotational coordinate system (u1,u2,(j>) 
related to cartesian coordinates by
x = >u2)cos(i)
y = ^ ( ui,u2)sin<j) 
z = ^2(u i ,u 2)
so that the metric coefficients lu, i=l,...,3 are given by
2 k l
kJ + CM3<ro
£ (u ,u ) 1 1  2
(5.15)
(5.16)
provided that the metric coefficients satisfy certain relations, two
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independent solutions to Helmholtz’s equation can be written down. These 
conditions are:
Ci) (Ref.3. Theorem I). If there is a u^, (i ^ 3 )  such that
h 3(u1,u2) has the property that
9h3 M,
2 f (u.) [ h 3 (u ! ,U2) ]9u. "s ii s=N1
(5.17)
where N 1} are integers, and Nj and if the metric coefficient
2
h j  has the form
h:2 = 2 cs (UP  [h3(u1;u2)]
s=N2
where M 2 and N 2 are integers, N2 <  M 2 then
(5.18)
^(u1,u2,(f)) = e1U(^  2 ar (ui) [h3(u1,u2)] (5.19)
is a solution of the equation
V 2 \Jj+ k2ip = 0 , (5.20)
where a^(u^) satisfies the set of recurrence relations
d a„ r+l-Ni da 
2 _ ^ r+2-M2
^Ui q=r+l-Mj ““i3U7 (2q+U fr+i C«i) * s (q -v ) V ui)cr+2-q(uPq=r+2-M2
r-N2
+ k2 2 a (u.) c (u.)
q=r-M2 q i r-q' i'
0 . (5.21)
(ii) (Ref.3., Theorem II). If there is a u^ (i =£3) such that
h 3 u^ i,u2  ^ and h i2 have the Properties given by (5.17) and (5.18) respectively,
and if there is a function B(u^) where i =£ j =£3 ; such that
dB 9h3
du. 9u. 
3 3
B(u ) 2 d (u.) (h )
J s=N3
(5.22)
where N 3 and M 3 are integers and N3 < M 3; and
d2B , Ml* s
2 e (u.) (h3)S (5.23)
3 J s=N4
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where N4 and M4 are integers and Ni+ ^ M 4, then
<Ku:1,u2,<j>) = e^^BCuJ 2 br (u.) [h3(Ul,u2)]r (5.24)
J r
is a solution of the Helmholtz equation (5.20) where b^(u^) must satisfy 
the set of recurrence relations
d2br
du. 2l
r+l-Ni
2
q=r+l-Mi
dbq
du.l £2«+1>£r+l-,
r+2-N2
2 (q2-y2)b c 00 n q r+2-qq=r+2-M2
r-N2
+ k2 2 b c + „ q r-q q=r-M2 n n
r-N4
2 b c +
a/, q r_qq=r-M4 n n
r-Ns+l2
q=r-M3+l
b (2q+l)d q n r+l-q
(5.25) 
0 .
If B(uj) is chosen as an odd function of u^  , the two types of solution 
may be characterised as even and odd respectively.
In our case, we may choose the various quantities as follows:
u! = 9. u2 = q
h = h = -- t~~~----r-0 n coshq-cos0
h = a sin0coshq-cos0
fi = cot0 ; f9 = - —
c = c2 = l/sin20
d 1 = -1, d2 = - — cot0
cl
e = e0 = 1 
B(q) = sinhq
where the bispherical coordinates are
(0,T],(f)) , -00 < P < +00 • 0 <  0 < 7T, 0 <  (}) <  27T
and the surfaces of the spheres are given by q = q^  and q = -q where k2 = -k2
R1 = a cschq^
R2 = a cschq2 (5.27)
z = a [coth2qi + coth2q2]^
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Following the method of Weston , we find even and odd solutions of 
Helmholtz equation as
ei]i^ ) v c (coshq-s)
r=T r
-r
^ o t ' = 2 dr Cs) (coshp-s) r
r=T'
(5.28)
respectively, where C^(s) and d^(s) obey the difference equations
(l-s2)Cr"(s) - 2scr ' (s) + r(r+l) - j ~ T Cr (s) = -(2r-l)(l-s2)C^_l (s)
~ (2r-l) (r-l)scr_1 (s)
(l-s2)dr"(s) - 2sdr ' (s) + r (r -i) - d Cs) r v J
- k 2a 2Cr _ 2 (s)
-(2r-l)(l-s2) d y i (s)
(5.29)
- (2r-l)(r-2)sdr_1 (s)
- k 2a2d (s) r-2v 7
The integers T and T' depend only on the boundary conditions. Solutions 
to the homogeneous equations, obtained by setting the left-hand side of 
Eq. (5.29) equal to zero, are the Legendre functions
Pj!0), Qr(s) for cr(s)
and
p !^_1 (s) , (s) for dr (s)
Again following Weston, we denote both solutions of the homogeneous equations 
by w^(s). Then it is clear that for r=T and r=T',
cT (s) = w^Cs) , dT ,(s) = w^_1 (s)
respectively. The general solutions to (5.29) can then be written
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crO) = - w^O) i
2 Cl-S'2)[wy Cs')l2 Ca
f S ds" /(s") F (s")
(5.30)
d (s) = - w^ (s) / --------^ -------
r r_1 d2 Ci-s’2)[w^1Cs')]2 di
/ ds" w^Cs") Gr (s")
where
Fr (s) = (2r-l) [ (1-s2) 0 ^ ( 5 )  + (r-l)s ^ ( s ) ]  + (ka)2cr_2(s) 
Gr (s) = (2r-l) [(1-s2) d^_1 (s) + (r-2)s dr l (s)] + (ka)2dr_2(s)
(5.31)
and the constants c l3 c2, d 1 and d2 are determined from the boundary 
conditions. By analogy with Weston, we can show that any solutions 
^eT’ ^T' ^e^^-ne<^  by Eq. (5.28) can be written as a linear combination 
of solutions of the type
<p(P). 4 ^ « )  for P = T, T+l, ...
and solutions of the type
A ( P ) ,  /  (Q) for p = T', T'+l, ...
where ip (P) is defined by taking the constants of integration in (5.30) ep
to be unity, wp (s) = Pp (s) and c^(s) = P^(s); and the remaining basic 
solutions are defined in the same way.
From now on, we restrict ourselves to integral values of y, 
since must be periodic in <j); and to the P solutions, since ip must be 
normaliz able in finite space. Following Weston yet again, we can show
that the solutions ij ^(P) and ^oT, (P) are
2t,t,_2 1.(a+t)/2. oo oo (kd) d (s -1) l^rntj) 2 2 Q
t=0 o=0 (coshq-s) 2t+a+T
P_M't_a(s) T+t 1 J (5.32a)
n 2tut , 2 . (a+t)/2
00 oo (kd) b (s -1) v }l 
»  A  S ° 2t+a+T' <5-32bt=0 a=0 (coshn-s)
respectively, where M = |;
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dt = C--l)trCM-t+g)r(T+t+Q+%)
2tt: r(a+i)rcM-T)r(T+t+%)
(5.33)
bt  = ( - 1 ) t r  (M-T»+0+1)r ( t 1+ t+o+h)
2tt: r(a+i)r(M-T,+i)r(T,+t+%)
By using the integral representation of the Legendre function
% V ( S )
7T ^ (l-s2)~y/2 j9 
r (h+^ ) o
obtained from ref. 17, p.159, eq. 27; we can show
0
/ (cosv-s)M 2cos[ (v+^)v] dv
|P“PCs) I < (l-s2)~y/2(l-sju~iä
rfy+'ä)
(5.34)
By comparison with the sum
S = 2
o=0
1-s
coshq-s,
- 3/ 2 (5.35)
and using the asymptotic expression for the gamma function for large 
17argument , together with the d'Allembert ratio test and the inequality 
(5.34), we can show that the series solution (5.32a) is absolutely and 
uniformly convergent for all values of q and s, excluding of course the 
point q=0, s=l for which the series has no meaning.
The situation is slightly different for the odd series. Following 
through in the same way as previously, we show that for large o we may 
use the series
S 2
a
1-s >>0
coshq-s^ (5.36)
for comparison. For cosh q ^  we find then that the odd series is also 
absolutely and uniformly continuous; but for coshq = 1 (q=0), the solutions 
f°r (P) are discontinuous along this plane, except for the cases when 
T ’-M-l or ~(T'+t+^) are non-negative integers, in which case the series 
will terminate at a finite value of a and the odd series is uniformly
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continuous everywhere (expt at n=0, s=l).
By considering the limit as k ^ 0 of our solutions, we obtain 
further restrictions on the values of T' .
Although the series expansion for the even solution has been 
shown to be uniformly convergent everywhere, if we obtain the first 
partial derivative with respect to n, we find that this derivative has 
singularities also, and in a similar way as we obtained restrictions on 
T' we may obtain a set of restrictions on the values that T may take. 
Then it can be shown that the solutions may be written in the form
2 a iT*(P) r Torv Jr=N
(5.37)
* ®r 0 P) r=N
where ot^ , 3^ are independent of ka,
.in* 1 .. .N n
" ~^r ('ka') (M+N+l)/2 P/ 2
0 P> = Cka)N ^ (M+N)/2(P)
(5.38)
and ^eN^P  ^ are Siven b>" Ecl- (5-32).
The coefficients and 3r are determined by the requirement 
that far from the spheres the radial part of the solutions must behave 
as spherical Bessel functions of the third kind, as in the previous section. 
This is also true in the limit a -* 0.
In this way we obtain solutions of Helmholtz's equation in 
bispherical coordinates which are continuous and convergent in all space, 
and in the limit a -> 0 reduce to spherical polar wave-functions. They 
form a complete set of solutions, so that we may use them to satisfy any 
boundary conditions on the surface of the spheres. Unfortunately, although
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for different values of M the solutions are orthogonal (in the usual sense), 
this is not true for different N values in Eq. (5.38). This semi- 
orthogonality is a property of the non-separability of the original 
Helmholtz equation. In order to use these solutions to solve the two 
spheres problem, one could use the Hilbert-Schmidt process to obtain a 
fully orthogonal set. In case not too many wave-functions are required 
for solution (the series converge very rapidly) this process might 
be a practical one. In the limit of large separation, the solutions do 
become orthogonal, as we have suggested, and so we can obtain this limit 
of the two spheres problem.
5.4. CONCLUSION
In this chapter we have obtained an expression for the zero 
frequency part of the dispersion interaction between two spheres in 
electrolyte. We find that at large separation the interaction is 
exponentially damped, and obtain agreement with an expression of Mahantyg
and Ninham in this limit. The final expression is extremely complicated,
and so we are led to attempt to find solutions of the Helmholtz equation
in the more natural bispherical coordinate system. This is complicated by
the non-separability of Helmholtz's equation in this coordinate system.
Nevertheless, partial solutions are presented, following a method of 
3 4Weston ’ , and the way in which a complete set of solutions may be obtained 
by this method is indicated. The solutions obtained in this way have the 
shortcoming that they are only semi-orthogonal, but this may be formally 
overcome by a standard orthogonalization procedure.
The results of this chapter, when taken in conjunction with the 
results for two spheres for the non-static terms such as in ref. 2, constitute 
a formally exact solution of the problem of the interaction of two spheres 
in electrolyte at all distances. This is because the presence of electrolyte
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effects only the static term which is calculated here. The present 
calculation is a useful initial step towards the more general calculation 
of the interaction between charged spheres along the lines of Chapters 3 and 
4.
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CHAPTER 6: Dispersion Forces Between Bodies of Arbitrary Shape
6.1. INTRODUCTION
Considerable effort has been expended on the problem of the
effect of geometry on the dispersion forces between macroscopic particles,
since the pioneering work of de Boer and Hamaker on pairwise summation1.
Much progress has been made since that time on this subject, with the
famour papers of Lifshitz^ and Dzyaloshinskii, Lifshitz and Pitaevskii^
at the foundation of this effort. Results have been reported for many
4 5systems, including the Lifshitz interaction between flat plates * ,
multilayers^*’7, spheres^ 11, parallel and crossed cylinders1  ^ and
16combinations of these . These systems have in turn been taken as models 
17 18for real systems ’ , which in certain situations they represent more or
less adequately. However the more general case in which the interacting
bodies are not truly represented by these models has received but scant
attention; no doubt due to the fact that although the problem may be
19solved in principle , in practice the mathematics becomes intractable.
What is required is an approximate approach which will yield 
the salient features of the interaction fairly easily. In practice, the 
forces between bodies at comparatively large distances may be relatively 
well understood in many cases in terms of the above models, because at 
those distances the "fine structure" of the bodies would not be expected 
to have a major influence on the interaction. Also, at large distances 
it appears that in salt solution much of the interaction is screened out, 
at least for the zero-frequency (static) term. At close separations, 
however, these considerations do not apply.
Another approximation does become applicable in this region, as 
can be seen from the following observation. If we assume that the surfaces 
of the bodies are locally smooth, then if the separation of the bodies is 
much less than the principal radii of curvature of the bodies at their
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points of closest approach, they will "see" each other as flat plates, to 
a first approximation. Then we may develop the true expression for the 
free-energy of the system, say, as an expansion in terms of the curvature.
Langbein has already used this observation as the basis for
evaluating dispersion forces between macroscopic bodies at close approach,
and it has also been used to evaluate the interaction between charged
21spheres in electrolyte at close separation . We develop another approach 
here along similar, but more general lines. We begin with the planar 
approximation, and then develop the first order curvature corrections by 
considering the principal radii of curvature at points of closest approach 
of the bodies. Then, providing the surfaces of the bodies are relatively 
well behaved, we may approximate the bodies as ellipsoids, or elliptical 
paraboloids, to obtain the first order corrections.
We should expect this sort of approach to be of particular 
relevance to the interaction of particles in biological situations, where 
there is usually electrolyte in the intervening medium. Then the dispersion 
forces are screened to a large extent, unless the distance of separation 
is small, as we have already remarked. We are interested in the way in 
which two such particles orient themselves, as they approach one another.
It is true that in these situations the surfaces of the bodies usually 
bear a surface charge, so that the distribution of the ions in the 
electrolyte is non-uniform. For simplicity, and for a first calculation, 
we choose to consider the case of uncharged surfaces; thereby avoiding 
the multitude of conceptual as well as mathematical difficulties otherwise 
encountered. In principle, the method developed here should be applicable 
to the more general case, and it is hoped to consider that at a later 
stage.
In principle also, the method should be capable of extension to 
an arbitrary number of bodies. We consider these to be bounded by simplified
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surfaces so that the Green function for the response of the simplified 
system is known exactly. Then by a similar procedure to that outlined 
here, we could calculate corrections due to the deviation of the true 
surfaces from the simplified ones.
Finally, we remark that although we consider here only the scalar 
Helmholtz equation, and hence restrict ourselves to non-retarded dispersion 
forces, the case of retardation is easily included as a straightforward 
generalization of this work.
In the next section we develop the formalism along the lines of
22an approach by Balian and Bloch , who were concerned with the distribution
of eigenvalues for the Helmholtz equation in a volume of arbitrary shape.
This approach, as applied to our problem, has many aspects of similarity
11with an approach developed by Mitchell ahd Ninham on the one hand, and 
23with Flores on the other.
In the third section we use this formalism in an initial 
application to obtain curvature corrections to the surface free energy of 
an electrolyte, while in the last section we apply it to the interaction 
of elliptical paraboloids, both with and without the influence of electro­
lyte in the intervening medium.
We derive explicitly the interaction between spheres, parallel 
cylinders and crossed cylinders as special cases.
6.2. BASIC FORMALISM
6.2.1 Formulation of the problem
24 25In the work of Craig , and of Mitchell and Richmond it is
shown that to obtain the thermodynamic potential of a system (from which
the force of interaction between bodies in the system can be calculated)
we need to know the trace of the Green function for the charge response
of the system. In the case of the interaction between uncharged bodies in
strong electrolyte (and also the retarded interaction between dielectric
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bodies) we are led to the solution of the Helmholtz equation. If k 1 is
the Debye length of the electrolyte, the charge response Green function
4 7T 2can be shown to be —  k G(rr'), where G(rr') is given byeo
(V2-k 2)G(rr') = 6(rr') (6.1)
and satisfies the usual boundary conditions on the electric potential.
We may write quite generally
G = G 0 + Gj (6.2)
where G0 is the free space Green function, satisfying
(V2-k 2)Gq (rr') ■ 6(rr') (6.3)
in all space, and is given explicitly as
- KIr - r 1 I
G„ (rr') = —--- . (6.4)
|r-r'I
Gj satisfies the equation
(V2-k 2)G1 (rr') = 0 (6.5)
with boundary conditions defined by the requirement that G = G0 + Gj must
satisfy the original boundary conditions.
22Following Balian and Bloch , we represent Gx as a simple-layer
potential
Gj (rr') = 2 /  da CQ (ra. )p. (a.r')
i S . i J J J
J
(6.6)
where the sum runs over the various surfaces S. of the system, and is 
a point on . Simple layer potentials are known to be continuous near 
the surface; but the normal derivatives are discontinuous, satisfying
(+) (ßr') Bc[°)(ß.r1)
- h  p.(3.r') (6.7)
The subscripts (+)’ and (o) refer to the limiting value of the derivative 
as the point 3^  approaches the surface S^, and the value actually on the
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surface, respectively.
We have not as yet applied any boundary conditions to Gj. To 
do this we need to know the response of the system inside the surface S^, 
and to match solutions across the boundary. If we denote the response of 
the system at a point r inside body i (assumed to be dielectric), due to 
an external impulse at the point r* (in the electrolyte) by K2H.(rr’); 
then we may write in a similar way to eq. (6.6), (6.7),
H.(rr') - J (ra )n (« r')
S. i 1
9H ( ^(ß r') B H ^ t ß  r')
% 8:
% Pi(3ir')
(6 . 8)
(6.9)
that
and
If the point r* is in the electrolyte, boundary conditions require
3H? (ß.r') 3G0C+)(B.r')
+ e.
% p.
H.(B.r') = G0(3ir ’) + G^ß.r')
For dielectric bodies, the function FL (rr1) is given by
1
"i.C” ’) r-r
(6.10)
(6 . 11)
(6 . 12)
Equations (6.4) and (6.6)-(6.12) formally allow us to solve for 
response of the system.
6.2.2 Derivation of the Green Function
To obtain the Green function k 2G, from these equations, we first
eliminate the H. and G2 in favour of the y. and known functions H. and G0 
3 3 io
Beginning with eq. (6.10) we have
t
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SG^Ce.r») 3G^(ß.r') ^  3H ^ ( 3 . r ’)(+ ) ( - )
(+) (o)3Gj,''Cßir') £i f 3Hh  ^(ß^r') 
3 n T  + i 7   ^ ~
% 3:
+ yi(3ir')]
^ G ^ C ß ^ ' )  ei 
e0
3 h 0  ^C 3 . y . )
[J dav •'•1-0¥ A- yi(V') + ^  M M ')1S. Yi 3.1 1
(6.13)
From eqn. (6.6)
3G(o)(ß.r') 3G0(0)(B.YJ
--- -^---- = 2 / da --- 5--- —  y.(y.r')3\  i s y 3\  J J (6.14)
Combining eqs. (6.13), (6.14) with eq. (6.7) we have
3G0(Oh e Yi) 3G0(+:i(ßr')
■ 2 {dV — — ss—J S i ’j 3 t 3 i
e. 3H^0)(3.y.)
- ~ - [ / da — 1 °-3- - 1- 1 ■ y, (y-r) + h  yi(3.r)]£0 s> y 3n 1 1  1 1
1 1
that is ( ~ r >
3Gj°J(3.y.) 3Gj J(3 r')
£0[%y.(ß.r') - 2 / da ---5-----2— y.(y.r)------3------ ]
1 1  j s .  y  3n e. J 3 3\
SH?05(ß.y.)
“ - e. [piCeir-5 + fda 10a - 1 - W )]
3 1 i
(6.15)
Using eqs. (6.6), (6.8) and (6.11) we may write
f d(7y Hio ( ß ^ i ^ i Cyir 1) = G 0(3ir») + 2 /  day G0(3iY^ )y^ . (y^r')
S. i I S . i1 J
(6.16)
so that y^ can be written
yi(3ir,) = { daY.^i^iYi^Go^ir') + 2 5 da^ / da6 ^.(3.Yi)G0(Yi6;j)y;j (S^ r')
j i S. jS. 'i 1
(6.17)
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The f u n c t io n  & o c c u r r in g  in  (6 .17) i s  th e  in v e r s e  o f  H.
d e f in e d  by th e  e q u a t io n
fs  daY.Hi„ < ßi W V d  ■ « ‘ W
i
(6 .18)
E l im in a t in g  y from eq. (6 .15 )  g iv e s  us
e Q[ ( 3 . r ’ ) - 2  /  da 
j S. Tj
3Gf0 ) ( ß . Y j  3G
ß
i ' V  “ “ o ' )
— ■*-R s C Y . * ' ) -------- =----------
3 3 dne.
- £ Ahf da njCß.Y.DGoCY.r') + *5 2 /  d6 /  da £2 (6 )G„(Y.SUu, OS.r’ )
Si  yi  1 j  S Yi  S. j  1 1 1 1  J J ]
sh . ^ cb. y . )
+ {day . da6 - V - 1 1 W d G«<Si r •)
1 1 3i
+ k Z f  da d a .  /  da
j s .  Yi 6.  s  Yi 5rig------V Y i V G o C V y y .  ( v y ' ) ]
which can be r e w r i t t e n  in  th e  form 
e.
2 1  W ' 5 + T -  f  d0Y daä ßi ( ß iY i ) G 0 (Yi<5i)ViC«ir')
S . ' i  il
3G0( + ) C ß i r ' )  e.
■° 3n
ß. Si  Yi
3H.(o:i (ß .Y .)  
- £. /  do do? — i i - — 1_L_ 
1 S. Yi  6i  3ng.
~ s * V W i > G. < V >
3G0 Cß-Y-)
+ 2  {e f da __1  i  J
A  ° s V  *n„ V V 3 '  ~ daY- t o t S l W W W * }j i  J pi  i  J i  1
3Hi > i V
- £i  (  daY. dV  s . dS  -------3 ^ ------ß i (Yifii)G0(6i vj ) y . ( v . r ' ) }
+ £ o /  d° v -------— -----t*i (Yir ' )
Yi  3nß,
- e .  f  do d a .  da 3Hi A ßi Vi  J ““Y i““ ßi “vvi  3n^ ^ d Yi <5i 3G° a ^ d ^ i  (vi r ') (6 .19)
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If we define the Green function T. on S. byl l
T-  r i C6i V  + 2i /  daY.d<I6.ni(eiYi5G«('ri5i)ri(6ivi) = 6 ( V V  (6.20)i i
then we can write for y.
yi(3ir') £o / dcrY>riC3iYi) 9n
Si 1 Y:
9Go+)(Yir')
- 2" / daY ,da6 riC3iYi)^iCYiöi)G0 Cö±r T
S. Yi wi
(o)9H. (y.6.)10 v 'i i J
- ei fs d\ d\ d\ ri W  — W T "X
i 1 1 1 Yi
9H^(y.6.)
-  e. /  da da .  da da r . ( 3 . y . )  10 1 1i  ^ y. o. y. v. iv i'i^S. 'i i vi 3n V )y.(v r')Y4
3G„(0)(Y;5J
+ £o { dW i (f3i V  ° an,1 1 V V 3S. 'i i Y,
+ 4 {' Y  s daYida6idY i { ‘’W W  J i 1 1 1 bj J Y,
YG0(Y,<5.)ßiC6iyi)Go(yivj)yj(Vjr’) + e 0 /  day /  da^ r.Cß.y.) ^  -  -J  y,(6,r'
S. 'i S. 'j Yj 1 1
" day.da6. J dav .riC3iYi)fii(Yi6i)G0(6iv.)y.(v.r’)} . (6.21)
If the last two terms on the right-hand side of eq. (6.21) were
small, we could write down an iterative solution for y^; producing a
multiple reflection expansion similar to those which occur in the work of 
2 6Langbein . It turns out that if eQ « e or if kL »  1, where L is 
characteristic of the separation of the bodies, then eq. (6.21) provides 
a useful method of solution. However, for hydrocarbon-water systems for 
example, £y << eQ in general, and as we are interested in relatively small 
separations, neither of these two conditions is fulfilled in general. For 
ease of notation, we may write eq. (6.21) as
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y. = f. + K.y. + 2 L. .y.i i i i  . . ij ]3 ^
(6.22a)
where
f.^r') e0 1 day ri(|3i VS. yi 11
3Gf+)(Y.r') £.
"5n - —  / «Ja do{ r.(|3.7.)n.(Y.6i)G0(6ir')Y- " S_. Yi “i
£x { d\ d°Sd\ Ti^
i
9H?°) (y. 6.)10 w i i J
y .
n.(&.V.)G0(V.r') (6.22b)
Kigi(6ir,:i = idaY.Ki(eivi)8i(vir') ’S. 'i 1
a G o ^ ^ v . )
l (ßi V  £° { d<V ri(ßi V  ~3nS. i 1 Y,
■Co)dm J(y.6.)
- £. /  daY d a ^ r . c e . Y . )  1 a - 1 1  V h V G o C v y
Si Yi ~i Y'
(6.22c)
Lijg;j(3 ir ’) s  /  d% L . . ( 6 . v  )g (v r ' )  ;
2 3
^ » ( y y
'ij(ßiVj) = £o fs dCTY .ri(ßi V
i Y
-  fs d\ d\ ri «*i V ai W W j )
i
3H;C„0)(Y,«J
- e± / daYjd<Ydg^r. (g.Y.)-iy n- 1 1 ft.OS.p.jG^y.v.) . (6.22d)
y -1
Then (6.22a) becomes the system of linear equations
< A yi = (6.23a)
where, for the case of two bodies, is the operator represented by the 
determinant
X  1 = det
1 -L
— L o i
1 2 
1
d-L12L21); ,/2 = ^ (1**- 2) (6.23b)
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and"7^ is given by replacing the i^ *1 column of ^  with the column vector 
(fj+KjMj)> which is then moved to the right of the determinant. Explicitly
- det
~ Li2 fi+KjPj
1 f2+K2p2
=^ 1 (1 2) •
fj + ^->1 2 ^ 2  +  ^lbl + 1^22^21^2
(6.23c)
(The symbol (1 -**- 2) means that in the expression we interchange subscripts 
1 and 2 whenever they appear.) We are now in a position to define yet another 
Green function on the surface by
J^ i Ai(0ied  = 6 (“i ‘ ep  (6.24)
i.e. is the inverse ofjd. Then
= / dag A^ß.^Cß.r') .
S. il
(6.25)
(The Green functions T and could have been included in 
the one definition. However, for ease of notation and clarity in some 
later calculations, we choose to do it this way.) It is not hard to see 
thatSfc can be written in the form
3 ^ i  = ^ ° ' ) + 2 ^ . ( y . )
j J J
(6.26)
whereof"  ^ is independent of the y., and^*. . is small by assumption. This
(°) (o)
is because the quantities 10 ^ i ^  and 9Go ^i^i^ , which occur linearly
9n 9n
in lj * are zero in the planar approximation, and in general are small, 
provided the smallest radius of curvature is much greater than all other 
distances involved in the problem. If we denote this radius of curvature 
by R, then in this problem we are implicitly assuming
Y2 Y.
kR »  1 L/R «  1
where L is the smallest distance of separation between the bodies. Then 
we can rewrite eq. (6.25) as
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U.(a.r') = / daß A.(a.e.^o5(6.r') + 2 / dag A.(a.B.)^. .(y^Cß.r-) (6.27)
S. i i S. ii J 3
In this form we can immediately obtain an iterative solution for vl.
Using eqs. (6.22), (6.23) and (6.26) we write it explicitly as
y (a r') = / da A.(a.3.) f.(ß.r') + 2 / daQ /da A.(a.3.)L..(ß.y.)f.(y.r']1 1  s 3i 1 1 i i i ^  s s Yi i;T i V  J 3
i J i j J
+ 1S. l ll
+ 2 / daß / da da. A. (a.ß.)L. . (ß.y.)K. (y.S.)y. (6.r') 
s. ßi s Yj 6j 1 1 1 1J 1 y  J J r  J 3
■ {daßA<aißi> W ' J  + { dCTe. dV V aißd LijCßi V W ' )0 . 1  o . l o .l l j J
+ f da da da A.(a.3.)K.(ß.y.)A.(y.6.) f.(6.r')S i Y' i 1 i i i i  i l i l l ii J 1
+ f dOg da da6 / da A (a « )K (g y )A (y $ )L (6 v.)f. (v.r')S. i l  iS - i l l  1 1 1 1 1 1  1 J 1 J J J
1 3
+ / da / da da. da A. (or.0.)L. . (0.7.)K. (y.6.)A. (6.v.) f. (v.rM 
S Pi S Yi öi i 1 1 1 ^  1 J 3 3 3 1 1 1  3 3i 3 J
+ { dV dV  { da da6 da A.ca.ß.^ L (ß^ )K (Y 6 )
Aj C6 jPj 5Lj i <-yjVi-) fifVir'5 + ••• C6-28:
where the omitted terms are at least of second order in the operators K.
3H (y,6.) 1
and K , which are in turn linear in the quantities — ^ — — --- and
3 8n
3Go(Yi«i) . n
} and we have considered only two bodies to avoid repeated 
yi
summation. Using this now in eq. (6.6), and integrating over all space, 
we obtain for the trace of the Green function G
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TrtG] = f d 3rG(rr) = Tr[G0] + / d3r G(rr)
V V
“ Tr[G«l + daa.daß.Vai®dFh ei V  + daa.daß. f Wi S. 1 1  i i 'j
+ l daa da6 day daS Ai A A h A V Ai W h A Ai i i i
+ I da daR da da. / da A.(a.3.)K.(3.y.)A.(y.6.)L..(6.v.)F..(v.a.) s a- Pi Yi s v. iv i i' l i'i' ivli i J i j K i j iJ
l l ^
+ I da da / da da. da. A.(a.ß.)L..(ß.y.)K.(y.6.)A.(6.y.)F..(y.ct.)
S ai 3i S Yi 6i 1 11 XJ 1 J J J J 1 ]V  Ji J ii i J J J
+ / da da da / da da, da A. (a. ß.)L. .(B.y.)K.(Y.6.)
St “i ßi yi S. Yj dj vj 1 1 1 ^  1
Aj a ;jV;.)L;jiCv_.yi)Fi(piai)J +.... (6.29)
where we have put
Fi^iai-) = ^ d3r GoC«irD fi .
(6.30)
FjiCß^i) = / d3r G0(air) f^rß^) .
Equation (6.29) is formally exact and is immediately generalised 
to more than two surfaces. Its usefulness is limited by the fact that in 
general the integrals over the surface and volume will be difficult, if 
not impossible to do. In certain situations, however, it may provide a 
useful expansion for numerical solutions.
6.3. THE SINGLE SURFACE 
6.3.1. Preliminary remarks
25Mitchell and Richmond have shown that the leading term of the 
27Onsager-Samaras result for the surface free-energy of an electrolyte may 
be obtained from the formulation of Craig . We are concerned here with
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corrections due to curvature, such as when one has a droplet of electrolyte, 
not necessarily spherical. Now the Onsager-Samaras result predicts a 
surface free-energy whose leading term is proportional to £nKa, where a 
is a characteristic length, of the order of an ionic diameter. Unless the 
smallest radius of curvature of the droplet is comparable with the ionic 
size, where this theory breaks down, we should not expect the ionic radius 
to enter the first order curvature corrections, which we expect to be 
0(^-), in any significant way. Thus we should expect that the leading term 
of the Onsager-Samaras result will be unchanged, with curvature corrections 
only entering into the next order.
With these preliminary remarks, we return to Eq. (6.29). Since 
we are considering only a single surface, we can drop all terms in Eq. (6.29) 
in which the subscript j appears, and thereafter omit also the subscript i. 
To first order, this leaves the first, second and fourth terms; but the 
first term is easily seen to account for the bulk properties of the 
electrolyte, and so we ignore that also. The expression for A (aß) then 
reduces to a simple delta function on the surface, and we write in place 
of (6.29)
Tr[ G] = / da F(aa) + / da da K(aß)F(ßa) + ___ (6.31)o S ex s a P
where the subscript S on Tr[ G] indicates we are considering only surface 
terms; and the omitted terms are all at least of order K2.
6.3.2 Flat Plate Approximation
For the flat plate approximation, we need to assume that the 
ranges of the functions K(aß) and F (aß) occurring in Eq. (6.31) are much 
less than the principal radii of curvature at all points. The approximation 
is to replace S locally by an appropriate tangent plane.
Let us consider the tangent plane P^, at the point a on S. Then 
the normal derivative at points on S sufficiently close to a is given
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(to a first approximation) by
0_
9n 9z
The quantities
H^n(3y) 3Gn(3y)
3 3
which occur in our expression for K(a3) are then both zero, as we have 
already remarked, so that we need consider initially only the first term 
in Eq. (6.31).
FCa3) is given explicitly by
F (ag) = e0 / do r (a7) / d 3rG0(rg)
3G„(+) (yr)
Y
- IJ-J daYda6r(ay)n(Y6) / d 3rG0 (6r)G0 (rß)
A
We can define the two-dimensional Fourier transform of F(a3), F(p) by
F(aß) =C2vy2 /d2p eip‘Cot'w F(p) •
Then
3Gn(p,z)
F(P) = - eo { dzT (p)G o (p, z) — ^ ----- |^ - dzr(p)ß(p)G0(p,z)G0(p,z) .
(We have used the flat plate approximation explicitly in obtaining Eq. (
/s
T(p) is the two-dimensional Fourier transform of T(a3), etc.
We have also used the fact that
A A A
in writing down Eq. 
we obtain
3GQ(yr) 9GQ(yr)
3z 8zy
(6.35). Then from Eqs.(6.4), (6.12), (6.17) and (6.
G 0(P>Z) =
1_
2s
-sze
fl,ü>)
«(p )
~ 2 T (p) = -----— ^ -------
£ o+£i^Cp )G o (p,°)
1_
2p
[HjCp)]'1 = 2p 
2s
(6.32)
(6.33)
(6.34)
(6.35) 
6.35).)
(6.36) 
20)
(6.37)
£os + £iP
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'where s2 = p2+K2 . After carrying out the z-integration we have
F(P) 1 feps-eip 4s2 [e0s+eipy
so that the flat plate approximation yields
Tr[ G] s r°° pdp £ 0S-£ip0 4s2 j^£ pS+E^p
(6.38)
(6.39)
By replacing the upper limit of the p integration by 1/a, where a is
of the order of an ionic diameter, (corresponding to the fact that the ions
do not respond to fluctuations of wavelength shorter than this); Mitchell 
25and Richmond obtain the leading terms of the Onsager-Samaras result for 
the change in surface free-energy of a liquid on the addition of salt.
6.3.3 Corrections Due to Curvature
We now wish to determine the first order corrective due to 
curvature. Firstly, we note that the second term of Eq. (6.31) is already 
of first order in the curvature, due to the factor K. Further, higher terms 
in Eq. (6.31) are clearly of second or higher order in K and so can be 
neglected. K(a3) is defined by Eq. (6.22c), and from that equation we 
see that we require the quantities
( o ) 03)
and
a a
to first order. In replacing the surface S by the tangent plane P at a, 
we assumed that the normal at the point 3 near a is given by the vector 
nD = (0,0,1), so thatp
3_
Bn
3_
3z (6.32)
If the principal radii of curvature at a are and R^, in place
of Eq. (6.32) we can write
R 3x_x 3 R 3yD y '3, (6.40)
where the normal at 3 is to first order
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-x, - y < (6.41)
The equation to the surface at a (assumed concave) is similarly given by
i y2
z = * V  + R-x y
(6.42)
If we indicate first order corrections to a quantity by prefixing 
it with the symbol 8, we may write
. 8 = —
3
ja 9 ja 3
|R 3x7 + R 3yfi1 x  a  y  a.
3Gn 0 ^ (.07)
We consider first order corrections to
3G0(<°  (ßY) •a 3 +  7 a  3
'R dxQ R 3yQx  a  y  7 a
G 0(3y )
(6.43)
(6.44)
Now G 0(3y ) is a function of r = (3“Y) only, s0 that we can write
9 G 0 ( 3 y )
3ne
ja 3r_ ja 3r 
R 3x0 + R 9yQx  a  y  a j hG .(r)
W V  + V v V 3G0(r)
3r (6.45)
Since to first order all other terms will be replaced by their planar 
approximations, and can thus be written as a function of |3-y I> we can 
average Eq. (6.45) over orientations of (3~Y)> to obtain the expression
3 G n ( a 3 )
where
2R- (r'V G»M
h ■{—  + —2 'R R x y
(6.46)
In this form the Fourier transform follows immediately via the prescription
iVp ; V + ig
Then we have
3G0(P)
W  G oCP)a F 2 H 2 +
(6.47)
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Using Eq. (6.37a) for z=0, this yields
3G0(P) 1 S2 + K2
"5n 4R Pa
(6.48)
9H0(p)
We can obtain ^—  in a similar way, or simply by putting k=0. Then
3H0(p) j
3n 4R por
(6.49)
After some manipulation, we find that the first order contribution 
from the second term in Eq. (6.31) is
where
i_ / f°° PdP 6 A2tt g R2a J0 (2s)i
eos - e;P
(6.50a)
eos + e.p (6.50b)
eQ (s2+k2)-e.s2
6. = — ,--------Li s(e0s + f^p) (6.50c)
We are not done yet, though. The first term in Eq. (6.31) also 
has first order corrections due to curvature. Using (6.22b) and (6.30a), 
we can rewrite this term as
3G C+) (r0)
eo {daadaerc“e:i { d3lV ar) — srß—
- I - f daadapda-/ (a$)fl (&Y) / d 3rG0(Yr)G0(ra) (6.51)
3H0(ßY)
- ei f daada3da da6r(a3) — ^ --  T(y6) / d3rGQ (6r)GQ (ra).
3
The last part can be handled in exactly the same way as before, and yields 
the contribution
1 r __a r°° pdp_____e^s
2tt R^ o (2s)3 (e0s+£ip) (6.52)
Remaining corrections are of two kinds. Firstly, there is the correction 
due to the fact that the integrations over the volume and surface have now
a slightly different domain of integration. Secondly, the point 3 no 
longer lies on P, but now has a small z-component. We deal with this 
latter sort of correction first. If 3 and y are two points on S, then
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\$-y \ = J (x3 " V 2+ (y3"yY)2+ (z3‘ V 2
- t + (6z^-6z^) — -t- —  + 0 (6z2) (6.53)
where
1 = /(yyirv7
i.e. t is the modulus of the projection of (3-y) onto the plane P. Then 
if g is a function depending only on an |3-y|,
g(3y) = g(t) + 6t + 0(6z2) - g(t) (6.54)
Zo~Z
since 6t = (6zQ-6z 1 y3 Y t is zero for z^=z^. So we can ignore
corrections to T(a3), ^(a3) and G0(a3) to first order. Also it is clear 
that dOß - do^' as well, and we can replace the surface integrals with 
their planar approximations, except that we retain the final integral over 
ot, in order to keep the surface area finite. Then the only remaining 
corrections are to the functions U(a3) and V(a3) defined by
V(a3)
U(a3) = / d3r G0 (ar)GQ (r3)
3g T') (rß) . , ,
= / d3r G0(ar) ---g - ---- = U (+)(aß)
p 3
(6.55)
The first type of corrections to U(a3), coming from the altered domain of
integration may be handled by the observation that instead of starting at
z=0, the integration over z now starts at z=z . This introduces a correctionY
to U(a3)
- S day ZY CoCay) G0(yg) . (6.56)s
Secondly, since a and 3 differ from a' and 3f, we need to include the 
correction
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8G0 (ar) 8GQ(3r)
6za / d 3r — ^ --- G Q(3r) + 6z3 f d3r G 0(ar)
Since
down
G0(ar)
3z
a
G^o (ar)
3z
3z (6.57)3
, after a little manipulation we can write
6U(a3) = % / day (6za+ 6z 3- 2zy ) G 0(ay) G 0(y3) . (6.58)
Using the fact that in our final expression for Tr(G)s> 6U(a3) is multiplied 
by a function of |a-3|, in the planar approximation, and after several 
changes of variables, we find that the Fourier transform of <5U(a3) is
16u(p) 2R 0 a G o(P) V; G n(P) •
Finally,
6V(a3) = 6u(a3) + 6- ^ —  U(a3)
z3 dn3
h  f do (6z + 6z0- 2z ) G n (a3) c Y a 3 y  0
3G„C+) (Yß)
3z3
(6.59)
2 i r  < r - V  •
(6.60)
The first part of this expression may be dealt with in the same way as 
above, whereas the second part is in a form we have dealt with earlier. 
Then the Fourier transform of 6V(a3), <SV(p) is
W
6V(p)
(P) ■(+)
^  G (p) + G.(p)V'
Cp)
3z + !sRa (? .p)U(p) .(6.61)
Explicitly we have
6U(p)
6V(p)
- (2s -3k 2)
4R s 6 a
3(s 2-k 2)
16R s 5 a
Then we easily obtain the correction for the first term:
1 , ” a pdp |3e„s(s2-K2) + ej 4p (2s 2-3k2)-s3]
Js Ra Jo (2s)3 s2 (e0s + e lP)
(6.62)
(6.63)
Adding the contribution from (6.50) and (6.63), we find the first
order curvature corrections to Tr[ G] :s
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2 dO" oo i K r  CL r pdp
2" s ka • (2s)3
£ o S-SiP
G qS+GjPJ
£ q (S2+K2)-£IS2^
S (E0S + £1p)
+ 3 e os (s 2-k 2) + £ i[ 4p (2s 2-3k 2)-s 3]
s2 (£0S + £jP)
(6.64)
As is suggested by the form in which we have written this
expression, for large p the integral behaves as ~  , and so, unlike the
P
first term for the planar approximation, it converges at the upper limit,
and we do not need to include the cut-off a"1. If we scale both s and p
by a factor k , so that now s2=p2+l, we can write Eq. (6.64) in the form
da
K { kR“ 1 (eo> ei) '>S a
I(£o>£i) 1 r00 pdp2tt o (2s ) * £ 0s - £ iP£ o S + £ip J £q(s 2 + l)-£iS 2s (£oS + £ip) (6.65)
+ {3£0s (s2-1) + £][4p(2s2-5)-s3]}
S2 (£0S + £ip)
For £ o >  £ j, the integrand of I(£0,£i) is positive definite. 
Remembering that k is proportional to the coupling constant, the contribution 
to the free energy is
kT r l dA o p . 87rne2
c kR S a
da
- /  a 
o s I(£o,£i) (6 . 66)
whicli has the same sign in general as the leading term of the usual Onsager- 
Samaras result.
If the curvature of the electrolyte surface is in the opposite 
sense to that assumed here, that is, we assume a convex surface, then the 
resulting free-energy, Eq. (6.66) also reverses its sign, and has then 
opposite sign to the Onsager-Samaras leading term. If we assume that 
£o ^  £i> then for a spherical droplet, Eq. (6.66), represents a correction 
ol about 11% for values of a, k and R given by
a = 2 K = .025 X, R = 400 X .
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6.4. TWO INTERACTING BODIES
6.4.1 Preliminaries
We now turn our attention to the case of two interacting bodies,
whose separation is small compared to the local radii of curvature of
the bodies. Specifically, we assume that the bodies 1 and 2 are joined
at their points of closest approach, and w2 respectively, by their
common normal to the surfaces Si and S2 at Wj and w2. We take the positive
z-axis to be along the normal from a)I to w2, with x and y axes along the
principal radii of curvature at those points. If these are R , R andr ix* ly
R2x, R2y respectively, then the surface S1 can be assumed to be given in 
the vicinity of co1 by
-  % Rax
Similarly, the equation of the surface S is
L + h
y221
IR2x
where the two sets of coordinates are related by
(6.67a)
(6.67b)
x 2 = x acos 0O + y^sin 0O ; y2 = -x^in 60 + y^os 0o (6.67c)
and 0Q is some fixed angle. (We have implicitly assumed that both surfaces 
are convex at w and w2 respectively.) Eqs. (6.67a) and (6.67b) are in 
fact the equations of two elliptical paraboloids, separated by a distance 
L. The assumption is, that for L much less than the principal radii of 
curvature, any two smooth bodies can be represented in this manner to first 
order in L/R, where R can be taken to be the smallest radius of curvature 
of either surface at their point of closest approach.
6.4.2 The Planar Approximation
In the same way as in Section 6.3.2, let us now replace the 
surfaces and S2 by their tangent planes at 031 and ü)2; P1 and P2 
respectively. Then referring back to our Equation (6.29), only the first
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three terms contribute, and we ignore the first of these as before. Then, 
after taking Fourier components (in two dimensions), the remaining terms 
may be written
Tr[G] = ^ S f  daa / pdp{A.Cp)F. Cp,L5 + A. (p) L. . (p, L)F . . (p,L) }
i S. i 1
daa. { pdp AiCp) ipi(P.O + L.j (p,L)Fj.(p)L)} .i S. il
(6.68)
In the same way as in the preceding section, the Fourier components are 
found to be
2s
r . (p) eos+eiP
-sL 3Gn(p,L)
G 0(P>L) 4s * On.l
8G0(psL)
L±j(P*L) = £ oP i C P )  3 n .
1
A A AAi(p,L) = {l-L..(p,L)L (p.
-s|z -z| 3Ge l  o
Oc >
sGn(p,L)
- r± CpD ßi(p)G0(p,L) = Ai e-sL
-1 - 2 S L t -1
^(PiZ.-z)
t—i . LA .i 3
A
sGQ(p,zi-z)
- 3G0(pi V z) - _ _eoriCp)----^ ------^eiri(p)^i(p)G0(p;z.-z) = Aie 1 i
(6.69)
-s z.-z
Fi(p;L)
Fji (p*L)
J dz G0(p;zi-z)fi(p;z-z.)
/ dz G0(p;Z;L-z)f (p;z-z.)
i r -a -sLn
2 ? [1  -  6 1
LA. _ j -sL -r— =*- e
and A^ is defined by Eq. (6.50b). Then
Tr[ G] = i- 2 / da /2tt i s a. o 4s2 
i
(l-AjA2e"2SL) {Api-e'251) + 2sLA1A2e'2sL} (6.70)
If we now ignore the purely surface terms (those independent of 
L), which we have dealt with in the previous section, and remember that 
x2 « A, the coupling constant, we find
131
Tr[Glint ■ lnCl-AaA2e-2SKL) (6.71)
which leads to the usual Lifshitz zero-frequency term for the interaction 
between flat plates across electrolyte, less the corresponding term with 
the electrolyte absent. The relative simplicity of (6.71), when compared 
with (6.70) (note especially that the coupling constant integral is then 
trivial) suggests that some simplication in the method is possible. Davies26 
has shown that for situations such as this, in which the polarization 
operator (represented here simply by k2) is linear in the coupling constant, 
the secular determinant of the system can be found, and the free energy is 
just a weighted sum over normal modes of the system.
It is not difficult to see that in our case the secular determinant 
is given by dropping all source terms in the system of linear equations 
(6.22a). Putting f^=0, we have
6Co6i-3i) - / dOy Lij (ai^j) L-jiCYjBi) = 0 (6.72)
S: j
in the flat plate approximation (Ki=0). The secular determinant is then 
given in terms of two-dimensional Fourier transforms as
D(p,X) = 1 - A:A2 e"2sL . (6.73)
The electrolyte contribution to the free-energy is then
Fo = fjf / /°° pdpUn D(p;l) - £n D(p;0)} . (6.74)
This is the result we found previously in Eq. (6.71). Equation (6.74) will 
remain valid also when we are computing corrections due to curvature; only 
the secular determinant will be different.
6.4.3 Curvature Corrections
The form of Eq. (6.74) is due to the fact that smooth bodies at 
close approach 'see" each other as planes to a first approximation. We 
can compute first order corrections to this approach from our general
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Eq. (6.29). Alternatively, for "linear" systems (as defined earlier) we 
can compute the first order generalisation of Eq. (6.72), which is easily 
found from Eq. (6.22a) to be
6(a.-3.) = / da L. . (a. y .) L.. (y. 3.)i i q  y • ij i j 3 1 3  1
3
+ / da. da L..(a.y.)K.(y.6.)L..(6.3.) + K.(a.3.)c <$. r, 13 13 3 3 3 31 3 1  1 113 3
(6.75)
We require the Fourier transform of all quantitives occurring 
in Eq. (4.9) up to first order for our approximation. K^(a^3^) is found 
in the same way as in Section 3, and has Fourier transform
(p) 2R s a
(6.76)
where 6^ is defined in Eq. (6.50c). We can then write down the Fourier 
transforms of the last two terms of (6.75). It is
-2sL 
3
- ,6. 6.1 I 1 3V P ’« KAP) V P’L) + Ki(P} is" 1r~ + R^" 4iA2e (6.77)
But we have not finished yet, of course, since there are also corrections 
to ^ij J gi-ven by Eq. (6.22d). The last term in this equation is easily 
dealt with in the same manner as above, and has Fourier transform
£.
- eiri (p)
3Hi 0 (p)
n. (p) G.(p,L) -sL2R. £ _s + £ .p 1 0
(6.78)
In the same way as in Section 6.3, we find that the correction to G 0 due
3
to the slightly different definition of , has Fourier transform
2Ri V^p,p) Go(P^L)
s 2+ K 2- p 2sL -s L --------- £---  e
4R.s3
(6.79)
Combining (6.78) and (6.79), we have
_1__  £ 0(s2+K2-p2sL)-£0s2 -s L
2R_^ S s(£0S+£.p) *SL-jj (p;L) 2R.s1
6. - £ pp 2s Li S(£0S+£.p)
-sL
(6.80)
The secular determinant is now
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D i (p,L) = D . Co) Cp ,L) + 6D.(p ,L) ; (6.81a)
^  (P>L) = 1 - h “} Cp,L) L ^ C p . L ) (6.81b)
6D.(p,L) = - L ^ C P . L )  Lj°hp>L) {Kj(p)
+ « L . y p . I O / L ^ h p . L )  + 6L.. ( P . D / L ^ 5
(6.81c)
(P,L)}
In Eq. (6.81c), we have neglected the term K^(p) occurring in Eq. (6.77), as 
we must normalize the secular determinant according to the asymptotic 
requirement
lim D. (p,L) = 1. (6.82)
L -* oo 1
Since K^(p) contributes terms independent of L, we obtain (6.81c).
Again, we are still not finished, since we have neglected to 
take into account the fact that
z - zD I =£ L (6.83)a. 3 • 1
for points a^ and 3j on opposite surfaces. Since we must in general 
assume L small, we shall have significant contributions for 6z^ ~ L, so 
that we cannot take account of this correction in the same way as in 
Section 3. However, Eq. (6.83) itself suggests a method of taking it into 
account quite simply. It is clear that wherever L occurs in the secular 
determinant, it occurs as an approximation for the quantity |z - zR |.°u Pj
So in order to take account of the inequality (6.83) we simply replace L 
by Iz^  - z^ I, integrating the result so obtained over the surface of a
°\ aj
plane, in our approximation. By |z - z | we mean the difference between
ai aj
the z-components of points on either surface which have the same x and y 
components. We might remark that this procedure corresponds to the fact 
that if we have, for example, two parallel cylinders of radius R, say; 
then as we move over the surface of one and consider the distance to the 
other, the result is the same as if we move over the surface of a plane,
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and consider the distance to a cylinder of radius R/2, or vice versa. 
Since it is not clear that in general the result so obtained will be 
symmetric with respect to bodies 1 and 2, in general we may have to 
symmetrise the final result.
6.4.4 Specific Geometries: Spheres, Cylinders and Paraboloids.
6.4.4a Spheres: Let us consider first of all the free-energy of
interaction of two identical spheres of radius R immersed in electrolyte 
From the expressions we have given previously for the Fourier transforms 
occurring in (6.81) we see that the secular determinant may be written, 
in general, to first order
D (p,L+6L) = 1 - A2e"2s(L+6L)
where, for spheres (6.84)
A* 1 - 4Rs
e0^ 2+,<2)-6:Ts2 e0(s2+K2-p2sL)-e s
----------------- ± —  + 2 ------------------------ —
s(e0s+eiP) s(e0s+e.p)A
with similar expressions for A for other geometries. In each case, the 
correction to A will be of the order of 1/kR, and so we can in general 
obtain the leading term by omitting this correction.
The free energy is given by Eq. (6.74), where we ignore the 
second term, which simply cancels the Lifshitz electrolyte-free result. 
Then
F o " lZ dxdy {°° pdp £n(l-A2e'2S(L+<SL^ ) •
For two spheres,
~ r2<5L = —  (6.86a)
2. 2 2where r = x +y . Then replacing the integration over x and y according 
to the prescription
r ° °  1 .00dxdy -*■ 2tt / rdr (6.86b)
and after integration by parts, we obtain
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„ kTKR v 1 r°° , A2n -2SKLnF “ ------ s -  X -5- /  ds A e
° 8 n=l n2 i
(6
Since A^ = ---^-1- ^  A ^  1, we obtain upper and lower bounds to F (
RkT v oosir ", -itn=l n
-2KLn <  I I <  RkT y 1 -2KLn
"  1 ol "  8L , n 3 e n=l 11
(6
For k -*• 0, the lower limit is just the usual result for spheres in the 
absence of electrolyte * . As k L increases, |F0 | increases from the
lower limit toward the upper limit (though decreasing in magnitude, of
course). For hydrocarbon - water systems, A - 1, and the estimates
00
approximately coincide. This result implies that for kL ^  1, the inter­
action of the spheres is relatively unchanged from the electrolyte free 
interaction found previously, (though the remarks in the next sub-section
need to be taken into account), the agreement being closer as A moves
00
away from unity; while for k L > 1, it becomes exponentially diminished.
6.4.4b Cylinders: For parallel cylinders of length D the result
is more complicated. After carrying out the surface integral, we are 
left with
% R  Dfc»TK2 
2k 4 n=l n
JL /<3/2 1 h , A2n -2nKLs s ds A e (6
Approximating with
V rIf 2k)% DItTk 2 ” A
as before, we obtain for the lower limit 
2n
n=l (2k L) 3/2
% -2nKL
[ l-$(/2m<L )] + -  62k L (6
where $(x) is the probability integral, with series expansion
k(2x)
and asymptotic form for large x
*(,5) = 1 - —  e-x s  I + £ 1  R
k=0 Xk 11 "
.86c)
. 86d)
.87)
.88a)
.88b)
.88c)
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with
|Rm| r (m+^ )m+% (6.88d)
Then, for large k L,
If I > kT AEEP_1 o I KW  2 8L -2KLV   co | 4 Ä Ü U < L) J
(6.89)
For small k L,
, kT ttDR*4 v fA»nFol > 7--—  ~ i"Tf2 8L3/2 n=l n
i 4 T >. 3/ 2 -2nKL1 ----- ( 2 n K L ) e
3/if
+ 0(kL) \  . (6.90)
For the more interesting case of intermediate values of kL there 
is clearly competition between the two terms in (6.88a). An upper bound 
for IF0I is obtained from Eq. (6.88) - (6.90) by simply letting ^ 1.
We note that the leading term in Eq. (6.90) is just the usual result for
parallel dielectric cylinders2,12
Eq. (6.88a) is far more complicated than the corresponding results
29for any other geometry, as we shall see. Davies, Ninham and Richmond have 
obtained results for parallel cylinders in the opposite regime where 
L »  R, which also show completely new features due to conduction along 
the cylinders.
Crossed cylinders, radii Ri and R2 inclined at an angle 0Q ^  0, 
give a spheres-like result. The lower bound for |F01 is then
kT Jr'/ ^  ” A2ne-2KLn
|F 2 2Lsin0 O<0<7T (6.91)n=l
with the upper bound obtained in the usual way.
6.4.4c Elliptical Paraboloids: For the most general case of elliptical
paraboloids, the final result splits up into an angular integration, which 
can in fact be done analytically, times a term which is very similar to the 
R.H.S. of the inequality (6.91). Explicitly
00
A2n r 2KLn
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where
> kliCBi 2
° 2 4L n=l
1(0) f d$o a (6,4>)
cos'
a  (0,4))
<p+e0)
2 sin'
0
(p+: COS' 4>- 0 02 J
•\ 2
sin' 4>-00.2 J
ix iy 2y
(6.92)
We note again the spheres-like result for this interaction, as 
we might expect.
After the angular integration has been performed, we find that 
1(0) is given by
4 sin20 I *1(0) = tt/4 ■R R L x y R R 1 -  2 - (6.93)
where = h  KX
/ 1 1 L . 1  - Ü f 1 1 1
pa pa ’ R R  R( I X  2XJ l- 1 uc iyj
etc.
It is clear from Eq. (6.93) that the free energy has stationary points
7Tonly for 0 = 0 or ^  , corresponding to the case when the axes are lined
up. If the axes are chosen, so that R, ^  R , R ^  R , then R and R r ’ lx ly 2x 2y* l- 2-
are non-negative, and the bodies tend to align so that their longest axes 
are parallel. This result has been found previously for thin dielectric 
cylinders44.
6.4.5 Comparison with Results for Dielectrics.
It is tempting now to take the limit k -> 0 for the formulae 
given in sub-section 6.4.4, to obtain results for dielectrics. Since for 
dielectrics A = A^, we might write down in place of Eq. (6.85)
F 0 (1 d x d y  /°° PdP jln{l-A(^ e"2p(-L+6L') j . (6.94)
Rather than proceed as before, we note that, by defining the variable 
u = 2p(L+($L), we can rewrite this as
K1
16tt -co
dxdy / udu £n(l-A2 e U )
2 o(L+6L)
(6.95)
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which is quite general for any geometry. We see here that the expression
for Fo has split up into the product of two integrations: the integration
over u being characteristic of the interaction of flat plates, and an
integration over surface which takes account of the geometry of the bodies
under consideration. Integrating over the surface, we obtain all the
old results for spheres and cylinders in this limit (see references in
the previous section) which can be obtained from the results of section 6.4.4
30simply by taking the limit k -* 0. Recently, however, Love has found 
using exact expressions that in the case of two dielectric spheres, the 
previous results are correct only in the Hamaker limit A -* 0. It does 
not appear from our earlier analysis that we should impose any such 
restriction, and so we ask ourselves why the prescription, Eq. (6.95), 
obtained by taking the limit k 0 does not give the same answer as he 
obtained.
The reason for this lies in our introductory remarks, where we 
have said that our approach assumes that the interactions are comparatively 
short range. In particular, this must apply to the Green-function G 0, 
given by Eq. 2.
Clearly, if we take the limit k ^ 0,
G0(rr') ---1—  (6.96)
|r-r'I
which is manifestly not short range. In other words, we cannot take the 
limit k 0, and at the same time maintain the inequality kR >> 1, except 
in the case of planes (where in fact the results are valid).
It is not hard to see from the work of Balian and Bloch that, 
in the limit k 0, the asymptotic expansion Eq. (6.28) for the simple- 
layer potential y(rr’) diverges, so that we must modify our procedure if 
we wish to deal with this limit. As we have obtained identical results 
with earlier work by the invalid procedure of letting k -*■ 0, this casts
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doubt on the earlier results for close separation. It would appear likely 
that the authors of this previous work have omitted to check that their 
asymptotic expansion for the free-energy was in fact a valid expansion.
On comparing the work of Love^ with that of Mitchell and Ninham^, Love 
finds that for A - 1. the result of Mitchell and Ninham contributes lessOO
than half of the result which he obtains numerically in this limit, although 
the dependence of the separation remains the same. (This last feature ties 
in writh some comments by Langbein in ref. 2). In the Hamaker limit (A «  1), 
their results are identical.
As we have said in the Introduction, our series amounts to a 
multiple reflection expansion. It is easy to see that each reflection 
adds a factor Ae 11 3 1 to the integrand, so that for finite k , and
I z ^ —z I large, each succeeding term is very small. However, in the limit 
k -* 0, this will only be true for A «  1, i.e. in the Hamaker limit, which 
is precisely what Love finds. Then we may expect that all the previous 
results, for cylinders as well as spheres, will be valid. Also, putting 
k=0 in Eq. (6.92) gives us the result for elliptical paraboloids which 
the author is not aware of having been published elsewhere.
The procedure that we have used turns out to be similar to that 
31initiated by Derjaguin , again under the assumption of short-range
32interactions. This method has also been used in a recent publication 
concerning the interaction of two charged spheres in electrolyte. Our 
analysis provides a rigorous mathematical justification for this sort of 
approach.
6.5. CONCLUSION
We have developed a method by which the leading terms in the 
free-energy of interaction of two unchanged dielectric bodies in electrolyte 
can be found, for smooth bodies of arbitrary shape. Simple formulae are 
given for several geometries, including the general case of elliptical
140
paraboloids. In every case, except that for cylinders, the results appear 
to be simple extensions of the old results for dielectric bodies immersed 
in a dielectric medium. However, doubt is cast upon the validity of these 
old results, except in the Hamaker limit, where full agreement is obtained. 
It is hoped in the future to extend the method given here to deal correctly 
with the interaction of bodies in a dielectric medium.
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