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A multigrid approach to SDP relaxations of sparse polynomial
optimization problems
Abstract
We propose two multigrid approaches for the global optimization of polynomial op-
timization problems. In our first contribution we consider problems that arise from the
discretization of infinite dimensional optimization problems, such as PDE optimiza-
tion problems, boundary value problems and some global optimization applications. In
many of these applications, the level of discretization can be used to obtain a hierarchy
of optimization models that captures the underlying infinite dimensional problem at
different degrees of fidelity. This approach, inspired by multigrid methods, has been
successfully used for decades to solve large systems of linear equations. However, it
has not been adapted to SDP relaxations of polynomial optimization problems. The
main difficulty is that the geometric information between grids is lost when the original
problem is approximated via an SDP relaxation. Despite the loss of geometric infor-
mation, we show how a multigrid approach can be applied by developing prolongation
operators to relate the primal and dual variables of the SDP relaxation between lower
and higher levels in the hierarchy of discretizations. We develop sufficient conditions
for the operators to be useful in applications. Our conditions are easy to verify in prac-
tice, and we discuss how they can be used to reduce the complexity of infeasible interior
iv
point methods. Following the same reasoning, the second approach does not assume
any particular structure of the underlying polynomial problem, but instead considers
the hierarchy of sparse SDP relaxations that can be obtained for any unconstrained
polynomial optimizations problem with structured sparsity. Prolongation operators
are defined for this type of hierarchy, and theoretical results that show their usefulness
are proved. Our preliminary results highlight two promising advantages of following a
multigrid approach in contrast with a pure interior point method: the percentage of
problems that can be solved to a high accuracy is much higher, and the time necessary
to find a solution can be reduced significantly, especially for large scale problems.
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Vectors and matrices
N : set of non-negative integers;
Rn : n-dimensional real Euclidian vector space;
Rm×n : space of real m× n matrices;
[A]i,j = Ai,j : entry (i, j) of A;
Sn = {X : X ∈ Rn×n, Xi,j = Xj,i} (set of symmetric matrices);
Sn+ = {X : X ∈ Sn, y>Xy ≥ 0 for all y ∈ Rn} (set of positive semidefinite matrices);
Sn++ = {X : X ∈ Sn, y>Xy > 0 for all y ∈ Rn, y 6= 0} (set of positive definite matrices);
X  0 : X ∈ Sn+ (X is positive semidefinite);
X  0 : X ∈ Sn++ (X is positive definite);
A> : transpose of A ∈ Rm×n;
λi(A) : i
th largest eigenvalue of A ∈ Rn×n, if λj(A) ∈ R for all j;
xi
Tr(A) =
∑
i
Ai,i =
∑
i
λi(A) (trace of A ∈ RN×n);
〈A,B〉 = Tr(A>B) (inner product);
‖A‖ =
√
〈A,A〉 (Frobenius norm).
Polynomials Let d ∈ N, Φ ⊆ {1, 2, . . . , n}, and let f : Rn 7→ R be a real-valued
polynomial function, such that f(x) =
∑
α∈Nn bαx
α, where α = [α1, α2, . . . , αn]
>,
x = [x1, x2, . . . , xn]
>, xα = xα11 x
α2
2 . . . x
αn
n , and bα ∈ R for all α ∈ Nn.
deg(f) = max
{∑
i
αi : α ∈ Nn, bα 6= 0
}
(degree of f);
Γnd = {α ∈ Nn :
∑
i
αi ≤ d};
supp(f) = {α ∈ Γndeg(f) : bα 6= 0}(support of f);
AΦd = {α ∈ Nn :
∑
i
αi ≤ d, αi = 0 if i /∈ Φ};
Bi = {α ∈ Γnd : αi > 0, αj = 0 for j < i}, for any 1 ≤ i ≤ n;
u(x,AΦd ) : column vector with monomials xα for α ∈ AΦd ;
g(k, l) =
(
k + l
l
)
=
(k + l)!
k!l!
, for any k, l ∈ N;
α+ = [0, α1, α2, . . . , αn−1]> ∈ Rn, for α ∈ Nn;
α− = [α2, α3, . . . , αn, 0]> ∈ Rn, for α ∈ Nn;
α−t = [αt+1, αt+2, . . . , αn, 0, . . . , 0]> ∈ Rn, for t ∈ N, t ≥ 2 and α ∈ Nn;
CSP matrix of f : correlative sparsity pattern matrix of f ;
xii
: matrix of dimensions n× n with a non-zero real number in
position (i, j) if there exists α ∈ supp(f) such that αi > 0 and
αj > 0, or if i = j; or zero other wise.
CSP graph : correlative sparsity pattern graph;
: graph associated to the CSP matrix. This graph has n nodes
and an edge between node i and j if the CSP matrix has a
non-zero element in the (i, j)th entry.
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CHAPTER
ONE
INTRODUCTION
During the last few decades Semidefinite Programming (SDP) has been one of the
most studied topics in optimization. As mentioned in Todd, 2001, there are two main
reasons for its popularity: (a) its capacity to model many problems, and (b) because of
the development of efficient algorithms to solve SDPs in polynomial time (specifically
Interior Point Methods (IPM)). As it is, several complex and difficult problems in
combinatorial optimization, engineering and control theory, among others, have been
reformulated or approximated as SDPs. One interesting application for SDPs comes
from polynomial optimization problems (POP). In particular, given a POP, Lasserre,
2001 creates a hierarchy of SDP relaxations that converge to the solution of the original
POP, thus changing a non-linear and in general non-convex optimization problem, for a
convex one. However, when using the classical Lasserre hierarchy, it is only possible to
solve problems with a few dimensions due to the size of the resulting SDP relaxations.
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Waki et al., 2006 proposed a sparse version of this hierarchy, where the sparsity of
the polynomial problem is used to reduce the size of the SDP relaxation, allowing to
solve POP’s with several hundred variables (Lasserre, 2015; Waki et al., 2006). In this
dissertation, we argue that when the SDP approach is used to solve POPs, additional
characteristics of the relaxations can be exploited to solve the resulting SDP problems
more efficiently.
Our approach is inspired by multigrid methods. When solving a system of linear
equations, and in some optimization problems, it is widely accepted that if a multigrid
method is applicable, then it is often the best numerical method to use (Borz`ı and
Schulz, 2009; Saad, 2003). For examples of the multigrid approach to various opti-
mization problems we refer the interested reader to Borz`ı and Schulz, 2009; Gratton
et al., 2008; Nash, 2000; Wen and Goldfarb, 2009,Hovhannisyan et al., 2016 for con-
vex optimization problems in image processing, and Ho and Parpas, 2014 for Markov
Decision Processes. The core principle of multigrid methods is to construct a coarse
model of the original (high resolution/fine) model and use the information obtained
from solving the coarse model to improve the current solution. This approach works
extremely well when the coarse and fine model share a common structure. Besides,
based on the intuition that the coarse model is a global approximation to the fine model
(as opposed to only using local information to construct a search direction) the hope
is that multigrid methods can potentially be applied to global optimization problems
too. Motivated by the potential numerical improvements and the fact that the coarse
model retains global information about the model, we develop the multigrid principle
for SDP relaxations of Polynomial Optimization Problems (POP).
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We propose two ideas. The first one comes from the observation that many large
scale polynomial optimization problems have their origins from the discretization of an
infinite dimensional model. The resulting finite dimensional model is sparse but has a
large number of degrees of freedom. Optimization models that fit this class are bound-
ary value problems (Papamichail and Adjiman, 2002), optimization with PDEs (Hinze
et al., 2008; Borz`ı and Schulz, 2011), optimal control (Borz`ı et al., 2002; Dontchev and
Hager, 2001), and Markov Decision Processes (Ho and Parpas, 2014), among others. In
particular, the problems we study in the first part of this dissertation are unconstrained
POPs with a sparse structure, where it is possible to define a hierarchy of POPs by
varying the number of variables. A good example of the problems we consider is the
Generalized Rosenbrock function: Fn(x) =
∑n−1
k=1 100(xk+1−xk)2 +(1−xk+1)2 (Nash,
1984). This polynomial is sparse in the sense that not all the monomials of n variables
have a non-zero coefficient (e.g., x1x2x3x4 does not appear in the function Fn(x)).
Note also that by varying the number of variables (n), we can define a family functions
that share a similar polynomial structure, say {Fn(x)}n∈Ω for some Ω ⊆ {2, 3, . . . },
and that the minimum of each function Fn can be approximated by solving its sparse
SDP relaxation (Waki et al., 2006). Another interesting example is the system of non-
linear equations obtained when a finite difference discretization scheme is used to solve
polynomial differential equations with boundary conditions (see for example Burden
and Faires, 2011); which can be solved by minimizing the sum of the squared errors of
the system of equations (for more details see Chapter 4). As in the Generalized Rosen-
brock case, we can obtain a different system of equations by varying the number of
points chosen for the discretization, and use the sparse SDP relaxation to approximate
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their solutions.
A multigrid approach to solve the system of equations with n variables obtained for
the differential equation problem, consists on using the information of a similar lower
dimensional problem to solve the high dimensional original one (e.g., use the solution of
the system of equations obtained after discretize the domain with n/2 variables to solve
the original problem with n variables). Given the efficiency of the multigrid method
to solve the n dimensional system of equations, it is interesting to study if a similar
approach can be used to solve the SDP relaxations of POPs like the ones mentioned in
the previous paragraph (e.g., use the solution of the sparse SDP relaxation of the POP
with n/2 variables to solve the sparse SDP relaxation of the POP with n variables).
The first contribution of this thesis is to show how to take advantage of both the
sparse and hierarchical structure present in many problems. Our theoretical results
suggest that under appropriate conditions we should expect significant improvements
in computational complexity. Our numerical results further support this claim, and
we show that a multigrid approach can improve the robustness and reduce the time
required to solve large scale polynomial optimization problems. In particular, we
propose a multigrid framework for the SDP relaxation of the following POP:
min
x∈Rn
Fn(x) ,
n1−1∑
k=1
fk(xk) +
n2∑
k=n1
f0(xk) +
n−p+1∑
k=n2+1
fk(xk), (1.1)
where fk : Rp 7→ R are p-dimensional polynomial functions of degree dk, k = 0, 1, . . . , n1−
1, n2 + 1, . . . , n − p + 1, xk = {xk, xk+1, . . . , xk+p−1} for k = 1, 2, . . . , n − p + 1, and
n1, n2, n are positive integers such that n1 + p + 1 ≤ n2 ≤ n − p + 1. Note that the
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problem is sparse in the sense that every variable only appears together with p−1 of its
neighbors. In our numerical experiments we typically have n1 = 2 and n2 = n− p+ 1.
Note, for example, that for the Generalized Rosenbrock function we will have: p = 2,
n1 = 1, n2 = n − 1, f0(xk) = 100(xk+1 − xk)2 + (1 − xk+1)2 for k = 1, 2, . . . , n − 1,
d0 = 4, and fk(xk) = 0 for any k 6= 0.
If Problem (1.1) is going to be solved using a sparse SDP relaxation, the main idea
is to define a hierarchy of polynomial problems by reducing the number of variables n,
and use the information of the solution of the SDP relaxation of these reduced order
polynomial problems to solve the higher order relaxation. The principal technical diffi-
culty of applying multigrid to a (sparse or otherwise) SDP relaxation of Problem (1.1)
is that the information between the variables is lost through the relaxation process. In
this thesis, we take the first steps towards addressing this issue. We show that despite
the loss of information, it is still possible to obtain useful information from the coarse
SDP relaxation and to construct a good approximation to the solution of the fine SDP
relaxation. We do not propose a new hierarchy for polynomial problems in the same
way that Lasserre, 2001 did. Instead, we show how the resulting SDP relaxations pro-
posed in Waki et al., 2006, which is the most popular and widely used hierarchy for
sparse problems, can be solved more efficiently by making use of additional structure
present in many applications.
We develop this idea in Chapter 3 and Chapter 4. In particular, the main contri-
butions of these two chapters are:
1. The construction of operators that relate the primal and dual solutions of the
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coarse SDP relaxation with the original SDP relaxation for POPs like Problem
(1.1). Borrowing terminology from the multigrid literature we call these opera-
tors prolongation operators.
2. Derivation of sufficient, and easily verifiable conditions for these operators to be
useful in practice.
3. We show that if our conditions are satisfied, then it is possible to improve the
worst case complexity of infeasible interior point methods.
4. Numerical experiments that show that our conditions are indeed satisfied in many
practical problems and that our multigrid framework can be used to improve the
numerical performance of infeasible interior point methods.
The second idea in this dissertation follows the same multigrid “spirit” but in a
different context. More specifically, we no longer assume any particular structure of
the underlying polynomial problem, but instead concentrate directly on the hierarchy
of relaxations for a fixed POP. As mentioned before, for a given POP a hierarchy of
SDP relaxations can be constructed with the property that the solutions of the SDP
hierarchy converge to the solution of the POP. One characteristic of this hierarchy, is
that the number of variables increases from one level to the next, making it harder
to solve higher order relaxations. Then, a natural question is how can we use the
information of lower order relaxations to find a solution of higher ones. In Chapter 5,
we answer this question by constructing prolongation operators that relate points in
the lower (coarse) levels of the hierarchy with the higher (fine) levels. Our main
contributions of this chapter are:
6
1. The construction of operators that relate the primal and dual solutions of the
coarse SDP relaxation with the original SDP relaxation, for any unconstrained
polynomial optimization problem
2. We prove that when a coarse optimal point is prolongated using these operators,
then the resulting fine point is feasible for the fine relaxation; and furthermore,
if the order of the coarse relaxation is high enough in the hierarchy then the
prolongated point will be close to optimal for the fine level.
3. We show with an example how these operators behave in practice, and the poten-
tial improvement in efficiency that can be obtained when used as starting points
along with an interior point method.
A multigrid approach in the context of sparse SDP relaxations was used in Mevissen
et al., 2008, 2011 to solve finite difference approximations to optimal control problem
and PDE problems. However, the authors used the standard multigrid operators to
interpolate between the variables in the original space. Whereas, we work directly with
the primal/dual variables of the SDP relaxation. The SDP variables contain much
more information than just the solution to Problem (1.1). The additional information
can be put to good use in the next level of the hierarchy. This advantage is reflected
in our numerical and theoretical results. In particular, we can solve bigger problems
with our approach rather than using SDP relaxations as a black box. Another related
approach is the application of multigrid methods to SDP relaxations of combinatorial
optimization problems (see Lin et al., 2016). Their approach is specific to the particular
SDP relaxations appearing in graph problems and are not applicable to the general
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SDP relaxations of Problem (1.1) we consider in this dissertation.
The rest of this dissertation is structured as follows: Chapter 2 defines the notation
used, as well as the theoretical background needed for the following chapters. In partic-
ular we introduce the reader to the Semidefinite Programming theory and algorithms,
and to the use of SDP relaxations to solve POPs. In Chapter 3 we define a lower
dimensional polynomial problems for the POP (1.1), study its SDP relaxations, and
define and analyze prolongation operators for this relaxations. Chapter 4 we report
numerical results for applications of the operators defined in Chapter 3. In Chapter 5
we study the hierarchy of SDP relaxations for any unconstrained polynomial optimiza-
tion problem, we define prolongations operators, analyze them, and illustrate its use
with a numerical example. Finally, in Chapter 6 we present conclusions and possible
ideas for future research.
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CHAPTER
TWO
NOTATION AND BACKGROUND
As mentioned in the previous chapter, this thesis considers sparse SDP relaxations
for polynomial optimization problems. In this chapter we describe our notation and
provide background material for Semidefinite Programming (SDP) theory and algo-
rithms. We also describe the SDP relaxations of polynomial optimization problems
that we will use in the rest of the thesis.
2.1 Notation
2.1.1 Matrices
R and N will denote the set of real numbers and non-negative integers respectively.
If n ∈ N is positive, the set of column vectors of dimension n with real entries is
9
denoted by Rn (Nn for non-negative integer entries). If x is a column vector then its ith
component will be denoted by xi (if the name of the vector includes a subscript and/or
a superscript we will use [x]i). Likewise, if m,n ∈ N are two positive integers, then
Rm×n is the set of matrices with m rows and n columns. For any matrix A ∈ Rm×n,
Ai,j will correspond to the element in position (i, j) (if the name of the matrix includes
a subscript and/or a superscript we will use [A]i,j). The superscript “>” on top of any
matrix will denote the transpose of the matrix. For any A ∈ Rn×n, the trace operator
is defined as Tr(A) ,
∑n
i=1Ai,i. If A,B ∈ Rm×n are two matrices we will use the
Frobenius inner product which is defined as
〈A,B〉 , Tr(A>B) =
m∑
i=1
n∑
j=1
Ai,jBi,j ,
and its induced norm
‖A‖ ,
√
〈A,A〉 =
√∑
i,j
(Ai,j)
2.
If A is a one dimensional matrix (i.e., a real number), its norm is just the absolute
value and in this case we will use the standard notation |A|. If A ∈ Rn×n, the kth
order leading principal sub-matrix of A is the square matrix obtained after deleting
the last n− k rows and columns of A.
The set of n× n symmetric matrices will be represented by Sn . For any A ∈ Sn,
if x>Ax ≥ 0 (x>Ax > 0) for any non-zero x ∈ Rn, then A is said to be positive
semidefinite (positive definite). If A is positive semidefinite it will be denoted by
A  0 (A  0 for positive definite), and the set of n×n positive semidefinite (positive
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definite) matrices by Sn+ (Sn++). Although in some books a positive semidefinite matrix
is not necessarily symmetric, in this work if a matrix is positive semidefinite (or positive
definite), it will be assumed to be symmetric. If A ∈ Sn, then λi(A) will represent the
ith eigenvalue of A where λ1(A) ≤ λ2(A) ≤ · · · ≤ λn(A). The identity matrix will be
denoted by I ∈ Rn×n and its size will be understood from the context.
For any set Ω, |Ω| is the cardinality of the set, and its kth-Cartesian product will
be the set {Ω}k = {(v1, v2, . . . , vk) : vi ∈ Ω for i = 1, 2, . . . , k}. Finally, if A ⊆ B are
two sets, B \A = {x : x ∈ B, x /∈ A}.
2.1.2 Polynomials
Let x = [x1, x2, . . . , xn] ∈ Rn and α = [α1, α2, . . . , αn] ∈ Nn be two n dimensional vec-
tors, and f : Rn → R a real-valued polynomial function. The monomial xα11 xα22 . . . xαnn
will be denoted by xα, and its coefficient in the function f as bα ∈ R. The degree
of the polynomial f is defined as deg(f) , max {∑i αi : α ∈ Nn, bα 6= 0}. Letting
Γnd , {α ∈ Nn :
∑
i αi ≤ d}, any polynomial of degree at most d can be writ-
ten as f(x) =
∑
α∈Γnd bαx
α. The support of a polynomial function f of degree d
is defined by supp(f) , {α ∈ Γnd : bα 6= 0}. For any set Φ ⊆ {1, 2, . . . , n}, let
AΦd = {α ∈ Nn :
∑
i αi ≤ d, αi = 0 if i /∈ Φ} and u
(
x,AΦd
)
be a column vec-
tor with the monomials xα for α ∈ AΦd . For example if Φ = {2, 4} and d = 2,
u
(
x,AΦd
)
= [1, x2, x4, x
2
2, x2x4, x
2
4]
>. The size of the vector u
(
x,AΦd
)
is equal to(|Φ|+d
d
)
= (|Φ|+d)!|Φ|!d! , and will be denoted by g(|Φ|, d), where |Φ| corresponds to the
number of elements in the set Φ. Without loss of generality, throughout this entire
dissertation it will be assumed that for any Φ ⊆ {1, 2, . . . , n} the vector u (x,AΦd ) is
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sorted in ascending order according to a fixed monomial ordering (see Cox et al., 1992
for information on monomial orderings).
This notation is standard in the polynomial literature and we refer the reader to
Waki et al., 2006 for more details. Below we introduce two definitions that are specific
to this work.
Definition 2.1. For any 1 ≤ i ≤ n let Bi , {α ∈ Γnd : αi > 0, αj = 0 for j < i}.
Remark 2.1. Note that Γnd \ {0} = ∪ni=1Bi, and Bi ∩Bj = ∅ for any i 6= j.
Example 2.1. If n = d = 2 then:
Γnd = {[0, 0]>, [1, 0]>, [0, 1]>, [2, 0]>, [1, 1]>, [0, 2]>},
B1 = {[1, 0]>, [1, 1]>, [2, 0]>},
B2 = {[0, 1]>, [0, 2]>}.
Definition 2.2. If α ∈ Rn is equal to [α1, α2, . . . , αn]>, then α+,α− ∈ Rn are defined
as α+ , [0, α1, α2, . . . , αn−1]> and α− , [α2, α3, . . . , αn, 0]>. Likewise, if t ∈ N and
t ≥ 2, then α−t ∈ Rn is defined as α−t , [αt+1, αt+2, . . . , αn, 0, . . . , 0]>.
Example 2.2. Let α = [1, 4, 6, 0]>. Then α− = [4, 6, 0, 0]>, α+ = [0, 1, 4, 6]> and
α−2 = [6, 0, 0, 0]>.
Remark 2.2. Let Φi = {i, i + 1, . . . , i + p − 1}, for some i, p ∈ N. Note that under
the assumption of the ordering of the vectors u
(
x,AΦd
)
,if xα is the kth element in the
vector u
(
x,AΦid
)
then xα
+
is the kth element in the vector u
(
x,AΦi+1d
)
. Similarly if
xα is the kth element in the vector u
(
x,AΦi+1d
)
then xα
−
is the kth element in the
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vector u
(
x,AΦid
)
.
Example 2.3. Consider the following ordering for the vector u
(
x,AΦd
)
where Φ ⊆
{1, 2, . . . , n}:
u
(
x,AΦd
)
= [1, xi1 , xi2 , . . . , xim , x
2
i1 , xi1xi2 , . . . , xi1xim , x
2
i2 , . . . , x
2
im , . . . , x
d
i1 , . . . , x
d
im ]
>,
where m = |Φl|, and i1 < i2 < · · · < im. Letting Φ2 = {2, 3}, Φ3 = {3, 4} and d = 2,
we have u
(
x,AΦ2d
)
= [1, x2, x3, x
2
2, x2x3, x
2
3]
> and u
(
x,AΦ3d
)
= [1, x3, x4, x
2
3, x3x4, x
2
4]
>.
Note for example that if α = [0, 1, 1, 0] then α+ = [0, 0, 1, 1], and both, xα = x2x3 and
xα
+
= x3x4, are the fifth element of u
(
x,AΦ2d
)
and u
(
x,AΦ3d
)
respectively.
2.2 Background
2.2.1 Semidefinite Programming and Interior Point Methods
This section contains the basic properties of Semidefinite Programming (SDP) that
will be needed later on. We also include a brief discussion on Interior Point Methods
(IPM). We follow closely the work in Todd, 2001; de Klerk, 2002; Alizadeh et al., 1998.
Let C,Ai ∈ Sn for i = 1, 2 . . . ,m, b ∈ Rm, and assume without loss of generality
that the matrices {Ai}mi=1 are linearly independent. For this document, the primal
SDP problem is:
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min
y,S
b>y
s.t.
m∑
i=1
Aiyi + C = S,
S  0.
(2.1)
The dual of this problem is
max
X
− 〈X,C〉
s.t. 〈Ai, X〉 = bi, i = 1, 2, . . . ,m,
X  0.
(2.2)
It is important to note that this presentation of the SDP problem is slightly different
from the standard primal and dual SDPs definition presented in the literature, where
Problem (2.1) is known as the dual problem and Problem (2.2) as the primal. We
make this change to be consistent with the exposition of the SDP relaxations. It is
possible to deduce that both the standard definition and Problems (2.1) and (2.2) are
equivalent.
Let A : Rn×n −→ Rm be the linear operator defined as
A(X) , [〈A1, X〉 , 〈A2, X〉 , . . . , 〈Am, X〉]>.
Let A> : Rm −→ Rn×n be such that A>y = ∑mi=1 yiAi (note that A> is A’s adjoint).
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Using these we can rewrite Problem (2.1) as
min
y,S
b>y
s.t. A>(y) + C = S,
S  0,
(2.3)
and Problem (2.2) as
max
X
− 〈C,X〉
s.t. A(X) = b,
X  0.
(2.4)
Hence, a semidefinite program is a minimization of an affine function with affine
constraints where the variable is a square matrix which has to be positive semidefinite.
Given that the set of positive semidefinite matrices is a convex cone, we have that
both problems (2.1) and (2.2) are convex problems. As in linear programming, weak
duality is satisfied.
Lemma 2.1. If (y, S) and X are feasible for problems (2.1) and (2.2) respectively,
then
b>y − (−〈C,X〉) = 〈X,S〉Tr(XS) ≥ 0.
Proof. See Proposition 2.1. in Todd, 2001.
However, if (X?, y?, S?) are optimal solutions to problems (2.3) and (2.4), it is
not true in general that Tr(X∗S∗) = 0 (the zero duality gap property does not hold
for every SDP). This important property can be achieved under certain qualification
15
constraints for SDPs. Let p? and d? be the optimal values of problems (2.3) and (2.4)
respectively, and define the sets P , {(y, S) ∈ Rm × Sn : A>(y) + C = S, S  0},
P ? , {(y, S) ∈ P : b>y = p?}, D , {X ∈ Sn : A(X) = b,X  0} and D? , {X ∈
D : −〈C,X〉 = d?}. If there exists (y, S) ∈ P such that S  0 we will say that P is
strictly feasible, conversely, if there exists X ∈ D such that X  0 we will say that D
is strictly feasible.
Theorem 2.1. If P is strictly feasible and p? > −∞, then p? = d?, P ? 6= ∅ and there
exists X ∈ D such that X  0. Conversely, if D is strictly feasible and d? <∞, then
p? = d?, D? 6= ∅ and there exists (y, S) ∈ P such that S  0.
Proof. See Theorem 2.2. in de Klerk, 2002.
Thus, if we assume the existence of strictly feasible primal and dual points (Slater’s
constraint qualification), the strong duality holds as long as the optimal values of
problems (2.1) and (2.2) are bounded. In this case necessary and sufficient optimality
conditions for the primal and the dual problems are given by:
A>(y) + C = S, S  0,
A(X) = b, X  0,
XS = 0.
(2.5)
Note that the last equality in Problem (2.5) is equivalent to the duality gap being
equal to zero (i.e., 〈X,S〉 = 0).
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Interior Point Methods
Interior Point Methods (IPM) are the most popular algorithms for SDPs. There are
several variants of the IPM framework. We will discuss primal - dual path following
methods and refer the reader to de Klerk, 2002; Todd, 2001; Wolkowicz et al., 2012 for
a deeper and more comprehensive study of the topic.
Primal - dual methods use a perturbed version of the optimality conditions (2.5),
transforming the last equality from XS = 0 to XS = µI, with µ > 0 and I the identity
matrix. Of course, if µ is equal to zero we have the original system (2.5). The new
system of equations is then
A>(y) + C = S, S  0,
A(X) = b, X  0,
XS = µI.
(2.6)
Theorem 2.2. For every µ > 0, if P and D are strictly feasible, then the system (2.6)
has a unique solution.
Proof. See Theorem 5.2. in Todd, 2001.
For µ > 0 let (y?µ, S
?
µ, X
?
µ) be the solution of the system (2.6). The set of solutions
of the system (2.6) for all µ > 0 is called the central path. Define CP , {(y?µ, S?µ, X?µ) :
µ > 0} as the central path.
Theorem 2.3. If P and D are strictly feasible, the set CP forms a non-empty differ-
entiable path. Furthermore, any point (y?µ, S
?
µ, X
?
µ) ∈ CP is strictly feasible, and the
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duality gap is given by
b>y?µ − (−
〈
C,X?µ
〉
) = Tr(X?µS
?
µ) = nµ.
Proof. See Theorem 5.3. and 5.4. in Todd, 2001.
Therefore, starting with some µ0 > 0 and points (y, S,X) such that X  0 and
S  0, the basic idea is to follow the central path generating a sequence of solutions
{(y?µi , S?µi , X?µi)}ki=0 of the system (2.6), with 0 < µk < µk−1 < ... < µ0 for some µk
small enough such that Tr(X?µkS
?
µk
) < , for some  > 0. However, solving the system
(2.6) for a given µ can be expensive and unnecessary. Therefore, the usual strategy
consists of generating a sequence that belongs to a neighborhood of the central path.
Given a point (y, S,X), the system (2.6) is used to generate a direction (∆y,∆S,∆X)
by solving,
A>(∆y)−∆S = S − C −A>(y),
A(∆X) = b−A(X),
(X + ∆X)(S + ∆S) = µI.
(2.7)
Note that although the direction ∆S will be symmetric if S is symmetric (the first
equation will enforce that condition), the same can not be guaranteed for ∆X. There-
fore a symmetrization scheme is necessary. Several approaches have been proposed
to obtain a symmetric solution for X. For example, in Alizadeh et al., 1998 the
last equation of the system (2.6) is replaced for 12(XS + SX) = µI. Other, popu-
lar approaches include the directions proposed by Kojima et al., 1997; Nesterov and
Todd, 1997; Monteiro, 1997. Many of these directions can be understood as specific
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examples of the family of directions (known as the MZ directions) obtained by re-
placing the last equation of the system (2.6) for HP (XS) = µI, where HP (M) =
0.5[PMP−1 + (PMP−1)>] for a given non-singular matrix P (Zhang, 1998). In this
case, depending of the choice of P , different directions can be formed. For example,
if P = I or P = X1/2(X1/2SX1/2)−1/2X1/2, the directions in Alizadeh et al., 1998 or
Nesterov and Todd, 1997 would be obtained respectively. A generic primal-dual path
following IPM is described in Algorithm 1, where HP (XS) = µI is used to replace
XS = µI for a suitable matrix P .
Algorithm 1 Generic primal-dual path following Interior Point Method.
Input: X0 ∈ Sn++, S0 ∈ Sn++, y0 ∈ Rm, 0 ≤ σ < 1, tolerance level  > 0.
Procedure:
- Set r = max{Tr(X0S0), ‖A(X0) − b‖, ‖A>(y0) + C − S0‖}, µ0 = σTr(X0S0)n and
k = 0.
while r >  do
- Calculate directions (∆y,∆S,∆X) by solving the system
A>(∆y)−∆S = Sk − C −A>(yk),
A(∆X) = b−A(Xk),
HP (∆XS
k +Xk∆S) = µkI −HP (XkSk).
- Choose step-lengths a1 and a2 and set
yk+1 = yk + a1∆y,
Sk+1 = Sk + a1∆S,
Xk+1 = Xk + a2∆X.
- Set r = max{Tr(Xk+1Sk+1), ‖A(Xk+1) − b‖, ‖A>(yk+1) + C − Sk+1‖}, µk+1 =
σTr(X
k+1Sk+1)
n and k = k + 1.
end while
The strategy to select the step-lengths a1 and a2 must guarantee that at iteration
k the matrices Sk +a1∆S and X
k +a2∆X are positive definite, and also that the new
iterate (yk+1, Sk+1, Xk+1) belongs to a neighborhood of the central path (for more on
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the selection of the step-lengths and the value σ see Alizadeh et al., 1998). Solving
the system of linear equations to find the directions (∆y,∆S,∆X) at iteration k,
can be reduced by block Gauss elimination to solving a linear system Mk∆y = dk,
where the matrices Mk ∈ Rm×m and dk ∈ Rm depend on (yk, Sk, Xk), µk and P
(i.e., the symmetrization scheme adopted). The matrix Mk is known as the Schur
complement matrix, and the majority of the computing time is spent on forming this
matrix and solving the system for the variable ∆y. In practice, the stability of the
algorithm depends on this matrix, and therefore characteristics like a low condition
number are desirable. See Alizadeh et al., 1998; Todd et al., 1998 for analysis on the
Schur complement matrix.
The previous algorithm is an infeasible IPM because the sequence {(yk, Sk, Xk)}k
is not necessarily feasible (although Sk, Xk are positive definite). Other versions of
IPMs include feasible IPMs, where for any k the sequence (yk, Sk, Xk) is feasible (see
for example Monteiro, 1997), as well as the predictor-corrector algorithm of Todd et al.,
1998 and self-dual embedding strategies (de Klerk et al., 1997).
Polynomial complexity has been proved for IPMs. For example, in Potra and
Sheng, 1998 an infeasible algorithm is proposed, and it is proved that if the initial
point is feasible (or close to feasible), then it will require no more than O(
√
n ln(0/))
iterations to find a solution with tolerance , where 0 is a measure of the error of the
initial point. For feasible algorithms polynomial results can be found for example in
Monteiro, 1998, where it is proved that if L > 1 then O(
√
nL) iterations are needed to
reduce the duality gap by a factor at least 2−O(L) for an IPM based on the MZ family
of directions.
20
Other approaches for large scale SDP
IPMs are the most efficient algorithms to solve small to medium size semidefinite
programming problems. In fact, it has been observed that independent of the size of
the problem, the number of iterations needed to solve a SDP does not change much, and
it is lower than the predicted worst case scenario complexity (Boyd and Vandenberghe,
1996). Their efficiency depends strongly on the work done at each iteration to calculate
the search directions. For example, if the number of constraints of the problem is m,
then at each iteration it is necessary to construct an m×m matrix (Schur complement
matrix). If Cholesky factorization is used to solve the system of linear equations, the
total work for one iteration in terms of arithmetical operations is O(m3) and has O(m2)
storage requirements. Therefore, the use of IPM becomes intractable both in terms of
time and memory when the problem is large.
As alternatives for large SDPs, first order algorithms have been developed. We
describe two methods that have been very efficient for large SDPs.
Alternating Direction Method of Multipliers
One of the most successful frameworks for large scale problems is the use of the method
of multipliers for the primal problem (2.1) (Bertsekas, 2014). The boundary point
method introduced by Povh et al., 2006, as well as the alternating direction of Wen
et al., 2010, construct an algorithm based on this method (although the boundary
method described in Povh et al., 2006 differs in some aspects from Wen et al., 2010,
the actual code implemented is identical to the alternating direction algorithm). The
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central idea is to repeat the following two operations until a stopping condition is
reached: minimize the augmented Lagrangian for the primal variables keeping con-
stant the Lagrangian variable and then, using the new primal variables, update the
Lagrangian variable according to a fixed rule. One important feature of these algo-
rithms that differentiate them from IPMs is that the sequence of points generated are
such that they do not lie in the interior of the positive semidefinite cone but on the
boundary. They also satisfy the third equation of the optimality conditions (2.5) at
every iteration (the non-optimality comes from the violation of the first two equations).
Therefore, instead of reducing the duality gap the algorithm is trying to reduce the
infeasibility with respect to the linear constraints of the primal and the dual.
If Laσ(y, S,X) = b>y +
〈
X,−A>(y) + S − C〉+ 12σ‖ − A>(y) + S − C‖2 for σ > 0,
Algorithm 2 describes the methodology.
Algorithm 2 Alternating Direction Method of Multipliers.
Input: X0 = 0, S0 = 0, σ > 0, tolerance level  > 0.
Procedure:
- Set k = 0 and r = max
{‖A(Xk)−b‖
1+‖b‖ ,
‖A>(yk)+C−Sk‖
1+‖C‖
}
.
while r <  do
- Set
yk+1 = arg miny∈Rm Laσ(y, Sk, Xk).
- Set
Sk+1 = arg minS∈Sn+ L
a
σ(y
k+1, S,Xk).
- Set
Xk+1 = Xk +
−A>(yk+1) + Sk+1 − C
σ
.
- Set r = max
{‖A(Xk+1)−b‖
1+‖b‖ ,
‖A>(yk+1)+C−Sk+1‖
1+‖C‖
}
, and k = k + 1.
end while
In the original method of multipliers the augmented Lagrangian must be mini-
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mized, and then use that solution to update the Lagrangian variables. But note that
solving the augmented Lagrangian for y fixing S and then for S fixing y, no longer
minimizes the Lagrangian with respect to both dual variables. However, the minimiza-
tion problems using this approach are easy to solve: the problem for y is equivalent
to a linear system of equations, while the problem for S is equivalent to an eigenvalue
decomposition of a matrix. It can be shown that this algorithm converges for any
value of σ, and therefore the penalty parameter does not change like in the other aug-
mented Lagrangian methods (although in practical applications the parameter changes
for every iteration to obtain faster convergence).
(Majorized) Newton CG augmented Lagrangian
In the same spirit of Povh et al., 2006; Wen et al., 2010, an inexact augmented La-
grangian method is used in Zhao et al., 2010 (see Rockafellar, 1976a,b for more in-
formation on augmented Lagrangian methods). In this case, if
∏
Sn+(Z) is the pro-
jection of Z ∈ Rn×n over the positive semidefinite cone Sn+, and σ > 0, the aug-
mented Lagrangian for the primal problem (2.1) is defined as Laσ(y,X) = b>y +
1
2σ
(
‖∏Sn+(−X + σ(A>(y) + C)‖2 − ‖X‖2). This function differs from the one pro-
posed in Wen et al., 2010, because it replaces the semidefinite constraint for the primal
variable using the projection operator to replace the matrix primal variable S.
The Newton CG Augmented Lagrangian is presented in Algorithm 3. In this case,
the augmented Lagrangian for a given X is minimized for the primal variable y. How-
ever, although this problem is convex, it is not twice continuously differentiable. To
solve this problem a conjugate gradient method combined with a semismooth Newton
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algorithm is used. The non-optimality at every iteration comes from the dual and
primal infeasibility of the equality constraints (like in the Alternating Direction Aug-
mented Lagrangian method). Yang et al., 2015 improves this algorithm by replacing
the semismooth Newton method by a majorized semismooth Newton method, which
can handle degenerate SDPs better.
Algorithm 3 (Majorized) Newton CG Augmented Lagrangian.
Input: X0 ∈ Sn, y0 ∈ Rm, σ0 > 0, ρ > 1 tolerance level  > 0.
Procedure:
- Set k = 0, W = Xk − σk (A>(yk) + C), Sk = (∏Sn+(W )−W) /σk, and r =
max
{‖A(Xk)−b‖
1+‖b‖ ,
‖A>(yk)+C−Sk‖
1+‖C‖
}
.
while r <  do
- Set
yk+1 ≈ arg min
y∈Rm
Laσk(y,Xk).
- Set
Xk+1 =
∏
Sn+
(Xk − σk
(
A>(yk+1) + C
)
.
- Set W = Xk+1 − σk(A>(yk+1) + C) and
Sk+1 =
(∏
Sn+(W )−W
)
σk
.
- Set r = max
{‖A(Xk+1)−b‖
1+‖b‖ ,
‖A>(yk+1)+C−Sk+1‖
1+‖C‖
}
, σk+1 = ρσk or σk+1 = σk, and
k = k + 1.
end while
Other approaches to solve large scale SDPs include Low Rank algorithms (Burer
and Monteiro, 2003; Burer and Choi, 2006), Proximal methods (Lan et al., 2011), the
row by row method of Wen et al., 2009, and first order block-decomposition of Monteiro
et al., 2014. Finding a good initial solution with the Alternating Direction Multipliers
Method, and then using this solution as initial point for the Majorized semismooth
CG method, was shown to be very efficient in practice (see the numerical results in
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Yang et al., 2015).
2.2.2 SDP relaxations for unconstrained Polynomial Optimization
Problems (POPs)
Let f : Rn 7→ R be a polynomial function of degree 2d. Write f(x) = ∑α∈Γn2d bαxα
and consider the global unconstrained polynomial optimization problem
min
x∈Rn
∑
α∈Γn2d
bαx
α. (2.8)
The POP (2.8) can be non-linear and non-convex, and therefore finding a global
minimum is in general a hard problem (see Nesterov, 2000 and Murty and Kabadi,
1987 for some examples of NP-hard and co-NP-complete unconstrained POPs).
2.2.3 Dense (Lasserre) relaxation
Lasserre, 2001 developed a hierarchy of SDP relaxations for polynomial minimization
known as the Lasserre Hierarchy, and proved that under certain assumptions it is
possible to extract an approximate solution for problems like Problem (2.8) from the
solution of these relaxations (Henrion and Lasserre, 2005). If f? is the global minimum
of Problem (2.8), then this hierarchy can be obtained by viewing Problem (2.8) as
a moment problem or trying to compute a sum-of-squares decomposition of f(x) −
f? (Parrilo, 2003; Parrilo and Sturmfels, 2003). It is important to note that the
Lasserre Hierarchy also includes the case for constrained POP, but we concentrate on
the unconstrained case as is the one used in this dissertation.
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To formulate the hierarchy we first need to define the concepts of moment and
localizing matrices. Let w be a positive integer, and y = {yα}α∈Γn2w a sequence of
real variables indexed by the set Γn2w with y[0,0,...,0] = 1. Then, Mw(y) is a symmetric
matrix such that if the entries ith and jth of the vector u
(
x,A{1,2,...,n}w
)
are xα and xβ
respectively, then the entry (i, j) ofMw(y) is equal to yα+β. The matrixMw(y) is called
the wth moment matrix. Similarly, given a polynomial function θ(x) =
∑
γ∈Nn θγx
α,
the localizing matrix Mw(θy) is the matrix such that if x
α and xβ are the ith and
jth elements of the vector u
(
x,A{1,2,...,n}w
)
, then the entry (i, j) of Mw(θy) is equal to∑
γ∈supp(θ) θγy{γ+α+β}.
Example 2.4. Let n = 2 and θ(x) = 3 − 2x22. Then, u
(
x,A{1,2}1
)
= [1, x1, x2]
>,
u
(
x,A{1,2}2
)
= [1, x1, x2, x
2
1, x1x2, x
2
2]
>, and the moment and localizing matrices M1(y),
M2(y) and M1(θy) are
M1(y) =

1 y[1,0] y[0,1]
y[1,0] y[2,0] y[1,1]
y[0,1] y[1,1] y[0,2]
 ,
M2(y) =

1 y[1,0] y[0,1] y[2,0] y[1,1] y[0,2]
y[1,0] y[2,0] y[1,1] y[3,0] y[2,1] y[1,2]
y[0,1] y[1,1] y[0,2] y[2,1] y[1,2] y[0,3]
y[2,0] y[3,0] y[2,1] y[4,0] y[3,1] y[2,2]
y[1,1] y[2,1] y[1,2] y[3,1] y[2,2] y[1,3]
y[0,2] y[1,2] y[0,3] y[2,2] y[1,3] y[0,4]

,
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M1(θy) =

3− 2y[0,2] 3y[1,0] − 2y[1,2] 3y[0,1] − 2y[0,3]
3y[1,0] − 2y[1,2] 3y[2,0] − 2y[2,2] 3y[1,1] − 2y[1,3]
3y[0,1] − 2y[0,3] 3y[1,1] − 2y[1,3] 3y[0,2] − 2y[0,4]
 .
Note that the 3 principal sub-matrix of M2(y) is exactly the matrix M1(y) (a pattern
present when the vector u
(
x,AΦd
)
is ordered as in this example and Example 2.3). This
fact is also true for the moment localizing matrix with this ordering (i.e., the 3 principal
sub-matrix of M2(θy) is exactly the matrix M1(θy)). Finally, also note that the moment
matrix M2d(θy) can be calculated by replacing the monomials x
α for the variable yα in
the equation u
(
x,AΦd
)
u
(
x,AΦd
)>
. For example, note that u
(
x,A{1,2}1
)
u
(
x,A{1,2}1
)>
can be written as
u
(
x,A{1,2}1
)
u
(
x,A{1,2}1
)>
= [1, x1, x2]
>[1, x1, x2]
=

1 x1 x2
x1 x
2
1 x1x2
x2 x1x2 x
2
2
 .
Note that M1(y) can be constructed by using the previous matrix and replacing x
α1
1 x
α2
2
by y[α1,α2]. Likewise, the localizing matrix M2d(θy) can be calculated by replacing the
monomials xα for the variable yα in the equation u
(
x,AΦd
)
u
(
x,AΦd
)>
θ(x).
If w ≥ d, the wth SDP relaxation is given by
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min
y
∑
α∈Γn2w
bαyα
s.t. Mw(y)  0,
Mw−1(θy)  0,
(2.9)
where θ(x) = a2 − ‖x‖2 for some a > 0. Problem (2.9) defines an infinite hierarchy of
SDP relaxations indexed by the parameter w. Note that when w > d if α ∈ Γn2w and∑
i αi > 2d, then bα is equal to 0.
The next theorem shows that by solving the SDP relaxation one can approximate
to any required accuracy the optimal global minimum of the unconstrained POP.
Moreover, algorithms explaining how to extract an approximate solution x from the
SDP solution can be found in Henrion and Lasserre, 2005.
Theorem 2.4. Let f? be the global minimum of the POP (2.8), and assume there exists
x? such that ‖x?‖ ≤ a for some a > 0 and f(x?) = f?. If f?SDPw is the minimum of
the SDP relaxation (2.9), then
(a) As w → ∞ one has f?SDPw → f?. Furthermore, for w sufficiently large there is
no duality gap for the SDP relaxation (2.9), and its dual is solvable.
(b) f?SDPw = f
? if and only if f(x) − f? = ∑r1i=1 qi(x)2 + θ(x)∑r2j=1 tj(x)2, for
some polynomials qi (i = 1, 2, . . . , r1) of degree at most w, and some polynomials
tj(x) (j = 1, 2, . . . , r2) of degree at most w − 1. In this case, the vector y? ,
{(x?)α}α∈Γn2w is a solution of the SDP relaxation (2.9).
(c) If f(x)− f? is a sum of squares polynomials (i.e., it can be written as ∑ qi(x)2
for some polynomial functions qi(x)), consider the SDP relaxation obtained by
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setting θ(x) = 0 in Problem (2.9), and denote its minimum by f?SDPSOS . Then
for any w ≥ d, f?SDPSOS = f?, and the vector y? , {xα}α∈Γn2w is a solution of
the new SDP relaxation for any x such that f(x) = f?.
Proof. See Theorem 3.2. and 3.4. in Lasserre, 2001.
2.2.4 Sparse relaxation
Note that the size of the moment and localizing matrices, as well of the size of y in
the SDP relaxation (2.9), depend on the order w and the number of variables n. For
example, Mw(y) is a square matrix of dimension g(n,w) =
(
n+w
w
)
= (n+w)!n!w! , and y a
vector of dimension g(n, 2w). Then if n = 100 and w = 2, the SDP relaxation will
have matrices with dimension larger than 5000 and more than 4 million variables (and
therefore more than 4 million constraints in its dual problem). This means that the
Lasserre Hierarchy is limited to POPs with objective functions with small number
of variables and/or degree. If the number of elements in the support is small, Waki
et al., 2006 developed a sparse SDP relaxation that reduces the number of variables
and constraints compared with the Lasserre SDP relaxation. In order to define the
sparse hierarchy it is necessary to define some concepts of Graph Theory.
An undirected graph G(V,E) consists of a set V of nodes and a set of bidirectional
edges E, such that if u, v ∈ V are connected in the graph then {u, v} ∈ E. Two nodes
u, v ∈ V are said to be adjacent if {u, v} ∈ E. A graph G is said to be complete if all
the nodes in V are pairwise adjacent (i.e., for any u, v ∈ V {u, v} ∈ E). If W ⊆ V ,
the sub-graph of G induced by W is the graph G(W,E(W )) where E(W ) = {{u, v} ∈
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E : u, v ∈ W}. A clique of the graph G(V,E) is a subset W ⊆ V such that the
sub-graph of G(W,E(W )) induced by W is complete. A clique W is maximal if W is
not contained in any other clique. A simple path of length k from v0 to vk of G(V,E),
is a sequence of nodes {v0, v1, v2, . . . , vk} such that vi ∈ V (i = 0, 1, 2, . . . , k), vi 6= vj
if i 6= j and {vi, vi+1} ∈ E for 0 ≤ i ≤ k − 1. If in addition v0 = vk, the simple path
is called a simple cycle of length k + 1 in G(V,E). Let {v0, v1, v2, . . . , vk} be a simple
path of G, then a chord is an edge between two non-consecutive nodes in the path (i.e.,
{vi, vj} is a chord if {vi, vj} ∈ E and |i− j| ≥ 2). G(V,E) is a chordal graph if every
cycle greater than 3 has a chord. The graph G(V,E′) is called a chordal extension of
G(V,E) if E ⊆ E′ and G(V,E′) is chordal. The minimum chordal extension of G(V,E)
is the chordal extension with the least number of edges. Let G(V,E) be a graph with
n nodes, then G(V,E) is said to be an interval graph if there exist n intervals in the
real line, Ai = [ai, bi] for i = 1, 2, . . . , n, such that if Ai ∩Aj 6= ∅ then {vi, vj} ∈ E.
The sparse relaxation for Problem (2.8) proposed in Waki et al., 2006 used the
structure of the so called correlative sparsity pattern matrix (CSP matrix). The CSP
matrix for a polynomial is defined as follows,
Ri,j =

? if i = j,
? if αi ≥ 1 and αj ≥ 1 for some α ∈ supp(f),
0 otherwise,
(2.10)
where ? is a non-zero scalar. This matrix has a non-zero element in the component (i, j)
if there exists a monomial with variables xi and xj which has a non-zero coefficient
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in the objective function f (i.e., if there exists α ∈ supp(f) such that αi > 0 and
αj > 0). If R is sparse, then Problem (2.8) is called correlatively sparse. Associated to
the CSP matrix is the correlative sparsity pattern graph (CSP graph) G(V,E). The
node set is V = {1, 2, . . . , n} and E = {{i, j} : i, j ∈ V,Ri,j = ?, i < j}. The idea
is to generate a set of supports sets for the polynomial function using the maximal
cliques of this graph. However, finding the maximal cliques of a graph is in general
NP-hard (see for example Bomze et al., 1999). In contrast, finding the maximal cliques
of a chordal graph can be done efficiently (Blair and Peyton, 1993; Golumbic, 2004)
and for this reason the sparse relaxations are defined using the maximal cliques of
a chordal extension of the CSP graph. Although any chordal extension is valid, the
extension with the least number of added edges, a problem known to be NP-complete
(Yannakakis, 1981), will reduce the size of the final sparse SDP relaxation. In practice,
Waki et al., 2006 calculate the minimum chordal extension with heuristics.
Let Φl (l = 1, 2, . . . ,m) be the maximal cliques of a chordal extension of G(V,E)
and note that M , zz> is a positive semidefinite matrix for any real vector z. There-
fore, we can add the constraints u
(
x,AΦlw
)
u
(
x,AΦlw
)>  0 (l = 1, 2, . . . ,m) to Problem
(2.8) and obtain the following equivalent problem,
min
x∈Rn
∑
α∈Γn2d
bαx
α
s.t. u
(
x,AΦlw
)
u
(
x,AΦlw
)>  0, l = 1, 2, . . . ,m,
(2.11)
where w ≥ d is a degree that denotes the relaxation order. Note that the left hand
side of constraint l is a square matrix containing monomials xα for α ∈ AΦl2w. Let
MΦlw (x
α) = u
(
x,AΦlw
)
u
(
x,AΦlw
)>
, and y = {yα}. If the monomial xα is replaced with
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the real variable yα, the w
th sparse SDP relaxation is given by
min
y
∑
α∈F
bαyα
s.t. MΦlw (y)  0, l = 1, 2, . . . ,m,
(2.12)
where F = ∪ml=1AΦl2w \ {0}. The matrix MΦlw (y) is called the wth moment matrix for
variables indexed by u(x,AΦlw ) (note that this matrix is identical to the moment matrix
defined for the Lasserre Hierarchy but it is defined for a subset Φl ⊆ {1, 2, . . . , n},
instead of the entire set {1, 2, . . . , n}). Notice that this SDP relaxation admits a strict
interior point (see Theorem 3.1 in Nie and Demmel, 2008).
Note that the order of the relaxation w in Problem (2.12) can be fixed to w = d,
because increasing the order of the relaxation only add redundant variables to the
problem (this is no longer true for the constrained POP relaxation). However, we will
keep the parameter w to be consistent with the notation of the relaxations that will
be presented at the end of this chapter. Also, as in the dense case, if f? is the global
minimum of the polynomial function, and
∑
α∈F bαyα − f? can be written as a sum
of squares, problems (2.12) and (2.11) are equivalent.
Assume that Problem (2.8) has a unique solution. Then, if y? is the solution of the
sparse SDP relaxation (2.12), an approximate solution x for the original polynomial
problem is given by x = [y?e1 , y
?
e2 , . . . , y
?
en ]
>, where ei ∈ Rn is a unit vector with 1 in
entry i and zero in any other position. However, POPs do not have a unique solution
in general. To obtain a problem with a unique solution, the original POP objective
function is perturbed by a adding small linear term, i.e., the new objective function is
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f(x) + p>x, where p ∈ Rn is a perturbation vector. If a weak stability assumption is
satisfied by the optimal solution set, then a unique solution of the perturbed problem
is guarantee to exist for small p. Of course if p is small enough, the solution of the
perturbed POP should give a good approximation for the solution of the original POP
(see Section 5.1. of Waki et al., 2006 for more details).
Although the sparse SDP relaxation showed good results in practice, it was initially
a heuristic method as no convergence to the optimal POP global minimum was proved.
In Lasserre, 2006, it is proven that by adding some assumptions to the problem and
some redundant constraints to the original POP, convergence to the global minimum
is obtained. The sparse relaxation considered in the proof is
min
y
∑
α∈F
bαyα
s.t. MΦlw (y)  0,
MΦlw−1(θly)  0, l = 1, 2, . . . ,m,
(2.13)
where if θl(x) =
∑
γ∈Nn θl,γx
γ is a polynomial function, then MΦlw−1(θly) is the localiz-
ing matrix such that if xα and xβ are the ith and jth elements of the vector u
(
x,AΦlw−1
)
respectively, then the entry (i, j) of MΦlw−1(θly) is
∑
γ∈supp(θ) θγy{γ+α+β}.
Theorem 2.5. Let Φl ⊂ {1, 2, . . . , n} (l = 1, 2, . . . ,m) be subsets where n is the
number of variables in Problem (2.8), f? its global minimum and |Φl| the number of
elements in the set Φl. Furthermore, assume that the following conditions hold:
1. There exists a solution x? for Problem (2.8) such that maxni=1{|x?i |} < M for
some M > 0.
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2. The objective function can be written as f(x) =
∑m
l=1 fi(u(x, A
Φl
1 )).
3. For every l = 1, 2, . . . ,m− 1, there exists s ≤ l such that Φl+1 ∩
(
∪lj=1Φj
)
⊆ Φs
(this condition is known as the running intersection property).
Let θl(x) = |Φl|M2 −
(∑
i∈Φl x
2
i
)
. If f?SPSDPw is the minimum of the sparse SDP
relaxation (2.13), then
(a) As w →∞ one has f?SPSDPw → f?.
(b) The sparse SDP relaxation has zero duality gap, and its dual is solvable for
sufficiently large w.
(c) Let yw = {ywα} be an approximate solution of the sparse SDP relaxation, and
define x , [ywe1 , ywe2 , . . . , ywen ], where ei ∈ Rn is a unit vector with 1 in position i.
If the POP (2.8) has a unique global solution x?, and there exists w0 such that
∑
α
bαy
w
α ≤ f?SPSDPw +
1
w
, for all w ≥ w0,
then as w →∞ one has x→ x?.
Proof. See Theorem 3.1. in Lasserre, 2006.
Note that the previous results does not assume that the sets Φl are the maximal
cliques calculated when the relaxation in Waki et al., 2006 is used. However, when the
maximal cliques of the CSP graph are used as the sets Φl, the running intersection
property (condition 3 in Theorem 2.5) is satisfied (after some reordering).
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The sparse relaxation in Waki et al., 2006 is used in Chapter 3 and Chapter 4,
while the extended relaxation in Lasserre, 2006 will be used in Chapter 5.
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CHAPTER
THREE
A MULTIGRID HIERARCHY FOR SPARSE POP
RELAXATIONS FOR STRUCTURED SPARSE POP
In this chapter we develop a multigrid framework for the SDP relaxation of the fol-
lowing POP:
min
x∈Rn
Fn(x) ,
n1−1∑
k=1
fk(xk) +
n2∑
k=n1
f0(xk) +
n−p+1∑
k=n2+1
fk(xk), (3.1)
where fk : Rp 7→ R are p-dimensional polynomial functions of degree dk, k = 0, 1, . . . , n1−
1, n2 +1, . . . , n−p+1, xl = (xl, xl+1, . . . , xl+p−1) for l = 1, 2, . . . , n−p+1, n1, n2, n are
positive integers such that n1 + p+ 1 ≤ n2 ≤ n− p+ 1, and deg(Fn) = maxk{dk} = 2d
(i.e., the degree of the polynomial Fn is 2d). As mentioned in Chapter 1, problems aris-
ing from global optimization and the discretization of one dimensional boundary value
PDEs can be described using Problem (3.1). For example consider the generalized
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Rosenbrock function (Nash, 1984):
Fn(x) =
n−1∑
k=1
(
100(xk+1 − x2k)2 + (1− xk+1)2
)
.
In this case p = 2, n1 = 1, n2 = n − p + 1, fk(xk) = 0 for any k 6= 0, and f0(xk) =(
100(xk+1 − x2k)2 + (1− xk+1)2
)
for k = 1, 2, . . . , n− 1, d0 = 4, and d = 2.
Similarly, problems with initial conditions can also be described using Problem
(3.1). Consider for example the following function:
Fn(x) =
n−1∑
k=0
f(xk, xk+1, xk+2), with x0 = x0, xn+1 = xn+1,
where x0 and xn+1 are constants real numbers. The numerical experiments of Chap-
ter 4 include problems arising from the discretization of polynomial Boundary value
PDEs that follow this particular structure. Note that substituting the conditions
x0 = x0 and xn+1 = xn+1 in the objective function, we obtain:
Fn(x) = f(x0, x1, x2)
+
n−2∑
k=1
f(xk, xk+1, xk+2)
+ f(xn−1, xn, xn+1).
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We can write Fn as in Problem (3.1) by taking p = 3, n1 = 2, n2 = n− p, and
f0(xk) = f(xk, xk+1, xk+2), k = 2, 3, . . . , n− p,
f1(x1) = f(x0, x1, x2) + f(x1, x2, x3),
fn−p+1(xn−p+1) = f(xn−2, xn−1, xn) + f(xn−1, xn, xn+1).
In Chapter 4 we will use these two functions for our numerical experiments, as well
as problems obtained after the discretization of boundary value PDEs. The structure
of the polynomial functions for the discretization of the PDEs is similar to the structure
of the Broyden tridiagonal function, and therefore, a similar analysis can be done
We will use the sparse SDP relaxation proposed in Waki et al., 2006 for this chapter
and the numerical results in Chapter 4. For this and the next chapter, when the term
SDP relaxation or SDP sparse relaxation are used, it should be understood that we
are making reference to the relaxation (2.12) presented in Section 2.2.4. We use this
relaxation as is the most commonly used in the literature of sparse POP. Also, it will
be assumed that the global minimum of Fn is bounded and unique (if the solution is
not unique then we can add a small linear term as described in Section 2.2.4).
In particular in this chapter we will:
1. Characterize the properties of the function Fn(x).
2. Apply the SDP relaxation to Problem (3.1) and study its properties.
3. Use the structure of the POP (3.1) to generate a POP with n− t variables (t less
than the original problem), and define one level operators that allow us to use
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an approximate solution of the SDP relaxation for the POP with n− 1 variables
(i.e., t = 1) to generate an initial point for the SDP relaxation of the original
POP.
4. Study the properties of these operators, and in particular, establish conditions
under which an approximate solution of the SDP relaxation of the POP with
n−1 variables is a useful initial guess for the sparse SDP relaxation of POP with
n variables (here useful is measured in terms of the optimality conditions of the
SDP relaxation, see equation (2.5) in Section 2.2.1).
5. Give an example of the complexity implications when the initial guess is used as
an initial point in an infeasible interior point method to solve the SDP relaxation
of Problem (3.1).
6. Given an approximate solution of the SDP relaxation of the POP with n − t
variables for t > 1, we show that the one level operator can be used to generate
an initial point for the SDP relaxation of the original problem.
7. We end the chapter by discussing the implications of the results for real applica-
tions.
3.1 Properties of the sparse polynomial function Fn
As any polynomial function of degree 2d can be written as
∑
α∈Γn2d bαx
α (see Sec-
tion 2.1.2), first we study the principal properties of the function Fn(x) in Problem
(3.1) when it is written as
∑
α∈Γn2d bαx
α. We start by proving the following lemma
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that will be used in other proofs.
Lemma 3.1. Let Ω1 = {0, 1, . . . , n1− 1, n2 + 1, . . . , n− p+ 1} and Ω2 = {1, 2, . . . , n−
p + 1}. Furthermore, let ck,lα ∈ R for all α ∈ Γn2d, k ∈ Ω1 and l ∈ Ω2, be such
that for every function fk in Problem (3.1), fk(xl) =
∑
α∈Γn2d c
k,l
α x
α, where xl =
(xl, xl+1, . . . , xl+p−1). Then the following properties hold.
(a) Let α ∈ Γn2d. If k ∈ Ω1 and αi > 0, then ck,lα = 0 for l ≤ i− p or l ≥ i+ 1.
(b) Let Ω ⊆ Ω1 × Ω2. If F (x) =
∑
(k,l)∈ω fk(xl) is written as
∑
α∈Γn2d bαx
α for
appropriate bα (deg(F ) = 2d), then for any α ∈ Γn2d, bα can be written as
bα =
∑
(k,l)∈Ω
ck,lα .
Proof. (a) This follows from the fact that the polynomial function fk(xl) only con-
sists of monomials with the variables xl = (xl, xl+1, . . . , xl+p−1).
(b) Replacing fk(xl) =
∑
α∈Γn2d c
k,l
α x
α in F (x) we obtain
F (x) =
∑
(k,l)∈Ω
fk(xl)
=
∑
(k,l)∈Ω
 ∑
α∈Γn2d
ck,lα x
α

=
∑
α∈Γn2d
 ∑
(k,l)∈Ω
ck,lα
xα
The statement follows by noticing that F (x) =
∑
α∈Γn2d bαx
α
40
Corollary 3.1. The polynomial function Fn(x) in Problem (3.1) can be written as∑
(k,l)∈Ω fk(xl) for an appropriate Ω. Also, for any α ∈ Γn2d, bα can be written as
bα =
n1−1∑
k=1
ck,kα +
n2∑
k=n1
c0,kα +
n−p+1∑
k=n2+1
ck,kα . (3.2)
The following lemma summarizes the two fundamental characteristics of the func-
tion Fn(x). If a polynomial function satisfies these characteristics then the method-
ologies developed in this chapter for unconstrained POP can be applied.
Lemma 3.2. Let Fn(x) be as in Problem (3.1). If Fn(x) is written as Fn(x) =∑
α∈Γn2d bαx
α for appropriate bα (deg(Fn) = 2d), then the following properties hold.
(a) For any α ∈ supp(Fn), if αi > 0 and αj > 0, then |i− j| ≤ p− 1.
(b) Let α ∈ supp(Fn) and i a positive integer such that n1 + p − 1 ≤ i ≤ n2 − 1. If
αi > 0 and αj = 0 for j < i, then bα = bα+.
Proof. (a) Take Fn(x), p, n1 and n2 as in Problem (3.1). Then this property is
clearly satisfied because the polynomial functions fk (k = 0, 1, . . . , n1 − 1, n2 +
1, . . . , n−p+1) in Fn(x) are only evaluated for subsets xl = (xl, xl+1, . . . , xl+p−1).
(b) First note that ck,kα = 0 for any k ≤ n1−1 or k ≥ n2 (Lemma 3.1 (a)). Therefore,
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using Corollary 3.1 we have
bα =
n1−1∑
k=1
ck,kα +
n2∑
k=n1
c0,kα +
n−p+1∑
k=n2+1
ck,kα
=
n2−1∑
k=n1
c0,kα .
Likewise, α+i+1 > 0 because αi > 0, and therefore c
k,k
α+
= 0 for any k ≤ n1 or
k ≥ n2 + 1. Also, note that c0,kα+ = c0,k−1α . Then, we can write bα+ as
bα+ =
n1−1∑
k=1
ck,k
α+
+
n2∑
k=n1
c0,k
α+
+
n−p+1∑
k=n2+1
ck,k
α+
=
n2∑
k=n1+1
c0,k
α+
=
n2∑
k=n1+1
c0,k−1α
=
n2−1∑
k=n1
c0,kα
= bα.
Where the fourth equality is obtained by changing the index of the summation.
Example 3.1. Consider the polynomial
∑4
i=1(xi − xi+1)2. In this case n = 5, p = 2,
n1 = 1 and n2 = 4. Expanding this function we have
4∑
i=1
(xi − xi+1)2 = x21 − 2x1x2 +
4∑
i=2
(2x2i − 2xixi+1) + x25.
The coefficients of the monomials x2i and xixi+1 are the same for i = 2, 3, 4 (Lemma 3.2
42
(b)). Also, every monomial with a non-zero coefficient can be written as a polynomial
function of xαii x
αi+1
i+1 (Lemma 3.2 (a)).
3.2 Sparse POP Relaxations
In this section we analyze the structure of the SDP relaxation for Problem (3.1).
We characterize the structure of the correlative sparsity pattern (CSP) matrix (see
Section 2.2.4), define a chordal extension, and derive connections between the variables
and constraints of the SDP relaxation that will be useful in the multigrid setting.
Let R ∈ Rn×n be the CSP matrix for Problem (3.1) and G(V,E) the associated
CSP graph. The CSP matrix is a band symmetric matrix with bandwidth equal to
p − 1. This follows from the fact that each of the polynomials fk in Problem (3.1)
are functions of (xl, xl+1, . . . , xl+p−1) (l = 1, 2, . . . , n − p + 1), and therefore for any
α ∈ supp(Fn), if αi > 0 and αj > 0 then |i− j| ≤ p− 1. Given that the graph G is not
necessarily chordal, we will consider as a chordal extension of G the graph G(V,E′)
where E′ = {{i, j} : |i− j| ≤ p− 1}. The CSP matrix for this chordal extension is
Ri,j =

? if i = j,
? if |i− j| ≤ p− 1,
0 otherwise.
(3.3)
The next lemma establishes that G(V,E′) is indeed a chordal graph and identifies
its maximal cliques.
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Lemma 3.3. If the CSP matrix R is given by Equation (3.3), then the associated CSP
graph G(V,E′) is chordal and the maximal cliques are given by Φl = {l, l + 1, . . . , l +
p− 1} for l = 1, 2, . . . , n− p+ 1.
Proof. If G(V,E′) is the CSP graph of the CSP matrix given by Equation (3.3), then
V = {1, 2, . . . , n} and E′ = {{i, j} : |i− j| ≤ p− 1}. To see that G(V,E′) is chordal we
will use the fact that any interval graph is chordal (see Section 3.2 in Vandenberghe
and Andersen, 2015 for a proof of this result). Let Ik = {x ∈ R : k ≤ x ≤ k + p − 1}
for k = 1, 2, . . . , n, be n closed intervals and let G(V,E′′) be the interval graph defined
by V = {1, 2, . . . , n} and E′′ = {{i, j} : Ii ∩ Ij 6= ∅}. We will prove that E′ = E′′, and
therefore G(V,E′) is an interval graph and hence chordal. Let {i, j} ∈ E′ and assume
without loss of generality that i < j. Using the fact that −(p − 1) ≤ i − j ≤ p − 1
because {i, j} ∈ E′, we can conclude that j ≤ i+p−1 and therefore j ∈ Ii. This implies
that j ∈ Ii ∩ Ij (clearly j ∈ Ij) and therefore {i, j} ∈ E′′. Likewise, let {i, j} ∈ E′′ and
assume without loss of generality that i < j. The intersection of the sets Ii and Ij is
not empty, which implies that j ∈ Ii. Therefore, j − i ≤ p− 1 and {i, j} ∈ E′. Given
that E′ ⊆ E′′ and E′′ ⊆ E′, we can conclude that E′ = E′′.
That Φl = {l, l + 1, . . . , l + p− 1} for l = 1, 2, . . . , n− p+ 1 are cliques is given by
the fact that if i, j ∈ Φl then |i − j| ≤ p − 1 and therefore {i, j} ∈ E′. The set Φl is
also maximal because if we add any other node k /∈ Φl then k > l+ p− 1 or k < l, and
this implies that |k − l| > p − 1 or |k − (l + p − 1)| > p − 1, and hence {k, l} /∈ E′ or
{k, l + p− 1} /∈ E′.
Example 3.2. Consider a polynomial with n = 8 and p = 3. The CSP matrix of the
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chordal extension (3.3) has the following form,
R =

? ? ?
? ? ? ?
? ? ? ? ?
? ? ? ? ?
? ? ? ? ?
? ? ? ? ?
? ? ? ?
? ? ?

Let 2d be the degree of Fn(x) in Problem (3.1), and write Fn(x) as
∑
α∈Γn2d bαx
α
for appropriate bα. If w = d denotes the order of the relaxation (we remind the reader
that in the unconstrained case of the sparse relaxation proposed in Waki et al., 2006,
the order of the relaxation is equal to the minimum order d, as larger values of w
just add redundant variables to the SDP), and Φl (l = 1, 2, . . . , n − p + 1) are the
maximal cliques defined in Lemma 3.3 of the chordal extension G(V,E′), the wth SDP
sparse relaxation for Problem (3.1) (after deleting any constant terms in the objective
function) is given by
min
y
∑
α∈F
bαyα
s.t. MΦlw (y)  0,
l = 1, 2, . . . , n− p+ 1,
(3.4)
where F = ∪n−p+1l=1 AΦl2w \ {0} (where AΦl2w is defined as in Section 2.1.2).
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Letting S = (S1, S2, . . . , Sn−p+1) ∈ {Sg(p,w)}n−p+1, we can write Problem (3.4) as
min
y,S
∑
α∈F
bαyα
s.t.
∑
α∈F
A(l,α)yα + C = Sl,
Sl  0,
l = 1, 2, . . . , n− p+ 1,
(3.5)
where A(l,α) can be deduced from the definition of the moment matrix M
Φl
w (y) (l =
1, 2, . . . , n− p+ 1), and C is a matrix with one in position (1, 1) and zeros everywhere
else corresponding to the monomial of degree zero. Due to Lemma 3.3 all the moment
matrices in Problem (3.4) and Sl have the same dimension g(p, w) × g(p, w). Letting
X = (X1, X2, . . . , Xn−p+1) ∈ {Sg(p,w)}n−p+1, the dual of Problem (3.5) is
max
X
−
n−p+1∑
l=1
〈C,Xl〉
s.t.
n−p+1∑
l=1
〈
A(l,α), Xl
〉
= bα, for α ∈ F ,
Xl  0,
l = 1, 2, . . . , n− p+ 1.
(3.6)
The matrices in the constraints of the relaxations satisfy important properties that
will be used in the proofs. We illustrate two of these properties with an example, and
summarize them along with other properties in Lemma 3.4.
Example 3.3. Suppose that Φl = {l, l + 1} (i.e., p = 2) and w = 1, then
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u
(
x,AΦiw
)
u
(
x,AΦiw
)>
=

1 xi xi+1
xi x
2
i xixi+1
xi+1 xixi+1 x
2
i+1

=

1 0 0
0 0 0
0 0 0
+ xi

0 1 0
1 0 0
0 0 0
+ xi+1

0 0 1
0 0 0
1 0 0

+ x2i

0 0 0
0 1 0
0 0 0
+ xixi+1

0 0 0
0 0 1
0 1 0
+ x
2
i+1

0 0 0
0 0 0
0 0 1
 .
The six matrices in the above equation are independent of the clique Φi. This means
that the matrices multiplying the monomials xi, xi+1, x
2
i , xixi+1, x
2
i+1 in this equation
will be the same matrices multiplying the monomials xi+1, xi+2, x
2
i+1, xi+1xi+2, x
2
i+2 in
the equation for i+ 1 respectively (i.e., u
(
x,AΦi+1w
)
u
(
x,AΦi+1w
)>
). Also, monomials
xα with αk > 0 for k ≤ i− 1 or k ≥ i+ 2 do not belong to the equation which means
they have a zero matrix coefficient.
Lemma 3.4. Let A(l,α) for l = 1, 2, . . . , n − p + 1 and α ∈ F , be the matrices in
problems (3.5) and (3.6).
(a) A(l,α) = A(l+1,α+) for any 1 ≤ l ≤ n− p. Equivalently A(l,α) = A(l−1,α−) for any
2 ≤ l ≤ n− p+ 1.
(b) If αk > 0 and k ≤ l − 1 or k ≥ l + p, then A(l,α) = 0, for 1 ≤ k ≤ n.
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(c) For all H ⊆ F , if zα ∈ R is an arbitrary real number such that |zα| ≤ ζ for all
α ∈ F , then ∥∥∑α∈HA(l,α)zα∥∥ ≤ g(p, w)ζ, for any l = 1, 2, . . . , n− p+ 1.
(d)
∑
α∈Bl−1 A(l−1,α)yα =
∑
α∈Bl A(l,α)yα−, for l = 2, 3, . . . , n− p+ 1.
(e)
∑
α∈F A(l,α)yα =
∑
α∈∪l+p−1k=l Bk
A(l,α)yα, for l = 1, 2, . . . , n− p+ 1.
Proof. By construction
∑
α∈F A(l,α)yα +C = M
Φl
w (y). Also, by definition if u(x,AΦlw )
has the monomials xα and xβ in positions i and j respectively, then [MΦlw (y)]i,j =
yα+β. Therefore, we can deduce that for any 1 ≤ i, j ≤ g(p, w) (u
(
x,AΦlw
)
is a vector
with g(|Φl|, w) = g(p, w) elements),
[
A(l,α)
]
i,j
=

1 if xα =
[
u
(
x,AΦlw
)]
i
[
u
(
x,AΦlw
)]
j
,
0 otherwise.
(3.7)
(a) We will prove the first part of the statement, the second part can be shown
following the same reasoning. Note that if xγi =
[
u
(
x,AΦlw
)]
i
then xγ
+
i =[
u
(
x,AΦl+1w
)]
i
, i.e., if the monomial xγi is the ith element of u
(
x,AΦlw
)
, then
xγi
+
is the ith element of u
(
x,AΦl+1w
)
(see Remark 2.2 and Example 2.3 in
Section 2.1.2). Therefore, Equation (3.7) implies that to prove (a) we need to
show that the following two conditions are true: if xα = xγixγj then xα
+
=
xγ
+
i xγ
+
j (i.e.,
[
A(l,α)
]
i,j
=
[
A(l+1,α+)
]
i,j
= 1), and if xα 6= xγixγj then xα+ 6=
xγ
+
i xγ
+
j (i.e.,
[
A(l,α)
]
i,j
=
[
A(l+1,α+)
]
i,j
= 0). Since
(
γi + γj
)+
= γ+i + γ
+
j , we
can deduce that if α = γi + γj then x
α+ = x(γi+γj)
+
= xγ
+
i +γ
+
j , from which it
follows that both conditions are true.
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(b) If k ≤ l − 1 or k ≥ l + p, it follows from the definition of Φl that the vari-
able xk has a zero exponent in every monomial in u
(
x,AΦlw
)
. Thus, if αk > 0,
xα 6= [u (x,AΦlw )]i [u (x,AΦlw )]j for any i, j. We can therefore conclude that[
A(l,α)
]
i,j
= 0 for all i, j.
(c) For any α,γ ∈ Fn with α 6= γ, if xα = [u (x,AΦlw )]i [u (x,AΦlw )]j , it follows that
xγ 6= [u (x,AΦlw )]i [u (x,AΦlw )]j . Then, according to Equation (3.7), if A(l,α) has
a non-zero element in position (i, j), A(l,γ) must have a zero in position (i, j)
for any α 6= γ. This implies that ∑α∈HA(l,α) is a g(p, w) × g(p, w) matrix
of ones and zeros, and therefore, if uα = ‖A(l,α)‖2 is the number of non-zero
elements in the matrix A(l,α) we have that
∑
α∈H uα ≤ g(p, w)2. Note also that〈
A(l,α), A(l,γ)
〉
= Tr(A(l,α)A(l,γ)) =
∑
i,j [A(l,α)]i,j [A(l,γ)]i,j = 0 if α 6= γ. Then,
we can deduce the following inequality
∥∥∥∥∥∑
α∈H
zαA(l,α)
∥∥∥∥∥
2
=
〈∑
α∈H
zαA(l,α),
∑
α∈H
zαA(l,α)
〉
=
∑
α∈H
z2α
〈
A(l,α), A(l,α)
〉
+
∑
α,γ∈H,α6=γ
2zαzγ
〈
A(l,α), A(l,γ)
〉
=
∑
α∈H
z2α
∥∥A(l,α)∥∥2
≤
∑
α∈H
ζ2uα
≤ ζ2g(p, w)2,
and therefore
∥∥∑
α∈H zαA(l,α)
∥∥ ≤ g(p, w)ζ.
(d) Note that for any 2 ≤ l ≤ n, Bl−1 = {α− : α ∈ Bl}, then (d) follows by noticing
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that
∑
α∈Bl−1 A(l−1,α)yα is equal to
∑
α∈Bl A(l−1,α−)yα− , and then using (a).
(e) This equality is obtained by replacing F by ∪nk=1Bk and then eliminating the
zero matrices according to (b).
3.3 Lower dimensional SDP relaxations
In this section, we will define fine and coarse level problems and relate their corre-
sponding hierarchies of sparse SDP relaxations. The coarse level model has the same
structure as the fine level model, but it has fewer dimensions. We will define prolonga-
tion operators for the primal and dual variables of the SDP relaxation. The aim of the
prolongation operators is to transfer information from the lower dimensional coarse
model to the high dimensional fine model. In the multigrid literature this operation
is called prolongation and we adopt the same terminology here. We will study the
properties of these operators and establish theoretical results. In particular we will
derive conditions that will guarantee that the prolongated solution is within  of the
true solution of the fine SDP relaxation (where  > 0 is a user specified parameter).
The conditions only include information from the coarse model and thus are easy to
compute in practice (Corollary 3.2). We show that when these conditions are satisfied
for a low tolerance , the complexity of infeasible interior point methods is expected
to improve (Theorem 3.7).
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Consider the following problem for 0 ≤ t ≤ n2 − n1 − p,
POPt : min
xn−t∈Rn−t
Fn−t(xn−t) ,
n1−1∑
k=1
fk(x
n−t
k ) +
n2−t∑
k=n1
f0(x
n−t
k ) +
n−t−p+1∑
k=n2−t+1
fk+t(x
n−t
k ).
(3.8)
Note that t = 0 corresponds to the original problem (which we call the fine problem
or the problem at the fine level), models for t ≥ 1 are lower dimensional problems. We
will refer to lower dimensional models as coarse problems or problems at the coarse
level. Let yn−t = {yn−tα }α∈Fn−t ∈ R|F
n−t|, Sn−t =
(
Sn−t1 , S
n−t
2 , . . . , S
n−t
n−t−p+1
)
∈
{Sg(p,w)}n−t−p+1 and Xn−t =
(
Xn−t1 , X
n−t
2 , . . . , X
n−t
n−t−p+1
)
∈ {Sg(p,w)}n−t−p+1 for
0 ≤ t ≤ n2 − n1 − p, be variables in the coarse levels (t ≥ 1) and fine level (t = 0)
spaces. If the order of the relaxation is w = d, a sparse SDP relaxation using different
values of t can be constructed,
SDPt :

min
yn−t,Sn−t
∑
α∈Fn−t
bn−tα y
n−t
α
s.t.
∑
α∈Fn−t
A(l,α)y
n−t
α + C = S
n−t
l ,
Sn−tl  0,
l = 1, 2, . . . , n− t− p+ 1,
(3.9)
where Fn−t = ∪n−t+p−1l=1 AΦl2w \ {0}, 0 ≤ t ≤ n2 − n1 − p, and A(l,α) and C are as in
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Problem (3.5). Likewise the dual SDP is,
SDP ∗t :

max
Xn−t
−
n−t−p+1∑
l=1
〈
C,Xn−tl
〉
s.t.
n−t−p+1∑
l=1
〈
A(l,α), X
n−t
l
〉
= bn−tα , for α ∈ Fn−t,
Xn−tl  0,
l = 1, 2, . . . , n− t− p+ 1.
(3.10)
For
(
yi, Si, Xi
)
we define the primal (Ril) and dual residuals (r
i
α) as
Ril ,
∑
α∈Fi
A(l,α)y
i
α + C − Sil , (3.11)
riα ,
i−p+1∑
k=1
〈
A(k,α), X
i
k
〉− biα, (3.12)
for l = 1, 2, . . . , i− p+ 1 and α ∈ F i.
Note that all the properties in Lemma 3.4 are still valid for any fixed t (the under-
lying POP has the same structure as Problem (3.1)), and the sets Φl are the same as
in Lemma 3.3. The next example illustrates other important properties relating the
coefficients of the monomials for the different relaxations at different levels (coarse and
fine). Lemma 3.5 formalizes these properties.
Example 3.4. Let Fn−t(x) =
∑n−t−1
k=1 (x
n−t
k − xn−tk+1)2 (in this case n1 = 1, n2 = 4).
If n = 5, consider the functions at levels t = 0 and t = 1 (where the superscript n− t
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was dropped for simplicity),
t = 0 :
4∑
k=1
(xk − xk+1)2 = (x21 − 2x1x2) +
(
4∑
k=2
2x2k − 2xkxk+1
)
+ (x25),
t = 1 :
3∑
k=1
(xk − xk+1)2 = (x21 − 2x1x2) +
(
3∑
k=2
2x2k − 2xkxk+1
)
+ (x24).
Note that the monomials xαkk x
αk+1
k+1 have the same coefficients in both levels for
k = 1, 2, 3, and the coefficient of the monomial x24 at level t = 1 is the same as the
coefficient of x25 for the level t = 0.
Lemma 3.5. For any t such that 0 ≤ t ≤ n2 − n1 − p, the SDP models in (3.9) and
(3.10) satisfy
(a) For any i ∈ {1, 2, . . . , n2 − t}, if αi > 0 then bnα = bn−tα .
(b) For any i ∈ {n2, n2 + 1, . . . , n− t− p+ 1}, if αi > 0 then bn−tα = bn−(t+1)α− .
(c) For any i ∈ {n1 + p, n1 + p+ 1, . . . , n2 − t+ 1}, if αi > 0 then bn−tα = bn−tα− .
Proof. First note that if Ω1 = {0, 1, 2, . . . , n1 − 1, n2 + 1, n2 + 2, . . . , n − p + 1} and
Ω2 = {1, 2, . . . , n− p+ 1}, then for every 0 ≤ t ≤ n2− n1− p there exists Ω ∈ Ω1×Ω2
such that Fn−t(x) can be written as
∑
(k,l)∈Ω fk(xl). Therefore Lemma 3.1 can be used
for the function Fn−t(x) in Problem (3.8). In particular, for any α ∈ Fn, bn−tα can be
written as
bn−tα =
n1−1∑
k=1
ck,kα +
n2−t∑
k=n1
c0,kα +
n−t−p+1∑
k=n2−t+1
ck+t,kα . (3.13)
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(a) If αi > 0 for some {1, 2, . . . , n2 − t} then using Lemma 3.1 (a) we know that
ck,kα = 0 for k ≥ n2 − t+ 1. Using Equation (3.13) with t = t we have
bn−tα =
n1−1∑
k=1
ck,kα +
n2−t∑
k=n1
c0,kα +
n−t−p+1∑
k=n2−t+1
ck+t,kα
=
n1−1∑
k=1
ck,kα +
n2−t∑
k=n1
c0,kα .
Finally, using Equation (3.13) with t = 0 and the previous equation, we deduce
that
bnα =
n1−1∑
k=1
ck,kα +
n2∑
k=n1
c0,kα +
n−p+1∑
k=n2+1
ck+t,kα
=
n1−1∑
k=1
ck,kα +
n2−t∑
k=n1
c0,kα +
n2∑
k=n2−t+1
c0,kα +
n−p+1∑
k=n2+1
ck,kα
=
n1−1∑
k=1
ck,kα +
n2−t∑
k=n1
c0,kα
= bn−tα .
(b) Using Lemma 3.1 (a) we know that ck,lα = 0 for l ≤ n2 − p or l ≥ n − t − p + 2.
Therefore using t = t in Equation (3.13) we have
bn−tα =
n1−1∑
k=1
ck,kα +
n2−t∑
k=n1
c0,kα +
n−t−p+1∑
k=n2−t+1
ck+t,kα
=
n2−t∑
k=n2−p+1
c0,kα +
n−t−p+1∑
k=n2−t+1
ck+t,kα .
Similarly, α−i−1 > 0 because αi > 0, and therefore c
k,l
α− = 0 if l ≤ n2 − p − 1 or
l ≥ n− (t+ 1)− p+ 2 (Lemma 3.1 (a)). Using t = t+ 1 in Equation (3.13) and
54
the previous equation for bn−tα , we deduce that b
n−(t+1)
α− can be written as
b
n−(t+1)
α− =
n1−1∑
k=1
ck,k
α− +
n2−(t+1)∑
k=n1
c0,k
α− +
n−(t+1)−p+1∑
k=n2−(t+1)+1
c
k+(t+1),k
α−
=
n2−(t+1)∑
k=n2−p
c0,k
α− +
n−(t+1)−p+1∑
k=n2−(t+1)+1
c
k+(t+1),k
α−
=
n2−t∑
k=n2−p+1
c0,k−1
α− +
n−t−p+1∑
k=n2−t+1
ck+t,k−1
α−
=
n2−t∑
k=n2−p+1
c0,kα +
n−t−p+1∑
k=n2−t+1
ck+t,kα
= bn−tα ,
where we use the fact that cl,k−1
α− = c
l,k
α for any l.
(c) Using Lemma 3.1 (a) we know that ck,lα = 0 for l ≤ n1 or l ≥ n2 − t. Therefore
using t = t in Equation (3.13) we have
bn−tα =
n1−1∑
k=1
ck,kα +
n2−t∑
k=n1
c0,kα +
n−t−p+1∑
k=n2−t+1
ck+t,kα
=
n2−t−1∑
k=n1+1
c0,kα
Similarly, α−i−1 > 0 because αi > 0, and therefore for c
k,l
α− = 0 if l ≤ n1 − 1 or
l ≥ n2 − t− 1 (Lemma 3.1 (a)). Using t = t in Equation (3.13) and the previous
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equation for bn−tα , we deduce that b
n−t
α− can be written as
bn−t
α− =
n1−1∑
k=1
ck,k
α− +
n2−t∑
k=n1
c0,k
α− +
n−t−p+1∑
k=n2−t+1
ck+t,k
α−
=
n2−t−2∑
k=n1
c0,k
α−
=
n2−t−1∑
k=n1+1
c0,k−1
α−
= bn−tα ,
where we use the fact that cl,k−1
α− = c
l,k
α for any l.
3.4 One level Analysis and Operators
In this section we will analyze the relation between levels n and n − 1 (t = 0 and
t = 1), define prolongation operators that allow the transformation of any point in
the coarse level SDP into the fine level SDP, and study under what characteristics
the operators give prolongated points that are useful to solve the fine SDP relaxation
(useful is measure in terms of the optimality conditions of the SDP evaluated in the
prolongated points). It is not computationally advantageous to consider a coarse model
with n− 1 components since the dimensionality reduction is too small. In Section 3.5
we will show how to use the operators obtained from this simple case in a recursive
manner to obtain much coarser models with, for example, dn/2e components.
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3.4.1 Primal Prolongation Operators
We denote the linear prolongation operators from the coarse level as Py,i0 : R|F
n−1| 7→
R|Fn| and PS,i0 : {Sg(p,w)}n−p 7→ {Sg(p,w)}n−p+1, for the variables yn−1 and Sn−1
respectively. If yn = {ynα}α∈Fn = Py,i0
(
yn−1
)
and Sn = (Sn1 , S
n
2 , . . . , S
n
n−p+1) =
PS,i0
(
Sn−1
)
, then these operators prolongate the variables to the fine level following
equations (3.14) and (3.15).
ynα =

yn−1α , if α ∈ ∪i0−1j=1 Bj ,
0.5
(
yn−1
α− + y
n−1
α
)
, if α ∈ Bi0 ,
yn−1
α− , if α ∈ ∪nj=i0+1Bj .
(3.14)
Snl =

Sn−1l , if l ∈ {1, 2, . . . , i0 − 1},
0.5
(
Sn−1l−1 + S
n−1
l
)
, if l = i0,
Sn−1l−1 , if l ∈ {i0 + 1, i0 + 2, . . . , n− p+ 1},
(3.15)
where 2 ≤ i0 ≤ n−p−1 and Bi are the sets defined in Definition 2.1. These operators
are linear and depend on an integer i0 ∈ {2, 3, . . . , n− p+ 1}. This means that we can
construct different operators by selecting different values of i0. To gain intuition on
how the primal operators work, note that the fine primal SDP has one more matrix
variable than the coarse primal SDP. Suppose that the additional matrix at the fine
level is the ith0 matrix. Then PS,i0 computes the i
th
0 matrix as an average of the i
th
0 and
(i0 − 1)th coarse matrices. Likewise, the operator Py,i0 assumes that the additional
variables ynα for fine primal relaxation correspond to the monomials x
α with α ∈ Bi0 .
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Example 3.5. Consider Fn−t(x) =
∑n−t−1
i=1 (x
n−t
i − xn−ti+1 )2 as in Example 3.4 with
n = 5. The maximal cliques for this problem are Φ1 = {1, 2},Φ2 = {2, 3},Φ3 = {3, 4}
and Φ4 = {4, 5}. The first order primal SDP relaxation variables yn−tα for the fine
(t = 0) and coarse levels (t = 1) are,
yn−1 = {yn−1
[1,0,0,0,0]> , y
n−1
[0,1,0,0,0]> , y
n−1
[0,0,1,0,0]> , y
n−1
[0,0,0,1,0]> , y
n−1
[2,0,0,0,0]> , y
n−1
[1,1,0,0,0]> ,
yn−1
[0,2,0,0,0]> , y
n−1
[0,1,1,0,0]> , y
n−1
[0,0,2,0,0]> , y
n−1
[0,0,1,1,0]> , y
n−1
[0,0,0,2,0]>}.
yn = {yn[1,0,0,0,0]> , yn[0,1,0,0,0]> , yn[0,0,1,0,0]> , yn−1[0,0,0,1,0]> , yn[0,0,0,0,1]> , yn[2,0,0,0,0]> ,
yn[1,1,0,0,0]> , y
n
[0,2,0,0,0]> , y
n
[0,1,1,0,0]> , y
n−1
[0,0,2,0,0]> , y
n
[0,0,1,1,0]> , y
n
[0,0,0,2,0]> ,
yn[0,0,0,1,1]> , y
n
[0,0,0,0,2]>}.
Likewise, the sets Bi are
B1 = {[1, 0, 0, 0, 0]>, [1, 1, 0, 0, 0]>, [2, 0, 0, 0, 0]>},
B2 = {[0, 1, 0, 0, 0]>, [0, 1, 1, 0, 0]>, [0, 2, 0, 0, 0]>},
B3 = {[0, 0, 1, 0, 0]>, [0, 0, 1, 1, 0]>, [0, 0, 2, 0, 0]>},
B4 = {[0, 0, 0, 1, 0]>, [0, 0, 0, 1, 1]>, [0, 0, 0, 2, 0]>},
B5 = {[0, 0, 0, 0, 1]>, [0, 0, 0, 0, 2]>}.
In this case we can select i0 from the interval 2 ≤ i0 ≤ n−p−1 = 2. Therefore i0 = 2,
however, it is important to remark that if n was larger we would be able to select i0
from a larger set of positive integers. Following Equation (3.14), if yn−1 is a point in
the coarse SDP primal relaxation, then we can generate yn by using yn = Py,i0(y
n−1).
As a result we have:
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• If α ∈ B1 then ynα = yn−1α :
yn[1,0,0,0,0]> = y
n−1
[1,0,0,0,0]> ,
yn[1,1,0,0,0]> = y
n−1
[1,1,0,0,0]> ,
yn[2,0,0,0,0]> = y
n−1
[2,0,0,0,0]> .
• If α ∈ Bi0 = B2 then ynα = 0.5(yn−1α− + yn−1α ):
yn[0,1,0,0,0]> = 0.5(y
n−1
[1,0,0,0,0]> + y
n−1
[1,0,0,0,0]>),
yn[0,1,1,0,0]> = 0.5(y
n−1
[1,1,0,0,0]> + y
n−1
[0,1,1,0,0]>),
yn[0,2,0,0,0]> = 0.5(y
n−1
[2,0,0,0,0]> + y
n−1
[0,2,0,0,0]>).
• If α ∈ B3, or α ∈ B4, or α ∈ B5 then ynα = yn−1α− :
yn[0,0,1,0,0]> = y
n−1
[0,1,0,0,0]> ,
yn[0,0,1,1,0]> = y
n−1
[0,1,1,0,0]> ,
yn[0,0,2,0,0]> = y
n−1
[0,2,0,0,0]> .
yn[0,0,0,1,0]> = y
n−1
[0,0,1,0,0]> ,
yn[0,0,0,1,1]> = y
n−1
[0,0,1,1,0]> ,
yn[0,0,0,2,0]> = y
n−1
[0,0,2,0,0]> .
yn[0,0,0,0,1]> = y
n−1
[0,0,0,1,0]> ,
yn[0,0,0,0,2]> = y
n−1
[0,0,0,2,0]> .
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Similarly, the fine level will have n−p+1 = 4 primal matrices while the coarse level
n− p = 3. If Sn−1 = (Sn−11 , Sn−12 , Sn−13 ) is a primal point at the coarse level, then we
can construct Sn = (Sn1 , S
n
2 , S
n
3 , S
n
4 ) using Equation (3.15). Then if S
n = PS,i0(S
n−1)
we have: Sn1 = S
n−1
1 , S
n
2 = 0.5(S
n−1
1 + S
n−1
2 ), S
n
3 = S
n−1
2 and S
n
4 = S
n−1
3 .
For any feasible set for the coarse problems, the following theorem characterize the
feasibility of the prolongated primal variables at the fine level.
Theorem 3.1. Let
(
yn−1, Sn−1
)
be points (not necessarily feasible) for the coarse
primal problem (3.9) for t = 1. If yn = Py,i0(y
n−1), Sn = PS,i0
(
Sn−1
)
are defined
according to equations (3.14) and (3.15) for some 2 ≤ i0 ≤ n− p− 1, then
- If i0 − p ≥ 1 and l = 1, 2, . . . , i0 − p then Rnl = Rn−1l .
- If l = i0 + 1, i0 + 2, . . . , n− p+ 1 then Rnl = Rn−1l−1 .
- If l = i0 then R
n
l =
∑
α∈∪i0+p−1k=i0+1Bk
A(i0,α)0.5
(
yn−1
α− − yn−1α
)
+ 0.5(Rn−1i0−1 +R
n−1
i0
).
- If l = i0 − p+ 2, . . . , i0 − 1 then
Rnl =
∑
α∈Bi0
A(l,α)0.5
(
yn−1
α− − yn−1α
)
+
∑
α∈∪l+p−1k=i0+1Bk
A(l,α)
(
yn−1
α− − yn−1α
)
+Rn−1l .
- If l = i0 − p+ 1 then Rnl =
∑
α∈Bi0 A(l,α)0.5
(
yn−1
α− − yn−1α
)
+Rn−1l .
Where Rnl and R
n−1
l are the residual matrices defined in Equation (3.11) for
(yn, Sn) and
(
yn−1, Sn−1
)
respectively.
Proof. To calculate the feasibility of the primal fine problem, we will use Lemma 3.4
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(e) to write the feasibility constraints of the n− t relaxation as,
∑
α∈Fn−t
A(l,α)y
n−t
α + C − Sn−tl =
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n−t
α + C − Sn−tl , (3.16)
where 1 ≤ l ≤ n− t− p+ 1.
Also, using Item (d) in Lemma 3.4 we have,
∑
α∈Bk−1
A(k−1,α)yn−tα =
∑
α∈Bk
A(k,α)y
n−t
α− , for 0 ≤ t ≤ n2 − n1 − p. (3.17)
We can now evaluate the five different cases for the residual constraints Rnl . When
the variable Sn−1l appears it will be replaced according to Equation (3.11) for i =
n− 1, and the variables ynα and Snl will be replaced by the operators (3.14) and (3.15)
respectively.
Case 1. l = 1, 2, . . . , i0 − p:
Rnl =
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n
α + C − Snl
=
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n−1
α + C − Sn−1l
=
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n−1
α + C −
 ∑
α∈∪l+p−1k=l Bk
A(l,α)y
n−1
α + C −Rn−1l

= Rn−1l .
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Case 2. l = i0 + 1, i0 + 2, . . . , n− p+ 1:
Rnl =
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n
α + C − Snl
=
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n−1
α− + C − Sn−1l−1
=
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n−1
α− + C −
 ∑
α∈∪l+p−2k=l−1Bk
A(l−1,α)yn−1α + C −Rn−1l−1

=
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n−1
α− −
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n−1
α− +R
n−1
l−1
= Rn−1l−1 ,
where Equation (3.17) was used to replace
∑
α∈∪l+p−2k=l−1Bk
A(l−1,α)yn−1α to go from the
third to fourth equality.
Case 3. l = i0:
Rnl =
∑
α∈∪i0+p−1k=i0 Bk
A(i0,α)y
n
α + C − Sni0
=
∑
α∈Bi0
A(i0,α)0.5
(
yn−1
α− + y
n−1
α
)
+
∑
α∈∪i0+p−1k=i0+1Bk
A(i0,α)y
n−1
α− + C
− 0.5 (Sn−1i0−1 + Sn−1i0 )
=
∑
α∈Bi0
A(i0,α)0.5
(
yn−1
α− + y
n−1
α
)
+
∑
α∈∪i0+p−1k=i0+1Bk
A(i0,α)y
n−1
α− + C
− 0.5
 ∑
α∈∪i0+p−2k=i0−1Bk
A(i0−1,α)y
n−1
α +
∑
α∈∪i0+p−1k=i0 Bk
A(i0,α)y
n−1
α + 2C −Rn−1i0−1 −Rn−1i0

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=
∑
α∈Bi0
A(i0,α)0.5
(
yn−1
α− + y
n−1
α
)
+
∑
α∈∪i0+p−1k=i0+1Bk
A(i0,α)y
n−1
α−
− 0.5
 ∑
α∈∪i0+p−1k=i0 Bk
A(i0,α)y
n−1
α− +
∑
α∈∪i0+p−1k=i0 Bk
A(i0,α)y
n−1
α −Rn−1i0−1 −Rn−1i0

=
∑
α∈∪i0+p−1k=i0+1Bk
A(i0,α)0.5
(
yn−1
α− − yn−1α
)
+ 0.5(Rn−1i0−1 +R
n−1
i0
),
where Equation (3.17) is used to replace
∑
α∈∪i0+p−2k=i0−1Bk
A(i0−1,α)y
n−1
α to obtain the second
to last equality.
Case 4. l = i0 − p+ 2, . . . , i0 − 1:
Rnl =
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n
α + C − Snl
=
∑
α∈∪i0−1k=l Bk
A(l,α)y
n−1
α +
∑
α∈Bi0
A(l,α)0.5
(
yn−1
α− + y
n−1
α
)
+
∑
α∈∪l+p−1k=i0+1Bk
A(l,α)y
n−1
α− + C − Sn−1l
=
∑
α∈∪i0−1k=l Bk
A(l,α)y
n−1
α +
∑
α∈Bi0
A(l,α)0.5
(
yn−1
α− + y
n−1
α
)
+
∑
α∈∪l+p−1k=i0+1Bk
A(l,α)y
n−1
α− + C −
 ∑
α∈∪l+p−1k=l Bk
A(l,α)y
n−1
α + C −Rn−1l

=
∑
α∈Bi0
A(l,α)0.5
(
yn−1
α− − yn−1α
)
+
∑
α∈∪l+p−1k=i0+1Bk
A(l,α)
(
yn−1
α− − yn−1α
)
+Rn−1l .
Case 5. l = i0 − p+ 1:
Rnl =
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n
α + C − Snl
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=
∑
α∈∪i0−1k=l Bk
A(l,α)y
n−1
α +
∑
α∈Bi0
A(l,α)0.5
(
yn−1
α− + y
n−1
α
)
+ C − Sn−1l
=
∑
α∈∪i0−1k=l Bk
A(l,α)y
n−1
α +
∑
α∈Bi0
A(l,α)0.5
(
yn−1
α− + y
n−1
α
)
+ C −
 ∑
α∈∪l+p−1k=l Bk
A(l,α)y
n−1
α + C −Rn−1l

=
∑
α∈Bi0
A(l,α)0.5
(
yn−1
α− − yn−1α
)
+Rn−1l .
Theorem 3.2. Let
(
yn−1, Sn−1
)
be feasible points for the coarse primal problem (3.9)
for t = 1. If yn = Py,i0(y
n−1), Sn = PS,i0
(
Sn−1
)
are defined according to equations
(3.14) and (3.15) for some 2 ≤ i0 ≤ n− p− 1, then
(a) Snl  0, for l = 1, 2, . . . , n− p+ 1.
(b) The residual matrix Rnl defined in Equation (3.11) for (y
n, Sn) is bounded by
‖Rnl ‖ ≤

0, if l ≤ i0 − p or l ≥ i0 + 1,
g(p, w)1, if i0 − p+ 1 ≤ l ≤ i0,
where 1 = max
{∣∣yn−1
α− − yn−1α
∣∣ }
α∈∪i0+p−1k=i0 Bk
.
Proof. (a) The point Sn−1 is feasible in the coarse relaxation and hence the coarse
matrices are positive semidefinite. Snl is positive semidefinite for l = 1, 2, . . . , n− p+ 1
because is a linear combination of the positive semidefinite coarse matrices Sn−1.
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(b) First note that Rn−1l = 0 for l = 1, 2, . . . , n−p because (yn−1, Sn−1) is a feasible
point for the coarse problem. Then, if |yn−1
α− − yn−1α | ≤ 1 for α ∈ ∪i0+p−1k=i0 Bk, using
Lemma 3.4 (c) with zα = y
n−1
α− − yn−1α and ζ = 1, and the results of Theorem 3.1, we
can conclude that the norm of Rnl is either zero or smaller than g(p, w)1.
We note that if 1 → 0 then ‖Rnl ‖ → 0. We also note that 1 is easy to calculate
from coarse information only.
The second primal prolongation operator follows directly the ideas of multigrid
theory (see for example Briggs et al., 2000). The operator uses a non-linear approach
to calculate the final prolongation variable. This is an important difference with respect
to the linear operator (3.14). We denote the non-linear primal prolongation operator
for the variable yn−1 as PNLy,i0 , where i0 is a positive integer such that 2 ≤ i0 ≤ n−2. Let
ej ∈ Rn−1 is a unit vector with 1 in position j, then if yn = {ynα}α∈Fn = PNLy,i0 (yn−1),
the non-linear prolongation from level n− 1 to level n is calculated as
ynα =
(
yne1
)α1 (yne2)α2 . . . (ynen)αn ,α ∈ Fn, (3.18)
where
ynei =

yn−1ei , if i = 1, 2, . . . , i0 − 1,
1
2
(
yn−1ei0−1 + y
n−1
ei0
)
, if i = i0,
yn−1ei−1 , if i = i0 + 1, i0 + 2, . . . , n.
(3.19)
To understand the intuition behind this definition, consider the original fine and
coarse POPs. In the polynomial space, Fn is a polynomial function with n variables,
65
one more than Fn−1. Given a (n − 1)-dimensional vector, it is possible to construct
a n-dimensional vector x = [x1, x2, . . . , xn]
> by a simple interpolation. Then, we can
calculate all the monomials xα of degree no larger than 2d by using the n-dimensional
vector, i.e., setting xα = xα11 x
α2
2 . . . x
αn
n . The non-linear operator uses this intuition
by repeating the previous method, but using the variables yn−1α with ‖α‖ = 1 at the
coarse level as the (n− 1)-dimensional vector.
A property of this operator is that independent if the point yn−1 is feasible or not
in the coarse level, it is possible to construct feasible prolongated points.
Lemma 3.6. Let z ∈ Rn. If ynα = zα11 zα22 . . . zαnn for α ∈ Fn, then for any w ∈ N the
moment matrix MΦlw (y
n) is positive semidefinite for l = 1, 2, . . . , n− p+ 1.
Proof. Let M : Rn 7→ Sg(p,w) be the function defined by M(x) = u(x,AΦlw )>u(x,AΦlw ).
Note that for all x ∈ Rn, M(x)  0. By construction of ynα, we can deduce that
M(z) = MΦlw (y
n) and therefore the moment matrix is positive semidefinite.
Theorem 3.3. Let yn−1 be a primal (not necessarily feasible) coarse point for problem
(3.9) for t = 1. If yn = PNLy,i0 (y
n−1) is defined according to Equation (3.18) for some
2 ≤ i0 ≤ n− 2, and
Snl =
∑
α∈Fn
A(l,α)y
n
α + C, l = 1, 2, . . . , n− p+ 1,
then the point (yn, Sn) is feasible for Problem (3.9) for t = 0.
Proof. This is just a consequence of Lemma 3.6, by noticing that by construction of
A(l,α) and C (see problems (3.4) and (3.5)), we have that
∑
α∈Fn A(l,α)y
n
α + C =
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MΦlw (y
n) (l = 1, 2, . . . , n− p+ 1).
3.4.2 Dual Prolongation Operators
We now turn our attention to the relationship between the coarse and fine dual vari-
ables. As the fine dual relaxation contains one more matrix variable than the coarse
relaxation, the operator works in the same fashion as PS,i0 for the primal case (i.e.,
the additional matrix is calculated as an average of the coarse matrices). We perform
a similar analysis as in the primal case.
Let PX,j0 : {Sg(p,w)}n−p 7→ {Sg(p,w)}n−p+1 be the prolongation operator for the
variable Xn−1. As in the case of the primal operators, the dual prolongation will
depend on an integer j0, which allows us to define different operators. If X
n =
(Xn1 , X
n
2 , . . . , X
n
n−p+1) = PX,j0
(
Xn−1
)
, this operator is defined as
Xnl =

Xn−1l , if l ∈ {1, 2, . . . , j0 − 1},
0.5
(
Xn−1l−1 +X
n−1
l
)
, if l = j0,
Xn−1l−1 , if l ∈ {j0 + 1, j0 + 2 . . . , n− p+ 1},
(3.20)
where n1 + p + 1 ≤ j0 ≤ n2 − 2. The feasibility of the dual prolongation is proven
below.
Theorem 3.4. Let Xn−1 be a point (not necessarily feasible) for the coarse dual prob-
lem (3.10) for t = 1. If Xn = PX,j0(X
n−1) is defined according to Equation (3.20) for
some n1 + p+ 1 ≤ j0 ≤ n2 − 2, then
- If α ∈ Bl for l = 1, 2, . . . , j0 − 1, then rnα = rn−1α .
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- If α ∈ Bl for l = n2, n2 + 1, . . . , n, then rnα = rn−1α− .
- If α ∈ Bl for l = min{j0 +p−1, n2−1}+1, j0 +p+1, . . . , n2−1, then rnα = rn−1α− .
- If α ∈ Bl for l = j0 + 1, . . . ,min{j0 + p− 1, n2 − 1}, then
rnα =
〈
A(j0,α), 0.5
(
Xn−1j0−1 −Xn−1j0
)〉
+
l∑
k=j0+1
〈
A(k,α), X
n−1
k−1 −Xn−1k
〉
+ rn−1α .
- If α ∈ Bl for l = j0, then rnα =
〈
A(j0,α), 0.5
(
Xn−1j0−1 −Xn−1j0
)〉
+ rn−1α .
Where rnα and r
n−1
α are the residuals defined in Equation (3.12) for X
n and Xn−1
respectively.
Proof. We will make use of the following facts. If α ∈ Bl then a consequence of
Item (b) in Lemma 3.4 is,
n−t−p+1∑
k=1
〈
A(k,α), X
n−t
k
〉
=
l∑
k=l−p+1
〈
A(k,α), X
n−t
k
〉
. (3.21)
When the variable bn−1α appears it will be replaced according to the residual equa-
tion (3.12) for i = n− 1, and the variable Xnl will be replaced by the operator (3.20).
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Case 1. α ∈ Bl for l = 1, 2, . . . , j0 − 1:
rnα =
l∑
k=l−p+1
〈
A(k,α), X
n
k
〉− bnα
=
l∑
k=l−p+1
〈
A(k,α), X
n−1
k
〉− bn−1α
=
l∑
k=l−p+1
〈
A(k,α), X
n−1
k
〉− l∑
k=l−p+1
〈
A(k,α), X
n−1
k
〉
+ rn−1α
= rn−1α ,
where bnα was replaced by b
n−1
α using Lemma 3.5 (a) with t = 0 (note that we can use
Lemma 3.5 because αl > 0 by the definition of Bl).
Case 2. α ∈ Bl for l = n2, n2 + 1, . . . , n:
rnα =
l∑
k=l−p+1
〈
A(k,α), X
n
k
〉− bnα
=
l∑
k=l−p+1
〈
A(k,α), X
n−1
k−1
〉− bn−1
α−
=
l∑
k=l−p+1
〈
A(k,α), X
n−1
k−1
〉− l−1∑
k=l−p
〈
A(k,α−), X
n−1
k
〉
+ rn−1
α−
=
l∑
k=l−p+1
〈
A(k,α), X
n−1
k−1
〉− l∑
k=l−p+1
〈
A(k−1,α−), X
n−1
k−1
〉
+ rn−1
α−
=
l∑
k=l−p+1
〈
A(k,α), X
n−1
k−1
〉− l∑
k=l−p+1
〈
A(k,α), X
n−1
k−1
〉
+ rn−1
α−
= rn−1
α− ,
where we used Lemma 3.5 (b) with t = 0 to replace bnα for b
n−1
α− , and Lemma 3.4 (a)
to replace A(k−1,α−) for A(k,α) in the last equation.
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Case 3. α ∈ Bl for l = min{j0 + p− 1, n2 − 1}+ 1, j0 + p+ 1, . . . , n2 − 1:
rnα =
l∑
k=l−p+1
〈
A(k,α), X
n
k
〉− bnα
=
l∑
k=l−p+1
〈
A(k,α), X
n−1
k−1
〉− bn−1α
=
l∑
k=l−p+1
〈
A(k,α), X
n−1
k−1
〉− bn−1
α−
=
l∑
k=l−p+1
〈
A(k,α), X
n−1
k−1
〉− l−1∑
k=l−p
〈
A(k,α−), X
n−1
k
〉
+ rn−1
α−
=
l∑
k=l−p+1
〈
A(k,α), X
n−1
k−1
〉− l∑
k=l−p+1
〈
A(k−1,α−), X
n−1
k−1
〉
+ rn−1
α−
=
l∑
k=l−p+1
〈
A(k,α), X
n−1
k−1
〉− l∑
k=l−p+1
〈
A(k,α), X
n−1
k−1
〉
+ rn−1
α−
= rn−1
α− ,
where we used the fact that bnα = b
n−1
α (Lemma 3.5 (a) with t = 1) and b
n−1
α = b
n−1
α−
(Lemma 3.5 (c) with t = 1).
Case 4. α ∈ Bl for l = j0 + 1, . . . ,min{j0 + p− 1, n2 − 1}:
rnα =
l∑
k=l−p+1
〈
A(k,α), X
n
k
〉− bnα
=
j0−1∑
k=l−p+1
〈
A(k,α), X
n−1
k
〉
+
j0∑
k=j0
〈
A(k,α), 0.5
(
Xn−1k−1 +X
n−1
k
)〉
l∑
k=j0+1
〈
A(k,α), X
n−1
k−1
〉− bn−1α
=
j0−1∑
k=l−p+1
〈
A(k,α), X
n−1
k
〉
+
j0∑
k=j0
〈
A(k,α), 0.5
(
Xn−1k−1 +X
n−1
k
)〉
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l∑
k=j0+1
〈
A(k,α), X
n−1
k−1
〉−
 l∑
k=l−p+1
〈
A(k,α), X
n−1
k
〉− rn−1α

=
〈
A(j0,α), 0.5
(
Xn−1j0−1 −Xn−1j0
)〉
+
l∑
k=j0+1
〈
A(k,α), X
n−1
k−1 −Xn−1k
〉
+ rn−1α ,
where Lemma 3.5 (a) is used with t = 1 to replace bnα for b
n−1
α .
Case 5. α ∈ Bl for l = j0:
rnα =
l∑
k=l−p+1
〈
A(k,α), X
n
k
〉− bnα
=
j0−1∑
k=l−p+1
〈
A(k,α), X
n−1
k
〉
+
j0∑
k=j0
〈
A(k,α), 0.5
(
Xn−1k−1 +X
n−1
k
)〉− bn−1α
=
j0−1∑
k=l−p+1
〈
A(k,α), X
n−1
k
〉
+
j0∑
k=j0
〈
A(k,α), 0.5
(
Xn−1k−1 +X
n−1
k
)〉
−
 l∑
k=l−p+1
〈
A(k,α), X
n−1
k
〉− rn−1α

=
〈
A(j0,α), 0.5
(
Xn−1j0−1 −Xn−1j0
)〉
+ rn−1α ,
where once again Lemma 3.5 (a) is used with t = 1 to replace bnα for b
n−1
α .
Note that case 3 might not be needed for all problems. For example if n = 5,
n1 = 1, n2 = 4, p = 2 and j0 = 3.
Theorem 3.5. Let Xn−1 be a feasible point for the coarse dual problem (3.10) for
t = 1. If Xn = PX,j0
(
Xn−1
)
is defined according to Equation (3.20) for some n1 +
p+ 1 ≤ j0 ≤ n2 − 2, then
(a) Xnl  0, for l = 1, 2, . . . , n− p+ 1.
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(b) The residual rnα defined in Equation (3.12) is bounded for any α ∈ Fn by
|rnα| ≤

0, if α ∈ Bl, and l ≤ j0 − 1 or l ≥ j0 + p,
g(p, w)p2, if α ∈ Bl, and j0 ≤ l ≤ j0 + p− 1,
where 2 = max
{∥∥Xn−1l−1 −Xn−1l ∥∥}j0+p−1l=j0 .
Proof. (a) As in the primal case, the matrices in PX,j0
(
Xn−1
)
are positive semidefinite
because they are a linear combination of positive semidefinite matrices (Xn−1 is feasible
for the coarse dual relaxation).
(b) Given that Xn−1 is feasible, we know that rn−1α = 0 for all α ∈ Fn−1. Then, we
just need to find an upper bound of the constraints that are not equal to zero according
to Theorem 3.4 (case 4 and 5). Let Zk ∈ Rg(p,w)×g(p,w) be such that ‖Zk‖ ≤ .
Note that A(k,α) is a matrix of zeros and ones with at most g(p, w)
2 − 1 elements
different to zero and therefore ‖A(k,α)‖ ≤ g(p, w). Then, using the triangle and the
Cauchy-Bunyakovskii-Schwarz inequalities, we observe that for any m1,m2 ∈ N with
1 ≤ m1 ≤ m2 ≤ n− p+ 1,
∣∣∣∣∣∣
m2∑
k=m1
〈
A(k,α), Zk
〉∣∣∣∣∣∣ ≤
m2∑
k=m1
∣∣〈A(k,α), Zk〉∣∣
≤
m2∑
k=m1
‖A(k,α)‖‖Zk‖
≤ (m2 −m1 + 1)g(p, w).
Note that for the cases where the constraints are not zero in Theorem 3.4, the
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number of terms in the summation does not exceed p (in case 4 if l = min{j0+p−1, n2−
1} = j0 + p− 1 we have m1 = j0 and m2 = j0 + p− 1). Then, if
∥∥Xn−1k−1 −Xn−1k ∥∥ ≤ 2
for l = j0, j0 + 1, . . . , j0 + p− 1 and α ∈ Fn, using the previous inequality with  = 1
and Zk = X
n−1
k−1 −Xn−1k , we can see that the constraints that are not zero are less than
g(p, w)p2.
As in the primal case, we note that if 2 → 0 then |rnα| → 0, and 2 is easy to
calculate from coarse information only.
Note that the primal prolongations were defined for some i0 (with 2 ≤ i0 ≤ n−p−1),
and the dual prolongation for some j0 (with n1+p+1 ≤ j0 ≤ n2−2), but these numbers
do not need to be the same. The constant j0 for the dual prolongation has to be selected
from a bounded set that depends on the variables n1 and n2 but i0 does not. This is
due to the fact that the constraints of the primal relaxation depend only on the sets
Φl (which do not depend on any particular value of n1 or n2), while the constraints of
dual relaxation depend directly on the coefficients of Fn, which given the structure of
Problem (3.1), are a function of n1 and n2.
3.4.3 Duality gap of one level prolongated variables
In this section we characterize the duality gap after using the linear prolongation to
prolongate any feasible coarse point. Unfortunately, it is not possible to provide a
similar result for the non-linear operator. The major difficulty comes from the fact the
prolongated primal variables Sn only contain partial information of the coarse variables
Sn−1 (remember that when the non-linear operator is used, only the variables yn−1α
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with ‖α‖ = 1 are used to construct all the primal variables). Therefore, all information
concerning the coarse duality gap is lost.
We first prove the following result.
Lemma 3.7. Let
(
yn−1, Sn−1
)
be feasible points for the coarse primal problem (3.9)
for t = 1. If for any k ∈ {l, l+1, . . . , l+p−1}, ∣∣yn−1
α− − yn−1α
∣∣ ≤ ζ for all α ∈ Bk, then
∥∥Sn−1l−1 − Sn−1l ∥∥ ≤ g(p, w)ζ. (3.22)
Proof. Using the constraints in Problem (3.9) for t = 1, and properties (e) for l and
(d) in Lemma 3.4, we can deduce that,
Sn−1l−1 − Sn−1l =
∑
α∈∪l+p−2k=l−1Bk
A(l−1,α)yn−1α −
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n−1
α
=
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n−1
α− −
∑
α∈∪l+p−1k=l Bk
A(l,α)y
n−1
α
=
∑
α∈∪l+p−1k=l Bk
A(l,α)
(
yn−1
α− − yn−1α
)
.
Using Lemma 3.4(c) with H = ∪l+p−1k=l Bk and zα = yn−1α− − yn−1α , we conclude that∥∥Sn−1l−1 − Sn−1l ∥∥ ≤ g(p, w)ζ.
Using the linear operators we can bound the duality gap according to the next
theorem.
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Theorem 3.6. Let
(
yn−1, Sn−1, Xn−1
)
be feasible points for the coarse primal and
dual problems (3.9) and (3.10) respectively for t = 1, and yn = Py,i0
(
yn−1
)
, Sn =
PS,i0
(
Sn−1
)
, Xn = PX,j0
(
Xn−1
)
, be prolongated variables using equations (3.14),
(3.15) and (3.20) for some n1 + p + 1 ≤ i0 ≤ n2 − 2 and 2 ≤ j0 ≤ n − p − 1. If
µ =
∑n−p
k=1
〈
Xn−1k , S
n−1
k
〉
/(n− p)g(p, w), then
(a) If i0 6= j0, then
n−p+1∑
k=1
〈Xnk , Snk 〉 ≤ 2µ(n− p)g(p, w)
+ max
{∣∣yn−1
α− − yn−1α
∣∣}
α∈Fn−1
max{i0,j0}∑
k=min{i0,j0}
∥∥Xn−1k ∥∥ .
(3.23)
(b) If i0 = j0 then
n−p+1∑
k=1
〈Xnk , Snk 〉 ≤ 2µ(n− p)g(p, w) + g(p, w)12, (3.24)
where 1, 2 are defined in Theorem 3.2 and Theorem 3.5 respectively.
Proof. Let ∆Sn−1k = S
n−1
k−1 − Sn−1k and ∆Xn−1k = Xn−1k−1 −Xn−1k .
(a) Assume that i0 < j0. Replacing S
n and Xn by the prolongated variables, and
using the fact that
〈
Xn−1k , S
n−1
k
〉 ≤ µ(n− p)g(p, w) for k = 1, 2, . . . , n− p, we obtain
n−p+1∑
k=1
〈Xnk , Snk 〉 =
i0−1∑
k=1
〈
Xn−1k , S
n−1
k
〉
+
〈
Xn−1i0 , 0.5(S
n−1
i0−1 + S
n−1
i0
)
〉
+
j0−1∑
k=i0+1
〈
Xn−1k , S
n−1
k−1
〉
+
〈
0.5(Xn−1j0−1 +X
n−1
j0
), Sn−1j0−1
〉
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+n−p+1∑
k=j0+1
〈
Xn−1k−1 , S
n−1
k−1
〉
= µ(n− p)g(p, w) + 0.5
〈
Xn−1j0−1, S
n−1
j0−1
〉
+ 0.5
〈
Xn−1j0 , S
n−1
j0
〉
+
j0−1∑
k=i0+1
〈
Xn−1k ,∆S
n−1
k
〉
+ 0.5
(〈
Xn−1i0 ,∆S
n−1
i0
〉
+
〈
Xn−1j0 ,∆S
n−1
j0
〉)
≤ 2µ(n− p)g(p, w) +
∣∣∣∣∣∣
j0∑
k=i0
〈
Xn−1k ,∆S
n−1
k
〉∣∣∣∣∣∣
≤ 2µ(n− p)g(p, w) +
j0∑
k=i0
∥∥Xn−1k ∥∥∥∥∆Sn−1k ∥∥
≤ 2µ(n− p)g(p, w) +
j0∑
k=i0
∥∥Xn−1k ∥∥{∣∣yn−1α− − yn−1α ∣∣}α∈Fn−1 ,
where we used Lemma 3.7 with ζ = max
{∣∣yn−1
α− − yn−1α
∣∣}
α∈Fn−1 to bound ∆S
n−1
k , and
the Cauchy-Bunyakovskii-Schwarz inequality to bound
∣∣〈Xn−1k ,∆Sn−1k 〉∣∣ by ∥∥Xn−1k ∥∥∥∥∆Sn−1k ∥∥.
A similar procedure can be used if j0 < i0.
(b) Replacing Xn by PX,j0
(
Xn−1
)
and Sn by PS,i0
(
Sn−1
)
, we obtain
n−p+1∑
k=1
〈Xnk , Snk 〉 =
i0−1∑
k=1
〈
Xn−1k , S
n−1
k
〉
+
n−p+1∑
k=i0+1
〈
Xn−1k−1 , S
n−1
k−1
〉
+
i0∑
k=i0
〈
0.5
(
Xn−1k−1 +X
n−1
k
)
, 0.5
(
Sn−1k−1 + S
n−1
k
)〉
=
n−p∑
k=1
〈
Xn−1k , S
n−1
k
〉
+ 0.5
(〈
Xn−1i0 , S
n−1
i0
〉
+
〈
Xn−1i0−1, S
n−1
i0−1
〉)
− 0.25 〈∆Xi0 ,∆Si0〉
≤ 2µ(n− p)g(p, w) + |〈∆Xi0 ,∆Si0〉|
≤ 2µ(n− p)g(p, w) + g(p, w)12.
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To obtain the last inequality, first note that according to Lemma 3.7 and the defini-
tion of 1 in Theorem 3.2, we can bound ‖∆Si0‖ =
∥∥Sn−1i0−1 − Sn−1i0 ∥∥ ≤ g(p, w)1. Simi-
larly, the conditions of part (b) of Theorem 3.5 allow us to bound ‖Xn−1i0−1−Xn−1i0 ‖ ≤ 2.
Finally, we used the Cauchy-Bunyakovskii-Schwarz inequality to bound |〈∆Xi0 ,∆Si0〉|
by g(p, w)12.
It is important to remark that the previous inequalities may be too lose to be useful
for all problems. However, they provide a good intuition for the kind of polynomial
problems where the operators may be useful (see Section 3.6).
3.4.4 Exploiting Multigrid Structure in Infeasible Interior Point Meth-
ods (IPM)
The complexity (in terms of number of iterations) of Infeasible IPMs depends on the
feasibility of the initial points and the associated duality gap. We explore this property
of IPMs when the linear operators Py,i0 , PS,i0 and PX,j0 are used with i0 = j0 (see
equations (3.14), (3.15) and (3.20)). In light of the results of Theorems 3.2, 3.5 and 3.6
(b), it is reasonable to expect that if a solution of the coarse level is prolongated and
used as an initial point to solve the fine level model using an Infeasible IPM, then
the complexity will depend again on the variables 1 and 2 defined in Theorems 3.2
and 3.5, and duality gap of the coarse solution. In this section we will use the results
for the algorithm proposed in Potra and Sheng, 1998 to show that its complexity can be
improved as long as the values of 1, 2 and the coarse duality gap are small. Thus the
proposed approach is reminiscent of one-way multigrid methods, i.e., we start at the
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bottom with the coarsest model, and use the solution of the coarse model to initialize
the solution of the model one level up. Our results in the next section will show that
this approach can yield significant benefits.
If the infeasible IPM proposed in Potra and Sheng, 1998 is used to solve the SDP
relaxation at level t = 0 with feasible or near feasible starting points
(
yn,0, Sn,0, Xn,0
) ∈
N (γ, τ0), then it will terminate in at most O(√N ln(0/)) iterations (see Theorem
3.7 in Potra and Sheng, 1998), where  is the user specified solution accuracy, N =
g(p, w)(n− p+ 1), and
0 , max

n−p+1∑
k=1
〈
Xn,0k , S
n,0
k
〉
,
(
n−p+1∑
l=1
∥∥∥Rn,0l ∥∥∥2
)1/2
,
{∣∣rn,0α ∣∣}α∈Fn
 , (3.25)
N (γ, τ0) ,
{
(yn, Sn, Xn) : Sn  0, Xn  0, ρ(Xn, Sn, τ0)1/2 ≤ γτ0
}
, (3.26)
ρ(Xn, Sn, τ0) ,
n−p+1∑
k=1
g(p,w)∑
i=1
(
λi (X
n
k S
n
k )− τ0
)2
, (3.27)
with 0 < γ < 1, τ0 = 1N
∑n−p+1
k=1
〈
Xn,0k , S
n,0
k
〉
.
Let
(
yn−1, Sn−1, Xn−1
)
be a feasible point for the coarse problem, and use equations
(3.14) ,(3.15) and (3.20) with i0 = j0 to calculate the fine level point
(
yn,0, Sn,0, Xn,0
)
as
yn,0 = Py(y
n−1), Sn,0 = PS(Sn−1) and Xn,0 = PX(Xn−1). Then using Theorems 3.2,
3.5 and 3.6 (b), and setting µ =
∑n−p
k=1
〈
Xn−1k , S
n−1
k
〉
/((n− p)g(p, w)), we can see that
0 ≤ max
{
2(N − g(p, w))µ+ g(p, w)12, g(p, w)p1/21, g(p, w)p2
}
. (3.28)
If
(
yn,0, Sn,0, Xn,0
) ∈ N (γ, τ0), the previous inequality shows how smaller values of
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µ, 1 and 2 can reduce the maximum number of iterations needed to achieve a solution
with tolerance equal to  (smaller values of µ will be expected if the initial coarse point
is close to the coarse solution). Although it is not possible to guarantee that any
prolongated solution of the coarse level will belong to N (γ, τ0) for some γ ∈ (0, 1),
the next result shows that if 1 and 2 are small enough, and the coarse point is close
to the infeasible central path of the coarse relaxation (i.e., close to the set of points
{Xn−1k , Sn−1k }n−pk=1 such that Xn−1k Sn−1k = µI), then
(
yn,0, Sn,0, Xn,0
) ∈ N (γ, τ0).
Theorem 3.7. Under the assumptions of Theorem 3.6 (b), if Xn−1k  0 and Sn−1k  0
(k = 1, 2, . . . , n− p), and µ > 0, then τ0 > 0 and ρ(Xn,0, Sn,0, τ0)1/2 ≤ w112 +w2µ,
where µ = max{‖Xn−1k Sn−1k − µI‖}n−pk=1 , and w1, w2 < ∞ are constants that only
depend on the parameters n, p, and the order of the relaxation w.
Proof. Using
∑n−p
k=1
〈
Xn−1k , S
n−1
k
〉
= (N − g(p, w))µ, and replacing Sn,0 and Xn,0 by
the prolongated coarse solutions, we obtain
τ0 =
1
N
(
(N − g(p, w))µ+
〈
Xn,0i0 , S
n,0
i0
〉)
. (3.29)
Note that λi(X
n,0
i0
Sn,0i0 ) > 0 for all i because X
n,0
i0
and Sn,0i0 are positive defi-
nite (see Corollary 7.6.2 in Horn and Johnson, 2012), and therefore,
〈
Xn,0i0 , S
n,0
i0
〉
=
Tr(Xn,0i0 S
n,0
i0
) =
∑
i λi(X
n,0
i0
Sn,0i0 ) > 0. From this follows that τ
0 > 1N (N − g(p, w))µ >
0.
To prove the bound for ρ(Xn,0, Sn,0, τ0), first note that if Qk = X
n,0
k S
n,0
k −µI, then
‖Qk‖ ≤ µ for any k 6= i0. If k = i0, replacing Xn,0i0 and S
n,0
i0
by the prolongated coarse
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points we can write Qi0 = 0.5(Qi0+1 +Qi0−1)−0.25(Xn−1i0−1−Xn−1i0 )(Sn−1i0−1−Sn−1i0 ) and
therefore ‖Qi0‖ ≤ µ + g(p, w)12 (here we used the fact that under the assumptions
of Theorem 3.6 (b) ‖Sn−1i0−1 − Sn−1i0 ‖ ≤ g(p, w)1 and ‖Xn−1i0−1 − Xn−1i0 ‖ ≤ 2). Also,
using the Bauer-Fike Theorem (see Theorem 6.3.2 in Horn and Johnson, 2012) we can
deduce that
|λi(Xn,0k Sn,0k )− τ0| = |λi(µI +Qk)− µ+ (µ− τ0)| ≤ g(p, w)‖Qk‖+ |µ− τ0|. (3.30)
Let g = g(p, w). Using Equation (3.30) and the bounds for ‖Qk‖, we have
ρ(Xn,0, Sn,0, τ0) =
n−p+1∑
k=1
g∑
i=1
(
λi
(
Xn,0k S
n,0
k
)
− τ0
)2
≤
n−p+1∑
k=1
g∑
i=1
(
g‖Qk‖+ |µ− τ0|
)2
≤
n−p∑
k=1
g∑
i=1
(
gµ + |µ− τ0|
)2
+
i0∑
k=i0
g∑
i=1
(
g(µ + g12) + |µ− τ0|
)2
= (n− p)g (gµ + |µ− τ0|)2 + g (g(µ + g12) + |µ− τ0|)2
≤ (n− p+ 1)g (g(µ + g12) + |µ− τ0|)2
= N
(
g(µ + g12) +
1
N
|Tr(Qi0)|
)2
≤ N
(
g(µ + g12) +
1
N
(g(µ + g12))
)2
= (w112 + w2µ)
2 ,
where w1 =
N+1
N1/2
g2, w2 =
N+1
N1/2
g, and Equation (3.29) was used to replace µ − τ0 by
Tr(Qi0).
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3.5 Operators for multiple levels of SDP relaxations
When the POP is large, it might not be efficient to use the n−1 SDP relaxation to solve
the n level. For example, it could be faster to use the information of a coarser relaxation
(e.g., n/2). We conclude this chapter by explaining how the one level operators can
be used to prolongate variables across more than one level.
In Section 3.4 we discussed how the prolongation operators can be defined for a
single level, i.e., t = 1. If t > 1 in the relaxation of the coarse problem (3.8), we
can prolongate points in the coarse level space n − t into level n by using t times
the one level operators. In order to allow for t > 1 we start by selecting i0 ∈
{n1 + p+ 1, n1 + p+ 2, . . . , n2 − t− 1} and use it to define the prolongation operators
applied to the points (yn−t, Sn−t), and j0 ∈ {2, 3, . . . , n− t−p} for the prolongation of
Xn−t to obtain the points one level up: (yn−t+1, Sn−t+1, Xn−t+1). Then the process is
repeated for the points at level n−t+1 by selecting i0 ∈ {n1+p+1, n1+p+2, . . . , n2−t},
j0 ∈ {2, 3, . . . , n− t− p+ 1} for the prolongation of (yn−t+1, Sn−t+1) and Xn−t respec-
tively, and so on until level n is reached.
Note that all the theoretical results derived in Section 3.4 apply for these operators.
We describe the multilevel prolongation method in Algorithm 4.
3.6 Summary of results and discussion
All the bounds calculated in the previous sections depend on the difference of consecu-
tive variables in the primal and dual SDP relaxations (see Theorems 3.2, 3.5 and 3.6).
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Algorithm 4 Prolongation of coarse point at level n − t into level n using linear
prolongation operators.
Input: (yn−t, Sn−t, Xn−t).
Procedure:
- Set k = t.
while k ≥ 0 do
- Choose i0 from the set {2, 3, . . . , n− p− k}.
- Choose j0 from the set {n1 + p+ 1, n1 + p+ 2, . . . , n2 − k − 1}.
- Using equations (3.14), (3.15) (or Equation (3.18) for the non-linear primal
operator) and (3.20) with i0, j0, and replacing n by n− k + 1, set
yn−k+1 = Py,i0(y
n−k),
Sn−k+1 = PS,i0(S
n−k),
Xn−k+1 = PX,j0(X
n−k).
- Set k = k − 1.
end while
For example, it is straightforward to see that if the linear operators are used and the
aim is to obtain a feasible point (yn, Sn, Xn) for the fine problem, it would be enough
to have a feasible coarse point such that 1 and 2 in Theorems 3.2 and 3.5 are zero. We
use the results derived so far to formalize this idea. In particular, the next corollary
establishes conditions for a coarse point (yn−1, Sn−1, Xn−1) to provide a prolongated
point that is -optimal .
Corollary 3.2. Let (yn−1, Sn−1, Xn−1) be feasible points for the coarse primal and
dual problems (3.9) and (3.10) respectively (t = 1), and  ∈ R a non-negative scalar.
(a) If there exist i0, j0 ∈ N with 2 ≤ i0 ≤ n − p − 1 and n1 + p + 1 ≤ j0 ≤ n2 − 2,
such that
1 = max
{∣∣yn−1
α− − yn−1α
∣∣ }
α∈∪i0+p−1k=i0 Bk
≤ 
g(p, w)
,
2 = max
{∥∥Xn−1l−1 −Xn−1l ∥∥}j0+p−1l=j0 ≤ g(p, w)p,
(3.31)
then it is possible to prolongate the coarse variables using the linear operators
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defined in equations (3.14), (3.15) and (3.20), to obtain (yn, Sn, Xn) such that
|rnα| ≤  (α ∈ Fn) and ‖Rnl ‖ ≤  (l = 1, 2, . . . , n− p+ 1).
(b) If the non-linear operator defined in Equation (3.18) is used for the primal vari-
ables, then for l = 1, 2, . . . , n − p + 1 we have ‖Rnl ‖ = 0 independent of the
selection of i0.
(c) Let (yn−1, Sn−1, Xn−1) be optimal points with zero duality gap for the coarse
problems. If max{‖Xn−1l ‖}n−pl=1 ≤ L, and
max{|yn−1
α− − yn−1α |}α∈Fn−1 ≤ /L(|j − i|+ 1),
then
∑n−p+1
k=1 〈Xnk , Snk 〉 ≤ .
(d) Assume that (a) holds. If i0 = j0 and (y
n−1, Sn−1, Xn−1) are optimal points with
zero duality gap for the coarse problem, then
∑n−p+1
k=1 〈Xnk , Snk 〉 ≤ 2/(g(p, w)p).
According to the previous corollary, the operators defined can be useful for POPs
where the coarse level SDP relaxation has a solution (yn−1, Sn−1, Xn−1) such that
max
{∣∣yn−1
α− − yn−1α
∣∣ }
α∈Fn−1 and max
{∥∥Xn−1l−1 −Xn−1l ∥∥}j0+p−1l=j0 are small for some j0.
Consider a POP where the polynomial solution x? ∈ Rn−1 is such that the difference be-
tween two consecutive polynomial variables is small, i.e., max{|x?i−1−x?i |}n−1i=2 is small.
Then, we should expect that for every i = 2, 3, . . . , n−1, (x?i−1)α1(x?i )α2 . . . (x?i+p−2)αp ≈
(x?i )
α1(x?i+1)
α2 . . . (x?i+p−1)
αp . If the minimum of SDP primal relaxation is equal to the
global minimum of the POP, then the primal point y?α = (x
?)α provides an optimal
primal solution for the SDP relaxation, and y?α− ≈ y?α for all α ∈ Fn−1. Therefore,
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good POP candidates to be solved using the operators defined, are those with a poly-
nomial solution where the difference between any two consecutive polynomial variables
is small. These results also indicate that knowledge of the underlying structure of the
POP can be used to choose the integer i0 to define the primal operators. Assume
for example that it is known that the difference between the consecutive variables xi
and xi+1 in the polynomial solution of the coarse level is small. Furthermore, assume
that as n increases the difference between these variables decreases. Then, by choosing
i0 = i we should expect a good operator.
Polynomial problems where the variables represent discrete points of a continuous
functions, like when finite differences is used to solve differential equations or optimal
control problems, are then ideal candidates. In these problems, if convergence is as-
sumed, the difference between two consecutive points will tend to zero as the number
of points is increased.
However, even if the underlying structure of the POP is like the ones mentioned in
the last paragraph, there is no guarantee that there exists a j0 such that the difference
between the dual matrices is small. In the next chapter specific POPs will be imple-
mented, and the characteristics of the solutions of the SDP relaxations will be studied
in order to determine if there exists a j0 such that the dual operators are useful.
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CHAPTER
FOUR
APPLICATIONS AND NUMERICAL EXPERIMENTS
In this section we will use the one level operators defined in Chapter 3. The aim is
to evaluate the performance of the operators. We implement two types of tests. The
first set of experiments aims to illustrate how close a prolongated solution is from
optimality at the fine level. In the second set of experiments, we apply the operators
in a one-way multigrid fashion along with an infeasible interior point method to solve
the resulting problems. The aim of this second test is to compare a basic multigrid
method with a pure interior point algorithm
Two types of polynomial problems will be used. The first set comes from the use of
finite differences to solve polynomial differential equations (see for example chapter 11
in Burden and Faires, 2011). The basic idea is to approximate a continuous function by
discretizing its domain. The more points are used from the domain of the function, a
better approximation is expected (i.e., convergence to the continuous function). These
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characteristics matches with the characteristics for good POP candidates to use to use
the theory developed in the Chapter 3, as mentioned at the end of Section 3.6. The
second set of problems are the Generalized Rosenbrock function (Nash, 1984) and the
Broyden Tridiagonal function (More et al., 1981). These functions are two standard
test problems in global optimization. Although these polynomials do not inherit their
structure from an underlying continuous function, they follow the same structure of
the polynomial function Fn studied in this dissertation. Therefore, it is interesting to
see if it is possible to apply the operators to these kind of problems.
In this chapter we:
1. Study the solution of the SDP relaxations of the two sets of problems to determine
suitable values for the integers i0 and j0 that define the operators Py,i0 , PS,i0 , PX,j0
and PNLy,i0 . Using this information we will construct multilevel operators using
Algorithm 4.
2. Calculate optimality errors of the prolongated points at the fine level.
3. Use prolongated points at the fine level as initial points of an infeasible interior
point method (IPM) to solve the fine relaxation. We will use the IPM imple-
mented in SDPT3 (Toh et al., 2012). In particular, we will compare the efficiency
of SDPT3 when the prolongated point is used as initial point with the efficiency
when the initial point is generated by SDPT3. The efficiency is measured in two
ways: as the number of relaxations solved and the time spent to find the solution.
We will also compare the results with the algorithm implemented in SeDuMi
(Sturm, 1999).
86
4.1 Numerical and algorithmic issues
We use the package SparsePOP version 3.0 (Waki et al., 2008) which is an implemen-
tation of the algorithm in Waki et al., 2006 to generate the problems and the infeasible
IPM implemented in SDPT3 version 4.0 (Toh et al., 2012) and SeDuMi version 1.3
(Sturm, 1999), to solve the SDP relaxation. In order to obtain problems with a unique
solution we perturb every polynomial by adding a small linear term (see Section 2.2.4).
If 2d is the degree of Fn, then the order of each relaxation is taken as w = d for every
level. We also note that the SDP relaxations created using SparsePOP are the same as
the ones described in Section 3.2, in the sense that the cliques created by SparsePOP
are identical to the ones defined in Lemma 3.3.
To measure optimality conditions of a point (yi, Si, Xi) at level n = i, the infeasi-
bility and gaps are defined as follows,
• Primal Feasibility:
pfeas ,
∥∥(Ai)>(yi) + Ci − Si∥∥(
1 + ‖Ci‖) . (4.1)
• Dual Feasibility:
dfeas ,
∥∥Ai(Xi)− bi∥∥
(1 + ‖bi‖) . (4.2)
• Gap:
gap ,
∣∣〈Xi,Si〉∣∣
(1 + |(bi)>yi|+ ∣∣〈Ci,Xi〉∣∣) . (4.3)
Xi,Si,Ci ∈ RN×N are a block diagonal matrix of dimension N = (i − p + 1)g(p, w).
In the main diagonal the matrices Xi and Si contain the matrices Xi1, X
i
2, . . . , X
i
i−p+1
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and Si1, S
i
2, . . . , S
i
i−p+1 respectively, while C
i contains i − p + 1 times the matrix C.
bi = {biα}α∈Fi , and Ai : RN×N → R|F
i| is the linear operator such that
Ai(Xi) ,
(
i−p+1∑
l=1
〈
A(l,α), X
i
l
〉)
α∈Fi
, (4.4)
with adjoint (Ai)>. If  is the given tolerance level, then SDPT3 will stop when
pfeas, dfeas and gap are less than .
4.2 Set of problems
4.2.1 Non-linear differential equations (Two point Boundary Value
Problems)
The first set of models corresponds to a system of non-linear equations that arise when
a finite difference approach is used to solve non-linear differential equations. This type
of problems are also solved with a sparse SDP relaxation in Nie and Demmel, 2008.
The boundary value problem of finding a function x(t) such that if f(t, x(t), x′(t), x′′(t))
is a polynomial then
f
(
t, x(t), x′(t), x′′(t)
)
= 0, x(a) = xa, x(b) = xb, a ≤ t ≤ b,
can be solved numerically by uniformly discretizing the domain, using a central differ-
ence to approximate the derivatives of x(t) and then solving the following system of
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polynomial equations,
fk (tk, xk−1, xk, xk+1) = f
(
tk, xk,
xk+1 − xk−1
2h
,
xk−1 − 2xk + xk+1
h2
)
= 0,
where x0 = xa, xn+1 = xb, tk = a+hk, and h = (b−a)/(n+ 1) (k = 1, 2, . . . , n). This
system can be solved by minimizing the sum of the squares of the functions fk,
min
x∈Rn+2
n∑
k=1
f
(
tk, xk,
xk+1 − xk−1
2h
,
xk−1 − 2xk + xk+1
h2
)2
s.t. x0 = xa, xn=1 = xb.
For example, consider the following problem.
• x′′(t)− 2x(t)3 = 0, x(0) = 12 , x(1) = 13 (Nie and Demmel, 2008)
Fn(x) =
n∑
k=1
(
xk−1 − 2xk + xk+1 − 2h2x3k
)2
,
with x0 =
1
2 , xn+1 =
1
3 .
To formulate these problems as in Problem (3.1), the constraints for the first and
last variables are eliminated by introducing them into the objective function (see the
introduction in Chapter 3). Table 4.1 contains the 9 non-linear differential equations
considered, as well as the system of non-linear equations obtained after discretizing
the domain and use finite differences.
Remark 4.1. It is important to note that the functions Fn for the boundary value
problems do not follow exactly the structure of Problem (3.1). In particular, the func-
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Table 4.1: List of non-linear differential equations.
Original Problem System of non-linear equations
1. x′′ − 2x3 = 0,
x(0) = 12 , x(1) =
1
3 .
1
2 − 2x1 + x2 − 2h2x31 = 0,
xk−1 − 2xk + xk+1 − 2h2x3k = 0, k = 2, . . . , n− 1,
xn−1 − 2xn + 13 − 2h2x3n = 0.
2. x′′ + 12 (x+ t)
3 = 0,
x(0) = 0, x(1) = 0.
2x1 − x2 + 12h2(x1 + t1)3 = 0,
2xk − xk−1 − xk+1 + 12h2(xk + tk)3 = 0, k = 2, . . . , n− 1,
2xn − xn−1 + 12h2(xn + tn) = 0.
3. x′′ − 2x3 + 100 sin(t) = 0,
x(0) = 12 , x(1) =
1
3 .
1
2 − 2x1 + x2 − 2h2x31 + 100h2 sin(t1) = 0,
xk−1 − 2xk + xk+1 − 2h2x3k + 100h2 sin(tk) = 0, k = 2, 3, . . . , n− 1,
xn−1 − 2xn + 13 − 2h2x3n + 100h2 sin(tn) = 0.
4. x′′ +
(
1
7x
′)2 + 1 = 0,
x(0) = 0, x(1) = 0.
(
1
7
)2
x22 − 8x1 + 4x2 + 4h2 = 0,(
1
7
)2
(x2k+1 + x
2
k−1 − 2xk+1xk−1)
+4(xk−1 − 2xk + xk+1 + h2) = 0, k = 2, . . . , n− 1,(
1
7
)2
x2n−1 + 4xn−1 − 8xn + 4h2 = 0.
5. x′′ − 32x2 = 0,
x(0) = 4, x(1) = 1.
8− 4x1 + 2x2 − 3h2x21 = 0,
2xk−1 − 4xk + 2xk+1 − 3h2x2k = 0, k = 2, . . . , n− 1,
2 + 2xn−1 − 4xn − 3h2x2n = 0.
6. x′′ + x′x− x3 = 0,
x(1) = 12 , x(2) =
1
3 .
1− (4 + h2 )x1 + 2x2 + hx1x2 − 2h2x31 = 0,
2xk−1 − 4xk + 2xk+1 + hxkxk+1
−hxk−1xk − 2h2x3k = 0, k = 2, . . . , n− 1,
2
3 + 2xn−1 +
(
h
3 − 4
)
xn − hxn−1xn − 2h2x3n = 0.
7. x′′ −
(
32+2t3−x′x
8
)
= 0,
x(1) = 17, x(3) = 433 .
272− 32x1 − 17hx1 + 16x2 − 4h2(16 + t31) + hx1x2 = 0,
16xk−1 − 32xk + 16xk+1 − 4h2(16 + t3k)
+hxk+1xk − hxk−1xk = 0, k = 2, . . . , n− 1,
16xn−1 − 32xn + 6883 − 4h2(16 + t3n) + 433 hxn − hxn−1xn = 0.
8. x′′t2 − 2 = 0,
x(1) = 0, x(2) = 0.
−2x1 + x2 − 2
(
h
t1
)2
= 0,
xk−1 − 2xk + xk+1 − 2
(
h
tk
)2
= 0, k = 2, . . . , n− 1,
xn−1 − 2xn − 2
(
h
tn
)2
= 0.
9. 2x′′x+ (x′)2 = 0,
x(1) = 0, x(100) = 2.
−16x21 + 8x1x2 + x22 = 0,
8xk−1xk − 16x2k + 8xkxk+1 + x2k+1
−2xk−1xk+1 + x2k−1 = 0, k = 2, . . . , n− 1,
8xn−1xn − 16x2n + 16xn + 4− 4xn−1 + x2n−1 = 0.
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tions f0 in the second summation of Fn in Problem (3.1) are not equal from level to
level. For example, for level n (fine level) h = (b−a)/(n+1), but for level n−1 (coarse
level) h = (b− a)/((n− 1) + 1) = (b− a)/(n). However, as the size of the problem gets
larger the difference between the functions will tend to zero.
Remark 4.2. The solution for problem 9 is given by x(t) = 2(t − 1)2/3/(34/3112/3),
which has a singular point in the boundary, in particular, the derivatives of x(t) tend
to infinity as t tends to 1. For this reason, the finite difference scheme is not a good
approximation of the derivatives of the function underlying the differential equation for
problem 9. However, the resulting POP share the polynomial structure studied in this
chapter, and therefore it is interesting to see if the approaches proposed in the following
sections for the non-linear differential equations work on this problem.
4.2.2 Global Optimization
The second set of problems includes two classical test functions for global optimization
problems:
• Broyden Tridiagonal (More et al., 1981):
Fn(x) =
n−1∑
k=0
((3− 2xk+1)xk+1 − xk − 2xk+2 + 1)2,
x0 = xn+1 = 0.
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• Generalized Rosenbrock (Nash, 1984):
Fn(x) =
n−1∑
k=1
(
100(xk+1 − x2k)2 + (1− xk+1)2
)
.
Like in the non-linear differential equations, the constraints for the first and last
variables for the Broyden Tridiagonal are eliminated by introducing them into the
objective function. In this case, the functions fk in Problem (3.1) are:
f0(xk) = ((3− 2xk+1)xk+1 − xk − 2xk+2 + 1)2, k = 2, 3, . . . , n− 3,
f1(x1) = ((3− 2x1)x1 − 2x2 + 1)2 + ((3− 2x2)x2 − x2 − 2x3 + 1)2,
fn−2(xn−2) = ((3− 2xn−1)xn−1 − xn−2 − 2xn + 1)2 + ((3− 2xn)xn − xn−1 + 1)2.
4.3 Validation of conditions for useful prolongation oper-
ators.
To define the multilevel operators for the set of POPs applications considered in Sec-
tion 4.2 we will use the results for the one level operators. The goal is to gain insight
in the problems that allow us to select integers i0 and j0 such that the prolongated
points can be calculated.
Corollary 3.2 indicates that if the difference of certain variables in the coarse so-
lution is small then it is possible to construct a solution for the fine problem with
small infeasibility and duality gap. We use the SparsePOP package to solve the sparse
SDP relaxations for the minimization of the non-linear differential equations and the
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global optimization problems for n = 20, 40, 60, 80. For each solution (yn, Sn, Xn) the
following values are calculated,
eyi , max {|ynα− − ynα| }α∈∪i+p−1k=i Bk ,
eXi , max
{‖Xnl −Xnl−1‖}i+p−1l=i ,
for i = 2, 3, . . . , n− 2p+ 2.
Note that eyi and e
X
j correspond to the variables 1 and 2 in Corollary 3.2 (a) with
i0 = i and j0 = j.
The results for the primal variables are presented in Figure 4.1 and Figure 4.2.
The figures show a pattern that can be easily explained by observing the polynomial
solution extracted from the SDP relaxations. In the case of the global optimization
problems, the difference for the Broyden Tridiagonal and the Generalized Rosenbrock
is large for the first value of eyi but then decreases and stays at levels of 10
−6 and 10−7,
indicating that the difference between the primal variables
∣∣ynα− − ynα∣∣ is basically zero
(log10(e
y
i ) = −7). For example, the solution extracted for the Generalized Rosenbrock
is x1 ≈ −1 and xj ≈ 1 for j ≥ 2, and therefore xα1i . . . xαki+k−1 ≈ xα1i+1 . . . xαki+k for
any α ∈ supp(Fn) (remember that the primal variables yα replace the monomials xα
to obtain the SDP relaxation, then we expect them to behave in a similar way). As
indicated by Theorem 3.5, in this case we can define a prolongation following equations
(3.14) and (3.15) such that the prolongated variables in the fine level would have a
small infeasibility (for example for n = 80, ey40 < 10
−6 so we can define the operators
by selecting i0 = 40). The Broyden Tridiagonal has also an almost constant solution
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Figure 4.1: Logarithm of eyi =
{∣∣ynα− − ynα∣∣}α∈∪i+p−1
k=i
Bk
(i = 2, 3, . . . , n− 2p + 2) for global
optimization functions. Levels n = 20, 40, 60, 80.
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(a) Broyden Tridiagonal
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(b) Generalized Rosenbrock
for the polynomial variables xi for 3 ≤ i ≤ n− 3, and therefore a similar approach can
be used.
As discussed in the previous chapter (see Section 3.6), we expect the variable eyi
for the differential equations to have a predictable pattern. In particular, we ex-
pect a decrease in the levels of the variable as n increases because if the numerical
solution of the non-linear differential equation is converging, then the difference be-
tween consecutive variables in the polynomial space should go to zero and therefore
xα1i . . . x
αk
i+k−1 ≈ xα1i+1 . . . xαki+k. However, the primal variable yα (which represents the
monomial xα) does not follow this pattern in all the problems (more noticeable prob-
lem 4). The reason for this behavior is that although the solution of the POP is unique
after adding the linear term, the approximated solution of the SDP relaxation to the
required accuracy is not necessarily unique, and therefore, there could exist an ap-
proximate solution where the variables yα do not follow the behavior of the monomials
they represent. For example, the exact solution of the fourth differential equation
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Figure 4.2: Logarithm of eyi =
{∣∣ynα− − ynα∣∣ }α∈∪i+p−1
k=i
Bk
(i = 2, 3, . . . , n− 2p + 2) for the non-linear
differential equations. Levels n = 20, 40, 60, 80.
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(a) x′′ − 2x3 = 0, x(0) = 1
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, x(1) = 1
3
.
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(c)
x′′ − 2x3 + 100 sin(t) = 0, x(0) = 1
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Figure 4.2: (Continued) Logarithm of eyi =
{∣∣ynα− − ynα∣∣ }α∈∪i+p−1
k=i
Bk
(i = 2, 3, . . . , n− 2p + 2) for the
non-linear differential equations. Levels n = 20, 40, 60, 80.
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is x(t) = 49ln
(
cos((1/7)(t−0.5))
cos(1/14)
)
. When n = 20 the solution extracted from the SDP
relaxation is accurate to 10−6 (i.e.,
∑20
k=1 |x(tk) − xk| ≈ 10−6, where xk is the solu-
tion extracted from the SDP relaxation), which indicates that we are in fact finding a
solution of the differential equation. However, although the variable yα representing
the monomial x1 is equal to 0.0414, the variable yα representing x
4
1 is equal to 0.4838
which is many orders of magnitude different from 0.04144.
Also note that even for problems where eyi decreases as n increases, for the sizes
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Figure 4.3: Logarithm of eXi = max {‖Xnl −Xnl−1‖}i+p−1l=i (i = 2, 3, . . . , n− 2p + 2) for the global
optimization functions. Levels n = 20, 40, 60, 80.
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(b) Generalized Rosenbrock
considered in these experiments, many problems present large values of eyi . If the
linear primal operators are used, the primal fine prolongated points will have large
infeasibilities.
In Figures 4.3 and 4.4, we plot the logarithm for eXi for the differential equations
and the global test problems respectively. Both show a recurrent “u shape” pattern.
Also, it is interesting how the minimum of the sequence tends to decrease as n increases.
Given the “u shape” pattern, a good strategy in this case would be to select j0 in the
middle of the sequence (i.e., j0 = b(n− p+ 1)/2c).
4.4 Numerical experiments
4.4.1 Multiple levels operators
In Section 3.5 we discussed how the prolongation operators can be used to prolongate
for more than a single level. In essence, the idea is to use the single level operators t
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Figure 4.4: Logarithm of eXi = max {‖Xnl −Xnl−1‖}i+p−1l=i (i = 2, 3, . . . , n− 2p + 2) for the non-linear
differential equations. Levels n = 20, 40, 60, 80.
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Figure 4.4: (Continued) Logarithm of eXi = max {‖Xnl −Xnl−1‖}i+p−1l=i (i = 2, 3, . . . , n− 2p + 2) for the
non-linear differential equations. Levels n = 20, 40, 60, 80.
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consecutive times. The procedure is summarized in Algorithm 4. Using this process,
we now specify prolongation operators for more than one level. In the case of the dual
operator (3.20), Theorem 3.5 suggests that the selection of the integer j0 should be
done such that 2 is small. In Section 4.3, we found that for our problems, selecting
j0 = b(n− t− p+ 1)/2c (i.e., selecting the middle) returned small values for 2. From
this observation, our strategy consists in prolongating Xn−t using Equation (3.20)
t consecutive times setting j0 = b(n − t − p + 1)/2c for all the prolongations. If
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Xn = (Xn1 , X
n
2 , . . . , X
n
n+p−1) is obtained following the previous description, we can
write it as
Xnl =

Xn−tl , if l ∈ {1, 2, . . . , j0 − 1},
2t−1
2t X
n−t
j0−1 +
1
2tX
n−t
j0
, if l ∈ {j0, j0 + 1, . . . , j0 + t− 1},
Xn−tl−t , if l ∈ {j0 + t, . . . , n− p+ 1}.
(4.5)
For the primal variables we took two approaches. The first is a linear operator
similar to the one used for the dual variables. The prolongation for Sn−t follows the
same criteria as the one used for the dual variable using j0. The prolongated primal
variable yn is defined as
ynα =

yn−tα , if α ∈ Bl, and l ∈ {1, 2, . . . , i0 − 1},
2t−1
2t y
n−t
α− +
1
2t y
n−t
α , if α ∈ Bl, and l ∈ {i0, i0 + 1, . . . , i0 + t− 1},
yn−t
α−t , if α ∈ Bl, and l ∈ {i0 + t, i0 + t+ 1, . . . , n},
(4.6)
where i0 = j0 = b(n − t − p + 1)/2c. This approach is effective for the Broyden
Tridiagonal and Generalized Rosenbrock problems as explained in Section 4.3.
For the boundary value problems the use of the linear operators for the primal
coarse variables gave prolongated points at fine levels with large values for pfeas for
some of the problems. This is due to the fact that the difference between the variables
yα and yα− should be small for the linear operator to be useful (see Theorem 3.2
(b)). However, as explained in Section 4.3, this pattern was not present in many of
our problems. In this case, the non-linear operator presented better results. We will
100
generalized the one level non-linear algorithm by following directly the ideas of the
multigrid theory (see Briggs et al., 2000). Let ync be a point for the coarse level nc
of the primal relaxation of a non-linear differential equation with boundary conditions
x0 and xnc+1. If ej ∈ Rn is a unit vector with one in position j, then the non-linear
prolongation yn = PNLy (y
nc) from level nc to level n is calculated as
ynα =
(
yne1
)α1 (yne2)α2 . . . (ynen)αn ,α ∈ Fn, (4.7)
where,
ynei = y
nc
ej +
(
ynce(j+1) − yncej
)(
i
(
nc − 1
n− 1
)
− j
)
, if i
(
nc − 1
n− 1
)
∈ [j, j + 1],
with ynce0 = x0 and y
nc
enc+1
= xnc+1. The operator calculates the first moment fine
variables (ynei) by using a linear interpolation of the first moment coarse variables
(yncei ), and then calculates the rest of the moments in a non-linear way.
Note that this non-linear operator is just a generalization of the one level non-
linear operator defined in Section 3.4.1. In fact, if n = 2nc − 1, it is easy to ob-
tain the operator PNLy by using Algorithm 4 with the one level non-linear opera-
tor. As in the one level case, this operator gives feasible points for any ync in the
sense that
∑
α∈Fn A(l,α)[P
NL
y (y
nc)]α + C  0, for l = 1, 2, . . . n − p + 1. There-
fore there is no need to define an operator for the variable Snc , and hence we take
Snl =
∑
α∈Fn A(l,α)[P
NL
y (y
nc)]α + C.
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4.4.2 Quality of the prolongated points
In our first set of experiments we evaluate the performance of the prolongated solu-
tions in terms of feasibility and gaps in the fine level using SDPT3. For n = 1000
we prolongate the solutions found using SDPT3 of the coarse model n/2 (the SDPT3
tolerance was set to 10−7), and calculate feasibility and optimality measures of the
new points . Table 4.2 shows the results for the Broyden Tridiagonal and the Gener-
alized Rosenbrock functions using the linear operators (4.5) and (4.6). The first three
columns of each row contain the results when the prolongated variables are used in the
fine level n, the last three columns contain the information {pfeas, dfeas, gap} for the
coarse model (nc = n/2). In both problems the prolongated solutions give points with
infeasibility and duality gap no greater than 10−4 for n ≥ 500. We remark that the
results shown for these two problems imply a knowledge of the connection between the
polynomial fine and coarse solutions that allows the selection of the primal prolonga-
tion operators, but in general such connection is not known or may not exist. For this
reason multigrid approaches are used for problems like differential equations where a
convergence to a solution in the polynomial space is expected, and then a connection
between fine and coarse levels is known in advance.
The same exercise was done for boundary value problems but using the non-linear
operator (4.7) and size n + 1 = 500 (Table 4.3). In this case the coarse model has
nc = (n− 1)/2 variables. The results show how the prolongated solutions can provide
good initial points to use for example as initial guesses for an algorithm to solve the
fine level. This idea will be explored in the next section. Note also that SDPT3 cannot
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Table 4.2: Feasibility and gaps of projected variables for Broyden Tridiagonal and Generalized Rosen-
brock functions.
Problem n pfeas dfeas gap p
nc
feas d
nc
feas gap
nc
Broyden Tridiagonal
20 1e-02 3e-03 2e-08 1e-09 2e-12 2e-08
100 3e-06 7e-04 5e-08 1e-08 3e-12 5e-08
200 4e-06 4e-04 4e-08 8e-09 2e-12 4e-08
500 1e-05 2e-04 5e-08 5e-09 2e-12 5e-08
1000 4e-06 7e-05 8e-08 1e-09 2e-12 8e-08
Generalized Rosenbrock
20 1e-06 7e-03 2e-07 8e-10 1e-10 9e-08
100 2e-07 3e-03 2e-08 1e-10 3e-11 1e-08
200 1e-07 1e-03 3e-08 2e-10 2e-11 2e-08
500 5e-07 4e-06 3e-08 1e-10 5e-12 3e-08
1000 9e-08 3e-07 3e-08 8e-11 8e-12 3e-08
solve some of the coarse problems for the differential equations to the desired accuracy
(10−7). We will address this point in the next section too.
4.4.3 A multigrid approach to solve the fine problems
In our final set of experiments we use a one-way multigrid approach to solve large
scale boundary value problems. In the last section we observed that even when the
size of the problem is moderate, SDPT3 could not solve many of the relaxations for
non-linear differential equations to the required tolerance. We overcome this prob-
lem for a large number of cases using a multigrid approach in conjunction with an
infeasible interior point method (in our experiments we use SDPT3). We describe
the method in Algorithm 5. Let IPM(A, b, C, y0, S0, X0, ) be a function that uses
an infeasible interior point method to solve the SDP problem with parameters A, b,
C, using the initial point (y0, S0, X0). This function then returns a solution (y, S,X)
that satisfies the required error tolerance . If no initial point is given, we will write
IPM(A, b, C, [ ], [ ], [ ], ) (in which case we use the default initialization procedure
of the algorithm). Also, let PX,j0 be the prolongation operator defined by Equation
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Table 4.3: Feasibility and gaps of projected variables for the non-linear differential equations.
Problem n+ 1 dfeas gap p
nc
feas d
nc
feas gap
nc
1. x′′ − 2x3 = 0,
x(0) = 12 , x(1) =
1
3 .
20 6e-02 4e-04 6e-13 4e-12 3e-08
100 1e-03 5e-07 7e-11 1e-11 2e-08
200 3e-04 6e-08 1e-09 8e-11 7e-08
500 6e-05 2e-07 3e-08 3e-10 3e-07
2. x′′ + 12(x+ t)
3 = 0,
x(0) = 0, x(1) = 0.
20 6e-02 8e-06 3e-12 1e-12 9e-09
100 1e-03 3e-08 7e-11 1e-11 2e-08
200 2e-04 3e-09 9e-10 1e-11 2e-09
500 4e-05 3e-05 4e-09 6e-11 1e-04
3. x′′ − 2x3 + 100 sin(t) = 0,
x(0) = 12 , x(1) =
1
3 .
20 7e-02 3e-01 1e-10 9e-12 1e-08
100 1e-03 1e-03 2e-09 6e-11 1e-08
200 3e-04 2e-04 2e-08 2e-11 1e-07
500 3e-05 2e-05 2e-08 7e-11 6e-05
4. x′′ +
(
1
7x
′)2 + 1 = 0,
x(0) = 0, x(1) = 0.
20 4e-04 2e-04 3e-09 1e-10 3e-08
100 8e-06 2e-05 2e-08 2e-09 3e-06
200 1e-06 1e-05 1e-08 6e-10 2e-05
500 2e-07 5e-05 2e-08 2e-09 1e-04
5. x′′ − 32x2 = 0,
x(0) = 4, x(1) = 1.
20 5e-02 2e-02 2e-09 7e-10 4e-08
100 2e-04 1e-05 3e-09 3e-10 9e-09
200 5e-05 2e-06 3e-09 4e-10 3e-07
500 8e-06 1e-06 5e-09 2e-09 3e-06
6. x′′ + x′x− x3 = 0,
x(1) = 12 , x(2) =
1
3 .
20 7e-02 4e-04 1e-10 1e-11 4e-08
100 4e-03 5e-07 8e-11 1e-11 5e-08
200 2e-03 5e-08 1e-09 4e-11 2e-08
500 8e-04 7e-06 3e-09 3e-11 7e-05
7. x′′ −
(
32+2t3−x′x
8
)
= 0,
x(1) = 17, x(3) = 433 .
20 3e-02 1e-03 2e-10 1e-11 1e-08
100 8e-03 9e-06 1e-09 2e-11 8e-08
200 4e-03 1e-06 2e-09 2e-10 1e-07
500 2e-03 2e-06 5e-09 8e-11 4e-06
8. x′′t2 − 2 = 0,
x(1) = 0, x(2) = 0.
20 6e-02 7e-04 4e-10 5e-10 2e-08
100 1e-03 1e-06 2e-10 8e-11 3e-08
200 3e-04 1e-07 1e-09 8e-12 3e-09
500 6e-05 1e-05 2e-08 7e-10 2e-05
9. 2x′′x+ (x′)2 = 0,
x(1) = 0, x(100) = 2.
20 9e-06 1e-02 8e-09 5e-12 3e-08
100 4e-05 3e-04 2e-09 1e-10 3e-06
200 1e-06 8e-05 8e-09 4e-10 8e-08
500 4e-06 6e-03 4e-08 1e-08 1e-03
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(4.5) for some n1 + p + 1 ≤ j0 ≤ n2 − 2, and PNLy the non-linear operator defined by
Equation (4.7). The parameter L indicates the total number of levels, including the
fine level, that are going to be used. If the aim is to solve a problem with n variables,
the method uses L − 1 coarse levels with ni = bni+1/2c variables at level i (nL = n).
Then the first coarse level (n1 variables) is solved to the accuracy [tol]1 with no initial
point provided, and the prolongated solution is used as a starting point to solve the
second coarse level (n2 variables) to an accuracy of [tol]2. The process is repeated until
the level L corresponding to the fine level is solved to an accuracy of [tol]L.
There is a trade-off between solving the coarse levels to a high accuracy and the
CPU time used to achieve it. The coarse solution must provide meaningful information
to the fine level. However, computing a highly accurate coarse solution may not be
the most efficient use of CPU time; even an exact solution to the coarse model will be
at best an approximation for the fine model. We found that starting with an accuracy
of 10−4 for the coarse level with fewest variables, and slowly increasing the accuracy
as the number of variables increases, is a good rule of thumb.
We use Algorithm 5 in conjunction with an infeasible IPM (SDPT3) to solve the
SDP relaxation for the nine non-linear differential equations to an accuracy of 10−7
(i.e., [tol]L = 10
−7 in Algorithm 5). The sizes of the problems are n = 20, 30, 40, . . . , 1000
(99 relaxations for each of the boundary value problems). The smallest relaxation has
374 primal variables (ynα ∈ R374) and 18 primal and dual matrices of size 4 × 4,
while the largest SDP relaxation corresponds to n = 1000 with 55915 primal vari-
ables (ynα ∈ R55915) and 998 primal and dual matrices of size 20 × 20. The first
experiment consists of setting L = 2 and tol = [10−4, 10−7] (we will refer to this
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Algorithm 5 Multigrid method L levels (MultiL) to solve SDP relaxation of POP
(3.1) with n variables
Input: L, {ni}Li=1 ∈ N, such that ni = bni+1/2c and nL = n, tol ∈ RL such that
[tol]i > 0, the operators PX,j0 and P
NL
y defined in equations (4.5) and (4.7), and
{Ani ,bni ,Cni}Li=1 as defined at the beginning of Section 4.1.
Procedure:
for i = 1 to i = L do
if i = 1 then
(yni , Sni , Xni)← IPM (Ani ,bni ,Cni , [ ], [ ], [ ], [tol]i)
else
(yni , Sni , Xni)← IPM (Ani ,bni ,Cni , yni,0, Sni,0, Xni,0, [tol]i)
end if
if i < L then
j0 ← b(ni − p+ 1)/2c
yni+1,0 ← PNLy (yni)
Xni+1,0 ← PX,j0(Xni)
S
ni+1,0
l ←
∑
α∈Fni+1 A(l,α)y
ni+1,0 + C, for l = 1, 2, . . . , ni+1 − p+ 1
end if
end for
settings as Multi2). In the second experiment we allow more than two levels de-
pending on the size of the problem (MultiL≥2). In particular if n ≤ 100 then
L = 2, tol = [10−4, 10−7]; if 101 ≤ n ≤ 200 then L = 3, tol = [10−4, 10−5, 10−7];
if 201 ≤ n ≤ 500 then L = 4, tol = [10−4, 10−5, 10−6, 10−7]; and if n ≥ 501 then L = 5,
tol = [10−4, 10−5, 10−6, 5 ∗ 10−7, 10−7].
The prolongated matrices PX (X
nc) should, in theory, be positive definite as the
coarse dual variable Xnc is calculated using SDPT3. However numerical errors make
their eigenvalues non-positive in some cases. Also, the primal variables PS (S
nc) are
positive semidefinite when the non-linear operator is used. For this reason before the
initial guesses are given to SDPT3 to solve the fine problem, we perturbed the matrices
such that it is possible to calculate a Cholesky factorization. When using Algorithm 5,
the early stops of SDPT3 given by the parameter OPTIONS.stoplevel were set to zero
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and we increased the tolerance of the early stop criteria for the infeasibility given in
line 721 of the code sqlpmain.m (we replaced 10−4 tolerance for 10−12). These changes
in the code were done after observing that the initial step lengths calculated by SDPT3
after giving the initial prolongated solution were very small, which combined with the
small duality gap and/or infeasibilities made SDPT3 end prematurely.
In our experiments we also compare our results with SeDuMi version 1.3 and SDPA.
For both solvers we set the tolerance again to 10−7. SDPA could only solve 20 of the
891 test problems to an accuracy of at least 10−4 and therefore we do not report these
results. It is important to note that the stopping criteria of SeDuMi is not the same
as the one used by SDPT3. Therefore if SeDuMi reports that the solution found has
the required accuracy it might not satisfy the accuracy criteria of SDPT3. Table 4.4
shows for each of the nine models based on non-linear differential equations how many
of the 99 fine relaxations were solved to the desired accuracy by SDPT3, SeDuMi and
the multigrid approach. A relaxation is considered solved if the solver reports that the
solution satisfies the required accuracy.
SDPT3 solved a total of 105 out of the 891 relaxations, with no more than 19 out
of the 99 relaxations solved for each differential equation. SeDuMi improves over these
results by solving 356 relaxations. Using the multigrid approach Multi2 we are able to
solve 682 relaxations, with problems 4, 5 and 9 having the worst results with only 10,
76 and 16 relaxations solved. Using more than two levels, we can match or increase the
number of relaxations solved by Multi2 with a total of 799 relaxations solved (except
problem 7 with small difference of 6 relaxations more solved by Multi2). In particular,
for problems 4 and 5 MultiL≥2 can solve 97 of the 99 relaxations. We attribute the
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improvement to the fact that with more levels the algorithm can find a better solution
to prolongate because smaller problems are easier to solve to a higher tolerance. We
also tried two level experiments with 10−7 accuracy for the coarse level but the results
did not improve with respect to Multi2 due to the difficulty of SDPT3 to solve the
relaxation to that accuracy.
SDPT3 reported that the algorithm stopped due to bad progress in the duality
gap or the infeasibility measures for over 80% or more of the non-solved relaxations
for problem 1 to 8 and 20% of the non-solved relaxation of problem 9. For problem
9, SDPT3 reached the maximum number of iterations without finding a solution to
the required accuracy in 69% of the non-solved relaxations. For the multigrid version,
MultiL≥2 reached the maximum number of iterations without finding a solution to
required accuracy in 94% of the non-solved relaxations.
MultiL≥2 performed well except for problem 9 where it was only able to solve 27
relaxations. This does not come as a surprise as the finite difference scheme used is
not a good approximation for this non-linear differential equation. Nevertheless, it is
important to remark that MultiL≥2 was able to solve 55 relaxations to an accuracy to
10−6 and 94 to 10−4, while SDPT3 solved 6 relaxations to an accuracy to 10−6 and 12
to 10−4, and SeDuMi reports 9 cases to 10−6 and 99 to 10−4.
When comparing how many models are solved as a function of the size (Figure 4.5),
we observe that as n gets larger both SDPT3 and SeDuMi have difficulties solving the
sparse relaxations. In contrast, the multigrid approach is able to solve almost all the
problems independent of the size (except problem 9).
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Table 4.4: Comparison between relaxations solved by SDPT3, SeDuMi and the multigrid approach for
the non-linear differential equations.
Differential equation* 1 2 3 4 5 6 7 8 9
# Relaxations solved by SDPT3 18 14 15 0 10 17 9 19 3
# Relaxations solved by SeDuMi 41 13 37 21 99 37 99 9 0
# Relaxations solved by Multi2 99 97 87 10 76 99 99 99 16
# Relaxations solved by MultiL≥2 99 97 91 97 97 99 93 99 27
* The total number of relaxations per differential equation is 99.
To investigate the reasons for the increase in performance of the multigrid ap-
proach, we report the condition number of the Schur-complement matrix for the last
iteration performed by the SDPT3 and MultiL≥2 (see Toh et al., 2012 for more on the
Schur-complement matrix). In Raghunathan and Knyazev, 2016, it was shown how
exploiting sparsity for SDP problems using chordal completion and maximal clique
decomposition approaches (like the one used by Waki et al., 2006 and this paper), may
lead to SDP problems that are primal degenerate. As a consequence, the numerical
experiments in this paper show an increase in the condition number of the Schur-
complement matrix when IPM were used to solve the sparse problem, compared with
the non-sparse model. Table 4.5 shows for each problem, in how many of the 99 relax-
ations SDPT3 had a larger condition number for the last iteration than MultiL≥2 (“#
CNSDPT3 > CNMultiL≥2”), the average of the ratio of the condition numbers between
SDPT3 and MultiL≥2 (“meanCNSDPT3/CNMultiL≥2 ”), and the minimum and maximum
ratios. With the exception of problem 9, for most of the problems the condition num-
ber is larger for the pure IPM method compared with MultiL≥2 which could explain
the results of the multigrid approach. However, they were cases where the condition
number was larger for the multilevel approach but SDPT3 could not solve the problem
and MultiL≥2 could. More research is needed to determine if this is the only reason
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Figure 4.5: Comparison between relaxations solved by SDPT3, SeDuMi and the multigrid algorithm as a
function of the size of the problem (n) for the non-linear differential equations.
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that explains the superior performance of the multigrid method or how exactly the
approach helps in case of SDP problems with degenerate solutions ∗.
In the final set of experiments we use Algorithm 5 with the same settings as in
Multi2 and MultiL≥2, but changing the 10−7 tolerance at the fine level. In particular,
we set [tol]L in Algorithm 5 equal to the maximum between the feasibility and duality
gap measures for the fine model when is solved by SDPT3. We repeat this exercise
using the maximum between the feasibility and duality gap measures for the fine
∗As SDPT3 returns as solution the best point found, which is not necessarily the point found at the
last iteration, we also calculated the condition number for the Schur-complement matrix corresponding
to the iterate of the best solution found. The results did not change significantly with respect to
Table 4.5.
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Table 4.5: Condition number of the Schur-complement matrix for the last iteration at the fine level us-
ing SDPT3 and MultiL≥2 for the non-linear differential equations.
Differential Equation 1 2 3 4 5 6 7 8 9
# CNSDPT3 > CNMultiL≥2 95 99 89 97 94 97 76 85 42
meanCNSDPT3/CNMultiL≥2 5e+13 7e+13 6e+07 4e+14 7e+06 3e+12 7e+15 3e+02 7e+01
minCNSDPT3/CNMultiL≥2 8e-02 4e+00 1e-06 5e-02 5e-02 9e-02 5e-37 6e-02 6e-04
maxCNSDPT3/CNMultiL≥2 4e+15 5e+15 5e+09 4e+16 1e+08 9e+13 7e+17 1e+04 6e+03
model obtained by SeDuMi (since SeDuMi uses a different feasibility measures than
SDPT3 we calculate pfeas, dfeas and gap using the solutions reported by the solver
so they match the SDPT3 criteria). For these experiments we only considered the
cases were SDPT3 and SeDuMi achieved at least a 10−4 tolerance. We show the
results in three tables depending on the number of variables n: small size (Table 4.6,
n = 20, 30, . . . , 100), medium size (Table 4.7, n = 110, 120, . . . , 500) and large size
(Table 4.8, n = 510, 520, . . . , 1000). Each table is divided in two parts, the first half
for the comparison with SDPT3 and the second half for SeDuMi. We described the
first half, the second half with the SeDuMi results has the same structure. For each
of the nine differential equations the first half shows the number of relaxations solved
by SDPT3 to at least 10−4 accuracy (“# Solved SDPT3”), how many of those models
solved were also solved by Multi2 and MultiL≥2 to the same accuracy obtained by
SDPT3 (“# Solved Multi2”, “# Solved MultiL≥2”), the percentage of the relaxations
solved to the same accuracy where the time spent by SDPT3 was larger than the
multigrid time (“% Faster Multi2”, “% Faster MultiL≥2”), and in the last two rows
the average of the ratio between the CPU time required by SDPT3 and the CPU
time required by the multigrid approach (“tSDPT3/tMulti2”, “tSDPT3/tMultiL≥2”). We
note that if tolSDPT3 is the maximum error between pfeas, dfeas and gap when using
SDPT3, then we only compare times if tolSDPT3 ≤ 10−4 and if the multigrid approach
111
achieved a solution with tolSDPT3 accuracy (the same applies when using SeDuMi).
The reported CPU time for the multigrid approach includes the time spent creating
the coarse model and prolongating the variables.
In general, the multigrid algorithms can solve the relaxations to the same accuracy
as SeDuMi with the exception of problem 9, where the multigrid approach can not
achieve the same accuracy as SeDuMi for many relaxations in the medium and large
range (the same was observed for problem 4 but only for the two level multigrid
approach). When compared with SDPT3, the multigrid method can achieve the same
accuracy for medium and large problems, but for small sizes there are many relaxations
where the accuracy obtained by SDPT3 can not be reached by the multigrid algorithm.
In terms of times, the multigrid method is faster than SeDuMi in average, while Multi2
is faster for medium and larger sizes than SDPT3. For small sizes SDPT3 performs
better for 5 of the nine problems than the two versions of the multigrid method. It is
important to note that SeDuMi achieved better accuracy in general than SDPT3 and
then is not surprising that it takes longer than SDPT3. Our results suggest that using
more than two levels in Algorithm 5 is beneficial for solving medium to large scale
problems with high accuracy. However, if the problem is small and/or a low accuracy
is required then the overhead of creating many levels, and prolongating the solutions
may be significant.
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Table 4.6: CPU time comparison for the non-linear differential equations problems solved to at least a
10−4 accuracy. Small size: n = 20, 30, . . . , 100 (9 relaxations per differential equation).
SDPT3
Diff. Eq. 1 2 3 4 5 6 7 8 9
# Solved SDPT3 9 9 9 9 9 9 9 9 9
# Solved Multi2 8 9 3 9 7 9 9 9 8
# Solved MultiL≥2 8 9 3 9 7 9 9 9 8
% Faster Multi2 88% 100% 0% 67% 0% 89% 11% 0% 25%
% Faster MultiL≥2 88% 100% 0% 67% 0% 89% 0% 0% 0%
tSPDT3/tMulti2 1.29 1.30 0.56 1.10 0.77 1.19 0.89 0.70 0.86
tSPDT3/tMultiL≥2 1.16 1.19 0.48 1.13 0.71 1.08 0.80 0.62 0.79
SeDuMi
Diff. Eq. 1 2 3 4 5 6 7 8 9
# Solved SeDuMi 9 9 2 9 8 9 0 9 9
# Solved Multi2 9 9 2 9 8 9 - 9 9
# Solved MultiL≥2 9 9 2 7 8 9 - 9 9
% Faster Multi2 100% 100% 100% 100% 100% 89% - 100% 100%
% Faster MultiL≥2 89% 100% 100% 100% 100% 78% - 100% 100%
tSeDuMi/tMulti2 1.25 1.69 1.33 1.56 4.10 1.12 - 3.34 1.96
tSeDuMi/tMultiL≥2 1.15 1.53 1.15 1.61 3.75 1.01 - 2.91 1.76
Table 4.7: CPU time comparison for the non-linear differential equations problems solved to at least a
10−4 accuracy. Medium size: n = 110, 120, . . . , 500 (40 relaxations per differential equation).
SDPT3
Diff. Eq. 1 2 3 4 5 6 7 8 9
# Solved SDPT3 35 32 36 12 40 25 40 25 3
# Solved Multi2 35 32 36 12 40 25 40 25 3
# Solved MultiL≥2 35 32 35 12 39 25 40 25 3
% Faster Multi2 100% 100% 97% 92% 90% 100% 100% 80% 67%
% Faster MultiL≥2 100% 100% 57% 100% 21% 100% 82% 44% 67%
tSPDT3/tMulti2 1.79 1.78 1.31 1.71 1.15 1.55 1.24 1.15 1.33
tSPDT3/tMultiL≥2 2.49 2.72 1.07 1.52 0.90 2.03 1.20 0.99 1.07
SeDuMi
Diff. Eq. 1 2 3 4 5 6 7 8 9
# Solved SeDuMi 40 40 40 40 37 40 0 40 40
# Solved Multi2 40 40 40 2 37 40 - 39 19
# Solved MultiL≥2 40 40 40 40 37 40 - 40 30
% Faster Multi2 100% 100% 95% 100% 100% 100% - 100% 100%
% Faster MultiL≥2 100% 100% 62% 100% 100% 100% - 100% 90%
tSeDuMi/tMulti2 2.14 2.76 1.66 2.06 8.10 2.14 - 7.37 2.14
tSeDuMi/tMultiL≥2 3.05 4.30 1.38 4.36 7.25 2.86 - 6.53 1.60
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Table 4.8: CPU time comparison for the non-linear differential equations problems solved to at least a
10−4 accuracy. Large size: n = 510, 520, . . . , 1000 (50 relaxations per differential equation).
SDPT3
Diff. Eq. 1 2 3 4 5 6 7 8 9
# Solved SDPT3 12 12 6 0 50 16 50 0 0
# Solved Multi2 12 12 6 - 50 16 50 - -
# Solved MultiL≥2 12 12 6 - 50 16 50 - -
% Faster Multi2 100% 100% 100% - 100% 100% 100% - -
% Faster MultiL≥2 100% 100% 100% - 12% 100% 74% - -
tSPDT3/tMulti2 2.30 1.95 1.49 - 1.09 1.53 1.17 - -
tSPDT3/tMultiL≥2 4.36 3.89 1.91 - 0.89 2.68 1.14 - -
SeDuMi
Diff. Eq. 1 2 3 4 5 6 7 8 9
# Solved SeDuMi 50 50 50 50 8 50 0 50 50
# Solved Multi2 50 50 50 23 8 50 - 50 7
# Solved MultiL≥2 50 50 50 50 8 50 - 50 32
% Faster Multi2 100% 100% 100% 100% 100% 100% - 100% 100%
% Faster MultiL≥2 100% 100% 100% 100% 100% 100% - 100% 75%
tSeDuMi/tMulti2 1.96 1.84 1.73 1.69 8.93 1.72 - 7.44 1.34
tSeDuMi/tMultiL≥2 4.04 4.16 1.72 3.99 8.74 3.10 - 8.29 1.26
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CHAPTER
FIVE
A MULTILEVEL APPROACH FOR SPARSE SDP
HIERARCHIES
In the previous chapters we constructed a hierarchy of SDP problems by assuming
a particular structure of the underlying POP and using the sparse SDP relaxation
for unconstrained POP proposed in Waki et al., 2006. If the polynomial function f
has degree 2d and a global minimum f?, this relaxation has a fixed order w equal
to d that works well in practice but unless f(x) − f? is a sum of squares, there is
no theoretical guarantee that the minimum of the SDP relaxation is equal to f?. As
discussed in Section 3.2, by adding some redundant constraints to the original sparse
relaxation, Lasserre, 2006 proved that under certain conditions the solution of the
resulting hierarchy converges to f? when the order of the relaxation tends to infinity.
In practice, it is very common that the solution of the POP can be found by using a
small value w. For some cases finite convergence can be proved for certain POPs, i.e.,
115
there exists a w0 such that for any w ≥ w0 the minimum of the SDP relaxation is f?
(see for example Lasserre, 2002; Nie, 2014). Therefore, to solve the original POP we
can solve in a sequential manner the sparse SDP relaxations starting with w = d and
increasing the relaxation order until a solution or approximate solution is found. If a
solution is found by solving the sparse SDP relaxation of order w > d, this procedure
implies solving the relaxation of order d, d + 1, . . . , w. The idea in this chapter is to
exploit the information calculated when solving the lower order relaxations to solve
the relaxation of order w.
It is important to highlight the differences between the approach taken in this
chapter with respect to the previous ones. In Chapter 3 it was assumed that the
objective function in the POP had a particular structure from which a hierarchy of
POPs could be deduced by changing the dimensionality of the original POP. Then,
using the relaxation in Waki et al., 2006, a sparse SDP relaxation was created for every
POP keeping the order of the relaxation fixed at w = d. In this chapter we will use the
relaxation proposed in Lasserre, 2006 for a fixed sparse POP (no structure assumed),
and study the hierarchy obtained when the problems are parametrized by the order of
the relaxation w.
For this chapter when sparse SDP relaxation or problem is mentioned it should be
understood that the relaxation in Lasserre, 2006 is being used (see Problem (2.13) in
Section 2.2.4). Likewise, the terms coarse and fine will be used with respect to the
value of the order of the relaxation. Once more, it will be assumed that the POP has
a bounded unique global minimum. In this chapter we will:
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1. Analyze the wth and (w+1)th order sparse SDP relaxations to establish properties
that allow us to relate the structure of the primal and dual relaxations of level
w with the primal and dual relaxations of level w + 1.
2. Define prolongation operators for the primal and dual relaxations variables for
the wth order relaxation, and calculate the feasibilities of the prolongated points
for the (w + 1)th order relaxation.
3. Illustrate with an experimental setting how the fine order relaxation can be solved
by using the prolongation operator to calculate initial points to use along with
an infeasible interior point method.
5.1 Sparse SDP hierarchy relaxations for POP
In this section we will analyze the resulting hierarchy of SDP relaxations for uncon-
strained POP described in Lasserre, 2006, and define prolongation operators for the
primal and dual variables of the SDP relaxation as in the previous chapters. For
simplicity, we will make the following assumption.
Assumption 5.1. For any Φ ∈ {1, 2, . . . , n}, the vector u (x,AΦd ) is sorted according
to
u
(
x,AΦd
)>
= [1, xi1 , xi2 , . . . , xip , x
2
i1 , xi1xi2 , . . . , xi1xip , xi2xi3 , . . . , x
2
ip , . . . , x
d
i1 , . . . , x
d
ip ],
where p = |Φ|, xik ∈ Φ for k = 1, 2, . . . , p, and i1 < i2 < · · · < ip.
Remark 5.1. Assumption 5.1 is used to simplify the exposition of the theory, but the
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results derived in this chapter can be derived for any other ordering.
Remark 5.2. Note that under Assumption 5.1, u
(
x,AΦd
)
can be written as
u
(
x,AΦd
)>
= [u
(
x,AΦd−1
)>
, xdi1 , . . . , x
d
ip ],
Let f : Rn 7→ R be a polynomial function of degree 2d. Write f(x) = ∑α∈Γn2d bαxα
and consider the unconstrained polynomial optimization problem
min
x∈Rn
∑
α∈Γn2d
bαx
α. (5.1)
Following Section 2.2.4, let Φl (l = 1, 2, . . . ,m) be some subsets of {1, 2, . . . , n}
satisfying the running intersection property, and assume that there exists a solution
x? ∈ Rn such that max{|x?i |}ni=1 < M for some M > 0. If w ≥ d, the wth sparse
relaxation defined in Lasserre, 2006 is
min
y
∑
α∈F
bαyα
s.t. MΦlw (y)  0,
MΦlw−1(θly)  0,
l = 1, 2, . . . ,m,
(5.2)
where
θl(x) = |Φl|M2 −
∑
i∈Φl
x2i , l = 1, 2, . . . ,m, (5.3)
F = ∪ml=1AΦl2w, and MΦlw−1(θly) is the localizing matrix such that if xα and xβ are the
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ith and jth elements of the vector u
(
x,AΦlw−1
)
respectively, then the entry (i, j) of
MΦlw−1(θly) is |Φl|M2yα+β −
∑
k∈Φl y{α+β+2ek}, where ek ∈ Rn is the unit vector with
1 in position k. Note that in the non-sparse relaxation (Lasserre, 2001), there would be
only one moment matrix of size g(n,w)× g(n,w) (see Section 2.2.3), while the sparse
version takes advantage of the sparsity pattern of the polynomial by eliminating all
the variables yα such that α /∈ supp(Fn), and substituting the large moment matrix
by m smaller moment matrices of size g(|Φl|, w)× g(|Φl|, w) for l = 1, 2, . . . ,m.
Then it is possible to construct a hierarchy of sparse SDP relaxations by parametriz-
ing the relaxations by the variable w. For any w ≥ d, let Fw = ∪ml=1AΦl2w \ {0},
yw = {ywα}α∈Fw ∈ R|F
w|, Sw = (Sw1 , Sw2 , . . . , Swm) ∈ Sg(|Φ1|,w) × Sg(|Φ2|,w) × · · · ×
Sg(|Φm|,w), Xw = (Xw1 , Xw2 , . . . , Xwm) ∈ Sg(|Φ1|,w) × Sg(|Φ2|,w) × · · · × Sg(|Φm|,w), Zw =
(Zw1 , Z
w
2 , . . . , Z
w
m) ∈ Sg(|Φ1|,w−1)×Sg(|Φ2|,w−1)×· · ·×Sg(|Φm|,w−1), Uw = (Uw1 , Uw2 , . . . , Uwm) ∈
Sg(|Φ1|,w−1) × Sg(|Φ2|,w−1) × · · · × Sg(|Φm|,w−1) (we remind the reader that g(|Φl|, w) =
(|Φl|+w)!
|Φl|!w! ). Then, the hierarchy of primal SDP relaxations is defined by
SDPw :

min
yw,Sw,Zw
∑
α∈Fw
bwαy
w
α
s.t.
∑
α∈Fw
Aw(l,α)y
w
α + C
w
l = S
w
l ,
s.t.
∑
α∈Fw
Dw(l,α)y
w
α + E
w
l = Z
w
l ,
Swl , Z
w
l  0,
l = 1, 2, . . . ,m.
(5.4)
The matrices Aw(l,α), D
w
(l,α), C
w
l and E
w
l can be deduced using the definition of the
moment matrix MΦlw (y) and localizing moment matrix M
Φl
w−1(θly). Likewise the dual
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SDP hierarchy is,
SDP ∗w :

max
Xw,Uw
−
m∑
l=1
〈Cwl , Xwl 〉+ 〈Ewl , Uwl 〉
s.t.
m∑
l=1
〈
Aw(l,α), X
w
l
〉
+
〈
Dw(l,α), U
w
l
〉
= bwα, for α ∈ Fw,
Xwl , U
w
l  0,
l = 1, 2, . . . ,m.
(5.5)
For (yw, Sw, Zw, Xw, Uw) we define the primal (Rwl ) and dual residuals (r
w
α) as
Rwl ,

∑
α∈Fw A
w
(l,α)y
w
α + C
w
l − Swl∑
α∈Fw D
w
(l,α)y
w
α + E
w
l − Zwl
 , (5.6)
rwα ,
m∑
k=1
〈
Aw(k,α), X
w
k
〉
+
〈
Dw(l,α), U
w
l
〉
− bwα, (5.7)
for l = 1, 2, . . . ,m and α ∈ Fw.
Note that in Chapters 3 and 4, the hierarchy of SDP relaxations was parametrized
with respect to the number of variables in the polynomial space keeping fixed the order
of the relaxation w (see the problems (3.9) and (3.10) in Section 3.3). In this case the
number of variables in the polynomial space is fixed and the hierarchy is parametrized
with respect of the order of the relaxation.
To understand the characteristics of the hierarchies (5.4) and (5.5), and the relation
between two levels in the hierarchy, consider the following example.
Example 5.1. Let f(x) = 4x2−2x. Note that the minimum of this function is obtained
at x = 1/4, and θ(x) = M2 − x2. The moment and localizing moment matrices for
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w = 1 and w = 2 are
• M{1}w :
M
{1}
1 (y) =
 1 y[1]
y[1] y[2]
 M{1}2 (y) =

1 y[1] y[2]
y[1] y[2] y[3]
y[2] y[3] y[4]
 .
• M{1}w−1(θy):
M
{1}
0 (y) = [M
2 − y[2]] M{1}1 (y) =
 M2 − y[2] M2y[1] − y[3]
M2y[1] − y[3] M2y[2] − y[4]
 .
Then, it is easy to see that the first and second order SDP relaxations are given by
the following parameters:
• bw:
b1α =

− 2, if α = 1,
4, if α = 2,
b2α =

− 2, if α = 1,
4, if α = 2,
0, if α = 3,
0, if α = 4.
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• Cw1 :
C11 =
1 0
0 0
 C21 =

1 0 0
0 0 0
0 0 0
 .
• Aw(l,α):
A1(1,[1]) =
0 1
1 0
 A2(1,[1]) =

0 1 0
1 0 0
0 0 0

A1(1,[2]) =
0 0
0 1
 A2(1,[2]) =

0 0 1
0 1 0
1 0 0

A2(1,[3]) =

0 0 0
0 0 1
0 1 0

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A2(1,[4]) =

0 0 0
0 0 0
0 0 1
 .
• Ew1 :
E11 =
[
M2
]
E21 =
M2 0
0 0
 .
• Dw(l,α):
D1(1,[1]) =
[
0
]
D2(1,[1]) =
 0 M2
M2 0

D1(1,[2]) =
[
−1
]
D2(1,[2]) =
−1 0
0 M2

D2(1,[3]) =
 0 −1
−1 0

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D2(1,[4]) =
0 0
0 −1
 .
Notice that b1 and b2 differ by the zeros corresponding to the coefficients of the mono-
mials of degree 3 and 4. Also, note that the matrices C11 , A
1
(1,[1]) and A
1
(1,[2]) are the
2nd order leading principal sub-matrices of the matrices C21 , A
2
(1,[1]) and A
2
(1,[2]) respec-
tively, and E11 , D
1
(1,[1]) and D
1
(1,[2]) are the 1
st order leading principal sub-matrices of
the matrices E21 , E
2
(1,[1]) and E
2
(1,[2]) respectively. Finally, the entries of the 2
nd and 1st
order leading principal sub-matrices of A2(1,[3]), A
2
(1,[4]), and D
2
(1,[3]), D
2
(1,[4]) respectively,
are all zero.
The next lemma formalize the properties of the matrices bw, Cwl and A
w
(l,α).
Lemma 5.1. For any w ≥ d the relaxations SDPw and SDPw+1 defined by Hierarchy
(5.4) satisfy:
(a) For any α ∈ Fw, bwα = bw+1α , and bw+1α = 0 for any α ∈ Fw+1 \ Fw.
(b) The g(|Φl|, w)th order leading principal sub-matrix of Cw+1l is equal to Cwl , and
the g(|Φl|, w − 1)th order leading principal sub-matrix of Ew+1l is equal to Ewl
(c) For any α ∈ Fw the g(|Φl|, w)th order leading principal sub-matrix of Aw+1(l,α) is
equal to Aw(l,α), and the g(|Φl|, w−1)th order leading principal sub-matrix of Dw+1(l,α)
is equal to Dw(l,α).
(d) For any α ∈ Fw+1 \ Fw, the entries of the g(|Φl|, w)th order leading principal
sub-matrix of Aw+1(l,α) and the g(|Φl|, w−1)th order leading principal sub-matrix of
Dw+1(l,α), are equal to zero.
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Proof. (a) If α ∈ Fw the statement follows from the fact that bw and bw+1 are the
coefficients of the same polynomial function. Also, w ≥ d and therefore, if α ∈
Fw+1 \ Fw then ∑i αi ≥ 2(w + 1) > 2d. Then, the second statement can be deduced
by noticing that all the monomials of degree greater than 2d have a zero coefficient
because the degree of the polynomial objective function is 2d.
To prove (b), (c) and (d), we will use the fact that by construction
∑
α∈Fw A(l,α)yα+
Cwl = M
Φl
w (y) for any w ≥ d. Also by definition, if u(x,AΦlw ) has the monomials xα
and xβ in positions i and j respectively, then [MΦlw (y)]i,j = yα+β. Therefore, we can
deduce that for any 1 ≤ i, j ≤ g(|Φl|, w)
[
Aw(l,α)
]
i,j
=

1, if xα =
[
u
(
x,AΦlw
)]
i
[
u
(
x,AΦlw
)]
j
,
0 otherwise.
(5.8)
Similarly, by construction
∑
α∈Fw D(l,α)yα + E
w
l = M
Φl
w−1(θly) for any w ≥ d.
then, by definition if u(x,AΦlw−1) has the monomials xα and xβ in positions i and j
respectively, then [MΦlw−1(θly)]i,j = |Φl|M2yα+β −
∑
k∈Φl yα+β+2ek . Therefore, we can
deduce that for any 1 ≤ i, j ≤ g(|Φl|, w − 1)
[
Dw(l,α)
]
i,j
=

|Φl|M2, if xα =
[
u
(
x,AΦlw−1
)]
i
[
u
(
x,AΦlw−1
)]
j
,
−1, if xα = x2ek
[
u
(
x,AΦlw−1
)]
i
[
u
(
x,AΦlw−1
)]
j
for some k ∈ Φl,
0, otherwise.
(5.9)
Also, using Assumption 5.1 we can write u
(
x,AΦlw+1
)>
= [u
(
x,AΦlw
)>
, xw+1i1 , . . . , x
w+1
i|Φl|
]
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for any w ≥ d, where xik ∈ Φl for k = 1, 2, . . . , |Φl|, and i1 < i2 < · · · < i|Φl|. Hence,
note that for any (i, j) such that 1 ≤ i, j ≤ g(|Φl|, w) we have that
[
u
(
x,AΦlw
)]
i
=
[
u
(
x,AΦlw+1
)]
i
. (5.10)
(b) Under Assumption 5.1 the monomial of zero degree is the first element of the
vector u
(
x,AΦlw+1
)
, then, it is easy to see from the definition of the moment matrix
MΦlw (y
w) that Cwl is a matrix with [C
w
l ]1,1 = 1 and [C
w
l ]i,j = 0 other wise for any
w ≥ d. Similarly, from the definition the localizing matrix MΦlw−1(θlyw), Ewl is a
matrix with [Ewl ]1,1 = |Φl|M2 and [Ewl ]i,j = 0 other wise for any w ≥ d. From these
two observations we can deduce the statement.
(c) Let (i, j) be such that 1 ≤ i, j ≤ g(|Φl|, w), and α ∈ Fw. Therefore, using Equa-
tion (5.10) we have
[
u
(
x,AΦlw
)]
i
[
u
(
x,AΦlw
)]
j
=
[
u
(
x,AΦlw+1
)]
i
[
u
(
x,AΦlw+1
)]
j
. Then,
according to Equation (5.8)
[
Aw(l,α)
]
i,j
=
[
Aw+1(l,α)
]
i,j
. Likewise, if 1 ≤ i, j ≤ g(|Φl|, w −
1), Equation (5.10) implies that
[
u
(
x,AΦlw−1
)]
i
[
u
(
x,AΦlw−1
)]
j
=
[
u
(
x,AΦlw
)]
i
[
u
(
x,AΦlw
)]
j
,
and hence, according to Equation (5.9),
[
Dw(l,α)
]
i,j
=
[
Dw+1(l,α)
]
i,j
.
(d) Let α ∈ Fw+1 \ Fw and note that in this case ∑k αk ≥ 2(w + 1). For the first
part of the statement let 1 ≤ i, j ≤ g(|Φl|, w) and xγ =
[
u
(
x,AΦlw+1
)]
i
[
u
(
x,AΦlw+1
)]
j
.
Then, using Equation (5.10), we have that xγ =
[
u
(
x,AΦlw
)]
i
[
u
(
x,AΦlw
)]
j
, and there-
fore
∑
k γk ≤ 2w. This implies that γ 6= α and therefore, according to Equation
(5.8),
[
Aw+1(l,α)
]
i,j
= 0. The second part of the statement can be deduced in a similar
way by noticing that if 1 ≤ i, j ≤ g(|Φl|, w − 1), then according to Equation (5.10)
if xγ =
[
u
(
x,AΦlw
)]
i
[
u
(
x,AΦlw
)]
j
, then xγ =
[
u
(
x,AΦlw−1
)]
i
[
u
(
x,AΦlw−1
)]
j
; from
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where we can conclude that xγ has degree no larger than 2(w − 1) and x2ekxγ no
larger that 2w.
5.2 Prolongation Operators
We will define prolongation operators that relate any point in the wth order sparse SDP
relaxation space for problems (5.4) and (5.5), into the (w+1)th order relaxation space.
As in previous chapters, we will refer to the wth SDP space relaxation problem and
variables as the coarse problem (or coarse relaxation) and coarse variables. Similarly,
we will refer to the (w + 1)th SDP space relaxation problem and variables as the fine
problem (or fine relaxation) and fine variables.
By inspecting the hierarchy we notice that the number of primal and dual matrices
do not change from the coarse to the fine relaxations. Instead the dimension of the
matrices increases from one level to the next. This is a difference between this hierarchy
and the one described in Chapter 3, where the size of the primal and dual matrices
is the same between the coarse and fine levels, but the number of matrices increases
from one level to the next. Therefore we need to define different operators for this
hierarchy.
5.2.1 Primal Prolongation Operators
For the primal variables we will define a non-linear operator in the same “spirit” as
the one defined in Section 3.4.1.
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Let Πy : R|F
w| 7→ R|Fw+1| be the non-linear operator for the primal variable yw. If
yw+1 = {yw+1α }α∈Fw+1 = Πy(yw) then
yw+1α = [Πy(y
w)]α =
(
ywe1
)α1 (ywe2)α2 . . . (ywen)αn ,α ∈ Fw+1, (5.11)
where ej ∈ Rn is a unit vector with 1 in position j. The prolongation operator
for the primal matrices Sw and Zw, are defined with respect to the prolongated
primal variables Πy(y
w). Let ΠS : R|F
w| 7→ Sg(|Φ1|,w+1) × · · · × Sg(|Φm|,w+1) be
the prolongation operator for the coarse variable Sw = (Sw1 , S
w
2 , . . . , S
w
m), and ΠZ :
R|Fw| 7→ Sg(|Φ1|,w) × · · · × Sg(|Φm|,w) be the prolongation operator for the coarse vari-
able Zw = (Zw1 , Z
w
2 , . . . , Z
w
m). If S
w+1 = (Sw+11 , S
w+1
2 , . . . , S
w+1
m ) = ΠS(y
w) and
Zw+1 = (Zw+11 , Z
w+1
2 , . . . , Z
w+1
m ) = ΠZ(y
w), then the primal matrices are calculated
according to equations (5.12) and (5.13) respectively.
Sw+1l = [ΠS(y
w)]l =
∑
α∈Fw+1
Aw+1(l,α)[Πy(y
w)]α + C
w+1
l , l = 1, 2, . . . ,m. (5.12)
Zw+1l [ΠZ(y
w)]l =
∑
α∈Fw+1
Dw+1(l,α)[Πy(y
w)]α + E
w+1
l , l = 1, 2, . . . ,m. (5.13)
Theorem 5.1. Let yw be a primal (not necessarily feasible) coarse point for problem
SDPw defined in (5.4). If y
w+1 = Πy(y
w) is defined according to Equation (5.11) then,
(a) If Sw+1 is calculated using Equation (5.12) then Sw+1l  0 for l = 1, 2, . . .m.
(b) If Zw+1 is calculated using Equation (5.13) then for any l = 1, 2, . . . ,m, Zw+1l 
0 if |Φl|M2 −
∑
k∈Φl y
w+1
2ek
≥ 0.
128
Proof. (a) The statement can be deduced by using Lemma 3.6 and noticing that
by construction of Aw+1(l,α) and C
w+1
l (see problems (5.2) and (5.4)), we have that∑
α∈Fw+1 A
w+1
(l,α)y
w+1
α + C
w+1
l = M
Φl
w+1(y
w+1) (l = 1, 2, . . . ,m).
(b) First notice that by the definition of Πy if α = β + γ ∈ Fw+1, then
yw+1α =
(
ywe1
)α1 (ywe2)α2 . . . (ywen)αn
=
(
ywe1
)β1+γ1 (ywe2)β2+γ2 . . . (ywen)βn+γn
=
(
ywe1
)β1 (ywe2)β2 . . . (ywen)βn (ywe1)γ1 (ywe2)γ2 . . . (ywen)γn
= yw+1β y
w+1
γ .
(5.14)
Let LMl(y
w+1) = MΦlw−1(y
w+1)
(
|Φl|M2 −
∑
k∈Φl y
w+1
2ek
)
∈ Sg(|Φl|,w−1) and note
that for any l = 1, 2, . . . ,m, MΦlw−1(y
w+1)  0 according to Lemma 3.6, and therefore
LMl(y
w+1)  0 because |Φl|M2−
∑
k∈Φl y
w+1
2ek
≥ 0. We will show that MΦlw−1(θlyw+1) =
LMl(y
w+1) which by construction implies that Zw+1l  0. Let 1 ≤ i, j ≤ g(|Φl|, w−1).
By definition if xα = [u(x,AΦlw−1)]i and xβ = [u(x,A
Φl
w−1)]j , then
[LMl(y
w+1)]i,j = [M
Φl
w−1(y
w+1)]i,j
|Φl|M2 −∑
k∈Φl
yw+12ek

= yw+1α+β
|Φl|M2 −∑
k∈Φl
yw+12ek

= |Φl|M2yw+1α+β −
∑
k∈Φl
yw+1α+βy
w+1
2ek
= |Φl|M2yw+1α+β −
∑
k∈Φl
yw+1α+β+2ek
= [MΦlw−1(θly
w+1)]i,j ,
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where we used Equation (5.14) to obtain the equality yw+1α+β+2ek = y
w+1
α+βy
w+1
2ek
.
Corollary 5.1. Let yw+1, Sw+1 and Zw+1 be as in Theorem 5.1. If
∑
k∈Φl(y
w
ek
)2 ≤
|Φl|M2 for all l = 1, 2, . . . ,m, then (yw+1, Sw+1, Zw+1) is feasible for the relaxation
SDPw+1 defined in (5.4).
Remark 5.3. Notice that the condition
∑
k∈Φl(y
w
ek
)2 ≤ |Φl|M2 may be not satisfied
for all l in general. However, if M is large enough this condition can be guaranteed.
Remark 5.4. It is possible to define an alternative set of prolongation operators where
the condition
∑
k∈Φl(y
w
ek
)2 ≤ |Φl|M2 for all l = 1, 2, . . . ,m is not necessary to obtain
feasibility of the prolongated primal points. In particular, instead of using Πy over
[ywe1 , y
w
e2 , . . . , y
w
en ]
>, we can first project [ywe1 , y
w
e2 , . . . , y
w
en ]
> on the ball {x : ∑k∈Φl x2k ≤
|Φl|M2, l = 1, 2, . . . ,m}, and then apply Πy on the resulting point. Using equations
(5.12) and (5.13) with this new prolongated point, Theorem 5.1 guarantees that the
new primal points are feasible for the fine relaxation.
5.2.2 Dual Prolongation Operator
As already mentioned, the number of dual matrices in the coarse and fine relaxations
is m (i.e.,the number constraints in the primal relaxation), but the size of the matrices
is larger in the fine problem. In this case, the prolongation will be constructed by
using the coarse matrices as the leading principal sub-matrices of the fine matrices. In
particular, let ΠX : Sg(|Φ1|,w) × · · · × Sg(|Φm|,w) 7→ Sg(|Φ1|,w+1) × · · · × Sg(|Φm|,w+1) be
the prolongation operator for the coarse variable Xw = (Xw1 , X
w
2 , . . . , X
w
m), and ΠU :
Sg(|Φ1|,w−1) ×· · ·×Sg(|Φm|,w−1) 7→ Sg(|Φ1|,w)×· · ·×Sg(|Φm|,w) be the prolongation opera-
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tor for the coarse variable Uw = (Uw1 , U
w
2 , . . . , U
w
m). IfX
w+1 = (Xw+11 , X
w+1
2 , . . . , X
w+1
m ) =
ΠX(X
w) and Uw+1 = (Uw+11 , U
w+1
2 , . . . , U
w+1
m ) = ΠU (U
w) then
Xw+1l = [ΠX(X
w)]l =
Xwl 0
0 0
 , l = 1, 2, . . . ,m, (5.15)
Uw+1l = [ΠU (U
w)]l =
Uwl 0
0 0
 , l = 1, 2, . . . ,m, (5.16)
where 0’s are zero matrices of appropriate size. The next theorems characterize the
feasibility of any prolongated coarse dual point (Xw, Uw).
Theorem 5.2. Let (Xw, Uw) be a point (not necessarily feasible) for the coarse dual
problem (5.5). If Xw+1 = ΠX(X
w) and Uw+1 = ΠU (U
w) are defined according to
equations (5.15) and (5.16) respectively, then
rw+1α =

rwα, if α ∈ Fw,
0, otherwise,
(5.17)
where rwα is defined in Equation (5.7).
Proof. If α ∈ Fw, note that for any k = 1, 2, . . . ,m, we have
〈
Aw+1(k,α), X
w+1
k
〉
=
∑
1≤i,j≤g(|Φl|,w+1)
[Aw+1(k,α)]i,j [X
w+1
k ]i,j
=
∑
1≤i,j≤g(|Φl|,w)
[Aw+1(k,α)]i,j [X
w+1
k ]i,j
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+
∑
g(|Φl|,w)+1≤i,j≤g(|Φl|,w+1)
[Aw+1(k,α)]i,j [X
w+1
k ]i,j
=
∑
1≤i,j≤g(|Φl|,w)
[Aw+1(k,α)]i,j [X
w
k ]i,j
=
∑
1≤i,j≤g(|Φl|,w)
[Aw(k,α)]i,j [X
w
k ]i,j
=
〈
Aw(k,α), X
w
k
〉
, (5.18)
where we used the fact that according to Equation (5.15), [Xw+1k ]i,j = 0 for any i, j >
g(|Φl|, w), and Lemma 5.1 (c) to replace Aw+1(k,α) by Aw(k,α). Similarly, using Equation
(5.16) and the second part of Lemma 5.1 (c) we can deduce that
〈
Dw+1(l,α), U
w+1
l
〉
=〈
Dw(l,α), U
w
l
〉
. Then, using Equation (5.18) we can write rw+1α as
rw+1α =
m∑
k=1
〈
Aw+1(k,α), X
w+1
k
〉
+
〈
Dw+1(l,α), U
w+1
l
〉
− bw+1α
=
m∑
k=1
〈
Aw(k,α), X
w
k
〉
+
〈
Dw(l,α), U
w
l
〉
− bwα
= rwα,
where Lemma 5.1 (a) was used to replace bw+1α by b
w
α.
Likewise, if α /∈ Fw, then using Lemma 5.1 (d), Equation (5.15) and Equation
(5.16), we can deduce that
〈
Aw+1(k,α), X
w+1
k
〉
= 0 and
〈
Dw+1(k,α), U
w+1
k
〉
= 0 for any
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k = 1, 2, . . . ,m. Hence,
rw+1α =
m∑
k=1
〈
Aw+1(k,α), X
w+1
k
〉
+
〈
Aw+1(k,α), X
w+1
k
〉
− bw+1α
= 0− bw+1α
= 0,
where we used the fact that bw+1α = 0 according to the second part of Lemma 5.1
(a).
Theorem 5.3. Let (Xw, Uw) be a feasible point for the coarse dual problem (5.5). If
Xw+1 = ΠX (X
w) and Uw+1 = ΠU (U
w) are defined according to equations (5.15) and
(5.16), then
(a) Xw+1l , U
w+1
l  0, for l = 1, 2, . . . ,m.
(b) rw+1α = 0 for any α ∈ Fw+1.
Proof. (a) Using the fact that Xw is feasible for Problem (5.5), we have that Xwl  0
for l = 1, 2, . . . ,m, and therefore if z ∈ Rg(|Φl|,w+1) we have that
z>Xw+1l z = z
>
Xwl 0
0 0
 z
= [z1, z2, . . . , zg(|Φl|,w)]X
w
l [z1, z2, . . . , zg(|Φl|,w)]
>
≥ 0.
Hence, Xw+1l is positive semidefinite. The same argument applies to U
w+1.
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(b) This statement follows by noticing that rwα = 0 for any α ∈ Fw because
(Xw, Uw) is feasible for Problem (5.5), and using Theorem 5.2 .
Remark 5.5. Note that the sparsity pattern is determined by the sets Φl (l = 1, 2, . . . ,m)
which are determined in the polynomial space. This means that the sparsity determines
the sizes of the domain and range of the prolongation operators.
5.2.3 Duality gap of prolongated variables
The next result guarantees that the duality gap of the prolongated coarse solutions
tends to zero as the order of the relaxation goes to infinity.
Theorem 5.4. Assume that the POP (5.1) has a unique solution x? with global min-
imum f? =
∑
α bα (x
?)α, and let w0 ∈ N be such that for any w ≥ w0 the wth order
relaxations SDPw and SDP
∗
w defined in problems (5.4) and (5.5), are solvable and
have zero duality gap (note that w0 exists according to Theorem 2.5 (b)). For w ≥ w0,
let (yw, Sw, Zw, ) and (Xw, Uw) be a primal and a dual optimal solution for SDPw and
SDP ∗w respectively. If the operators (5.11), (5.12), (5.13), (5.15), and (5.16) are used
to prolongate these solutions to the level w+ 1, then the duality gap of the prolongated
points tends to zero as w tends to infinity, i.e.,
∑
α∈Fw+1
bw+1α [Πy(y
w)]α−
(
−
m∑
l=1
〈
Cw+1l , [ΠX(X
w)]l
〉
+
〈
Ew+1l , [ΠU (U
w)]l
〉)→ 0 as w →∞.
Proof. First notice that according to Lemma 5.1 (b), the negative of the objective
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function of the dual wth order relaxation can be written as
m∑
l=1
〈Cwl , Xwl 〉+ 〈Ewl , Uwl 〉 =
m∑
l=1
〈
Cw+1l , [ΠX(X
w)]l
〉
+
〈
Ew+1l , [ΠU (U
w)]l
〉
. (5.19)
Hence, using the fact that
∑
α∈Fw b
w
αy
w → f? as w →∞ (Theorem 2.5 (a)), the zero
duality gap of the relaxation, and Equation (5.19), we can deduce that
−
m∑
l=1
〈
Cw+1l , [ΠX(X
w)]l
〉
+
〈
Ew+1l , [ΠU (U
w)]l
〉→ f? as w →∞. (5.20)
Now, we know that bw+1α = b
w
α for any α ∈ Fw and zero otherwise (Lemma 5.1
(a)), and therefore
∑
α∈Fw+1
bw+1α [Πy(y
w)]α =
∑
α∈Fw
bwα[Πy(y
w)]α. (5.21)
If ei is a unit vector with 1 in the i
th component, then using Theorem 2.5 (c), we know
that ywei → x?i as w →∞ for i = 1, 2, . . . , n, which implies that
∑
α∈Fw+1
bw+1α [Πy(y
w)]α =
∑
α∈Fw
bwα
(
ywe1
)α1 (ywe2)α2 . . . (ywen)αn → f? as w →∞. (5.22)
Using equations (5.20) and (5.22) we can conclude that the duality gap tends to
zero as the order of the relaxation tends to infinity because both the primal and dual
minimums of the wth relaxation tend to f? as w →∞.
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5.3 Numerical experiment
The results in Section 5.2 suggest that to solve the (w + 1)th relaxation we can use
the operators (5.11), (5.12), (5.13), (5.15), and (5.16), along with the solution of the
wth relaxation to provide an initial starting point. According to Theorem 5.1 and
Theorem 5.3, we know that the prolongated points will have zero infeasibility in the
fine level; while Theorem 5.4 indicates that for any  > 0 we can find a w such that
the duality gap of the prolongated points is smaller than .
In this section we will use illustrate how this operators work with a numerical
example. We will consider the minimization of the Motzkin Polynomial
min
x1,x2
f(x) = x21x
4
2 + x
4
1x
2
2 − 3x21x22 + 1. (5.23)
This function is positive with a global minimum equal f? = 0, but it is not a sum of
squares. It has four solutions: x1 = ±1, x2 = ±1.
We use SparsePOP to construct the relaxation (5.2) to solve Problem (5.23). Note
that the sparse relaxation is equal to the dense one as there is only one clique Φ =
{1, 2}. Given that all the solutions are inside the closed unit ball, we can select M > 1
in the relaxation. We perturbed the polynomial by adding a linear term to guarantee
a unique solution (see Section 2.2.4), and used SDPT3 to solve the SDP relaxation for
different values of M > 1 and w ≥ 3 (the perturbation term is added by setting the
parameter param.perturbation equal to 10−4 in SparsePOP).
Table 5.1 shows the Motzkin Polynomial function evaluated at the solution ex-
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Table 5.1: Motzkin Polynomial function evaluated at the solution found by the SDP relaxation for differ-
ent values of M and w.
w/M M = 1.01 M = 2 M = 3 M = 4 M = 5 M = 10
w = 3 2e-11 7e-06 6e-01 9e-02 4e-01 2e+02
w = 4 - 2e-11 1e-08 1e+00 8e-01 1e+00*
w = 5 - - - 3e-08 1e+00* 3e-01
w = 6 - - - - 5e-09 3e-04*
w = 7 - - - - - 7e-06*
w = 8 - - - - - 6e-08
* SDPT3 stopped before finding a solution to the required accuracy.
Table 5.2: Number of iterations calculated by SDPT3 to solve the Motzkin Polynomial function SDP
relaxation for different values of M and w.
w/M M = 1.01 M = 2 M = 3 M = 4 M = 5 M = 10
w = 3 16 18 17 17 16 15
w = 4 - 16 18 17 17 18*
w = 5 - - - 16 17* 18
w = 6 - - - - 17 19*
w = 7 - - - - - 19*
w = 8 - - - - - 20
* SDPT3 stopped before finding a solution to the required accuracy.
tracted from the SDP solution found by SDPT3 with a 10−8 accuracy. We solve the
relaxation for a fixed M increasing w until the value of the Motzkin Polynomial is less
than 10−7. The results show how the number of relaxations needed to find a polyno-
mial solution to the required polynomial accuracy increases as the bound parameter
M increases. Also, for M = 10, SDPT3 could not solve 3 out of the 6 relaxations to
the required accuracy. Table 5.2 shows a small increase in the number of iterations
calculated by SDPT3 to solve the SDP relaxations when the order of the relaxation
increases.
For those problems where more than one relaxation is needed to find a polynomial
solution with 10−7 accuracy, Table 5.3 presents the duality gap for the (w+ 1)th relax-
ation when the solution found by SDPT3 for the wth relaxation is prolongated (e.g.,
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Table 5.3: Duality gap for the wth SDP relaxation of the minimization of the Motzkin function for the
prolongated solution of the (w − 1)th SDP relaxation.
w/M M = 2 M = 3 M = 4 M = 5 M = 10
w = 4 1e-06 2e-01 2e-01 4e-01 1e+00
w = 5 - - 3e-01 3e-01 6e-01
w = 6 - - - 2e-01 3e-01
w = 7 - - - - 5e-05
w = 8 - - - - 2e-08
the entry for M = 3 and w = 4 indicates that the duality gap for the point obtained by
prolongating the solution of the 3rd order relaxation is 2e−01). If (yw, Sw, Zw, Xw, Uw)
is a point for the wth order SDP relaxation, then the duality gap is measured as
m∑
k=1
〈[ΠS(yw)]k, [ΠX(Xw)]k〉+ 〈[ΠZ(yw)]k, [ΠU (Uw)]k〉 , (5.24)
where Πy(y
w), ΠS(y
w),ΠZ(y
w), ΠX(X
w), and ΠU (U
w) are the prolongation operators
defined in equations (5.11), (5.12), (5.13), (5.15) and (5.16) respectively. Notice that
we do not present the measures primal or dual infeasibility for the prolongated points.
This is due to the fact that Theorem 5.1 guarantees that the primal prolongated points
are feasible, and Theorem 5.3 indicates that the dual infeasibility for the (w + 1)th
relaxation is the same as the one calculated for the wth order relaxation.
Table 5.3 shows that, in line with Theorem 5.4, the duality gap of the prolongated
solutions tends to zero as the order of the relaxation increases.
In the next experiment, we use the solution of the wth order SDP relaxation along to
the prolongation operators to provide an initial point to SDPT3 to solve the (w+ 1)th
order SDP relaxation (we will refer to this warm start approach as the multilevel
approach, method or strategy). For this experiments we set the maximum number
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Table 5.4: Motzkin Polynomial function evaluated at the solution found by the SDP relaxation for differ-
ent values of M and w when the prolongated solution of the (w − 1)th SDP relaxation is used as initial
point to solve the wth SDP relaxation.
w/M M = 1.01 M = 2 M = 3 M = 4 M = 5 M = 10
w = 3 - - - - - -
w = 4 - 4e-12 4e-10 1e+00 8e-01 1e+00*
w = 5 - - - 5e-08 1e+00* 3e-01
w = 6 - - - - 4e-10 3e-04
w = 7 - - - - - 9e-08
w = 8 - - - - - 2e-08
* SDPT3 stopped before finding a solution to the required accuracy.
of iterations to 100. Also, the parameter OPTIONS.stoplevel is set to zero to allow
SDPT3 to calculate as many iterations as possible. Before prolongating the coarse
points, we perturbed the coarse matrices by calculating an eigenvalue decomposition
and setting the eigenvalues smaller than 10−4 to 10−4. This change is due to two
reasons. First, by construction the primal matrices are not positive definite and there-
fore they can not be used in an interior point method framework. Second, we noticed
that the initial steps lengths were very small for the initial iterations of the algorithm
when using the prolongated solution as initial point; perturbing the matrices improved
the efficiency of SDPT3 by increasing the size of these steps. Table 5.4 shows the
value of the Motzkin Polynomial when evaluated at the solution extracted from the
SDP relaxation as in Table 5.1, but using the multilevel strategy described (i.e., using
the prolongated solution of the wth order SDP relaxation as initial point to solve the
(w+ 1)th order SDP relaxation) instead of using the initial point provided by SDPT3.
The multilevel strategy finds a polynomial solution with an accuracy of 10−7 for all
the values of M at the same order of the relaxation for M = 2, 3, 4, 5 compared with the
results in Table 5.1, and for M = 10 it improves the results by achieving the polynomial
accuracy by solving the 7th order relaxation instead of the 8th. This improvement is
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Table 5.5: Ratio of the time required by SDPT3 and the multilevel approach to solve the wth order
relaxation for the minimization of the Motzkin Polynomial (timeSDPT3/timeMulti).
w/M M = 1.01 M = 2 M = 3 M = 4 M = 5 M = 10
w = 3 - - - - - -
w = 4 - 0.97 1.02 1.12 0.95 1.17
w = 5 - - - 1.03 0.93 1.16
w = 6 - - - - 1.03 0.94
w = 7 - - - - - 1.36
w = 8 - - - - - 1.15
due to the fact that for M = 10 the SDPT3 algorithm could not solve the 6th and
7th order relaxations to the desired accuracy while the multilevel method could. In
Table 5.5 we present the ratio between the time required for SDPT3 and the multilevel
method to solve the wth relaxation. For the lower relaxations levels (M = 2, 3, 4, 5)
the multilevel method does not reduce the time for many relaxations or if it does it
is only by a small fraction. The largest improvement is achieved for M = 10, where
for all but the 6th relaxation, the time is reduced by using the multilevel approach (it
is important to remark that for the 6th relaxation SDPT3 ended prematurely before
finding a solution to the required accuracy which explains the faster time).
In the last experiment of this chapter, we calculate the time required to solve
the Motzkin Polynomial if the multilevel approach is used sequentially to solve the
relaxations until a polynomial solution with a 10−7 accuracy can be extracted from
the SDP relaxation. In view of the previous results, we now that using sequentially
SDPT3 to solve the relaxations, we need to solve the w = 3, w = 4, w = 5, and w = 8
order relaxations, to find an adequate polynomial solution for M = 1.01, M = 2,
M = 3, M = 4, M = 5 and M = 10 respectively (Table 5.1). The same relaxations
are needed if the multilevel approach is used with the exception of the case for M = 10
where only the w = 7 relaxation is needed (Table 5.4). The results again show that
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Table 5.6: Ratio of the total time required by SDPT3 and the multilevel approach to sequentially solve
the SDP relaxations for the minimization of the Motzkin Polynomial until a polynomial solution with an
accuracy of 10−7 can be extracted from the SDP relaxation.
M = 1.01 M = 2 M = 3 M = 4 M = 5 M = 10
timeSDPT3/timeMulti - 0.97 1.02 1.08 0.97 1.51
the multilevel approach can be useful if the number of the relaxations needed is high.
Although this is a small problem, it illustrates how the multilevel approach can be
useful. However, we expect to see more drastic improvements in efficiency when the
number of variables in the POP is larger.
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CHAPTER
SIX
CONCLUSIONS
Solving global optimization polynomial problems using SDP relaxations is a very at-
tractive idea given that we change a non-linear and non-convex problem for a convex
one. In this thesis, we argued that additional improvements can be achieved by the use
of multigrid ideas to exploit the structure of the polynomial problems and the infor-
mation in the SDP hierarchies. In this chapter we summarize our work and findings,
and suggest some ideas for future research.
6.1 Summary
In Chapters 3 and 4, we showed how to take advantage of both sparsity and hierar-
chical structure present in many large scale polynomial optimization problems. The
hierarchical structure of many polynomial optimization problems means that it is often
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possible to define a fine and coarse model that capture the underlying application at
different levels of fidelity. Our main contribution was to show how to take advantage
of the information from the SDP relaxations of coarse models. Our theoretical results
suggest that if some, easy to check, conditions are satisfied then we should expect a
significant reduction in complexity by integrating multigrid ideas with infeasible inte-
rior point methods. Our numerical results back our theoretical analysis. In particular,
we showed how the multigrid approach can improve the robustness of interior point
methods and reduce solution times especially for medium to large problems and when
high accuracy solutions are required.
In Chapter 5 we dropped the assumption over the structure of the polynomial
problem, and concentrated on the hierarchy of SDP relaxations for any unconstrained
POP. Once more, we defined prolongation operators for this hierarchy, and showed
how, independent of the structure of the solution of the coarse levels, prolongating
optimal coarse points we can obtain feasible points in the fine levels. Furthermore,
our theoretical results suggested that for sufficiently large relaxations, the prolongated
points are not just feasible but close to optimal. Finally, we illustrated with a small
numerical example how this operators can be used to provide starting point to solve
the higher order relaxations.
6.2 Future work
Chapters 3 and 4 suggest some interesting directions for future research. Using a
basic one-way multigrid approach we observed substantial improvements in practical
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applications. Therefore, it would be interesting to implement a full multigrid algorithm
that may include v and w-cycles. Another obvious extension is to study the constrained
cases like in Mevissen et al., 2008, 2009, where we would expect similar patterns like
the ones described in this work. We concentrated on SDP relaxations arising from
global optimization problems, particularly for the solution of boundary value problems,
however, similar ideas are applicable in other settings such as moment relaxations of
optimal control problems Lasserre et al., 2008. Finally, we used the particular pattern
found in the solution of the dual matrices to define our prolongation operators; it will
be interesting to determine for which kind of problems this pattern is present.
The theory and the numerical example of Chapter 5 showed the potential of the
multilevel approach for this hierarchy, but more numerical experiments are needed
to evaluate the reach of the technique. In particular, we expect this approach to
be efficient for large problems, and for problems where a high order of relaxation
needs to be solved. Extending the approach for constrained polynomial problems is
also an obvious next step. In fact we believe that our ideas can be easily extended for
constrained polynomial optimization where projecting on the feasible polynomial space
defined by the constrains is easy (e.g. the constrains are a system of linear equations).
Finally, in our work we used the sparse polynomial relaxation developed in Waki
et al., 2006; Lasserre, 2006. Recently a sparse relaxation was proposed in Weisser
et al., 2017 with very promising theoretical and numerical results. The application of
multigrid and the development of prolongation operators for this new hierarchy is also
likely to lead to improvements.
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