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Abstract
The relationship between comodules of a coring and flat connections is reviewed. In
particular we specialise to corings which are built on a tensor product of algebra and a coal-
gebra. Such corings are in one-to-one correspondence with entwining structures, and their
comodules are entwined modules. These include Yetter-Drinfeld and anti-Yetter-Drinfeld
modules and their generalisations, hence all the modules of interest to Hopf-cyclic coho-
mology. In this way the interpretation of the latter as modules with flat connections [A
Kaygun and M Khalkhali, Hopf modules and noncommutative differential geometry, Lett.
Math. Phys. 76 (2006), 77–91] is obtained as a corollary of a more general theory. We also
introduce the notions of a connection in a comodule and of a bicomodule connection, and
show how comodules with flat connections can be interpreted as modules of a C-ring. In
this way all the above mentioned Hopf modules can be interpreted as comodules with flat
connections.
1 Introduction and motivation
The motivation for this paper comes from a recent paper [24] where it is proven that anti-Yetter-
Drinfeld modules introduced in [23], [21], as well as (α,β)-Yetter-Drinfeld modules from [28]
can be understood as modules with a flat connection. Our aim is to give an explanation of
this identification in terms of corings and comodules, and to introduce a dual interpretation of
anti-Yetter-Drinfeld modules as comodules with a flat connection in terms of C-rings and their
modules.
The paper is divided into two parts. The first part (sections 2–6) starts by describing how all
the algebraic structure involved in a universal differential calculus fits in a natural way into the
notion of a coring (or a coalgebra in the category of bimodules). We recall the theorem of Roiter
[30] in which a bijective correspondence is established between semi-free differential graded
algebras and corings with a grouplike element. A brief introduction to the theory of comodules
is given and the theorem establishing a bijective correspondence between comodules of a coring
with a group-like element and flat connections (with respect to the associated differential graded
algebra) is given following [9]. We then specialise to corings associated to entwining structures
and entwined modules. These include all known examples of Hopf-type modules such as Hopf
modules, relative Hopf modules, Long dimodules, Doi-Koppinen and alternative Doi-Koppinen
modules. In particular they include Yetter-Drinfeld and anti-Yetter-Drinfeld modules and their
generalisations, hence all the modules of interest to Hopf-cyclic cohomology. In this way the
interpretation of the latter as modules with flat connections is obtained as a corollary of a more
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general theory. This part is based on the lecture delivered at the Isaac Newton Institute for
Mathematical Sciences in Cambridge in August 2006, and it does not contain any previously
unknown (or unpublished) results. The aim of this part is to put existing information together
for the benefit of two mathematical communities: non-commutative geometers on one hand and
algebraists working with Hopf algebras, coalgebras and corings on the other, and is intended to
be easily accessible in particular to non-commutative geometers.
The notions of an entwining structure and associated modules are formally self-dual. Rather
than identifying entwined modules with comodules of a coring one can identify them with
modules of an algebra in the monoidal category of bicomodules or a C-ring [8, Section 6]. In
the second part of the paper (sections 7–8) we first use the tools of homological coalgebra [17] to
introduce the notion of a connection in a comodule and a bicomodule, and thus give a coalgebra
version of topics discussed in [16, Section 8]. Then we interpret entwined (i.e. Hopf-type)
modules as comodules with flat connections associated to an augmented C-ring. We believe
that this description is new and we hope that it sheds some additional light on the structure of
anti-Yetter-Drinfeld modules. We also hope that it might be useful in all situations in which
C-rings appear as the most natural algebraic structure. One of such areas of increasing interest
is semi-infinite homological algebra [37], in particular semi-infinite cohomology of algebras.
The basic notion of semi-regular module [1] appearing in this context is an example of a C-ring
associated to an entwining structure, and, as argued in [29], C-rings are the natural language in
which the semi-infinite cohomology of algebras should be formulated.
Throughout this paper A denotes an associative unital algebra over a commutative ring k. Mul-
tiplication in A is denoted by µ : A⊗A → A. The identity morphism for an object, say, V is
denoted by V . The unadorned tensor product is over k.
Recall that the universal differential envelope of A is a differential graded algebra ΩA =⊕∞n=0ΩnA
over A (i.e. A = Ω0A) defined as follows. The bimodule of one-forms is
Ω1A := kerµ = {∑
i
ai⊗bi ∈ A⊗A | ∑
i
aibi = 0}. (1.1)
Ω1A has the obvious A-bimodule structure. The differential d : A → Ω1A is defined as
d : a 7→ 1⊗a−a⊗1 = (1⊗1)a−a(1⊗1). (1.2)
One defines higher differential forms by iteration
Ωn+1A := Ω1A⊗A ΩnA, (1.3)
i.e. (or, more precisely) ΩA is the tensor algebra of the A-bimodule Ω1A, ΩA = TA(Ω1A). The
differential d is extended to the whole of Ω by requiring the graded Leibniz rule (and that d ◦d =
0). This amounts to inserting the unit of the algebra A in all possible places in ΩnA ⊂ A⊗n+1
with alternating signs.
2 Sweedler’s example and definition of corings
The universal differential envelope of an algebra A uses all the structure that is encoded in the
notion of an algebra, i.e. the product (in the definition of Ω1A), the unit (in the definition of d)
and the tensor product over A (in the definition of ΩnA). In [33], M.E. Sweedler proposed a
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different point of view on algebras. He suggested to look at the A-bimodule C = A⊗A (with the
obvious A-actions) and consider two A-bilinear maps
∆C : C → C⊗AC ≃ A⊗A⊗A, a⊗a′ 7→ a⊗1⊗a′, (2.1)
εC : C → A, εC = µ : a⊗a′ 7→ aa′. (2.2)
The algebra structure of A is fully encoded in the maps (2.1), (2.2). It is an elementary exercise
to check that the maps ∆C and εC make the following diagrams commute
C
∆C //
∆C

C⊗AC
C⊗A∆C

C⊗AC
∆C⊗AC // C⊗AC⊗AC ,
(2.3)
C
∆C //
≃
((PP
PP
PPP
PP
PPP
PP C⊗AC
εC⊗AC

A⊗AC ,
C
≃
((RR
RRR
RRR
RRR
RRR
R
∆C

C⊗AC
C⊗AεC // C⊗AA .
(2.4)
Note that the diagrams (2.4) simply express that 1 is the unit in the algebra A. Also, note that
the diagrams (2.3) state that ∆C is a coassociative map, while (2.4) state the counitality axiom.
In other words, these diagrams mean that A⊗A is a coalgebra over a non-commutative ring A.
These observations lead to the following general definition (no relation of C to A⊗A).
Definition 1. An A-bimodule C is called an A-coring iff there are A-bimodule maps ∆C : C →
C⊗AC , εC : C → A rendering diagrams (2.3), (2.4) commutative.
As for coalgebras, ∆C is called a coproduct and εC is called a counit. The coring C = A⊗A
is known as the Sweedler or canonical coring associated to the ring extension k → A. Note in
passing that A itself is an A-coring. Thus the notion of a coring includes that of a ring.
3 Roiter’s theorem
Going back to the universal differential envelope and realising that C = A⊗A is a coring, we can
identify Ω1A with the kernel of the counit εC . A question thus arises: are there other corings, for
which the kernel of the counit gives rise to a differential graded algebra? Before this question is
answered observe that the universal differential is defined in equation (1.2) as the commutator
with 1⊗1 ∈ C = A⊗A. Note that
∆C (1⊗1) = (1⊗1)⊗A(1⊗1), εC (1⊗1) = 1.
In the case of a general A-coring C we can distinguish elements which have above properties
and thus arrive at the following
Definition 2. An element g of an A-coring C is called a group-like element provided that
∆C (g) = g⊗Ag, εC (g) = 1.
The following remarkable result of Roiter [30] states that in fact any differential graded algebra
of certain kind comes from a coring with a group-like element.
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Theorem 3 (A.V. Roiter). (1) Any A-coring C with a group-like element g gives rise to a
differential graded algebra ΩA defined as follows: Ω1A = kerεC , Ωn+1A = Ω1A⊗AΩnA
and the multiplication is given by the tensor product (i.e., ΩA is the tensor algebra ΩA =
TA(kerεC )). The differential is defined by d(a) = ga− ag, for all a ∈ A, and, for all
c1⊗A · · ·⊗Ac
n ∈ (kerεC )⊗An,
d(c1⊗A · · ·⊗Acn) = g⊗Ac1⊗A · · ·⊗Acn +(−1)n+1c1⊗A · · ·⊗Acn⊗Ag
+
n
∑
i=1
(−1)ic1⊗A · · ·⊗Aci−1⊗A∆C (ci)⊗Aci+1⊗A · · ·⊗Acn.
(2) A differential graded algebra ΩA over A such that ΩA = TA(Ω1A) (that is Ωn+1A =
Ω1A⊗AΩnA; a differential graded algebra with this property is said to be semi-free),
defines a coring with a grouplike element.
(3) The operations described in items (1) and (2) are mutual inverses.
Proof. (1) and (3) are proven by straightforward calculations, so we only indicate how to
construct a coring from a differential graded algebra (i.e. sketch the proof of (2)). Starting with
ΩA, define
C = Ag⊕Ω1A,
where g is an indeterminate. In other words we define C to be a direct sum of A and Ω1A as a
left A-module. We now need to specify a compatible right A-module structure. This is defined
by
(ag+ω)a′ := aa′g+ada′+ωa′.
The coproduct is specified by
∆C (ag) = ag⊗Ag, ∆C (ω) = g⊗Aω+ω⊗Ag−d(ω),
and the counit
εC (ag+ω) := a,
for all a ∈ A and ω ∈ Ω1A. Note that this structure is chosen in such a way that g becomes the
required group-like element. ⊔⊓
The Roiter theorem teaches us that:
Semi-free differential graded algebras are in bijective correspondence with corings with a
group-like element.
The canonical coring construction can be performed for any algebra map B → A (i.e. it is not
necessary that B = k) – this is the original Sweedler’s example from [33]. In this case C = A⊗BA
and the resulting differential graded algebra (defined with respect to the group-like element
1⊗B1) corresponds to the relative universal differential forms as studied, for example, in [16].
4 Comodules and flat connections
An A-coring is an algebraic structure and we would like to study its (co)representations. These
are given in terms of comodules.
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Definition 4. A right A-module M together with a right A-linear map ρM : M →M⊗AC render-
ing the following diagrams
M
ρM
//
ρM

M⊗AC
M⊗A∆C

M⊗AC
ρM⊗AC
// M⊗AC⊗AC
M
ρM
//
≃
''PP
PP
PP
PP
PP
PP
P M⊗AC
M⊗AεC

M⊗AA
commutative is called a right C -comodule.
As for coalgebras, the map ρM is called a coaction. When needed one refers to map ρM which
obeys the square but not the triangle condition in Definition 4 as to a non-counital coaction.
Comodules of the Sweedler coring C = A⊗BA associated to a ring extension B→ A correspond
bijectively to descent data for the extension B → A; see [12, Section 25]. Thus corings are
nowadays effectively used to describe a (generalised) noncommutative descent theory (on non-
categorical level); see [14].
The existence of a group-like element in an A-coring C has a very natural explanation in terms
of comodules [8]: C has a group-like element if and only if A is a right (or, equivalently, left)
C -comodule.
The noncommutative differential geometric interpretation of comodules of a coring with a
group-like element is provided by the following theorem taken from [9]. First recall that a
connection in a right A-module M (with respect to a differential graded algebra ΩA over A) is a
k-linear map ∇ : M⊗A Ω•A → M⊗A Ω•+1A such that, for all ω ∈ M⊗A ΩkA and ω′ ∈ ΩA,
∇(ωω′) = ∇(ω)ω′+(−1)kωd(ω′).
A curvature of a connection ∇ is a (right A-linear) map
F∇ : M →M⊗A Ω2A,
defined as a restriction of ∇ ◦∇ to M, that is, F∇ = ∇ ◦∇ |M. A connection is said to be flat if
its curvature is identically equal to 0.
Theorem 5. Assume that C is an A-coring with a group-like element g, and write ΩA for the
associated differential graded algebra.
(1) If (M,ρM) is a right C -comodule, then the map
∇ : M → M⊗AΩ1A, m 7→ ρM(m)−m⊗Ag,
is a flat connection.
(2) If M is a right A-module with a flat connection ∇ : M → M⊗AΩ1A, then M is a right
C -comodule with the coaction
ρM : M →M⊗AC , m 7→ ∇(m)+m⊗Ag.
(3) The operations described in items (1) and (2) are mutual inverses.
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This theorem is proven by a straightforward calculation and, combined with the Roiter theorem,
teaches us that:
Flat connections with respect to a semi-free differential graded algebra are in bijective
correspondence with comodules of a coring with a group-like element.
Combined with the identification of right comodules of the Sweedler A-coring A⊗BA with de-
scent data, the above observation might explain the appearance of flat connections in the descent
theory cf. [27]. In fact the correspondence between flat connections, descent theory and comod-
ules of a Sweedler type coring goes back, at least in the commutative (algebraic geometry) case,
to work of Grothendieck [20] and development of crystalline cohomology; see [3, Chapter 2].
Finally we would like to remark in passing that the correspondence in Theorem 5 is functorial,
i.e. it defines an isomorphism of categories of C -comodules and A-modules with flat connection
(with respect to ΩA); see [12, 29.15–16] for more details.
5 Entwined modules
Typically, Hopf-type modules involve data consiting of an algebra and a coalgebra, and objects
which are at the same time modules and comodules with some compatibility condition. It is
quite natural, therefore, to address the following problem.
Suppose that, given an algebra A and a coalgebra C (with coproduct ∆ and counit ε), we would
like to construct an A-coring structure on C = A⊗C. C has an obvious left A-multiplication
a(a′⊗c) := aa′⊗c, (5.1)
it has also an obvious candidate for a counit,
εC := A⊗ε. (5.2)
In view of the identification C⊗AC = (A⊗C)⊗A(A⊗C)≃ A⊗C⊗C, the map
∆C := A⊗∆, (5.3)
is an obvious candidate for a coproduct for C . To make A⊗C into an A-coring with already
specified structures (5.1)–(5.3) we need to introduce a suitable right A-multiplication. Obvi-
ously since A⊗C must be an A-bimodule, in view of (5.1) any such a right A-multiplication is
determined by a map ψ : C⊗A → A⊗C,
ψ(c⊗a) := (1⊗c)a. (5.4)
The map ψ must satisfy (four) conditions corresponding to unitality and associativity of the
right A-multiplication and to the facts that both ∆C and εC are right A-linear maps. As ob-
served in [8] (following a comment by M. Takeuchi), these four conditions are equivalent to the
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commutativity of the following bow-tie diagram
C⊗A⊗A
ψ⊗A
  







 C⊗µ
%%K
KK
KK
KK
KK
K
C⊗C⊗A
C⊗ψ
<
<<
<<
<<
<<
<<
<<
<<
<<
<
C⊗A
∆C⊗A
99ssssssssss
εC⊗A
%%K
KK
KK
KK
KK
KK
ψ

A⊗C⊗A
A⊗ψ
<
<<
<<
<<
<<
<<
<<
<<
<<
< C
C⊗ι
99sssssssssss
ι⊗C %%KK
KK
KK
KK
KK
K A C⊗A⊗C
ψ⊗C
  








A⊗C
A⊗εC
99sssssssssss
A⊗∆C %%KK
KK
KK
KK
KK
A⊗A⊗C
µ⊗C
99ssssssssss
A⊗C⊗C ,
(5.5)
where µ is the product in A and ι : k → A is the unit map. The map ψ satisfying the conditions
(5.5) is known as an entwining map, C and A are said to be entwined by ψ, and the triple (A,C,ψ)
is called an entwining structure. These are notions introduced in this form in [11] (with no
reference to corings, but with an aim to recapture missing Hopf algebra symmetry needed for
the construction of principal bundles over quantum homogeneous spaces). The corresponding
coring C = A⊗C is often referred to as the coring associated to an entwining structure (A,C,ψ)
(of course, it depends on the point of view, whether we want to see a coring as being determined
by the map ψ or the map ψ as being determined by a coring).
One easily checks that right comodules of the A-coring C = A⊗C associated to an entwin-
ing structure are simply k-modules M which are both right A-modules with multiplication
ρM : M⊗A →M and right C-comodules with comultiplication ρM : M → M⊗C rendering com-
mutative the following diagram
M⊗A
ρM⊗A
//
ρM

M⊗C⊗A
M⊗ψ
// M⊗A⊗C
ρM⊗C

M
ρM
// M⊗C .
(5.6)
Such k-modules are known as entwined modules (or (A,C,ψ)-entwined modules) and were
introduced in [7].
Although entwining structures in this form were introduced in [11], and, at least on the first
sight, the conditions expressed by the bow-tie diagram (5.5) might seem a bit complicated, in
fact they are a special case of the structure which appeared in category theory some forty years
ago and is known as a (mixed) distributive law [2], [36].
6 Anti-Yetter-Drinfeld and other Hopf-type modules
Since the end of the sixties, Hopf algebraists studied intensively objects with both an action and
a coaction of a Hopf algebra or, more generally, with an action of an algebra and a coaction
of a coalgebra which are compatible one with the other through an action/coaction of a Hopf
algebra. Such objects are known as Hopf-type modules, and examples include Hopf modules
of Sweedler [32], relative Hopf-modules of Doi and Takuechi [18], [35], Doi-Koppinen Hopf
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modules [19], [25] or (as a special case of the latter) Yetter-Drinfeld modules [31], [38]. Es-
sentially, compatibility conditions for all known Hopf-type modules can be recast in the form
of an entwining structure and are of the form of equation (5.6). For more information about
entwining structures and their connection with Hopf-type modules we refer to [15] or to [12,
Section 33].
The qualification essentially appears here, since there are also variants of Hopf-type modules
for weak Hopf algebras [6] (such as weak Doi-Hopf modules [4]) and for bialgebroids [34],
[26] (such as Doi-Koppinen modules for quantum groupoids [10]). To describe the former one
needs to study corings built not on A⊗C but on a (left A-module) direct summand of A⊗C.
Such corings are equivalently described in terms of weak entwining structures [13]. To describe
the latter, one works over a non-commutative ring R from the onset, and studies A-corings on
A⊗RC (to make sense of these, C has to be an R-coring and A must be an R-ring, i.e. there must
be a ring map R → A). These lead to entwining structures over non-commutative rings [5]. In
any case, to the best of author’s knowledge, every known Hopf-type module (whether weak
or over a non-commutative ring) is a comodule of an associated coring. This, in particular,
implies to the newest additions to the family of Hopf-type modules, i.e. anti-Yetter-Drinfeld
modules which arose naturally as coefficients in Hopf-cyclic cohomology [23], [21], and to
their generalisations termed (α,β)-equivariant C-comodules [28] [24].
We illustrate the general theory of the previous sections on the example of anti-Yetter-Drinfeld
modules. To this end take A = C = H, where H is a Hopf algebra with a bijective antipode S.
Then one can define an entwining map ψ : H⊗H → H⊗H by
ψ(c⊗a) = a(2)⊗S−1(a(1))ca(3), (6.1)
for all a,c ∈H. Here a(1)⊗a(2)⊗a(3) := (∆⊗H)◦∆(a). That ψ is an entwining map indeed can
be easily checked by a routine calculation. While doing this exercise, the reader should notice
that the only significant property (apart from multiplicativity and unitality of the coproduct) is
the fact that the antipode is an anti-algebra and anti-colagebra map. Consequently, there is an
H-coring C = H⊗H with the right H-multiplication
(b⊗c)a = ba(2)⊗S−1(a(1))ca(3). (6.2)
The compatiblity (5.6) for right H-module and H-comodule M comes out as, for all a ∈H,
ρM(ma) = m(0)a(2)⊗S−1(a(1))m(1)a(3), (6.3)
where ρM(m)= m(0)⊗m(1) is the C-coaction on M, i.e. entwined modules for (6.1) coincide with
(right-right) anti-Yetter-Drinfeld modules. Since C = H is a Hopf algebra, 1H is a group-like
element in H, and hence 1H⊗1H is a group-like element in the H-coring C . By the Roiter the-
orem there is the associated differential graded algebra and by Theorem 5 anti-Yetter-Drinfeld
modules are modules with a flat connection with respect to this differential graded structure.
Explicitly,
Ω1H = {∑
i
ai⊗ci ∈ H⊗H | ∑
i
aiε(ci) = 0}.
Thus, in particular Ω1H = H⊗H+, where H+ := kerε, provided H is a flat k-module. The right
H-action on Ω1H is given by the formula (6.2). The differential comes out as
d(a) = (1⊗1)a−a(1⊗1) = a(2)⊗S−1(a(1))a(3)−a⊗1.
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Note that this map is zero if H is a cocommutative Hopf algebra.
Anti-Yetter-Drinfeld modules are an example of (α,β)-equivariant C-comodules introduced in
[28]. In this case A is a bialgebra, C is an A-bimodule colagebra, α : A → A is a bialgebra map
and β : A → A is an anti-bialgebra map (i.e. β is both an anti-algebra and anti-coalgebra map).
All these data give rise to an entwining map ψ : C⊗A → A⊗C defined by
ψ(c⊗a) = a(2)⊗β(a(1))cα(a(3)).
We leave it as an exercise to work out explicitly the form of the corresponding coring C = A⊗C
and of the compatibility condition (5.6). If, in addition, C has a group-like element e, then
1⊗e is a group-like element in C . Again, the derivation of the explicit form of the associated
differential graded algebra is left as an exercise.
7 Connections in (bi)comodules
The aim of this and the following section is to describe rudiments of the theory of connections in
(bi)comodules, and to give a different interpretation of entwined modules in terms of comodules
with a flat connection.
Assume that k is a field and fix a k-coalgebra C with coproduct ∆ : C → C⊗C and counit
ε : C → k. Take a C-bicomodule L with coactions Lρ : L →C⊗L and ρL : L→ L⊗C. Following
[17], a k-linear map λ : L →C is called a coderivation, provided
∆◦λ = (C⊗λ)◦ Lρ+(λ⊗C)◦ρL.
Note that ε◦λ = 0.
Recall that, given a right C-comodule M with coaction ρM and a left C-comodule N with coac-
tion Nρ, the cotensor product MCN is defined as the equaliser of M⊗Nρ and ρM⊗N, i.e.,
MCN := ker(M⊗Nρ−ρM⊗N).
The assignment (M,N) 7→ MCN is a functor MC ×CM → Vectk. If N is a C-bicomodule
with the right coaction ρN , then MCN is a right C-comodule with the coaction MCρN . This
is a functorial construction as well. In particular, the cotensor product makes the category of
C-bicomodules a monoidal category. For any k-linear maps f : M → M′, g : N → N′ we write
fCg for the restriction of f⊗g to MCN. The definition of the cotensor product immediately
implies that ρMCN = MCNρ. Note that MCC ≃ M and CCN ≃ N with isomorphisms
given by the coactions and the counit.
Definition 6. Let (L,λ) be a C-bicomodule with a coderivation.
(1) Given a right C-comodule M, a k-linear map ∇ : MCL→M is called a connection in M
with respect to (L,λ), provided
ρM ◦∇ = (∇⊗C)◦ (MCρL)+MCλ.
(2) Given a left C-comodule N, a k-linear map ∇ : LCN → N is called a connection in N
with respect to (L,λ), provided
Nρ◦∇ = (C⊗∇)◦ (LρCN)+λCN.
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With any coalgebra C one can associate the universal coderivation. Write C+ := kerε, and set
L(C) := C⊗C+. View L(C) as a left C-comodule via ∆⊗C+ and as a right C-comodule with the
coaction C⊗∆|C+ −∆⊗C+. Then the map
λC : L(C)→C, c⊗d 7→ ε(c)d,
is a coderivation, called a universal coderivation. Note that equivalently L(C) can be defined as
coker∆, with λ : c⊗d 7→ ε(c)d− cε(d), where x¯ denotes the element of coker∆ corresponding
to x ∈C⊗C. The isomorphism coker∆ →C⊗C+ is given by c⊗d 7→ c⊗d−∆(c)ε(d) (with the
inverse c⊗d 7→ c⊗d). This identification of L(C) with coker∆ makes the duality between L(C)
and Ω1A in (1.1) more transparent.
Lemma 7. A right (resp. left) C-comodule admits a connection with respect to (L(C),λC) if and
only if it is an injective C-comodule.
Proof. This is a dual version of the characterisation of modules with a connection with respect
to universal differential structure; see [16, Corollary 8.2]. Write pi : C⊗C → coker∆ for the
canonical epimorphism. Given a connection ∇ : MCL(C) ≃ MCcoker∆ → M in a right C-
comodule M, the map
σr : M⊗C →M, σr := M⊗ε+∇◦ (M⊗pi)◦ (ρM⊗C),
is a right C-colinear retraction of the coaction ρM. Hence M is an injective comodule. Con-
versely, if M is an injective C-comodule and σr is a right C-colinear retraction of ρM, then
∇ := σr ◦ (MC(ε⊗C+)) is a connection in M.
If ∇ : L(C)CN ≃ (coker∆)CN → N is a connection in a left C-comodule N, the map
σl : C⊗N → N, σl := ε⊗N−∇◦ (pi⊗N)◦ (C⊗Nρ),
is a left C-colinear retraction of the coaction Nρ. Hence N is an injective comodule. Conversely,
if N is an injective C-comodule and σl is a left C-colinear retraction of Nρ, then ∇ := σl ◦
((ε⊗C+)CN) is a connection in N. ⊔⊓
If M is a C-bicomodule, one can consider connections in M as a right and left C-comodule, and
demand compatibility with other comodule structures. Dualising definitions in [16, Section 8],
we can thus propose
Definition 8. Let (L,λ) be a C-bicomodule with a coderivation, and let M be a C-bicomodule.
(1) A left C-colinear connection in a right C-comodule M (with respect to (L,λ)) is called a
right connection in M with respect to (L,λ).
(2) A right C-colinear connection in a left C-comodule M (with respect to (L,λ)) is called a
left connection in M with respect to (L,λ).
(3) A bicomodule connection in M is a pair (∇l,∇r) such that ∇r is a right connection in M
and ∇l is a left connection in M.
Similarly to Lemma 7, the existence of bicomodule connections with respect to the universal
coderivation is closely related to injectivity. A C-bicomodule M is injective if and only if there
exists a C-bicolinear retraction of
(Mρ⊗C)◦ρM = (C⊗ρM)◦Mρ,
where ρM : M → M⊗C and Mρ : M → C⊗M are coactions. Thus if M is an injective C-
bicomodule, it is also injective as a left and right C-comodule. Furthermore, there exist C-
bicolinear retractions of coactions.
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Proposition 9. A C-bicomodule M admits a bicomodule connection with respect to the universal
coderivation (L(C),λC) if and only if M is an injective bicomodule.
Proof. This is dual to [16, Proposition 8.3]. Let (∇l,∇r) be a bicomodule connection. Since a
right connection ∇r is left colinear, the corresponding retraction σr as constructed in the proof
of Lemma 7 is also left C-colinear. Consequently, σr ◦ (σl⊗C), where σl is a retraction of
Mρ corresponding to ∇l, is a C-bicolinear retraction of (Mρ⊗C) ◦ ρM. The converse follows
immediately by Lemma 7 and the discussion after Definition 8. ⊔⊓
In particular, L(C) admits a bicomodule connection with respect to coderivation (L(C),λC) if
and only if C is a formally smooth coalgebra; see [22, Theorem 1.4].
To define a torsion and curvature of a connection, we need to consider extended coderivations.
Definition 10. Let (L,λ) be a C-bicomodule with a coderivation. By an extended coderivation
we mean a triple (L,λ,λ′), where λ′ : LCL → L is a k-linear map such that λ′ ◦ λ = 0, λ′
is a connection in the left C-comodule L with respect to (L,λ), and a connection in the right
C-comodule L with respect to (L,−λ). Explicitly, we require
Lρ◦λ′ = (C⊗λ′)◦ (LρCL)+λCL. (7.1)
ρL ◦λ′ = (λ′⊗C)◦ (LCρL)−LCλ. (7.2)
An extended coderivation gives rise to a chain complex
LCL
λ′ // L λ // C ε // k.
In order not to clatter the notation λ′ is simply denoted by λ, and we write (L,λ) for (L,λ,λ′).
The universal coderivation can be extended, for L(C)CL(C)≃C⊗C+⊗C+ and the extension
of λC can be defined by λC : c⊗c′⊗c′′ 7→ ε(c)c′⊗c′′. (While checking (7.1) and (7.2) the reader
should note that one needs to view c⊗c′⊗c′′ in L(C)CL(C) using the right C-comodule struc-
ture of C⊗C+.)
Since L is itself a C-bicomodule, one can study bicomodule connections in L. In case (L,λ) is
an extended coderivation, this becomes very simple.
Proposition 11. Let (L,λ) be an extended coderivation. Then the formula
∇l = λ+∇r.
gives a bijective correspondence between left and right connections in the C-bicomodule L with
respect to (L,λ).
Proof. This is a bicomodule version of [16, Proposition 8.5]. Take a right connection ∇r in L
and set ∇l = λ+∇r. Then
Lρ◦∇l = (C⊗λ)◦ (LρCL)+λCL+(C⊗∇r)◦ (LρCL)
= (C⊗∇l)◦ (LρCL)+λCL,
where the first equality follows by (7.1) and by the left C-colinearity of ∇r. Hence ∇l is a
connection in the left C-comodule L. Furthermore,
ρL ◦∇l = (λ⊗C)◦ (LCρL)−LCλ+(∇r⊗C)◦ (LCρL)+LCλ
= (∇l⊗C)◦ (LCρL),
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where the first equality follows by (7.2) and by the definition of a connection in a right C-
comodule. Thus ∇l is a left connection in L. The fact that a left connection induces the right
connection is proven in a similar way. The bijectivity is obvious. ⊔⊓
Using the same arguments as in the proof of Proposition 11, one easily checks that if (L,λ) is an
extended derivative and (∇l,∇r) is a bicomodule connection in L (with respect to (L,λ)), then
the map
T(∇l ,∇r) : LCL→ L, T(∇l ,∇r) := ∇l −λ−∇r,
is a C-bicomodule map. T(∇l ,∇r) is called a torsion of (∇l,∇r). Proposition 11 implies that,
given an extended coderivation (L,λ) any left (or right) connection in L gives rise to a torsion-
free bicomodule connection. In particular this is true for the universal (extended) coderivation
(L(C),λC). Thus, in view of Proposition 9, to prove that L(C) = C⊗C+ is an injective bico-
module suffice it to find a bicolinear retraction of one of the C-coactions in L(C).
Recall that a coalgebra C is said to be coseparable if there exists a k-linear map δ : C⊗C → k,
such that
(δ⊗C)◦ (C⊗∆) = (C⊗δ)◦ (∆⊗C), δ◦∆ = ε.
Such a map δ is called a cointegral. Every bicomodule of a coseparable coalgebra is injective,
so any C bicomodule has a bicomodule connection with respect to (L(C),λC). In particular, if
C is a coseparable coalgebra, then a right connection in L(C) with respect to (L(C),λC) can be
defined as
∇r = (C⊗C⊗δ)◦ (C⊗∆⊗C+)−∆⊗δ .
The corresponding left connection computed from Proposition 11 is
∇l = ε⊗C+⊗C+ +(C⊗C⊗δ)◦ (C⊗∆⊗C+)−∆⊗δ.
The resulting bicomodule connection is torsion-free (i.e. T(∇l ,∇r) = 0).
Lemma 12. (1) Let ∇ be a connection in a right C-comodule M with respect to an extended
coderivation (L,λ). Define
∇λ : MCLCL → M⊗L, ∇λ := ∇CL+MCλ.
Then Im∇λ ⊆MCL.
(2) Let ∇ be a connection in a left C-comodule N with respect to an extended coderivation
(L,λ). Define
∇λ : LCLCN → L⊗N, ∇λ := λCN−LC∇.
Then Im∇λ ⊆ LCN.
Proof. This is proven by a straightforward calculation which uses the definitions of the cotensor
product and connection, and equations (7.1), (7.2). ⊔⊓
In view of Lemma 12 it is possible to make the following
Definition 13. Let (L,λ) be an extended coderivation. The curvature of a connection ∇ in a
right (resp. left) C-comodule is defined as
F∇ := ∇◦∇λ.
The connection ∇ is said to be flat if its curvature vanishes, F∇ = 0.
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Any flat connection in a right C-comodule M (resp. left C-comodule N) gives rise to a chain
complex
MCLCL
∇λ // MCL
∇ // M, (resp. LCLCN ∇λ // LCN ∇ // N ).
8 Modules of C-rings and flat connections
In Section 5, (A,C,ψ)-entwined modules were identified with comodules of an associated cor-
ing. As observed in [8, Proposition 6.2], equivalently, one can describe (A,C,ψ)-entwined
modules as modules of the C-ring or the monoid in the category of C-bicomodules associated
to (A,C,ψ). The aim of this section is to show that any C-ring with a character gives rise to
an extended coderivation (the dual Roiter theorem), and that the modules of this C-ring can
be identified with comodules with a flat connection. This, in particular, gives an interpretation
of entwined modules (in case, when A has a character), hence anti-Yetter-Drinfeld and Yetter-
Drinfeld modules, as comodules with flat connections.
We assume that k is a field and C is a k-coalgebra. Let A be a C-bicomodule with coactions
Aρ : A → C⊗A and ρA : A → A⊗C. A is called a C-ring if there are two bicomodule maps
µA : ACA → A and ηA : C → A such that
ACACA
µACA //
ACµA

ACA
µA

ACA
µA // A ,
A
ρA
//
A

ACC
ACηA

A
Aρ
//
A

CCA
ηACA

A ACA ,
µAoo A ACA .
µAoo
A character in A is a k-linear map κ : A → k such that
κ◦µA = κCκ, κ◦ηA = ε. (8.1)
A right module of a C-ring A is a right C-comodule M with coaction ρM : M → M⊗C together
with a right C-comodule map ρM : MCA → M such that
MCACA
ρMCA
//
MCµA

MCA
ρM

M
ρM
//
M

MCC
MCηA

MCA
ρM
// M , M MCA .
ρM
oo
(8.2)
The map ρM is called a right A -action. C is a right A -module if and only if there is a character
in A .
A C-ring can be understood as an associative unital algebra (a monoid) in a monoidal category
of C-bicomodules. In view of this, the first assertion of the following proposition can be viewed
as a standard result in the theory of algebras.
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Proposition 14. Let A be a C-ring with a character κ. Set ¯A := cokerηA and consider the
following (left infinite) sequence
... λ // ¯AC ¯AC ¯A
λ //
¯AC ¯A
λ //
¯A
λ // C ε // k, (8.3)
with the maps λ defined as follows. Write pi : A → ¯A for the canonical surjection. Then λ : ¯A →
C is defined by
λ◦pi = (κ⊗C)◦ρA − (C⊗κ)◦ Aρ,
and λ : ¯A Cn → ¯A Cn−1,
λ◦piCn = κCpiCn−1 +
n−1
∑
l=1
(−1)lpiCl−1C(pi◦µA )CpiCn−l−1 +(−1)npiCn−1Cκ.
Then (8.3) is a chain complex and ( ¯A ,λ) is an extended coderivation.
(Compare the definition of λ with that of d in Theorem 3.)
Proof. Note that the map pi has a left C-comodule section σ : ¯A → A given by
σ◦pi = A − (ηA⊗κ)◦ Aρ.
This implies that, for all right C-comodules M, MC ¯A = Im(MCpi). In particular ¯A Cn =
Im
(
piCn
)
, and the definitions of the λ are justified. We only check that ( ¯A ,λ) is an extended
coderivation. The C-coactions ρ ¯A and ¯A ρ on ¯A are induced from ρA and Aρ by pi, hence the
map pi is C-bicolinear, i.e., ρ ¯A ◦pi = (pi⊗C) ◦ρA and ¯A ρ ◦pi = (C⊗pi) ◦ Aρ. In view of this one
can compute
[(C⊗λ)◦ ( ¯A ρC ¯A )+λC ¯A ]◦ (piCpi) = (C⊗κCpi−C⊗pi◦µA +C⊗piCκ)◦ (AρCA )
+(κ⊗C⊗A )◦ (ρACpi)− (C⊗κ⊗A )◦ (AρCpi)
=
¯A ρ◦ (piCκ−pi◦µA +κCpi) =
¯A ρ◦λ◦ (piCpi),
where the first equality follows by the C-colinearity of pi and definitions of the λ, while the
second follows by the C-colinearity of the multiplication µA and pi, and by the definition of
the cotensor product. This proves the condition (7.1). Equation (7.2) is proven by similar
arguments. ⊔⊓
As a particular example of construction in Proposition 14 one can derive the complex associated
to the universal coderivation. Simply view C⊗C as a C-ring with multiplication
C⊗CCC⊗C ≃C⊗C⊗C →C⊗C, c⊗ c′⊗ c′′ 7→ ε(c′)c⊗ c′′,
unit ∆ and character ε⊗ ε. Identifying C⊗C = coker∆ with L(C) = C⊗C+ we obtain
λ : L(C)Cn ≃C⊗(C+)⊗n →C⊗(C+)⊗n−1 ≃ L(C)Cn−1, c0⊗·· ·⊗cn 7→ ε(c0)c1⊗·· ·⊗cn.
Theorem 15. Let A be a C-ring with a character κ and let ( ¯A ,λ), pi be as in Proposition 14.
For any right C-comodule M, the formula
ρM = ∇◦ (MCpi)+MCκ,
gives a bijective correspondence between right A -actions on M and flat connections in M with
respect to ( ¯A ,λ).
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Proof. Similarly to Theorem 5 this is proven by direct calculations. For example, suppose M
is a right A -module with C-coaction ρM and A -action ρM, then
(ρM−MCκ)◦ (MCηA )◦ρM = M− (M⊗ε)◦ρM = 0,
by the second of diagrams (8.2), the second of equations (8.1) and the counitality of the coaction.
This means that the there is a unique map ∇ such that ∇◦ (MCpi) = ρM −MCκ. Next,
ρM ◦∇◦ (MCpi) = ρM ◦ρM−ρM ◦ (MCκ)
= (ρM⊗C)◦ (MCρA )− (M⊗C⊗κ)◦ (MCAρ)
= [(ρM−MCκ)⊗C]◦ (MCρA )+MC[(κ⊗C)◦ρA − (C⊗κ)◦ Aρ]
= [(∇⊗C)◦ (MCρ
¯A )+MCλ]◦ (MCpi).
where the second equality follows by the right C-colinearity of the action ρM, and by the defini-
tion of the cotensor product. The final equality is a consequence of the fact that, by construction,
pi is a right C-comodule map. The flatness of ∇ is a straightforward consequence of the associa-
tivity of ρM, the definition of λ and equations (8.1). The verification that given a flat connection
the formula in the theorem gives an A -action is left to the reader. ⊔⊓
Starting with an entwining structure (A,C,ψ), one constructs a C-ring A = C⊗A with the C-
coactions
Aρ = ∆⊗A, ρA = (C⊗ψ)◦ (∆⊗A),
multiplication
µA : (C⊗A)C(C⊗A)≃C⊗A⊗A →C⊗A, c⊗a⊗a′ 7→ c⊗aa′,
and unit ηA : C → C⊗A, c 7→ c⊗ 1. The category of entwined modules is then isomorphic
to the category of right A -modules; see [8, Proposition 6.2]. If χ : A → k is a character, then
κ := ε⊗χ is a character in the C-ring A . The cokernel ¯A of ηA can be identified with C⊗ ¯A,
where ¯A = A/k1. Thus ¯AC ¯A ≃C⊗ ¯A⊗ ¯A. With this identification and writing a¯ for the image
of a ∈ A under the canonical surjection A → ¯A, the coderivative and its extension come out as,
for all a,b ∈ A, c ∈C,
λ(c⊗a¯) = ∑
ψ
χ(aψ)cψ−χ(a)c, λ(c⊗a¯⊗¯b) = ∑
ψ
χ(aψ)cψ⊗¯b− c⊗ab+ c⊗a¯χ(b),
where ψ(c⊗a) = ∑ψ aψ⊗cψ.
In the case of anti-Yetter-Drinfeld modules of a Hopf algebra H, the corresponding H-ring is
AaY D = H ⊗H, hence there is a character κ := ε⊗ε. ¯AaY D = H ⊗ ¯H, and, in view of (6.1), the
coderivative and its extension come out as, for all a,b,c ∈ H,
λaY D(c⊗a¯) = S−1(a(1))ca(2)− ε(a)c, λaY D(c⊗a¯⊗¯b) = S−1(a(1))ca(2)⊗¯b− c⊗ab+ c⊗a¯ε(b).
In particular λaY D : H ⊗ ¯H → H vanishes if H is a commutative Hopf algebra. For any anti-
Yetter-Drinfeld module M, the corresponding flat connection in H-comodule M is, for all a ∈H
and m ∈M,
∇(m⊗a¯) = ma−mε(a).
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9 Comments on semi-group-like elements and conventions.
An element g of an A-coring C is called a semi-group-like element provided ∆C (g) = g⊗Ag.
For any A-coring C with a semi-grouplike-element g one can construct a (semi-free) differential
graded algebra over A, by setting Ω1A = C , ΩA = TA(C ) with the same formulae for d as in
Theorem 3(1) (cf. [12, 29.2]).1 The same formula as in Theorem 5(1) assigns a flat connection
∇ : M → M⊗AC to a right coaction ρM. Both formulae (1) and (2) in Theorem 5 establish a
bijective correspondence between non-counital coactions and flat connections with respect to
the differential graded algebra ΩA = TA(C ). Specialising to (anti-)Yetter-Drinfeld modules or
(α,β)-equivariant C-comodules one then obtains the results of [24].
Throughout this paper we prevalently used the right-right conventions, i.e. we studied right
actions and right coactions. Obviously, one can study left comodules over an A-coring (these
will correspond to left A-modules with a flat connection) or left modules over a C-ring (these
will correspond to left C-comodules with a flat connection). In the case of entwining structures,
there are four possible conventions (right-right, right-left, left-right, left-left); thus, for example,
there are four types of entwining structures corresponding to four types of anti-Yetter-Drinfeld
modules. One can move freely between these conventions by using opposite/co-opposite al-
gebras and/or coalgebras; see [15]. Obviously, although this requires some care, it does not
introduce any new non-trivial features.
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