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Motivated by the recent discovery of superconductivity in infinite-layer nickelates RE1−δSrδNiO2
(RE=Nd, Pr), we study the role of Hund’s coupling in a quarter-filled two-orbital Hubbard model
which has been on the periphery of the attention. A region of negative effective Coulomb interaction
of this simple model is revealed to be differentiated from three- and five-orbital models in their typical
Hund’s metal active fillings. We identify three different correlated metal regimes, one of which stems
from the proximity to a Mott insulator while the other two from effects of Hund’s coupling being
away from Mottness. This study establishes Hund’s metallicity and further a group of metals
exhibiting spin-orbital separation in the two-orbital model. Our picture provides a useful insight
to the physics of the infinite-layer nickelates as well as serves as a reference frame for two-orbital
systems away from half-filling.
A novel route to the electron correlation, which has at-
tracted a great deal of attention over the last fifteen years,
is on-site Hund’s coupling J [1]. This energy scale favors
high-spin configurations on each atom lifting the degen-
eracy of atomic multiplets. In multiorbital systems away
from global half-filling, an intriguing correlated metal-
lic regime dubbed Hund’s metal emerges [1–5], which is
promoted by J rather than the proximity to a Mott tran-
sition. Albeit smaller than the on-site Coulomb interac-
tion U , J plays a leading role in hosting rich physical
phenomena such as the finite-temperature spin-freezing
crossover [6, 7], the spin-orbital separation [7–13], insta-
bility to the charge disproportionation [14, 15], the or-
bital differentiation or decoupling [5, 16–21], and super-
conductivity [22, 23], to name a few. These concepts have
provided a compelling view of the physics, most promi-
nently of iron-based superconductors [1–3, 17, 18, 23–29]
and ruthenates [1, 6, 22, 30–33].
In the midst of unveiling a plethora of aforementioned
Hund’s metal phenomenology, two-orbital models with
one electron/hole away from half-filling have been on the
periphery of the attention, although intriguing effects of
Hund’s coupling within positive effective Coulomb inter-
action, Ueff (Ueff ≡ EN+1 + EN−1 − 2EN where EN is
energy of the lowest-lying N -electron state), have been
reported [4, 5, 34, 35]. This is presumably because this
particular filling, which is the usual active fillings for
Hund’s metallicity, results in the seemingly trivial singly-
occupied electron/hole state. In this state, degeneracy of
the lowest-lying atomic states which is beneficial to the
metallicity is not affected by J [4, 5, 35].
However, the recent discovery of the superconductiv-
ity in infinite-layer nickelates RE1−δSrδNiO2 (RE=Nd,
Pr) [36, 37] potentially heralds a new chapter of Hund’s
metal research. Despite their chemical and structural
similarities with cuprates (nominal one hole occupation
of Ni-d orbitals residing in the NiO2 plane), they exhibit
sharp differences in their normal state physical proper-
ties. Most strikingly, they are metals without long-range
magnetic order down to ∼ 1.7 K, showing non-Fermi-
liquid behaviors at elevated temperatures [36–39]. A se-
ries of the recent ab initio studies reported multiorbital
character thereof [40–42], especially the Hund’s metal be-
havior [43, 44] among Ni-eg electrons [45]. This observa-
tion of Ni-eg (two-orbital) Hund’s metallicity is interest-
ing per se, while simultaneously calls for establishing a
suitable reference picture of its nature.
In this work, we establish the Hund’s metal behavior
in the two-orbital Hubbard model, and further identify a
group of correlated metals which we call the spin-orbital
separated metals using the concept of spin-orbital separa-
tion [7–13, 46]. This metallicity exhibits the temperature
range in which spins follow the Curie law of unscreened
local moment while orbital degrees of freedom are largely
screened, leading to deviations from the Fermi-liquid be-
havior. Hund’s and valence-skipping (VS) metals belong
to this regime. The VS phase — a phase with two differ-
ent valences while skipping the intermediate one between
the two — is driven by negative Ueff [47–51], and thus
distinguishable from the ordinary Hund’s metal where
Ueff > 0. Due to the negative Ueff , it is highly suscepti-
ble to the formation of charge disproportionation [15, 51]
or superconductivity [22, 52], thereby being detectable
when accompanied by such orders. We briefly remark
that the charge disproportionation observed in rare-earth
perovskite nickelates (one electron in Ni-eg orbitals) can
be a prominent example of such phenomenon [53, 54].
To obtain a basic picture, we first begin with a brief ex-
cursion into a simple atomic limit: a collection of atoms
with zero hopping among them. We consider three dif-
ferent models: degenerate two-, three-, and five-orbital
models with N = M + 1 filling (M : the number of or-
bital). This particular choice is motivated by the observa-
tion that one electron or hole away from the half-filling
host Hund’s metallicity when they form solids (at the
least for M ≥ 3) as well as each model is relevant to
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2nickelates (M = 2), ruthenates (M = 3), and iron pnic-
tides (M = 5). We take the following Kanamori form for
the local Hamiltonian on each site of M = 2, 3 models:
Hloc = U
∑
m
nm↑nm↓ + (U − 2J)
m 6=m′∑
m,m′
nm↑nm′↓
+ (U − 3J)
m<m′∑
m,m′,σ
nmσnm′σ − µ
∑
m,σ
nmσ
− J
m6=m′∑
m,m′
(c†m↑c
†
m′↓cm′↑cm↓ + c
†
m↑c
†
m↓cm′↑cm′↓),
(1)
where c†mσ (cmσ) is the electron creation (annihilation)
operator with orbital index m = 1, ...,M and spin in-
dex σ =↑, ↓. µ is the chemical potential to obey av-
erage electron filling of N = M + 1 per site. For the
M = 5 case, the above form is far from reality, and thus
a well-suited strategy, e.g., Slater parametrization, is re-
quired. One possible way is to introduce the relative
strength of anisotropic interaction (1/γ where γ > 0)
and reparametrize Slater integrals in terms of it [51, 55].
In this way, 1/γ = 0 limit corresponds to the Eq. (1) even
for M = 5 [51].
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FIG. 1. Zero temperature atomic limit phase diagrams at
U > 0 and J/U > 0 for three different models (M = 2, 3, and
5 systems) with N = M+1. The lowest energy configurations
are indicated at each region. 1/γ represents the strength of
anisotropic orbital-multipole interaction. The VS phase is
highlighted with skyblue region.
The ground state configurations of atomic limit at van-
ishing temperature (T = 0) are presented in Fig. 1. Here
we use notation cdn to denote the ratio (c) of sites having
n-electron occupation in the configuration. The homoge-
neous phases (dM+1) occupy small J/U regions relevant
to most of real materials.
For large J/U , on the other hand, the mixed valence
phases emerge. For all the cases with Kanamori interac-
tion (1/γ = 0 for M = 5), the transition occurs from a
homogeneous to a mixed valence state when J/U > 1/3,
i.e., U − 3J < 0. Note, however, that only the M = 2
case shows VS transition (dN → (d(N−1) + d(N+1))/2)
under this form of interaction. The 1/γ 6= 0 case of
M = 5 also leads to VS, albeit an extreme form of mixed
valence preempts the region of J/U > 1/(3 + 2/γ) mask-
ing the VS phase (see the rightmost panel in Fig. 1 or see
Ref. [51] for M = 5 case). Note that the VS phenomenon
is the direct manifestation of the negative effective U :
Ueff ≡ EN+1 + EN−1 − 2EN < 0. To summarize, we
identify M = 2 case as the minimal model for J-driven
VS phenomenon.
With insight obtained above, we now turn to the actual
lattice problem with nonzero hopping. In order to focus
on generic features rather than material specific ones, we
consider the infinite dimensional Bethe lattice of semicir-
cular density of states with half-bandwidth D = 2t = 1
(t: hopping amplitude). We solve the M = 2 case
with N = 3 and the interaction form of Eq. (1) for de-
generate and non-hybridized two orbitals (particle-hole
symmetric about N = 2). The model is solved within
the dynamical mean-field theory (DMFT) [56] employ-
ing comctqmc implementation [57] of the hybridization-
expansion continuous-time quantum Monte Carlo algo-
rithm [58] as an impurity solver. For some cases of large
J/U (J/U & 0.4), we applied the modified Broyden’s
method for mixing the hybridization function [59]. Un-
less otherwise specified, T = 0.01D is assumed and D is
used as the unit of energy. We restrict ourselves to para-
magnetic solutions without spatial symmetry-breaking.
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FIG. 2. The calculated phase diagram as a function of Ueff .
We scanned following U and J ranges: 2 ≤ U/D ≤ 8 and
0 ≤ J/U ≤ 0.5 [55]. The approximate boundaries to the Mott
insulator and VS insulator are denoted by (vertical) black
dotted lines. The red dashed line (Ueff ' 1.7D) indicates
the approximate value of Ueff below which the SOS metal
emerges. The current phase boundaries of metal-insulator
transitions are obtained from the metallic seeds. The phase
boundary between VS metal and VS insulator is obtained at
T = 0.05 [60]. The diamond symbols denote the region in
which T onsetorb > 1.
Central physical quantity of the present study is
3the onset temperature of screenings of spin and or-
bital degrees of freedom. These two temperature scales,
T onsetspin and T
onset
orb , are defined as the temperature be-
low which the Curie law of unscreened local spin/orbital
moment starts to become violated and screening sets
in. A hallmark of Hund’s metal is the separation
of these two temperatures: T onsetorb  T onsetspin yield-
ing a range of temperature in which unscreened lo-
cal spin moment coexists with the screened orbital de-
grees of freedom [7–13, 46]. To locate the onset tem-
peratures, we evaluate the local spin/orbital suscepti-
bilities: χspin/orb =
∫ 1/T
0
dτ
(〈Oˆs/o(τ)Oˆs/o〉 − 〈Oˆs/o〉2),
where Oˆs(τ) =
∑
m nm↑(τ) − nm↓(τ) for spin and
Oˆo(τ) =
∑
σ n1σ(τ) − n2σ(τ) for orbital (τ : imaginary
time) up to T = 1, and fit high T data to the follow-
ing formula: χspin/orb ∝ 1/(T + T onsetspin/orb). For later
use, we also note the definition of local charge sus-
ceptibility: χcharge =
∫ 1/T
0
dτ
(〈nˆ(τ)nˆ〉 − 〈nˆ〉2), where
nˆ(τ) =
∑
m,σ nmσ(τ). We measure the degree of spin-
orbital separation as: ∆T onset ≡ T onsetorb − T onsetspin .
Figure 2 presents our calculated phase diagram as a
function of Ueff [55]. It is informative to note that Ueff
represents system’s bare charge gap. Most interestingly,
we found a generic scaling relation between ∆T onset and
Ueff . This implies that the bare charge gap represented
by Ueff = U − 3J is the crucial factor for spin-orbital
separation to occur rather than U or J alone. Note also
that our result is consistent with the recent comparative
study of real materials [13]. The present study demon-
strates the generality holding for wide range of U and
J/U in the two-orbital model.
By looking at the phase diagram, one can first notice
the presence of two different insulators, namely the Mott
and VS insulators at large positive and negative value of
Ueff , respectively. The former is the result of suppressed
charge fluctuations localizing electron motions, thereby
maximizing the probability of (3, 1/2) multiplets (N : to-
tal charge, S: total spin); see Fig. 3(a). By contrast,
the latter form of insulator exhibits the predominance of
two multiplets, (2, 1) and (4, 0) with suppressed (3, 1/2)
probability (Fig. 3(a)). This insulator is thus valence-
skipping by skipping the average charge subspace which
is N = 3. The presence of these two phases is reminiscent
of the atomic limit result (see Fig. 1).
In terms of spin-orbital separation, two insulators form
two opposite limits of ∆T onset. In the Mott insulator, we
observe ∆T onset ' 0 with suppression of both T onsetspin and
T onsetorb . In the VS insulator, on the other hand, ∆T
onset
becomes arbitrarily largely, exceeding our highest simula-
tion temperature (T = 1). The large T onsetorb in VS regime
is attributed to the strong tendency to form the orbital
singlets accompanied by the enhanced N = 2 and N = 4
probabilities.
Distinctive crossovers are identified within metallic
phase intervening between the two insulators. Based on
fig.2: 
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FIG. 3. (a–b) Local multiplet probability profiles for four
different regimes. Each multiplet is labeled in terms of (N,S)
(N : total charge, S: total spin). U and J/U values relevant
to each profile are U = 5, J/U = 0.1 (Ueff = 3.5) for Mott
insulator, U = 5, J/U = 0.5 (Ueff = −2.5) for VS insulator,
U = 2, J/U = 0.25 (Ueff = 0.5) for Hund’s metal, and U =
2, J/U = 0.45 (Ueff = −0.7) for VS metal. (c–d) Z, T onsetspin ,
and ∆T onset as a function of (a) U at J = 1.5 and of (b) J
at U = 5. Note that diamonds denote the regime in which
T onsetorb > 1. The vertical black lines indicate Ueff = 0, and red
lines Ueff ' 1.7D.
∆T onset and the instantaneous interorbital charge corre-
lator, Cinter = 〈∆n1∆n2〉 (∆nm =
∑
σ nmσ−〈
∑
σ nmσ〉),
metals can be classified into three types: Mott, Hund’s,
and VS metals. Following the terminology of Ref. [13],
we call the regime of ∆T onset ' 0 as Mott metal (see
black filled squares in Fig. 2). Mott metal is found to
appear when Ueff & 1.7D = 0.85W (see the red dashed
line in Fig. 2) followed by a Mott insulator at larger Ueff .
Here W = 2D is the bandwidth. Considering that W
represents the bare kinetic energy scale, it can be seen
that the Mottness dominates over Hundness when the
atomic charge gap (Ueff) is comparable to or larger than
the system’s bare kinetic energy (W ).
On the contrary, Hund’s and VS metals are charac-
terized by the spin-orbital separation (∆T onset > 0) as
clearly seen in Fig. 2. ∆T onset is larger in the VS metal
than in the Hund’s metal due to the enhanced N = 2 and
N = 4 probabilities (Fig. 3(b)). Note also that the high-
spin states in the N = 2 charge subspace are dominant
in both metals due to the effect of sizeable J , blocking
the low-spin S = 0 state. Hence, we hereafter call them
as spin-orbital separated (SOS) metal. One possible way
to differentiate two different SOS metals is to examine
the sign of Cinter. VS metal emerges when Ueff < 0; mul-
tiplets in N = 2 and N = 4 charge subspaces are lower
4fig.4: SOS and “spin-freezing”, scattering rate at U=5 in three different 
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FIG. 4. (a–c) The static local charge, spin, and orbital susceptibilities and Γ, long-time spin and orbital correlators C(β/2)
plotted as a function of T at U = 5 for (a) Mott metal (J/U = 0.2; Ueff = 2), (b) Hund’s metal (J/U = 0.3; Ueff = 0.5), and
(c) VS metal (J/U = 0.37; Ueff = −0.55). T peakspin/orb are marked with magenta (for spin) and green (for orbital) arrows. Insets
in (a–c) show temperature dependence of Cintra/inter. The grey dashed lines are guide to the eye to indicate a quasilinearity of
Γ/T (i.e., Γ ∼ T 2) implying the Fermi-liquid-like behavior.
in energy than those of N = 3. Thus either electrons
or holes try to occupy both orbitals yielding Cinter > 0
(compare insets in Fig. 4(b) and (c)).
Figure 3(c–d) present the quasiparticle weight Z as a
function of U and J . Z =
(
1 − ∂ImΣ(iω)/∂ω∣∣
ω→0
)−1
,
where Σ(iω) is the fermionic self-energy which is local
within DMFT [61]. Z exhibits a dome-shape as a func-
tion of Ueff with its maximum near Ueff = 0. Thus, it
can be seen that as one moves away from Ueff = 0 line
by tuning U or J , system evolves eventually into either
Mott (when Ueff > 0) or VS insulator (when Ueff < 0),
giving rise to strongly correlated metals with low Z in
between. Hence, we identify the presence of two insu-
lators as a ‘source’ for emergence of strongly correlated
metals. This situation is similar to the 1/3-filled three-
orbital case in which the so-called Hund’s insulator re-
places the role of our VS insulator [14]. Note also that
T onsetspin follows the trend of Z, thereby being a proxy for
the correlation strength [7].
Having established an overall picture, we now further
take a look at the susceptibilities presented in Fig. 4(a–c)
for U = 5 [55]. A notable feature of Mott metal distinc-
tive from two other metals is its T -dependence of χcharge:
gradually suppressed as T decreases and then turned up-
ward at a lower T of T ' 0.1 (Fig. 4(a)). This upturn of
χcharge is associated with the formation of quasiparticle
peak [13].
The low-T orbital susceptibility becomes largely sup-
pressed as one moves from the Mott (Fig. 4(a)) via
Hund’s metal (Fig. 4(b)) and to the VS metal (Fig. 4(c)).
It is because the orbital degree of freedom gets largely
screened at higher T as Ueff decreases. By contrast, the
spin susceptibility well follows the ∼ 1/T behavior for all
three regimes with no pronounced change in their ampli-
tudes. It implies the lower T onsetspin scale than T
onset
orb for
the case of SOS metals, leading to the positive ∆T onset.
The nature of spin-orbital separation can further be re-
vealed by examining the long-time correlators at τ = β/2
(β = 1/T ): Cspin/orb(β/2) = 〈Oˆs/o(β/2)Oˆs/o〉 − 〈Oˆs/o〉2.
At sufficiently low temperatures, it is reported that
Cspin(β/2) scales as Cspin(β/2) ∼
(
T/(sin(pi/2))
)α
with
α = 2 in a Fermi-liquid, while α = 1 in spin-freezing
regime [6] reminiscent of the spin dynamics of Sachdev-
Ye-Kitaev model [62–64]. In the unscreened local mo-
ment regime, Cspin(β/2) is basically T -independent. In
light of this observation and in analogy, we investi-
gate Cspin(β/2) as well as Corb(β/2) for an extended
range of temperature. To be more specific, we look
at Cspin/orb(β/2)/T which should be T -linear in Fermi-
liquid, whereas scale as 1/T in the local moment regime.
A narrow region of crossover between these two, forming
a hump of Cspin/orb(β/2)/T , can be interpreted as the
spin- or orbital-freezing [65]. Temperatures (T peakspin/orb) at
which the peak of Cspin/orb(β/2)/T appears are marked
with arrows in Fig. 4. One can clearly notice that
∆T peak ≡ T peakorb − T peakspin follows the trend of ∆T onset.
Namely, the spin-freezing temperature coincides with the
orbital-freezing temperature in the Mott metal whereas
they become separated in the SOS metals. The sepa-
ration of two freezing temperatures is another hallmark
of Hundness [7]. Furthermore, below T peakspin the quasi-
particle scattering rate Γ = −ZIm[Σ(iω)]∣∣
ω→0 approx-
imately follows the Fermi-liquid behavior (Γ ∝ T 2) for
both Mott and SOS metals. This result is consistent
with the observation that Cspin(β/2)/T is sublinear in T
when T < T peakspin .
While we mainly focus on the general features of
Hund’s physics, its relevance to RE1−δSrδNiO2 is of par-
ticular interest. First of all, we emphasize that many
signatures of Hundness are indeed captured in this sim-
ple two-orbital model in consistent with the reported
Ni-eg Hund’s metallicity of RE1−δSrδNiO2 [45]. Thus,
it would be informative to contemplate the implications
of our findings, particularly in comparison with experi-
ments. One intriguing observation is that the overdoped
Nd1−δSrδNiO2 shows ‘weakly insulating’ (or ‘bad metal’)
5
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FIG. 5. The hole doping (δhole) dependence of (a) ∆T
onset
and (b) T onsetspin for Hund’s metals: (U = 2, J/U = 0.25) and
(U = 5, J/U = 0.3), and for VS metals: (U = 2, J/U = 0.37)
and (U = 5, J/U = 0.37).
behavior [38]. It appears in stark contrast to the case of
cuprates whose overdoped phase is Fermi-liquid. Our
calculation shows that, on approaching the half-filling by
hole doping, ∆T onset is enhanced and T onsetspin is suppressed
in both of SOS metals (Fig. 5). As discusssed above, the
suppression of T onsetspin implies the low Fermi-liquid coher-
ence temperature and low Z, leading to bad metallic-
ity. In this respect, our results can provide a reason-
able picture of the overdoped regime [38]. Furthermore,
the predominance of S = 1 in two-hole charge subspace
(Fig. 3(b)) is consistent with the reported multiplet cal-
culation data used to simulate experimental RIXS spec-
tra [66]. Finally, we note that superconductivity based on
two-orbital high-spin S = 1 [34, 67, 68] was suggested for
RE1−δSrδNiO2 while different views also exist [69–78].
As for the VS transition, although J/U > 1/3 is a fairly
large value for such phenomenon to occur, we note that
additional terms absent in Eq. (1) can effectively promote
VS. One possible purely electronic route is the dynam-
ical screening induced by nonlocal Coulomb interaction
[15]. Because it is strong for U whereas much weaker
for J , it effectively renormalizes J/U . For the M = 5
case, another route is the anisotropic orbital-multipole
interaction, 1/γ [51]. This effect significantly lowers the
critical value of J/U (see the rightmost panel of Fig. 1).
For example, transition from d6 to VS phase occurs at
J/U = 1/5 when 1/γ = 0.25, which corresponds to the
Slater parameter of F 4/F 2 ' 0.65 relevant to many of
realistic d-orbital systems [51, 79].
In summary, we have identified Hund-J-induced met-
als emerging away from the Mottness using the concept of
spin-orbital separation in the two-orbital Hubbard model
at quarter-filling. This simple model is revealed to be
differentiated from three- and five-orbital models in their
Hund’s metal active fillings, showing the crossover to the
negative-Ueff VS metal. Most notably we found a generic
scaling of ∆T onset as a function of Ueff . Furthermore, a
series of analysis in this study offer a rationale of Ni-eg
Hund’s metallicity relevant to recently discovered super-
conducting nickelates RE1−δSrδNiO2.
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Slater parametrization for five-orbital models
We first consider on-site Coulomb interaction tensor defined by:
Um1m2m3m4 ≡
∫ ∫
drdr′φ∗m1(r)φm3(r)V (r, r
′)φ∗m2(r
′)φm4(r
′), (1)
where φm(r) is a localized atomiclike basis function for orbital m. V (r, r
′) is a Coulomb potential which is assumed
to be static for the present case. One widely adopted strategy to generate tensor elements is resorting to the following
formula assuming rotational symmetry:
Um1m2m3m4 =
∑
{m′i}
[
Sm1m′1Sm2m′2
{ 2l∑
k=0
αk(m
′
1,m
′
2,m
′
3,m
′
4)F
k
}
S−1m′3m3S
−1
m′4m4
]
. (2)
Here αk refers to Racah-Wigner numbers, F
k to Slater integrals, and l to angular momentum quantum number (l = 2
for d-orbitals). S is a transformation matrix from spherical harmonics to the predefined local basis sets. For the
evaluation of F k in a solid environment, one requires advanced techniques, and thus often treated as a controllable
parameter.
As a demonstration, we list below matrix elements of intra/inter-orbital Coulomb interaction Umm′mm′ using cubic
harmonics basis. Matrix elements are presented in the following ordering: dx2−y2 , dz2 , dxy, dyz, dxz [80].
Umm′mm′ ≡ Umm′ =

U U − 2J2 U − 2J3 U − 2J1 U − 2J1
U − 2J2 U U − 2J2 U − 2J4 U − 2J4
U − 2J3 U − 2J2 U U − 2J1 U − 2J1
U − 2J1 U − 2J4 U − 2J1 U U − 2J1
U − 2J1 U − 2J4 U − 2J1 U − 2J1 U
 , (3)
where
U = F 0 + 4
49
(F 2 + F 4) = F 0 +
8
5
J (4)
J = 5
98
(F 2 + F 4) (5)
J1 =
3
49
F 2 +
20
441
F 4 (6)
J2 = −2J + 3J1 (7)
J3 = 6J − 5J1 (8)
J4 = 4J − 3J1. (9)
Matrix elements of exchange terms Umm′m′m can also be evaluated from Eq. (2) in a similar manner:
Umm′m′m ≡ Jmm′ =

U J2 J3 J1 J1
J2 U J2 J4 J4
J3 J2 U J1 J1
J1 J4 J1 U J1
J1 J4 J1 J1 U
 . (10)
9Note that when J = J1, or equivalently when F 4/F 2 = 1.8, elements of Eq. (3) and Eq. (10) become U when m = m′;
U − 2J in Eq. (3) and J in Eq. (10) when m 6= m′, which leads to the form of Eq. (1) in the main text. Hence,
we can identify Kanamori parameters U and J as U = U = F 0 + 4(F 2 + F 4)/49 and J = J = 3F 2/49 + 20F 4/441,
respectively, for five-orbital models. For most of d-orbital systems, however, F 4/F 2 ratio is far from this Kanamori
limit of F 4/F 2 = 1.8, approximately being F 4/F 2 ' 0.65 for 3d systems [79].
In the main text, we followed the strategy of Strand [51], parametrizing F k as follows:
F 0 = U − 8
5
J (11)
F 2 = 49
( 1
γ
+
1
7
)
J (12)
F 4 =
63
5
J, (13)
where 1/γ controls the relative strength of anisotropic interaction. In this way, 1/γ = 0 naturally corresponds to
F 4/F 2 = 1.8, i.e., the Kanamori limit resulting in U = U and J = J . For more realistic cases of F 4/F 2 ' 0.65,
1/γ ' 1/4. We finally remark that readers should not be confused with the current definition of Hubbard U and
Hund’s coupling J with what is commonly adopted in most of literatures for five-orbital systems, which is U = F 0
and J = (F 2 + F 4)/14.
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FIG. S1. (a–b) J/U vs. U phase diagram. Color scheme expresses (a) ∆T onset and (b) T onsetspin . (c) T
onset
spin as a function of Ueff .
The red dashed line (Ueff ' 1.7D) indicates the approximate value of Ueff below which the SOS metal emerges. The current
phase boundaries of metal-insulator transitions are obtained from the metallic seeds. Filled triangles in (a–c) correspond to
the U/D = 1 case
Figure S1(a–b) present corresponding J/U vs. U phase diagram of Fig. (2) in the main text. One can notice the
presence of two correlated insulators and metals intervening in between. We found that T onsetspin is relatively larger in
U/D = 1 than in the region of U/D ≥ 2 as shown in Fig. S1(b), which is also confirmed by Fig. S1(c) exhibiting
clear deviations of U/D = 1 from the rest. Considering that T onsetspin is closely related to the Fermi-liquid coherence
temperature and correlation strength (see the discussions in the main text), U/D = 1 case should basically fall into
the weakly correlated regime. Indeed we found large quasiparticle weight Z at U/D = 1, further corroborating the
aforementioned conclusion; see Fig. S2 below. Thus, we restrict ourselves to the region of U/D ≥ 2, and defined it as
being in a correlated metal regime.
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FIG. S2. Quasiparticle weight Z obtained at T = 0.01 as a function of U for various J/U .
Figure S2 displays Z-factor as a function of U . One can notice that Z and Uc (Uc: critical value above which the
Mott transition occurs) tends to increase as J/U increases up to J/U = 1/3. At J/U = 1/3, however, Z saturates to
Z ' 0.35 and Uc becomes arbitrarily large. This is attributed to the vanishing bare charge gap (Ueff) at J/U = 1/3.
As Ueff departs from the point where Ueff = 0 at J/U > 1/3, Z decreases as J/U increases on approaching the VS
insulator.
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The local susceptibilities and Γ for U = 2
sfig.2: SOS and “spin-freezing”, scattering rate at U=2 in three 
different metals
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FIG. S3. (a–c) The static local charge, spin, and orbital susceptibilities, Γ, and long-time spin and orbital correlators C(β/2)
plotted as a function of T at U = 2 for (a) Mott metal (J/U = 0.0; Ueff = 2), (b) Hund’s metal (J/U = 0.25; Ueff = 0.5), and
(c) VS metal (J/U = 0.37; Ueff ' −0.22). T peakspin/orb are marked with magenta (for spin) and green (for orbital) arrows. Insets
in (a–c) show temperature dependence of Cintra/inter. The dashed lines are guide to the eye to indicate a quasilinearity of Γ/T
(i.e., Γ ∼ T 2) implying the Fermi-liquid-like behavior.
Figure S3 presents the static local charge, spin, and orbital susceptibilities and Γ, long-time spin and orbital
correlators C(β/2) at U = 2. Basically this case shares the same features observed in the U = 5 case of the main
text. However, in the U = 2 case, smaller value of Γ/T is found at it maximum. We ascribe this feature to the effect
of smaller U leading to weaker correlation as can be seen from Z-factors presented in Fig. S2.
