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This paper develops an approach to conditional inference for nonergodic stochastic process 
models by considering asymptotic properties. The context for most of the analysis is that of Le 
Cam’s local asymptotic theory: in particular, the locally asymptotically mixed normal (LAMN) 
situation. An attempt has been made to evaluate local asymptotic properties of global procedures. 
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1. Introduction 
In the context of the asymptotic theory of inference for stochastic processes there 
are situations (called ‘nonergodic’ in the sequel) in which one is naturally led into 
considering a conditional inference approach. These situations differ from those in 
which the data come from an independent identically distributed sequence (or, for 
that matter, from a stationary ergodic process) in that the conditional inference 
approach does not become equivalent to an unconditional one asymptotically. In 
these cases one would like to discuss asymptotic properties of statistical procedures 
by introducing some way of making the conditional inference rationale applicable 
to the sequence if it is so in the limit. 
In one sense, this task seems hopeless because this conditional inference rationale 
is not a precisely formulated set of criteria which can be subjected to mathematical 
manipulations such as taking limits. The best we can do is suggest several related 
approaches which may give some insight into what a conditional inference analysis 
may do and why it might be appropriate. One way of interpreting some of the 
following results is: if you accept this conditional inference analysis of this particular 
(limit) experiment, then it is reasonable that you do so also for this other (close) 
experiment. 
Part of this research was carried out at the University of California, Berkeley. 
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The principal framework within which we present these results is based on the 
analysis of sequences of experiments due largely to Le Cam (1971) and developed 
for the stochastic process situation by Basawa and Koul (1979), Jeganathan (1982), 
Basawa and Scott (1983), Swensen (1983), Davies (1985) as well as some other 
references cited in Jeganathan’s and in Basawa and Scott’s works. Whereas the 
original theory was largely concerned with locally asymptotically normal (LAN) 
experiments, the stochastic process theory includes the so-called locally asymptoti- 
cally mixed normal (LAMN) experiments which will form the starting point for our 
discussions. More recently Basawa and Brockwell (1984) have also considered a 
different conditional inference approach which we briefly compare with the current 
one in Section 6. 
In Section 2 we describe the framework and the nature of the problem under 
consideration. In Section 3 we introduce some concepts relevant to conditional 
inference and briefly review Hajek’s (1967) decision theoretic approach to condition- 
ality. Section 4 describes a decision theoretic approach to an asymptotic analysis 
of conditional inference in the LAMN case while in Section 5 we look at an approach 
based on asymptotic or local ancillarity. In Section 6 we note that the process can 
be regarded as a mixture and compare an approach based on this fact with ours. 
2. The inference framework 
We define the LAMN sequence of experiments which will form the basis of our 
analysis. Consider a set 0 and a set of probability measures { Pe: 19 E 0) each defined 
on (E, a), a measure space. For a linear index set T, let {&: t E T} be an increasing 
sequence of sub u-fields of d and let Pi be the restriction of Pe to d,. We assume 
(although this is not always essential) that {PL: 0 E O} are mutually absolutely 
continuous. We will take either T = (0, 1,2, . . .} or T = [0, co) and consider d, as 
the o-field generated by the data {X,: u E T, u 5 t} up to time t. 
The asymptotics we consider are as t+co, i.e., a single realization of {X,: TV T} 
is being considered. Since, as t + ~0, Pi and P$ will typically separate if $ # 8, 
comparing statistical procedures asymptotically becomes more critical in neighbor- 
hoods which converge to the ‘true value’, &,, as t increases. To make this more 
concrete, assume that 0 is a subset of the real line R (with norm 1 . I) and o0 E int (0). 
Define now Qi = Pko+S,h (Qf, = Pe, if &+ 6,h r? O), 6, + 0 as t + ~0. For a particular 
choice of 6,, possibly depending on 0 0, it may be possible to ensure that for all h, , 
ham B, Qi, and Qh, neither coincide nor separate asymptotically. It is this type of 
local consideration that motivates the following definitions. 
Define now the likelihood ratio (0, has been fixed) 
L,(h)= dQ~/dQ:,=dP~,+,,,ldP~o (2.1) 
for t large enough and let A,(h) = log L,(h). 
Following Jeganathan (1982) we define the sequence of experiments 8, = 
{ QL: h E R} to be locally asymptotically mixed normal (LAMN) if there exists a 
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sequence of adapted random variables {U,, a:} such that 
(i) A,(h,)+~~:[(U,-h,)*-U:]=Ar(h,)-(~~hr)(arUr)+ia:h:~O (2.2) 
whenever {h,} is a bounded sequence; 
(ii) =W(w,V, 4; OhI+ T[(Z, (+*I; %I; (2.3) 
where z[( * ); H] denotes law of ( .) with respect to H; and under $0, Z is standard 
normal, N(0, l), and independent of (+* which cannot be identically 0. The latter 
involves the correct choice of {a,}, as we now remark. 
Remark. In this local formulation, &, being fixed, the variables {U,, a:} may well 
depend on &, in their definition. In fact, in viewing (i) as a two-term Taylor expansion 
we might consider 
S:U, =&A,(h) = Wt(4J, (2.4) 
h=O 
u:= --&l,(h) = s:b(eo) (2.5) 
h=O 
where S,(f3,) and ll(eo) are the score function and the so-called observed Fisher 
information at Bo, respectively, for {Pi: f3 E 0). Considering the requirement (ii) of 
the LAMN condition, we see from (2.5) that 8: = 9a;‘(f3,), for .Ya,(O,) = E,,,~~(I?,), 
may be a reasonable choice for 8:. 
The nonergodic case is the one for which u* is a non-degenerate random variable, 
and it is this same property that distinguishes the LAMN from the LAN case. 
The LAMN property ensures the contiguity of the sequences {Qfi,} and {Qi,}, 
(h,, h2) E I%*, and the weak convergence of the experiments 8, to 8 = {%?,,: h E R}, 
where 
d2h = exp( - &‘[ ( U - h)* - U’]) d%?. (2.6) 
and U = K’Z (see Basawa and Scott (1983) and Le Cam (1982)). Moreover, the 
pair of statistics { U,, a:> can be considered asymptotically (differentially) sufficient 
for 8,. Herein lies the motivation for investigating conditional inference for 8,: the 
sufficiency reduction is two-dimensional whereas the parameter (h) of interest is 
scalar. Even asymptotically, that is for ‘8, this two-dimensional sufficiency reduction 
persists, viz. (2.6). 
3. Some conditional inference concepts 
In order to apply a conditional inference approach to the framework described 
in the previous section we briefly review some key ideas which we will require in 
the sequel. 
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(a) Exact ancillarity 
For the experiment 8,, A, is an ancillary statistic if it is &, measurable and if 
=%‘[A,; Qt] is independent of h. A conditionality argument would then suggest that 
inference on h should be based on the conditional distribution of the data {X, : u 5 t} 
given A,. Often in the context of independent and identically distributed observa- 
tions, this reduces to considering the law Z’[ &; Q;I,A,] of the (maximum likelihood) 
estimate of & with respect to the conditional measure Qi,,, = Qf( .I A,). For example, 
for conditional confidence intervals the appropriate variance is not the unconditional 
var(h*,) but the conditional var( & 1 A,) involving the actual value of A, for the 
particular data. 
The conditionality argument alluded to above is often intuitively appealing, 
however there are cases for which the ancillary is not unique or conditioning itself 
seems questionable. For these reasons, at least at present, there seems no way to 
make the argument both definitive and universally reasonable-the rather restrictive 
approach of Hajek (1967) (see below) does, however, attempt such a definition. 
Some other reference material can be found in Cox and Hinkley (1974) and 
Barndorff-Nielsen (1978). 
(b) Approximate ancillarity 
The fact that it is typically very difficult to find an exact ancillary has led people 
to consider approximate ancillaries. One approach is to consider statistics A, having 
means E[A,; QJ, and possibly higher moments, independent of the parameter h. 
A further approximation is obtained by considering sequences {A,} of statistics 
which, asymptotically, have distributions or moments becoming free of the parameter 
at a suitably fast rate (see Efron and Hinkley (1978)). A related approach, much 
in the spirit of our local asymptotics, is the local ancillary conditionality resolution 
of Cox (1980). 
(c) Decision theoretic conditionality 
Hajek (1967) suggested a decision theoretic scheme in order to decide when 
conditioning is appropriate. His main application was to problems with an invariance 
structure and it is this context which is relevant to our later discussion. 
Suppose {P,} on (Z’, .&) is defined by 
P,(A) = PO(O-‘A) (3.1) 
where 0 : 2X’-+= 2 is an element of a group G of transformations of 2 (e.g., %‘= R, &Z = 
LC + 13, G = R). For the loss function 1 and a decision rule p we assume that they are 
adapted to the invariance structure in that 
l(0, p(s)) = I( 13, p(&)), all 8 E G. (3.2) 
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Suppose 9-c d is the a-field of invariant sets (with respect to G) and that ‘up 
to completion’ the random variable Y generates .5X Then the ‘deepest correct 
conditioning’ is given by Y and it is ‘obligatory’ to consider the conditional risk 
(letting EB[ -I= E[ . ; PO]) 
R(e, P, Y) = M44 P(X))I Yl= &[QO, P(X))I Yl 
when evaluating a procedure p. Presumably one should only consider procedures 
p satisfying (3.2). 
If we apply the above approach to limit experiment %, obtained under the LAMN 
assumptions for 8,, we have the following results. (The proofs are immediate.) 
Lemma 3.1. The ‘deepest correct conditioning’ for 8 = {&; h E W} is given by CT’. 0 
This result suggests that for I, p satisfying (3.2) one should consider risks condi- 
tional on a2. 
We now wish to adapt these ideas to the problem of determining a fixed level 
confidence interval for h. We may regard a confidence interval as a procedure p of 
the form 
Associated with p is a confidence level which can be thought of as one minus the 
‘risk’ for the ‘loss’ function 
l(h, P(X)) = 1 -&x,(h) (3.4) 
where ZE is the indicator of the set E. 
The use of the words ‘loss’ and ‘risk’ is really an abuse of terminology since the 
loss associated with a confidence interval involves its coverage property as well as, 
for example, its length. Our objective for confidence intervals is to find a procedure 
(interval) of fixed predetermined ‘risk’ (level). In this vein we will determine the 
‘correct’ (conditional) level of p in Hajek’s sense. 
It is clear that 1, p of (3.3) and (3.4) do satisfy (3.2), whatever the measurable 
function g. Applying Hajek’s definition we are led to the following. 
Lemma 3.2. Among the conjidence intervals of the form (3.3), the one with ‘correct’ 
(conditional) level 1 - LY is that with g(u) = z,_,,,/u, where p = @(zP), @ the normal 
integral. 0 
Since, when constructing a confidence interval, we seek one with constant 
confidence level 1 -CY, the above lemma amounts to saying that choosing g(u) 
otherwise will lead to a ‘correct’ level that is not fixed at the predetermined level. 
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4. The asymptotic decision theoretic approach 
In this section we begin by associating with a sequence of local procedures {p,} 
for {E,} an asymptotic conditional risk (or level) based on the local experiment. 
Then we turn to the localization of global procedures (p”, for 9,) and the determina- 
tion of their local asymptotic conditional risks (or levels). As a result of these two 
steps, we are able to compare global procedures based on their local asymptotic 
conditional risks. As for global confidence intervals, we are able to determine whether 
their local asymptotic conditional levels equal the desired ‘fixed’ level. 
Definition. Asymptotic Conditional Risk (ACR). If ‘8, is LAMN with limit 8 and 
for a sequence of procedures {pl}, 
Z[l(h, PI); aI+ =el(h, PIi %I 
then the asymptotic conditional risk (ACR) function of {pt} is 
E[l(h, P)l q; %I. 
For confidence intervals we have the corresponding asymptotic conditional level 
(ACL). 
The ACR will not depend on h if Z, p satisfy (3.2) in 8, whereupon this risk would 
be the ‘correct’ one to consider asymptotically using Hajek’s terminology. This 
situation is the one we consider in the sequel. The ACR is analogous to considering 
the variance (risk) of the limiting distribution rather than the limit of the variances 
(risks). The existence of a suitable limiting procedure p for 8 is usually no practical 
restriction: given that {Z[pt: Qh]} is tight there will exist subsequences along which 
{T[pt, A,; Qk]} converges weakly to some Z[p, A; S?,,] due to a contiguity argument. 
Up to this point we have only considered the local experiment about I%, a value 
assumed fixed in the definition of 8, and 8. We now proceed to consider the 
construction of a ‘global’ confidence interval for 8, one that has constant asymptotic 
conditional level in a sense related to the local one. 
Returning to the general decision theoretic context we need to take a further step: 
it is designed to associate with the original experiments 9, = {Pi: 8 E 0) their local 
approximations at each 0. We will therefore require the LAMN property at each 
0 E 0 and, in order to formalize this idea, we stress the dependence on 0 in the 
earlier notation as follows: 
O;(e) = PB+hs,ce) (=Pkife+h6,(e)e@) (4.1) 
g0) =K%(e): h E% (4.2) 
8(e) = {gh(e): h E w); (4.3) 
where 8( 0) denotes the weak limit of { 8,( 0)) when the LAMN condition holds at 0. 
If { $,( 0)) is LAMN for each 0 E 0, the parameter space of interest, we want to 
associate properties of this special local structure with those of a global procedure 
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{b,} (i.e., a procedure that is a, possibly randomized, function of the data only). 
We make this association in the following definition. 
Definition. Localized version. The localized version pr at 8 of a global estimator or 
confidence set p’, is given by (in an obvious notation) 
Pt = Pt(O) = (p”, - O)/&(O) 
where {S,(0)} is the sequence in the LAMN condition for g,(e). 
For the confidence interval situation, with 1 of (3.4), we have 
r(@+ Q(O), PI) = l(h, Pt) 
whereas for estimation with 
l(s, d) =f(ls - dl) 
we have 
f(&‘@)l~+~&-p”,l) =f(P-P,l) = l(h, Pl). (4.4) 
In either case we may relate the asymptotic local behavior of the risk (level) of iIt 
in g1 to that of the risk (level) of P, in ‘&(0). 
Concerning (4.4) we note that for estimation the comparison relies on resealing 
the global loss function in order that its local behavior remains interesting enough 
asymptotically to permit discrimination between procedures. That this resealing may 
depend on 0 is unfortunate in terms of its effect on the risk function of a global 
procedure. However, this dependence is intrinsic to the nature of estimation in many 
nonergodic stochastic process situations which themselves have motivated the inter- 
est in conditinal inference. 
As long as {Z[pt; QA( f?)]} is tight we can associate an asymptotic conditional risk 
(ACR) with it and so we can then associate a local asymptotic conditional risk (LACR) 
function with the global (~5~). We do this in the following definition. 
Definition. LACR. Suppose (5,;; St”,) is a sequence of global procedures and that, 
for each 0 E 0, 
(i) { ZY,( 0)) is LAMN with weak limit 8( 0); 
(ii) {pt = (fi, - e)/&( 0); ‘Z(( 0)) has ACR (independent of h) E[I(O, p) I CT; S!2,(e)]. 
Then we will say that (6,; 9,} has LACR function 
{E[~(O, P)] 6 %(e)]; 0 E 0). 
For confidence intervals we define the corresponding local asymptotic conditional 
level (LACL). 
This definition combines two elements - localizing a global procedure at each 0 
and then approximating the risk or level in the local experiment by the relevant risk 
or level in the local limit experiment. Of course, the lack of dependence on h 
required in (ii) will typically follow from the invariance of 1, p in S(0) (viz. (3.2)). 
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The above is fine if we are given a global procedure. However, the situation is 
usually reversed. We know of good local procedures and want to find corresponding 
global ones. 
The existence of global procedures which can be localized to provide a given 
local procedure is closely related to the existence of an Asymptotic Centering 
Sequence (ACS), { r$}, which satisfies the requirement 
(&8)/6,(e)- u,p:‘o, (4.4a) 
at each 8 E 0, where U, = U,( 0) is the quantity defined in the LAMN condition for 
{ ‘&( 0)). Basically, such a sequence will exist if there exists an auxiliary or preliminary 
estimate e”, for which {( & - 0)/ 6,( 19)) is tight for P, (Le Cam (1982) and Jeganathan 
(1982)). Sufficient conditions are also discussed in Basawa and Scott (1983). Related 
to this requirement is the approximability of both 6,( 0) and ~~(0) in the LAMN 
definition by statistics $, = 6,( &) and 6, (the latter can often be taken as a,( it) for 
a suitable definition of a,( * )). We state two conditions required to make the local 
to global transition practical: 
&(0+h6,(0))/6,(8)+1 V!IEIW and BE@; (4.5) 
3 statistics {6*} such that Gt/ut(r3) ” - 1, all ee 0; (4.6) 
the second of which will typically be verified via a correspondence such as (2.5) 
(see Basawa and Scott (1983)). Under these two conditions we may not only estimate 
pointwise but also form confidence intervals in a locally ‘correct’ way. The following 
is now immediate: 
Theorem 4.1. Suppose that 
(i) { %,( 0)) is LAMN with limit Zf( e), at each 0 E 0 
(ii) 3 an ACS {&} so that (4.4a) holds at each 0 E 0 
(iii) (4.5) and (4.6) hold. 
Then the confidence intervals {I?, * &g( 6,)) have local asymptotic conditional level. 
wO(~)iw~ v~g(a)lai=2[~(~g(a)i-1. 0 
The fact that I( 0 + h&(O), p”,) = I( h, pt) makes it all the more appealing to associate 
the ‘loss’ distribution Z’[ I(0, p,); Qk( e)] with b, at the point 8 E 0. 
The following corollary is immediate: 
Corollary 4.2. If, in the LAMN requirement, a:( f3) can be chosen as in (2.5) and the 
hypotheses of the theorem hold, then the intervals {I!?~ f z,-~,~/ I:“( f?;)} have LACL 
constant at 1 - rx. 
Proof. By substitution. Cl 
We may interpret this result by saying that an approximate (1 - a) level confidence 
interval for t9 is given by {& * .z-~,~/I:‘*(~?~)}; any other interval of the form 
{ & f &g,( GZ)} will not have constant ‘correct’ local asymptotic level. 
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If we wish to employ an unconditional asymptotic risk criterion, then the intervals 
of Corollary 4.2 will satisfy the appropriate (1 -a) level requirement as well. 
However, for other intervals we may have difficulties attaining a constant level 
asymptotically if, as it typically will, Z[ a; S2,( f3)] depends on 6. For example, 
suppose we wish to use intervals of the form 
GJ=@&& 
Then in order to ensure an unconditional asymptotic level of 1 - cx at 0 we must 
choose k, = k, (0) to satisfy 
In order to realize this type of interval, restrictions would have to be imposed 
ensuring ka(&)/k,(8)p”- 1, not to mention the potential difficulty in computing 
k,( 0). For cases in which ~[cT; Z&(e)] d oes not depend on 0 this problem does 
not appear (see e.g., Feigin (1978)). 
An alternative way to establish a two-sided confidence interval is to include those 
parameter values which are not rejected by corresponding two-sided tests. There 
may be some difficulties in applying this approach to arbitrary stochastic process 
models, however, if the conditions of Theorem 4.1 hold then the results should 
correspond. We turn to a brief discussion of hypothesis testing now. 
If one is interested in hypothesis testing, where Ho: 6 = f$,, then in essence one 
can restrict one’s attention to the local experiment 8,( 0,) and need not be concerned 
with global procedures. This observation follows from the fact that if {Pi} and { Pk} 
separate for 9 # 0, then if (4,) is any reasonable (0, 1}-valued test of Ho versus 
H,: 8 > 0,, it will satisfy the consistency requirements 
Hence, discrimination between tests will only be critical locally; that is, for the 
experiment 8, ( 0,). 
In the context that 8, = %*(0,,) satisfies the LAMN condition we may choose to 
consider tests (4,) which satisfy an asymptotic conditional size (Y requirement, 
namely: 
E[&y(a,); O;l+ @y(a); 201 (4.7) 
for all bounded continuous functions y. This approach has been suggested by Le 
Cam (1981). For tests which satisfy 
z[+,; QiJ+ z[d~; %I, all h E R (4.8) 
(4.11) is analogous to saying that {+1} has asymptotic conditional ‘risk’ (Y at h = 0 
(we use a O-l ‘loss’ function). Indeed, (4.8) will hold along subsequences since (4,) 
is a bounded sequence. Thus the restriction (4.7) is reasonable at least as far as it 
is reasonable to look at conditional risks in the limit experiment. 
The following result is due to Le Cam (1981). 
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Theorem 4.3. Suppose { c#+} is a test of H,,: h = 0 versus H,: h > 0 for { 8, = C%‘,( 13,)) 
and the latter is LAMN. Zf {41} satisjies (4.7) then 
lim sup E[#+; QJ 5 E[4*; $,,I (4.9) 
,+‘X 
where 
@* = Z( U> ~,_,/a) (I( a) denoting indicator). 0 
The test {#+} which achieves the bound in (4.9) is clearly 
(6 = Z( ZJ, 2 z,-Jot)] 
so that, within the context of hypothesis testing, we do have a straightforward 
asymptotic conditionality resolution for the nonergodic (LAMN) situation. 
A similar result for the two-sided unbiased tests with conditional size (Y asymptoti- 
tally would lead to the optimum test 
{+t = Z(l ZJ* I G= &01,2/(+t)l. 
Under the conditions of Theorem 4.1 
to using 
this test would be asymptotically equivalent 
and thus we retrieve the confidence intervals obtained earlier. 
5. Approximate ancillarity 
A more direct attempt at determining a reasonable conditionality resolution 
involves looking at the experiment .!?& = {Pi: 0 E 0) itself and trying to find an (at 
least approximate) ancillary statistic. Here we wish to consider this type of approach 
and how it relates to Section 4 which is based on an ancillary for the local limit 
experiment. 
Cox (1980) has discussed the notion of local ancillarity for independent observa- 
tions and has investigated the effect of conditioning on a local ancillary given some 
smoothness conditions. His approach is closely related to considering the local 
experiment S,(&) at &, and seeking a variable A,(&) whose distribution depends 
on h (w.r.t. Qi( 0,)) weakly for t large. Without the refinements introduced by Cox, 
when the LAMN condition holds, a, is clearly a candidate since X[a*; Qj,]+ 
2?[a; 2&J, independently of h. Thus we are led to consider inference based on 
2[ U, IO;; QJ, the conditional distribution of U, given cl. There are, however, a 
few difficulties concerning the determination or approximation of such a conditional 
distribution. 
First, the fact that X[ ( U,, al); QL] + 2[ ( U, a); S,] does not imply Y[ U, 1 a,; Qj,] 
converges in some appropriate sense to 2?[ U I a; 2&,]. Second, in the LAMN condi- 
tion, there are typically a range of choices for {at} and they could vary markedly 
as to their effect on the conditional distribution of { Ut}. 
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The analysis in the previous section does not try to evaluate a conditional risk 
for each t, and then see how it behaves in the limit. Rather, it looks at the limit 
distribution of the procedures {p,} and then computes a conditional risk. The above 
problems are therefore circumvented. 
Nevertheless, there may be some legitimate interest in attempting to evaluate a 
limit for Qj,[ U, 2 x]~,]. For example, if we consider 
H,,: h=0(0=8,) versus H,: h>O(0>&) (5.1) 
and we wish to treat {a,} as an ancillary, then we would like to know that 
03 u, G= Z,-a/c* I a,) = cf (5.2) 
in order to determine a (conditionally) valid critical region. 
One approach to this problem is by ‘smoothing’ the conditioning variable C, so 
that any special information in a particular value of Us is lost. If the {at} has 
continuous support, then this smoothing can be regarded as the effect of rounding 
error (or finite approximation) and so provides a realistic approach. For situations 
in which {u,} is discrete this approach is less appealing, although even in such cases 
we eventually have to truncate due to finite representations. We now proceed to 
discuss smoothing briefly. 
For each a, let A, = aA* where A* is a uniform [ -1, l] random variable indepen- 
dent of the process {( I-J,, v,); t E T}. Let 0, = [-a, a]. We define the smoothed value 
U:(U) of V, by a:(a) = u, + aA* and similarly for a*(a). 
In order to ensure the existence of a:, as defined, the space (2, &) may need to 
be extended to (an*, &*) with product measures {*Pk}, {*Qt} and (22:) defined 
appropriately. We drop the asterisks from these measures for notational convenience. 
Theorem 5.1. If (i) {2Zt} is LAMN with limit 27, 
(ii) ot + u in probability [Pe,], 
then 
(5.3) 
Q~(cT~U~ E Al c+F(a,))+ @(A- hu) in probability Pe,, 
for some sequence a,&0 (which may depend on A, h). Here 
(5.4) 
Q(x) = 
I 
X [2 n exp(y2)lP”’ dy. 
-co 
Proof. Define, for given A, h, 
_/Xx; u)=Qt(a,U,~AlaT(u)=x) 
whereupon it is straightforward to verify that 
~~(x;u)=Q~(~,U,EAI~,EX+D,)~~~((TUEAI~EX+D,) 
=S?,,((+U~Ala*(u)=x) 
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by the LAMN condition whenever x f a is not a discontinuity point of cr. Moreover, 
for any sequence x, converging to such an x, 
f,(x,; a)+L2,,(dJ~Alcr~x+D,). 
Since a?( a) + cr+ aA* = a*(a) a.s. along appropriate subsequences we have that 
ft(aT(a); a)+2&,(aU~A~a*(a)) in PBO probability 
so that there exists a,&0 such that 
ft(crT(u,); a,)-2$,(aU~Ala*(u,))+O in PBO probability. (5.5) 
Furthermore 
converges uniformly over x to 0. Therefore one can show that 
~~(aCI~Alcr*(u,))-,~(A-hi) a.s. 
and together with (5.5) we have shown (5.4), as required. 0 
Remarks. For the particular case h = 0 the result gives the convergence of the 
conditional size such as (5.2) of a test given a smoothed value of the approximate 
ancillary. In this special case, since the limit in (5.4) is not random, one can actually 
do without condition (5.3). 
We note that the extra condition (5.3), which is required for the conditional power 
calculation, is satisfied in most of the stochastic process examples discussed in the 
literature-in fact, the LAMN condition itself is usually verified by first verifying 
(5.3). 
6. The process as a mixture experiment 
As mentioned above the LAMN condition is often verified by first showing that 
a, * ~7 a.s. [Pe]. This result suggests that if we considered the process conditionally 
on a, we would reduce the model to an ergodic one. We define the regular conditional 
probability (assumed to exist) 
P,ls(*)=Pg(.l(+=s) on (%,&se) 
and let P& be the restriction of PBls to &,. We may then treat the original experiment 
as a mixture experiment via 
P, = 
I 
Po,sPo(v E ds). (6.1) 
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Especially when the distribution of u does not depend on 0 one might argue that 
the essential aspect of the model as far as inference on 0 is concerned is P+, and 
s (the unobservable value of a) should be treated as a nuisance parameter. 
This view is also the one that motivates Basawa and Brockwell (1984) when they 
present the result that under the LAMN assumptions the LAN property follows for 
the {P+} ‘conditional model’. The approach discussed here does not consider the 
‘conditional model’ but a conditionality resolution of the original model. The 
difference between the Basawa and Brockwell analysis and that of Section 5 amounts 
to the difference between the asymptotics of .2[ U,; Pelt] versus that of .Z[ U,; PO,_]. 
We believe that the latter is a more appropriate approach to conditional inference, 
despite some of its inherent mathematical difficulties, because of its basis in approxi- 
mate (local) ancillarity arguments. 
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