ABSTRACT. We prove results for algebraic Anosov systems that imply smoothness and a special structure for any Lipschitz-continuous invariant 1-form. This has corollaries for rigidity of time-changes, and we give a particular application to geometric rigidity of quasiconformal Anosov flows.
INTRODUCTION
The purpose of this paper is to explore how smooth rigidity results can be pushed to the lowest conceivable regularity. There are two main results. On one hand, a Lipschitz-continuous 1-form whose exterior derivative is invariant under the geodesic flow of a negatively curved locally symmetric space must be (a constant multiple of ) the canonical 1-form for the flow. On the other hand, an essentially bounded 2-form invariant under an infranilmanifoldautomorphism is smooth. A special case of the second result is that in which the 2-form arises as the exterior derivative of a Lipschitz-continuous 1-form. (In this case the theorem asserts that it vanishes.) Thus, both results involve exterior calculus of Lipschitz-continuous 1-forms. It is clear that this has to be done with care, and we invoke results to the effect that, for instance, the classical Stokes Theorem holds for Lipschitz-continuous forms.
The motivation for both results comes from time-changes. (Thus, our rigidity results are pertinent to "longitudinal" phenomena rather than "transverse" ones such as in [9] .) The invariant 1-form may arise as the canonical form of the time change of a geodesic flow or of the suspension of an infranilmanifoldautomorphism. In either case one expects the 1-form to have rather low regularity; indeed, it usually is far from Lipschitz-continuous (see, e.g., [5, 6] ). Our results have applications when this form turns out to be Lipschitz-continuous: The timechanged flow is smoothly conjugate to the original one (Theorem 1.11). Given this common motivation, it is surprising that our two separate results involve rather different arguments for geodesic flows on one hand and suspensions on the other hand.
A particular point of interest is in this respect that while, like with many other papers in hyperbolic dynamics, ergodic theory enters the proof in the case of geodesic flows only to the extent that we use ergodicity of the geodesic flow, it turns out that for the case of a suspension we use in an essential way that the infranilmanifoldautomorphism is indeed mixing rather than merely ergodic. This reflects the need to deal with parabolic effects due to the nilpotent part.
As mentioned above, the principal application at this moment is to rigidity of time changes as described in Theorem 1.11. We want to point out that the significance of the Lipschitz-hypothesis is made much more clear in [6] , where it arises as soon as the generically true regularity of the canonical 1-form is exceeded.
To establish notation we briefly review some basic notions; [10] provides any additional needed background. DEFINITION 1.1. An Anosov flow on a manifold M is a smooth flow ϕ t with an Canonical time changes are interesting for several reasons; the next fact provides a particularly salient one. Proof of Corollary 1.6. The hypotheses of Corollary 1.6 and Theorem 1.2 imply smoothness; we need to show that the vector field X that generates the timechange agrees with a canonical time change of a constantly scaled version of X 0 , where X 0 generates the geodesic flow. Rescale X 0 to X 0 /κ, where κ ∈ R is defined by d A = κd B and then apply the canonical time change defined by the 1-form α := A − κB . Since the resulting vector field
is a scalar multiple of X , the claim follows from
where we used B (X 0 ) = 1. That the last denominator is A(X 0 ) and hence positive justifies the use of α to define a canonical time change. Proof. Denote by A the canonical form of the time change and by B the canonical form of the suspension. Theorem 1.8 applied to A implies that A is smooth and closed, and hence so is α := A − B since B is also closed. Writing X 0 for the suspension vector field we find that the canonical time-change
of X 0 is the given vector field since clearly A(X ) ≡ 1. Let B the standard contact form for the geodesic flow γ and X 0 its generator.
Proof.
Proof. We do this by interpolation from the same expression for B . That is, for p = 0, . . . , n consider
Having a common kernel, these are proportional, so we can write Ω p = c p Ω 0 for γ-invariant, hence Lebesgue-a.e. constant scalars c p .
Next, an integration by parts, using [7 
Since the left-hand side is clearly zero, we get
Thus, c p+1 = c p κ, where
Recursively, this gives
d B , and this is a volume provided κ = 0. To see that this is the case we write A = A(X 0 )B + d B (ξ, ·) with ξ ∈ ker B (which makes ξ unique). Then
where m is defined by X = mX 0 and hence has nonzero space average. Thus,
Note next that by duality for every ξ there is a ψ(ξ) such that
this is defined whenever d A is, and we choose ψ(X 0 ) = X 0 and ψ(ker B ) ⊂ ker B .
PROPOSITION 2.3. ψ
a.e.
= κ Id +N , where κ ∈ R {0} and N is a nilpotent operator.
Proof. The map ψ is symmetric with respect to d B :
Moreover, ψ decomposes nicely with respect to the hyperbolic splitting. Let 
which means that in local Darboux charts for d B one can decompose ψ (on ker B ) as
Since d A and d B are γ-invariant, so is ψ by uniqueness. If we insert generalized eigenvectors e
for all p, which gives the unique solution This is an essential ingredient for our use of ergodic methods, in particular the Birkhoff Ergodic Theorem, and we now establish a second crucial ingredient, a global analog to our local linearizations. The geodesic flow of a locally symmetric space admits an invariant splitting of the stable and unstable subbundles into fast-and slow-stable (and unstable) bundles corresponding to the exponents ±1 and ±2; we write
In the constant-curvature case we have, of course, E ±2 = 0.
THEOREM 2.5.
There is a connection D with the following properties.
Here These axioms define the connection uniquely:
determines D η u ξ u from known quantities, and derivatives of the form D η s ξ s are likewise determined; the remaining derivatives are spelled out in the axioms. Also, DB = 0 follows from the other axioms by calculations such as Proof. The universal cover M can be written as G/K , where G is the identity component of the isometry group and K is the isotropy subgroup of a point x ∈ M . The unit tangent bundle S M can be written as G/H , where H is the isotropy subgroup of a point v ∈ S M . Note that H ⊂ K .
The following considerations are classical [11] and appear in a closely related context in [2, 
To that end we first note that L Z g S = 0 since Killing fields respect the entire geometric structure.
Since Z is an infinitesimal isometry, it, and hence A Z , is antisymmetric, and hence the latter expression vanishes; this implies the claim. We briefly indicate in slightly more detail the reason for this crucial antisymmetry. A Z arises as the lift to S M of the corresponding construct on M , and as such has the form
Thus antisymmetry follows from antisymmetry of a Z , which is seen as follows. Changing our context to M for the moment, we have a Z = L Z −∇ Z for a Killing field Z on M and ∇ the Levi-Civitá connection. Then
which gives 2g (a Z v, v) = 0 and hence the claimed antisymmetry of a Z .
LEMMA 2.8 ([1]). Each stable and unstable leaf is D-flat.
We now show that the nilpotent operator N in Proposition 2.3 vanishes, which is the last claim of Theorem 1.2. Proof. We begin by introducing the promised continuous approximation.
LEMMA 2.10. If B is a finite-dimensional vector bundle over M then C
Proof. Locally, this is a standard result about Lebesgue integration in R n . Now use a partition of unity.
In the same way as for ψ above, we have 
4).
Our strategy is to pass to a "Birkhoff average" of F , show that this is parallel and that this in turn implies F = 0.
Introducing Birkhoff averages uses the connection we provided above. Lemma 2.8 implies that we can choose a measurable orthonormal frame field for E u on M that consists of vector fields ξ chosen in such a way that
• ξ is continuous and D-parallel along unstable leaves that are homeomorphic to Euclidean space, i.e., nonperiodic leaves (here D is as in Theorem 2.5),
• if ξ ∈ E j then the Lie bracket with the generator X of the geodesic flow is
This last item and the fact that F + decomposes into blocks that correspond to the Lyapunov decomposition of γ t imply that we can express F + x with respect to this family of frames by matrices M F + ,x that depend measurably on x and such that the pullback by the geodesic flow γ is trivial: If
By the Birkhoff Ergodic Theorem applied to each matrix entry,
exists and equals the conditional expectation of M F u ,x on a set Λ u − whose complement is a Lebesgue-null set. In particular, M F u ,x is constant on unstable leaves by continuity of F + .
By symplectic duality, we can extend this frame field to a field of frames for T M . Therefore,
is well-defined on Λ u − and coincides with an endomorphism field that is parallel along unstable leaves.
Applying the same arguments with γ −t one obtains a set Λ u − whose complement is a Lebesgue-null set and on which
is also well-defined. Moreover, the Birkhoff Ergodic Theorem also gives a set
u is a γ-invariant field of endomorphisms that is parallel (hence continuous, and uniformly so) along a set of unstable leaves of full measure. Now, thinking of
we can carry out the same arguments with attention to stable leaves; this gives a field of endomorphisms F s on a set Λ s of full measure, and this field is uniformly continuous along stable leaves. Now consider the set Λ:=Λ s ∩Λ u . On this set F u and F s are both well-defined by the right-hand sides of (3) and (2), so they agree and define an endomorphism field F on the full-measure set Λ. This field is γ-invariant since both F u and F s are. Moreover, on the intersection of Λ with any one unstable leaf F = F u coincides with an endomorphism field that is parallel along that unstable leaf. Likewise for stable leaves. This means that F is uniformly continuous in the flow, stable, and unstable directions. One local product chart at a time this means that F is uniformly continuous and therefore has a unique extension to M = Λ; this extension F is parallel along stable and unstable directions. Since F was obtained from F by averaging, the L 1 -distance to N is the same.
Therefore, the proof of Proposition 2.9 is complete once we show that F = 0. To see this, we follow the arguments in [1, 2] . First, arguing as in the proof of [1, Proposition 2.8] one shows that the group G (see page 7) acts transitively. As in [1, Proposition 3.7] or [2, Proposition 2.4.3] one then shows that the Lie algebra g of G has no nontrivial nilpotent ideal except for its center, which is RX . Next, following [2, Section 2.5, page 45] one sees that there is a Cartan subalgebra C in RX ⊕H , that F commutes with C and that F is then semisimple, as claimed.
Having shown that d A a.e.
= κd B , we need to show that A is smooth, the remaining claim of Theorem 1.2.
Since d (A−κB ) a.e. . We aim to show that µ is exact, but instead of using the same trick as before we will be more explicit to get higher regularity.
In adapted local coordinates at p ∈ M denote by [0, x], x = (u, t , s), the image of the segment by the corresponding local chart. Introduce for any c ∈ R a local Lipschitz continuous function
For every x, v and small ǫ the Stokes Theorem gives 
We next show that d f is C ∞ . Then so is A = d f + α + κB , and the proof is complete.
Using the Anosov vector field X and the definition of the canonical 1-form A we write
The terms on the left are C ∞ , so by the measurable version of the Livshitz Theo-
This in particular means that the Lipschitz-continuous function ρ := b − f satisfies
= 0.
We show that this implies flow-invariance of ρ. Choose p ∈ M and an adapted chart in which the Anosov vector field X is expressed as ∂ t . Assume there are 
(The reason for passing to the complexification is that the Jordan normal form is easier to handle.) Now translate the basis and the dual basis by N to get invariant sections. We note that if A l is an ℓ × ℓ matrix then
The salient feature is that the last matrix
is a fixed polynomial in n.
To express the invariance property ψ * ω = ω in these terms, denote by Ω(x) the matrix that represents ω x with respect to the invariant frame field. Then the matrix of ψ * ω is given by t A Ω(x)A and hence the iterated relation ψ
Since ω is essentially bounded, Ω(ψ n (x)) is bounded (in n) for almost every x.
Let us fix such an x and consider the bounded matrix function
To understand the implications of boundedness we decompose Ω into (not necessarily square or diagonal) blocks Ω i j according to the Jordan form of A, i.e., in such a way that
where ℓ i and ℓ j are the sizes of the blocks A i and A j , respectively. Since i , j and x are fixed at the moment,
the bracketed term on the right-hand side of (7), is a fixed matrix-valued polynomial in n. We now consider 3 cases in
tially and is, in particular, unbounded.
• If |λ i λ j | < 1 then P i j x (n) = 0 because this is the previous case when one passes to ψ −1 .
•
Thus, in either case, P i j x is constant and we therefore have
for all i , j . This shows that every entry of the matrix Ω is almost everywhere equal to an eigenfunction of ψ. Since ψ is mixing, all eigenfunctions are constant, and hence Ω is almost everywhere equal to an M -invariant (hence smooth) 2-form.
To show that Ω vanishes if it is exact, we introduce a notion of averaging. Let vol C :=X * 1 ∧ · · · ∧ X * n be the N -invariant complex-valued volume form defined by the dual basis we used before. By compactness, this gives a finite volume. We also note that by definition of divergence we have Proof. Note first that
Writing Note now that we can write
where the a i j are from (6) . Since the coefficients here are constant, we obtain
If ω is an exact ψ-invariant 2-form with constant coefficients, then we write ω = d α and note that Since, on the other hand, Γ\N d f (X j ) d vol C = 0 and the integrand is constant, we have α i a i j = α j . But then, hyperbolicity of ψ implies that α = 0 and hence ω = 0, which is the claim.
