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Abstract
Medical imaging technologies offer the benefits of faster and accurate diagnosis. When the
medical imaging combined with the digitization, they offer the advantage of permanent stor-
age and fast transmission to any geographical location. However, there is a need for efficient
compression algorithms that alleviate the taxing burden of both large storage space and trans-
mission bandwidth requirements. The Perceptually Lossless Medical Image Coder is a new
image compression technique. It provides a solution to challenge of delivering clinically critical
information in the shortest time possible. It embeds the visual pruning into the JPEG 2000
coding framework to achieve the optimal compression without losing the visual integrity of
medical images. However, the performance of the PLMIC under certain medical image opera-
tion is still unknown. In this thesis, we investigate the performance of the PLMIC by applying
linear, quadratic and cubic standard and centered B-spline interpolation filters. In order to
evaluate the visual performance, a subjective assessment consisting of 30 medical images and
6 image processing experts was conducted. The perceptually lossless medical image coder was
compared to the state-of-the-art JPEG-LS compliant LOCO and NLOCO image coders. The
results have shown overall, there were no perceivable difference of statistical significance when
the medical images were enlarged by a factor of 2. The findings of the thesis may help the
researchers to further improve the coder. Additionally, it may also notify the radiologists the
performance of the PLMIC coder to help them with correct diagnosis.
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Chapter 1
Introduction
1.1 Background
With the advent of computer, the digital technology has been playing an increasingly important
roles in daily human life. Unlike the traditional analog pictures, digital pictures are arranged
into individual picture element (pixel) [5]. Each pixel is represented by discrete integer numbers
which can be stored in computerized devices.
Since the introduction of the Computed Tomographic (CT) scanner in the medical field [6]
, the medical imaging technology has been an important tool in human health care services [7].
Following three decades of development, medical imaging technology has evolved progressively
to encompass other methods for capturing diagnosic information. These methods include Com-
puter Tomography (CT), Magnetic Resonance Imaging (MRI) [8], Digital Radiography (DR)
[9] and so forth. The digitization of medical images has resolve the problem of picture degrada-
tion experienced with analogue media such as x-ray films. Addationally, digital medical images
has the advantage of being readily transported over vast distance via communication networks.
However, the storage of large amount of medical images is always a challenge despite of
1
the rapidly increasing capacity of storage media. Further, the transmission of large volume of
medical images over networks is delimited by the bandwidth capacity of the network. Therefore,
there is a need for effective compression algorithms that alleviate the taxing burden of both
large storage space and transmission bandwidth requirements, especially for applications such
as Telemedicine [10] and Telemammography [11].
1.1.1 Image Compression
The underlying idea of image compression is to represent information contained within an image
in a more efficient form by removing redundant data. There are two types of redundancies in
the digital image data for which image compression algorithms are designed to remove [12]:
• Interpixel Redundancy - All meaningful digital images are actually created by sampling
real world pictures. Thus, they contain some statistical dependency between pixel data.
• Psychovisual Redundancy - Human Vision System (HVS) is not equally sensitive to all
pictorial information in images. Thus, some information may be more visble than others.
In this respect, there are also information that are invisible to HVS. Psychovisual redun-
dancy encompasses all visible pictorial information and excludes the invisible information.
Thus, the function of picture compression can be seen as the remove redundancies under certain
fidelity criteria. Compression algorithms generally fall into two broad categories [12], namely,
information lossless (reversible) compression and information lossy (irreversible) compression.
Lossless compression preserves the information integrity by only removing statistical redun-
dancies. The lossy compression, in contrast, gains in terms of compression ratio but degrades
picture information. The general approach for lossy compression is through transform cod-
ing [13]. The standard structure of transform coders is shown in Figure 1.1, which includes
transform, quantization and entropy coding. To achieve a balance between lossless and lossy
2
compression, in terms of picture quality and compression rate, one may consider the idea of
perceptually lossless coding. Perceptually lossless coding encodes pictures by only removing
visual imperceptible information.
Figure 1.1: Structure of Transform Coding System
1.1.2 Medical Image Compression
Medical images contains information critical to accurate diagnosis. As a consequence of this,
it is desirable that any compression operation performed on medical images should not remove
vital diagnostic information. The current perferred method for compressing medical images is
through lossless coding. The current standardized lossless coders for medical imaging include
JPEG lossless compression [14], the JPEG-LS compression [15] and the lossless mode of the
proposed JPEG 2000 scheme [3]. The performance evaluation of different lossless medical image
compression methods and their effects have been summarized in [16]. The Digital Imaging and
Communication in Medicine (DICOM) [17] standard supports both the JPEG and the JPEG
2000 compression scheme.
In lossy compression,the deterioration of information may lead to mis-diagnosis. However,
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it is possible to allow controlled degradation of information without impeding the diagnostic
information in medical images. Such an approach may be found in the Perceptually Lossless
Medical Image Coder (PLMIC) [18]. The underlying idea of the PLMIC is to compress images
to the lowest possible bit-rate without inducing any visible distortions. The effectiveness of the
PLMIC has been demonstrated in [1]. However, the robustness of the PLMIC under certain
medical image operation has not yet been studied.
1.1.3 Medical Image Operation: Interpolation
Interpolation is the key in the post-processing of medical images [19] [20] [21] [22]. Image
magnification and rotation are the most common operations to help the radiologists to diagnose
the diseases. Both of them are the applications of the interpolation. Generally speaking,
the image interpolation is a process to estimate the unknown pixels from the known pixels.
When referring to image interpolation, usually it means image resizing, zooming, enlarging,
magnifying and so on. In the thesis, these different terms are used interchangeably.
In addition to the image resizing, the interpolation can be applied to the image rotation.
As shown in the Figure 1.2, a point (r,s) in the rotated coordinate is related to the point(x,y)
in the original coordinate by

 r
s

 =

 cosθ sinθ
−sinθ cosθ



 x
y

 (1.1)
As the scope of the thesis, the focus of the thesis is on the application of various interpolation
methods to the magnification of medical images. The details are discussed in Chapter 3.
4
Figure 1.2: Interpolation Demo by Rotation
1.2 Research Objectives
The perceptually lossless compression technique used for medical images is still new to both
image processing experts and radiologists. Particularly, when a certain normal image processing
operation, e.g, image enlarging, is carried out on the processed medical images, there poses a
question for radiologist: ’Are these medical images still indistinguishable to the original image?’
Therefore, it is important to investigate the robustness of the PLMIC under these operations.
As enlargement is one of the most often used operations by radiologists, the objective of the
project is to investigate the robustness of the PLMIC in terms of enlargement of the medical
images.
1.3 Structure of the Thesis
Chapter 2 reviews the framework of the PLMIC, JPEG 2000 standard and PLMIC. Three
major components, DWT, quantization and EBCOT, in JEPG 2000 standard are covered in
5
this thesis. The PLMIC is then presented.
Chapter 3 reviews the underlying theory and application of interpolation. Particularly, this
chapter concentrates on the study of traditional B-spline interpolators and their application to
medical images.
Chapter 4 introduces the subject test of evaluating the performance of the PLMIC under
the interpolation. It shows the model and statistic results obtained from the subject test.
Chapter 5 concludes the major finding of the thesis and explores possible future research
work.
1.4 Refereed Publications by the Author
• S. Chai, D. Wu, D. M. Tan and H. R. Wu, Robustness of a Perceptually Lossless Medical
Image Coder: Interpolation, ISPACS 2006, Tottori, Japan.
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Chapter 2
Perceptually Lossless Medical Image
Compression
2.1 JPEG 2000 Image Compression
JPEG 2000 [23] is the current image compression standard which was formally released by
JPEG committee in 2000. JPEG stands for Joint Photographic Experts Group which is a body
under International Organization for Standardization (ISO) and International Electrotechnical
Commission (IEC). JPEG 2000 was developed with an new transform coding engine based on
the Discrete Wavelets Transform (DWT) and Embedded Block Coding with Optimized Trun-
cation (EBCOT) [24]. The discussions here shall skips the pre-processing and post-processing
parts of the standard. This chapter will focus the core process of JPEG 2000 image coding
system. For detailed description of the standard, readers may refer to the reference [23].
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2.1.1 Discrete Wavelets Transform
The first component of the JPEG 2000 core is the discrete wavelets transform. Its primary
purpose is to decorrelate the source signals in order to remove redundant information. For the
image coding, the DWT generally employs reversible transform filters (orthogonal or biorthogo-
nal) with analysis (forward) and synthesis (backward) stage. The analysis process of the DWT
is realized by filtering and downsampling. The synthesis process mirrors the analysis in reverse
order with upsampling and then filtering.
2.1.1.1 One level transform of DWT
In image coding, the DWT typically adopts a dyadic structure with a high and a low pass band.
Given a discrete singal x[n], the low pass signal is to be obtained by convoluting x[n] with the
low pass filter kernel g[n],
ylow[n] = (x ∗ g)[n] =
+∞∑
k=−∞
x[k]g[n− k] (2.1)
Similarly, the high pass signal is derived through the convolution of the x[n] and high pass filter
kernel h[n],
yhigh[n] = (x ∗ h)[n] =
+∞∑
k=−∞
x[k]h[n− k] (2.2)
The low pass filter and high pass filter here are designed to halve the frequency band. The
downsampling operation may introduce aliasing. Here, the low pass and high pass filters are
designed so that aliasing in the analysis stage would be cancelled out by aliasing in the synthesis
stage [25]. The original signals passing the low pass band produce the approximate coefficients
while passing the high pass band generates detail coefficients (Figure 2.1).
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Figure 2.1: One level DWT Analysis [2]
2.1.1.2 Multi-resolution in DWT
Multi-resolution is realized through successive cascading filtering of the low pass band. This
is illustrated in Figure 2.2 with a three-level decomposition. Each resolution contains signal
frequency delimited within a certain bandwidth. Given a signal with 64 samples, subband from
0 to fn in Figure 2.3 corresponds to the original resolution (namely 64 samples). After three
levels of decomposition, the relation between each subband and its corresponding resolution is
shown in Table 2.1.
Table 2.1: Example of Multi-resolution Sampling
Level Subband Samples
0 to fn/8 8
3
fn/8 to fn/4 8
2 fn/4 to fn/2 16
1 fn/2 to fn 32
0 0 to fn 64
9
Figure 2.2: 3 level filter bank [2]
Figure 2.3: The Subbands of DWT [2]
2.1.1.3 Two Dimensional DWT
The 2-D DWT may be computed by separable filters [26] row-by-row and then column-by-
column. Thus, with separable wavelet filters the 2-D DWT can be implemented by applying 1-D
filter in a separable manner. As shown in Figure 2.4, 2-D DWT produces four subbands (LL, LH,
HL, HH) per decomposition. For example, a K decomposition creates 3K+1 subbands shown
as in Figure 2.5. As in the case of 1-D DWT, multi-resolution 2-D DWT is obtained through
repeated DWT operation on the low pass (LL) band. Figure 2.7 illustrates a multi-resolution
representation of an MRI image depicted in Figure 2.6. As the result of decomposition, most
of energy lies in the low frequency subband, although there is still some correlation between
10
subbands.
Figure 2.4: One Level 2-D DWT
11
Figure 2.5: The subbands of a three-level decomposition
Figure 2.6: Example of MRI image
12
Figure 2.7: Three-level Decomposition of the MRI Image Using CDF 9/7 filters
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2.1.1.4 Wavelet Filters
The performance of the DWT is greatly dependent on the filters. The most important property
of wavelet filters is Perfect Reconstruction (PR) [25]. One type of filters that satisfy the PR
condition is the orthogonal filters. The orthogonal filters must satisfy the following requirements
for both the high pass (h[n]) and low pass (g[n]) filter kernels.
∑+∞
k=−∞ g[n]g[n− 2k] = δ[k] (2.3)∑+∞
k=−∞ h[n]h[n− 2k] = δ[k] (2.4)∑+∞
k=−∞ h[n]g[n− 2k] = 0 (2.5)
The benefit of orthogonal filters is their energy preserving property in the transform domain .
Given a signal x[n] with length N , it can be represented by [27],
N−1∑
n=0
x2[n] =
L−1∑
l=0
w2(l) (2.6)
Another type of filter that has PR property is through the biorthogonal filters. For the
biorthogonal filters, the low pass analysis coefficients g[n] and high pass coefficients h[n] are
not double shift orthogonal of themselves. The biorthogonality requires the following constrains
[25]:
2
∑+∞
k=−∞ g[n]g
′[n− 2k] = δ[k] (2.7)
2
∑+∞
k=−∞ h[n]h
′[n− 2k] = δ[k] (2.8)
∑+∞
k=−∞ g[n]h
′[n− 2k] = 0 (2.9)
∑+∞
k=−∞ h[n]g
′[n− 2k] = 0 (2.10)
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The biorthogonal filters have the advantage of symmetry, but they are not preserve energy. The
symmetry property of the biorthogonal filters can be used to solve the problem of coefficients
expansion and border in the image processing. The JPEG 2000 compression standard uses the
biorthogonal wavelet filter Daubechies 9-tap/7-tap [28] for lossy (irreversible) compression and
Le Gall 5-tap/3-tap [29] for lossless compression. The analysis and synthesis filter coefficients
for both the 9/7 and 5/3 filters are given in Table 2.2 and Table 2.3. 9/7 filters usually give the
better results in terms of the separation of the frequency subbands but they require floating
point operation. Due to floating points approximation, the complete retrieval of the original
image is not guaranteed. In the JPEG 2000 coder, images are partitioned into non-overlapping
blocks know as tiles. The wavelet transform is then independently applied on each image tile.
JPEG 2000 Part I uses symmetric extension [27] at the boundaries of the image. Therefore,
the length of extension is filter length dependent.
Table 2.2: Daubechies 9/7 tap Filter Coefficients [3]
Analysis Filter Coefficients Synthesis Filter Coefficients
n
g[n] h[n] g′[n] h′[n]
0 0.602949 1.115087 1.115087 0.602949
±1 0.266864 -0.591271 0.591271 -0.266864
±2 -0.078223 -0.057543 -0.057543 -0.078223
±3 -0.016864 0.091271 -0.091271 0.016864
±4 0.026748 0.026748
2.1.2 Quantization
As shown in the Figure 1.1, wavelet transform coefficients are quantized using the same step-
size for each subband. The JPEG 2000 Part I uses the uniform scalar quantizer with deadzone
15
Table 2.3: Le Gall 5/3 tap Filter Coefficients [3]
Analysis Filter Coefficients Synthesis Filter Coefficients
n
g[n] h[n] g′[n] h′[n]
0 6/8 1 1 6/8
±1 2/8 -1/2 1/2 -2/8
±2 -1/8 -1/8
[3]. The quantization process would reduce the precision of the coefficients and thus is lossy
(irreversible). Given a coefficient y[i, j] at the vertical location i and horizontal location j in
the subband b, the general formula of the quantization is as follows [30]:
q[i, j] = sign(y[i, j])⌊|y[i, j]|
∆b
⌋ (2.11)
where sign(y[i, j]) maintains the sign of the coefficient y[i, j], ∆b is the step size, q[i, j] is
the quantization index. The ∆b differs between subbands but remains the same in a certain
subband b. As shown in Figure 2.8, deadzone means that the coefficients whose absolute value
is less than ∆bi are quantized to zeros and are thus completely lost. The coefficients located in
other intervals are quantized to the index in the same interval. The size of deadzone is twice
the size as other intervals.
2.1.3 EBCOT
JPEG 2000 adopts the Embedded Block Coding with Optimized Truncation (EBCOT). The
EBCOT is derived from its predecessor EZW [31] and SPIHT [32] coding. Prior to coding, the
wavelet subbands are partitioned into code-blocks of size 64 x 64 or 32 x 32. The bit-plane
coding and arithmetic coding are performed on each independent code-block to generate the
embedded bit-stream. The bit-stream has the advantage of be able to be truncated to a variety
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Figure 2.8: Scalar Quantizer with Deadzone
of discrete length. Once the desired coding rate has been determined, the bit-stream associated
with each code-block is independently truncated via a rate-distortion function to a certain
length in order to meet the target bit rate. The final bit-stream is composed of a collection of
successive quality layers, where each successive layer provides additional improvement to image
quality.
2.1.3.1 Embedded Block Coding
Scanning order A key function of JPEG 2000 encoding algorithm is to code the quantized
indices in a bit-plane manner, which is called Embedded Block Coding. Specifically, DWT
coefficients are coded from Most Significant Bit (MSB) to Least Significant Bit (LSB). The
encoding algorithm scans quantized indices in each code-block by stripes, each of which has
the height of four rows. Within each stripe, the indices are visited column by column, left to
right. Therefore, the encoder proceeds to all bits in the code-block stripe by stripe, bit-plane
by bit-plane (Figure 2.9).
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Context The distinct coding context is intended to select the probability models which are
used by the arithmetic coder to generate the bit-stream. The coding contexts of the sign and
magnitude of indices are dependent upon a complex relationship based on the significance of
the Neighbour indices. The details regarding coding contexts are elaborated in [3]. The bit-
stream is generated by a sequence of three coding passes: significance propagation, magnitude
refinement and cleanup. The three coding passes are performed on each bit-plane in the order
as they are presented above. Moreover, each bit in the current bit-plane is coded only once in
the three coding passes.
Significance Propagation Pass A index is said to be significant if and only if at least one
nonzero bit has been coded in the previous bit-plane. There are two conditions for a bit
in current bit-plane to be coded in this pass:
• The index is currently not significant.
• The index has high possibility to be significant in the current bit-plane.
Magnitude Refinement Pass In this coding pass, The bits of the indices which are already
significant in the previous bit-plane are coded.
Clean-up Pass The last coding pass codes all the bits which are not yet coded in the current
bit-plane.
2.1.3.2 Rate Control
Rate control is a process by which the embedded bit-stream from each code-block is truncated
to reach a target bit rate. Here, the Post-Compression Rate-Distortion (PCRD) is used to
determine the extent to which each block’s embedded bit stream should be truncated. The
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Figure 2.9: Strip Scan Order within a Code-block
truncation points are determined by minimizing the distortion contribution from each code-
block subject to the length constrains.
The underlying assumption of the PCRD is one that the distortion contribution from each
code-block is additive. Therefore, the overall reconstructed image distortion can be represented
as the sum of a number of the distortion [24],
D =
∑
i
Dzi (2.12)
where D represents the overall reconstructed image distortion, Dzi denotes the distortion con-
tribution from code-block Bi and z is the associated truncation points.
The truncation points of the embedded bit-stream are selected under the bit-rate constrains
[24],
Rmax ≥ R =
∑
i
Rzi (2.13)
where Rmax is the target maximum bit-rate, Rzi is the bit-rate from code-block Bi with respect
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to the truncation point z. The algorithm to determine truncation points is described in [3].
As a result of that, each code-block contains a number of truncation points with incremental
length of the code-block .
0 = L
(0)
i ≤ L(1)i ≤ ... ≤ L(z)i (2.14)
2.1.3.3 Quality Layers
The incremental length (Equation (2.14)) of each code-block allows to construct the global
embedded block bit-stream in a way that successively improve the image quality. One way to
achieve this is to arrange the bit-stream into quality layers by interleaving the block coding
passes [3]. The first quality layer contains contributions from each code-block and additional
contributions from each code-block are included in the following quality layer. As shown in
Figure 2.10, the code-block B0 contributes L
(0)
0 bytes for the first quality layer; followed in the
next quality layer, additional L
(2)
0 − L(1)0 bytes are added to improve image quality. It also
happens that some code-blocks contribute zero bytes to a certain quality layer. This possibility
can be better illustrated by another representation as shown in 2.11, code-block B0 and B2
contribute to all of the four quality layers while code-block Bi does nothing for quality layer 1
and 2.
2.2 Perceptual Lossless Medical Image Coder
As mentioned in the Chapter 1, the lossless compression is more widely used in the medical
image compression due to the significance of the integrity of the medical information [16].
The lossy compression, on the other hand, introduces the distortion between the compressed
images and the original images. However, it has the possibility that the distortion is not
perceived by human viewers [33]. Thus, it gives a room to raise the lossy compression to a
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Figure 2.10: Interleaving of Block Coding Passes [3]
Figure 2.11: Quality Layer
21
perceptually lossless level by removing the visual irrelevant/insignificant information. In a word,
the perceptually lossless compression attempts to compress more than lossless compression while
preserves visual quality. In the subsequent discussion, we will review the work published by
Wu [1], who invented the PLMIC. To avoid the confusion, we follow the math symbols used in
[1].
2.2.1 JNND
In order to achieve the perceptually lossless compression, it is imperative to determinate the
threshold of human vision system to tolerate the distortion, which is also called not-noticeable-
difference (JNND) threshold [1]. JNND threshold determines the visibility of the difference
between the perceived images, as shown in Figure 2.12. Here, the distortion D(x, x˜) is obtained
by considering the impact of human vision model on the compared images.
Figure 2.12: Visibility of difference related to JNND threshold
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2.2.2 Human Vision Model [1]
It is essential to model the HVS by mathematics in order to implement the perceptual coder.
The vision model chosen by the PLMIC is the Contrast Gain Control (CGC) invented by
Watson and Solomon [34]. The model operates encompasses three phases: linear transform,
visual masking and detection and pooling phase as shown in Figure 2.13.
Figure 2.13: Contrast gain control model [1]
Linear Transform In the real world, when the image content is getting through the HVS,
the HVS may be more sensitive to a certain frequency band and orientation band [35]. The
frequency and orientation selectivity of HVS allows the vision model to more efficiently operate
in the frequency domain. Therefore, the linear transform that better reflects the frequency
property of HVS is important for the vision modelling. As the result of the consideration of
computation burden and compliance with existing image compression standard, the Daubechies
9-tap/7-tap [28] biorthogonal wavelet filter (Table 2.2) is used for the linear transform.
Masking Response The visibility of the distortion are greatly dependent on the vision
masking effect. The masking effect is more likely to happen in the region with complex texture.
This leads to the loss of sensitivity of HVS and thus the distortion is hard to be perceived.
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Therefore, it is important to quantify the amount of masking effect. Given a wavelet coefficient
Xl,θ[m,n], its masking response can be constructed by [35],
RZ,l,θ[m,n] = kZ · EZ,l,θ[m,n]
IZ,l,θ[m,n] + γ
q
Z
(2.15)
where frequency level, l, and orientation band, θ, combined denote the subband where the coef-
ficient locates. The EZ,l,θ[m,n] and IZ,l,θ[m,n] represents the excitation and inhibition function
respectively, where Z ∈ {Θ, γ}. The masking effect may happens between orientations, between
frequency levels or locally. The PLMIC only consider the interorientation and intrafrequency
(local) masking effects. The Equation (2.16) and (2.17) are used for interorientation masking
while the Equation (2.18) and (2.19) are employed for intrafrequency masking. σl[m,n] denotes
the neighbourhood variance which models the activity of the local region.
EΘ,l,θ = Xl,θ[m,n]
pΘ (2.16)
IΘ,l,θ[m,n] = Xl,θ[m,n]
q +
3∑
α=1,α6=0
Xl,α[m,n]
q (2.17)
Eγ,l,θ = Xl,θ[m,n]
pγ (2.18)
Iγ,l,θ =
8
Al
u=m+l∑
u=m−l
v=n+l∑
v=n−l
Xl,θ[u, v] + σl[m,n]
q (2.19)
Detection and Pooling As shown in the Figure 2.13, the detection and pooling process
calculate the distortion between the reference image and the processed image in terms of their
masking response. The distortion resulted from interorientation and intrafrequency are pooled
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to obtain the final distortion,
DTl,θ[m,n] =
∑
Z
gZ · |RaZ,l,θ[m,n]− RbZ,l,θ[m,n]|2 (2.20)
where RaZ,l,θ[m,n] and RbZ,l,θ[m,n] denote the masking responses of the reference image and
the processed image respectively and gZ is the channel gains. T
2.2.3 Coder Adaption
he PLMIC is implemented by embedding the Visual Pruning (VP) function, as shown in Figure
2.15 in the existing JPEG 2000 framework [1]. As shown in the Figure 2.14, the VP is embedded
after the wavelet transform. The quantization process in JPEG 2000 system is preserved but
quantization step size is assigned to 1. In such a way, the PLMIC keeps the modularity
compliant with JPEG 2000 framework. The benefit of the structure is that the entropy coder
would not be affected by the VP function and thus no special decoder is required.
Figure 2.14: Compression system embedded with the visual pruning function [1]
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Figure 2.15: Visual Pruning Function [1]
B-plane Truncation The Bit-plane truncation means the bits of the coefficients under the
given bit-plane level are set to 0. The distorted coefficient νl,θ[m,n] is obtained by truncating
X˜l,θ to the ith bit-plane starting from the LSB-plane,
X˜il,θ[m,n] =
{
⌊Xl,θ[m,n]
2i
⌋ × 2i
∣∣∣∣ i ∈ B
}
(2.21)
where B ∈ 0, 1, 2, · · · , β and β denotes the MSB-plane.
Percentage Response The masking response of the reference image and distorted image
are used to produce the final distortion and their corresponding percentage response. The
percentage response can be represented by,
RPi l,θ,m,n) =
{∑
Z RiZ , l, θ[m,n]∑
Z RoZ , l, θ[m,n]
∣∣∣∣ i ∈ B
}
(2.22)
where Ri and Ro denote the reference and distorted masking response respectively. Both of
the final distortion and the percentage response are used to determine the optimal truncation
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bit-plane. It means that if they are lower than their own thresholds, the truncation level of the
coefficients is adaptively adjusted to find the optimal truncation level. All of the thresholds
and the parameters are determined separately by the subject test [1].
2.3 Summary
This chapter reviews the JPEG 2000 framework and the PLMIC. Three major components
of the JPEG 2000 are covered, that is, DWT, quantization and EBCOT coding. Based on
the JPEG 2000 coding framework, the PLMIC is described. The PLMIC is implemented by
embedding the visual pruning function in the DWT domain. The key of the visual pruning
function is the vision model, which includes three phrases: linear transform, visual masking
and detection and pooling. The distortions are obtained by comparing the masking responses
of the reference and the distorted medical images. Finally, the JNND are employed to decide
the optimal truncation level of bit-plane truncation.
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Chapter 3
Interpolation
3.1 Introduction
3.1.1 Discrete vs Continuous
Interpolation has its long history and established theory by both mathematicians and engineers.
From a mathematical point of view, the interpolation is a method to estimate the unknown
data from the known data. Another more intuitive definition [36] views interpolation as model
based recovery of continuous data from the discrete data within a known range of abscissa.
The image post-processing technologies are essential to help the radiologists to diagnose the
diseases. However, most of the mathematical tools have been developed under the continuous
space. Therefore it is essential to discover their discrete counterparts for digital images. In-
terpolation is such a technology to model the underlying continuous approximation with the
existence of the discrete representation.
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3.1.2 Sampling Theorem
As the well-known Shannon sampling theorem [37] says, the continuous signal can be perfectly
reconstructed from sampled signal if the following conditions are assumed:
• The continuous signal is band limited;
• The sampling frequency is greater than the Nyquist Frequency;
• There exists an ideal low pass filter, which is important to achieve interpolation.
In medical images processing, however, these conditions are rarely to be satisfied. First, the
medical images are rarely band limited. Thus, it is difficult to estimate the factors that would
affect the reconstruction process, such as the aliasing caused by the imaging process. Second,
the ideal low pass filter has Infinite Impulse Response (IIR). Therefore, filters can only be
approximated by using finite support points, which is less than ideal. Having long Finite
Impulse Response (FIR) filters for approximating IIR filters means high computation cost.
Therefore it is necessary to find a function that is not only a approximation to the ideal
sinc function but also computation efficiency. In the next section, several classical interpolation
methods are reviewed in details and the comparison of their performance is valued.
3.2 Classical Interpolation Methods
Classical interpolation methods are largely based on the choice of the interpolation kernel
functions to approximate the continuous signal from the discrete one. The ideal interpolation
kernel is sinc function, which is, however, computation exhaustive. The solution to the dilemma
is to find the kernel that functions similar to sinc kernel but computation efficient. Thus, the
selection of the kernel functions should consider the following basic requirements:
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• Low pass filter performance in the frequency domain;
• How fast it decays in the spatial domain;
• If it preserves the sampled data.
3.2.1 Ideal Interpolation
One of the most popular interpolation kernel is the ideal sinc interpolator:
sinc(x) =
sin(pix)
pix
(3.1)
Figure 3.1 shows the ideal sinc interpolator and its corresponding Fourier transform. In the time
domain, sinc has infinite length and decays slowly, which make it impossible to be implemented.
In the frequency domain, the interval between f = −1
2
(ω = pi) and f = 1
2
(ω = pi) is called
bandpass and the interval with |f | > 1
2
(ω = pi) is called stopband.
It is obvious that sinc is 0 at all integer points except 1 at zero point on the grid. This
property allows the kernel to preserve the original sampled data. Given any kernel function
h(x), this property can be generalized as [20],


h(0) = 0
h(1) = 1
(3.2)
The kernels which fulfill Equation (3.2) are referred as the interpolation kernels while the kernels
which do not are referred as approximation kernels. Thus, the continuous signal modelled by
interpolation kernel takes the same values as the sampled data at the grid location.
One simple way to use the ideal interpolator is to truncate the sinc function to a feasible
length. It can be done by multiplying the sinc function with a rectangular window function
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Figure 3.1: Ideal Interpolation
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wN(x) = 1 as shown in the Equation 3.3, where N denotes the width of the window.
sincN(x) =


sinc(x)wN (x), 0 ≤ |x| < N/2
0, elsewhere
(3.3)
Figure 3.2(a) shows the truncated sinc function with window size N = 5. As the result of
the truncation, ringing occur at both of the stopband and passband in the frequency domain
(Figure 3.2(b)). Increasing the width of the window function would help to reduce the ringing
effects but would not make it disappeared. Another alternative is to use a less severe window
rather than the rectangular window, such as Hanning window [38] and Blackman-Harris window
[39].
3.2.2 B-Spline Interpolation Theory
Spines are piecewise polynomials with pieces that are smoothly connected together. Given a
spline function, s(x), it can be uniquely represented by a B-spline expansion [40],
sn(x) =
∞∑
k=−∞
c[k]βn(x− k) (3.4)
where βn is the shifted B-spline with degree n and c[k]’s are the so-called B-spline coefficients
of the expansion. Schoenberg , who invent the spline, proved that any uniform spline can be
expanded uniquely in terms of the shifted B-spline basis functions [41, 42]. Therefore, the key
of the B-spline interpolation is to develop the algorithm in the B-spline domain.
3.2.2.1 Continuous B-spline kernel
The B-spline can be constructed by a series of repeated self-convolution of a rectangular pulse.
The B-spline of degree n is denoted by βn(x), which can be derived by the n+1 times convolution
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Figure 3.2: Ideal Interpolation Truncated by Rectangular Window
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of β0, [40],
βn(x) = βn−1 ∗ β0
= β0 ∗ β0 ∗ · · · · · · ∗ β0︸ ︷︷ ︸
n+1
(3.5)
where the β0 is also referred as B-spline with degree 0 or nearest neighbour interpolation kernel
as shown in Figure 3.3. Its generic formula (Equation 3.6) can be obtained with the help of
Fourier transform [40],
βn(x) :=
n+1∑
j=0
(−1)j
n!
(n+1
j
)
(x+
n + 1
2
− j)n+ (3.6)
where by definition,
(x)n+ = (Max(0, x))
n, n > 0.
Nearest Neighbour Kernel β0(x), as shown in Figure 3.3(a), is a piecewise constant be-
tween −1
2
and 1
2
. As its name implies, nearest neighbour kernel simply selects the value of
the nearest point, and does not consider the values of other neighbour at all. Therefore, this
method is easy and inexpensive to be implemented. However, it has a sharp passband and
large ripples in the stopband as shown in Figure 3.3(b).
β0(x) =


1, |x| < 1
2
1
2
, |x| = 1
2
0, |x| > 1
2
.
(3.7)
34
−3 −2 −1 0 1 2 3
−0.2
0
0.2
0.4
0.6
0.8
1
Nearest Neighbour
(a) Nearest Neighbour Kernel
−3 −2 −1 0 1 2 3
−0.2
0
0.2
0.4
0.6
0.8
1
Magnitude of Fourier Transform
Frequency(Hz)
M
ag
ni
tu
de
(b) Magnitude of Fourier Transform
Figure 3.3: Nearest Neighbour Interpolation
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Linear B-spline Kernel The B-spline with degree of 1, β1, is represented by 3.8. As shown
in the Figure 3.4(a), it is a piece linear interpolation kernel. It implies that the interpolated
value and the two neighbour values must lie on a straight line.
β1(x) =


1− |x|, 0 ≤ |x| < 1
0, 1 ≤ |x|.
(3.8)
Quadratic B-spline Kernel The quadratic B-spline β2 can be represented by,
β2(x) =


3
4
− |x|2, 0 ≤ |x| < 1
2
1
2
(3
2
− |x|)2, 1
2
≤ |x| < 3
2
0, 3
2
≤ |x|.
(3.9)
Compared to the nearest neighbour and linear interpolation kernel, the difference here is that
it does not fulfill the property in Equation (3.2) anymore (Figure 3.5(a)). It can not preserve
the sampled data value on the grid after interpolation. Thus, β2 is a approximation kernel. Its
Fourier transform (Figure 3.5(b)) is given as well, complementing Figure 3.7.
Cubic B-spline Kernel The Cubic B-spline kernel is given by,
β3(x) =


3
2
− |x|2 + |x|3
2
, 0 ≤ |x| < 1
1
6
(2− |x|)3, 1 ≤ |x| < 2
0, 2 ≤ |x|.
(3.10)
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Figure 3.4: Linear B-spline Interpolation
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Figure 3.5: Quadratic B-spline Approximation
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As shown in the Figure 3.6(a), it is apparent that cubic B-spline kernel is also an approximation
kernel. When n→∞, the limit of βn(x) is the 0-mean Gaussian function [20],
G(x, σ) =
1√
2piσ
e−
x
2
2δ2 (3.11)
3.2.2.2 Discrete B-splines
In order to apply the B-spline to implement the interpolation algorithm, it is essential to study
the discrete B-splines. In the section, we will review the properties and algorithm of the discrete
B-splines.
Definition The discrete B-splines are defined by sampling the corresponding continuous func-
tion expanded by an integer factor of m [42],
bnm[k] := β
n(k/m) (3.12)
From the equations given in the section 3.2.2.1, the sample values of the discrete B-spline
functions, bn1 , are given in Table 3.1,
Table 3.1: Discrete B-splines bn1 [k]
|k| 0 1 ≤ 2
Nearest Neighbour b01[k] 1 0 0
Linear b11[k] 1 0 0
Quadratic b21[k]
3
4
1
8
0
Cubic b31[k]
2
3
1
6
0
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Figure 3.6: Cubic B-spline Approximation
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Z-transform of the discrete B-splines Since interpolation by B-splines is actually a fil-
tering process, it is much more convenient to analyze the filtering algorithm in the Z domain.
The Z-transform of the discrete B-splines, bn1 [k] can be characterized by,
Bn1 (Z) =
k=∞∑
k=−∞
bn1 (k)z
−k (3.13)
Table 3.2.2.2 gives the Z-transform of the discrete B-splines with degree 0 to 3.
Table 3.2: Z-transform of the discrete B-splines
B-splines Kernel Z-transform
Nearest Neighbour B01(z) 1
Linear B11(z) 1
Quadratic B21(z)
z+6+z−1
8
Cubic B31(z)
z+4+z−1
6
Spline Transform The discrete signal sn[k] can be obtained by sampling the underlying
continuous signal sn(x) in the B-splines space expanded by the basis βn(x− k),
sn[k] = sn(x)|x=k. (3.14)
Therefore, the expansion coefficients in Equation 3.4 can be obtained via digital filtering as
follows:
sn[k] =
∞∑
m=−∞
c[m]bn1 [k −m] = c[k] ∗ bn1 [k] (3.15)
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It is more convenient to obtain the expansion coefficients via z-transform,
C(z) =
Sn(z)
Bn1 (z)
(3.16)
c[k] = (bn1 )
−1[k] ∗ sn[k] (3.17)
where (bn1 )
−1 is the impulse response of
1
Bn1 (z)
. Due to the symmetry characteristic of bn1 (k), the
poles of Bn1 (z) must appears as pairs. For example, if zi (|zi| < 1) is the pole of Bn1 (z), z−1i must
also be a pole of Bn1 (z). Table 3.3 gives the expression of B
n
1 (z) and zi. As explained in the
Table 3.3: Transfer Function and Poles
B-splines Kernel Transfer Function Poles
Nearest Neighbour
1
B01(z)
1 –
Linear
1
B11(z)
1 –
Quadratic
1
B21(z)
8
z + 6 + z−1
z1 = −3 + 2
√
2
Cubic
1
B31(z)
6
z + 4 + z−1
z1 = −2 +
√
3
previous section, the B-spline quadratic and cubic kernels are only approximation kernels. By
replacing the c[k] in the Equation 3.4, sn(x) can be expressed by a interpolation kernel ηn(x),
which uses the sample values sn[k] as the expansion coefficients. The interpolation kernel is
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also called cardinal kernel [42].
sn(x) =
∞∑
k=−∞
s[k]ηn(x− k) (3.18)
where the ηn(x) is represented by,
ηn(x) =
∞∑
k=−∞
(bn1 )
−1[k]βn(x− k) (3.19)
The impulse response, bn1 [k], can be obtained by the decomposition of their transfer functions
Bn1 (z). The general decomposition of
1
Bn1 (z)
with respect to n are given in [43, 43]. Here, we
focus on the decomposition of
1
B21(z)
and
1
B31(z)
, both of which have only one pair of poles z1
(|z1| < 1) and z−11 ,
1
Bn1 (z)
=
c(−z1)
(1− z1z−1)(1− z1z)
= c
−z1
(1− z21)
(
1
1− z1z−1 +
1
1− z1z − 1
) (3.20)
where n ∈ [2, 3], c = 8 when n = 2 and c = 6 when n = 3. Thus, the impulse response (bn1 )−1[k]
of the transfer function
1
Bn1 (z)
is,
(bn1 )
−1[k] =
−z1
1− z21
z
|k|
1 (3.21)
By substitute (bn1 )
−1[k] into Equation (3.19), it is not difficult to show that the cardinal kernels
of the quadratic and cubic B-splines. Figure 3.7(a) and Figure 3.7(b) show the cardinal kernels
and their Fourier transform respectively. Compared with their corresponding approximation
kernels (Figure 3.5 and Figure 3.8), the cardinal kernels have the interpolation property of
43
being equal to zero at all integer points except the origin.
3.2.2.3 Properties of B-splines
As shown in the figures in the previous sections, the properties of B-splines kernels can be
summarized as follows:
• Interpolation Properties:
– Positive and negative alternates between neighbour unit regions.
– One at origin.
– Zero at integer points except origin.
• Approximation does not satisfy the above interpolation properties.
• B-spline interpolation and approximation kernels are symmetry.
• Ideal interpolation kernel has infinite impulse response.
• B-spline approximation kernels is compactly supported.
• B-spline interpolation kernels ηn(x) have fast decay. This property is the key consideration
for computation efficiency.
• B-spline approximation kernels βn(x) tends to Gaussian function as n increases while
their frequency responses get closer to ideal lowpass filter.
• B-spline interpolation kernels ηn(x) tends to ideal interpolator as n increases [42].
• B-splines with the degree n are n − 1 continuously differentiable [42]. As a result, they
have excellent approximation properties.
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Figure 3.7: Quadratic B-spline Interpolation
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(a) Cubic B-spline Interpolation Kernel
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Figure 3.8: Cubic B-spline Interpolation Kernel
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3.2.2.4 Signal Resampling
The purpose of using B-spline in the current investigation is to resize image resolution by in-
terpolation. The higher sampling rate can be constructed by up-sampling and filtering process.
Recall that the underlying continuous signal is obtained by,
sn(x) =
∑
c[k]βn(x− k)
=
∑
s[k]ηn(x− k)
(3.22)
and the resampled version of the signal by a factor of m is represented by snm[k] [42, 43],
snm[k] = s
n(x)|x=k/m
= bnm[k] ∗ c[k]↑m
= qnm[k] ∗ s[k]↑m
(3.23)
where qnm[k] denotes the discrete kernel of interpolation kernel η
n
m(x) and the notion ↑ m means,
s[k′] = s[k]↑m :=


s[k], k′ = mk;
0, elsewhere
(3.24)
By using the discrete interpolation kernel qnm[k], the expansion algorithm is better illustrated
by the Figure 3.9, where qnm[k] can be obtained by expanding the η
n(x) function by a factor of
m and then sampling on the unit grid. Figure 3.10 and Figure 3.11 give the coefficients of q22[k]
and q32[k] for the expansion by a factor of 2. The full descriptions of the expansion algorithm
are shown in [44, 45, 36, 46].
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Figure 3.9: The implementation of expansion algorithm
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Figure 3.10: Coefficients of Magnification by Quadratic B-spline
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Figure 3.11: Coefficients of Magnification by Cubic B-spline
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3.3 Medical Image Interpolation
3.3.1 Separability
When dealing with the multi-dimensional data, such as images, one of the desirable properties
associated with the interpolation kernels is separability. Consider the interpolation kernel ηn(x),
in r-dimension [36],
ηn(x) =
r∏
i=1
ηn(xi), ∀x = (x1, x2, · · · , xr) ∈ Rr. (3.25)
Considering the interpolation of images by separable filters, Equation (3.22) can be rewritten
as,
sn(x, y) =
∑m=+∞,n=+∞
m=−∞,n=−∞ s[m,n]η
n(x−m, y − n)
=
∑+∞
n=−∞
(∑+∞
m=−∞ s[m,n]η
n(x−m)) ηn(y − n).
(3.26)
Thus, the interpolation can be processed in a row-by-row, column-by-column manner as shown
in Figure 3.12, which greatly reduce the computation burden [36].
3.3.2 Symmetry Extension
The discussion in the above section are based on the assumption that the discrete signal ,s[k],
is infinite. In practise, however, such a hypothesis is not entirely valid. As a result of this fact,
the discrete convolution operator of the filter requires appropriate boundary extension so that
the signal has infinite length. It can be achieved by extending both sides of the signal with
mirror extension [36]. Given a signal s[k] where k = [0, 1, 2, · · · , K − 1], the mirror extension
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Figure 3.12: Interpolation by Separable Filters
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is constrained by the following conditions:


s[k] = s[−k] , ∀k ∈ Z
s[K − 1 + k] = s[K − 1− k] , ∀k ∈ Z
(3.27)
As shown in the Figure 3.13, the first expression gives symmetry extension of signal with respect
to the origin while the second expression mirrors the signal by using k = K − 1 as the axis.
Figure 3.13: Mirror Extension
3.4 Summary
In this chapter, the B-spline interpolation and its implementation are discussed. According to
the sampling theory, the ideal interpolation kernel can make perfect interpolation if the signal
is band limited. However, it is not possible to implement it in practice. B-spline interpolation
kernel is a good alternative. B-spline interpolation has two kinds of representation with ap-
proximation kernel and cardinal kernel respectively. The cardinal kernel can be obtained via
Z transform. In order to perform B-spline interpolation on medical images, separable filters is
desirable. In addition, the image needs to be symmetrically extended.
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Chapter 4
Performance Evaluation
The primary purpose of the thesis is to evaluate the robustness of the PLMIC in terms of
the interpolation by various B-spline filters. Since the idea of PLMIC is to remove the visual
irrelevant/insignificant information with out compromising the integrity of the visual informa-
tion, the best way to evaluate its robustness is through subjective test. A comparison is made
against a benchmark coder, the NLOCO coder [47] with d=2, where d represents the maximum
pixel difference between the compressed and original image. In this chapter, the design of the
subject test and experiment equipments are described followed by the analysis of the subjective
test results. The details regarding the subject test and results are also shown in [48].
4.1 Assessment Apparatus and Condition
4.1.1 Medical Images
The subject test [35] is conducted using 30 medical images from three different medical imaging
technologies including ,Computed Radiography (CR) [49], Computed tomography (CT) [6] and
Magnetic Resonance Imaging (MRI) [8]. Each original image is separately compressed by the
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Table 4.1: The combinations of B-spline interpolation.
Type Description
E2C1 Enlarged 2 times, centered B-Spline degree 1.
E2C2 Enlarged 2 times, centered B-Spline degree 2.
E2C3 Enlarged 2 times, centered B-Spline degree 3.
E2S1 Enlarged 2 times, standard B-Spline degree 1.
E2S2 Enlarged 2 times, standard B-Spline degree 2.
E2S3 Enlarged 2 times, standard B-Spline degree 3.
E4C1 Enlarged 4 times, centered B-Spline degree 1.
E4C2 Enlarged 4 times, centered B-Spline degree 2.
E4C3 Enlarged 4 times, centered B-Spline degree 3.
E4S1 Enlarged 4 times, standard B-Spline degree 1.
E4S2 Enlarged 4 times, standard B-Spline degree 2.
E4S3 Enlarged 4 times, standard B-Spline degree 3.
PLMIC and NLOCO with d=2. To simplify the discussion, the letters A, B and C are used
to denote the original, PLMIC and NLOCO images, respectively. With an initial 30 images,
composed of CT, CR and MRI images, having two coded images and the original image yields
a total of 90 test images. These 90 images were then subjected to the two types of B-spline
interpolators, standard and centered; enlarged by a factor of 2 and 4 with polynomial degrees 1,
2 and 3, respectively. Each of these combinations was labelled accordingly in Table 4.1. Thus,
in total there were 1080 images.
4.1.2 Image Serial Randomization
The images are evaluated in pairs during testing. Thus, this paired test with A, B and C
produces 9 possible permutations: A vs A, B vs B, C vs C, A vs B, B vs A, A vs C, C vs
A, C vs B and B vs C. Each pair of images are shown on the two separate medical monitors
lined side by side. To account for biasing effects, i.e., subjective perference of one monitor over
another, images are presented in a random fashion. Images are randomised between left and
right monitors and in order of appearance (1 to 30) [50].
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4.1.3 Subject
Ideally, in this situation, subjects should be radiologists. However, the image processing experts,
who have experience in picture quality assessment tasks, would have sufficient expertise to
critically assess picture quality. To this end, 6 image processing experts participated in the
test. For each subject, there are 12 separate tests for the images enlarged by a factor of 2 and
4 with 6 different B-spline interpolators. During the test, only one expert and the supervisor
were allowed to stay in the test room. Each test lasts about 20 minutes for each subject.
4.1.4 Monitor and Computer Setup
To simulate the diagnosis condition in the hospitals, two calibrated Barco 10-bit 20.8-inch
medical grade LCDs (Figure 4.1) were placed next to each other. Each screen has the maximum
resolution of 1536 x 2048 pixels (3 mega-pixels). The experiment was conducted in a dark room
only allowing minimal ambient light.
The medical images with 16-bit bit depth were loaded up by a particular program in order
to correctly present the images on the 10-bit monitor. The windowing and scaling functions
recommended by the DICOM standard [17] can be carried out by moving the mouse to a
certain direction. In this way, the subject may interactively adjust contrast and brightness of
the medical images, which are also the common operations of the radiologists.
The subjects made selection by pressing the button associated with the choice on the key-
board while the supervisor records the selection on paper. The selection was recorded into the
text file on the computer hard disk once the all the selection were made. The subjects were
allowed to refresh the images and review the previous images by pressing the corresponding
buttons.
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Figure 4.1: Barco 10-bit 20.8-inch medical grade LCDs [4]
4.2 Assessment Design
In this experiment, the 2-staged Forced Choice (2SFC) [1] was employed in assessing each pair
of medical images. The first stage asks, “Are the two images identical?”, if not, “Which image
in the pair is preferred, Left, Right or Either?” (Figure 4.2). Here, the ’Either’ indicates that
either image is equivalent in terms of visual quality.
4.3 Indifference Analysis
The primary purpose of the experiment is to assert if subjects are able to distinguish between
variation on an image, e.g. A and B. The indifference model presented in [50] is employed to
analyze the results of the assessment. The indifference model contains two statistical models.
The first model ascertains the ‘identicalness’ or the rate of correctly identifying an image as
identical when it is displayed on either sides of the screens. This also provides a rough indication
of the reliability of the assessors.
56
Are the two
images identical?
Which
    image in the
pair is preferred?
LEFT EITHER RIGHT
STAGE 1
STAGE 2
NO
YES IS
IDENTICAL
Figure 4.2: The 2-Staged Forced Choice Assessment Method [1]
4.3.1 Stage One Analysis
In the stage one analysis, the aim is to determine identicalness of the two images. The ’Either’
selection is not considered as the success event in this model. In the first model (Table 4.2),
only A vs A, B vs B and C vs C are considered. The success of the statistics is defined as
the rate of correctly finding the identicalness over all selection in each of the three categories.
Thus, the results for A vs A, B vs B and C vs C are 83.3%, 87.00% and 77.80%.Taking the
average of these gives the baseline (µ0) for the rate of correct identification at 82.70%. The
resulting rate is used as the baseline for the second model.
The second model determines if there are any visible differences of statistical significance
when a compressed image is displayed with a the original image, e.g., Is A vs B seen as
identical? The success rate is defined as the selection of identicalness over all the selection in
each category of A vs B, A vs C and B vs C. A two-tail z-score test [51] with 95% confidence
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interval is employed to identify their statistic significance with respect to the baseline,
Z =
X − µ0
σ/
√
n
, (4.1)
where, as shown in TABLE 4.2, µ0 represents the baseline for ‘identicalness’ and σ/
√
n is the
standard deviation. X denotes the rate of identifying A vs B, A vs C and B vs C as identical.
If |Z| ≤ 1.96, then there are no perceivable differences of statistical significance. For example,
in E2C1, the baseline is 0.827. The percentage of observed identical count of A vs B is 0.858.
The resulting z-score is 1.120, which is less than or equal to 1.96. Therefore, in E2C1, there
were no perceivable differences of statistical significance for images compressed by the PLMIC
in comparison with the corresponding originals.
For the A vs B category as shown in Figure 4.3, when the images were enlarged by a factor
of 2, 5 out of 6 assessments showed that there were no perceivable differences of statistical
significance between the two coders. It is also interesting to note the results E2S2 and E2S3 for
A vs C, where differences can be seen. When enlarged by 4 times, however, there were only 2
assessments for category A vs B, E4C3 and E4S1, that did not have any perceivable differences
of statistical significance.
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Table 4.2: Z-score from stage one (A: Original, B: PLMIC, C: NLOCO; Y: Identical, N:NOT Identical.)
Response as Identical Standard Baseline Response as Identical Z-Score / Is Identical
Interpolation
A vs A B vs B C vs C Deviation (µ0) A vs B A vs C B vs C A vs B A vs C B vs C
E2C1 0.833 0.870 0.778 0.028 0.827 0.858 0.880 0.762 1.120 / Y 1.896 / Y 2.334 / N
E2C2 0.826 0.909 0.842 0.027 0.859 0.892 0.882 0.720 1.235 / Y 0.878 / Y 5.249 / N
E2C3 0.882 0.85 0.842 0.029 0.858 0.819 0.829 0.737 1.376 / Y 1.028 / Y 4.198 / N
E2S1 0.900 0.893 0.714 0.028 0.836 0.828 0.861 0.781 0.276 / Y 0.895 / Y 1.931 / Y
E2S2 0.900 0.895 0.808 0.030 0.867 0.823 0.769 0.726 1.459 / Y 3.244 / N 4.646 / N
E2S3 0.889 0.867 0.867 0.028 0.874 0.804 0.800 0.843 2.486 / N 2.690 / N 1.084 / Y
E4C1 0.833 0.810 0.818 0.032 0.820 0.709 0.808 0.598 3.467 / N 0.371 / Y 6.942 / N
E4C2 0.808 0.895 0.667 0.034 0.790 0.678 0.717 0.511 3.253 / N 2.104 / N 8.115 / N
E4C3 0.800 0.867 0.790 0.032 0.819 0.759 0.700 0.658 1.828 / Y 3.639 / N 4.916 / N
E4S1 0.826 0.722 0.833 0.033 0.794 0.744 0.801 0.674 1.526 / Y 0.218 / Y 3.674 / N
E4S2 0.800 0.826 0.778 0.034 0.801 0.694 0.686 0.583 3.173 / N 3.400 / N 6.432 / N
E4S3 0.769 0.889 0.75 0.034 0.803 0.670 0.692 0.594 3.904 / N 3.272 / N 6.154 / N
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Figure 4.3: Graph of absolute Z-scores from stage one for different interpolators . The black
horizontal line represents 1.96.
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4.3.2 Stage Two Analysis
The second stage of the analysis is to compare the visual quality from image processing point
of view. The stage two analysis using similar models as stage one. The difference is that the
’Either’ selections from second question (Figure 4.2) would be treated as success at this stage.
Table 4.3 shows the results of stage two analysis It is obvious that baseline is higher than
baseline from stage one.
Similar to the stage one results for the A vs B category, Figure 4.4 shows that when the
images were enlarged by a factor of 2, 5 out of 6 assessments showed that there were no
perceivable differences of statistical significance between the two coders. When enlarged by 4
times, the results still only have 3 assessments for category A vs B, E4C3, E4S1 and E4S2, that
did not have any perceivable differences of statistical significance.
E2C1 E2C2 E2C3 E2S1 E2S2 E2S3 E4C1 E4C2 E4C3 E4S1 E4S2 E4S3
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Figure 4.4: Graph of absolute Z-scores from stage two for different interpolators . The black
horizontal line represents 1.96.
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Table 4.3: Z-score from stage two (A: Original, B: PLMIC, C: NLOCO; Y: Identical, N:NOT Identical.)
Response as Identicalness Standard Baseline Response as Identicalness Z-Score / Is Identical
Interpolation
A vs A B vs B C vs C Deviation (µ0) A vs B A vs C B vs C A vs B A vs C B vs C
E2C1 0.889 0.870 0.833 0.026 0.864 0.887 0.901 0.786 0.883 / Y 1.425 / Y 2.971 / N
E2C2 0.913 0.909 0.842 0.024 0.888 0.920 0.912 0.760 1.301 / Y 0.978 / Y 5.289 / N
E2C3 0.941 0.850 0.947 0.024 0.913 0.888 0.904 0.789 1.041 / Y 0.381 / Y 5.135 /N
E2S1 0.900 0.929 0.786 0.026 0.871 0.828 0.931 0.781 1.650 / Y 2.241 / N 3.429 / N
E2S2 0.900 0.895 0.846 0.028 0.880 0.823 0.850 0.790 2.022 / N 1.070 / Y 3.205 / N
E2S3 0.889 0.867 0.867 0.026 0.874 0.827 0.798 0.949 1.827 / Y 2.922 / N 2.900 / N
E4C1 1.000 0.810 0.864 0.027 0.891 0.762 0.920 0.770 4.851 / N 1.072 / Y 4.564 / N
E4C2 0.962 0.947 0.800 0.029 0.903 0.766 0.804 0.683 4.644 / N 3.348 / N 7.460 / N
E4C3 0.950 1.000 0.895 0.023 0.948 0.930 0.800 0.863 0.827 / Y 6.559 / N 3.794 / N
E4S1 0.957 1.000 0.833 0.023 0.930 0.916 0.942 0.732 0.603 / Y 0.536 / Y 8.494 / N
E4S2 0.950 1.000 0.778 0.028 0.909 0.863 0.750 0.692 1.647 / Y 5.625 / N 7.665 / N
E4S3 0.885 0.944 0.813 0.028 0.881 0.824 0.822 0.798 2.031 / N 2.093 / N 2.968 / N
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4.3.3 Overall Results
Overall, there is an evidence that show that differences of medical significance were not visible
for 2 times interpolation and more visible for 4 times interpolation based on the two stage
analysis (Figure 4.3 and Figure 4.4). The processed medical images by the PLMIC is performed
better under 2 times interpolation than 4 times interpolation. Figure 4.5 shows the medical
images enlarged by a factor of 2 and Figure 4.6 shows the same images enlarged by a factor of
4. It is more obvious to show the artefacts produced by the coder C under 4 times enlargement.
The visual quality of B looks more approximate to A. Nevertheless, it is relatively difficult to
differ A and B when they are enlarged by 2 times.
4.4 Summary
In this chapter, the subject test procedure is described and the experiment results are shown.
The subject test was conducted in a room with minimal ambient light. Two calibrated Barco
10-bit monitors were placed next to each other. There were 6 image processing experts partici-
pating the subject test. In addition, 30 sets of medical images were enlarged by factor of 2 and
4 with 6 different interpolators. In this experiment, the 2-staged Forced Choice was employed
in assessing each pair of the images. The results show that differences of statistical significance
are rarely visible under 2 times enlargement.
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(a) A (b) B (c) C
Figure 4.5: Centered Bi-cubic interpolation by a factor of 2 (A:Original B:PLMIC C:NLOCO).
(a) A (b) B (c) C
Figure 4.6: Centered Bi-cubic interpolation by a factor of 4.(A:Original B:PLMIC C:NLOCO).
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Chapter 5
Conclusion
5.1 Summary of The Thesis
This thesis contains two fundamental studies. One is the study of the existing coding algorithm,
particularly, JPEG 2000 standard, the perceptually lossless image coder and its application to
medical image compression (Chapter 2). The other is B-spline interpolation techniques for
medical imaging (Chapter 3). The central component of this study is visible effects of B-spline
interpolators, by factor of 2 and 4, on coded images. The subject test of the evaluation was
conducted with 6 image processing experts under the procedure described in Chapter 4. A total
of 90 medical images each with 12 interpolators used for the test. The results of the test were
analyzed by 2 models (Chapter 4). The analysis shows that minor statistical differences exist
between the PLMIC and original at 2 times enlargement. Clear difference exists, definitively,
between PLMIC and the original image at 4 times interpolation. The 5 out of 6 assessment
shows the differences of statistical significance under 2 times enlargement is imperceptible by
test subjects.
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5.2 Contribution
Since the PLMIC is newly invented, the thesis evaluates the performances of the PLMIC com-
pared with that of the other benchmark coders. The findings of the thesis may help the
researcher to further improve the PLMIC coder. In addition, the radiologists may be notified
the robustness issue of the PLMIC under the interpolation operation to help them correctly
work on the images processed by the PLMIC.
5.3 Suggestion for Future Work
From experiments, it has been noticed that there are other aspects of the test that can be
improved. First, the image experts are likely to evaluate the performance in terms of visual
quality. However, it is better to have the radiologists to evaluate the medical images, since they
may assess the performance from the medical angle. Second, the performance of the PLMIC
under other image operations is still unknown, such as rotation, edge detection and so on. The
research can evaluate more operations. Third, research may also be conducted in searching new
interpolation methods which may better perform on medical images processed by the PLMIC.
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