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a b s t r a c t
In this paper, we consider resolvable k-cycle decompositions (for short, k-RCD) of Km×Kn,
where × denotes the tensor product of graphs. It has been proved that the standard
necessary conditions for the existence of a k-RCD of Km × Kn are sufficient when k is even.
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1. Introduction
All graphs considered here are simple and finite. Let Ck (resp. Pk), denote the cycle (resp. path) on k vertices. For two
graphs G and H theirwreath product G ∗H has vertex set V (G)× V (H) in which (g1, h1) and (g2, h2) are adjacent whenever
g1g2 ∈ E(G) or g1 = g2 and h1h2 ∈ E(H). Similarly, G×H , the tensor product of the graph G andH has vertex set V (G)×V (H)
in which two vertices (g1, h1) and (g2, h2) are adjacent whenever g1g2 ∈ E(G) and h1h2 ∈ E(H); see Fig. 1. It is clear that
(Km ∗ K n) − nKm ∼= Km × Kn, where nKm denotes n disjoint copies of Km. Clearly, the tensor product is commutative and
distributive over edge disjoint union of graphs, that is, if G = H1 ⊕ H2 ⊕ · · · ⊕ Hk, then G× H = (H1 × H)⊕ (H2 × H)⊕
· · ·⊕ (Hk×H). If G is a bipartite graphwith bipartition (X, Y ), where X = {x0, x1, . . . , xn−1}, Y = {y0, y1, . . . , yn−1} and if G
contains the set of edges Fi(X, Y ) = {xjyj+i|0 ≤ j ≤ n−1,where addition in the subscript is taken modulo n}, 0 ≤ i ≤ n−1,
then we say that G has the 1-factor of jump i from X to Y . Clearly, if G = Kn,n, then E(G) =n−1i=0 Fi(X, Y ). A word of caution!
Note that Fi(X, Y ) = Fn−i(Y , X), 0 ≤ i ≤ n− 1, where we assume Fn(Y , X) = F0(Y , X).
Let G and H be simple graphs with vertex sets V (G) = {x0, x1, . . . , xm−1} and V (H) = {y0, y1, . . . , yn−1}. Then V (G ×
H) = V (G) × V (H). For our convenience, we write V (G) × V (H) = m−1i=0 Xi, where Xi stands for {xi} × V (H). Further,
in what follows, we shall denote the vertices of Xi, 0 ≤ i ≤ m − 1, by {xji|0 ≤ j ≤ n − 1}, where xji stands for the
vertex (xi, yj). We shall call Xi, the ith layer of G × H; see Fig. 1. It is clear that G × H is an m-partite graph with parts
X0, X1, . . . , Xm−1; it can also be considered as an n-partite graph with parts Y0, Y1, . . . , Yn−1, where Yi = V (G)× yi. Further,
we shall call Yj = {xji | 0 ≤ i ≤ m − 1}, 0 ≤ j ≤ n − 1, the jth column of G × H; see Fig. 1. For terms not defined here, see
[5,6]. The subgraph induced by S ⊆ V (G) is denoted by ⟨S⟩. Similarly, the subgraph induced by Ei ⊆ E(G) is denoted by ⟨Ei⟩.
For a graph G, if E(G) can be partitioned into E1, E2, . . . , Ek such that ⟨Ei⟩ ∼= H , for all i, 1 ≤ i ≤ k, then we say that
H decomposes G, or that an H-decomposition of G, denoted by H | G, takes place. If the edge set of G can be partitioned
into edge disjoint cycles of length k, then we write Ck | G, and in this case we say that G has a Ck-decomposition. A k-factor
of G is a k-regular spanning subgraph. A k-factorization of a graph G is a partition of the edge set of G into k-factors. A Ck-
factor of a graph is a 2-factor in which each component is a cycle of length k. A resolvable k-cycle decomposition (for short,
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Fig. 1. The graph C3 × P4 .
k-RCD) of G, denoted by Ck ‖ G, is a 2-factorization of G in which each 2-factor is a Ck-factor. By a Ck-factorization of a
graph G we mean a k-RCD of G. We write G = H1 ⊕ H2 ⊕ · · · ⊕ Hk, if H1,H2, . . . ,Hk are edge disjoint subgraphs of G and
E(G) = E(H1) ∪ E(H2) ∪ · · · ∪ E(Hk). The complete graph on n vertices is denoted by Kn and its complement is denoted by
K n. A perfect 1-factorization of a k-regular graph G is a 1-factorization F1, F2, F3, . . . , Fk of G, in which the subgraph induced
by any two 1-factors Fi and Fj, 1 ≤ i ≠ j ≤ k, of G is a Hamilton cycle of G. A k-regular graph G is called Hamilton cycle
decomposable if G is decomposable into k2 Hamilton cycles when k is even and into
k−1
2 Hamilton cycles together with a
perfect matching (or 1-factor) when k is odd.
The problem of finding a Ck-decomposition of K2n+1 or K2n−I , where I is a 1-factor of K2n is completely settled by Alspach,
Gavlas and Šajna in two different papers; see [3,17]. The Oberwolfach problem consists in finding a 2-factorization of K2n+1
in which all 2-factors are isomorphic to a given 2-factor of K2n+1. The Oberwolfach problem is still open; for a brief account
of the Oberwolfach problem, see [1,7]. A generalization to the above complete graph decomposition problem is to find a
Ck-decomposition of Km ∗ K n, which is the complete m-partite graph in which each partite set has n vertices. The study of
cycle decompositions of Km∗K n was initiated byHoffman et al. [9]. In the casewhen p is a prime, the necessary and sufficient
conditions for the existence of a Cp-decomposition of Km ∗ K n, p ≥ 5, is obtained by Manikandan and Paulraja; see [12–14].
Similarly, when p ≥ 3 is a prime, the necessary and sufficient conditions for the existence of a C2p-decomposition of Km ∗K n
is obtained by Smith; see [18]. For a prime number p ≥ 3, it is proved that C3p-decomposition of Km ∗K n exists if the obvious
necessary conditions are satisfied; see [19]. In [11], Liu obtained a necessary and sufficient condition for the existence of a
k-RCD of Km ∗ K n.
As the graphKm×Kn (∼=(Km∗K n)−E(nKm)) is a proper regular spanning subgraph ofKm∗K n, it is natural to think about the
k-RCD problem for such a graph. It is appropriate to mention that when k = 3, a 3-RCD is nothing but a resolvable modified
group divisible design with block size 3; see [8]. In [16], the existence of a Ckn-factorization of the graph Ck × Kmn, where
mn ≢ 2 (mod 4) and k is odd, is proved. In [12], it is shown that for all primes p ≥ 11, with few exceptions, Cp ‖ Km × Kn,
whenever the obvious necessary conditions are satisfied.
The necessary conditions for the existence of a k-RCD of Km × Kn are (1) eitherm or n is odd and (2) k | mn. In this paper
we prove that for any even integer k ≥ 4 these necessary conditions for the existence of a k-RCD of Km × Kn are sufficient.
We list below some of the known results for our future reference.
Theorem 1.1 ([4]). For any odd integer t ≥ 3, if m ≡ t (mod 2t), then Ct ‖ Km. 
Theorem 1.2 ([12]). For m ≠ 2 and k ≥ 2, C2k+1 ‖ C2k+1 × Km. 
Theorem 1.3 ([11]). For k ≥ 3 and m ≥ 3, Km ∗ K n has a Ck-factorization if and only if k divides mn and (m− 1)n is even, k is
even if m = 2, and (m, n, k) ≠ (3, 2, 3), (3, 6, 3), (6, 2, 3), (2, 6, 6). 
Theorem 1.4 ([15]). Let k ≥ 1,m ≥ 3. If a1, a2, . . . , ak are positive integers which are divisible by m and mn = ∑i ai, then
F ‖ Cm ∗ K n, where F consists of k cycles, namely, Ca1 , Ca2 , . . . , Cak , except in the cases: (1) n = 2 and m odd, (2) n = 6,m = 3
and (a1, a2, . . . , ak) = (3, 3, 3, 3, 3, 3), in which case the contrary is true. 
Theorem 1.5 ([10]). The graph Cm ∗ K n has a Hamilton cycle decomposition. 
Theorem 1.6 ([16]). If Ck ‖ G and n | m, then Ckn ‖ G× Km, where m ≢ 2 (mod 4), when k is odd. 
2. Resolvable even cycle decompositions of Km × Kn
In this section we prove that the obvious necessary conditions for the existence of a k-RCD are sufficient when k is even.
Lemma 2.1. For any odd integer m ≥ 3 and any even integer k ≥ 4, Ck ‖ Ck × Km.
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Fig. 2. The construction of Gk+2 from Gk .
Proof. Let V (Ck) = {x0, x1, . . . , xk−1} and let Xi = xi×V (Km) = {x0i , x1i , . . . , xm−1i }, 0 ≤ i ≤ k−1, be the vertices of Ck×Km.
For 1 ≤ i ≤ m− 1, we obtain a Ck-factor of Ck × Km as follows:
Gi =
k
2−1
j=0
{Fi(X2j, X2j+1)} ⊕
k
2−1
j=0
{Fm−i(X2j+1, X2j+2)},
where the subscripts of X are taken modulo k. Clearly, Gi, 1 ≤ i ≤ m− 1, is a Ck-factor of Ck × Km. Thus Ck ‖ Ck × Km. 
For the sake of completeness we give the proof of the following Theorem 2.1, which can be seen in [2].
Theorem 2.1 ([2]Walecki’s Hamilton Cycle Decomposition). The complete graph Kn is Hamilton cycle decomposable for all n ≥ 3.
Proof. Let n = 2m + 1 ≥ 3 be odd. Let the vertices of Kn be labeled v0, v1, . . . , v2m. Let C be the Hamilton cycle
v0v1v2v2mv3v2m−1v4v2m−2 · · · vm+3vmvm+2vm+1v0 and let σ be the permutation (v0)(v1v2v3 · · · v2m−1v2m). Then C0 =
C, C1 = σ(C), C2 = σ 2(C), . . . , Cm−1 = σm−1(C) is a Hamilton cycle decomposition of Kn. When n = 2m ≥ 4 is even, let
the vertices of Kn be labeled v0, v1, v2, . . . , v2m−1. Let C be the Hamilton cycle v0v1v2v2m−1v3v2m−2 · · · vm−1vm+2vmvm+1v0
and σ be the permutation (v0)(v1v2v3 · · · v2m−2v2m−1). Then H0 = C,H1 = σ(C),H2 = σ 2(C), . . . ,Hm−2 = σm−2(C) are
m− 1 edge disjoint Hamilton cycles. The remaining edges v0vm, vm−1vm+1, vm−2vm+2, . . . , v1v2m−1 form a 1-factor F . 
For the proofs of the Lemma 2.2 and Theorem 2.5 given below we need a suitable cubic graph Gk on k ≥ 4 vertices. In
the following Remark 2.1, we define Gk and explain how to construct Gk+2 from Gk.
Remark 2.1. For an even integer k ≥ 4, we define a cubic graph Gk; let G4 = K4 and for k ≥ 6 it is defined as follows:
let V (Gk) = {x0, x1, x2, . . . , xk−1} and E(Gk) = F k1 ∪ F k2 ∪ F k3 , where F k1 =
 k
2−1
i=0 {x2ix2i+1}, F k2 =
 k
2−1
i=0 {x2i+1x2i+2}, F k3 = k−6
2
i=0 {x2i+1x2i+4} ∪ {x0x2} ∪ {xk−3xk−1}, where the subscripts of x are taken modulo k; clearly F k1 , F k2 and F k3 are 1-factors of
Gk. If k = 4, then F 41 = {x0x1, x2x3}, F 42 = {x1x2, x3x0} and F 43 = {x0x2, x1x3}.
It is easy to check that Gk is a cubic graph which admits a perfect 1-factorization with 1-factors F k1 , F
k
2 and F
k
3 . Also, it is
not difficult to check that Gk is isomorphic to the union of the last Hamilton cycle H k
2−2 and the 1-factor F in the Walecki’s
Hamilton cycle decomposition of Kk; see the proof of Theorem 2.1.
The graph Gk+2 can be constructed from Gk by deleting two of its edges and adding two new vertices and five new edges
as in Fig. 2. Define namely V (Gk+2) = V (Gk) ∪ {xk, xk+1} and E(Gk+2) = F k+21 ∪ F k+22 ∪ F k+23 , where
F k+21 = F k1 ∪ {xkxk+1}, F k+22 = (F k2 − {xk−1x0}) ∪ {xk+1x0, xk−1xk} and
F k+23 = (F k3 − {xk−3xk−1}) ∪ {xk−3xk, xk−1xk+1}
are 1-factors of Gk+2; see Fig. 2. Let the graph Gkij, 1 ≤ i < j ≤ 3, denote the 2-factor F ki ∪ F kj of Gk. The graph Gk+2ij can also
be defined from Gkij by adding some vertices and edges; see Fig. 3. 
As our proofs of the results in this section rely heavily on Gkij, we often invoke the above Remark 2.1.
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Fig. 3. The construction of the 2-factors G10ij from G
8
ij .
Lemma 2.2. For odd integer m ≥ 3 and even integer k ≥ 4, we have Ck ‖ Gk × Km except possibly for (k,m) = (4, 3), where
Gk is the cubic graph defined in Remark 2.1.
Proof. We prove this lemma in two cases.
Case 1:m ≡ 1 (mod 4).
We initially construct a 4-RCD and a 6-RCD of G4 × Km and G6 × Km, respectively. Then for k ≥ 6, we obtain, recursively,
a (k+ 2)-RCD of Gk+2 × Km from the k-RCD of Gk × Km.
Let m = 4ℓ + 1 for some integer ℓ ≥ 1. First we prove this result when k = 4, that is, we find a 4-RCD of the graph
G4 × Km. In this case, by definition, G4 ∼= K4. In what follows, F kt (Xi, Xj) denotes the 1-factor of jump t from Xi to Xj in the
subgraph ⟨Xi ∪ Xj⟩ of the graph Gk × Km, where Xi (=xi × V (Km)) is the ith layer of the graph.
Corresponding to the 2-factor G412 of G
4, we obtain 2ℓ edge disjoint C4-factors, namely, G412,2i−1 and G
4
12,2i, 1 ≤ i ≤ ℓ, of
G4 × Km as follows:
G412,2i−1 = F 4i (X0, X1)⊕ F 4m−i(X1, X2)⊕ F 4i (X2, X3)⊕ F 4m−i(X3, X0),
G412,2i = F 4m−i(X0, X1)⊕ F 4i (X1, X2)⊕ F 4m−i(X2, X3)⊕ F 4i (X3, X0).
The graphs G412,2i−1 and G
4
12,2i are C4-factors of G
4 × Km, since the g.c.d. of∑ j andm ism, that is, (∑ j,m) = m, where∑ j
stands for the sum of the jumps of the 1-factors (between the layers, that is, Fj(Xr , Xs) for some r and s) that we have chosen
for the construction of the 2-factors.
Corresponding to the 2-factor G423 of G
4, we describe 2ℓ edge disjoint C4-factors, G423,2i−1 and G
4
23,2i, 1 ≤ i ≤ ℓ, of G4× Km
as follows:
G423,2i−1 = F 4ℓ+i(X0, X2)⊕ F 4m−ℓ−i(X2, X1)⊕ F 4ℓ+i(X1, X3)⊕ F 4m−ℓ−i(X3, X0),
G423,2i = F 4m−ℓ−i(X0, X2)⊕ F 4ℓ+i(X2, X1)⊕ F 4m−ℓ−i(X1, X3)⊕ F 4ℓ+i(X3, X0).
Corresponding to the 2-factor G413 of G
4, we obtain 2ℓ edge disjoint C4-factors, G413,2i−1 and G
4
13,2i, 1 ≤ i ≤ ℓ, of G4 × Km
as follows:
G413,2i−1 = F 4ℓ+i(X0, X1)⊕ F 4i (X1, X3)⊕ F 4m−ℓ−i(X3, X2)⊕ F 4m−i(X2, X0),
G413,2i = F 4m−ℓ−i(X0, X1)⊕ F 4m−i(X1, X3)⊕ F 4ℓ+i(X3, X2)⊕ F 4i (X2, X0).
Thus G412,i, G
4
23,i and G
4
13,i, 1 ≤ i ≤ 2ℓ, together yields a 4-RCD of G4 × Km.
Next we describe the construction of a 6-RCD of G6 × Km.
Corresponding to the 2-factor G612 of G
6, we describe 2ℓ edge disjoint C6-factors, G612,2i−1 and G
6
12,2i, 1 ≤ i ≤ ℓ, of G6× Km
as follows:
G612,2i−1 = F 6i (X0, X1)⊕ F 6m−i(X1, X2)⊕ F 6i (X2, X3)⊕ F 62i−1(X3, X4)⊕ F 6m−2i+1(X4, X5)⊕ F 6m−i(X5, X0),
G612,2i = F 6m−i(X0, X1)⊕ F 6i (X1, X2)⊕ F 6m−i(X2, X3)⊕ F 62i(X3, X4)⊕ F 6m−2i(X4, X5)⊕ F 6i (X5, X0).
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Corresponding to the 2-factor G623 of G
6, we describe 2ℓ edge disjoint C6-factors, G623,2i−1 and G
6
23,2i, 1 ≤ i ≤ ℓ, of G6× Km
as follows:
G623,2i−1 = F 6ℓ+i(X0, X2)⊕ F 6m−ℓ−i(X2, X1)⊕ F 6ℓ+i(X1, X4)⊕ F 62i−1(X4, X3)⊕ F 6m−2i+1(X3, X5)⊕ F 6m−ℓ−i(X5, X0),
G623,2i = F 6m−ℓ−i(X0, X2)⊕ F 6ℓ+i(X2, X1)⊕ F 6m−ℓ−i(X1, X4)⊕ F 62i(X4, X3)⊕ F 6m−2i(X3, X5)⊕ F 6ℓ+i(X5, X0).
Corresponding to the 2-factor G613 of G
6, we obtain 2ℓ edge disjoint C6-factors, G613,2i−1 and G
6
13,2i, 1 ≤ i ≤ ℓ, of G6 × Km
as follows:
G613,2i−1 = F 6ℓ+i(X0, X1)⊕ F 6i (X1, X4)⊕ F 62i−1(X4, X5)⊕ F 6m−2i+1(X5, X3)⊕ F 6m−ℓ−i(X3, X2)⊕ F 6m−i(X2, X0),
G613,2i = F 6m−ℓ−i(X0, X1)⊕ F 6m−i(X1, X4)⊕ F 62i(X4, X5)⊕ F 6m−2i(X5, X3)⊕ F 6ℓ+i(X3, X2)⊕ F 6i (X2, X0).
The basic idea behind the proof of this lemma is to obtain a (k + 2)-RCD of Gk+2 × Km out of the k-RCD of the graph
Gk × Km, for even k ≥ 6. We start with the k-RCD of the graph Gk × Km obtained above for k = 6. In what follows, we
suppose that if the edge xixj is common to both Gk and Gk+2, then F kt (Xi, Xj) = F k+2t (Xi, Xj), 1 ≤ t ≤ m− 1, in the common
subgraph ⟨Xi ∪Xj⟩ of the graphs Gk×Km and Gk+2×Km. Using the following recursive construction we obtain a (k+ 2)-RCD
of Gk+2 × Km out of a k-RCD of the graph Gk × Km, for all k ≥ 6.
Corresponding to the 2-factor Gk+212 of Gk+2, we obtain 2ℓ edge disjoint Ck+2-factors, namely,G
k+2
12,2i−1 and G
k+2
12,2i, 1 ≤ i ≤ ℓ,
of Gk+2 × Km as follows:
Gk+212,2i−1 =

Gk12,2i−1 − F km−i(Xk−1, X0)
⊕ F k+22i−1(Xk−1, Xk)⊕ F k+2m−2i+1(Xk, Xk+1)⊕ F k+2m−i (Xk+1, X0),
Gk+212,2i =

Gk12,2i − F ki (Xk−1, X0)
⊕ F k+22i (Xk−1, Xk)⊕ F k+2m−2i(Xk, Xk+1)⊕ F k+2i (Xk+1, X0).
Corresponding to the 2-factor Gk+223 of Gk+2, we obtain 2ℓ edge disjoint Ck+2-factors, G
k+2
23,2i−1 and G
k+2
23,2i, 1 ≤ i ≤ ℓ, of
Gk+2 × Km as follows:
Gk+223,2i−1 =

Gk23,2i−1 − F km−2i+1(Xk−3, Xk−1)− F km−ℓ−i(Xk−1, X0)
⊕ F k+22i−1(Xk, Xk−1)
⊕ F k+2m−2i+1(Xk−1, Xk+1)⊕ F k+2m−2i+1(Xk−3, Xk)⊕ F k+2m−ℓ−i(Xk+1, X0),
Gk+223,2i =

Gk23,2i − F km−2i(Xk−3, Xk−1)− F kℓ+i(Xk−1, X0)
⊕ F k+22i (Xk, Xk−1)
⊕ F k+2m−2i(Xk−1, Xk+1)⊕ F k+2m−2i(Xk−3, Xk)⊕ F k+2ℓ+i (Xk+1, X0).
Corresponding to the 2-factor Gk+213 of Gk+2, we obtain 2ℓ edge disjoint Ck+2-factors, G
k+2
13,2i−1 and G
k+2
13,2i, 1 ≤ i ≤ ℓ, of
Gk+2 × Km as described below:
Gk+213,2i−1 = {Gk13,2i−1 − Hk13,2i−1} ⊕ Hk+213,2i−1,
Gk+213,2i = {Gk13,2i − Hk13,2i} ⊕ Hk+213,2i,
where
Hk13,2i−1 =

F k2i−1(Xk−3, Xk−1) if k ≡ 0 (mod 4)
F km−2i+1(Xk−1, Xk−3) if k ≡ 2 (mod 4).
Hk13,2i =

F k2i(Xk−3, Xk−1) if k ≡ 0 (mod 4)
F km−2i(Xk−1, Xk−3) if k ≡ 2 (mod 4).
Hk+213,2i−1 =

F k+22i−1(Xk−3, Xk)⊕ F k+22i−1(Xk, Xk+1)⊕ F k+2m−2i+1(Xk+1, Xk−1) if k ≡ 0 (mod 4)
F k+2m−2i+1(Xk, Xk−3)⊕ F k+2m−2i+1(Xk+1, Xk)⊕ F k+22i−1(Xk−1, Xk+1) if k ≡ 2 (mod 4)
and
Hk+213,2i =

F k+22i (Xk−3, Xk)⊕ F k+22i (Xk, Xk+1)⊕ F k+2m−2i(Xk+1, Xk−1) if k ≡ 0 (mod 4)
F k+2m−2i(Xk, Xk−3)⊕ F k+2m−2i(Xk+1, Xk)⊕ F k+22i (Xk−1, Xk+1) if k ≡ 2 (mod 4).
Since the g.c.d. of
∑
j andm ism, that is, (
∑
j,m) = m, where∑ j stands for the sum of the jumps of the 1-factors (between
the layers, that is, Fj(Xr , Xs) for some r and s) that we have chosen for the construction of the 2-factors, it is straightforward
to check that the 2-factors described above yield a (k+2)-RCD of the graph Gk+2×Km consisting of the 2-factors Gk+212,i ,Gk+223,i
and Gk+213,i , 1 ≤ i ≤ 2ℓ.
Case 2:m ≡ 3 (mod 4).
Subcase 2.1:m = 4ℓ+ 3 for some ℓ ≥ 1.
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First we consider the case k = 4. Corresponding to the 2-factor G412 of G4, we obtain 2ℓ + 1 edge disjoint C4-factors,
namely, G412,i, 1 ≤ i ≤ 2ℓ+ 1, of the graph G4 × Km as described below:
G412,i = F 4i (X0, X1)⊕ F 4m−i(X1, X2)⊕ F 4i (X2, X3)⊕ F 4m−i(X3, X0).
Corresponding to the 2-factor G423 of G
4, we obtain 2ℓ+ 1 edge disjoint C4-factors of the graph G4 × Km as follows:
For each i, 1 ≤ i ≤ ℓ, we obtain two edge disjoint C4-factors, namely, G423,2i−1,G423,2i and after getting these 2ℓ C4-factors,
finally we get one more C4-factor G423,2ℓ+1 of the graph G
4 × Km;
G423,2i−1 = F 4ℓ+i+1(X0, X2)⊕ F 4m−i−1(X2, X1)⊕ F 4m−ℓ−i(X1, X3)⊕ F 4i (X3, X0)
G423,2i = F 4m−ℓ−i(X0, X2)⊕ F 4m−ℓ−i−1(X2, X1)⊕ F 4ℓ+i+1(X1, X3)⊕ F 4ℓ+i(X3, X0)
and
G423,2ℓ+1 = F 4m−ℓ(X0, X2)⊕ F 4m−1(X2, X1)⊕ F 4m−ℓ(X1, X3)⊕ F 42ℓ+1(X3, X0).
For 1 ≤ i ≤ 2ℓ+ 1, we define
ji =
i if 1 ≤ i ≤ ℓ+ 1,
i+ 2ℓ+ 2 if ℓ+ 2 ≤ i ≤ 2ℓ,
2ℓ+ 2 if i = 2ℓ+ 1.
Corresponding to the 2-factor G413 of G
4, we obtain 2ℓ + 1 edge disjoint C4-factors, G413,i, 1 ≤ i ≤ 2ℓ + 1, of G4 × Km as
described below:
G413,i = F 4m−i(X0, X1)⊕ F 4ji (X1, X3)⊕ F 4i (X3, X2)⊕ F 4m−ji(X2, X0).
Thus G412,i,G
4
23,i and G
4
13,i, 1 ≤ i ≤ 2ℓ+ 1, constitute a 4-RCD of G4 × Km.
We proceed as in Case 1 and begin by constructing a 6-RCD of G6 × Km.
Corresponding to the 2-factor G612 of G
6, we obtain 2ℓ + 1 edge disjoint C6-factors, namely, G612,i, 1 ≤ i ≤ 2ℓ + 1, of
G6 × Km as follows:
G612,i = F 6i (X0, X1)⊕ F 6m−i(X1, X2)⊕ F 6i (X2, X3)⊕ F 6i (X3, X4)⊕ F 6m−i(X4, X5)⊕ F 6m−i(X5, X0).
Corresponding to the 2-factor G623 of G
6, we obtain 2ℓ+1 edge disjoint C6-factors, G623,2i−1 and G623,2i, 1 ≤ i ≤ ℓ, and after
getting these 2ℓ C6-factors we get one more C6-factor G623,2ℓ+1 of G
6 × Km as described below: for each i, 1 ≤ i ≤ ℓ,
G623,2i−1 = F 6ℓ+i+1(X0, X2)⊕ F 6m−i−1(X2, X1)⊕ F 6m−ℓ−i(X1, X4)⊕ F 62i−1(X4, X3)⊕ F 6m−2i+1(X3, X5)⊕ F 6i (X5, X0)
G623,2i = F 6m−ℓ−i(X0, X2)⊕ F 6m−ℓ−i−1(X2, X1)⊕ F 6ℓ+i+1(X1, X4)⊕ F 62i(X4, X3)⊕ F 6m−2i(X3, X5)⊕ F 6ℓ+i(X5, X0)
G623,2ℓ+1 = F 6m−ℓ(X0, X2)⊕ F 6m−1(X2, X1)⊕ F 6m−ℓ(X1, X4)⊕ F 62ℓ+1(X4, X3)⊕ F 6m−2ℓ−1(X3, X5)⊕ F 62ℓ+1(X5, X0).
Corresponding to the 2-factor G613 of G
6, we obtain 2ℓ + 1 edge disjoint C6-factors, G613,i , 1 ≤ i ≤ 2ℓ + 1, of G6 × Km as
follows:
G613,i = F 6m−i(X0, X1)⊕ F 6ji (X1, X4)⊕ F 6i (X4, X5)⊕ F 6m−i(X5, X3)⊕ F 6i (X3, X2)⊕ F 6m−ji(X2, X0),
where
ji =
i if 1 ≤ i ≤ ℓ+ 1,
i+ 2ℓ+ 2 if ℓ+ 2 ≤ i ≤ 2ℓ,
2ℓ+ 2 if i = 2ℓ+ 1.
As in Case 1, we recursively construct a (k+2)-RCD of Gk+2×Km out of a k-RCD of the graph Gk×Km, for even k. We start
with the 6-RCD of the graph G6 × Km obtained above. Having constructed a k-RCD of Gk × Km, using the following recursive
construction we obtain a (k+ 2)-RCD of Gk+2 × Km for all k ≥ 6.
Corresponding to the 2-factor Gk+212 of Gk+2, we obtain 2ℓ + 1 edge disjoint Ck+2-factors, namely, Gk+212,i , 1 ≤ i ≤ 2ℓ + 1,
of Gk+2 × Km as described below:
Gk+212,i = {Gk12,i − F km−i(Xk−1, X0)} ⊕ F k+2m−i (Xk+1, X0)⊕ F k+2i (Xk−1, Xk)⊕ F k+2m−i (Xk, Xk+1).
Corresponding to the 2-factor Gk+223 of Gk+2, we obtain 2ℓ+ 1 edge disjoint Ck+2-factors of Gk+2 × Km as follows:
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For each i, 1 ≤ i ≤ ℓ, we obtain two edge disjoint Ck+2-factors, Gk+223,2i−1 and Gk+223,2i of Gk+2 × Km;
Gk+223,2i−1 = {Gk23,2i−1 − F km−2i+1(Xk−3, Xk−1)− F ki (Xk−1, X0)} ⊕ F k+2m−2i+1(Xk−3, Xk)
⊕ F k+2i (Xk+1, X0)⊕ F k+22i−1(Xk, Xk−1)⊕ F k+2m−2i+1(Xk−1, Xk+1)
Gk+223,2i = {Gk23,2i − F km−2i(Xk−3, Xk−1)− F kℓ+i(Xk−1, X0)} ⊕ F k+2m−2i(Xk−3, Xk)
⊕ F k+2ℓ+i (Xk+1, X0)⊕ F k+22i (Xk, Xk−1)⊕ F k+2m−2i(Xk−1, Xk+1)
and
Gk+223,2ℓ+1 = {Gk23,2ℓ+1 − F km−2ℓ−1(Xk−3, Xk−1)− F k2ℓ+1(Xk−1, X0)} ⊕ F k+2m−2ℓ−1(Xk−3, Xk)
⊕ F k+22ℓ+1(Xk+1, X0)⊕ F k+22ℓ+1(Xk, Xk−1)⊕ F k+2m−2ℓ−1(Xk−1, Xk+1).
Corresponding to the 2-factor Gk+213 ofGk+2, we obtain 2ℓ+1 edge disjoint Ck+2-factors,Gk+213,i , 1 ≤ i ≤ 2ℓ+1, ofGk+2×Km
as follows:
Gk+213,i = {Gk13,i − Hk13,i} ⊕ Hk+213,i ,
where
Hk13,i =

F ki (Xk−3, Xk−1) if k ≡ 0 (mod 4)
F km−i(Xk−1, Xk−3) if k ≡ 2 (mod 4).
and
Hk+213,i =

F k+2i (Xk−3, Xk)⊕ F k+2i (Xk, Xk+1)⊕ F k+2m−i (Xk+1, Xk−1) if k ≡ 0 (mod 4)
F k+2m−i (Xk, Xk−3)⊕ F k+2m−i (Xk+1, Xk)⊕ F k+2i (Xk−1, Xk+1) if k ≡ 2 (mod 4).
For the same reason given in Case 1, it is straightforward to check that the constructions of the 2-factors described above
yield a (k+ 2)-RCD of the graph Gk+2 × Km consisting of the 2-factors Gk+212,i ,Gk+223,i ,Gk+213,i , 1 ≤ i ≤ 2ℓ+ 1.
Subcase 2.2:m = 3 and k ≥ 6.
First we prove this result for k = 6. Let G6 be the cubic graph defined in Remark 2.1.
G612 = F 62 (X0, X1)⊕ F 62 (X1, X2)⊕ F 61 (X2, X3)⊕ F 61 (X3, X4)⊕ F 62 (X4, X5)⊕ F 61 (X5, X0)
G623 = F 61 (X0, X2)⊕ F 62 (X2, X1)⊕ F 62 (X1, X4)⊕ F 61 (X4, X3)⊕ F 61 (X3, X5)⊕ F 62 (X5, X0)
G613 = F 61 (X0, X1)⊕ F 61 (X1, X4)⊕ F 61 (X4, X5)⊕ F 61 (X5, X3)⊕ F 61 (X3, X2)⊕ F 61 (X2, X0).
Clearly, G612,G
6
23 and G
6
13 form a 6-RCD of the graph G
6 × Km.
Having constructed a k-RCD of Gk × K3 for k = 6, we proceed as in Subcase 2.1 to obtain a (k+ 2)-RCD of Gk+2 × K3 for
all k ≥ 6.
This completes the proof of the lemma. 
Theorem 2.2. For any odd integer m ≥ 3 and for any even integer k ≥ 4, we have Ck ‖ Kk × Km except possibly for
(k,m) = (4, 3).
Proof. By Walecki’s Hamilton cycle decomposition, Kk = Ck ⊕ Ck ⊕ · · · ⊕ Ck  
k
2−2times
⊕Gk, where Gk is the cubic graph defined in
Remark 2.1. Clearly, Kk × Km = (Ck × Km)⊕ (Ck × Km)⊕ · · · ⊕ (Ck × Km)⊕ (Gk × Km). Now apply Lemmas 2.1 and 2.2 to
complete the proof. 
A resolvable modified group divisible design with block size 3 (for short, 3-RMGDD) (see [8]) is nothing but a 3-RCD of
Km × Kn. We state the result in [8] about 3-RMGDD’s in terms of 3-RCD’s as follows.
Theorem 2.3 ([8]). There exists a 3-RCD of Km × Kn if and only if m, n ≥ 3,mn ≡ 0 (mod 3) and either m or n is odd except
when (m, n) = (3, 6) or (6, 3). 
Lemma 2.3. If n ≥ 3 is any integer and k ≥ 3,m ≥ 3 are odd integers such that k | m, then Ck ‖ Km × Kn except when
(k,m, n) = (3, 3, 6).
Proof. We assume k ≥ 5, since the case k = 3 follows from Theorem 2.3. Since m ≡ 0 (mod k) and m is odd, we have
m ≡ k (mod 2k). Hence Ck ‖ Km, by Theorem 1.1, that is, Km = F1 ⊕ F2 ⊕ · · · ⊕ Fm−1
2
, where each Fi is a Ck-factor. As the
tensor product is distributive over edge disjoint subgraphs, Km × Kn = (F1 × Kn)⊕ (F2 × Kn)⊕ · · · ⊕ (Fm−1
2
× Kn); further,
as each Fi is a Ck-factor, Fi × Kn = (Ck × Kn)⊕ · · · ⊕ (Ck × Kn). But Ck ‖ (Ck × Kn) for all odd integer k ≥ 5, by Theorem 1.2.
Hence Ck ‖ (Fi × Kn), 1 ≤ i ≤ m−12 , and therefore Ck ‖ Km × Kn. 
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The following theorem is used in the proof of Theorem 2.5 given below.
Theorem 2.4 ([16]). The graph C2n+1 × K2m has a Hamilton cycle decomposition. 
Theorem 2.5. For m, n ≥ 3 and even integer k ≥ 4, Ck ‖ Kn × Km if and only if (1) either m or n is odd and (2) k | mn except
possibly for (k,m) = (4, 3).
Proof. The necessity of the conditions follows from the standard divisibility relations. We deal with the sufficiency. As the
tensor product is commutative, we assume thatm is odd. Since k is even, nmust be even.
Case 1: n ≡ 0 (mod k).
Subcase 1.1: (k, n) ≠ (6, 12).
Let n = kt for some t ∈ N. If t = 1, then the proof follows from Theorem 2.2 and hence we assume that t > 1.
Consequently, Kn = Kkt = H1 ⊕ H2, where H1 consists of t vertex disjoint copies of Kk and H2 = Kkt − E(H1) = Kt ∗ K k.
Hence, Kn × Km = (H1 ⊕ H2) × Km = (H1 × Km) ⊕ (H2 × Km). The graph H1 × Km is the union of t vertex disjoint copies
of Kk × Km and Ck ‖ Kk × Km by Theorem 2.2. Also Ck ‖ H2, by Theorem 1.3. Let us denote this k-RCD of H2 by F . To each
Ck-factor in F , we get the union of t vertex disjoint copies of Ck × Km in the graph H2 × Km. By Lemma 2.1, Ck ‖ Ck × Km.
This completes the proof of this subcase.
Subcase 1.2: (k, n) = (6, 12).
We have to show that C6 ‖ (Km × K12). For that, we factorize K12 into 4 C6-factors H1,H2,H3 and H4 and a
cubic subgraph consisting of two components G6 and Gˆ6 as follows: let the vertex set of K12 be V (K12) = {x0, x1, x2,
x3, x4, x5, y0, y1, y2, y3, y4, y5}.
H1 = {{x0y1x3x2y4y5} ⊕ {x1y2x5x4y0y3}}
H2 = {{x0y3x2y5x1y4} ⊕ {x3y0x5y1x4y2}}
H3 = {{x0x2x4x3x1x5} ⊕ {y0y1y5y3y4y2}}
H4 = {{x0x3x5x2x1x4} ⊕ {y0y4y1y3y2y5}}.
Clearly, K12 − {4i=1 E(Hi)} is a cubic graph whose components are G6 and Gˆ6 having vertex sets {x0, x1, x2, y0, y1, y2} and
{x3, x4, x5, y3, y4, y5}, respectively. Clearly, G6 = F 61 ⊕ F 62 ⊕ F 63 , where F 61 = {x0y0, x1y1, x2y2}, F 62 = {y0x1, y1x2, y2x0}, F 63 =
{x0x1, y1y2, x2y0} and Gˆ6 = Fˆ 61 ⊕ Fˆ 62 ⊕ Fˆ 63 , where Fˆ 61 = {x3y3, x4y4, x5y5}, Fˆ 62 = {x3y5, x4y3, x5y4}, Fˆ 63 = {x3y4, x4y5, x5y3}. It
is easy to see that for G6ij = F 6i ⊕ F 6j and Gˆ6ij = Fˆ 6i ⊕ Fˆ 6j , 1 ≤ i < j ≤ 3, are cycles of length six each. Since, each Hi, 1 ≤ i ≤ 4,
contains only cycles of length 6 and C6 ‖ C6 × Km, by Lemma 2.1, C6 ‖ Hi × Km. It can be checked that the graph G6 is
isomorphic to the graph defined in Remark 2.1 (see Fig. 4a) and Gˆ6 ∼= K3,3. Therefore, C6 ‖ G6 × Km, by (Subcase 2.2 of)
Lemma 2.2.
Now it remains to show that C6 ‖ Gˆ6 × Km. For that we relabel the vertices x3, x4, x5, y3, y4 and y5 of V (Gˆ6) as
z0, z2, z4, z1, z3 and z5, respectively; see Fig. 4b. Hence Fˆ 61 = {z0z1, z2z3, z4z5}, Fˆ 62 = {z0z5, z2z1, z4z3}, Fˆ 63 = {z0z3, z2z5, z4z1}.
Sincem is odd, we assume thatm = 2ℓ+ 1.
For each i, 1 ≤ i ≤ ℓ, we obtain three C6-factors of the graph Gˆ6 × Km, namely, Gˆ612,i, Gˆ623,i and Gˆ613,i as follows:
Gˆ612,i = F 6ℓ+i(Z0, Z1)⊕ F 6ℓ+i(Z1, Z2)⊕ F 6m−2i+1(Z2, Z3)⊕ F 6ℓ+i(Z3, Z4)⊕ F 6ℓ+i(Z4, Z5)⊕ F 6m−2i+1(Z5, Z0)
Gˆ623,i = F 6i (Z0, Z3)⊕ F 6i (Z3, Z4)⊕ F 6m−2i(Z4, Z1)⊕ F 6i (Z1, Z2)⊕ F 6i (Z2, Z5)⊕ F 6m−2i(Z5, Z0)
Gˆ613,i = F 6i (Z0, Z1)⊕ F 6m−2i(Z1, Z4)⊕ F 6i (Z4, Z5)⊕ F 6i (Z5, Z2)⊕ F 6m−2i(Z2, Z3)⊕ F 6i (Z3, Z0).
Clearly, Gˆ612,i, Gˆ
6
23,i and Gˆ
6
13,i, 1 ≤ i ≤ ℓ, is a 6-RCD of Gˆ6 × Km.
This completes the proof of this subcase.
Case 2: n ≢ 0 (mod k).
Let k = pα11 pα22 · · · pαℓℓ be the prime factorization of k. Since k does not divide bothm and n, some prime factors of k divide
m and some prime factors of k divide n. Without loss of generality we may assume that β1 = pa11 pa22 · · · paℓℓ divides m and
β2 = pα1−a11 pα2−a22 · · · pαℓ−aℓℓ divides n; thusm = β1r and n = β2s, where some ai’s and (αi − ai)’s may be equal to zero; β1
is odd, asm is odd and β2 is even as k = β1β2 is even.
First we partition the vertex set of Kn, into s subsets each having β2 vertices. Each of these β2-subsets of Kn gives rise to
a copy of Km × Kβ2 in Km × Kn. Let the union of these s vertex disjoint copies of Km × Kβ2 be H1. Since β1 andm are odd and
β1 | m, we have Cβ1 ‖ Km, by Theorem 1.1. Now Km × Kβ2 = (C1 ⊕ C2 ⊕ · · · ⊕ Cm−12 ) × Kβ2 , where each Ci is a Cβ1-factor
of Km. Consequently, Km × Kβ2 = ⊕
m−1
2
i=1 (Ci × Kβ2); by Theorem 2.4, each of the graphs Ci × Kβ2 admits a Cβ1β2-factorization
and hence we have Cβ1β2 ‖ Km×Kβ2 . This proves that H1 admits a Cβ1β2-factorization, as each copy of Km×Kβ2 in H1 admits
a Cβ1β2-factorization.
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Fig. 4a. The graph G6 .
Fig. 4b. The graph Gˆ6 ∼= K3,3 after the relabeling of its vertices.
After deleting the edges of H1 in Km × Kn what remains is H2, say. To each of the β2 subsets of Kn, we have a β2 subset
of vertices in each of the layers of H2. In H2, identify each of these β2 subsets of vertices in each of the layers of H2 into a
single vertex and join two of them by an edge if and only if the corresponding β2 subsets induce a Kβ2,β2 in H2. Let the graph
thus obtained from H2 be H ′2. Then H
′
2
∼= Km × Ks (Here we can assume s ≥ 2 since if s = 1, Km × Kn ∼= Km × Kβ2 and
consequently, Km × Kn − E(H1) is a graph without edges).
Using the graph H ′2 ∼= Km × Ks, we obtain a Cβ1β2-factorization of H2 to complete the proof of the theorem.
Subcase 2.1: s is odd.
Sincem is odd and β1 | m, Cβ1 ‖ Km × Ks, by Lemma 2.3. When we lift back each Cβ1-factor of Km × Ks to H2, we get the
union of ms
β1
vertex disjoint copies of the graph isomorphic to Cβ1 ∗ Kβ2 in the graph H2. Now the relation Cβ1β2 ‖ Cβ1 ∗ Kβ2
follows from Theorem 1.5.
Subcase 2.2: s is even.
Since m is odd and β1|m, Cβ1 ‖ Km by Theorem 1.1. Let C1 , C 2, . . . ,C m−12 be the Cβ1-factorization of Km. As s is even, Ks
has a 1-factorizationF = F1⊕F2⊕· · ·⊕Fs−1 and hence Km×Ks = Ks×Km = (F1×Km)⊕(F2×Km)⊕· · ·⊕(Fs−1×Km), where
each Fi×Km = (K2×Km)⊕ (K2×Km)⊕· · ·⊕ (K2×Km). Now each K2×Km = (K2×C 1)⊕ (K2×C 2)⊕· · ·⊕ (K2×C m−1
2
) =
⊕m−12i=1 (K2×C i) = C2β1 ⊕ C2β1 ⊕ · · · ⊕ C2β1 , as each component of Ci is a Cβ1 . Hence C2β1 ‖ Km × Ks. When we lift back each
C2β1-factor of Km × Ks to H2, we get the union of ms2β1 vertex disjoint copies of the graph C2β1 ∗ Kβ2 in the graph H2. Now by
Theorem 1.4 we have Ck ‖ C2β1 ∗ Kβ2 , as 2β1|k.
This completes the proof of the theorem. 
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