The subgradient projection iteration is a classical method for solving a convex inequality. Motivated by works of Polyak and of Crombez, we present and analyze a more general method for finding a fixed point of a cutter, provided that the fixed point set has nonempty interior. Our assumptions on the parameters are more general than existing ones. Various limiting examples and comparisons are provided.
Introduction
Throughout this paper, we assume that X is a real Hilbert space (1) with inner product ·, · and induced norm · . We also assume that T : X → X is a cutter, i.e., Fix T := y ∈ X y = Ty = ∅ and that furthermore (∀x ∈ X)(∀y ∈ Fix T ) y − T x, x − T x ≤ 0; equivalently,
Cutters are also known as quasi firmly nonexpansive operators. We also assume that C is a closed and convex subset of X such that C ∩ Fix T = ∅. Our aim is to find a point in C ∩ Fix T = ∅.
Because T can be a subgradient projector (see Example 1 below) , (3) is quite flexible and includes the problem of solving convex inequalities. For further information on cutters and subgradient projectors, we refer the reader to [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19] and the references therein.
Given r ≥ 0, we follow Crombez [20] and define the operator U r : X → X at x ∈ X by
x, otherwise.
When T is a subgradient projector, then U r was also studied by Polyak [14] . Note that FixU r = Fix T . Our goal is to solve (3) algorithmically via sequence (x n ) n∈N generated by x 0 ∈ X and (∀n ∈ N) x n+1 := P C U r n x n ,
where P C is the projector 1 onto C and the sequence of parameters (r n ) n∈N lying in R ++ := ξ ∈ R ξ > 0 satisfies a divergent-series condition.
We will obtain finite convergence results for this and more general algorithms provided some constraint qualification is satisfied. In the present setting, our results complement and extend results by Crombez for cutters and by Polyak for subgradient projectors.
The paper is organized as follows. In Section 2, we collect various auxiliary results, that will facilitate the presentation of the main results in Section 3. Limiting examples are presented in Section 4. In Section 5, we compare to existing results. Future research directions are discussed in Section 6. Finally, Section 7 concludes the paper. Notation is standard and follows e.g., [21] .
Auxiliary Results

Cutters
We start with the most important instance of a cutter, namely Polyak's subgradient projector [12] .
Example 1 (subgradient projector) Let f : X → R be convex and continuous such that x ∈ X f (x) ≤ 0 = ∅, and let s : X → X be a selection of ∂ f , i.e., (∀x ∈ X) s(x) ∈ ∂ f (x). Then the associated subgradient projector, defined by
is a cutter.
We now collect some inequalities and identities that will facilitate the proofs of the main results. The inequality U r x − y 2 ≤ T x − y 2 − r 2 , which is a consequence of (ii) in the next lemma, was also observed by Crombez in [20, Lemma 2.3] .
Lemma 1 Let y ∈ Fix T , let r ∈ R ++ , and suppose that ball(y; r) ⊆ Fix T and that x ∈ X Fix T . Set
Then the following hold:
Rearranging and dividing by x − T x yields x − y, (x − T x)/ x − T x ≥ r + x − T x and hence τ x ≥ 0.
(ii): Using (4), we derive the identity from
The inequality follows immediately from (i).
(iii): Using (ii), we obtain
The inequalities now follow from (i).
⊓ ⊔
We note in passing that U r itself is not necessarily a cutter:
Example 2 (U r need not be a cutter) Suppose that X = R and that T is the subgradient projector associated with the function f :
Choosing y := 1 ∈ Fix T and x := y + ε / ∈ Fix T , where ε ∈ R ++ , we may check that U r is not a cutter 2 when ε is sufficiently small and r > 0.
We now obtain the following result concerning a relaxed version 3 Corollary 1 Let y ∈ Fix T , let r ∈ R ++ , let η ∈ R + , and suppose that ball(y; r) ⊆ Fix T and that x ∈ X Fix T . Set
Then the following hold 4 :
Proof (i): This is a simple verification.
(ii): Using (i), we obtain U r,η x − y 2 = (1 − η)(x − y) + η(U r x − y) 2 . Now use [21, Corollary 2.14] to obtain the identity.
(iii): This is immediate from (4). (iv): Combine (iii) with Lemma 1(iii).
Example 3 (projectors are quasi projectors) P C is a quasi projector of C. More generally 5 , if R : X → X is quasi nonexpansive, i.e., (∀x ∈ X)(∀y ∈ Fix R) Rx − y ≤ x − y and C ⊆ Fix R, then P C • R is a quasi projector of C.
It can be shown (see [22, Proposition 3.4.4] ) that when C is an affine subspace, then the only quasi projector of C is the projector. However, we will now see that for certain cones there are quasi projectors different from projectors. 
Corollary 2 Suppose that C is an obtuse cone and let
is a quasi projector of C.
Proof Since, for every x ∈ X, we have Q(x) ∈ [P C x, R C x] and the result thus follows from Proposition 1.
Proof Because C ⊖ = −C, this follows from Corollary 2 with λ (x) ≡ 2. ⊓ ⊔ Remark 1 A quasi projector need not be continuous because we may choose λ in Proposition 1 discontinuously.
Fejér Monotone Sequences
Recall that a sequence (x n ) n∈N in X is Fejér monotone with respect to a nonempty
Clearly, every Fejér monotone sequence is bounded. We will require the following key result.
Fact 1 (Raik) Let (x n ) n∈N be a sequence in X that is Fejér monotone with respect to a subset S of X. If int S = ∅, then (x n ) n∈N converges strongly to some point in X and
Proof See [24] or e.g. [21, Proposition 5.10]. ⊓ ⊔
Differentiability
Lemma 2 Suppose that X is finite-dimensional, let f : X → R be convex and Fréchet differentiable such that inf f (X) < 0. Then for every ρ ∈ R ++ , we have
Proof Let ρ ∈ R ++ and assume to the contrary that the conclusion fails. Then there exists a sequence (x n ) n∈N in ball(0; ρ) ∩ f −1 (R ++ ) and a point x ∈ ball(0; ρ) such that x n → x and ∇ f (x n ) → 0. It follows that f (x) ≥ 0 and ∇ f (x) = 0, which is clearly absurd. ⊓ ⊔
Finitely Convergent Cutter Methods
From now on, we assume that
and that Q C is a quasi projector of C.
We further assume that x 0 ∈ C and that (x n ) n∈N is generated by
Note that (x n ) n∈N lies in C. Also observe that if x n lies in Fix T , then so does x n+1 . We are now ready for our first main result.
Theorem 1 Suppose that int(C ∩Fix T ) = ∅ and that
Proof We argue by contradiction. If the conclusion is false, then no term of the sequence in (x n ) n∈N lies in Fix T , i.e., (x n ) n∈N lies in X Fix T . By assumption, there exist z ∈ C ∩ Fix T and r ∈ R ++ and such that ball(z; 2r) ⊆ C ∩ Fix T . Hence
Since r n → 0, there exists m ∈ N such that n ≥ m implies r n ≤ r. Now let n ≥ m and y ∈ ball(z; r). Using the assumption that Q C is a quasi projector of C, that y ∈ C, (18) , and Corollary 1, we obtain
Hence the sequence
is Fejér monotone with respect to ball(z; r). It follows from Fact 1 and Corollary 1(iii) that
which is absurd because ∑ n∈N η n r n = +∞.
⊓ ⊔
We now present our second main result. Compared to Theorem 1, we have a less restrictive assumption on (Fix T,C) but a more restrictive one on the parameters (r n , η n ). The proof of Theorem 2 is more or less implicit in the works by Crombez [20] and Polyak [14] ; see Remark 2 and Remark 3.
Theorem 2 Suppose that C
Proof Similarly to the proof of Theorem 1, we argue by contradiction and assume the conclusion is false. Then (x n ) n∈N must lie in X Fix T . By assumption, there exist y ∈ Fix T and r ∈ R ++ such that ball(y; r) ⊆ Fix T . Because r n → 0, there exists m ∈ N such that n ≥ m implies r n ≤ r. Let n ≥ m. Using also the assumption that Q C is a quasi projector of C and Corollary 1(v), we deduce that
This implies
which contradicts our assumption on the parameters. ⊓ ⊔ Theorem 1 and Theorem 2 have various applications. Since every resolvent of a maximally monotone operator is firmly nonexpansive and hence a cutter, we obtain the following result.
Corollary 3
Let A : X ⇒ X be maximally monotone, suppose that Q C = P C , that T = (Id +A) −1 , and that one of following holds:
Corollary 3 applies in particular to finding a constrained critical point of a convex function. When specializing further to a normal cone operator, we obtain the following result.
Example 5 (convex feasibility) Let D be a nonempty closed convex subset of X, and suppose that Q C = P C , that T = P D , and that one of the following holds:
(ii) C ∩ int D = ∅ and ∑ n∈N r 2 n = +∞. Then the sequence (x n ) n∈N , generated by ) provided that 0 < inf n∈N η n ≤ sup n∈N η n < 2 while we require only ∑ n∈N r n = +∞ in this case. Regarding our Theorem 2, we note that our proof essentially follows his proof which actually works for cutters -not just subgradient projectors -and under a less restrictive constraint qualification.
Remark 3 (relationship to Crombez's work)
In [20] , G. Crombez considers asynchronous parallel algorithms for finding a point in the intersection of the fixed point sets of finitely many cutters -without the constraint set C. Again, we consider the case when we are dealing with only one cutter. Then Crombez's convergence result (see [20, Theorem 2.7] ) is similar to Theorem 2; however, he requires that the radius r of some ball contained in Fix T be known which may not always be realistic in practical applications.
We will continue our comparison in Section 5. While it is not too difficult to extend Theorem 1 and Theorem 2 to deal with finitely many cutters, we have opted here for simplicity rather than maximal generality. Instead, we focus in the next section on limiting examples.
We conclude this section with a comment on the proximal point algorithm.
Remark 4 (proximal point algorithm)
Suppose that A is a maximally monotone operator on X (see, e.g., [21] for relevant background information) such that Z := A −1 0 = ∅. Then its resolvent J A := (Id +A) −1 is firmly nonexpansive -hence a cutterwith Fix J A = Z. Let y 0 ∈ X and set (∀n ∈ N) y n+1 := J A y n . Then (y n ) n∈N , the sequence generated by the proximal point algorithm, converges weakly to a point in Z.
then the convergence is finite (see [25, Theorem 3] ). On the other hand, our algorithms impose that int Fix T = ∅, i.e.,
(Note that (25) and (26) 
Limiting Examples
In this section, we collect several examples that illustrate the boundaries of the theory.
We start by showing that the conclusion of Theorem 1 and Theorem 2 both may fail to hold if the divergent-series condition is not satisfied.
Example 6 (divergent-series condition is important)
Suppose that X = C = R, that f : R → R : x → x 2 − 1, and that T = G f is the subgradient projector associated with f . Suppose that x 0 > 1, set r −1 := x 0 − 1 > 0 and (∀n ∈ N) r n := r 2 n−1 /(4(1 + r n−1 )). Then (r n ) n∈N lies in R ++ , r n → 0, and ∑ n∈N r n < +∞ and hence ∑ n∈N r 2 n < +∞. However, the sequence (x n ) n∈N generated by (17) 
Proof It is clear that Fix
It follows that r n → 0 and that ∑ n∈N r n and ∑ n∈N r 2 n are both convergent series. Now suppose that r n−1 = x n − 1 > 0 for some n ∈ N. It then follows from Example 2 that
Hence, by induction, (∀n ∈ N) x n = 1 + r n−1 and therefore x n → 1 + . As for the sequence (y n ) n∈N , it is follows from Polyak's seminal work (see [12] ) that (y n ) n∈N converges to some point in Fix T . However, by e.g. [3, Proposition 9.9], (y n ) n∈N lies outside Fix T whenever y 0 does.
⊓ ⊔
The next example illustrates that we cannot expect finite convergence if the interior of Fix T is empty, in the context of Theorem 1 and Theorem 2.
Example 7 (nonempty-interior condition is important) Suppose that
2 , and that T = G f is the subgradient projector associated with f . Then Fix T = {0} and hence int Fix T = ∅. Set x 0 := 1/2, and set (∀n ∈ N) w n := (n + 1) −1/2 and r n = w n if U w n x n = 0 and r n = 2w n if U w n x n = 0. Then r n → 0 and ∑ n∈N r 2 n = +∞. The sequence (x n ) n∈N generated by (17) converges to 0 but not finitely.
Proof The statements concerning (r n ) n∈N are clear. It follows readily from the definition that (∀x ∈ R)(∀r ∈ R + ) T x = x/2 and U r x = x/2 − r sgn(x). Since x 0 = 1/2, w 0 = 1, U 1 x 0 = −3/4 = 0, and r 0 = w 0 = 1, it follows that 0 < |x 0 /2| < r 0 . We now show that for every n ∈ N, 0 < |x n /2| < r n .
This is clear for n = 0. Now assume (28) holds for some n ∈ N. Case 1: |x n | = 2w n . Then U w n x n = x n /2 − sgn(x n )w n = 0. Hence r n = 2w n and thus x n+1 = U r n x n = x n /2 − 2w n sgn(x n ) = sgn(x n )w n − 2w n sgn(x n ) = − sgn(x n )w n . Thus 0 < |x n+1 /2| = w n /2 = 1/(2 √ n + 1) < 1/ √ n + 2 = w n+1 ≤ r n+1 , which yields (28) with n replaced by n + 1. Case 2: |x n | = 2w n . Then U w n x n = x n /2 − sgn(x n )w n = 0. Hence r n = w n and thus x n+1 = U r n x n = x n /2 − r n sgn(x n ). It follows that |x n+1 | = r n − |x n /2| > 0. Hence 0 < |x n+1 /2| and also |x n+1 | < r n = w n < 2w n+1 ≤ 2r n+1 . Again, this is (28) with n replaced by n + 1.
It follows now by induction that (28) holds for every n ∈ N. ⊓ ⊔
We now illustrate that when Fix T = ∅, then (x n ) n∈N may fail to converge.
Example 8 Suppose that
, and that T = G f is the subgradient projector associated with f . Let y 0 ∈ R and suppose that (∀n ∈ N) y n+1 := Ty n . Then (y n ) n∈N is either not well defined or it diverges. Suppose that
Then r n → 0 + and ∑ n∈N r 2 n = +∞. Moreover, the sequence (x n ) n∈N generated by (17) diverges.
Proof Clearly, Fix T = ∅ and one checks that
If some y n = 0, then the sequence (y n ) n∈N is not well defined.
and similarly x n+2 = −x n+1 = x n . Hence the sequence eventually oscillates between 1/ √ 3 and −1/ √ 3. Case 2: (∃ n ∈ N) |y n | = 1. Then y n+1 = 0 and the sequence is not well defined.
Case 3: (∀n ∈ N) |y n | / ∈ {1, 1/ √ 3}. Using the Arithmetic Mean-Geometric Mean inequality, we obtain
for every n ∈ N. Therefore, (y n ) n∈N is divergent or not well defined. We now turn to the sequence (x n ) n∈N . Observe that 0 < k n = n/(n + 1)k n−1 = · · · = k 0 / √ n + 1 → 0 + and hence (k n ) n∈N is strictly decreasing. It follows that r n → 0 + and that r n > (2k n+1 + k n )/2 > 3k n+1 /2 = 3k 0 /(2 √ n + 2). Thus, ∑ n∈N r 2 n = +∞. Next, (30) yields
Hence x 1 < 0 and we then see analogously that
It follows that (−1) n x n → 1/ √ 3; therefore, (x n ) n∈N is divergent. ⊓ ⊔
Comparison
In this section, we assume for notational simplicity 6 that f : X → R is convex and Fréchet differentiable with x ∈ X f (x) ≤ 0 = ∅ (34) and that
is the associated subgradient projector (see Example 1). Then (4) turns into
and (17) into
x n , otherwise.
(37) In the algorithmic setting of Section 3, Polyak uses η ≡ η n ∈ ]0, 2, [ (e.g. η = 1.8; see [14, Section 4.3] ). In the present setting, his framework requires ∑ n∈N r 2 n = +∞.
When C = X, one also has the following similar yet different update formula
where 0 < inf n∈N η n ≤ sup n∈N η n < 2 and (ε n ) n∈N is a strictly decreasing sequence in R ++ with ∑ n∈N ε n = +∞. In this setting, this is also known as the Modified Cyclic Subgradient Projection Algorithm (MCSPA), which finds its historical roots in works by Fukushima [26] , by De Pierro and Iusem [27] , and by Censor and Lent [5] ; see also [28, 29, 30, 31] for related works. Note that MCSPA requires the existence of a Slater point, i.e., inf f (X) < 0, which is more restrictive than our assumptions (consider, e.g., the squared distance to the unit ball). Let us now link the assumption on the parameters of the MCSPA (38) to (37).
Proposition 2 Suppose that X
and therefore ∑ n∈N ε n = +∞.
⊓ ⊔
The next example shows that our assumptions are independent of those on the MCSPA.
Example 9 Suppose that
if n is even and r n = n −1/2 if n is odd, and that η n ≡ 1. Clearly, r n → 0 and ∑ n∈N r 2 n = +∞. However, (ε n ) n∈N := (r n | f ′ (x n )|) n∈N is not strictly decreasing.
Proof The sequence (x n ) n∈N is bounded. Suppose that f (x n ) > 0 for some n ∈ N. By Example 2,
Assume that n is even, say n = 2m, where m ≥ 2, and that 1 < x 2m < (2m + 1)/2. Then x 2m > 2x 2m / √ 2m + 1 and
Hence, using (40),
and therefore
Thus ε 2m+1 = r 2m+1 | f ′ (x 2m+1 )| = 2r 2m+1 x 2m+1 . It follows that
and the proof is complete. ⊓ ⊔
Perspectives
Suppose that X = R and that f : X → R : x → x 2 − 1. Let T be the subgradient projector associated with f and assume that C = X. We chose 100 randomly chosen starting points in the interval [1, 10 6 ]. In the following table, we record the performance of the algorithms; here (r n , η n ) signals that (37) was used, while ε n points to (38) with η n ≡ 1. Mean and median refer to the number of iterations until the current iterate was 10 −6 feasible.
Algorithm for x 2 − 1 Mean Median (r n ,η n ) = 1/(n + 1),1 11.49 13 (r n ,η n ) = 1/(n + 1),2 2 2 (r n ,η n ) = 1/ √ n + 1,1 10.83 12 (r n ,η n ) = 1/ √ n + 1,2 2 2 ε n = 1/(n + 1) 11.81 13 ε n = 1/ √ n + 1 12. 19 13 Now let us instead consider f : X → R : x → 100x 2 − 1. The corresponding data are in the following table.
Algorithm for 100x 2 − 1 Mean Median (r n ,η n ) = 1/(n + 1),1 13.29 14 (r n ,η n ) = 1/(n + 1),2 12 12 (r n ,η n ) = 1/ √ n + 1,1 17.52 19 (r n ,η n ) = 1/ √ n + 1,2 105 105 ε n = 1/(n + 1) 15.27 16 ε n = 1/ √ n + 1 15. 76 17 We observe that the performance of the algorithms clearly depends on the step lengths r n and ε n , on the relaxation parameter η n , and on the underlying objective function f ; however, the precise nature of this dependence is rather unclear. It would thus be interesting to perform numerical experiments on a wide variety of problems and parameter choices with the goal to obtain guidelines in the choice of algorithms and parameters for the user.
Another avenue for future research is to construct a broad framework that encompasses the present as well as previous related finite convergence results (see references in Section 5).
Conclusions
We have obtained new and more general finite convergence results for a class of algorithms based on cutters. A key tool was Raik's result on Fejér monotone sequences (Fact 1).
