We develop a proposal for a theory of simplicial gravity with spinors as the fundamental configuration variables. The underlying action describes a mechanical system with finitely many degrees of freedom, the system has a Hamiltonian and local gauge symmetries. We will close with some comments on the resulting quantum theory, and explain the relation to loop quantum gravity and twisted geometries. The paper appears in parallel with an article by Cortês and Smolin, who study the relevance of the model for energetic causal sets and various other approaches to quantum gravity.
I. INTRODUCTION
Regge calculus [1] was originally motivated as a coordinate-free formulation of general relativity on a lattice, as an attempt to discretize general relativity with only gauge-invariant quantities. Yet, gauge symmetries are not just a mathematical redundancy, gauge symmetries are crucial [2] for the coupling between different physical systems: A fermion couples to gravity through both the tetrad and an a priori independent spin connection, through gauge-variant quantities, or partial observables in the terminology of [3] .
If we then rather sought for a version of first-order gravity on a lattice, then there would already be a comprehensive library at hand, see [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] and especially [4, 6, 8] . Here, we are, however, seeking for an answer to a subtler question: Is there a Hamiltonian formalism for discretized gravity in terms of first-order tetradconnection variables available? This is a difficult question, because there is a conceptual tension: A Hamiltonian always generates a differential equation, it generates a Hamiltonian flow, while, on the other hand, discretized theories are typically governed by difference equations instead [16] .
This article develops a proposal resolving the tension. Following the Plebański principle, we start with the topological BF action [17] . We introduce a simplicial decomposition of the four-dimensional spacetime manifold, and discretize the action. This leads us to a sum over the two-dimensional simplicial faces. Every face contributes a one-dimensional integral over its bounding edges, thus turning the topological action into an integral over the entire system of edges-into an an action over a one-dimensional branched manifold.
The next step is to study the simplicity constraints and add them to the discretized action. The simplicity constraints break the topological shift symmetries of BF theory [18] , and impose that the BF configuration variables are compatible with the existence of a metric. In the continuum, the simplicity constraints reduce the BF action to an action for general relativity. We assume that this is also true in the discrete theory, and add these conditions in the form of the linear simplicity constraints [19, 20] , which introduce an additional element to the theory-the volume-weighted time normals of the elementary tetrahedra. We will argue that a robust theory should treat these time-normals as dynamical variables. We will propose such a theory, and prove an intriguing correspondence: The entire simplicial complex represents a system of free particles propagating in a locally flat auxiliary spacetime, with every tetrahedron representing one of those particles, the volume-weighted time-normals representing the particles' four-momenta, and the entire discretized action turning into an integral over the worldlines of those auxiliary particles.
Of the following sections, the first deals with the derivation of the action, while the second studies the resulting equations of motion and the Hamiltonian formulation of the theory. The system has a phase space, local gauge symmetries and a Hamiltonian. The underlying phase space is the space of SL(2, C) holonomy-flux variables in the spinorial representation [21] [22] [23] [24] . Spinors do not change the physics of the theory, yet they are useful for us because they embed the nonlinear phase space T * SL(2, C) of holonomy-flux variables into a linear space with global Darboux coordinates.
The Hamiltonian is a sum over constraints, which are of both first and second class. We show that all constraints are preserved under the physical time evolution, hence the model passes its first consistency check.
Another test for the model is whether the solutions of the equations of motion have a geometric interpretation, whether there is a chance to describe a physical spacetime. Here we only have a partial result: We will show that a generic solution of the equations of motion represents a so-called twisted geometry. Twisted geometries [24] [25] [26] are a generalization of Regge geometries. In a twisted geometry every tetrahedron has a well-defined volume, and every triangle has a unique area, yet there are no unique length variables: Given a collection of tetrahedra sharing a triangle, the shape of the triangle is different depending on whether we compute it from the metric in one tetrahedron or the other. Our last consistency check concerns the deficit angle around a triangle. We find that for a general solution of the equations of motion the Lorentz angles between adjacent tetrahedra do not sum up to zero, hence there is curvature in a face.
The paper appears in parallel with an article [27] by Cortês and Smolin, who study the relation to energetic causal sets, and further explain the relevance of the model for other approaches to quantum gravity, including loop quantum gravity [28] [29] [30] and relative locality [31] .
II. CONSTRUCTION OF THE ACTION
This section is already the main part of the paper. Here will we develop our proposal for a new action for simplicial gravity in terms of first-order area-connection variables. We will derive this action by translating the Plebański formalism [32, 33] -general relativity written as a constrained topological theory-to the simplicial setting. Indeed, the topological BF action
determines the symplectic structure 2 of the theory, general relativity is a consequence of the simplicity constraints
added to the action. These constraints imply the geometricity of the Plebański two-form Σ αβ , that is the existence of a tetrad e α such that Σ αβ is simple 3 : Σ αβ = e α ∧ e β . Imposing the simplicity constraints reduces therefore the topological action (1) to the Holst action [34, 35] for general relativity.
Three parts comprise the rest of the section. In subsection II A we will derive a semi-continuous BF action adapted to the simplicial discretization of the underlying manifold. This derivation has already been published previously [36] (in a slightly more complicated form), it reappears here just to make the paper logically selfcontained. The second part, subsection II B deals with the spinorial formalism. Once again, this just reviews results that have already been published. The last part presents our proposal: We introduce the discretized simplicity constraints (2) , and add them to the action. We will study these conditions in the form of the linear simplicity constraints [19, 20] , which replace (2) by an equivalent system of equations linear in the Plebański two-form Σ αβ . This simplification is possible, however, only if we introduce an additional element to the theory: The time normals of the tetrahedra in the simplicial complex. We will argue that a consistent discretized theory must treat these normals as dynamical variables in the action. This idea will lead us to a proposal for a new action for discretized gravity in terms of first-order variables. 1 Let us briefly fix our conventions: Σ α β is an so(1, 3)-valued two-form in the four-dimensional spacetime manifold M , A α β is an SO(1, 3) connection, with F α β = dA α β + A α µ ∧ A µ β denoting its curvature; P 2 = 8π G/c 3 is the Planck area, hence Σ α β has dimensions of an area, while β > 0 is the Barbero-Immirzi parameter. The flat Minkowski metric η αβ of signature (− + ++) moves all internal Lorentz indices α, β, γ, . . . , and * Σ αβ = 1 2 αβ µν Σµν defines the Hodge dual in internal space. 2 The pull-back of Π α β and A α β to a spatial slice defines a pair of canonically conjugate fields. 3 There is also the twisted solution Σ αβ = * (eα ∧ e β ) =
A. Semi-continuous BF action on a two-complex
This section deals with the discretization of the topological BF action (1) on a simplical decomposition of the spacetime manifold M . A simplicial complex (see figure 1 for an illustration) consists of many four-simplices glued among their bounding tetrahedra. Each four-simplex contains five tetrahedra T, T , . . . and ten triangles τ, τ , . . . . We then also need some elements of the dual complex: A four-simplex is dual to a vertex v, and each triangle is dual to a two-dimensional face f . The boundary of a face f consists of several edges e, each of which represents an adjacent tetrahedron. Every triangle appears in many vertices, but a tetrahedron can only be in two of them.
The spacetime manifold M carries an orientation, and so do all elements of the simplicial decomposition. The orientation of all faces f and edges e is arbitrary, the only constraint is that the relative orientation between a face f and its dual triangle τ be one: If the pair (X, Y ) ∈ T c τ ⊂ T c M has positive orientation in τ , and (T, Z) ∈ T c f is positively oriented in f , while c ∈ f ∩ τ denotes the point common to both, then the quadruple (T, X, Y, Z) of tangent vectors should have positive orientation in T c M . Given a simplicial discretization of M Figure 1 . Left: A four-simplex contains ten triangles τ, τ , . . . and five tetrahedra T, T , . . . . On the right, there are the elements of the dual complex: A face f is the two-dimensional surface dual to a triangle. Its boundary consists of edges e, e , . . . connecting adjacent vertices v ee . Every vertex v represents a four-simplex, and every edge is dual to a tetrahedron. Cutting a face into two halves creates two links: A link is a line connecting the center of the face with its boundary.
we can then discretize the topological action (1) as a sum over faces (c.f. Thiemann's monograph [29] for a detailed explanation of the following formula):
where τ f denotes the triangle dual to f . Equation (3) breaks the local SO(1, 3) gauge symmetry. To restore gauge invariance, we introduce a two-parameter family of paths γ p→q connecting any point p ∈ τ f in the triangle with a point q ∈ f in the face, compute the corresponding parallel propagator h γ = Pexp(− γ A) ∈ SO(1, 3) and map all indices into a common frame. The underlying path γ p→q splits into two halves. The first part lies inside the triangle τ f and connects any p ∈ τ f with the intersection c = τ f ∩ f . The second part stays inside f and goes out radially from the center of the face c = τ f ∩ f until it reaches q ∈ f . The result of this construction is a point-splitting regularization of the face contribution to the total action (3):
where (x, y) ∈ [0, 1) × [0, 1) and (t, z) ∈ [0, 1) × [0, 1) are positively oriented coordinates in τ f and f respectively, while, on the other hand, h[(x, y) → (t, z)] is just a shorthand notation for the holonomy along the connecting link γ p(x,y)→q(t,z) . Let us now use coordinates better adapted to the geometry of the problem. Any face f has the topology of a disk, and we can thus turn the (t, z) variables into "polar" coordinates, such that for all z ∈ [0, 1] the set of points {q(t, z) ∈ f |t ∈ [0, 1]} defines a loop winding once around the face. For z = 0
we shall sit at the boundary of the face f , while for z → 1 all loops shall shrink to a point. We can then always identify this point with the intersection c = τ f ∩ f of the face with its dual triangle. In other words
is a one-parameter family of links connecting the boundary of the face with its central point. See figure 2 for an illustration.
We will now evaluate the integral (4) in two steps. First of all, we look at the contribution from the SO(1, 3) curvature integrated over f . One of the most crucial steps of the paper is to write this integral as a onedimensional line integral over the boundary ∂f of f . This is possible thanks to the non-Abelian Stoke's theorem, which we can prove as follows. Consider first the link holonomy:
connecting the local SO(1, 3) frame at α(t) = q(t, z = 0) ∈ ∂f in the boundary of f with the frame at the center c = τ f ∩ f of the face. The t-derivative of this parallel propagator probes the curvature in the face f , and will immediately lead us to the non-Abelian Stoke's theorem. We compute this t-derivative by first going back to the defining differential equation for the link holonomy:
with the initial condition h γt(z=0) = 1. We can now take the t-derivative of this equation, multiply the resulting expression by h −1 γt(z) from the left and integrate everything from z = 0 to z = 1. A partial integration eventually leaves us with the following expression:
This equation gives the "velocity" of the holonomy under an infinitesimal variation γ t → γ t + ε∂ z of the underlying link. At z = 1 the vector field ∂ t ∈ T f vanishes, because all links come together at the center of the face: ∀t : γ t (0) = c = τ f ∩ f . The first term of equation (7) therefore vanishes, which eventually leaves us with the following equation:
where D/dt is the covariant SO(1, 3) t-derivative. Notice also, that the so(1, 3) element F f (t) transforms homogeneously under local gauge transformations in the fibre over α(t) (with α(t) = γ t (0) parametrizing the loop bounding the face). To be more precise, ifÃ = Λ −1 dΛ + Λ −1 AΛ is a gauge equivalent connection, with Λ : M → SO(1, 3) denoting the gauge element, then F f (t) transforms according to:
Equation (8) generalizes the usual Stoke's theorem for Abelian one-forms. Let us explain this more carefully: We map F f (t) into the frame at the center of the face
γt ∈ so(1, 3), and integrate the resulting expression over all values of t:
If we now replace, for just a second, the gauge group SO(1, 3) by the Abelian group U (1), we immediately see that equation (10) turns into the usual Stoke's theorem for a U (1) gauge potential A: f F = f dA = ∂f A, hence justifying the terminology of a non-Abelian Stoke's theorem.
The smeared curvature tensor F f (t) as defined in (8) gives us the first contribution to the regularized integral (4). The other contribution comes from the integral of the momentum variable Π αβ over the dual triangle. Once again this integral requires a family of holonomies mapping the (α, β) indices into a common frame, for we cannot add internal vectors sitting at separate points in a gauge invariant manner. The same is also true for the contraction between the smeared momentum variable ∝ τ Π αβ and the curvature integral F f (t) over a link. The contraction can only happen in a common frame. The Lie algebra element [F f (t)] β α belongs to the so(1, 3)-fibre over α(t) ∈ ∂f , so we should also map Π α β into that frame. We thus introduce a three-parameter family of paths γ(t, x, y) linking any point p(x, y) ∈ τ f in the triangle with the point α(t) in the boundary ∂f of the face. Once again, γ(t, x, y) consists of two parts. The first half lies inside the triangle and connects the point p(x, y) ∈ τ f with the intersection c = f ∩ τ f , the other half follows γ −1 t connecting c with α(t) in the boundary of the face f . We can thus introduce the smeared momentum in the frame over α(t):
Combining (11) with the curvature in a link (8) we thus get the following integral for the face contribution (4) to the discretized topological action (3):
with D/dt denoting the covariant derivative along the boundary of the face f . Equation (12) gives the contribution to the action from a single face f , and we obtain the discretized BF action for the entire four-dimensional manifold simply by summing over all faces in the simplicial complex, i.e. S BF = f :faces S f according to (3) . The Lagrangian of the action (12) is nothing but a covariant symplectic potential for the phase space T * SO(1, 3). The absence of a non-trivial Hamiltonian reflects the topological nature of BF theory. Only additional constraints can change this situation. (We do not expect the appearance of a "true Hamiltonian", because that would always violate the residual one-dimensional coordinate invariance t →t(t) of the action.) Figure 2 . The boundary of a face f is a loop α : [0, 1] → ∂f , and an edge is a segment of this boundary between two vertices. Every face f is dual to a triangle τ f , and every edge e represents a tetrahedron Te bounded by four triangleshence there are four faces adjacent to an edge. A link is a path γt : [0, 1] → f, z → γt(z) connecting the point γt(0) = α(t) with the center γt(1) = c = τ f ∩ f of the face. The family of paths {γt} t∈[0,1] sweeps out the entire face, and only meets in c: ∀t = t : γt ∩ γ t = c.
B. Spinors
The discretized action (12) 
α β V β into the partial t-derivative and the SO(1, 3) connection A α β immediately leads us to the symplectic structure of the theory. The corresponding phase space is the cotangent bundle of the Lorentz group, and we can thus attach to each link in the discretization the phase space T * SO(1, 3) of holonomies (6) and fluxes (11) . The phase space T * SO(1, 3) has no canonical coordinates globally, which makes calculations unnecessarily complicated. We can, however, embed T * SO(1, 3) into a linear vector space with global Darboux coordinates. The construction starts from the decomposition of the gravitational flux (11) into its selfdual (Π AB f ) and antiselfdual (ΠĀB f ) components: 
where (A . . . B) denotes symmetrization of all intermediate indices. The eigenspinors transform under local SL(2, C) gauge transformations at the boundary of f , and we thus think of them as local sections of a spinor bundle over the boundary α(t) ∈ ∂f of the underlying face. Furthermore, the spinors should be both periodic and differentiable in t, e.g.:
A B (5) maps the C 2 -fibers over the boundary α(t) ∈ ∂f of f into the common fibre over the center c = τ f ∩ f of the underlying face. We can thus map all spinors π A f (t) and ω A f (t) into the same frame, thus obtaining yet another pair (π A , ω A ) of spinors:
The spinors often come in pairs, it is therefore useful to introduce the twistors Z and Z :
Consider now the SL(2, C)-invariant contraction 7 of the spinors:
If E f = 0, the spinors are linearly dependent and the corresponding triangle τ f is null:
E f = 0, on the other hand, implies that the triangle is non-degenerate, and allows us to use the spinors (π A f , ω A f ) as a complex basis in C 2 . Let us agree on this additional constraint, since we will soon restrict ourselves to spacelike triangles anyhow. We thus have a basis (π 5 If we want to use an explicit matrix representation we can identify σ 0 with the identity, and the spatial components σ i (i = 1, 2, 3)
with the Pauli spin matrices. 6 The anti-Hermiticity of X AA is a result of our choice (− + ++) for the metric signature. 7 The relative position of the index f labeling the faces has no meaning, we put it wherever there is enough free space left:
in the frame of the center of the face f . We can then invert equation (15) 
where we have dropped the f -label to keep the equation simple, while E = π A ω A and E = π A ω A . We now have all the component parts in hand to write the discretized BF action (12) fully in terms of our spinorial variables. We go back to the face action (12) , and insert the spinorial parametrization (14, 13, 18) of both flux
hA B . This brings the action into the following form:
where the covariant SO(1, 3) derivative has turned into the corresponding SL(2, C) derivative:
-spinors, on the other hand, is just an ordinary derivative, e.g.:
The reason is the same that brought us from equation (7) to equation (8): The (ω A , π B )-spinors belong to the frame at the center of the face f . At the central point c = τ f ∩ f all the links come together radially ∀t: c = γ t (1). The vector field ∂ t thus vanishes at c = γ t (1), hence
The (π, ω)-and (π , ω )-spinors are not independent, for there is the SL(2, C) holonomy that maps one into the other (see equation (15)). If we want to use the spinors as our fundamental configuration variables, we need a constraint that guarantees the existence of a linking SL(2, C) holonomy. The area-matching constraint
does the job: Equation (20) requires that the spinors have equal SL(2, C) norm π A ω A ∈ C, and reduces therefore the matrix (18) down to an SL(2, C) element. Hence, we introduce a Lagrange multiplier ζ : ∂f → C and add the area-matching constraint (20) to the action. Performing a partial integration eventually leaves us with the following action on each face:
where there are no boundary terms appearing, because the spinors are periodic in t, e.g.: ω A (0) = ω A (1). The action for the entire discretized manifold is the sum over the contributions (21) from each individual face, a sum which yields the following twistorial BF action:
This action is a functional of two twistor fields (Z f , Z f ) and a complex-valued Lagrange multiplier 8 ζ f for each face, and an SL(2, C) connection Λ e on the edges:
where Λ e (t) ∈ sl(2, C) denotes the selfdual connection contracted with the tangent vectorė ∈ T e(t) ∂f ⊂ T e(t) M of the underlying edge e : [0, 1] → ∂f, t → e(t):
Before we go on, and add the simplicity constraints to the action (4), let us briefly look at the equations of motion for the topological theory. First of all, we compute the variation of the spinors in a face, and immediately find them to diagonalize the parallel transport around that face: We get for e.g. π
We can now trivially integrate these evolution equations to find:
where α : [0, 1] → ∂f parametrizes the boundary of f , hence α(0) = α(1), while α t is the segment α t = {α(s)|0 ≤ s ≤ t} with h αt = Pexp(− αt A) ∈ SL(2, C) denoting the corresponding holonomy from α(0) to α(t).
The periodic boundary conditions for the spinors, e.g. π
, lead us to the flatness of the connection:
The parallel transport around the loop bounding a face is therefore just the identity, which should not come as a surprise: We have started from the topological BF theory (1) in the continuum; its action variation immediately yields the vanishing of curvature, hence the connection is flat, implying that any spinor is transported into itself once we go around a loop.
We are now left to study the variation of the SL(2, C) connection Λ e (t) = A e(t) (∂ t ) ∈ sl(2, C) along the edges. Imagine first a single edge e in the simplicial discretization. This edge will bound four adjacent faces, because any edge is dual to a tetrahedron containing four triangles, each one of which is dual to an adjacent face (see figure 2 for an illustration). The variation δΛ e (t) of the connection must therefore appear in four terms in the action-one for each adjacent face. Since δ
A B π B f (t) these terms immediately combine to form the Gauß constraint:
where ε(e, f ) denotes the relative orientation 9 between f and e, while (A . . . B) symmetries all intermediate indices. Once again equation (27) just proves the consistency of the discretization: Our starting point was the topological BF action (3) in the continuum, its connection variation yields the constraint: DΠ αβ = 0, hence also DΠ AB = 0. We can then integrate this three-form over a tetrahedron T . Employing the nonAbelian Stoke's theorem eventually yields a surface integral over the four bounding triangles, schematically:
αβ , where all internal indices are to be mapped into a common frame. Each of these integrals defines a momentum flux Π αβ f just as in (11) . In other words: It does not matter if we first start from the continuum theory, compute the variation of the action, and then discretize, or first discretize the action and then derive the equations of motion from the variation of the discretized action. In both cases we end up with the same set of equations, i.e. the flatness constraints (26) and the Gauß law (27) .
C. Discretised simplicity constraints
The last section studied the BF action discretized over a simplicial decomposition of the four-dimensional spacetime manifold. The resulting discretized action (22) is a sum over one-dimensional integrals-one for each edge in the discretization. The fundamental configuration variables are the (π , ω )-and (π, ω)-spinors parametrizing the holonomy-flux variables (14, 18) We are, however, not just interested in the topological BF theory by itself. The goal is to follow the Plebański principle and develop a spinorial version of first-order Regge calculus. What we thus need are the simplicity constraints (2) that guarantee the existence of a tetrad e α : Σ αβ = e α ∧ e β and reduce, therefore, the topological BF action (1) to the Holst action for general relativity. Having a discretized BF action at hand, we are now ready for the next step: To discretize the simplicity constraints and add them to the action.
The simplicity constraints impose the geometricity of the Plebański two-form Σ αβ . If the geometry is locally flat, these constraints further imply that any tetrahedron T (dual to an edge e) has a unique normal n α e ∈ R 4 :
where {Σ f αβ } f :∂f ⊃e are the so(1, 3)-fluxes through the tetrahedron's four bounding triangles, and Σ AB is the selfdual part of Σ αβ ≡ Σ AA BB = − ABΣA B + cc. The reverse is also true: If equation (28) and the Gauß law f :∂f ⊃e Σ f αβ = 0 hold true for all edges e and adjacent faces f , then this suffices 10 to reconstruct a locally flat metric around every four-simplex in the discretization. For any locally flat geometry, the linear simplicity constraints (28) together with the Gauß law are therefore equivalent to the continuous simplicity constraints (2) imposing the existence of a tetrad: ∃e α : Σ αβ − e α ∧ e β = 0. The Gauß law appears already in the list of equations of motion derived from the BF action, and it should thus suffice to add just the linear simplicity constraints (28) for all edges e and adjacent faces f to our discretized BF action (22) . In the following we will restrict ourselves to spacelike tetrahedra, hence n α n α = −1, and without loss of generality n α be always future pointing. It should also be possible to generalize our formalism along the lines of [37] and [38] [39] [40] so as to allow for also null or timelike tetrahedra.
To impose the linear simplicity constraints (28) on the phase space of the theory, we first need the relation between the momentum variable Π αβ and the Plebański two-form Σ αβ . Going back to (1) we find:
If the tetrahedra are all spacelike, the fluxes Π that they form a basis in C 2 , which then also guarantees that the complex null-vectors
AπA } are linearly independent and span all of complexfied Minkowski space C 4 . We can now go back to the simplicity constraint Σ f αβ n β e and contract the free Lorentz index with these basis vectors, thus obtaining a set of equivalent constraints:
where we have employed the spinorial parametrization of the selfdual flux 2Π AB = −ω (A π B) , i.e. equation (14) . Notice that W ef is complex, while V f is real, so we are dealing with three constraints for each face f .
At this point it is now useful to study the little group SU (2) n = {h
B n BB } preserving the time normal n α , its Lie algebra su(2) n , and to introduce some additional geometrical structures. Given a future-oriented time-normal n α , n α n α = −1 we can define a three-metric h αβ together with the corresponding volume element αβµ :
10 The proofs can be found in [19, 20] .
On the level of the corresponding Lie algebra, i.e. sl(2, C) respectively su(2) n , there is a similar decomposition: Starting from the Infeld-van der Waerden symbols σ AA α , we can define the generators τ A Bµ of the SU (2) n little group:
These matrices generalize the Pauli spin matrices: They are anti-Hermitian 11 with respect to the SU (2) n metric:
and obey the generalized Pauli identity:
Moreover, the matrices τ µ span both su(2) n and sl(2, C): Given any Lie algebra element φ A B ∈ su(2) n we can define its components φ α ∈ R 4 through the decomposition φ
The Pauli matrices are purely spatial (τ A Bα n α = 0) hence φ α n α = 0 without loss of generality.
Before we go on, let us close this section with one more remark. In the literature [19, 20, 30 ] there often appears yet another equivalent form of the simplicity constraints (28) . Given the tetrahedron's time normal n α e we can define the electric and magnetic parts of the momentum variable:
where * Π αβ = 1 2 αβ µν Π µν denotes again the Hodge dual. Notice also that the fluxes L ef α and K ef α carry two labels, f refers to the triangle under consideration: K ef α and L ef α are the electric and magnetic components of the two-form Π αβ smeared over the triangle τ f dual to the face f . The edge-lables e ⊂ ∂f , on the other hand, come from the tetrahedron's (every tetrahedron is dual to an edge e) time-normal n α e ∈ R 4 , with respect to which we have decomposed Π f αβ into its magnetic and electric parts. Let us now come back to the linear simplicity constraints: n α e Σ f αβ = 0. Equation (29) tells us that the momentum Π αβ is linearly related to the two-form Σ αβ , thus turning the linear simplicity constraints into a relation between the generators L α and K α :
which is, in fact, the most popular way to write the linear simplicity constraints [19, 20, 30, 41] in the literature.
D. Emergence of the Ashtekar-Barbero connection
The simplicity constraints (28) attach a direction n α ∈ R 4 to every edge. These directions, the time-normals of the elementary tetrahedra, break the local SL(2, C) gauge symmetry down to the little group SU (2) n = {h
This, in turn reduces the selfdual Ashtekar connection A A B to an SU (2) n connection-the SU (2) n Ashtekar-Barbero connection [42, 43] . The mechanism behind this reduction is easy to understand: Consider first the symplectic term of the discretized BF action for just the π-and ω-spinors:
where the Lagrange multiplier Λ A B ∈ sl(2, C) denotes the selfdual connection contracted with the tangent vectorα(t) ∈ T α(t) f of the loop α = ∂f bounding the underlying face:
We now want to impose the simplicity constraints (36), i.e. βL α + K α = 0, and see what happens to the symplectic potential. The generators L α and K α (as defined in (35)) are however not yet visible in the action (37) , but appear only if we decompose Λ A B into boosts (K µ ) and rotations (Γ µ ):
where both components are real and purely spatial: Γ µ n µ = 0 = K µ n µ , while τ A Bα are the Pauli matrices (32). We can then insert the decomposition (38) back into the action (37) , and write the generators L α and K α as the real and imaginary parts of the selfdual flux −2Π AB = π (A ω B) :
Finally, we use the simplicity constraints βL α + K α = 0 and bring the face action (37) into the following form:
where cons = means equality up to terms constrained to vanish. Equation (40) suggests to introduce the SU (2) n Ashtekar-Barbero connection A α := Γ α +βK α along the underlying edge, and define the corresponding covariant t-derivative:
, with:
We can thus write the kinetic term of the action as the integral:
Here, D is the covariant differential with respect to the Ashtekar-Barbero connection A α = Γ α + βK α on the edges. The definition of this connection requires a time-normal-the tetrahedral normals n α e -attached to the boundary α = ∂f of the underlying face: The boundary ∂f consist of several edges e 1 , e 2 , . . . (see figure 1 for an illustration), each of which represents a dual tetrahedron T i with a time normal n α ei (t) parametrically depending on t. As we move forward in t, we go from one Lorentz frame to another, and n α ei (t) is, therefore, the local representative of the i-th tetrahedron's normal as seen from the Lorentz frame at the point α(t) ∈ e i ⊂ ∂f in the boundary of the underlying face.
E. Putting the pieces together-defining the action
The last section gave us two immediate consequences of the simplicity constraints added to the action: (i) the reduction of the SL(2, C) connection A A B to the SU (2) n Ashtekar-Barbero connection A α , and (ii) the appearance of the time-normals n α e of the elementary tetrahedra as additional configuration variables in the action. With these two facts in mind, we are now ready to develop our proposal for a first-order action for discretized gravity.
Face action First of all, we look at the contributions from the individual faces. We take the discretized topological BF action on a face, i.e. equation (22) , introduce additional Lagrange multipliers and add the discretized simplicity constraints (28) . We have, however, studied several functionally equivalent forms of those constraints: The three alternatives (28, 36) , and (30) are all equally good. Which one of them should we add to the action? We are working in the spinorial representation, so the simplicity constraints in the form of V = 0 = W =W (30) are the preferred choice for us. This choice has however yet another advantage: The system of equations (30) has a Lorentz invariant component V = i/(β+i)π A ω A +cc., and cleanly separates it from those other parts W = n AA π A ω A andW that are invariant only under the little group SU (2) n ⊂ SL(2, C). If we now also remember that the simplicity constraints reduce the SL(2, C) connection A A B down to the SU (2) n Ashtekar-Barbero connection A α , and replace, therefore, the SL(2, C) covariant derivative D by the differential D of the Ashtakar-Barbero connection (shown as as in (42)), we are finally led to the following expression:
This will be the face contribution to our proposal for a discretized gravitational action. Equation (43) defines an action that depends on seven elements: Z and Z are the twistors parametrizing the discretized holonomy-flux variables (14, 18) , while ζ ∈ C, z ∈ C and λ ∈ R are additional Lagrange multipliers imposing the area-matching (20) and simplicity constraints (30) respectively. The action is also a functional of both the time-normal n α and the Ashtekar-Barbero connection A α hiding in the covariant derivative Dπ 32) .
Edge action The next point concerns the future-oriented time-normals n α e of the individual tetrahedra. The action (43) contains them as additional configuration variables n α e (t) parametrically depending on t, the coordinate along the underlying edges. There is, however, no term in the action that would determine this t-dependence. This is a problem for us, and we now have to find a way to make the normals proper dynamical variables.
Any proposal for the dynamics of the time-normals ought to respect their geometric interpretation: The vectors n 
What we have described here is essentially the Minkowski theorem generalized to Minkowski space [44] [45] [46] . Equation (44) suggests to define for any tetrahedron (dual to an edge e) the following four-vector:
where, n α e is the tetrahedron's T e future-oriented time-normal in the frame over the dual edge e, while Vol(e) denotes the tetrahedron's three-volume. The three-volume is itself a functional of the spinors, implicitly given by the cross-product [45, 47, 48] :
where L ef α (13, 35, 39) denotes the rotational part of the momentum flux
through the triangle τ f dual to the face f in the frame of the tetrahedron T e : ∂T e ⊃ τ f dual to the edge e ⊂ ∂f . 12 The proof is immediate and follows from Stoke's theorem: We can map the four-simplex into a local Minkowski frame with affine coordinates X α , and can thus write the outwardly oriented volume-weighted normal of the i-th tetrahedron as the integral:
The integrand is exact, hence
We now need an additional term in the action that gives us the t-evolution of the momentum variables p α (e) along the edges e(t), and is consistent with the conservation law (44) at the vertices. We are taking the momenta as our fundamental variables, so we certainly need a constraint imposing (45) , and thus introduce the mass shell condition:
Next, we also need a kinetic term, which should be compatible with the symmetries of the action (43) . One immediate possibility would be to use the covariant derivative of the original SL(2, C) connection and add the term X α D dt p α to the action. We have, however, already seen that the simplicity constraint reduce the local symmetry group to the little group SU (2) n ⊂ SL(2, C), thus replacing the selfdual connection A A B by the Ashtekar-Barbero connection A α . The term X α D dt p α is therefore no option for us, because the addition of the simplicity constraints has just washed away the original SL(2, C) connection. A term X αṗ α , on the other hand, is still invariant under the little group
The ordinary derivative is therefore still compatible with all the symmetries of the action (43). A viable candidate for our action is therefore the following: Take the symplectic potential p α dX α and just add the mass-shell condition C = 0, explicitly:
where the one-form N imposes the constraint (47) . Variation with respect to the X α -variables determines the t-dependence of the momentum variables: All momenta p α e are constant along the corresponding edges, thus introducing a notion of distant parallelism. The X α -variation of the action yields a remainder p α δX α | ∂e = p α δX α | v1 − p α δX α | vo at the two vertices v o and v 1 bounding the underlying edge e. We thus need yet another term in the action, otherwise the action would not be functionally differentiable. For every vertex v, we thus add the following boundary term:
The sum goes over all edges meeting at the vertex v. The variation of the Lagrange multipliers v The momenta p α e (t) are local sections of a R 4 -vector bundle over the edges of the discretization. For the position variables X α e , we take a slightly different target space: X α e (t) is not an element of a vector space, the standard fibre is the affine Minkowski space M 4 itself. We expect that the corresponding affine fibre bundle will generally have a non-trivial topology. Over every edge of the discretization the corresponding affine gauge connection is flat, curvature manifests itself only if we go once around a loop. In fact, the equations of motion for X α e (t) define the affine parallel transport of X α e (0) along the underlying edge e. The transition functions between different local trivializations are translations, their sum around a loop gives us the affine curvature in a face as a dislocation vector b α f ∈ R 4 . The dynamics of the (X α , p α )-variables is therefore just a version of locally flat teleparallelism [12] [13] [14] [15] 49] .
Putting the pieces together We are now ready to close this section, summarize our proposal, and give the definition of the action. We have started with a four-dimensional orientable spacetime manifold M , and introduced a simplicial decomposition to discretize the topological BF action as a sum over the elementary faces of the discretization (22) . Next, we studied the simplicity constraints imposing the geometricity of the elementary tetrahedra. This led us to a proposal for a constrained action on the simplicial faces (43) . The simplicity constraints contain the tetrahedral time-normals as additional configuration variables. We argued that a robust theory should also treat these time-normals as dynamical variables. This requires additional terms in the action. We gave a proposal for such an action consisting of two parts. The first part (48) is an additional contribution from each edge in the discretization, the other part (49) is a boundary term at the simplicial vertices. Putting everything together-the BF action on the faces, the simplicity constraints, the edge-action determining the t-evolution of the tetrahedral normals, and the boundary term at the vertices-we are thus led to the following action for a theory of first-order Regge gravity: 
The action depends on several variables: The twistors Z f and Z f parametrize the original holonomy-flux variables (14, 18) and define a map Z f : ∂f → T, t → (π A (t), ω A (t)) into twistor space T C 4 , the Lagrange multipliers ζ f (t) ∈ C, z f (t) ∈ C and λ f (t) ∈ R impose the area-matching (20) and simplicity constraints (30), n ∂f : ∂f → R 4 is the time normal along the boundary of the underlying face, and A ∂f is the corresponding Ashtekar-Barbero connection (41) hiding in the covariant derivative Dπ
next there are the other two terms: p e is the volume weighted time-normal along an edge e ⊂ ∂f bounding a face f , X e is its conjugate momentum and N e is a Lagrange multiplier imposing the mass shell condition p e α p α e = −Vol 2 (e), with Vol(e) denoting the volume (46) of the dual tetrahedron; X ev , on the other hand, is the value of X e at a bounding vertex v ∈ ∂e, while, finally, Y v and v ev are additional Lagrange multipliers, needed to glue the individual edges meeting at a vertex v.
Equation (50) is our final proposal, a proposal for an action for discretized gravity in first-order variables. At this point, neither do we know of any global solutions of the resulting equations of motion on an arbitrary two-complex, nor do we have a proof that they would correspond to any physical spacetime geometry. Yet, we do have positive evidence in favor of our proposal. First of all, we will see, that the constraint algebra closes, and that there are no secondary constraints. Then, the model has curvature. This curvature lies in the faces dual to the elementary triangles, and is given, just as in Regge calculus, by the sum over the boost-angles between the adjacent tetrahedra. Finally, and most importantly, the solutions of the equations of motion have a geometric interpretation and define a twisted geometry [24] [25] [26] . Twisted geometries are discrete geometries found in the semi-classical limit of loop quantum gravity [3, [28] [29] [30] . They are similar to Regge geometries insofar as they represent a collection of flat tetrahedra glued along their bounding triangles, but unlike Regge geometries there are no unique length variables: Every triangle has a unique area, and every tetrahedron has a unique volume, but the length of a triangle's bounding side exists only locally.
III. DYNAMICS OF THE THEORY
In the last section, we gave a proposal for a gravitational action on a simplicial lattice. Now it is time to study the dynamics. The action (50) is local in t, and so are the resulting equations of motion, that tell us how the elementary configuration variables change as we move forward in t and go from one vertex to the next. This t-variable does however not have an immediate physical interpretation. It is no physical time, and does not measure duration as given by a clock.
A. Hamiltonian formulation
Symplectic structure Let us first fix an arbitrary edge e in the discretization. Restricting our analysis to just a single edge is a matter of convenience. It allows us to use a condensed notation and drop rather annoying edge-labels. We thus write p α ≡ p α e , and equally for all other variables when useful. All our results translate immediately to any other edge. Now, the edge e is adjacent to four bounding faces f 1 , . . . , f 4 : ∀i : e ⊂ ∂f i , because any edge is dual to a tetrahedron containing four triangles τ i , each of which is dual to a face f i . Each of these faces carries an orientation. For a given edge e, we can now always choose this orientation such that the induced orientation of ∂f i agrees with the orientation of e. That both ∂f i , and e ⊂ ∂f i have the same orientation is possible only locally. In general, we would have to introduce additional sign factors ε(e, f ) = ±1 taking care of the relative orientation between f and e. Remember, this we have already done when studying the Gauß law in equation (27) above. Here, we are looking only at a single edge, and can therefore assume that e and f have the same orientation, hence ∀i : ε(e, f i ) = 1 without loss of generality.
Going back to our definition of the action (50), and looking at the contributions from edges and adjacent faces, i.e. equations (48) and (43), we can see that the action S spin-Regge has the structure of a general covariant onedimensional constrained system [3] , i.e. a system described by an action of the form S = dt(P iQ i −µ I C I (P, Q)) with canonical coordinates P i and Q j : {P i , Q j } = δ j i , and Lagrange multipliers µ I imposing the constraints C I (P, Q) = 0. The first terms in the action (43, 48) define the symplectic structure. The only non-vanishing Poisson brackets are, in fact:
where e.g. ω Hamilton equations The action (50) has already a Hamiltonian form: S = dt(P iQ i − µ I C I (P, Q)). The evolution equations are therefore generated by the Hamiltonian H = µ I C i as:
Going back to our action (43, 48, 50) , we can thus immediately read off the Hamiltonian:
where A α is the Ashtekar-Barbero connection along the edge (41) , and ζ i ∈ C, z i ∈ C and λ i ∈ R are additional Lagrange multipliers imposing the constraints of the theory. The Hamiltonian generates the t-evolution along the edges of the discretization, e.g.:
The invariance of the action under reparametrizations of the underlying edge implies the vanishing of the Hamiltonian: G α is the rotational part of the Gauß constraint, ∆ i is the area-matching constraint reducing spinors to the original holonomy-flux variables, W i and V i are the spinorial equivalent of the simplicity constraints, while C denotes the mass-shell condition. Explicitly:
Here p α is the tetrahedron's volume-weighted normal (45), while
µ is the squared volume of the tetrahedron, L Constraint algebra and Dirac analysis The next step is to study the constraint algebra. We will address the following questions: Does the Hamiltonian flow (53) preserve the system of constraints (54)? Are there any secondary constraints? Do we have both first-and second-class constraints? And if there are any first-class constraints, what kind of symmetries do they generate? And if we also get second-class constraints, how does this affect the Lagrange multipliers N, λ i ∈ R and z i , ζ i ∈ C in the action?
Let us start our analysis with the Gauß constraint G α . In fact, G α Poisson-commutes with all other constraints: The anti-Hermiticity of τ A Bα with respect to the SU (2) n -norm δ AA = σ AA α n α implies that the Gauß constraint G α generates SU (2) n transformations, and G α commutes, therefore, with all SU (2) n invariants. Now, all the other constraints ∆ i , C, W i and V i are just linear combinations of the SU (2) n -invariant
There is one Poisson bracket missing in this list. In fact, the su(2) n commutation relations (34) among the Pauli matrices [τ α , τ β ] = αβ µ τ µ immediately translate into commutation relations for the Gauß constraint
where αβµ = n ν ναβµ denotes the three-dimensional internal Levi-Civita tensor with respect to the tetrahedron's time-normal n α ∝ p α . For the remaining Poisson brackets between C, ∆ i , W i and V i let us only give those, that do not vanish identically. They are the following: 
This generator trivially commutes with the SU (2) n invariant contractions π 
µ of the tetrahedron, and equally in the constraint C itself (46, 47) . Therefore:
Looking back at the fundamental Poisson brackets, i.e. equations (58), (57) and (56) we can now immediately identify the list of first-and second-class constraints: {G α , C, ∆ i , V i : i = 1, . . . , 4} are of first class, while the four remaining constraints W i for i = 1, . . . , 4 are of second class. The latter is a direct consequence of the fact that the right hand side of equation (58) does not vanish weakly, i.e.: {W,W } = iIm(π A ω A ) = 0. Indeed, the Lorentz invariant contraction π A ω A is proportional 13 to the triangle's area Ar, the precise relation being: β P 2 π A ω A = (β +i)Ar, which vanishes only if the triangle is either null, or shrunken to a line or point. We have 13 We can derive this proportionality as follows. First of all, in a locally flat geometry, the triangle's area is given by the square root of the corresponding fluxes: Ar = 1 2
Π AB (see equation (29)). If we now also employ the spinorial parametrization Π AB = −2π (A ω B) together with the simplicity constraint V = i/(β + i)π A ω A + cc. = 0, we eventually get the desired result Ar = −1 β P 2 /(β + i) π A ω A .
already excluded both cases previously, so {W,W } = 0 for all relevant cases. So, indeed, {W i : i = 1, . . . , 4} defines the set of second-class constraints. Are these already all constraints, or do we need any additional secondary constraints? We don't, and this can be seen as follows: First of all, the Hamiltonian (52) is itself a sum over constraints, and therefore trivially commutes with our set of first-class constraints:
where cons = denotes equality up to terms constrained to vanish. The only subtlety arises from the second-class constraints. Looking back at their mutual Poisson bracket, i.e. equation (58) we get, in fact:
Notice that the summation convention only holds for the spinorial indices A, B, . . . , we do not sum over repeated indices i, j, · · · ∈ {1, . . . , 4} labeling the four triangles in the tetrahedron. Now, once again, the right hand side of equation (61) is proportional to the i-th triangle's area (see footnote 13 for an explanation), hence vanishes for generic triangles only for z i = 0. We have thus found, that the Hamiltonian preserves the constraints of the system only if we demand that the Lagrange multiplier in front of the second class constraints vanishes. We thus set:
The physical Hamiltonian is therefore just given by a sum over the first-class constraints of the system:
which is, of course, what always happens for reparamtrization invariant systems-timeless systems, systems lacking any preferred external clock [3] .
B. Twisted geometries
Now that we have the Hamiltonian at hand, we should ask what kind of geometries it generates. We will identify four features any solution of the equations of motion must have: Point (i) shows that the dynamics in the (π , ω )-spinors is trivial. The (π , ω )-spinors are spectators evolving just as if the theory were topological. The next point, point (ii) concerns the volume-weighted normals p e α = n e α Vol(e) and their canonical conjugate variables X α e . We will show that X α e and p e α describe a system of massive particles moving in a locally flat ambient space. Every simplicial edge is in one-to-one correspondence with one of these particles: Every particle represents a tetrahedron with its three-volume representing the particle's mass, its volume-weighted normal representing the particle's four-momentum, and its scattering events representing the simplicial vertices. The next point, point (iii) looks at the dynamics in the (π, ω)-sector. The (π, ω)-spinors have a very interesting dynamics, they evolve so as to generate a twisted geometry, the kind of geometry found from the semi-classical limit of loop quantum gravity. The last point, point (iv) briefly summarizes the local gauge symmetries of the model.
(i) Dynamics of the tilde-spinors The (π , ω )-spinors enter the physical Hamiltonian (63) only through the area matching constraint ∆ = π A ω A − π A ω A , which just generates overall rescalings of the spinors. Going back to the definition of the symplectic structure (51b) we get, in fact:
The evolution of the (π , ω )-spinors is therefore unaffected by the addition of the simplicity constraints W and V . The tilde-spinors evolve just as if we were still in the topological theory (25) . Closing the edges to a loop, and using the periodic boundary conditions 14 for the spinors, we thus get again a restriction on the integral ∂fi dt ζ i of the Lagrange multiplier over the boundary of the underlying face. This is the same type of quantization condition that we have already found in (26a):
At this point we can only speculate about the physical meaning of this winding number n f attached to each face in the discretization. The Lagrange multiplier ζ f is dual to the area matching constraint ∆ f , which has dimensions of an area. In Regge calculus areas are always dual to angles. It would be, in fact, very tempting to think of ζ f as a local Lorentz-angle winding around the dual triangle τ f , as a boost-angle along the lines of [50] with its imaginary part counting the crossings of the lightcone. At this point there is, however, very little evidence for this relation, and we thus rather resume the main thread of the paper.
(ii) Dynamics of the p-X variables Let us now study the dynamics of the p-X-variables. For p α the situation is simple: The Hamiltonian has no explicit dependence on X α , it therefore commutes with p α , and we immediately find:
The evolution equations for X α require a little more patience. The momentum variable p α enters the Hamiltonian in two terms: First of all, there is the Gauß constraint
through the definition of the rotational part L α := αβ µν Π µν n β of the momentum flux Π αβ , see (11, 35) . The second contribution comes from the mass-shell condition (47
. Notice a further subtlety: The momentum variable does not only appear in the first term ∝ p α p α , it also enters the tetrahedron's threevolume (46):
ν through both n α ∝ p α and the definition of the SU (2) n generators: L α := αβ µν Π µν n β . To calculate the relevant Poisson brackets {H phys , X α } = {A α G α +N C, X α }, let us first study the differential δ n [L α ] of the SU (2) n generator L α under infinitesimal variations of the underlying time-normal n α alone. Looking back at the definitions for both L α and K α , i.e. (35), we immediately get:
where h αβ = −n α n β + η αβ denotes the spatial metric induced by n α . If we now also employ the simplicity constraints in the form of (36), i.e. K α = − βL α , we see, that we can always absorb the n α -variation of L α into an infinitesimal SU (2) n transformation:
where αµν = n β βαµν is the three-dimensional Levi-Civita tensor, and cons = denotes again equality up to terms constrained to vanish. This further implies that any variation of the time-normal n α preserves the SU (2) n Gauß constraint:
where A α = Γ α +βK α , with A α n α = 0, denotes again the SU (2) n Ashtekar-Barbero connection (41). The Gauß constraint can therefore not contribute to the time-evolution of X α : If the Hamiltonian vector-field of X α hits G α , it can only generate a variation of n α , schematically:
, for some appropriate choice of δn α . We have however just seen in (69) 
We are thus left to study {C, X α } = 1 2 {p α p α + Vol, X α }. Now, the second term does not contribute either: First of all, the three-volume of a tetrahedron is invariant under global SO(3) n transformation of the fluxes, because any
And we have just learnt in (68) that any variation of the common time-normal generates such an infinitesimal SO(3) n transformations:
The only surviving term can therefore only be the following:
Yet δn α is purely spatial: n α δn α = 0, and so are all the fluxes: L i α n α = 0. In four dimensions, a quadruple of non-vanishing three-vectors can only be linearly dependent, hence:
Equations (66) and (72) 
In other words: The collection {X α e , p e α } e:edges of X-and p-fields over all edges glues to form an energetic causal-set [51, 52] -a system of point particles propagating in a locally flat auxiliary geometry. There is, therefore, a striking correspondence between geometry on the one side, and mechanics on the other side: Every edge X α e (t) represents a freely moving particle's worldline, the tetrahedron's volume turns into the particle's rest mass, the tetrahedron's future oriented volume-weighted time-normal into the particle's four-momentum, every four-simplex represents a scattering of five such particles, and the closure constraint (44) for the volumeweighted time-normals is nothing but the conservation law for the total four-momentum. The X-variables do, however, not probe physical distances. The entire physical metric can be reconstructed from the (π, ω)-spinors alone, which brings us to our next point-the geometric interpretation of the equations of motion in terms of twisted geometries.
(iii) The emergence of twisted geometries The next question concerns the geometric interpretation of the spinors. If we pick a point on the constraint hypersurface ∆ i = G α = W i = V i = C = 0 and follow the Hamiltonian flow, what kind of four-dimensional geometries does this correspond to? It corresponds to a twisted geometry [24] [25] [26] , and this can be seen as follows: First of all, any configuration on the constraint hypersurface 
α is a consequence of the simplicity constraints (36) and (29, 35) ). The connection between the non-Abelian Gauß constraint on the one side, and the existence of a unique geometric tetrahedron has been well established [45, 47, [53] [54] [55] in the literature: The Minkowski theorem [44] implies that any quadruple of vectors E i ∈ R 3 that sum up to zero Thanks to the Gauß constraint, they sum up to zero. We can then employ the Minkowski theorem and reconstruct a unique tetrahedron (unique only up to rigid translations) lying in the three-dimensional subspace orthogonal to the time-normal n α . Every triangle τ i of this tetrahedron has an area Ar i = β P 2 −η αν L i α L i ν , while its outwardly oriented normal-with respect to the three-dimensional subspace defined by n α -points into the direction of L i α . Now, how does this tetrahedron evolve under the action of the physical Hamiltonian H phys , defined as in (63)? First of all, we know that a tetrahedron is uniquely characterized by six numbers. Indeed, the length of its six bounding sides completely fixes the shape of a tetrahedron. Its volume together with the area
ν of its four bounding triangles are a set of five functionally independent numbers, so we are missing yet another degree of freedom. The simplest choice is to use one of the dihedral angles:
The squared volume functional (46) is a polynomial in the SU (2) n generators
, and commutes, therefore, with the SU (2) n invariants ∝ L α L α . The area of a triangle is just the square root of this invariant:
Vol 2 , Ar i = 0, and trivially:
We thus see, that the Hamiltonian flow of the volume functional preserves both the four areas and the volume of the tetrahedron. Yet it does not preserve the remaining sixth degree of freedom:
Bianchi and Haggard [53] have given a very detailed analysis of this Hamiltonian flow in the space of all possible geometric tetrahedra: If we keep the four areas Ar i fixed, the two remaining degrees of freedom form a phase space. This phase space has the topology of a two-sphere, and the orbits of the volume functional are closed lines winding once around the two poles of this two-sphere. Different points on a given orbit represent tetrahedra of equal areas and volume, yet different shape. The physical Hamiltonian is a sum over constraints. The Gauß law
α generates SU (2) n transformations, hence commutes with the SU (2) n invariants cos Θ ij , Vol and Ar i . Both the area-matching constraints ∆ = E A − E and the simplicity constraint V i = i/(β + i)E + cc. are a linear combination of the SL(2, C) invariant contraction E = π A ω a of the spinors, hence trivially commute with the SU (2) n generators L i α as well, thus:
The mass shell condition C = 1 2 (p α p α + Vol 2 ) is therefore the only term that determines the evolution of the tetrahedron's shape:
16 Where again the summation convention only holds for the Lorentz indices α, β, . . . ; indices i, j, k, . . . refer to the actual triangle τ i under consideration, and their relative position has no geometrical meaning, e.g.:
In other words, the Hamiltonian flow {H phys , ·} generates a shear: Both the tetrahedron's volume and the area of its four bounding triangles are preserved; only the tetrahedron's shape changes as we move forward in t. Any triangle τ f in the simplicial complex has a well defined area, but its shape is a continuous function over the boundary ∂f of the dual face. The resulting geometry is therefore very different from a Regge discretization. In Regge calculus the lengths of the one-dimensional bones of the triangulation are the elementary configuration variables, all tetrahedra consistently glue together, and every triangle has a unique shape. In our case the situation is different, the three sides of a triangle do not have a unique length, and the resulting geometry is a twisted geometry [24-26, 56, 57] . A twisted geometry (in four dimensions) is an (oriented) four-dimensional simplicial complex with a locally flat Lorentz metric in each four-simplex, along with the following two glueing conditions: The first condition is that the metrics in any two neighboring four-simplices agree on the volume of the interjacent tetrahedron. The second condition is that every triangle has a unique area whether it is measured with the metric of one adjacent four-simplex or the other.
In our case, there are no unique length variables either-a collection of four-simplices may not agree on the shape of an interjacent triangle. This is one of the key novelties of our formalism, and it provides the first concrete mechanism that generates a twisted geometry from the variation of an action.
(iv) gauge symmetries Looking back at the constraint algebra (57, 58), we can now immediately identify the local gauge symmetries of the model: The Gauß constraint B (t) and g A B π B (t), which are again a solution of the equations of motions-the transformed spinors still solve the area matching constraint, they solve the periodic boundary conditions and also solve the evolution equations (64).
C. Curvature and deficit angles
We will now close this paper with an analysis of the deficit angle around a triangle, which is a measure for the curvature in the dual face. Consider an edge e : [0, 1] → ∂f ⊂ M in the boundary of a face f , connecting two vertices v o and v 1 of the triangulation: e(0) = v o and e(1) = v 1 . The edge carries a time-normal n α , and we thus have two time normals n α | e(1) and n α | e(0) sitting at the two boundary points e(0) = v o and e(1) = v 1 of the edge. What is the Lorentz angle between the two? Since the normals belong to different points in the manifold, their inner product has a geometrical interpretation only if we map them into a common frame. Let us choose the frame at the center of the face f . We have already introduced in (5, 18) the SL(2, C) parallel transport h(t) = Pexp(− γt A) along the connecting link γ t . This holonomy is a map from the Lorentz fibre over the boundary e(t) ∈ ∂f of f into the fibre over the center c = τ f ∩ f of the face (where τ f is the triangle dual to f ). In the spinorial representation this parallel transport becomes:
where E(t) = π A (t)ω A (t) = π A (t)ω A (t). We can now map the time normal n α e ≡ n α into the frame at the center of the face:
where n α (t o ) = n α (t 1 ) thanks to the evolution equations (66) for the volume weighted time-normal n α ∝ p α . For any two values 0 ≤ t o < t 1 ≤ 1 of t, corresponding to two consecutive points e(t o ) and e(t 1 ) in the boundary of f , we can now define the Lorentz angle in between:
cosh Ξ(t o , t 1 ) = −n α (t o )n α (t 1 ) = −n AA (t o )n AA (t 1 ).
We now take this expression, and insert the holonomies in the spinorial representation (80). Employing the simplicity constraints W = n AA π AωA = 0 = i/(β + i)π A ω A + cc. = V = 0 together with the area-matching constraint ∆ = 0 ⇔ π A ω A = π A ω A eventually leads us to the following expression:
cosh Ξ(t o , t 1 ) = 1 2 e t 1
to dt(ζ(t)+ζ(t)) ω(t 1 )
to dt(ζ(t)+ζ(t)) ω(t o )
The spinors only appear in the fraction ω(t 1 ) 
We can immediately integrate this equation to find: 
This equation defines the boost angle only up to an overall sign. We remove this ambiguity by setting:
So far, we have just studied the boost angle between to consecutive points e(t o ) and e(t 1 ) in some given edge e. Let us now see how these angles probe a Regge-like deficit angle once we sum them up around a face. Let us first define the boost angle between two adjacent tetrahedra belonging to the same four-simplex. Two adjacent tetrahedra are dual to a pair of edges e and e meeting at a vertex v, with the vertex representing the four-simplex containing the two tetrahedra T e and T e . The two tetrahedra have future oriented time normals n α e and n α e respectively, with an angle Ξ vf in between:
cosh Ξ vf = −η µν n e µ n e ν , with: e ∩ e = v, and: e, e ⊂ ∂f,
where f denotes the face, that is bounded by both e and e : e ⊂ ∂f and e ⊂ ∂f . To remove the sign ambiguity in the definition of Ξ vf we proceed as follows: First of all, we can always choose the orientation of the two edges e : [0, 1] → ∂f and e : [0, 1] → ∂f such that they have the same orientation as ∂f . We can then also assume
The second half of the paper studied the dynamics of the theory as derived from the action. Let us say it clearly: We have not shown that the equations of motion for the discretized theory would correspond to some version of the Einstein equations on a simplicial lattice. Nevertheless, we do have some definite results: First of all, there is a Hamiltonian formulation for the discretized theory, there is a phase space, constraints and a Hamiltonian. The Hamiltonian generates the t-evolution along the elementary edges of the discretization, and preserves both the first-and second class constraints. There are no secondary constraints. Next, we showed that the solutions of the equations of motion have a geometric interpretation in terms of twisted geometries. Twisted geometries are piecewise flat geometries generalizing Regge geometries: In Regge calculus the edge lengths are the fundamental configuration variables, in twisted geometries there is no unique notion of length: Every tetrahedron has a unique volume, and every triangle has a unique area, but the length of a segment depends on whether we compute it from the flat metric in one simplex or the other. Finally we gave an argument why the model has curvature. Going around a triangle we pick up a deficit angle, which is a measure for the curvature in the dual plane. We showed that this deficit angle will generically not vanish, in fact it is given by the integral of the Lagrange multiplier λ (imposing the V -component (30a) of the linear simplicity constraints) over the loop bounding the face. This should not come as a surprise: If we take the Plebański action S = M (Σ αβ ∧F αβ + 1 4 C αβµν Σ αβ ∧Σ µν ), then we will also get that the curvature tensor is linear in the Lagrange multiplier enforcing the simplicity constraints: F αβ = 1 2 C αβµν Σ µν , and equation (91) is the manifestation of this mechanism in the discrete theory.
The relevance of the model The action (50) describes a system of finitely many degrees of freedom propagating and interacting along the simplicial edges. The system has a phase space, local gauge symmetries and a Hamiltonian. What happens if we quantize this model? Do we get yet another proposal for a theory of quantum gravity? Recent results [23, 27, 36, 58] point into a more promising direction and suggest a convergence of ideas: The finite-dimensional phase space can be trivially quantized. The constraints of the theory glue the quantum states over the individual edges so as to form a Hilbert space over the entire boundary of the underlying simplical manifold. The boundary states represent projected spin-network functions [59, 60] in the kinematical Hilbert space of loop quantum gravity. It is clear what should be done next: For any fixed boundary data we should define a path integral over the field configurations along the edges in the bulk. At this point, many details remain open, and we have only finished this construction for the corresponding model in three-dimensions [58] , yet we do know, that whatever the mathematical details of the resulting amplitudes will be, they will define a version of spinfoam gravity [61] . Finally, there is the motion of the volume-weighted time normals, which endow the entire simplicial complex with a flow of conserved energy-momentum. As shown by Cortês and Smolin in a related paper [27] , these momentum-variables introduce a causal structure, and allow us to view the simplicial complex as an energetic causal set [51, 52] -a generalization of causal sets carrying a local flow of energy-momentum between causally related events.
