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Abstract
In this paper, we propose an approach to deriving public transportation timetables of a region (i.e. country) based on (i) large-
scale, non-GPS cell phone data and (ii) a dataset containing geographic information of public transportation stations. The presented
algorithm is designed to work with movements data, which are scarce and have a low spatial accuracy but exists in vast amounts
(large-scale). Since only aggregated statistics are used, our algorithm copes well with anonymized data. Our evaluation shows
that 89% of the departure times of popular train connections are correctly recalled with an allowed deviation of 5 minutes. The
timetable can be used as feature for transportation mode detection to separate public from private transport when no public timetable
is available.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Conference Program Chairs.
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1. Introduction
When conducting transportation mode detection for given movement trajectories, it is necessary to use features
that are as expressive as possible. For example, Stenneth et al. 1 used the distance to the next bus stop location as a
feature for their classiﬁer. Another feature that may help to distinguish between public and individual transportation
is based on public transportation timetables: the closer the travel time approximates the departure and arrival times of
a public transportation facility, the more likely its trajectory is to originate from this facility. However, it might not
be possible to obtain the oﬃcial timetable of a region by automatic means. In the paper, we propose an approach to
inferring the train timetable of a given region from movement-based datasets and locations of train stations.
Our dataset consists of anonymised cell phone events that are based on interactions with a cell phone providers
infrastructure rather than on GPS data or sensor data directly recorded on the cell phone. Since such events are
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infrequent and have a low spatial accuracy, this task is particularly challenging. The discrepancy between the observed
location and the true location can be two orders of magnitude bigger than in existing GPS-based systems. Depending
on the users behaviour, the frequency may vary from a single event every 6 hours to several events per minute. The
cell phone data was pre-processed to avoid the identiﬁcation of individual users by removing all personal information
from the dataset and replacing the phone number with a hash value that was valid for 24 hours. This allowed us to
establish anonymous movement trajectories for up to 24 hours. In addition, to prevent the exposure of individual users
and their positions, the dataset included obfuscated and spurious dummy events.
Although our dataset and task were quite speciﬁc, the results should apply to a much bigger class of location- and
movement-aware data analytics scenarios. For example, they may oﬀer insights into the service-privacy trade-oﬀ that
applies to many location-based services, some of which deliberately cloak the users privacy proﬁle and insert dummy
trajectories (e.g., k-anonymity algorithms and path confusion approaches, such as Never Walk Alone). Gruteser and
Grunwald2 proposed various algorithms that meet certain anonymity requirements by decreasing the spatial or the
temporal resolutions. Our work demonstrates the usefulness of even highly obfuscated movement datasets. In our
evaluation, we provide a deep analysis not only of the individual parameters of our algorithm, but also measure how
much input data is required to achieve a certain accuracy.
2. Related work
Extensive research of transportation mode detection was performed using high-sampling GPS1,3,4,5 or GPS data
in connection with on-device sensors, such as an accelerometer6. In our work, we employ low-sampling and low-
accuracy cell phone data.
Wang et al. 7 used CDRs to infer the transportation mode based on the travel time. They used a k-Nearest-Neighbor
(kNN)-based clustering approach to distinguish between the diﬀerent types of transportation modes (cars, public trans-
portation, walking). In our setting, the travel times of car and train travellers partly overlapped, making a distinction
based solely on the travel time unfeasible. Sohn et al. 8 applied manually collected GSM traces to distinguish between
the three mobility modes (“stationary”, “walking” and “driving”). Unlike other approaches, this one relies on the
signal strength and the change between two consecutive measurements rather than on the geographic coordinates of
the cell towers.
In the ﬁeld of public transportation modelling, Aguilera et al. 9 used cell phone data to measure passenger ﬂows
in the Paris transit system. In addition to travel times, they derived occupancy rates and origin-destination ﬂows
and established that in 80% of cases the occupancy rates estimated by GSM data corresponded to the actual ones.
Calabrese et al. 10 fused cell phone data with the location data of public transportation, which allowed the authorities
to better understand the movement patterns of pedestrians and buses.
However, to the best of our knowledge, no research that uses large-scale cell phone data to derive a public trans-
portation timetable has been performed to date.
3. Methodology
In this section we describe the proposed approach to deriving the public transportation timetable of a region (i.e.,
a country) based solely on map data and non-GPS cell phone data. The assumption was that it was possible to use
a large-scale movement dataset to identify bursts of travellers that in turn indicate public transportation movements,
even if the single trajectories failed to reliably detect such movements. This assumption is visualised in Figure 1
that shows the transitions between nearby checkpoints: Figure 1 (a) the checkpoints are two motorway junctions and
Figure 1 (b) the checkpoints are two railway stations. Unlike the transitions between two motorway junctions, those
between two railway stations indicate multiple bursts (spikes). Assuming that those bursts are moving trains, we can
derive an accurate train timetable based on a burst detection algorithm. In the remainder of this paper, we demonstrate
our method using train timetables as an example.
Obtaining a train timetable of a region required the following: (i) a dataset containing geolocations for public
transportation, (ii) a large-scale movement dataset, (iii) an algorithm to calculate the transitions, and (iv) a burst
detection algorithm to derive the timetable.
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Fig. 1: Transitions between two checkpoints based on cell phone data. (a) Number of transitions between two motorway junctions (Wiener Neustadt
and Wien Vo¨sendorf), where the spikes do not follow an apparent pattern.; (b) Number of transitions between two railway stations (Wiener Neustadt
and Wien Meidling), with distinctive burst, which could coincide with train movements. Data for June 9, 2014.
3.1. Geolocation dataset for public transportation
As input, our algorithm requires a list of public transportation stations or stops and their geolocation. Due to the
size of some of the stations (e.g., metropolitan train stations) and the low accuracy of cell phone data, the location
may not always be highly accurate. In our case, a checkpoint was a railway station with a radius of 1000 meters.
Deﬁnition 3.1. Checkpoint c: A checkpoint is a geographic entity with a given radius r, and may contain zero, one
or more cell towers.
3.2. Large-scale movement dataset
A dataset that contained movement data was required to compute trajectories, which should be long enough to cover
most of the public transportation connections. Although individual trajectories may have had spurious or dummy
events to cloak the true movement, the aggregation of many trajectories had to be proportional to the true traﬃc
situation. Furthermore, the accuracy and reliability of the movement data did not have to be at a level of GPS data.
Since no personal information was included, the dataset was ﬁt to protect the privacy of the users (which is a legal
requirement in many countries).
Deﬁnition 3.2. Cell phone event e: An event is issued by the cell monitoring system when a certain user actively uses
his/her cell phone or changes the location area. It contains the anonymous identiﬁcation number, timestamp, event
type (e.g., voice call, short message) and position of the cell tower (i.e., longitude and latitude).
Deﬁnition 3.3. Cell phone trajectory g: A trajectory is an ordered list E of sequential cell phone events e triggered
by the same user.
3.3. Algorithm for calculating transitions
Algorithm 1 describes how to extract transitions between given checkpoints. As stated above, the movements data
is an unordered list E of cell phone events e. First, these events are grouped by user and sorted by time, resulting in
a list G of movement trajectories. As indicated by previous research, those trajectories may contain outliers11, which
can be removed by an appropriate outlier detection algorithm (i.e. Kalman Filter).
Next, the list of intersecting checkpoints is determined for each trajectory, and the transition between two con-
secutive checkpoints is recorded. To ﬁlter out waiting times of persons at the stations, the transition is only inserted
when the current checkpoint is diﬀerent to the previous checkpoint. This ensures that every transition consists of
the last observation at the source station and the very ﬁrst observation at the destination station. Unlike GPS-based
trajectories, cell phone trajectories have a low sampling rate (up to hours). In this case, not every trajectory inter-
secting a checkpoint is necessarily observed within radius r of that checkpoint. To resolve this issue, a continuous
movement for every user is simulated. The trajectories are discretised with respect to a constant time interval u (e.g.
30 seconds) and in each time unit the current position is derived via a linear interpolation between the previous and
the next observation.
Processing all trajectories yields in a large set of transitions between checkpoints (e.g. railway stations). Based on
the assumption that the bursts indicate a train moving between stations, train departures between two arbitrary railway
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stations can be calculated (Algorithm 2). The algorithm iterates over all source and destination checkpoints, identiﬁes
transitions between the pairs and extracts the departure times by applying a burst detection algorithm described in
Section 3.4 below. The resulting system can derive departure times between two not necessarily neighbouring train
stations.
Algorithm 1: Algorithm for calculating transitions
between checkpoints
Data: E: List of cell phone events;
C: List of checkpoints
Result: S : List of transitions between checkpoints
G ← create trajectories from E;
for g ∈ G do
g← remove outliers from g;
cprev ← undeﬁned;
for t = 0 to T step Δt do
p← interpolate position on r at time t
for c ∈ C do
if distance(p, c) < r then
if cprev  undeﬁned ∧ cprev  c then
S ← S ∪ {(cprev, c, t)};
end
cprev ← c;
end
end
end
end
return S
Algorithm 2: Algorithm for detecting departures
between checkpoints
Data: S : List of transitions;
C: List of checkpoints
Result: D: List of departure times between
checkpoints
for csource ∈ C do
for cdest ∈ C \ {csource} do
S ′ ← {(c1, c2, t) ∈ S : c1 = csource ∧ c2 =
cdest};
B← detect bursts in S ′;
if |B| > 0 then
D← D ∪ {(csource, cdest, B)};
end
end
end
return D;
3.4. Burst detection algorithm
For detecting bursts in transitions, we used a burst detection algorithm with a sliding window approach. The input
of the algorithm was a list of transition times S , and the output was a list of detected bursts B.
Algorithm 3 describes the burst detection. First, the average window sum is calculated. Next, the time period T is
divided into windows of size z. For every window, the number of observations is counted. If it exceeds the average
window sum by factor f , the highest observation value within this window is selected as burst b, and the window is
shifted one unit after the detected burst. If no burst is detected, the window is moved z + 1 units forward.
Deﬁnition 3.4. Burst b: the highest value within the burst window. A burst window occurs when the number of
observations (i.e., transitions) within that window exceeds the average number of observations (a).
Following two parameters can be conﬁgured: (i) the size (time unit) of the sliding window (z) and (ii) the factor by
which the observations in a given window has to exceed the average number of observations in order to be considered
a burst ( f ).
Deﬁnition 3.5. Burst window size z: deﬁnes the size of the sliding window which is used to partition time period T .
Deﬁnition 3.6. Burst detection factor f : deﬁnes by which factor the window sum must exceed the average window
sum to constitute a burst. A lower value indicates more bursts (i.e., potential departures).
As input, the algorithm requires a complete list of transitions, which may not be available under some scenarios,
e.g., real-time processing. To derive the timetable in such cases, one can either (i) calculate the average window sum
based on historic data, (ii) use a ﬁxed value or (iii) employ a more sophisticated burst detection algorithm.
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Algorithm 3: Burst detection algorithm
Data: List of transitions S ;
Result: List of bursts B
h← histogram h[k] = |{(c1, c2, t) ∈ S : t = k}|;
a← average window sum zT
∑T/z
i=1
∑(i+1)z−1
k=iw h[k]
for t = 0 to T step z do
b← window sum ∑t+z−1k=t h[k];
if b > a · f then
m← max value from burst window Ws
B = B ∪ (m)
s = Wm + 1
end
end
return B;
4. Evaluation
In this section we describe the datasets used, the evaluation methodology and the results of our evaluation runs. For
the evaluation purposes, we selected Austria, a country with a size of over 80.000km2 and a population of 8.5 millions,
as region. Austria has a cell phone penetration rate of 156% and a modern road and train network infrastructure.
According to oﬃcial information of an Austrian railroad company OEBB, 96.7% of the trains were on schedule in
20141.
4.1. Public transportation geolocation dataset
The coordinates of the railway stations in Austria were extracted using OpenStreetMap’s Overpass API by issu-
ing following query: “area[name="O¨sterreich"]; (node[railway="station"](area);); out”. The result
contained 845 railway stations of diﬀerent railroad operators and is visualised in Figure 2.
Fig. 2: Visualisation of all extracted railway stations in Austria.
4.2. Large-scale movements dataset
For this research, an Austrian mobile carrier provided access to their mobile network data. Events were issued
when a user actively used his/her cell phone (e.g. made calls, sent/received text messages) or changed the location
area. In addition, a ping event was issued every 6 hours. All personal information was removed from the dataset.
To create user movements trajectories, a random, unique hash value (ID) whose value changed every 24 hours was
1 http://www.oebb.at/de/Services/Puenktlichkeitsstatistik/
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assigned to every user. Besides the ID, the dataset also contained information on the event type (e.g., voice call, text
message), the timestamp and the location of the cell tower that issued the event.
We received three weeks’ worth of cell phone data (June 6, 2014 - June 27, 2014) and identiﬁed 25.408.871
trajectories that intersected at least two train stations. Applying the above-described methodology for calculating the
transitions resulted in 57.940.912 transitions between railway stations. To eﬃciently process this vast data amount,
we embedded the algorithms in the Map/Reduce paradigm, and employed a cluster running Apache Hadoop2.
The derived timetable was compared to the oﬃcial timetable of the largest Austrian railway company, OEBB3.
We manually selected ten representative routes, three of which are amongst the busiest commuting routes. Due to the
topology in Austria, most routes and their origin- and destination stations are located next to much-travelled highways,
which means that the data include both train and car travellers. However, our approach should allow us to distinguish
between these travel types and derive a correct train timetable.
4.3. Overall performance
We calculated the average precision, recall and F1 value of all routes. Precision P and recall R are deﬁned as
P(n) = DCDE and R(n) =
DC
DR
, where n denotes the current route, DC the number of correctly extracted departures, DE the
number of total extracted departures and DR the number of real departures. The F1 score is deﬁned as the harmonic
mean of precision and recall. An extracted departure time was considered to be correct if it did not deviate more than
Δt minutes from the oﬃcial departure time.
In addition, we performed a detailed evaluation of selected low, medium and high traﬃc tracks. The results are
presented in Figure 3. With an allowed deviance of 5 minutes, 49% of the extracted times are correct, and 89% of the
oﬃcial departure times are detected. With an allowed deviance of 10 minutes, the number of correctly extracted times
increases to 70%, with 85% of the departures recalled correctly. Details of the evaluation are listed in Table 1.
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Fig. 3: Performance evaluation of the proposed approach. (a) is the average for all 10 tracks, and (b), (c) and (d) are low, medium and high traﬃc
tracks, respectively. The x-axis denotes the allowed deviation from the oﬃcial departure times in minutes (Δt). (Parameter settings: z=2, f=2)
4.4. Amount of required input data
We also evaluated how the amount of used input data impacts the correctness of the derived timetable. Will it make
a signiﬁcant diﬀerence if only one day of data is used, compared to three weeks of data? To answer this question,
we split our dataset into days and carried out the same evaluation with increasing numbers of days. Figure 4 shows
the results. While the recall increases with the amount of input data, the precision does not seem to be aﬀected. We
also compared high, medium and low traﬃc tracks. For the high traﬃc track, good results were achieved, even with
one-day data. For the low traﬃc track, the results (especially the recall) improved with the increase in the amount of
2 http://hadoop.apache.org/
3 http://www.oebb.at/en/
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Table 1: Tracks used and results of the evaluation (Parameter settings: Δt = 5, z=2, f=2). Traﬃc indicates the occupancy rates of the tracks. High
traﬃc tracks have a high number of train departures per day and a short interval between those departures. N denotes the number of observed
trajectories that intersected both the source- and destination stations.
ID From - To Traﬃc Trains Interval(minutes)
Duration
(minutes)
Distance
(km) N P R F1
1 Graz - Wien Meidling Low 20 60 164 191 320 0,25 0,95 0,40
2 Innsbruck - Bregenz Low 16 70 268 190 336 0,24 0,88 0,38
3 Korneuburg - Wien Handelskai High 63 30 24 17 25187 0,67 0,86 0,75
4 Kufstein - Innsbruck High 75 30 57 78 7282 0,39 0,90 0,55
5 Liezen - Graz Low 16 120 101 145 770 0,28 0,94 0,44
6 Linz - Wien Westbahnhof Medium 53 30 94 180 2703 0,72 0,94 0,81
7 Salzburg - Bischofshofen Medium 45 30 61 64 277 0,60 0,76 0,67
8 Selzthal - Linz Low 10 120 107 112 285 0,16 0,90 0,27
9 St. Poelten - Wien High 74 20 34 63 9727 0,81 0,96 0.88
10 Wiener Neustadt - Wien High 97 12 53 54 6146 0,81 0,77 0,81
Average 0,49 0,89 0,63
data days. However, the precision did not exceed 30%, regardless of how many days of data were used. A deeper
analysis shows that since few trajectories are moving along this track, the average number of observations in the burst
detection window is very low. As a result, the threshold is exceeded even when few trajectories are observed, resulting
in more false positives and thus lower precision.
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Fig. 4: Eﬀect of data used on precision, recall and F1 score. (a) is the average value for all 10 tracks, and (b), (c) and (d) are the values for one
speciﬁc track. (Parameter settings: Δt = 5, z=2, f=2).
4.5. Parameter evaluation
We evaluated how changing the conﬁguration parameters of the algorithms aﬀected the results. To that end, we
deﬁned reasonable values for each parameter and performed an evaluation using every possible combination of the
settings. The following values were selected: z = [2,5,10], f = [1..5], Δt = [1..10]. The results indicate that for the
burst window size z, a value of 2 yielded the best performance (z = 2: P=0.44, R=0.90; z = 5: P=0.41, R=0.91; z
= 10: P=0.40, R=0.87). Moreover, the eﬀect of the burst detection factor f was evaluated. A lower value resulted
in a higher recall and a lower precision, and a higher value decreased the recall and increased the precision ( f = 1:
P=0.44, R=0.90, f = 5: P=0.58, R=0.57). As mentioned above, a higher value detected fewer trains, but with a higher
conﬁdence.
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5. Conclusion
In this paper, we presented an approach to deriving a public transportation timetable of a region using large-scale
cell phone data and a list of public transportation stations extracted from OpenStreetMap. The challenge is that, unlike
GPS data, cell phone data have a low spatial accuracy and observations do not occur frequently.
Following our approach, we could correctly recall 89% of departure times with an allowed deviance of 5 minutes.
Moreover, we found that that for high traﬃc tracks, 80% of departures could be detected based on only one day of
movement data. For low traﬃc tracks, however, more than one weeks worth of movement data was required to achieve
a similar recall rate. To increase the relatively low precision for low traﬃc tracks, one may consider the dwell time
on railway stations, based on the assumption that at their origin and destination railway stations train travellers have a
longer dwell time than car travellers.
We believe that public transportation timetables obtained from movement data provide a valuable alternative when
no automatically-derived oﬃcial timetables are available. For future research, we plan to use the derived timetable
to build a probabilistic model of transportation mode detection to distinguish public and private transportation based
on the spatial position, departure time and travel duration. Furthermore, as a logical next step, the area below the
respective spikes within the data can be used to derive an estimate of the number of passengers for each of the public
transportation connections.
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