and let J n be an integration operator of integer order given by
where n ∈ Z + . Let us use D = D 1 for the first derivative. We will use ∂ α x F := ∂ α F ∂x α and use ∂ x F := ∂F ∂x .
For fraction-order integrals, we use
where n − 1 < α ≤ n. Now, define the Caputo fractional differential operator D * α to be,
where n − 1 < α ≤ n, for n ∈ N. It is also known that
for any n ∈ N. We will consider n = 1 in this work; that is 0 < α ≤ 1. In that case,
where g t (τ) = 1 Γ(2−α) t 1−α − (t − τ) 1−α . That is for each t, the integral J 1−α f (t) is an area under 67 f (τ), while above g t (τ) which works as a deformed or slowed time-scale as illustrated by Podlubny 68 [47] . 69 The generalized mean-value theorem for the Caputo fractional derivative is given as
and for all x ∈ (a, b] whenever f , D α * f ∈ C([a, b]), see e.g. Özalp and Demirci [48] .
70
The Mittag-Leffler is a function that generalizes the exponential function. That function can be written as follows,
or, more generally using two parameters,
, α, β ∈ R + , z ∈ C.
The general Mittag-Leffler has the following important property for any α, β > 0 E α,β (z) = zE α,α+β (z) + 1 Γ(β) .
Two important differential properties of the Mittag -Leffler function is that
and
for any λ > 0. 4 be the number of susceptible, exposed, infected, 75 and recovered individuals, respectively, such that X Here, µ is the recruitment and per capita death rate, β is the transmission rate, δ is the rate at 78 which exposed individuals become infectious, and σ is the recovery rate.
79
A stochastic SEIR model can be depicted using a continuous time Markov chain (CTMC) like the 80 birth and death process with non-linear rates of transition as those given in 
has a fractional forward Kolmogorov equation of the stochastic SEIR model similar to equation (A1) 88 and is given by (u, v, w, t) 
for t > 0 and G (α) (u, v, w, 0) 
Note that, the integer or classical stochastic SEIR process is (X (1)
3 (t)) which is 96 simply the case when α = 1. But that leads to another interesting fact that defines the relationship 97 between the fractional and integer stochastic SEIR model; that is, the former process is a random-time 98 subordination of the latter one, as established for other fractional processes like the fractional Poisson 99 process [37, 45, 52] , and the fractional birth and/or death processes [39, 40, 42, 43, 53] .
100
Theorem 1. The fractional stochastic SEIR process (X (α)
3 (t)) has the same distribution as the random-time subordinated integer stochastic SEIR process (X (1)
The proof is provided in Appendix A. The means of the three discrete-marginal processes X 
, where N is the total population size and E(x) is the expected value of x. Thus using equation (11), and approximating E(X 
3 (t)) we reach the fractional order version of the system of equations that was used by M . S . Bartlett [9] to model measles,
where S (α) , E (α) , and I (α) be the proportion of susceptible, exposed, and infected individuals, respectively. With proportion of recovered individuals given by
with 0 < α ≤ 1. The non-negative parameters β, µ, δ, and σ -denoting them by θ, for brevityhave dimensions given by 1 time α . By construction of the FDE model as a mean field approximation of the α-fractional stochastic SEIR process which in its turn is a subordination of an integer stochastic SEIR process by Theorem 1, those parameters could be interpreted as the rates measured by an independent observer of the process or calculated based on a cosmic time flow [47] . We replace those parameters with a power α of new parameters; that is, θ α * in place of θ so the parameters θ * will have the dimension of 1 time and the system becomes the following form:
2.4. Measles' Model via Ordinary Differential Equations (ODE) 104
The following system of differential equations represents the ordinary differential equation 105 representation of the SEIR model and is the FDE model when α = 1 in equation 14.
where µ, β, δ, and σ are the model parameters described above. They all have dimensions given by We are interest in comparing the FDE vs ODE modeling approaches. It is important to note that 110 the basic ODE case considers α = 1, however in the FDE case, α appears in the derivative as well as the 111 parameter values. In order to better compare these two approaches, here we develop an ODE analoge 112 to the FDE that incorporates α in the parameter values. We call this new system the α-dependent ODE.
113
By dropping the α order derivative from the left side and α power from S (α) , E (α) , and I (α) of equation
114
(14), our α-dependent ODE takes the following form:
Analysis of the ODE is almost the same as of the FDE so we include the FDE one here. We start by 117 proving the positive invariance of the region of solutions of the FDE model. Henceforth, we drop the α 118 from S (α) , E (α) , and I (α) , for brevity.
119
The following two lemmas of asymptotic behavior of FDEs are given here and their proof in 120 appendix A for completeness. We can find the model's equilibrium points by setting D α * S = 0, D α * E = 0, and D α * I = 0. Thus, there are two equilibria to the measles' SEIR model (14) . They are:
2. the endemic equilibrium
where the basic reproduction number is R 0 := βδ (µ+σ) (µ+δ) . EE exists only when 1
Moreover, a very important difference is their oscillation behavior is not similar. Let λ and u for = 1, 2, . . . , N be the eigenvalues and their respective eigenvectors of an N × N matrix A. The general solution of initial value problem consisting of a system of N linear fractional differential equations D α * x(t) = Ax(t) such that x(0) = x 0 can be found to be
for certain constants c ∈ C for = 1, 2, . . . , N such that ∑ N =1 c u = x 0 , [25, Theorem 7.13]. In case that α = 1, we recover the known solution of the system of ODEs given by
If N = 3 and A is not a symmetric matrix then at least one of the eigenvalues is a real-valued number 137 and the other two eigenvalues , say λ 2 and λ 3 , are conjugate complex-valued. In that situation, x(t) 138 would oscillate with inter-peak periods, called inter-epidemic period in disease modeling, given by 139 2π( (λ 2 )) −1 [14] . If (λ ) < 0 for all then the oscillations will be damped to zero. That damped 140 oscillation is clear in the case of α = 1 due to the exponential damping in the superposition of the sine 141 and cosine functions. That behavior, however, is not straight forward for 0 < α < 1. Since the mean of the subordinator process is E(T α (t)) = t α Γ(α + 1)
, we use a method similar to that was introduced in Demirici and Özalp [54] to find approximate solutions to initial value FDE problems. We use that method here to simulate the solution of the FDE measles SEIR model. Consider the initial value problem
for some T > 0. A solution of (18) is approximated by the deterministic time subordination
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of y(s), the solution of the ordinary differential equation
for all 0 < t ≤ T, [54] . 144 We use the subordination of the solution of ODEs to FDEs represented in equations (19) and (20) 145 to numerically simulate solutions of FDEs, see algorithm 1.
146
Solve the system Dy(s) = f (t i − (t α i − sΓ(α + 1)) 1 α , y(s)) with y(0) = x 0 using Euler or Runge-Kutta methods on s 0 , s 1 , . . . , s m . Retain x(t i ) = y(s m ). end Return [x 0 , x(t 1 ), x(t 2 ), . . . , x(t n )]. end 2.8. Fitting FDE and ODE models to measles data 147 We use the method of ordinary least squares (OLS) to fit the FDE model to the data by minimizing the objective function pre-vaccination era. It appears that, in some situations, the fractional order differential equation model 188 (FDEM) gives better fit than the ordinary differential equation model (ODEM). 
Results

Conclusion
208
In this paper, we compare two deterministic models of disease: ordinary differential equations 209 (ODE) and fractional differential equations (FDE). We use three different data sets of measles epidemics 210 from the pre-vaccination era. We also explain FDEs as the mean-field approximation of a fractional e −st f (t)dt.
The inverse transform is defined by
where C is a contour parallel to the imaginary axis and to the right of the singularities off . The Laplace transform of the Caputo fractional derivative is given by
Fractional Birth and Death Process:
228
An α-fractional nonlinear birth and death process {N α (t) : t ≥ 0} for 0 < α ≤ 1 with state probabilities p α n (t) = P(N α (t) = n|N α (0) = 1)
for n ≥ 0 is defined through the forward Kolmogorov (difference-)differential equations
for n ≥ 0 [39, 43, 53] . The rates λ n and µ n are non-negative. The classical birth and death process 229 follows when α = 1 with state probabilities p 1 n (t). When λ n = λ and µ n = 0 for all n, the α-fractional 230 nonlinear birth and death process becomes the α-fractional Poisson process [37, 41, 46] . There, it has 231 shown that N α (t) has the same probability distribution as N(T α (t)), where N(t) is the classical birth 232 and death process which is independent of a random time process T α (t); that is, a birth and death 233 process subordinated by an α-stable time process.
234
The random time process T α (t) has a distribution given by the folded solution of the fractional diffusion equation ∂ α t F = ∂ 2 x F for 0 < α ≤ 2, x ∈ R, t > 0, and subject to F(x, 0) = δ(x) for 0 < α ≤ 2 and ∂ α t F(x, 0) = 0 for 1 < α ≤ 2, [43] . We will denote its measure by ν α,t (ds) := P(T α (t) ∈ ds). It has a Laplace transform L(ν α,s )(r) = and moments E[(T α (t)) k ] = Γ(k + 1) t kα Γ(kα + 1) for k = 1, 2, . . .; [46, 56] .
Note that, the absolute values of partial derivatives of G are finite; that is, |∂ (i,j,k) u,v,w G| < ∞ for any 236 i, j, k = 0, 1, 2, . . .. That is true since |u|, |v|, |w| < 1 and the population size is finite. Thus, switching 237 integrals with derivatives or summations below are valid.
239
Proof of the Theorem 1 240 We are going to show that Laplace transform of the probability generating function of the process (X (1)
is the same as Laplace transformĜ of G, that solves equation (11). From there we will conclude 241 that the two probability distributions are the same since the probability generating function of 242 (X (α)
3 (t)), by construction, is also a solution to the Cauchy problem in equation (11).
243
From equation (11), the Laplace transformĜ is the solution of
Let H (α) (u, v, w, t) be the probability generating function of the state probabilities
3 (T 2α (0))) = (i 0 , j 0 , k 0 )). That means that 245 H (α) (u, v, w, t) 
Thus the Laplace transform of the probability generating function H (α) is given by
Now, the Laplace transform of the probability generating function of the process 247 (X (1)
3 (t)) also solves (A2) when α = 1 which is
If we substitute with s = r α in equation (A3) and multiply both sides by r α−1 we get
which is the same as equation (A2). This completes the proof. Starting on the S-axis when E(0) = I(0) = 0 and 1 ≥ S(0) = S 0 ≥ 0, then
Starting on the E-axis when S(0), I(0) = 0 and E(0) = E 0 ≥ 0, then
Starting on the I-axis when S(0), E(0) = 0 and I(0) = I 0 ≥ 0, then
Thus, all axes are positive invariant, for S(0), E(0), I(0) ≥ 0.
253
If the solution of the system is leaving through the positive quadrant of the E-I plane, then S(t e ) = 0, and E(t e ) and I(t e ) > 0 for some t e > 0 such that S(t) ≤ S(t e ), for all t > t e . But, D α * S| t=t e = µ > 0. By the generalized mean value theorem
for some t e ≤ τ < t, then S(t) > S(t e ) contradicting the original statement. The same argument could be used for the positive quadrant of the S-I plane with D α * E| t=t e = βS(t e )I(t e ) > 0 and for the positive quadrant of the E-S plane with D α * I| t=t e = αE(t e ) > 0.
Thus,
by equation (7).
Proof of Lemma 2
For the local stability of a disease-free equilibrium, we must evaluate the Jacobian matrix at DFE ≡ (1, 0, 0)
The eigenvalues of the matrix J are,
where ∆ = δ 2 + 4δβ − 2δσ + σ 2 . From this it is clear that λ 1 is negative and since
then λ 2 and λ 3 are real-valued numbers. Hence λ 2 < 0. But, λ 3 < 0 is true when
which is equivalent to βδ < (µ + σ)(µ + δ), proving the first part.
257
The Jacobian matrix calculated at EE is given by
which has a characteristic polynomial, −λ 3 − λ 2 [(µ + δ) + (µ + σ) + µR 0 ] − λ[µR 0 (2µ + δ + σ)] + µ(R 0 − 1)(µ + σ)(µ + δ).
Because that polynomial has a degree of 3, we choose to test the Routh-Hurwitz conditions to see if EE is stable.
a 1 = µR 0 + (2µ + δ + σ) > 0 a 3 = µ(R 0 − 1)(µ + σ)(µ + δ) > 0
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