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Abstract: Phase unwrapping techniques remove the modulus 2pi ambigu-
ities of wrapped phase maps. The present work shows a first-order feedback
system for phase unwrapping and smoothing. This system is a fast phase
unwrapping system which also allows filtering some noise since in deed it
is an Infinite Impulse Response (IIR) low-pass filter. In other words, our
system is capable of low-pass filtering the wrapped phase as the unwrapping
process proceeds. We demonstrate the temporal stability of this unwrapping
feedback system, as well as its low-pass filtering capabilities. Our system
even outperforms the most common and used unwrapping methods that we
tested, such as the Flynn’s method, the Goldstain’s method, and the Ghiglia
least-squares method (weighted or unweighted). The comparisons with
these methods show that our system filters-out some noise while preserving
the dynamic range of the phase-data. Its application areas may cover: optical
metrology, synthetic aperture radar systems, magnetic resonance, and those
imaging systems where information is obtained as a demodulated wrapped
phase map.
© 2011 Optical Society of America
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1. Introduction
There are several applications where information of interest is phase modulated within the
received signals and recovered as a wrapped phase. For example, in optical metrology the in-
formation of testing events is phase modulated within the interferograms by the use of optical
interferometers [3]. Other examples where information is phase modulated occur in synthetic
aperture radars, magnetic resonance images, acoustic imaging, and X-ray crystallography. In all
these cases the phase information is generally obtained modulus 2pi radians, and this is called
the wrapped demodulated phase. The wrapping process occurs because the searched phase in-
formation is recovered containing phase jumps (modulo 2pi) when the phase information goes
below −pi radians or above pi radians. In optical interferometry most techniques give the recov-
ered phase modulus 2pi [1–4]. Under noise-free conditions, the phase unwrapping procedure
may be performed by sequential line integration of the phase gradient [5,6,8–10]. However, the
presence of high noise introduces spurious phase jumps when using these line integration tech-
niques. Therefore more robust implementations of phase unwrapping methods that tolerates the
presence of noise have been proposed [7,11–18]. However, most of them are numerically-heavy
iterative methods, and/or complex ad-hoc implementations are required. Hence, a much faster,
and robust phase unwrapping system is necessary.
In this paper we present a first-order dynamic system for phase unwrapping, which is very
simple, stable, and fast. This is a Infinite Impulse Response (IIR) first-order dynamic system.
In the following sections, we show the analysis and design of our phase unwrapping system
using well known techniques from Digital Signal Processing (DSP). We will make an analysis
of its impulse response to show its low-pass filtering properties in the frequency domain. After
this, some tests and comparisons against well established techniques will be shown, such as the
Flynn’s method, the Goldstein’s method, and the Ghiglia’s leas-squares method. All of them
are completely exposed in the Ghiglia’s book [10]. Finally, we draw some commentaries and
conclusions.
2. The phase unwrapping system: analysis, and design
We start with the one-dimensional (1D) view of our dynamic phase unwrapping system. In a
continuous domain the unwrapping process can be stated as a line integration procedure [8,10]:
ˆφ(t) = ˆφ(t0)+
∫ t
t0
φ ′w(x)dx. (1)
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Fig. 1. Block diagram of the first order phase unwrapping system (4). The block system
z−1 delays its input one sample.
where ˆφ(t) is the output (unwrapped phase) obtained from a previously unwrapped phase ˆφ(t0),
plus the integration of φ ′w(t) = W
[
dφw(t)
dt
]
; being φw(t) the wrapped phase that we want to
unwrap. The function W [·] is the modulus 2pi operator; the main use of this operator in the phase
derivative (or differences in a discreet domain) is to wrap or remove the outliers of the difference
operator generated by the 2pi phase jumps of the wrapped phase. This 1D line integration may
be also stated as the solution of the following continuous system
d ˆφ(t)
dt = W
[
dφw(t)
dt
]
, (2)
which is a first order differential equation that may be solved numerically in the discrete domain
using the following recursive difference system:
ˆφ(n) = ˆφ(n−1)+W [φw(n)−φw(n−1)], n = 0,1,2, ... (3)
where ˆφ(n) is the output unwrapped phase and ˆφ(n− 1) its unwrapped previous value. How-
ever, in 2D we know from previous works that with noisy data the simple line integration (3)
fails most of cases. This is because the phase difference operation acts as a high-pass filter,
augmenting even more the levels of noise [19].
We introduce in Eq. (3) two significant changes as explained below, obtaining our proposed
difference system as
ˆφ(n) = ˆφ(n−1)+ τW [φw(n)− ˆφ(n−1)], (4)
The two introduced changes are: the wrapped data φw(n− 1) at the previous site n− 1 by the
unwrapped data ˆφ(n−1) at the same site n−1, and the parameter τ . As will be shown below,
the parameter τ is a regularization parameter that filters out most of the noise. In addition to this,
we see that the wrapping operator W [·] takes the difference between a noisy data and a noise-
reduced estimation. Thus, the probability of generating spurious phase jumps in the unwrapped
phase is much lower. A block diagram of our system (Eq. 4) is depicted in Fig. 1.
Now, considering that the digital modulating phase generates a well sampled sinusoidal sig-
nal, it means that the absolute value of the phase differences (local frequency) is less than pi
radians since this is the Nyquist limit, or in other words, the maximum frequency rate that can
be sampled without aliasing. Then, just for analysis purposes we can write the following:
W [φw(n)− ˆφ(n)] = φw(n)− ˆφ(n), for |φw(n)− ˆφ(n)| < pi (5)
and the linear system of Eq. (4) can be rewritten as
ˆφ(n)− (1− τ) ˆφ(n−1)− τφw(n) = 0. (6)
To solve this difference equation we can use the z-transform, and obtain that the response of
our dynamic phase unwrapping (4) for any arbitrary input φw(n) is:
ˆφ(n) = (1− τ)n+1 ˆφ(−1)+ τ
n
∑
k=0
(1− τ)kφw(k) (7)
#138076 - $15.00 USD Received 11 Nov 2010; revised 15 Jan 2011; accepted 25 Jan 2011; published 3 Mar 2011
(C) 2011 OSA 14 March 2011 / Vol. 19,  No. 6 / OPTICS EXPRESS  5128
−30 −5 210 −115 020 1
0.1
2 3
0.2
0.3
0.2
0.4
0.4
0.6
0.5
0.8
1.0
(b)(a)
τ = 0.5
τ = 0.3
τ = 0.1
τ = 0.5
τ = 0.1
τ = 0.3
h(n) |H(ω)|
n ω
Fig. 2. Impulse response, and frequency response of the dynamic phase unwrapping system
(4), respectively.
where φ(−1) is the unwrapped phase initial value. This is a causal system, and from its response
we have that the system’s impulse response is
h(n) = τ(1− τ)nu(n), (8)
where u(n) is the unitary step function. Now, to demonstrate the stability of this system we must
prove that its impulse response is absolutely summable (see Ref. [19]). Thus, we can proof that
the following is true:
∞
∑
n=−∞
|h(n)| = τ
∞
∑
n=0
(1− τ)n = 1, τ < 1. (9)
since this is a geometric series, proving in this way that the system’s impulse response is ab-
solutely summable, and thus we can say that the system (4) is an stable system. To see the
frequency response of the system (4) we can take directly the Fourier transform of its impulse
response and show that its frequency response is
H(ω) = F{h(n)} = τe
−iω
e−iω − (1− τ)
, (10)
being F{·} the Fourier transform operator. In Fig. 2, panel (a) shows the graph of the system’s
impulse response, an panel (b) shows the graph of its frequency response. Note from this figure,
that the systems impulse response is attenuated by τ , but its frequency response varies its wide-
band with τ and it has always a maximum of one in magnitude. Thus, the frequency response
of the system behaves like a low-pass filter and its bandwidth is controlled by the parameter τ .
2.1. Two-dimensional extension
In the previous analysis we have designed a 1D phase unwrapping system (Eq. (5)) and we
have shown that this system is an stable system which low-pass filter the wrapped input. Now,
we extend our 1D system to a two-dimensional (2D) unwrapping system. In this case we have a
2D neighborhood whose sites are in different directions. Trying to follow the same ideas from
the 1D view, let us denote the vector r = (x,y) as the 2D site being unwrapped; being x and
y are integers. Now let us denote with m(r) = {r0,r1, . . . ,rN−1} to the previously unwrapped
sites around r. In Fig. 3, we show a graphic representation of the spatial support that we take
around the site r. In that figure, Ω is a neighborhood around the site r. There, we show with
dark points the set m(r) ⊂ Ω of previously unwrapped sites, and with a low gray, the sites that
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Fig. 3. Particular 2D graphic representation of neighborhood Ω around the site r that is
going to be unwrapped.
are not unwrapped yet. Thus, following this scheme, a 2D extension for the 1D dynamic system
(4) is
ˆφ(r) = 1
|m(r)|
|m(r)|−1
∑
i=0
{ ˆφ(ri)+ τW [φw(r)− ˆφ(ri)]}, ∀ri ∈ m(r) ⊂ Ω. (11)
Where |m(r)| denote the cardinality of the set m(r)⊂ Ω. For example, counting the dark points
of Fig. 3, we see that for that particular case the dimension of m(r) is |m(r)| = 4. Thus, the
2D dynamic phase unwrapping system (11) can be seen as the mean of the unwrapped phase
obtained with the 1D system (4) from all possible directions around r. The unwrapping system
(11) must process each site sequentially starting from an initial given site or point. At the
starting point, we use the wrapped phase of that point as the initial unwrapped phase. To visit
sequentially all sites of the 2D phase domain, one can use any 2D scanning strategies. However,
when the phase domain has holes, or the phase domain is not a regular form, we recommend
the standard flood-fill scanning used to color sequentially connected regions.
3. Tests and results
The following test compares our unwrapping dynamic system (11) with the Flynn’s method,
the Goldstein’s method, and the least-squares method. These methods are well described in
the Ghiglia’s book of phase unwrapping [10]. In practice these are some of the most used
methods. The Fig. 4 shows the results. In Fig. 4.A it is shown the quadratic simulated phase
that we numerically generated, Fig. 4.B shows the simulated phase plus noise with a normal
distribution with mean zero, an variance of 1.3 radians. Fig. 4.C shows the unwrapped phase
surface obtained with the herein proposed system (the dynamic phase unwrapping system),
Fig. 4.D shows the unwrapped surface with the Flynn’s method, Fig. 4.E with the Goldstein’s
method, and Fig. 4.F the Ghiglia’s least-squares method. In all these cases, the input is the
noisy phase shown in Fig. 4.B. For illustration purposes, and for comparing the output of each
method with its input, we have projected bellow each phase surface the image of the modulus
2pi wrapped phase corresponding to each unwrapped phase surface. The scanning strategy used
by our phase unwrapping system was the simple row by row scanning, and we set τ = 0.2. In
those results, we see that the Flynn’s method obtains better results than the Goldstein’s and the
least-squares method. Also, we can see that our phase unwrapping system obtains a better result
than the Flynn’s method, and we see that it reduces some levels of noise. Counting the rings of
the iso-phase contours from the projected wrapped phase under each unwrapped phase surface,
we can see that only the unwrapped phase of the least-squares method has reduced the dynamic
range. This is a drawback of the least-squares method that is already known in this area, and
it is important to remark that our phase unwrapping system preserves the dynamic range and
reduces the levels of noise. In these tests, the computational time spent for our dynamic phase
unwrapping system was of 0.064 seconds, for the Flynn’s method was of 0.858 seconds, for
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Fig. 4. Phase unwrapping of simulated data. A) is the simulated wrapped phase, B) the
simulated wrapped phase plus noise with normal distribution, mean zero and variance of 1.3
radians, C) is the unwrapped surface with the herein proposed method, D) with the Flynn’s
method, E) with the Goldstein’s method, and F) with the leas-squares method. To locate
the dynamic range, bellow each unwrapped surface is projected the image corresponding
to the modulus 2pi wrapped phase of each unwrapped phase surface.
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the Goldstein method was of 0.068, and for the least-squares method was of 0.105 seconds (by
means of direct transforms [10]); with a phase map of 256× 256 pixels. All these test were
made in a computer with a 32-bits CPU and 2GB of memory. This times shows that our phase
unwrapping system is as fast as other tested methods and even reduces some levels of noise.
Finally, in Fig. 5 we show a result from an experimentally obtained wrapped phase image.
We show in Fig. 5.A the experimental wrapped phase image, in Fig. 5.B the unwrapped phase
surface obtained with our dynamic phase unwrapping system, and in Fig. 5.B with the Flynn’s
method. We compare only with the Flynn’s method since from the previous test it was the
one with best results than the others (the Goldstein, and least-squares method). To obtain the
result shown in Fig. 5.A, we pass two times our phase unwrapping system; the first time using
τ = 0.6, and the second time using τ = 0.2 with the output of the first pass as input. We can
see here that our phase unwrapping system is able to reduce considerably the levels of noise
without practically affect the dynamic range of the unwrapped phase. This because the projected
wrapped phase of Fig. 5.B has the same iso-phase contours as the input wrapped phase used
(Fig. 5.A).
4. Conclusions
As it was shown, our phase unwrapping system filters directly the wrapped phase while the
unwrapping process proceeds. The bandwidth of our phase unwrapping system is controlled
with a parameter 0 < τ < 1. The spatial support of the 2D extension allow us to unwrap the
phase following arbitrary scanning strategies, however, for the results shown here we used a
simple row by row scanning strategy. Nevertheless, we implemented the flood-fill scanning
strategy for the phase unwrapping processing obtaining the same results. As reported in the
last paragraph of the section 3, our phase unwrapping system takes around 0.065 seconds of
computational time to unwrap an filter the wrapped phase, whereas the other phase unwrapping
methods that we programmed took approximately the same time but these did not removed any
level of noise. Hence, we consider that our phase unwrapping system is a noise tolerant fast
phase unwrapping system.
Important remarks:
As it was shown in section 2, the phase unwrapping system developed in this paper is a lin-
ear IIR causal system [19]. This particular property reduces the noise levels while the phase
unwrapping process proceeds. However, recalling from digital system’s theory, causal IIR sys-
tems are systems with past memory [19]. This memory is the initial value condition that results
from the solution of the system’s difference equation (see Eq. (7)). When this memory is ini-
tially zero, it is said that the system is relaxed. Hence, if we start the processing with a relaxed
system the first processed values will underestimated by the influence of this memory-less sys-
tem. In our case, we take the value of the input at the starting point as initial memory. Even
thus, one can not avoid completely the initial effect that has a linear relaxed system with the
first processed samples. Nevertheless, numerically we realized that starting the system with the
value of the input at the starting point is better than using a completely relaxed system. The
reader may experiment the meaning of this words making a simple 1D test and programming
the system of Eq. 4. By passing two times our phase unwrapping system as described in section
3 for the last test, the effect of the system with the first processed samples is reduced since in
the second pass the system is not relaxed, it will have the memory from the first pass.
#138076 - $15.00 USD Received 11 Nov 2010; revised 15 Jan 2011; accepted 25 Jan 2011; published 3 Mar 2011
(C) 2011 OSA 14 March 2011 / Vol. 19,  No. 6 / OPTICS EXPRESS  5132
B) Proposed method C) Fynn's method
A) Experimental phase image
Fig. 5. Test using an experimentally obtained phase map. The phase map dimensions are
512×512. A) shows the experimental phase map image, B) the unwrapped phase surface
obtained with our dynamic phase unwrapping system, and C) with the Flynn’s method.
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