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Using a 3.19 fb−1 data sample collected at the
√
s = 4.178 GeV with the BESIII detector, we
search for the rare decay D+s → pp¯e+νe. No significant signal is observed, and an upper limit of
B(D+s → pp¯e+νe) < 2.0× 10−4 is set at the 90% confidence level. This measurement is useful input
in understanding the baryonic transition of D+s mesons.
PACS numbers: 12.15.Hh, 12.38.Qk, 13.20.Fc, 13.66.Bc, 14.40.Lb
I. INTRODUCTION
In the charm sector, probing the transition between
charm meson and baryon pairs is still largely an un-
explored territory. Phase-space constraints dictate that
4only the D+s meson can decay in such a manner. Until
now, only one baryonic mode, D+s → pn¯, has been ob-
served. It was first seen by the CLEO Collaboration, with
a branching fraction of (1.30±0.4)×10−3 [1], and subse-
quently confirmed by BESIII [2]. This mode is expected
to be suppressed by chiral symmetry, and predictions for
its decay rate are several orders of magnitude below the
observed value [3], motivating the study of other bary-
onic channels. A promising candidate is the semileptonic
decay mode D+s → pp¯e+νe, for which theoretical calcu-
lations are expected to be more robust. Recently, H. Y.
Cheng and X. W. Kang [4] predicted a small branching
fraction, B(D+s → pp¯e+νe) ∼ 10−8. Even in this case,
however, there are significant uncertainties on the pre-
diction, associated with the challenge of calculating the
hadronic form factor. Experimental input is therefore
needed to help illuminate this poorly understood class of
charm decays.
An additional motivation for searching for this decay is
that the final state provides an ideal laboratory to study
near-threshold enhancement phenomenon. This behavior
was initially observed in the radiative process J/ψ → γpp¯
by BESIII [5] and confirmed by CLEO [6] and BESIII [7],
but not yet observed in other processes [8–10]. A very
attractive feature of searching for this phenomenon in
D+s → pp¯e+νe decays is that the pp¯ system is produced
close to mass threshold.
With the strong interaction dynamics described by a
form factor f+(q
2), and in the limit of zero electron mass,
the differential rate for the D+s → pp¯e+νe decay is given
by
dΓ(D+s → Xe+νe)
dq2
=
G2F |Vcs|2
24π3
p3X |f+(q2)|2, (1)
where GF is the Fermi constant, Vcs is the Cabibbo-
Kabayashi-Maskawa (CKM) matrix element, the X rep-
resents the pp¯ system, which is assumed to form a 1S0
state, pX is the momentum of pp¯ system in the rest frame
of the D+s meson, and q is the transition momentum be-
tween X and D+s . The form factor f+(q
2) is described
by the well known ISGW2 model [11],
f+(q
2) = f+(q
2
max)
(
1 +
r2
12
(
q2max − q2
))−1
, (2)
where r is the effective radius of the D+s meson, and q
2
max
is the kinematic limit of q2.
In this article, we report a search for the decay D+s →
pp¯e+νe using a 3.19 fb
−1 data set collected at
√
s = 4.178
GeV with the BESIII detector operating at the BEPCII
collider.
II. BESIII DETECTOR AND MONTE CARLO
SIMULATION
The BESIII detector is a magnetic spectrome-
ter [12] located at the Beijing Electron Position Col-
lider (BEPCII) [13]. The cylindrical core of the BE-
SIII detector consists of a helium-based multilayer drift
chamber (MDC), a plastic scintillator time-of-flight sys-
tem (TOF), and a CsI (Tl) electromagnetic calorime-
ter (EMC), which are all enclosed in a superconducting
solenoidal magnet providing a 1.0 T magnetic field. The
solenoid is supported by an octagonal flux-return yoke
with resistive-plate counter muon-identifier modules in-
terleaved with steel. The acceptance of charged particles
and photons is 93% over the 4π solid angle. The charged-
particle momentum resolution at 1 GeV/c is 0.5%, and
the dE/dx resolution is 6% for the electrons from Bhabha
scattering. The EMC measures photon energies with a
resolution of 2.5% (5%) at 1 GeV in the barrel (end-cap)
region. The time resolution of the TOF barrel part is
68 ps. The end-cap TOF system was upgraded in 2015
with multi-gap resistive plate chamber technology, pro-
viding a time resolution of 60 ps [14, 15].
Simulated events are generated with a geant4-
based [16] software package using a detailed description of
the detector geometry and of the particle interactions in
the detector material. A sample of inclusive Monte Carlo
(MC) simulation is produced at
√
s = 4.178 GeV. This
sample includes all known open-charm decay processes
and the cc¯ resonances, J/ψ, ψ(3686) and ψ(3770) via
the initial state radiation (ISR). Additionally, the con-
tinuum process (e+e− → qq¯, q = u, d, and s), Bhabha
scattering, µ+µ−, τ+τ−, as well as two-photon process
are included. The open charm processes are generated
using conexc [17] and their subsequent decays are mod-
eled by evtgen [18] with the known branching fractions
from the Particle Data Group [19], and the remaining
unknown decay modes of the narrow cc¯ resonances are
generated using the modified lund model [20]. The sig-
nal model is described by Eq. 1. We assume that the
pp¯ S-wave system dominates in the decay and adopt a
non-resonance S-wave to describe the pp¯ system (when
assigning the systematic uncertainties we also consider
the possibility of a resonance contributing to the decay).
III. ANALYSIS METHOD
Throughout the paper, charge-conjugatemodes are im-
plicitly implied, unless otherwise noted. The D±s D
∗∓
s
pairs are produced at a center-of-mass energy of
4.178 GeV. The double tag (DT) method is employed to
perform a measurement of the absolute branching frac-
tion. We first select “single tag” (ST) events in which
either a D−s or D
+
s meson is fully reconstructed. Then
theD+s decay of the interest is searched for in the remain-
der of each event, namely, in DT events where both the
D+s and D
−
s are fully reconstructed, regardless of the γ
or π0 emitted from D∗±s meson. The absolute branching
fraction for the D+s meson decay is calculated for each
tag mode α, and is given by
Bαsig =
NαDT
NαSTǫ
α
DT/ǫ
α
ST
, (3)
5where NαST and N
α
DT are the yields of ST events and DT
events, respectively, and ǫαST and ǫ
α
DT are the ST and DT
efficiencies for the tag mode α.
A. ST Analysis
All charged tracks must have a polar angle (θ) within
| cos θ| < 0.93, where θ is measured with respect to the
direction of the beam. Furthermore, all charged tracks,
apart from those from K0S candidates, are required to
point back to the interaction point (IP). This is achieved
by imposing Vr < 1 cm and |Vz | < 10 cm, where Vr and
|Vz | are the distances of the closest approach to the IP in
the transverse plane and along the positron beam direc-
tion, respectively. The information from the dE/dx and
TOF measurements are combined to evaluate the parti-
cle identification (PID) probability (L). A charged track
is assigned to be a kaon (pion) candidate if it satisfies
LK(π) > Lπ(K). Candidate K0S mesons are formed from
two oppositely charged tracks satisfying |Vz| < 20 cm
and | cos θ| < 0.93, which are assumed to be pions with-
out the imposition of further PID requirements. These
two tracks are constrained to have a common vertex and
the invariant mass of the pair is required to lie within
(0.487, 0.511) GeV/c2. The decay length of the K0S can-
didates is required to be larger than twice the uncertainty
of the decay length.
The D−s single-tag candidates are reconstructed in the
three tag modes, K+K−π−, K0SK
− and K0SK
+π−π−,
which all have high signal-to-noise ratios and yield the
highest sensitivity, according to studies performed on the
inclusive MC sample.
To suppress the background involving D∗ → Dπ de-
cays, the momenta of pions from the D−s decay are re-
quired to be greater than 0.1 GeV/c. The recoil mass
evaluated against the D−s candidate, Mrecoil(D
−
s ) =√(√
s− ED−
s
)2
− |~pD−
s
|2, is used to reject background
from non-D±s D
∗∓
s processes with the requirement that
2.06 < Mrecoil(D
−
s ) < 2.18 GeV/c
2. If there are several
D−s candidates in the event, only that one with recoil
mass closest to the D∗+s nominal mass is retained.
An unbinned maximum-likelihood fit is performed on
the MD−s spectrum of each of the three selected ST tag
modes, as shown in Fig. 1. In the fit, the signal shape
is taken from the distribution found in MC simulation,
using the kernel-estimation method [21] provided as a
RooKeysPdf class in ROOT [22], convolved with a Gaus-
sian function. The non-peaking background is described
by a second- or third-order Chebyshev polynomial. The
small peaking contribution seen in the D−s → K0Sπ−
mode is from D− → K0Sπ− decays and its shape is taken
from MC simulation, with the absolute normalization de-
termined from the fit.
All the selected D−s candidates are retained for further
analysis. The resultant yields, NαST, and the correspond-
ing selection efficiencies ǫαST, as determined from the sim-
)2c) (GeV/
s
-(DM
1.90 1.95 2.00
1
2
3
10×
1.9 1.95 2
Ev
en
ts
/1
0M
eV
10
20
10×
1.9 1.95 2
1
2
3
310×
K+K−π−
K0SK
−
K0SK
+π−π−
Fig. 1. Fit to the M
D
−
s
spectrum for each tag mode. The
dots with error bars are from the data. The blue solid lines
represent the total fit result. The red dashed line and green
long and dashed line are the signal shape, and non-peaking
background. The pink dotted line in the K0SK
− tag mode
corresponds to the peak background due to D− → K0Sπ−.
ulation, are summarized in Table 1. The total yield of
single tags is N totST = 186091±719, where the uncertainty
is statistical.
Table 1. Summary of NαST, ǫ
α
ST and ǫ
α
DT for the tag mode α.
All uncertainties are statistical only.
Mode NαST ǫ
α
ST (%) ǫ
α
DT (%)
K0SK
+ 31267±261 42.32±0.04 8.63±0.07
K+K−π+ 140277±635 49.33±0.18 9.62±0.08
K0SK
−π+π+ 14547±214 21.08±0.07 3.82±0.04
6B. DT Analysis
After the reconstruction of the ST D−s candidate, there
are required to be fewer than four unused charged tracks
in the event. We search for proton and electron candi-
dates among these unused tracks. The charged tracks are
assigned as proton candidates if they satisfy Lp > LK ,
and Lp > Lπ.
As shown in Fig. 2(a) the momentum of the electron
in the signal decay is typically very low. Consequently,
in most decays the electron is not reconstructed in the
detector. The presence of the pp¯ pair, however, is a suf-
ficiently distinctive signature for such events to be clas-
sified as signal, even in the cases when there is no track
reconstructed corresponding to the electron. In those
cases when a third track is found with lower momentum
than the p and p¯ candidates, which happens in about
5% of selected events, this track is assigned to be the
electron candidate without any PID requirement. Re-
quiring that the momentum of the electron candidate
is smaller than 0.09 GeV/c reduces background, whose
spectrum is also shown in Fig. 2(a). The missing mass-
squared MM2 = (
√
s− Etag − Esig)2 − (~ptag + ~psig)2 is
required to be larger than 0 GeV2/c4 to further reduce
the background from continuum qq¯ production, as shown
in Fig. 2(b). Here Etag, ~ptag and Esig, ~psig are the total
energy and momentum of the tag side and signal side,
respectively. As we ignore the momentum of the photon
or π0 from the D∗s decay, the signal has a predominantly
positive value of MM2 as can be seen in Fig. 2(b). The
DT efficiencies ǫαDT as summarized in Table 1 are deter-
mined from simulation and later corrected for the track-
ing and PID differences between data andMC simulation.
An extended unbinned maximum-likelihood fit to the
MD−
s
distribution of the tag meson is used to determine
the number of DT signal events. For the tag mode α, the
likelihood value is defined as
Lα = e
−(Nαsig+N
α
bkg)
nα!
× (4)
nα∏
i=1
(
NαsigPαsig(MD−s ) +NαbkgPαbkg(MD−s )
)
,
where nα = Nαsig +N
α
bkg is the number of total observed
DT events. Nαsig and N
α
bkg denote the fitted yields for sig-
nal and backgrounds, respectively, and Pαsig and Pαbkg are
the corresponding probability density functions (PDF) in
the fit. The PDF distributions are taken from simulation,
with the inclusive MC sample being used to represent the
background.
A simultaneous fit to the MD−
s
spectra from the three
tag modes is performed with the combined likelihood
Lcom = ∏3α=1 Lα, sharing the same branching fraction
of D+s → pp¯e+νe for each.
The fit results are shown in Fig. 3. The signal yields for
the three selected ST modes are determined to be 0.3+0.4−0.3,
1.4+1.8−1.3, 0.1±0.1, respectively, and the branching fraction
)c (GeV/eP
0.05 0.10 0.15
-
1 )
c
Ev
en
ts
 (3
Me
V/
0
200
400
(a)
2)2c (GeV/2MM
0.05− 0.00 0.05
-
1 )4
c/2
Ev
en
ts
 (0
.00
1 G
eV
0
20
40
60
80 (b)
Fig. 2. (a) The electron momentum (Pe) distribution in MC
simulation. The green and blue solid histograms represent
the signal and background distribution, respectively. The red
arrow shows the maximum value of Pe allowed in the selec-
tion. (b) The distribution of MM2 from MC simulation. The
red dotted histogram shows the background distribution from
the inclusive MC sample, which is completely dominated by
the continuum qq¯ process. The grey region is rejected by the
requirement that MM2 > 0 GeV2/c4. The solid green his-
togram shows the signal distribution.
is measured to be B(D+s → pp¯e+νe) = (0.50+0.63−0.44)× 10−4
with a significance of 1.2σ, where the uncertainty is sta-
tistical. Since no significant signals are seen, we set an
upper limit after taking into account the systematic un-
certainties.
IV. SYSTEMATIC UNCERTAINTIES
Possible sources of systematic bias are investigated,
and corresponding uncertainties are assigned as discussed
below. These uncertainties are listed and added in
quadrature in Table 2, apart from that component as-
sociated with the fit of the DT yields, which is accounted
separately.
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Fig. 3. Fits to M
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s
after DT event selection. The points
with error bars are data, and the blue solid lines show the
total fit result. The red and green dotted lines denote the
signal and background shapes, respectively.
A. Fitting ST M(D−s ) yields
A set of alternative fits is performed, in which the
following variations are applied: the background shape
is changed from a second- to a third-order Chebyshev
polynomial; the signal shape is changed from the MC-
simulated shape convolved with a single Gaussian func-
tion to the sum of two Gaussian functions; and the fitting
range is both increased and decreased by 5 MeV/c2. The
procedures are performed both on inclusive MC and data,
and the overall sum in quadrature of the observed differ-
ences in the efficiency corrected signal yields is taken as
the systematic uncertainty associated with fitting the ST
MD−s yields.
B. Tracking and PID
The uncertainties associated with the knowledge of the
tracking and PID efficiencies for the proton and anti-
proton are studied with a control sample of e+e− →
pp¯π+π− decays. The signal efficiency is re-weighted ac-
cording to the momentum distributions of the proton and
anti-proton. The uncertainties associated with the track-
ing and PID efficiencies are assigned to be 2.9% and 2.2%,
respectively.
C. MM2 requirement
The systematic uncertainty from the MM2 require-
ment is associated with the knowledge of the detector
resolution. To estimate this uncertainty a control sample
is selected, which has the same tag modes for the D−s
as in the nominal analysis, and where the other meson
is reconstructed in the mode D+s → K+K−π+, with the
pion then removed and treated as a missing particle. The
MM2 resolution is compared between data and MC sim-
ulation, and the difference is applied as additional smear-
ing to the signal MC sample. The difference between the
selection efficiencies with this treatment and the nominal
analysis is assigned as the systematic uncertainty due to
the MM2 requirement.
D. MC modeling
To estimate the systematic uncertainty due to the pos-
sibility of a pp¯ bound state, and its assumed mass and
width, we simulate and analyze new MC samples that in-
clude a resonant system in the decay. We vary the mass
of the system from 1.80 to 1.85 GeV/c2, and the width
from 10 to 100 MeV/c2 [5–7]. The largest relative change
of the signal efficiency is found to be 18% and is assigned
as the uncertainty from MC modeling.
E. Fitting
It is only necessary to consider the uncertainty on the
knowledge of the background shape, as that associated
with the signal distribution has negligible impact on the
result. The background shape is obtained using the ker-
nel estimation method [21] provided as a RooKeysPdf
Class in ROOT [22], based on the inclusive MC sample.
Unlike the other sources of uncertainties, the background
shape affects the likelihood function directly. We vary
the smoothing parameter of RooKeysPdf within a rea-
sonable range to obtain alternative background shapes.
We adopt the background shape that gives the largest
upper limit on the signal branching ratio to assign the
value of this component of the systematic uncertainties.
8Table 2. The relative systematic uncertainties (in percent).
Source Uncertainty
ST yields 0.8
Tracking efficiency 2.9
PID efficiency 2.2
MM2 requirement 1.0
MC modeling 18
Total 19
V. RESULT AND SUMMARY
The upper limit (UL) on the branching fraction is set
at the 90% confidence level (CL) according to
∫ UL
0 L(B)dB∫ 1
0
L(B)dB
= 0.9. (5)
Branching fraction
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Fig. 4. The likelihood distribution. The blue dotted line
denotes the likelihood distribution before the smearing, while
the red solid line shows the smeared likelihood.
Taking the systematic uncertainties (σǫ) into account
[23], the likelihood distribution of the branching fraction,
L(B) is determined by
L(B) ∝
∫ 1
0
L′(
ǫ
ǫ0
B) e−
(ǫ−ǫ0)
2
2σ2
ǫ dǫ, (6)
where L′ denotes the likelihood of the fit result, ǫ0 is the
nominal signal efficiency based on the signal MC sample,
and σǫ is the systematic uncertainty associated with the
signal efficiency. The likelihood L′ and smeared likeli-
hood L distributions are shown in Fig. 4, and the UL is
denoted by the red arrow.
In summary, by analyzing 3.19 fb−1 of e+e− annihila-
tion sample collected at
√
s = 4.178 GeV with the BE-
SIII detector, we perform the first search on the decay
D+s → pp¯e+νe, and an upper limit is set at the 90% CL
of
B(D+s → pp¯e+νe) < 2.0× 10−4.
In order to improve this limit, and approach the pre-
dicted branching ratio of Ref. [4], larger data samples
are needed, either at BESIII or at future experiments
such as Belle II experiment [24] and super tau-charm fac-
tory [25, 26].
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