We characterize the matrix sizes for which the Linpack Benchmark matrix generator constructs a matrix with identical columns.
Introduction
Since 1993, twice a year, a list of the sites operating the 500 most powerful computer systems is released by the TOP500 project [3] . A single number is used to rank computer systems based on the results obtained on the High Performance Linpack (HPL) Benchmark.
The High Performance Computing Linpack Benchmark consists of solving a dense linear system in double precision, 64-bit floating point arithmetic, using Gaussian elimination with partial pivoting. The ground rules for running the benchmark state that the supplied matrix generator, which uses a pseudorandom number generator, must be used in running the HPL benchmark. The supplied matrix generator can be found in HPL [2] which is an implementation of the High Performance Computing Linpack Benchmark. In the HPL benchmark program, the correctness of the computed solution is established and the performance is reported in floating point operations per sec (Flops/sec). It is this number that is used to rank computer systems across the world in the TOP500 list.
In May 2007, a large high performance computer manufacturer ran a twenty-hour-long High Performance Linpack benchmark. The run fails with the output result:
|| A x -b ||_oo / ( eps * ||A||_1 * N ) = 9.22e+94 ...... FAILED It turned out that the manufacturer chose n to be n = 2, 220, 032 = 2 13 · 217. This was a bad choice. In this case, the Linpack Benchmark matrix generator produced a matrix A with identical columns. Therefore the matrix used in the test was singular and one of the checks of correctness determined that there was a problem with the solution and the results should be considered questionable. The reason for the suspicious results was neither a hardware failure nor a software failure but a predictable numerical issue.
In this manuscript, we explain why the Linpack Benchmark matrix generator can generate matrices with at least two identical columns for particular matrix sizes n. We name this set of integers S. We characterize and give a simple algorithm to determine if a given n is in S.
Definition 1 We define S as the set of all integers such that the Linpack Benchmark matrix generator produces a matrix with at least two identical columns.
In Table 1 , we give the 40 smallest integers in S.
Some remarks are in order.
4. To verify the result, the input matrix and right-hand side are regenerated. The following scaled residuals are computed (ε is the relative machine precision):
A solution is considered numerically correct when all of these quantities are less than a threshold value of 16.
The last quantity ( r ∞ ) corresponds to a backward error in the infinite norm. The last two quantities ( r ∞ , r 1 ) are independent of the condition number of the coefficient matrix A and should always be less than a threshold value of the order of 1 (no matter how ill-conditioned A is). The first quantity ( r n ) is proportional to the inverse of the condition number of the coefficient matrix A so this quantity can be arbitrarily large if the coefficient matrix is not well-conditioned.
2
How the Linpack Benchmark matrix generator constructs a pseudorandom matrix
The pseudo-random coefficient matrix A from the Linpack Benchmark matrix generator is generated by the HPL subroutine HPL pdmatgen.c. In this subroutine, the pseudo-random generator uses a linear congruential algorithm [1, §3.2] X(n + 1) = (a * X(n) + c) mod m, with m = 2 31 . From [1, §3.2], we know that the maximum period of the sequence is at most m, and in our case, with HPL's parameters a and c, we can check that we indeed obtain the maximal period 2 31 . This provides us with a periodic sequence s such that s(i + 2 31 ) = s(i), for any i ∈ N. HPL fills its matrices with pseudo-random numbers by columns using this sequence s starting with A(1, 1) = s(1), A(2, 1) = s(2), A(3, 1) = s(3), and so on.
Definition 2 We define a Linpack Benchmark matrix generator, a matrix generator such that
and s is such that
Some remarks:
1. The assumption s(i) = s( j), for any 1 ≤ i, j ≤ 2 31 is true in the case of the Linpack Benchmark matrix generator. It can be relaxed to admit more sequences s for which some elements can be identical. However this assumption makes the sufficiency proof of the theorem in §4 easier and clearer.
2. It is important to note that the matrix generated by the Linpack Benchmark matrix generator solely depends on the dimension n. The Linpack Benchmark matrix generator requires benchmarkers to use the same matrix for any block size, for any number of processors or for any grid size.
3. Moreover, since the Linpack Benchmark matrix generator possesses its own implementation of the pseudo-random generator, the computed pseudo-random numbers in the sequence s depend weakly on the computer systems. Consequently the pivot pattern of the Gaussian elimination is preserved from one computer system to the other, from one year to the other.
4. Finally, the linear congruential algorithm for the sequence s enables the matrix generator for a scalable implementation of the construction of the matrix: each process can generate their local part of the global matrix without communicating or generating the global matrix. This property is not usual among pseudo-random generators.
3 Understanding S
Consider a large dense matrix of order 3·10 6 generated by the process described in Definition 2. The number of entries in this matrix is 9 · 10 12 which is above the pseudo-random generator period (2 31 ≈ 2.14 · 10 9 ). However, despite this fact, it is fairly likely for the constructed matrix to have distinct columns and even to be well-conditioned.
On the other hand, we can easily generate a "small" matrix with identical columns. Take n=2 16 , we have for any i = 1, . . . , n:
therefore the column 1 and the column 2 15 + 1 are exactly the same. The column 2 and the column 2 15 + 2 are exactly the same, etc. We can actually prove that 2 16 = 65, 536 is the smallest matrix order for which a multiple of a column can happen.
Another example of n ∈ S is n = 2 31 = 2, 147, 483, 648 for which all columns of the generated matrix are the same. Our goal in this section is to build more n in S to have a better knowledge of this set.
If n is a multiple of 2 0 = 1 and n > 2 31 then n ∈ S. (Note that the statement "any n is multiple of 2 0 = 1 and n > 2 31 " means n > 2 31 .) The reasoning is as follows. There are 2 31 indexes from 1 to 2 31 . Since there are at least 2 31 + 1 elements in the first row of A (assumption n > 2 31 ), then, necessarily, at least one index (say k) is repeated twice in the first row of A. This is the pigeonhole principle. Therefore we have proved the existence of two columns i and j such that they both start with the k-th term of the sequence. If two columns start with the index of the sequence, they are the same (since we take the element of the column sequentially in the sequence). The three smallest numbers of this type are
If n is a multiple of 2 1 = 2 and n > 2 30 then n ∈ S. If n is even (n = 2q), then the first row of A accesses the numbers of the sequence s using only odd indexes. There are 2 30 odd indexes between 1 and 2 31 . Since there are at least 2 30 + 1 elements in the first row of A (assumption n > 2 30 ), then, necessarily, at least one index is repeated twice in the first row of A. This is the pigeonhole principle. The three smallest numbers of this type are:
If n is a multiple of 2 2 = 4 and n > 2 29 then n ∈ S. If n is a multiple of 4 (n = 4q), then the first row of A accesses the numbers of the sequence s using only (4q + 1)-indexes. There are 2 29 (4q + 1)-indexes between 1 and 2 31 . Since there are at least 2 29 + 1 elements in the first row of A (assumption n > 2 29 ), then, necessarily, at least one index is repeated twice in the first row of A. This is the pigeonhole principle. The first three numbers of this type are: n = 2 2 * (2 27 + 1) = 536, 870, 916 ∈ S n = 2 2 * (2 27 + 2) = 536, 870, 920 ∈ S n = 2 2 * (2 27 + 3) = 536, 870, 924 ∈ S.
. . .
If n is a multiple of 2 13 and n > 2 18 then n ∈ S. This gives for example:
n 12 = 2 13 * (2 5 + 1) = 2 13 * 33 = 270, 336 ∈ S n 13 = 2 13 * (2 5 + 2) = 2 13 * 34 = 278, 528 ∈ S n 15 = 2 13 * (2 5 + 3) = 2 13 * 35 = 294, 912 ∈ S.
These three numbers correspond to entries (3, 2), (3, 3) and (3, 5) in Table 1 .
If n is a multiple of 2 14 and n > 2 17 then n ∈ S. This gives for example:
n 4 = 2 14 * (2 3 + 1) = 2 14 * 9 = 147, 456 ∈ S n 5 = 2 14 * (2 3 + 2) = 2 14 * 10 = 163, 840 ∈ S n 6 = 2 14 * (2 3 + 3) = 2 14 * 11 = 180, 224 ∈ S.
These three numbers correspond to entries (1, 4), (1, 5) and (2, 1) in Table 1 .
If n is a multiple of 2 15 and n > 2 16 then n ∈ S. This gives for example:
These three numbers correspond to entries (1, 2), (1, 3) and (1, 5) in Table 1 .
If n is a multiple of 2 16 and n > 2 15 then n ∈ S.
These three numbers correspond to entries (1, 1), (1, 3) and (2, 2) in Table 1 .
From this section, we understand that any n multiple of 2 k and larger than 2 31−k is in S. In the next paragraph, we prove that this is indeed the only integers in S which provides us with a complete characterization of S.
Characterization of S
Theorem: n ∈ S if and only if the matrix of size n generated by the Linpack Benchmark matrix generator has at least two identical columns if and only if n > 2 31−k where n = 2 k · q with q odd.
Proof:
⇐ Let us assume that n is a multiple of 2 k , that is to say n = 2 k · q, 1 ≤ q and let us assume that n > 2 31−k .
In this case, the first row of A accesses the numbers of the sequence s using only (2 k · q + 1)-indexes. There are 2 31−k (2 k · q + 1)-indexes between 1 and 2 31 . Since there are at least 2 31−k + 1 elements in the first row of A (assumption n > 2 31−k ), then, necessarily, at least one index is repeated twice in the first row of A. This is the pigeonhole principle. If two columns start with the same index in the sequence, they are the same (since we take the element of the column sequentially in the sequence).
⇒ Assume that there are two identical columns i and j in the matrix generated by the Linpack Benchmark matrix generator (i = j). Without loss of generality, assume i > j. The fact that column i is the same as column j means that these columns have identical entries, in particular, they share the same first entry. We have A(1, i) = A(1, j).
From this, Equation (4) implies
Equation (5) states that all elements in a period of length 2 31 are different, therefore, since i = j, we necessarily have 1
This implies
We now use the fact that n = 2 k · q with q odd and get
Since q is odd, this last equality implies that 2 31 is a divisor of (i − j) · 2 k . This writes
From which, we deduce that
A upper bound for i is n, a lower bound for j is 1; therefore,
We conclude that, if a matrix of size n generated by the Linpack Benchmark matrix generator has at least two identical columns, this implies n > 2 31−k where n = 2 k · q with q odd.
Anomalies in Matrix Sizes Reported in the June 2008 Top500 List
Readers of this manuscript may be surprised to find three entries in the TOP 500 data from June 2008 with matrix sizes that lead to matrices with identical columns if the HPL test matrix generator is used. These three entries are given in 6 How to fix the problem Between 1 and 1 · 10 6 , there are 49 matrix sizes in S (see Table 1 ). Between 1 and 3 · 10 6 , there are 1, 546 matrix sizes in S (see Appendix B). Therefore, for this order of matrix size, there is a good chance to choose a matrix size that is not in S. Unfortunately benchmarkers tend to pick multiples of high power of 2 for their matrix sizes which increases the likelihood of picking an n ∈ S.
1. The obvious recommendation is to choose any n as long as it is odd. In the odd case if n < 2 31 ≈ 4·10 9 , then n / ∈ S.
2. A check can be added at the beginning of the execution of the Linpack Benchmark matrix generator. The C-code looks as follows:
long long int m,n; int i,k,t,s; s = 31; m=n; k=0; while (m%2==0) {k++; m=m/2;} m=1; t=0; while (m<=n) {t++; m=m*2;} if (t+k>s) i = 1; else i = 0;
n is the matrix size, 2 s is period of the pseudo-random number generator (s = 31 in our case) and i is the output flag. If i = 1, then n ∈ S. If i = 0, then n / ∈ S. (The check could also consist of looking over the data given in Appendix B).
3. If n ∈ S, one can simply pad the matrix with an extra line. This can be easily done in the HPL code HPL pdmatgen.c by changing the variable jump3 from M to M+1 whenever n ∈ S.
4. Another possibility is to increase the period of the pseudo-random generator used. For example, if the pseudo-random generator had a period of 2 64 and if n ≤ 2 32 , then, assuming (i = j ⇒ s(i) = s( j)), entries would never repeat.
We are planning to correct the problem.
[3] http://www.top500.org/.
A The 1, 564 matrix sizes of n from 1 to 3, 000, 000 for which the Linpack Benchmark matrix generator will construct a matrix with identical columns 
