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PREFACE 
The McDonnell Douglas Astronautics Company has been engaged in a Space 
Station Data System Analysis/Architecture Study for the National Aeronautics 
and Space Administration, Goddard Space Flight Center. This study, which 
emphasized a system engineering design for a complete, end-to-end data system, 
was divided into six tasks: 
Task 1. Functional Requirements Definition 
Task 2. Options Development 
Task 3. Trade Studies 
Task 4. System Definitions 
Task 5. Program Plan 
Task 6. Study Maintenance 
McDonnell Douglas was assisted by the Ford Aerospace and Communications 
Corporation, IBM Federal Systems Division and RCA i n  these Tasks. The Task 
inter-relationship and documentation flow are shown i n  Figure 1. 
This report was prepared for the National Aeronautics and Space 
Administration Goddard Space Flight Center under Contract No. NAS5-28082 
Questions regarding this report should be directed to: 
Glen P. Love 
Study Manager 
McDonnell Douglas Astronautics Company 
Huntington Beach, CA 92647 
(714) 896-2292 
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SSDS A/A STUDY PROGRAM PLAN REPORT 
1.0 INTRODUCTION 
The McDonnel Douglas As t ronaut ics  Company has been engaged i n  a Space S t a t i o n  
Data System (SSDS) Ana lys is /Arch i tec tu re  A/A Study f o r  t he  Na t iona l  
Aeronaut ics  and Space Admin is t ra t ion ,  Goddard Space F l i g h t  Center. This 
Systems Engineer ing study which prov ides SSDS On-Board and Ground segment . 
"strawman" designs w i t h i n  an end-to-end d e f i n i t i o n  i s  d i v i d e d  i n t o  the  
f o l l o w i n g  s i x  tasks:  
Task 1 - Requirements D e f i n i t i o n  
Task 2 - Options Development 
Task 3 - Trade Studies 
Task 4 - System D e f i n i t i o n  
Task 5 - Program Plan 
Task 6 - Study Maintenance 
The p r e l i m i n a r y  Task 1 Report was publ ished f o r  NASA rev iew i n  October, 1984. 
Wi th  the  concurrency o f  t he  SSDS A/A Study and t h e  Space S t a t i o n  Level  B 
a c t i v i t i e s  i n  the  second quar te r  o f  1985, NASA e lec ted ,  by Cont rac t  
M o d i f i c a t i o n ,  t o  acce le ra te  the study schedule t o  d e l i v e r  p r e l i m i n a r y  Task 2, 
3 and 4 Reports ( p l u s  an update t o  t h e  Task 1 Report)  i n  May, 1985, t o  support  
t h e  JSC SSIS Workshop. 
The Task 1, 3 and 4 Reports were rev ised and re - issued I n  August, 1985 based 
on comments generated from NASA/Industry rev iew o f  t he  p r e l i m i n a r y  r e p o r t s  and 
f rom Quar te r l y  Review presentat ions.  Task 5 p r e l i m i n a r y  r e p o r t  o f  October 
1985 was reviewed by NASA/Endustry, r e s u l t i n g  updates and expanslons o f  cos t  
backup have been inc luded i n  t h i s  submi t ta l .  
1 
This  r e p o r t  conta ins t h e  f i n a l  output o f  t h e  Program Plan (Task 5 )  e f f o r t .  
The r e p o r t  provides NASA w i t h  SSDS Program Schedule, Program Costs, and 
Advanced Technology Development recommendations as d e t a i l e d  I n  Sect ions 2 ,  3 ,  
and 4 r e s p e c t i v e l y .  
A summary o f  t h e  SSDS A/A Study Report p u b l i c a t i o n  schedule i s  provided i n  
F igure  1 .1 .  
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2.0 Executive Summary 
2.1 Introduction 
The original scope of the Task 5 Program Plan defined in the contractual 
Statement Of Work included detailed cost estimates and schedules, along with 
comprehensive program management and procurement strategies for the 
implementation of the complete system. The Program Plan scope was reduced, 
however, as part of the over-all study adjustments to accelerate the Task 2, 
3, and 4 Reports in support of the Johnson Space Center SSIS Workshop, May 
1985. As a result, the Program Plan, was re-defined to consist of  the 
following efforts: 
o SSDS cost estimates (both On-Board and Ground segments) 
o Summary program schedules 
o Advanced Technology Development Recommendations 
The SSDS elements addressed within these efforts are the On-Board and Ground 
system definitions provided within Section 6.0 and 1 . 0  respectively o f  the 
SSDS A/A Study Task 4 Report. 
The efforts itemized above are discussed in detail in Sections 3.0, 4.0 and 
5.0 of this report; it is the intent of this section to summarize the 
discussions and conclusions of those sections. 
2.2 SSDS Summary Costs 
Figure 2.2-1 provides a graphic over-view of the Work Breakdown Structure 
(WBS) developed for this Program Plan. Costs have been generated to the lower 
levels of this WBS but a generally reported only at the higher levels. 'Below 
the line' cost categories, Management, Systems Engineering and Integration 
SE&I, etc. have been collected agalnst both On-Board and Ground segments and 
are so reported within the cost summaries. 
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D e t a i l e d  ground r u l e s  and assumptions f o r  t h e  SSDS c o s t  es t imates  a r e  prov ided 
i n  Sec t i on  3.0 and w i l l  n o t  be dup l i ca ted  here  except  t o  n o t e  t h a t :  
o Implementat~on/operational cos ts  for t h e  Sof tware Support Environment 
(SSE) and Development, S imulat ion,  I n t e g r a t i o n  and T r a i n i n g  ( D S I T )  
d i s t r i b u t e d  c a p a b i l i t i e s  a re  n o t  inc luded.  
o Only I O C  cos ts  a re  provided; growth i s  n o t  addressed. 
o On-Board system implementation cos ts  a r e  p rov ided through i n t e g r a t i o n  
o f  SSDS elements i n t o  t h e i r  assoc ia ted  launch packages, b u t  launch 
and o n - o r b i t  ' bu i l d -up '  support cos ts  a r e  excluded. No opera t i ona l  
cos ts  for t h e  On-Orblt elements have been prov ided.  
o Opera t iona l  cos ts  f o r  Ground f a c i l i t i e s  a re  l i m i t e d  t o  the  s t a f f i n g  
requ i red  t o  ma in ta ln  t h e  f a c i l i t i e s ;  m iss ion  unique cos ts  a r e  n o t  
i nc 1 uded . 
o The p l a t f o r m  complement was l i m i t e d  t o  p o l a r - o r b i t i n g  p la t fo rm,  
launch 1 ,  POP1 deployment concur ren t  w i th  S t a t i o n  I O C  f o l l owed  by 
POP2 then c o - o r b i t i n g  p l a t f o r m  COP on s i x  month centers .  
o T o t a l  hardware commonality was assumed between S t a t i o n  and p la t fo rms  
p l u s  a h i g h  degree o f  sof tware commonality. 
o Cost methodology and c o s t  da ta  p rov ided i n  t h i s  r e p o r t  represent  
eng ineer ing  est imates and should n o t  be const rued as p r i c i n g  da ta  or 
used t o  develop p r i c i n g  data. 
2.2.1 Space Seqment Cost Summaries 
Costs f o r  t h e  Space Segment, WBS i t e m  1.0, i n c l u d i n g  H/W and S/W development, 
i n t e g r a t i o n  t e s t s ,  and the  r e c u r r i n g  H/W produc t ion  runs f o r  t he  Space 
S t a t i o n ,  POP1, POP2, and COP t o t a l l e d  f445 .4M;  a breakdown o f  t h i s  cos t  i n t o  
i t s  component WBS elements i s  prov ided i n  Table 2.2.1-1. 
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2.2.2 Ground Segment Cost Summaries 
WBS item 2.0 costs for the implementation of the nine ground facilities 
totalled $402.36#; a breakdown of this cost is provided in Table 2.2.2-1. 
2.2.3 Total SSDS Costs 
The total SSDS costs, consisting of the all WBS element costs is $1143.58M, 
representing $339.02M recurring and J804.56M non-recurring effort. A 
breakdown of these costs into the top level WBS elements is provided in Table 
2.2.3-1. 
2.2.4 Code S and Code T Funding 
As part of the costing effort, NASA requested an estimate of funding 
responsibilities and associated SSDS costs for the Code S and Code T 
entities. 
summarized in Appendix A .  The costs resulting from the allocation i s :  
The funding allocation, derived from NASA inputs and guidelines is 
Code S: $814.9M Code T: $328.7M 
2.3 Program Schedule 
The SSDS program scheduling effort has adopted milestones Contract Start Date 
(CSD), Preliminary Design Review (PDR), Critical Design Review ( C D R ) ,  1st 
Launch, and Initial Operating Capability (IOC), provided by NASA to the Level 
C/D activities. The Platform complement and deployment have not been as 
clearly defined therefore platform schedule assumptions have been made based 
on the Space Station Level C/D schedule and the Woods Hole update to the 
Langley Data Base. These assumptions are: 
o POPl will be operationally deployed concurrent with Space Station IOC. 
o POP2 will be deployed six months after POPl. 
o The COP will be deployed six months after POP2. 
Note that POP3, identified in the Langley Data Base, has been associated with 
the growth period and has not been addressed. 
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Schedules f o r  t he  Space and Ground segments a re  p rov ided i n  Sec t ion  4.0. 
noted i n  t h a t  sec t ion ,  the schedules a re  presented i n  s imple bar  c h a r t  form 
only ;  i d e n t i f i c a t i o n  o f  key i n t e r - r e l a t i o n s h i p s  and c r i t i c a l  paths were no t  
addressed. 
A s  
2.4 Advanced Development Recomnendations 
A s  p a r t  o f  t h e  Program Plan, NASA requested advanced technology development 
recommendations addressing technologies u t i l i z e d  w i t h i n  t h e  s tudy strawman 
d e f i n i t i o n s  t h a t  r e q u i r e  advanced development bu t  a re  n o t  covered adequately 
w i t h i n  e x i s t i n g  NASA sponsored a c t i v i t l e s .  Sec t ion  5.4 l i s t s  technologies 
u t i l i z e d  d i r e c t l y  w i t h i n  the  strawman designs t h a t  w i l l  r e q u i r e  demonstrat ion 
p r i o r  t o  p r e l i m i n a r y  design dec ls lons p l u s  those technologies w i t h  h igh  
p o t e n t i a l  b e n e f i t  t o  t he  SSDS development b u t  which were d iscarded because o f  
h i g h  development r i s k .  
A comp i la t i on  o f  t h e  NASA advanced development p lans  was obta ined from two 
sources: f l r s t  and foremost was the Data Management System Advanced 
Development P r o j e c t  Plan; t h e  second source was t h e  Comerce Business D a i l y  
which was surveyed f o r  supplemental NASA sponsored development. 
The l i s t  o f  Study technologies was mapped onto t h e  NASA advanced development 
p lans  and evaluated. The eva lua t ion  l e d  t o  the  recommendations t h a t  the  
f o l l o w i n g  technologies by sponsored i n  f u r t h e r  development: 
o D i s t r i b u t e d  Data Base Management 
o End-to-End Protocols/Formats 
o Command/Resource Management 
o F l i g h t  Q u a l i f i e d  A I  Machines 
A d d i t i o n a l  d e t a i l s  of t he  above subjects a re  prov ided i n  the  approp r ia te  
s e c t i o n  o f  t h i s  r e p o r t .  
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3.0 Program Cost Estimates 
3.1 I n  t roduc t i on 
The SSOS i s  t h e  combination o f  hardware and so f tware  t h a t  p rov ides  command 
and da ta  management se rv i ces  t o  Space S t a t i o n / P l a t f o r m  sub-systems and 
customers, b o t h  on o r b i t  and on ground. Both bas i c  segments, On-board and 
Ground have been addressed w i t h i n  the  SSDS A/A  Study and bo th  have been c o s t  
est imated as discussed I n  t h e  f o l l o w i n g  sec t ions .  
The Work Breakdown S t r u c t u r e  de f ined f o r  t h e  Program Plan i s  presented and 
d iscussed i n  Sect ion  3.3; est imated cos ts  a r e  c o n s i s t e n t  w i t h  t h a t  s t r u c t u r e ,  
however c o s t  r e p o r t i n g  i s  genera l l y  t o  t h e  h ighe r  l e v e l s .  
The c o s t i n g  e f f o r t  Scope, Groundrules and Assumptions, presented i n  Sec t ions  
3.2 and 3.4 r e s p e c t i v e l y ,  s i g n i f i c a n t l y  bound and t a i l o r  t h e  e f f o r t  and should 
be c a r e f u l l y  reviewed t o  f u l l y  understand t h e  subsequent c o s t  summaries. 
Methodologies u t i l i z e d  i n  Space and Ground segment es t imates  a r e  p rov ided  i n  
Sec t i on  3.5. 
F i n a l l y ,  t h e  c o s t  summaries a re  prov ided i n  Sec t i on  3.6. A sirb-section i s  
p rov ided  f o r  each segment fo l l owed  by summaries o f  t h e  t o t a l  system. The 
l a t t e r  summaries p rov ide  t r a d i t i o n a l  ' non - recu r r i ng '  vs ' r e c u r r i n g '  break-out  
and es t imates  o f  NASA Code S and Code T fund ing  r e s p o n s i b i l i t i e s .  
The c o s t  methodology and c o s t  da ta  p rov ided i n  t h i s  s e c t i o n  represent  
' eng inee r ing '  est imates and should n o t  be const rued as p r i c i n g  da ta  o r  be used 
t o  develop p r i c i n g  data. 
3.2 Scope 
Cost est imates a re  prov ided f o r  the implementat ion (hardware and so f tware)  and 
opera t i on  o f  t h e  SSDS Space and Ground System D e f i n i t i o n s  as p rov ided  i n  the  
SSDS A/A Task 4 Report. Elements de f i ned  t o  be o u t s i d e  t h e  c o n t r a c t u a l  scope 
of t h e  Study, i . e .  unique subsystern/user func t i ons ,  Communications & Track ing,  
Audio/Video, Ground D i s t r i b u t i o n  Networks, e t c .  a r e  excluded f rom t h i s  e f f o r t .  
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Growth phase deslgn/implementation was n o t  de f i ned  w i t h i n  t h e  Study and w i l l  
n o t  t h e r e f o r e  be est imated.  
spares have been prov ided f o r  t h e  ten  (10)  years f o l l o w i n g  I O C  and w i l l  be 
based on t h e  I O C  c o n f i g u r a t i o n .  
Ground system o p e r a t i o n  cos ts  and On-Board system 
The p l a t f o r m  complement de f i ned  w i t h i n  t h e  Woods Hole update t o  the  Langley 
M iss ion  Data Base prov ides  two (2 )  p o l a r  o r b i t i n g  p l a t f o r m s  (POP'S) and one 
(1) c o - o r b i t i n g  p l a t f o r m  ( C O P )  e a r l y  i n  t h e  i n i t i a l  o p e r a t i o n a l  p e r i o d  o f  t h e  
Space S t a t i o n  Program. A t h i r d  POP i s  p rov ided i n  t h e  1996 t ime frame. Th is  
l a s t  p l a t f o r m  i s  cons idered t o  be p a r t  o f  t h e  growth phase and has n o t  been 
addressed. 
The On-Board Systems d e f i n i t i o n  f o r  t h e  c o s t  e f f o r t  i s  p rov ided i n  F igu re  
3.2-1 and Table 3.2-1; t h e  Ground System d e f i n i t i o n  I s  p rov ided I n  F igu re  
3.2-2 and Table 3.2-2. The f a c i l i t i e s  i nc luded  i n  t h e  p r i c i n g  and a summary 
o f  t h e  hardware i tems a r e  shown. 
The Sof tware Support Environment too l s ,  hardware and opera t i on  and t h e  
Development, S imu la t ion ,  I n t e g r a t i o n  b T r a i n i n g  c a p a b i l i t i e s  were n o t  i nc luded  
i n  t h e  c o s t  est imates.  These d l s t r i b u t e d  c a p a b i l i t i e s  were n o t  s u f f i c i e n t l y  
de f i ned  t o  be i nc luded  i n  the  Task 4 Report "strawman" designs and have been 
l e f t  t o  t h e  Level B Cont rac tor  s tud ies t o  des ign  and cos t .  
S imu la t i on /T ra in ing  hardware and sof tware elements a r e  a l s o  excluded a long 
w i t h  ground vers ions  o f  f l i g h t  hardware. 
The Onboard SSDS hardware and sof tware components represent  o n l y  a p o r t i o n  o f  
t h e  o v e r a l l  Space S t a t l o n / P l a t f o r m  e n t i t i e s .  I t  i s  t h e r e f o r e  d i f f i c u l t ,  i f  
n o t  l ess  than meaningfu l ,  t o  i d e n t l f y  unlque SSDS cos ts  w i t h i n  t h e  Launch and 
On-Orbit Assembly/Act ivat ion operat ions.  Implementat ion cos ts  o f  t he  On-Board 
system have been t runca ted  a t  t h e  complet ion o f  the  i n t e g r a t i o n  o f  t h e  SSDS 
elements l n t o  t h e i r  app rop r ia te  Launch Packages. 
on-board opera t l ona l  support and subsystem i n t e g r a t i o n  suppor t  have n o t  been 
est imated;  t he  r e c u r r i n g  costs  a re  l i m i t e d  t o  t h e  hardware p roduc t i on  run  
cos ts .  
Launch and Bu i ld -up  suppor t  
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T a b l e  3 . 2  - 1 
On-Board SSDS System D e f i n i t i o n  (Cost  N o d e l )  
Space S t a t i o n  
o Hardware E l e m e n t 2  SDP's N S U ' s  MPAC's BRIDGE'S MQSS STOR's 
( F l t  U n i t s f S p a r e s )  1 6 / 1 2  381118 615 2 4 / 1 0  5 / 4  
o S o f t w a r e  Elements: 
o O p e r a t i n g  Systems: ProcessorIMPAC OS N/W OS 
(KBytes/SLOC's) 16Q/40  4 1 0 / 1 0 2 . 5  
o A p p l i c a t i o n s :  A P P l i c a t i o n  Pams S a  (KBytes/KSLOC's)  
Power 4431  1 1  1 
GNbC 8 7 8 / 2 2 9  
Thermal 761 19 
ECLS 1 1 7 / 2 9  
S t r u c t  IMec h 1 0 8 / 2 7  
Cr en 2 1 9 / 5 3  
Coma & Track  451 /113  
I n f o  t D a t a  Mgmt 1 6 28 / 4 07 
P / L  Accoa 4 6 6 / 1 1 7  
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Table 3.2 - 1 - Cont'd 
On-Board SSDS System Definition (Cost M o d e l )  
Platf o r i s  
o Hardware Elements: SLIP'S NIU'5 BRIDGE'S MASS STOR's 
(Flt Units/Spares) 1816 1816 21 I 31 1 
o Software Elements: Note - Figures represent modification effort o f  
Space Station baseline software 
o Operatinp Systems: SDP as N/W os 
(KRytesIKSLOC's) 2015 50112.5 
o Apolications: 490 K%ytes/126 KSLOC's 
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Ground opera t i on  cos ts  a r e  l i m i t e d  t o  the  s t a f f l n g / o p e r a t i o n s  r e q u i r e d  t o  
m a i n t a i n  each f a c i l i t y ;  m iss ion  unique requirements a r e  n o t  est imated.  
Fore ign  invo lvment  has n o t  been considered i n  SSDS a c q u i s i t i o n  and opera t ions  
c o s t i n g  
Customer generated Income f rom SSDS Serv ices w i l l  n o t  be est imated 
Per iods o f  performance f o r  t h e  cos t  e s t i m a t i o n  have been e x t r a c t e d  from t h e  
schedules, a l s o  based on t h e  WBS, p rov ided i n  Sec t ion  4.0. 
T o t a l  cos ts  and time-phased d I s t r i b u t I o n s  (by  government f i s c a l  year )  a re  
summarized i n  Sec t ion  3.6 i n  t h e  f o l l o w i n g  formats:  
o On-Board and Ground System costs  
o F u l l  system cos ts  
o Non-Recurring vs Recur r ing  Costs 
o Code T and Code S c o s t  r e s p o n s j b i l i t i e s  
I n  a l l  t h e  above cos ts  a re  prov ided i n  1987 d o l l a r s ,  (esca la ted  f rom 1985 
d o l l a r s  by a f a c t o r  o f  1.124). 
3.3 Work Breakdown S t r u c t u r e  (WBS) 
The f o l l o w i n g  Work Breakdown S t ruc tu re  has been generated f o r  t h e  SSDS A / A  
Study Program Plan Cost and Schedule E f f o r t .  Table 3.3-1 p rov ldes  t h e  WBS i n  
t a b u l a r  form; F igu re  3.3-1 prov ides t h e  WBS i n  g raph ic  form. Table 3.3-2 
p rov ides  the  WBS D i c t i o n a r y .  
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Table 3.3-1 
SSDS A/A STUDY PROGRAN PLAN WORK BREAKDOWN STRUCTURE 
0.0 SSDS 
1.0 SPACE SEGMENT 
1.1 SPACE STATION 
1.1.1 HARDWARE 
1.1.1.1 PROCESSORS 
1 . 1 .l .2 NETWORK INTERF 
1.1.1.3 BRIDGES 
1.1.1.4 GATEWAYS 
U N I T  
1.1.1.5 LOCAL AREA NETWORK 
1.1.1 - 6  MASS STORAGE DEVICES 
1.1.1.7 WORKSTATIONS 
1.1.2 SOFTWARE 
1.1.2.1 OPERATING SYSTEM 
1 - 1  -2.2 APPLICATION 
1 . l  .2.3 MAINTENANCE 
1.1 -3 INTEGRATION 
1.2 CO-ORBITING PLATFORM 
1 .2.1 HARDWARE 
1.2.1.1 PROCESSORS 
1.2.1.2 N I U ' S  
1.2.1.3 BRIDGES 
1.2.1.4 GATEWAYS 
1.2.1.5 LOCAL AREA NETWORK 
1.2.1.6 MASS STORAGE DEVICES 
1 .2.2 SOFTWARE 
1 .2.2.1 OPERATING SYSTEM 
1.2.2.2 APPLICATION 
1.2.3 INTEGRATION 
1.3 POLAR ORBITING PLATFORM 
1 .3.1 HARDWARE 
1.3.1.1 PROCESSORS 
1.3.1.2 N I U ' S  
1.3.1.3 BRIDGES 
1 .3.1 . 4  GATEWAYS 
1.3.1.5 LOCAL AREA NETWORK 
1.3.1.6 MASS STORAGE DEVICES 
1 .3.2 SOFTWARE 
1 -3.2.1 OPERATING SYSTEM 
1.3.2.2 APPLICATION 
1.3.3 INTEGRATION 
( N I U ' S )  
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T a b l e  3.3-1 (cont'd) 
2.0 GROUND SEGMENT 
2.1 DATA HANDLING CENTER 
2.1 .l HARDWARE 
2.1 - 1  - 1  PROCESSORS 
2.1 -1.2 N I U ' S  
2.1.1.3 BRIDGES 
2.1.1.4 GATEWAYS 
2.1.1.5 LOCAL AREA NETWORKS 
2.1 .l -6 LOCAL BUSSES 
2.1.1.7 MASS STORAGE DEVICES 
2.1.1.8 WORKSTATIONS 
2.1.2 SOFTWARE 
2.1 .2.1 OPERATING SYSTEMS 
2.1 .2.2 APPLICATION 
2.1.3 F A C I L I T Y  INTEGRATION & ACTIVATION 
2.2 LEVEL ZERO PROCESSING F A C I L I T Y  (LZPF)  - GODDARD SPACE FLIGHT CENTER (GSFC) 
LOW- RATE 
2.2.1 HARDWARE 
2.2.1.1 
2.2.1.2 
2.2.1.3 
2.2.1.4 
2.2.1.5 
2.2.1 -6 
2.2.1.7 
2.2.1.8 
PROCESSORS 
N I U ' S  
BRIDGES 
GATEWAYS 
LOCAL AREA NETWORKS 
LOCAL BUSSES 
MASS STORAGE DEVICES 
WORKSTATIONS 
2.2.2 SOFTWARE 
2.2.2.1 OPERATING SYSTEMS 
2.2.2.2 APPLICATION 
2.2.3 F A C I L I T Y  INTEGRATION 
2.3 LEVEL ZERO PROCESSING F A C I L I T Y  - GSFC HIGH-RATE 
2.3.1 HARDWARE 
2.3.1 .l PROCESSORS 
2.3.1.2 N I U ' S  
2.3.1 -3 BRIDGES 
2.3.1.4 GATEWAYS 
2.3.1.5 LOCAL AREA NETWORKS 
2.3.1.6 LOCAL BUSSES 
2.3.1.7 MASS STORAGE DEVICES 
2.3.1.8 WORKSTATIONS 
2.3.2 SOFTWARE 
2.3.2.1 OPERATING SYSTEMS 
2.3.2.2 APPLICATION 
2.3.3 F A C I L I T Y  INTEGRATION 
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Table 3.3-1 ( c o n t ' d )  
2.4 LEVEL ZERO PROCESSING F A C I L I T Y  - JET PROPULSION LABORATORY ( J P L )  HIGH-RATE 
2.4.1 HARDWARE 
2.4.1 .l PROCESSORS 
2.4.1.2 N I U ' S  
2.4.1.3 BRIDGES 
2.4.1 .4 GATEWAYS 
2.4.1.5 LOCAL AREA NETWORKS 
2.4.1.6 LOCAL BUSSES 
2.4.1.7 MASS STORAGE DEVICES 
2.4.1.8 WORKSTATIONS 
2.4.2 SOFTWARE 
2.4.2.1 OPERATING SYSTEMS 
2.4.2.2 APPLICATION 
2.4.3 F A C I L I T Y  INTEGRATION 
2.5 GROUND SERVICES CENTER 
2.5.1 HARDWARE 
2.5.1.1 PROCESSORS 
2.5.1.2 N I U ' S  
2.5.1.3 BRIDGES 
2.5.1.4 GATEWAYS 
2.5.1.5 LOCAL AREA NETWORKS 
2.5.1 .6 LOCAL BUSSES 
2.4.1.7 MASS STORAGE DEVICES 
2.5.1 .8 WORKSTATIONS 
2.5.2 SOFTWARE 
2.5.2.1 OPERATING SYSTEMS 
2.5.2.2 APPLICATION 
2.5.3 F A C I L I T Y  INTEGRATION 
2.6 SPACE STATION OPERATIONAL CONTROL CENTER 
2.6.1 HARDWARE 
2.6.1 .l PROCESSORS 
2.6.1.2 N I U ' S  
2.6.1.3 BRIDGES 
2.6.1.4 GATEWAYS 
2.6.1.5 LOCAL AREA NETWORKS 
2.6.1 .6 LOCAL BUSSES 
2.6.1.7 MASS STORAGE DEVICES 
2.6.1.8 WORKSTATIONS 
2.6.2 SOFTWARE 
2.6.2.1 OPERATING SYSTEMS 
2.6.2.2 APPLICATION 
2.6.3 F A C I L I T Y  INTEGRATION 
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Table 3.3-1 (cont'd) 
2.7 SPACE STATION ENGINEERING DATA CENTER 
2.7.1 HARDWARE 
2.7.1.1 PROCESSORS 
2.7.1.2 N I U ' S  
2.7.1.3 BRIDGES 
2.7.1 .4 GATEWAYS 
2.7.1.5 LOCAL AREA NETWORKS 
2.7.1.6 LOCAL BUSSES 
2.7.1.7 MASS STORAGE DEVICES 
2.7.1.8 WORKSTATIONS 
2.7.2 SOFTWARE 
2.7.2.1 OPERATING SYSTEMS 
2.7.2.2 APPLICATION 
2.7.3 F A C I L I T Y  INTEGRATION 
2.8 POP/COP CONTROL CENTER 
2.8.1 HARDWARE 
2.8.1 .l PROCESSORS 
2.8.1.2 N I U ' S  
2.8.1.3 BRIDGES 
2.8.1.4 GATEWAYS 
2.8.1.5 LOCAL AREA NETWORKS 
2.8.1.6 LOCAL BUSSES 
2.8.1.7 MASS STORAGE DEVICES 
2.8.1.8 WORKSTATIONS 
2.8.2 SOFTWARE 
2.8.2.1 OPERATING SYSTEMS 
2.8.2.2 APPLICATION 
2.8.3 FACIL ITY. INTEGRATION 
2.9 POP/COP ENGINEERING DATA CENTER 
2.9.1 HARDWARE 
2.9.1 .l PROCESSORS 
2.9.1.2 N I U ' S  
2.9.1.3 BRIDGES 
2.9.1.4 GATEWAYS 
2.9.1.5 LOCAL AREA NETWORKS 
2.9.1 .6 LOCAL BUSSES 
2.9.1.7 MASS STORAGE DEVICES 
2.9.1.8 WORKSTATIONS 
2.9.2 SOFTWARE 
2.9.2.1 OPERATING SYSTEMS 
2.9.2.2 APPLICATION 
2.9.3 F A C I L I T Y  INTEGRATION 
3.0 MANAGEMENT 
3.1 SPACE SEGMENT 
3.2 GROUND SEGMENT 
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T a b l e  3.3-1 ( c o n t ' d )  
4 . 0  SYSTEM ENGINEERING & INTEGRATION ( S E & I )  
4 . 1  SPACE SEGMENT 
4 . 2  GROUND SEGMENT 
5 .0  PRODUCT ASSURANCE 
5 . 1  SPACE SEGMENT 
5 . 2  GROUND SEGMENT 
6.0 SYSTEM TEST & VERIF ICATION 
6 . 1  SPACE SEGMENT 
6 . 2  GROUND SEGMENT 
7 .0  GROUND SUPPORT EQUIPMENT (GSE) 
8.0 OPERATIONS & SUPPORT 
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Table 3.3-2 
WBS D I C T I O N A R Y  
X . 1  HARDWARE (Genera l ) :  Con t rac t  End I t e m  (B lack  Box) c o s t s  
Inc ludes :  
o DDTLE Costs 
o P roduc t i on  ( &  Spares) c o s t s  
X . X . l . 1  PROCESSORS: A l l  SSDS processors used o n - o r b i t  o r  on-ground 
X . X . 1 . 2  N I U ' s :  A l l  network i n t e r f a c e  u n i t s  used o n - o r b i t  on on-ground 
X . X . 1 . 3  BRIDGES: A l l  b r i dges  used t o  i n t e r c o n n e c t  SSDS Local  Area Networks 
(LAN's) 
X . X . 1 . 4  GATEWAYS: A l l  SSDS gateways 
X . X . 1 . 5  LOCAL AREA NETWORKS: A l l  hardware assoc ia ted  w i t h  t h e  on-board and 
ground LAN's 
X . X . 1 . 6  LOCAL BUSSES: A l l  l o c a l  (back end) and p o i n t - t o - p o i n t  buss ing  used i n  
on-board and on-ground systems 
X . X . 1 . 7  MASS STORAGE DEVICES:  A l l  mass s to rage dev ices  and assoc ia ted  suppor t  
hardware 
X . X . 1 . 8  WORKSTATIONS: A l l  wo rks ta t i ons  and assoc ia ted  hardware, on-board and 
on-ground 
X . 2  SOFTWARE (Genera l ) :  So f tware  costs w i l l  i n c l u d e :  
o Design, Development, Coding, V e r i f i c a t i o n  & V a l i d a t i o n  
X . X . 2 . 1  OPERATING SYSTEMS: A l l  Network Opera t ing  System (NOS) and Opera t ing  
Systems (OS) so f tware  
X . X . 2 . 2  APPLICATION: A l l  o t h e r  non-NOS and OS so f tware  
X . X . 3  INTEGRATION: A l l  e f f o r t s  t o  i n t e g r a t e  t h e  SSDS w i t h i n  Space S t a t i o n  
Program Element (SSPE) 
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Table 3.3-2 (cont'd) 
3.0 MANAGEMENT 
The management task  cons is t s  of Buslness/Technical Mgmt, C o n f i g u r a t i o n  Mgmt, 
and Data / In fo rmat ion  Mgmt. The Buslness/Technical Mgmt e f f o r t  i s  requ i red  t o  
p r o v i d e  se rv i ces  of P r o j e c t  Manager's s t a f f ,  c o n f i g u r a t i o n  management prepares 
and main ta ins  t h e  Con f igu ra t i on  Management Plan and implementing procedures. 
The Data / In fo rmat lon  Management i s  t h a t  e f f o r t  requ i red  t o  assure t h a t  a l l  
r e s p o n s i b i l i t i e s  f o r  p repara t i on  o f  c o n t r a c t u r a l l y  r e q u i r e d  d e l i v e r a b l e  
documentat ion/data/ lnformation are  de f ined,  assigned, scheduled, and s tatused;  
da ta  needs a r e  met. 
4.0 SYSTEM ENGINEERING AND INTEGRATION 
This  task  c o n s i s t s  o f  t he  e f f o r t s  requ i red  t o  per fo rm and d i r e c t  t h e  system 
engineer ing,  analyses, and i n t e g r a t i o n  a c t i v i t i e s  i n  suppor t  o f  the  des ign  and 
development a c t i v i t i e s .  
5.0 PRODUCT ASSURANCE 
This  element con ta ins  t h e  e f f o r t  requ i red  f o r  t h e  p lann ing ,  conduct and 
suppor t  of t h e  q u a l i t y  assurance, r e l i a b i l i t y ,  and s a f e t y  and m a i n t a i n a b i l i t y  
programs f o r  bo th  On-Board and Ground System. 
6.0 SYSTEM TEST h V E R I F I C A T I O N  
Inc ludes  t e s t  equipment and operat ions by which t h e  pr ime c o n t r a c t o r  w i l l  
i n t e g r a t e ,  t e s t  and v e r i f y  On-Board and/or Ground segment system l e v e l  
hardware and sof tware.  
7.0 GROUND SUPPORT EQUIPMENT 
Inc ludes  t h e  l a b o r  and m a t e r l a l  requ i red  t o  design, develop, manufacture, 
procure,  assemble, t e s t ,  checkout and d e l i v e r  a l l  o f  t h e  va r ious  GSE hardware 
r e q u i r e d  f o r  On-Board system checkout and f i n a l  assembly. The GSE 
requirements i n c l u d e  t h e  equipment needed f o r  t e s t  and checkout, f a u l t  
i s o l a t i o n ,  hand l i ng  and t ranspor ta t i on .  
8.0 OPERATIONS AND SUPPORT 
Inc ludes  a l l  ground e f f o r t s  t o  support core  system and m a i n t a i n  f a c i l i t y  
opera t ions .  Inc ludes  a l l  non-mission unique a c t i v i t i e s .  A c t i v i t i e s  i n c l u d e  
opera t i ons  p lann ing ,  scheduling, core systems mon i to r ing ,  eng ineer ing  da ta  
p rocess ing  and a rch i v ing ,  e t c .  
I 
3.4 Cost Es t ima t ion  Ground Rules and Assumptions 
I n  deve lop ing  d e t a i l e d  and summary cos ts ,  t h e  f o l l o w i n g  ground-ru les and 
assumptions have been adopted. 
o Cont rac tor  fees and NASA "wrap" c o s t s  have n o t  been est imated.  
o A c q u i s i t i o n ,  m o d i f i c a t i o n ,  and o p e r a t i o n a l  cos ts  f o r  I n s t . i t u t i o n a 1  
f a c i l i t i e s  ou ts ide  t h e  SSDS boundaries a r e  excluded. 
o Opera t iona l  cos ts  f o r  e x i s t i n g  and/or c u r r e n t l y  planned NASA Test  Beds, 
S imu la t i on  Systems and F a c i l i t i e s  a re  excluded. 
o H/W and S/W products  have been considered as new development f o r  t h e  
On-Board segment. 
o A l l  cos ts  a r e  expressed i n  f Y  1987 d o l l a r s .  
o F a c i l i t y  b r i c k  and mortar  costs a r e  excluded. 
o A p p l i c a t i o n  so f tware  for both Space and Ground segments w i l l  be 
est imated.  
o Hardware has been assumed t o  be common between Space S t a t i o n  and 
p l a t f o r m s  (bo th  COP and POP), thus e l i m i n a t i n g  development cos ts  f o r  p l a t f o r m  
equipment. Rad ia t i on  hardening costs f o r  t h e  p o l a r  p l a t f o r m  were n o t  
considered. 
o Opera t iona l  (Ground segment) cos ts  a r e  p rov ided i n  man-years/year. 
o Recur r ing  hardware ( f l i g h t  un i ts /spares  p roduc t i on )  w i l l  be produced a t  
c o s t  e f f e c t i v e  p roduc t i on  r a t e .  
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3.5 Cost inq  Methodologies 
As  noted i n  t h e  i n t r o d u c t i o n  t o  Sect ion 3.0, t h e  c o s t  es t ima t ions  p rov ided  
he re - in  have been somewhat coarse due t o  schedule and resource l i m i t a t i o n s .  
Costs have been g e n e r a l l y  based on e m p i r i c a l  approx imat ions,  end-item 
comparisons, and eng ineer ing  estimates. I d e n t i f i e d  methodologies a r e  l i s t e d  
I n  t h e  f o l l o w i n g  two sec t i ons  addressing Space segment and Ground segment 
est imates respec t i  ve 1 y . 
3.5.1 Space Seqment Methodoloqies 
o Spares Requirements: The requ i red  number o f  spares was computed by 
ass umi ng : 
1) a re-supply  i n t e r v a l  o f  3 months f o r  t h e  Space S t a t l o n  and a 
6 month i n t e r v a l  f o r  the p l a t f o r m s .  
2) a u n i t  MTBF o f  10,000 hours when powered and 100,000 when n o t  
powered. 
3 )  redundant p l a t f o r m  elements a r e  powered o f f  u n t i l  needed. 
4) a 99% p r o b a b i l i t y  t h a t  t h e  minimum requ i red  hardware complement 
i s  a v a i l a b l e .  
o Sof tware S iz ing :  Memory s i z l n g  was ignored when i d e n t i f i e d  as b u f f e r  
s to rage (C&T-400 KBytes, IDMS-950 KBytes, Cust. P/L-2MBytes). Bytes were 
conver ted t o  source l i n e s  o f  code (SLOC) by t h e  f a c t o r  4 bytes/SLOC. Because 
o f  t h e  enforcement o f  commonality, t h e  s i z e  o f  t h e  unique S/W f o r  POP1 was 
assumed t o  be 10% o f  t h e  Space S t a t i o n  S/W s i z e  and 5% was assumed f o r  POP2 
and COP. 
o System Test  and V e r l f i c a t l o n :  Costed as a 10 man l e v e l  o f  e f f o r t  (LOE) 
f o r  each STS launch package; 3 concurrent  events f o r  t h e  Space S t a t i o n  and 1 
event  f o r  each p l a t f o r m .  App l i ca t i on  S/W suppor t  was assumed t o  be prov ided 
by t h e  subsystem c o n t r a c t o r .  
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o Hardware Elements: The Subsystem da ta  Processor (SOP),  Network 
I n t e r f a c e  U n i t  ( N I U ) ,  and Br idge (6 )  elements were considered t o  be o f  equal 
complex i ty  and cos t ;  t h e i r  c o s t  was based on t h e  O r b i t e r  upgrade computer. 
The non- recur r ing  c o s t  f o r  these components was based on t h e  m o d i f i c a t i o n  
e f f o r t  f o r  a comparable u n i t  be ing developed f o r  another  program. 
Works ta t ion  (WS) and Mass Storage (MS) cos ts  were based on O r b i t e r  and o the r  
c u r r e n t  program experience. 
The 
o Ground Support Equipment: The GSE requi rements were based on t h e  need t o  
suppor t  four f a c i l i t i e s  and produc t ion  s imul taneously .  Unique equipment was 
assumed f o r  each hardware element w i t h  a t o t a l  o f  8 each f o r  t h e  SOP, NIU and 
8, and 6 each f o r  t h e  MS and WS. 
o Sof tware Development/Matntenance: OS and NOS sof tware  development was 
costed us ing  a 65 SLOC/man-month p r o d u c t i v i t y  f a c t o r  over a t h r e e  year 
pe r iod .  Follow-on maintenance u n t i l  launch u t i l i z e d  a p r o d u c t i v i t y  o f  6000 
SLOC/man-month LO€. 
a p p l i c a t i o n  so f tware  were 110 SLOC/man-month and 15000 SLOC/man-month LOE 
r e s p e c t i v e l y .  
Development and maintenance f a c t o r s  u t i l i z e d  f o r  
These f a c t o r s  a r e  based on STS program experience. 
o Labor: Labor was est imated a t  $105,00O/yr-man, (1985). 
o Data Management System (DMS) I n t e g r a t i o n :  OMS i n t e g r a t i o n  cos ts  f o r  t he  
Space S t a t i o n  i n c l u d e  a f a c i l i t i e s  c o s t  o f  t16M (1985) and a 20 man LO€; each 
p l a t f o r m  c o s t  cons i s ted  on ly  o f  a 10 man LOE. 
o Product Assurance: Product Assurance was est imated as 4% o f  t h e  
r e c u r r i n g  hardware cos t .  Software QA cos ts  a re  i nc luded  i n  the  p r o d u c t i v i t y  
f a c t o r s .  
o System Engineer ing and Integration/Management: S E & I  cos ts  were 
est imated as 15% o f  t he  S/W, H/W and GSE cds ts ;  management ( i n c l u d e s  p r o j e c t  
and l i n e  management) cos ts  were estimated as 15% o f  a l l  o the r  cos ts .  
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3.5.2 Ground Segment Methodologies 
o Design, development, t e s t i n g  and eng ineer ing  (DDT&E):  DDT&E f o r  
Commercial Off-The-Shelf (COTS) equipment a r e  zero; DDT&E cos ts  f o r  
s p e c i a l - b u i l d  hardware were n o t  shared between f a c i l i t i e s  f o r  s i m i l a r  equipment. 
o Hardware Procurement: A l l  hardware was considered t o  be purchased, n o t  
leased; no volume purchase d iscounts were considered. 
o A p p l i c a t i o n  Software: A p p l i c a t i o n  so f tware  cos ts  a r e  3 t o  4 t imes the  
c o s t  o f  t he  assoc ia ted  processor  hardware. 
o Sof tware Commonality: The re-use o f  a p p l i c a t i o n s  so f tware  between a 
Space S t d t i o n  and a P l a t f o r m  f a c i l i t y  was n o t  assumed. 
o A p p l i c a t i o n  Sof tware Maintenance: Annual a p p l i c a t i o n s  so f tware  
maintenance cos ts  a r e  20% o f  t h e  development cos ts  and a r e  n o t  shown. 
o F a c i l i t y  I n t e g r a t i o n :  F a c i l i t y  A c t i v a t i o n  and System I n t e g r a t i o n  were 
est imated as 15% o f  t h e  t o t a l  H/W and S/W cos ts  f o r  t h e  f a c i l i t y .  
o F a c i l i t y  Opera t iona l  S t a f f i n g :  It was assumed t h a t  key f a c i l i t y  
p o s i t i o n s  were con t inuous ly  manned. It i s  recognized t h a t  i f  schedul ing o f  
m iss ion  a c t l v i t l e s  was op t im ized w i t h  respec t  t o  t h e  ground c o n t r o l l e r  crew, 
t h e  number o f  c o n t r o l l e r s  cou ld  be reduced. Th is  was n o t  cons idered l i k e l y  o r  
d e s i r a b l e  however, due t o  scheduling compl ica t ions  and t h e  requi rement  f o r  
cont ingency suppor t .  
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3.6 Cost Summaries 
3.6 
The 
e s t  
1 %ace Seqment 
t o t a l  cos t  f o r  implementat ion o f  t he  Space Segment, as bounded by the  
mat ion scope, ground r u l e s  and assumptions i s  3634.6M. I n  summary t h i s  
f l g u r e  represents t h e  implementation c o s t  t o  develop and support  the SSDS 
Space Segment through i n t e g r a t i o n  i n t o  the  a p p r o p r i a t e  launch packages; c o s t s  
beyond t h a t  p o i n t ,  1.e. f o r  support o f  launch, bu i l d -up  support  and subsequent 
opera t ions  a r e  n o t  Inc luded.  I t  I s  noted, however, t h a t  some (pre-IOC) 
so f tware  maintenance for bo th  OS/NOS and a p p l i c a t i o n  programs i s  i nc luded  i n  
these est imates.  
These costs  a re  a l l  non- recur r lng  w i t h  the  except ion  o f  hardware p roduc t i on  
run costs .  Summation o f  these c o s t s  y i e l d s  a d i s t r i b u t i o n  o f  3160.1M 
Recurr ing,  and 3474.5M Non-Recurring. 
C o s t  est imates f o r  t he  i n d i v i d u a l  WBS elements a r e  p rov ided i n  Table 3.6.1-1. 
D e t a i l s  o f  t h e  hardware development/recurr ing costs  and so f tware  
s iz ing/development costs  f o r  both the  Space S t a t i o n  and p l a t f o r m ( s )  a re  
p rov ided i n  Figures 3.6.1-1 through 3.6.1-6. 
Time-phased d i s t r i b u t i o n s  o f  these elements a re  p rov ided  i n  F igures  3.6.1-7 
through 3.6.1-1 5. 
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WBS 
1 . 1  
1 . 2  
1 . 3  
1 . 3  
3 .1  
4 .1  
5.1 
6 .1  
7 . 1  
Table 3.6.1-1 
SPACE SEGMENT SUMMARY COSTS 
DESCRIPTION RECURRING ( S M )  NON-RECURRING ($M) 
Space S t a t l o n  63 .2  248.7 
COP 32.3 10.6 
POP 1 32 .3  1 6 . 6  
POP 2 32.3 10.0 
Management 0 82.7 
SE&I 0 66.2 
Product Assurance 0 7 . 2  
System Test  b V e r l f  0 12.5 
Ground Support Equipment 0 20.6 
TOTALS : 160.1 474.5 
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3.6.2 Ground Segment Costs 
3.6.2.1 Implementation Costs 
The implementation cost for the Ground Segment, again as bounded by the 
estimation scope, ground rules and assumptions, i s  f509.01M. This figure 
represents the full development and integration costs for ground system 
readiness to support IOC. The estimates utilized a large percentage o f  
Commercial-Off-The-Shelf (COTS) hardware whlch is categorized as "recurrent" 
costs; the total implementation cost breaks down to S160.05M Recurring and 
t348.96M Non-Recurring. 
Costs for the indlvldual WBS elements are provided in Table 3.6.2-1. 
Tlme-phased distributlons are provided in Flgure 3.6.2-1 through 3 . 6 . 2 - 2 2 .  
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WBS 
2 . 1  
2 . 2  
2 . 3  
2.4 
2 . 5  
2 . 6  
2.7 
2 . 8  
2 . 9  
3 . 2  
4 . 2  
5 . 2  
6 . 2  
T a b l e  3 .6.2-1 
Ground Segment Summary C o s t s  
DESCRIPTION RECURRING ( t M )  
DATA HANDLING CENTER 29.4 
LZPF GSFC LO-RATE 11 .4  
LZPF GSFC HI-RATE 23.4 
LZPF JPL HI-RATE 8 . 4  
GROUND SERVICES CENTER 2 .88  
SPACE STATION OPERATION 27.73 
CONTROL CENTER 
SPACE STATION ENGINEERING 16.97 
DATA CENTER 
PLATFORM CONTROL CENTER 22.9 
POP/COP ENGINEERING 16.97 
DATA CENTER 
MANAGEMENT 0 
S E & I  0 
PRODUCT ASSURANCE 0 
SYSTEM TEST & V E R I F  0 
NON-RECURRING ( $ M I  
33.2 
12 .3  
15 .5  
9.7 
5.94 
54 .88  
33 .60  
43.62 
33.60 
20.33 
29.65 
1.865 
54.77 
TOTALS ( t M )  160.05 348.96 
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Figure  3.6.2-4. LZPF (GSFC Low Rate) 
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F igu re  3.6.2-6. LZPF (GSFC High Rate) 
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F igu re  3.6.2-8. LZPF (JPL High Rate) 
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Figure 3.6.2-10. Ground Service Center 
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Figure 3 . 6 . 2 - 1 2 .  Space Station Operational Control Center 
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Figure  3.6.2-14. Space S t a t i o n  Engineer ing Data Center 
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Figure 3.6.2-18. POP/COP Engineering Data Center 
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3.6.2.2 ODerat ional  Costs 
Operat ional  s t a f f i n g  f o r  each of the ground f a c i l i t i e s  was est imated i n  t h i s  
c o s t i n g  e f f o r t .  As  noted i n  the  ground r u l e s  and assumptions, i t  was 
d i f f i c u l t  t o  separate gener ic  s t a f f i n g  f r o m  miss ion  unique requirements 
t h e r e f o r e  t h a t  v i s i b i l i t y  i s  no t  provided. 
p rov ided based on 24-hour coverage. These o p e r a t l o n a l  cos ts  i n  man-years per  
year a re  prov ided i n  Table 3.6.2-2. 
I n  a d d i t i o n ,  t he  s t a f f i n g  i s  
Table 3.6.2-2 
GROUND SEGMENT OPERATIONAL COSTS 
FACILITY 
DHC 
LZPF GSFC LO-RATE 
LZPF GSFC HI-RATE 
LZPF JPL HI-RATE 
GSC 
ssocc 
SSEDC 
P/F CC 
POP/COPEDC 
STAFFING 
(MANYEARWYEAR) 
36 
52 
52 
28 
32 
276 
4 
136 
36 
75 
3.6.3 To ta l  SSDS Implementat ion C o s t s  
The t o t a l  implementat ion costs  f o r  t h e  SSDS i s  s imp ly  t h e  summation o f  t he  
Onboard and Ground Systems cos ts  prov ided i n  sec t ions  3.6.1 and 3.6.2. Th is  
t o t a l  i s  $1,143.58# and cons is t s  o f  3339.02M Recurr ing p l u s  f804.56M 
Non-Recurring. D i s t r i b u t i o n  o f  these cos ts  across the  WBS elements i s  
p rov ided i n  Table 3.6.3-1. 
3.6.4 Code S/Code T Est imated Funding R e s p o n s i b i l i t i e s  
As  p a r t  o f  t h e  c o s t i n g  es t tma t ion  e f f o r t ,  NASA requested est imates o f  t h e  
Code S and Code T element fund ing  r e s p o n s i b i l i t i e s .  The f i r s t  e f f o r t  was t o  
develop an a l l o c a t i o n  o f  Onboard and Ground System components t o  a 
Code S/Code T implementatlon/operation r e s p o n s i b i l i t y  m a t r i x .  Th is  m a t r i x ,  
p rov ided as Appendix A t o  t h i s  repor t ,  was generated based on NASA prov ided 
i n p u t s  and gu ide l i nes .  
Based on the  a l l o c a t i o n  ma t r i x ,  the t o t a l  element cos ts  are:  
Code S: f814.9M Code 1: f328.7M 
Time-phased c o s t  d i s t r l b u t l o n s  o f  t h e  a l l o c a t e d  cos ts  a re  p rov ided i n  F igure  
3.6.4-1. 
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4.0 SSDS Program Schedules 
Program schedu l ing  i s  necessa r i l y  the fundamental e f f o r t  o f  any success fu l  
Program Plan. I t  prov ides  t h e  t ime- l i nes  and key p r o j e c t  mi les tones  a g a i n s t  
which t h e  c o s t  and man-power resources must be metered. I t  a l l o w s  over-v iew 
o f  c r i t i c a l  task  phasing i n  suppor t ing  i n i t i a l  f e a s i b i l i t y  de te rm ina t ions  
a g a i n s t  p r o j e c t  mi les tones  and prov ides  an on-going t o o l  t o  eva lua te  e f f e c t s  
of program p e r t u r b a t i o n s .  
4.1 I n t r o d u c t i o n  
-The i n t e n t  o f  t h l s  s e c t i o n  i s  t o  p rov ide  over-v iew schedules o f  the  SSDS 
Implementat Ion e f f o r t s .  The schedules a r e  c o n s i s t e n t  w i t h  t h e  Work Breakdown 
S t r u c t u r e  (WBS) o f  Sec t i on  3 . 3  a l though schedu l ing  r e s o l u t i o n  i s  o n l y  t o  the  
t h i r d  l e v e l  ( X . X . X )  WBS elements. Separate schedules a r e  prov ided f o r  t he  
On-Board and Ground Systems p r i m a r i l y  t o  m a i n t a l n  manageable p resen ta t i ons .  
4.2 Scope 
The schedules prov ided a r e  l i m i t e d  t o  t h e  SSDS On-Board and Ground Systems as 
b a s i c a l l y  de f i ned  i n  t h e  Task 4 Report, Sect ions 6.0 and 7.0 r e s p e c t i v e l y .  
The schedule p rov ided are  i n  t h e  f o r m  of s lmple bar  c h a r t s .  Gant t  or  P e r t  
c h a r t  formats i d e n t i f y i n g  the  under l y ing  comp lex i t i es ,  c r i t i c a l  paths,  e t c . ,  
a r e  beyond t h e  remain ing resource c a p a b i l i t y  of t h e  s tudy.  
A s  i n  t h e  case o f  t h e  c o s t l n g  e f f o r t ,  t h e  SSE and D S I T  elements o f  t h e  SSOS 
have n o t  been addressed. 
4.3 Ground-Rules and Assumptions 
The f o l l o w i n g  represent  the  s i g n i f i c a n t  ground-ru les and assump 
i n  deve lop ing  t h e  schedules. 
ions u t i l i z e d  
1. Major  program ml lestones have been adopted f rom those o f  the  c u r r e n t  
Level  C / D  p lann ing  
79 
2 .  The f i r s t  p l a t f o r m ,  de f l ned  by t h e  Langley Data Base as P O P  1 w i l l  be 
deployed c o i n c i d e n t  w i t h  S t a t i o n  I O C ;  P O P  2 and then the  C O P  w i l l  f o l l o w  on 
6-month i n t e r v a l s .  POP 3 ,  a l s o  i d e n t i f i e d  i n  t h e  Langley Data Base has no t  
been addressed. 
3 .  The ' co re  suppor t '  elements o f  t h e  SSOS Ground System must be i n  p lace  
and o p e r a t i o n a l  t o  support  t h e  f irst launch. 
4 .4  Methodoloqy 
The methodologies u t i l i z e d  f o r  t h e  schedule development have been eng ineer ing  
es t ima t ions  based on i n s i g h t  and experience w i t h  p r i o r  programs. 
4.5 Schedules 
The On-Board system schedule and requ i red  WBS de f ined  support  i t e m  and Ground 
Systems schedule and r e q u i r e d  WBS def ined support  i tems a r e  prov ided i n  ~ 
F igures  4.5.1 and 4 .5 .2  r e s p e c t i v e l y .  
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5.0 ADVANCED TECHNOLOGY DEVELOPMENT RECOMMENDATIONS 
5.1 INTRODUCTION 
NASA has f o r e c a s t  technology development requi rements f o r  t h e  Space S t a t i o n  
Program based on e a r l i e r  s tud ies /ana lys l s  o f  t h e  deve lop ing  des ign  
requi rements,  and i s  suppor t ing / fund ing  those techno log ies  through advanced 
development ( A / D )  p r o j e c t  p lans.  I t  i s  t h e  i n t e n t  o f  t h i s  s e c t i o n  t o  eva lua te  
technology issues  i d e n t i f i e d  by the  MDAC SSDS A/A Study a g a i n s t  these NASA 
advanced development p lans .  
A summary o f  the NASA SSDS app l i cab le  advanced development tasks i s  p rov ided  
i n  Sec t i on  5.3. 
Study a r e  p rov ided  i n  Sec t i on  5.4 and t h e  conclusions/recommendations 
r e s u l t i n g  f rom the  e v a l u a t i o n  I s  prov ided i n  Sec t i on  5.5.  
Advanced Technology Development candidates i d e n t i f i e d  by t h e  
5.2 SCOPE 
Th is  e f f o r t  w i l l  be l i m i t e d  t o  an assessment o f  those techno log ies  d i r e c t l y  
u t i l i z e d  by t h e  MDAC Study Task 4 System D e f i n i t i o n s  and t o  techno log ies  t h a t  
were d iscounted d u r i n g  t h e  Task 3 t r ade  s tud ies  because of "development 
r i s k " .  By NASA d i r e c t i o n ,  o n l y  NASA sponsored development a c t i v i t i e s  w i l l  be 
addressed; current /proposed i n d u s t r y  I R & D  a c t i v i t i e s  have n o t  been considered 
and were n o t  f a c t o r e d  i n t o  t h e  Sect ion 5.5 recommendations. 
5.3 NASA ADVANCED TECHNOLOGY DEVELOPMENT SUMMARY 
The NASA advanced development summary prov ided i n  t h i s  s e c t i o n  i s  an 
e x t r a c t i o n  f rom two bas ic  sources. The f i r s t  i s  t he  "Space S t a t i o n  Data 
Management Advanced Development P ro jec t  P lan"  p rov ided d i r e c t l y  by NASA; the 
second source i s  t h e  Commerce Business D a i l y  which was surveyed f o r  a d d i t i o n a l  
NASA sponsored activities i n  the  SSDS technology areas. 
The i tems I n  t h i s  s e c t i o n  represent  t h e  s tudy team assessment of. t h e  o v e r - a l l  
NASA SSDS o r i e n t e d  advanced development p lans .  
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o SSE Development Activities - JSC: Development of direct analytical 
support required for synthesis of SSE requirements in coherent formulations 
suitable for end-item management products. 
(SSE Computer) capability for evaluation of SSE software. 
JSC also to provide a prototyping 
o ADA Evaluation/Implementation - JSC, Marshall Space Flight Center 
(MSFC), National Space Technology Laboratory (NSTL): JSC to develop 
guidelines for use of Ada for SSE and to evaluate detailed implications of Ada 
applied to 'real time' applications requiring rigorous verification. NSTL to 
code the Payload Simulator (Ref. Task 40) in Ada. 
o Network/Bus Interface Unlts - JSC, GSFC: GSFC to design/prototype a 
hardware BIU for testing the GSFC Star Bus system. JSC to produce a 
commercially-derived "Multi-compatible Network Interface Unit", consistent 
with the OS1 model, to support differing topologies. 
o Gateway Development - GSFC: Development and prototyping of a gateway to 
couple the networks being developed at JSC and GSFC. 
o Workstation Development - LARC: Development of a state-of-the-art 
flight type workstation for evaluation in the Test Bed. Will incorporate 
findings from 'User Interface' tasks. 
o Space Qualified Computers - JPL: An assessment of VHSIC technology and 
Its Impact/applicability to IOC. Also Includes development of steps required 
to harden candidate processors against SEU and total dose affects. 
a4 
o User Accommodatlon/Interface Definition - GSFC, JSC: GSFC to prototype 
actual 'tail circuit' designs suitable for interface with representative 
payloads and for use In conjunction wlth DMS Test Bed. GSFC to define access 
protocols/techniques for user Interface to DMS services. GSFC to develop a 
set of candidate techniques for payload command and control scenarios to be 
evaluated on the DMS Test Bed. GSFC, JSC to define requirements for standard 
user interface capablllty for on-board and ground access to DMS services. 
o OMS Stmulator - MSFC: Development of a rudimentary DMS Simulator to be 
used by the ACS Test Bed. 
o End-to-end Activity - JSC: The merging of the DMS Test Bed in an 
end-to-end sense with customer (GSFC), C b T, and JSC Ground Support 
Operations Center Test Beds. Planning and conduct of specific end-to-end 
testqng using prototype ground workstations to establish ground flight 
controller interface requirements I s  also included. 
o Color Flat Panel Display LaRC: In conjunction with the Navy, and Army 
(ERADCOM), NASA Is funding/managlng a 2-phase contract with Planar Systems to 
develop a full color, electro-eluminescent display panel. Phase 1 is the 
development of thin film primary phosphor technique; the phase 2 goal is the 
development of a 6 "  diagonal, 240 X 320 pixel, full color display. 
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5.3.1 Space S t a t i o n  Data Manaqement Advanced Development P r o j e c t  P lan 
The "Space S t a t i o n  Data Management System Advanced Development P r o j e c t  Plan" 
c o n s i s t s  o f  42 separable tasks  assigned t o  var ious  NASA Centers t o  p r o v i d e  a 
coherent  program f o r  t h e  development o f  t o o l s  and techno log ies  ta rge ted  t o  t h e  
On-Board Data Management and t h e  Software Support Environment. 
summary of t h e  p r o j e c t  p l a n  tasks  i s  p rov ided i n  Appendix D .  
A complete 
A number o f  t h e  tasks  a r e  dedicated t o  t h e  development/implementation o f  an 
o p e r a t i o n a l  Data Management System Test  Bed. The remaln ing tasks  a r e  
summarized by genera l  s u b j e c t  below: 
o Network Eva lua t i on  - Ames Research Center ( A R C ) :  An ongoing c a p a b i l i t y  
t o  comprehensively eva lua te  t h e  Goddard Space F l i g h t  Center (GSFC) F i b e r  
Op t i cs  Data System (FODS) network (Task 7 ) ;  t h i s  C a p a b i l i t y  i s  be ing  expanded 
t o  model t h e  Johnson Space Center (JSC) F ibe r  D i s t r i b u t e d  Data I n t e r f a c e  
( F D D I )  Token Ring system (Task 13) and t h e  IBM unique network i n  development 
(IR&D). 
o Network Operat ing System - JSC, GSFC: Both centers  a r e  t o  develop and 
p r o t o t y p e  complementary NOS segments, de r i ved  from commercial products ,  
compat ib le  w i t h  t h e  Open Systems In te rconnect ions  ( O S I )  Model. The two 
segments a r e  t o  be combined i n t o  one NOS for use on e i t h e r  t h e  GSFC or JSC 
network topo log ies .  
o I n t e r n a t i o n a l  Standards Organizat ion (ISO/OSI) Model Implementat ions:  
Commercial implementations and evo lv ing  i n d u s t r y  standards a r e  be ing  
comprehensively evaluated.  
o LISP Processor/Expert Systems - JSC: Implementat ion o f  a LISP processor 
c a p a b i l i t y  t o  hos t  c o n t r a c t o r  developed "exper t  systems". 
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5.3.2 Survey O f  Commerce Business Daily (CBD) 
Two entries in the CBD were Identified as independent from and supplemental to 
the activities o f  Section 5.3.1. These entry/activities are: 
1. Non-Volatile Solid State Memory - LaRC (CBD Pub. Date 9/7/84): 
Demonstration of a high data rate, non-volatile solid state memory. 
o f  work encompasses definition of two functional models using Metal Nitride 
Oxide Semiconductor (MNOS) and Silicon Nitride oxide Semiconductor (SNOS) 
devices. 
The scope 
2. Optical Olsk Recorder (10  Gigabit) - GSFC (CBD Pub. Date 1/17/85): 
Development of ruggedized versions of commercially available technology. 
initial phase will utilize available “write-once“ devices then will address 
eraseable disk technology. 
The 
5.4 SSDS A /  A Study Technolow DeveloDment Candidates 
In the course of the SSOS A/A Study, options developed in support of the 
functional’ requirements were evaluated within associated Task 3 Trade Studies 
to determine the preferred approach/technologies. In these trade studies, 
projected availability/development risk was a primary evaluation parameter. 
Consequently, the Task 4 system definitions include some “fall-backt’ solutions 
i n  cases where technically superior technologies were discounted because of 
development risk. 
plans, the set of advanced development candidates provided here includes not 
only technologies used directly I n  the Study system definitions but also those 
that, with intensive development, would provide a significant payoff for the 
Space Station Program. The total candidate list therefore consists of the 
following: 
To support a more comprehensive evaluation of the NASA 
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o F i b e r  Opt ic  Network: The ANSI  X3T9.5, a lOOMbps, r i n g  topology,  token 
access format network was se lec ted  f o r  t h e  On-Board l o c a l  area network (LAN) 
design.  Th is  emerging standard must be pro to typed/eva lua ted  i n  suppor t  o f  
p r e l i m i n a r y  SSDS des ign  dec is ions .  
o N IU :  The Network I n t e r f a c e  U n i t  f o r  t h e  On-Board system has been 
f u n c t i o n a l l y  de f i ned  t o  support OS1 l a y e r  1 th rough l a y e r  4 se rv i ces ,  and 
d e f i n e d  p ro toco ls ,  w h i l e  s a t i s f y i n g  t h e  lOOMbps network da ta  r a t e .  
dev i ce  must be pro to typed and evaluated i n  terms o f  f u n c t i o n a l i t y  and 
performance ( th roughput )  i n  support o f  p r e l i m i n a r y  des ign  dec i s ions .  
Comparable dev ices be ing  developed on Do0 programs have demonstrated the  N I U  
dev i ce  t o  be i n  t h e  c r i t i c a l  p a t h  o f  t h e  da ta  p rocess ing  system development. 
Hardware complex i ty  i s  a des ign concern. Th is  i s  r e f l e c t e d  i n  terms o f  
o v e r a l l  h i g h  p a r t s  count, h i g h  speed requirements r e l a t e d  t o  t h e  100 Mbps 
f i b e r  o p t i c  i n t e r f a c e ,  a necess i t y  f o r  ex tens i ve  b u i l t - i n  f a u l t  d e t e c t i o n  t o  
m a i n t a i n  bus topology f a u l t  to lerance,  and a layered des ign  t o  accommodate 
technology i n s e r t i o n  f o r  pos t  I O C .  
Th i s  
o SDP: The s tandard da ta  processor f o r  t h e  On-Board system was de f i ned  
w i t h  a performance o f  2MIPS and a 4MByte memory. F a u l t  t o l e r a n c e  w i l l  be a 
requi rement .  VHSIC technology i s  a n t i c i p a t e d  w i t h  i t s  performance and 
p o t e n t i a l  t o t a l  dose r a d i a t i o n  advantages. However t h e  p r o b a b i l i t y  o f  a V H S I C  
SDP des ign  t o  suppor t  I O C  I s  quest ionable.  S i n g l e  event upset  phenomenon w i l l  
a l s o  remain an issue.  
I t  i s  c u r r e n t l y  a n t i c i p a t e d  t h a t  t h e  s e l e c t i o n  o f  an i n s t r u c t i o n  se t  
a r c h i t e c t u r e  must be made e s s e n t i a l l y  a t  Space S t a t i o n  phase C/O c o n t r a c t  
s t a r t  da te .  Since t h e  onboard Data Management Subsystem must l end  t h e  o the r  
subsystem development, an o f f - t he -she l f  SOP migh t  be a necess i t y .  Th is  
i m p l i e s  t h a t  f l i g h t  q u a l i f i a b l e  a 2 MIP-4Mbyte des ign must e x i s t  w i t h i n  the  
n e x t  two years. I f  t h i s  i s  t he  case, then NASA must I n i t l a t e  near term 
a c t i v i t y  r e l a t e d  t o  t h e  SDP. 
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o Protocols/Formats: O f  t h e  ISO/OSI f o r  t h e  LAN's and t h e  CCSDS 
d e f i n i t i o n s  f o r  t h e  Space-Space, and Space-Ground communication l i n k s .  i s  a 
e s s e n t i a l l y  a Program given.  
formats,  packet  sw i t ch ing  and da ta  d i s t r i b u t i o n ,  w i l l  r e s u l t  i n  a d d i t i o n a l  
e v o l u t i o n  o f  a t  l e a s t  t h e  CCSDS fo rmats /s t ruc tu res .  However, i n  o rde r  t o  meet 
space s t a t i o n  requirements some changes t o  t h e  d e t a i l e d  CCSDS formats must be 
End-to-end des ign,  i n  terms o f  coherent  packet 
made. Over t  a c t i o n  i s  requested on NASA's p a r t  t o  cause t h i s  t o  occur .  
o D i s t r i b u t e d  Network Operating System: For t h e  On-Board System, a 
network ing,  d i s t r i b u t e d  process ing a r c h i t e c t u r e  was de f i ned  supported by a 
d i s t r i b u t e d  opera t i ng  system. The DOS was f u n c t i o n a l l y  de f i ned  a t  a 
r e l a t i v e l y  h i g h  l e v e l  and represents a s i g n i f i c a n t  development r i s k .  
t h e  space s t a t i o n  complex i ty  has never been designed and b u i l t  be fore .  
Severa l  systems i n  DoD programs have developed requi rements and i n i t i a t e d  
breadboard l e v e l  t e s t i n g  bu t  none have been success fu l  to-date.  P a r t i t i o n i n g  
o f  DOS f u n c t i o n s  between t h e  SDP and t h e  N I U  a long w i t h  what l e v e l  o f  dynamic 
r e c o n f i g u r a t i o n  which can be al lowed a t  t h e  network l e v e l  pose cons iderab le  
a l t e r n a t i v e s .  Network l e v e l  redundancy management schemes may or may n o t  be 
i n t e g r a l  t o  t h e  DOS design.  E a r l y  f u n c t i o n  a l l o c a t i o n  and designs should be 
p ro to typed  and exerc ised i n  a t e s t  bed environment. 
A DOS o f  
o D i s t r i b u t e d  Data Base Management System (DBMS): The ex tens i ve  amount o f  
On-Board and On-Ground da ta  must be updated and manipulated w i t h  a de f i ned  
da ta  cons is tency  and min imal  query response t imes.  A d i s t r i b u t e d  DBMS was 
se lec ted  f o r  t he  On-Board des ign but  represents  a development r i s k .  
Commercial developments o f  d i s t r i b u t e d  DBMS'S have been under development f o r  
severa l  years b u t  no s i g n i f i c a n t  c a p a b i l i t y  re leases  a r e  i n  use t o  date.  The 
a b i l i t y  t o  ma in ta in  a r e a l  t ime  d i s t r i b u t e d  da ta  base and c o n c u r r e n t l y  t o  
p r o v i d e  a p p l i c a t i o n  so f tware  a reasonable q u a n t i t y  o f  h i s t o r i c a l  snapshots o f  
t h e  same data  as w e l l  as o the r  c o r r e l a t a b l e  da ta  poses a cha l l eng ing  DBMS 
des ign .  
o Command/Resource Management: A l l o c a t i o n  o f  resources t o  f u l l  payload 
complements and 
S t a t i o n / P l a t f o r m  
w h i l e  suppor t i ng  
s tudy made some 
nsu r ing  t h a t  payload commands do n o t  j eopard i ze  the  
h e a l t h  and we l fa re  o r  da ta  q u a l i t y  o f  o the r  payloads a l l  
t e lesc ience  concept, i s  a major development i t e m .  The MDAC 
n- roads on the  subject  b u t  t he  concepts and methodologies 
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were n o t  completed. 
p i v o t a l  t o  the  customer u t i l i t y .  To compl ica te  ma t te rs  f u r t h e r  the 
cons ide ra t i ons  of p r i v a c y  and s e c u r i t y  p r o v i d e  o t h e r  c o n s t r a i n t s  i n  the 
comnand management implementat ion.  The dynamics o f  t h e  onboard core  and 
payload s t a t e  makes f o r  a tremendous bookkeeping problem a long w i t h  convenient 
methods f o r  p r e d i c t a b i l i t y  o f  resource u t i l i z a t i o n .  
This  sub jec t ,  I n  c o n j u n c t i o n  w i t h  m iss ion  schedu l ing  i s  
Both commands and resource d e f i n i t i o n  r e q u i r e  l a r g e  amounts of data.  However, 
t h e  most d i f f i c u l t  t h i n g  t o  cope w i t h  i s  t h e  development o f  t he  a lgo r i t hms  t o  
use t h i s  da ta  i n  a p r e d i c t i v e  and d e t e r m i n i s t i c  manner. P ro to typ ing  o f  these 
a lgo r i t hms  should be i n i t i a t e d  as soon as p o s s i b l e  i n  o rder  t o  develop 
Implementat ion op t i ons .  
command delays need t o  be determined i n  o rder  t o  assess computing requirements 
i n  terms o f  throughput,  l o c a l  memory and mass memory requirements.  The 
ques t ions  of what l e v e l  of p a r a l l e l l s m  can be achieved because o f  a 
d i s t r i b u t e d  processor a r c h i t e c t u r e  must be analyzed and op t i ons  developed. 
Th is  a l s o  cou ld  have d i s t r i b u t e d  opera t ing  system requirements i m p l i c a t i o n s .  
Telescience transparency o f  commands and a c t u a l  
o Read/Write Opt ical-  Disk:  Re-wri teable h i g h  speed, random access, h i g h  
volume, mass s to rage i s  a fundamental requirement f o r  t h e  On-Orbit elements. 
The o p t i c a l  d i s k  technology i s  being s t r o n g l y  supported based on 
government/ industry needs however t h e r e  remains some IOC readiness r i s k .  Key 
a p p l i c a t i o n  areas b e n e f i t i n g  f r o m  t h i s  c a p a b i l i t y  a r e  the  f o l l o w i n g :  
A. R u f f e r i n g  o f  de layab le  payload data bo th  i n  space 
6. On-board space s t a t i o n  data base. 
B u f f e r i n g  requirements f o r  payload 
space base t o  5x1Ol1 b i t s  f o r  the POP. 
base mass storage inc ludes  manuals and 
i n f o r m a t i o n  w i t h  requirements has been 
b i t s .  
data ranges from 2 ~ 1 0 ~ ’  b i t s  f o r  t he  
Typ ica l  on-board space s t a t i o n  data 
procedures, so f tware  and schedul ing 
est imated t o  be i n  the order o f  2x10 9 
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Eraseable o p t i c a l  d i s k  I s  a r e l a t i v e l y  new technology t h a t  has t h e  h i g h  
Wi th  p roper  
capac i t y  and t r a n s f e r  r a t e  c h a r a c t e r i s t i c s  t h a t  make i t  a p o t e n t i a l  cand ida te  
f o r  bo th  On-Board and Ground da ta  bu f fe r / s to rage  a p p l i c a t i o n s .  
f und ing  t h i s  dev i ce  can be developed and ready f o r  use i n  t h e  1992 t imeframe. 
. 
o User Tes t  and Con t ro l  ( I n t e r f a c e )  Language: Development o f  a h i g h  l e v e l  
c o n t r o l  language i s  key t o  t h e  user f r i e n d l i n e s s ,  p r o d u c t i v i t y ,  and 
t e l e s c i e n c e  d r i v e r s .  Experience w i t h  t h e  Launch Process ion System (LPS) goal  
language usage has shown t o o  much t i g h t  coup l i ng  o f  t h e  use o f  t h e  language 
w i t h  t h e  d e t a i l s  o f  t h e  LPS hardware a r c h i t e c t u r e .  The MDAC team has had 
s imi , la r  experiences w i t h  supposed gener ic  comnerc ia l  t e s t  systems. The 
a b i l i t y  t o  develop a space s t a t i o n  t e s t  and c o n t r o l  language, i t s  a t tendan t  
preprocessors and a r c h i t e c t u r e  dependant execut ion  r e s t r i c t i o n s  and f u r t h e r  
w i t h o u t  r e q u i r i n g  t h e  user  t o  emulate computer programmer thought  processes i s  
a r e a l  chal lenge.  To achieve t h e  d e s i r e  implementat ion goa ls  w i l l  be a 
development process r e q u i r i n g  user p a r t i c i p a t i o n  and feedback. 
p r o t o t y p i n g  o f  many o f  t h e  des i rab le  language fea tu res  should be i n i t i a t e d  
immediate ly  i n  o rder  f o r  t h e  evo lv ing  requirements t o  be developed. The 
des ign  o f  t h e  language has t o  accommodate a l a r g e  spectrum o f  users 
encompassing so f tware  developers,  t e s t  engineers, s c i e n t i s t s  and ground 
c o n t r o l l e r s .  Whi le  t h i s  may suggest many subsets, t h e  a b i l i t y  t o  i n t e g r a t e  
these subsets i n t o  c o s t  e f f e c t i v e  and p r a c t i c a l  s i z e  w ise  so f tware  
implementat ion w i l l  r e q u i r e  i nnova t i ve  designs. 
Rapid 
o F l i g h t  Q u a l i f i e d  A I  Processors/Expert Systems: These elements were no t  
se lec ted  f o r  t h e  MDAC System D e f i n i t i o n s  however they  represent  s i g n i f i c a n t  
ga ins  i n  meet ing p r o d u c t i v i t y ,  and autonomy d r i v e r s  i n  t h e  areas o f  
schedul ing,  maintenance (and t roub le -shoot ing)  , e t c .  Exper t  systems have 
emerged i n  the  commercial wor ld  t o  a degree t h a t  severa l  implementations a r e  
be ing  use i n  a h i g h l y  improved p r o d u c t i v i t y  a p p l i c a t i o n s .  However, t he  
implementat ions have been accomplished us ing  small  6-10 engineer/programmer 
teams. Severa l  a p p l i c a t i o n s  f o r  the space s t a t i o n  promise s i g n i f i c a n t  
p r o d u c t i v i t y  improvements i f  bo th  the a lgo r i t hms / in fe rence  engine designs can 
be developed. One such Candidate i s  schedu l ing  o f  space s t a t i o n  resources, 
whether i t  be f o r  power, thermal  c o n t r o l  o r  crew t ime.  O f  s j g n i f i c a n c e  i s  t he  
91 
s i z e  o f  t h e  development team requ i red  f o r  t h i s  deslgn. I t  c e r t a i n l y  i s  an 
order  o f  magnitude g r e a t e r  than has been done t o  date.  To implement such a 
system onboard t h e  space s t a t i o n  would very  l i k e l y  r e q u i r e  a f l i g h t  q u a l i f i e d  
s p e c i a l  purpose A I  processor .  While i t  i s  n o t  expected t h a t  such processor  
w i l l  be a v a i l a b l e  f o r  I O C  i t  i s  a n t i c i p a t e d  t h a t  they  would be a v a i l a b l e  
s h o r t l y  a f t e r  I O C .  Consequently, the  s l g n l f i c a n t  i nc rease  i n  p r o d u c t i v i t y  and 
hence c o s t  reduc t i on  i s  a t t r a c t i v e  enough f o r  NASA t o  cons ider  fund ing  some 
development i n  t h i s  area. 
o Color  F l a t  Panel Disp lays:  This  technology, t a r g e t t e d  p r i m a r i l y  f o r  
On-Board works ta t i ons /d i sp lays ,  prov ides a d i s t i n c t  advantage over  
monochromatic d i s p l a y s  which would r e s u l t  i n  ga ins  i n  user /opera tor  
p r o d u c t i v i t y .  Color  p rov ides  t h e  p o t e n t i a l  for g r e a t l y  i n c r e a s i n g  i n f o r m a t i o n  
cod ing  c a p a b i l i t y  and f l e x i b i l i t y ,  as w e l l  as f o r  reduc ing  v i s u a l  search t ime  
on complex d i sp lays .  Secondly, luminance requi rements can be reduced w i t h o u t  
a r e d u c t i o n  i n  v i s i b i l i t y  o f  d isp layed i n f o r m a t i o n  because o f  t h e  a d d i t i o n  o f  
chromat ic  c o n t r a s t .  Color  a l s o  prov ides f o r  a g r e a t e r  degree o f  user 
p r o d u c t i v i t y  because o f  t h e  aes the t i c  p re fe rence f o r  work ing  w i t h  c o l o r  
d i sp lays .  
Th is  technology i s  a t  an immature l e v e l .  The advantages o f  b r i gh tness ,  
c o n t r a s t  r a t i o ,  and v iewing  ang le  o f  t h i n  f i l m  e l e c t r o - i l l u m i n e s c e n t  (TFEL) 
technology over t h e  more mature c o l o r  LCD technology d i c t a t e  t h a t  advanced 
development e f f o r t  be devoted t o  c o l o r  TFEL. TFEL phosphors f o r  red, b lue,  
and green c o l o r s  have been success fu l l y  developed, b u t  have y e t  t o  reach 
performance l e v e l s  ob ta ined by manganese-doped z inc  su lph ide ,  t h e  m a t e r i a l  
used t o  produce y e l l o w  panels .  Research e f f o r t  needs t o  be d i r e c t e d  toward 
development o f  new phosphors, and i n  p a r t i c u l a r ,  f o r  t h e  development o f  an 
e f f i c i e n t  b l u e  phosphor. 
5.5 Conclusions and Recommendations 
Eva lua t i on  o f  t h e  NASA advanced development ( A / D )  p lans  a g a i n s t  t h e  cand ida te  
l i s t  p rov ided i n  Sec t ion  5.4 l e d  t o  t h e  conc lus ion  t h a t  a number o f  
techno log ies  need a d d i t i o n a l  spec la l  emphasis and t h a t  t h e  NASA A/D p lans  
should be so ad jus ted .  
recommendations, a re  i d e n t i f i e d  below. 
These technologies,  w i t h  the  A/D adjustment 
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1. D i s t r i b u t e d  Data Base Management - Th is  technology must be pursued by 
NASA t o  i n s u r e  t h a t  some l e v e l  o f  m a t u r i t y  i s  a v a i l a b l e  f o r  On-Board and 
Ground system u t i l i z a t i o n .  I t  i s  recommended t h a t  an A/D Task be es tab l i shed  
t o  eva lua te  a v a i l a b l e  commercial systems and develop a p r o t o t y p e  system f o r  
e v a l u a t i o n  on t h e  JSC DMS Test Bed. 
2. End-to-end pro toco ls / fo rmats  - Formats/protocols  have a s i g n i f i c a n t  
e f f e c t  on e f f i c i e n c y ,  r e l i a b i l i t y  and response t imes.  I t  i s  recommended t h a t  
Task 32 o f  t h e  DMS A/D P r o j e c t  Plan be expanded t o  e x p l i c i t l y  address 
e v a l u a t i o n  of JPL/Contractor developed pro toco ls / fo rmats .  
3 .  Command/Resource Management - The approach t o  t h i s  technology i n  
Sec t i on  5.0 t h e  Task 4 Report represents  a p r e l i m i n a r y  a t tempt  t o  meet t h e  
necessary payload resource a l l o c a t i o n  and t h e  system s a f e t y  requi rements w h i l e  
s a t i s f y i n g  t h e  te lesc ience  concept requi rements.  A cons ide rab le  amount o f  
w o r k / d e f i n i t i o n  was prov ided on the s u b j e c t  however t h e  concept must be 
developed f u r t h e r  t o  n o t  o n l y  s a t i s f y  customer needs b u t  a l s o  t h e  
opera tor /core  system needs. I t  i s  recommended t h a t  two e f f o r t s  be i n i t i a t e d  
t o  develop t h i s  technology.  F i r s t  develop a s i rnu la t ion  t e s t  bed t o  eva lua te  
command management a lgo r i t hms .  
been developed, then use these a lgor i thms i n  an end-to-end f u n c t i o n a l  
s i m u l a t i o n  o f  t h e  commanding process. Th is  f u n c t i o n a l  s i m u l a t i o n  would then be 
exerc ised i n  a te lesc lence  mode t o  p r o v i d e  t h e  human i n t e r f a c e  des ign  
performance. Programmed delays i n  t h i s  s i rnu la t ion  would be used t o  mod i fy  
a lgo r i t hms  and i t e r a t e  u n t i l  an acceptable end-to-end des ign  or concept i s  
achieved. 
command/resource management des ign op t i ons  on t h e  (end-to-end) DMS t e s t  bed. 
Once an a l g o r i t h m  or s e t  o f  a lgo r i t hms  have 
A second e f f o r t  would be t o  develop and eva lua te  t i m e  c r i t i c a l  
4.  F l i g h t  Q u a l i f i e d  A I  Machines - On-Board A I  ( L i s p )  machines t o  hos t  
' e x p e r t  system' a p p l i c a t i o n s  represent  s i g n i f i c a n t  p o t e n t i a l  
au tonomy/produc t iv i t y  increases.  I t  1s recommended t h a t  an A/D  Task be 
es tab l i shed  t o  sponsor t h i s  e f f o r t .  
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I. ONBOARD SSDS 
o Space S t a t i o n  
0 POP1 
0 POP2 
0 COP 
11. GROUND SSDS 
o DHC 
o LZPF's 
o GSC 
0 ssocc 
o SSEDC 
o P/F CC 
o P/F EDC 
APPENDIX A 
CODE W C O D E  T ALLOCATION 
Imp 1 ementa t 'l on Operat'lon 
Code S 
Code S 
Code S 
Code S 
Code T 
Code T 
Code S 
Code S 
Code S 
Code T 
Code S 
Code S 
Code S 
Code S 
Code S 
Code T 
Code T 
Code S 
Code S 
Code S 
Code T 
Code S 
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APPENDIX B 
NASA DMS TEST BED ADVANCED DEVELOPMENT 
PROJECT PLAN TASKS 
NETWORK EVALUATION: 
Task 1 - Extended Network Ana lys is  - ARC 
An ongoing network ana lys i s  C a p a b i l i t y  t h a t  I s  be ing  expanded t o  eva lua te  the  
performance of the GSFC FODS network be ing  developed under Task 7. The ARC 
s i m u l a t i o n  I s  be ing  expanded t o  model t he  FDDI Token Ring System under 
development by JSC (Task 13) as w e l l  as t h e  IBM-unique network c u r r e n t l y  be ing  
developed under IRbD funding. I t  provides a NASA c a p a b i l i t y  t o  conduct 
re levan t ,  comparable a n a l y t i c a l  eva lua t ions  o f  cand ida te  network 
c o n f i g u r a t i o n s  a r i s i n g  f r o m  Phase 6. The ARC s i m u l a t i o n  w i l l  a l s o  p r o v i d e  the 
bas i s  f o r  a I1ca l i b ra ted "  a n a l y s i s  t o o l  which can be r e f i n e d  as Phase C/D 
progresses w i t h  t h e  end r e s u l t  being a va luab le  v e r i f i c a t i o n  c a p a b i l i t y  t o  
suppor t  post-IOC performance analyses as a d d i t i o n a l  demands a r e  made o f  t h e  
DMS Network. 
DMS TEST BED: 
Coordinated tasks t o  fund englneer lng and opera t i on  a c t i v i t i e s  requ i red  t o  p u t  
t h e  " t e s t  environment" i n  p lace  and/or opera te  equipment suppor t i ng  t h a t  
environment. . 
Task 18 - DMS T e s t  Bed Engineer ing - JSC 
Task 19 - DMS Test Bed Operations - JSC 
Task 27 - S/W Test Bed Operations - JSC 
END-TO-END TEST BED: 
Task 32 - End-to-End T e s t  Bed JSC 
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Merges t h e  DMS Test  Bed i n  an end-to-end sense w i t h  customer (GSFC) and the  
Communication and Track ing,  and JSC Ground Support Operat ions Center Test  
Beds. A lso  covers p lann ing  and conduct o f  s p e c l f i c  end-to-end t e s t i n g  us ing  
p r o t o t y p e  ground works ta t i ons  t o  e s t a b l i s h  ground f l i g h t  c o n t r o l l e r  i n t e r f a c e  
requi rements.  
DMS SIMULATION: 
Task 38 - Data Subsystem Network Technology - MSFC 
Prov ides funds f o r  comple t ion  o f  a rud imentary DMS-Simulator t o  be used by t h e  
A t t i t u d e  Con t ro l  System (ACS) Test  Bed. The DMS/User I C D  p r e s e n t l y  used f o r  
t he  DMS Test  Bed i s  be ing  prov ided MSFC f o r  guidance I n  s t r u c t u r i n g  a 
r e p r e s e n t a t i v e  i n t e r f a c e  between the s imu la to r  and ACS. 
NETWORK OPERATING SYSTEM: 
Complementary segments f rom JSC and GSFC for t h e  s tudy and p r o t o t y p i n g  o f  
Network Operat ing Systems de r i ved  f rom commercial p roduc ts  t h a t  accomplish t h e  
so f tware  f u n c t i o n s  o f  t h e  IS0 model. The i n t e n t  i s  t o  segment those tasks 
such t h a t  each cen te r  l tde l i vers t t  complementary elements o f  a s tandard NOS w i t h  
t h e  f u r t h e r  requi rement  t h e  t h e  t w o  products  combine, c o n s i s t e n t  w i t h  t h e  
a p p r o p r i a t e  IS0 l a y e r i n g ,  t o  fo rm one NOS f o r  use on e i t h e r  t h e  GSFC or JSC 
network topo log ies .  
Task 8 - GSFC NOS (IS0 Layers 3 & 4) 
Task 29 - JSC NOS (IS0 Layers 5, 6 & 7) 
Task 23 - SSE System Sof tware Studies - JSC 
JSC t o  per fo rm s tudy /p ro to typ ing  a c t i v i t y  i n v e s t i g a t i n g  t h e  a p p l i c a b i l i t y  o f  
commerc ia l ly  a v a i l a b l e  O / S  t o  on-board O/S and NOS requi rements.  
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NETWORK/BUS INTERFACE UNITS: 
Task 7 - O p t i c a l  BIU - GSFC 
GSFC t o  des ign /pro to type a hardware 
S t a r  Bus system. That B I U  I s  be ing 
s p e c i f i c  s tudy a c t i v i t i e s  conducted 
Task 12 - MCNIU - JSC 
B I U  requ i red  f o r  FY-86 t e s t i n g  o f  t h e  GSFC 
e f f e c t i v e l y  used as a " p a t h f i n d e r "  f o r  
under Tasks 8, 13, and 29. 
JSC t o  produce a commerc ia l ly -der ived dev ice,  r e f e r r e d  t o  as the  
Mu l t i - compa t ib le  Network I n t e r f a c e  U n i t  (MCNIU)  which w i l l  p rov ide  p o t e n t i a l  
Tes t  Bed users w i t h  m u l t i p l e  op t ions  f o r  t ransparen t  i n t e r f a c i n g  w i t h  
d i f f e r e n t  t opo log ies  and/or d i f f e r i n g  degrees o f  computat ional  suppor t  
c o n s i s t e n t  w i t h  accepted l a y e r i n g  de f i ned  by t h e  ISO/OSI  model. 
GATEWAY: 
Task 9 - S t a r  t o  Ring Gateway - GSFC 
GSFC t o  develop and p r o v i d e  a p ro to type  gateway t o  e f f e c t i v e l y  couple t h e  
' s t a r '  and ' r i n g '  networks be ing  developed a t  GSFC and JSC r e s p e c t i v e l y .  W i l l  
o f f e r  an o p p o r t u n i t y  f o r  bo th  centers  t o  u t i l i z e  t h e  gateway i n  suppor t  o f  t he  
DMS Test  Bed end-to-end eva lua t ions  and t o  e x p l o r e  some speci f ' ic  i ssues  known 
t o  e x i s t  r e l a t i v e  t o  gateway implementation. 
I S O / O S I  MODEL IMPLEMENTATION: 
Task 13 - OMS I n t e r f a c e  Standards - JSC 
JSC t o  per fo rm t h e  study and p r o t o t y p i n g  a c t i v i t y  t o  d e f i n e  a c t u a l  e l e c t r o n i c  
implementat ions o f  t h e  lower two layers  o f  t h e  MCNIU. Commercial 
Implementations and e v o l v i n g  i n d u s t r y  standards a r e  be ing  comprehensively 
eva lua ted  f o r  a p p l i c a b i l i t y  t o  the requ i red  designs. 
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AI/EXPERT SYSTEMS: 
Task 15 - OMS Exper t  Systems - JSC 
I n v e s t i g a t i o n  o f  exper t  system technology f o r  a p p l i c a b i i t y  t o  Automated F a u l t  
D e t e c t i o n  and I s o l a t i o n  system. 
Task 25 - Exper t  Systems - JSC 
Develop and p r o t o t y p e  an exper t  system o f  t h e  type  a n t i c i p a t e d  f o r  use on 
Space S t a t i o n .  
- SPACE QUALIFIED COMPUTERS: 
Task 14 - Processor Technology - JSC 
E s s e n t i a l l y  a VHSIC technology assessment w i t h  a f i n a l  r e p o r t  a d v i s i n g  NASA of 
t h e  a n t i c i p a t e d  impact and a p p l i c a b i l i t y  o f  VHSIC technology t o  I O C .  
(FY-87 funded o n l y )  task  takes advantage o f  t h e  unique e x p e r t i s e  o f  JPL i n  the  
area o f  Space R a d i a t i o n  e f f e c t s  on e l e c t r o n i c  devices.  The i n t e n t  i s  t o  have 
JPL p r o v i d e  a d e t a i l e d  d e f i n i t i o n  o f  any steps r e q u i r e d  t o  harden a candidate 
processor  a g a i n s t  s i n g l e  event upset (SEU) and t o t a l  dose e f f e c t s .  
T h i s  
Task 41 - F l i g h t  Processor Space Q u a l i f i c a t i o n  D e f i n i t i o n  - JPL 
Develop a program development p l a n  f o r  space q u a l i f y i n g  a s p e c i f i c  processor 
based on Level  6 a n a l y s i s .  
HOL/ADA ACTIVITIES: 
Task 31 - Ada Target and Benchmark - JSC 
Provides results such that the SSE designers are given a set of guidelines 
relative to the use of Ada for specific purposes. This task continues with 
increased focus on the very detailed implications of actually using Ada in 
real-time applications requiting rigorous verification techniques. 
Task 39 - Ada Development Tools - MSFC 
Procures development tools (cross-compilers, editors, etc.). Also supplements 
MSFC's capability to implement the ACS applications code in Ada. 
Task 40 - Payload Simulator - NSTL 
Payload simulator will be designed from information provlded by GSFC, MSFC, 
and JSC, and will provide the end-to-end Test Bed with capability for 
conducting representative "closed loop" operations studies as well as 
assessing the interaction of various types of payloads on the onboard DMS 
elements. Task 40 is augmented with sufficient funds to allow NSTL to code 
the P/L Simulator using Ada. 
Task 21 - Ada Evaluation - JPL 
JPL support to JSC in evaluation of Ada as a Space Station High-Order Language 
(HOL). Task will develop a set of  metrics and a decision matrix for the 
evaluation process. 
Task 10 - Evaluation of Ada For Users - GSFC 
The objective of the task Is to acquire advanced software support environments 
related to Ada for evaluation. 
use of selected pilot applications for GSFC SS functions. 
Ada application will be evaluated through the 
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USER ACCOMMODATION/INTERFACE DEFINITION: 
Task 3 - Customer I n t e r f a c e  Adapter - GSFC 
Prototypes a c t u a l  ' e n d - c i r c u i t "  designs s u i t a b l e  f o r  i n t e r f a c i n g  w i t h  
r e p r e s e n t a t i v e  payloads GSFC has I d e n t i f i e d .  W i l l  p r o v i d e  the  OMS Test  Bed 
w i t h  t h e  c a p a b i l i t y  e a r l y  i n  phase C t o  a c t u a l l y  accommodate se lec ted  r e a l  
payload e l e c t r i c a l  i n t e r f a c e s  f o r  1 8 h i g h - f i d e l i t y 1 t  p o i n t  des ign  t r a d e  s t u d i e s .  
Task 4 - User Data Flow Management - GSFC 
Produces and evaluates user access pro toco ls / techn iques  f o r  t h e  (user  
t ransparen t )  management, s torage and r e t r i e v a l  o f  payload, engineer ing,  and 
a n c i l l a r y  da ta  f rom d i s t r i b u t e d  data bases. 
Task 5 - User I n t e r f a c e  Technology - GSFC 
A coord ina ted  e f f o r t  w i th  Tasks 6, 33, and 34 t o  suppor t  t h e  SSE RFP w i t h  
d e f i n i t i o n  o f  requirements f o r  a standard user  i n t e r f a c e  c a p a b i l i t y  s u i t a b l e  
f o r  onboard and ground access t o  OMS serv ices .  Encompasses t h e  t o t a l  spectrum 
o f  "users"  f rom on-board system and payload c o n t r o l  t o  ground t e l e s c i e n c e  
opera t ions  as w e l l  as ground pre-launch checkout opera t ions .  
Task 6 - P/L Cmmd and Cont ro l  Techniques - GSFC 
Produces a s e t  o f  candidate techniques f o r  P/L Command and Cont ro l  scenar ios 
t h a t  w117 be e v e n t u a l l y  evaluated i n  t h e  end-to-end t e s t  bed environment. 
Task 33 - User I n t e r f a c e  Stud ies  - JSC 
Develops a common user  i n t e r f a c e  t o  access On-Board/Ground SSDS segments. 
I n t e g r a t e s  GSFC, KSC and JSC user i n t e r f a c e  language (U IL )  tasks.  
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Task 34 - SS Operations Language - KSC 
Specifies operations language and associated utilities in support of test and 
integration community. 
WORKSTATIONS/DISPLAYS: 
Task 16 - Displays & Controls - JSC 
Provides a set of requirements for SS Displays and Controls and evaluates, 
commercially available D & C devices. 
Task 37 - Control/Display Interface Technology - LaRC 
Provides a state-of-the-art fllght-type workstation for evaluation in the Test 
Bed environment with the implicit acceptance that the device should evolve 
intb an actual part of the Test Bed environment by supporting detailed 
development of operational scenarios during the early Phase C design phase. 
Its design will incorporate recommendations and lessons learned from Tasks 3, 
4, 33, and 34.  
SSE ACTIVITIES: 
Task 22 - S/W Englneering Support - JSC 
Provides direct analytical support required for synthesis of SSE requirements 
into coherent formulations suitable for end-item products. 
Task 26 - S/W Test Bed (SSE Computer) - JSC 
Procures a host mainframe computer for the Test Bed to provide a prototyping 
capability for the evaluation of SSE S/W. 
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MISCELLANEOUS: 
Task 2 - Enhanced Telemetry - GSFC 
This  task w i l l  eva lua te  h l g h  r a t e  Data Handl ing Center requirements. An SS 
requirements a n a l y s i s  w i t h  DHC opt ions mapped t o  t h e  requirements/assumptlons 
p l u s  a modular a r c h i t e c t u r e  design d e r i v a t i o n  w i l l  be performed as t h e  f i r s t  
two sub-tasks. Expansion methodology and technology d r i v e r s  w i l l  be 
i d e n t i f i e d  t o  weigh the  On-Board vs Ground da ta  hand l i ng  op t ions ,  
( p a c k e t i z a t i o n ,  c a l i b r a t i o n s ,  e t c . ) .  
Task 11 - Subsystem T e s t  and Checkout - JSC 
This  task w i l l  i n v e s t i g a t e  techniques and procedures f o r  m o n i t o r i n g  and 
e v a l u a t i n g  t h e  performance o f  spacecra f t  subsystems. Areas o f  i n v e s t i g a t i o n  
i n c l u d e  automated f a u l t . d e t e c t i o n  and i s o l a t i o n ,  da ta  base design, data 
management systems and crew i n t e r f a c e s .  
Task 28 - S I B  Development - JSC 
Prototypes a S imu la t i on  I n t e r f a c e  B u f f e r  ( S I B ) .  
Task 35 - Software R e l i a b i l i t y  Technology - LaRC 
This  task w i l l  supplement 
e f f e c t i v e n e s s  o f  so f tware  
Task 36 - O p t i c a l  Transce 
on-goi ng 
f a u l t - t o  
vet- Modu 
research t o  e s t a b l i s h  t h e  r e l i a b i l i t y  
erance techniques. 
e - LaRC 
Funds t h e  development o f  a f i b e r  o p t l c  t r a n s m l t t e r / r e c e i v e r  t o  s a t i s f y  a 
common s e t  o f  requirements for  both NASA and DoD. The t r a n s c e i v e r  w i l l  cover 
the data range f r o m  200 t o  1000Mbps. 
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