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RESUMO 
Sabe-se que é comum usar-se a regressão quadrática 
Ά A A. 
(Y = a.r2 + bX -f- c) para determinar a dose econômica de 
Λ 
b 
adubação. O ponto de máximo ou de mínimo será X = - -------------------, 
A 
9 Λ Λ Δ C 
onde b e c possuem distribuição normal. XTeste trabalho cogi-
ta-se de estudar a distribuição gerada pelo quociente de 
duas variáveis pertencentes a uma distribuição normal. Cal-
cularam-se as estatísticas γ1 e γ 2 de Fisher, e a elas se aplicou 
a prova de t. Também se obtiveram os momentos 3.° e 4.°. 
Os resultados obtidos mostram que na maioria dos casos 
a distribuição de X se afasta muito da normal. 
I N T R O D U Ç Ã O 
Considere-se uma equação de regressão quadrática 
Y t = a + bXi + cX* 
para a qual o modelo matemático será: 
Y 4 = a + bXi + cX* + ei 
onde se supõe ei Π Ν(0 ,σ 2 ) , isto é, com distribuição normal de média 0 
e variância σ 2 . 
* Entregue para publicação em 18/10/1976. 
* * Departamento de Matemática e Estatística da E S A L Q , U S P , Piracicaba, SP, Brasil. 
Em geral, porém, dispõe-se apenas das estimativas dos parâmetros 
a,bec, isto é, da equação estimada 
Λ Λ Λ A 
Υ - a + b X + cX 2 . 
Convém, pois, determinar o ponto de máximo ou de mínimo desta 
função. Sua derivada primeira 
A A A 
Y = b + 2 c X , 
deve anular-se, logo: 




(1) X = , 
A 
2 c 
valor que é o ponto de máximo ou de mínimo da função. 
Λ A 
Vê-se em (1), que X é função das estimativas b e c, sujeitas a erros 
experimentais e possui, portanto, uma distribuição probabilística que 
se vai estudar. 
Sabe-se, porém, que se os valores observados de Y tiverem distri-
Λ A 
buição normal, as estimativas b e c, funções lineares dessas observações, 
Λ A 
serão também normalmente distribuídas. No entanto b e c geralmente 
não serão independentes, se adotada essa forma para a equação de 
regressão e isso complica desnecessariamente o problema. 
Pode-se, porém, tomar a equação de regressão da seguinte forma: 
Y = a + b P X (X) + c P 2 ( X ) , 
onde P i ( X ) e P 2 ( X ) são os polinômios ortogonais convenientes, de 
primeiro e de segundo grau, respectivamente. Neste caso b e c têm 
distribuição normal e são independentes, de sorte que seu coeficiente 
de correlação é nulo. 
Pode-se tomar 
P x (x) = χ = X — χ , 
P 2 (x) = χ 2 - K, 
onde χ é a média dos valores de X , e Κ é um número real conveniente. 
Tem-se, neste caso, o ponto de máximo ou de mínimo 
Λ Λ 
onde, agora, b e c são variáveis normais independentes. Pode-se assim 
proceder ao estudo desta distribuição probabilística. 
MATERIAL Ε MÉTODOS 
Material 
Neste trabalho simularam-se 16.000 dados, sendo 8.000 para valores 
de b e 8.000 para valores de c, pela sub-rotina RANDU para geração 
de números aleatórios no Computador IBM 1130. Esta sub-rotina se 
baseia na fórmula: 
onde Xi é um número casual de distribuição retangular, 
0 < X < 1 , 
k é o número de valores X t que tomamos dentro da distribuição retan-
gular. Neste caso considerou-se k = 6 0 . A variável assim gerada terá 
aproximadamente distribuição normal reduzida, isto é, de média zero 
e variância um (KENDALL e STUART, 1 9 6 3 ) . 
Obtiveram-se assim 160 séries de 100 erros. Através de fatores 
apropriados foram eles multiplicados de modo a obter 2 0 séries de 100 
erros relativos a cada uma das variâncias seguintes: 
σ 2 = 0 , 0 1 5 6 2 5 σ 2 = 2 ,0000 
σ 2 = 0 ,0625 σ 2 = 4 , 0 0 0 0 
σ2 = 0 , 2 5 0 0 σ 2 = 6 , 2 5 0 0 
σ 2 = 1 ,0000 σ 2 = 9 ,0000 
Para σ 2 = 0 , 0 1 5 6 2 5 (σ = 0 , 1 2 5 ) , por exemplo, tínhamos duas séries 
de 1 . 0 0 0 erros (e1 e e 2) com distribuição aproximadamente normal de 
média zero e com essa variância. Os valores de e 2 foram multiplicados 
por V 3> assim obtendo-se, pois, 1.000 erros e 3 = V 3 e2, de variância 
3 σ 2 = 3x0,015625. 
A seguir consideraram-se os valores exatos b = 3 e c — — l e s e 
Λ A 
tomaram as estimativas b = b + e3, c = c + ex. 
Λ A 
Obtiveram-se assim 1.000 pares de valores de b e c, em 10 grupos 
de 100, com as médias verdadeiras b = 3 e j c | = 1, e a s variâncias, 
V(b) = 3 σ 2 , V(c) = σ 2 . 
t \ A 
Através desses valores de b e c calcularam-se valores para x, por-
tanto, para cada variância de geração conseguiram-se 1.000 valores de x. 
Desses valores tiraram-se as médias c, b e x. Com esses dados obtidos 
da maneira exposta estudou-se a distribuição de x. 
Métodos 
1) Estimou-se V ( x ) , pela fórmula usual, 
(Σχ ) 2 
Σχ 2 -
Ν 
V l ( x ) = , 
Ν - 1 
onde sempre Ν = 100. 
2) Estimou-se V 2 (x ) pela fórmula deduzida por D'AULiSIO (1970, 
Λ 
b 
1976) a partir da diferenciação de χ = — 
Λ 
2 c 
1 f 1 "Β 
V 2 (x ) = I — — V(b) + — — V(c) 
4 [_ c 2 c 4 I 
Λ Λ 
onde se obtiveram V(b) e V(c) pelo método usual de estimativa da 
variância. 
Λ A 
3) Estimaram-se o terceiro (μ3) e o quarto (μ4) momentos de x, 
Σ (χ — χ)3 Σ (χ — xy 
Λ Λ 
Ν - 1 Ν - 1 
4) Obteve-se μ4 (esperado), que é o quarto momento que teria a 
distribuição de χ se fosse normal. 
/ A 4 (esperado) = 3 σ 4 . 
5) Estimaram-se y i e y2 (FISHER, 1930) para x; 
μ 3 μ 4 
Ύ ι — 9 Ύ 2 — _ 3 # 
σ 3 σ4 
Sabe-se que na distribuição normal temos 
7 i = 72 = 0. 
6) Obtiveram-se V ( 7 l ) e V(y 2 ) (FISHER, 1930), para aplicar a 
prova de í. 
Com o auxílio de 
6N (N - 1) 
V ( n ) = , 
(N - 2) (N + 1) (N + 3) 
24 Ν (Ν — 1) 2 
V(y 2 ) = , 
(Ν - 3) (Ν - 2) (Ν + 3 ) (Ν + 5) 
calculou-se: 
γ ι - 0 
* = » 
V Λ 
ν V ( 7 l ) 
7 2 - 0 
t - — — — — , 
ν ν ώ 
RESULTADOS Ε DISCUSSÃO 
Os resultados apresentados são provenientes de séries geradas de 
100 dados. Em cada quadro há 10 linhas, cada uma delas relativa a uma 
amostra de 100 dados, de sorte que cada quadro resume estatísticas 
obtidas com 1.000 dados. 
Nos Quadros de 1 a 8 temos: 
Coluna 1: V ( c ) , calculada pela fórmula (1) de Métodos, com substi-
tuição de χ por c. 
Λ 
Coluna 2: Média de — e. 
Λ Λ 
Coluna 3: V(b) calculada pela fórmula (1) de Métodos, com substi-
Λ 
tituição de χ por b. 
Λ 
Coluna 4: Média de b. 
Coluna 5: Média de x. 
A 
Coluna 6: V x ( x ) , estimada pela fórmula (1) de Métodos. 
Λ 
Coluna 7: V 2 ( x ) , estimada pela fórmula (2) de Métodos 
Λ 
Coluna 8: Valores de μ3 obtidos pela fórmula (3) de Métodos. 
Λ 
Coluna 9: Valores de μ4 obtidos pela fórmula (3) de Métodos. 
Coluna 10: μ4 (esperado) pela fórmula (4) de Métodos substituindo-se 
σ 2 por V x ( x ) . 
Λ 
Coluna 11: ylf estimado pela fórmula (5) de Métodos. 
A 
Coluna 12: γ2, estimado pela fórmula (5) de Métodos. 
Λ 
Coluna 13: Teste í aplicado a γχ. 
A 
Coluna 14: Teste í aplicado a γ2. 
Pode-se ver, no Quadro 1, que há semelhança nos resultados obtidos 
A 
nas colunas 6 e 7. Os dados da coluna 8 (μ3) são próximos de zero. Os 
A 
valores estimados para μ4 (coluna 9) são bem semelhantes aos obtidos 
Λ A 
para/A4 (esperado), (coluna 10). Estudando os valores de yx e γ2 (colunas 
A 
11 e 12), vemos que só os yL da primeira e da sétima linha diferiram 
de zero ao nível de 5% de probabilidade; na quarta, na sexta e na 
A 
décima linha diferiram ao nível de 1% de probabilidade. O γ2 diferiu 
de zero, ao nível de 1 % de probabilidade, pelo teste t, apenas na 9. a linha. 
No Quadro 2 verifica-se que os valores obtidos para a coluna 7 
A 
são sempre inferiores aos da coluna 6. O valor obtido para μ3 só na 
A 
3. a linha se aproxima de zero. O μ4 da terceira linha se aproxima 
Λ A 
bastante do valor esperado, mas o das demais difere. Quanto a Ύ ι e γ2, 
só o valor de y2 na terceira linha não difere significativamente de zero. 
Λ 
O resultado obtido para Ύ ι na terceira linha difere de zero ao nível 
de 5 % de probabilidade pela prova de t; os outros valores diferem ao 
nível de 1 % de probabilidade pelo mesmo critério. 
No estudo do Quadro 3, vemos que os resultados constantes da 
coluna 7 são sempre inferiores aos da coluna 6. Os valores calculados 
Λ 
para μ8 são bem diferentes de zero. Os resultados das colunas 9 e 10 
diferem muito entre si. Os valores de Ύ ι e y2 diferem todos significa­
tivamente de zero pelo teste t, ao nível de 1 % de probabilidade, conforme 
podemos verificar pelas colunas 13 e 14. Olhando agora os Quadros 
4 , 5 e 6, vemos que os resultados obtidos nos levam a observações 
semelhantes às feitas para o Quadro 3 . 
Vê-se no Quadro 7 que os resultados da coluna 7 em geral subesti-
mam os valores da coluna 6, com exceção do valor obtido na 9 . a linha, 
Λ 
que supera o da coluna 6. Os valores de μ3 são bem diferentes de zero 
Λ 
e os de divergem bastante dos obtidos para μ4 (esperado). Os resultados 
Λ Λ 
obtidos para y1 e y2 diferem bastante de zero. Com exceção dos valores 
Λ 
obtidos na 3 . a e 9 . a linha para 7 l , todos os demais diferem de zero ao 
nível de 1 % de probabilidade pelo teste t. 
No quadro 8 os resultados das colunas 6 e 7, que estimam o mesmo 
Λ 
valor, estão sempre menores na coluna 7. O μ3 apresenta estimativas 
bem distintas de zero, embora devessem ser nulas, se a distribuição fosse 
normal. Comparando os resultados constantes das colunas 9 e 10, vê-se 
que diferem grandemente entre si. Sabe-se pelo estudo da distribuição 
normal que o μ3 é nulo e o μ4 = 3 σ 4 . Verifica-se, pois, que os pontos 
de máximo ou de mínimo calculados estão fugindo sensivelmente da 
distribuição normal. Olhando as colunas 11 e 12, vê-se que há valores 
diferentes de zero, confirmando a não normalidade dos dados. Indo 
mais além, vê-se que as colunas 13 e 14, onde se pode afirmar que os 
Λ Λ 
valores obtidos para yx e y2 são significativamente diferentes de zero 
pelo teste í. Rejeita-se a hipótese da nulidade. 
A 
Saliente-se que nos Quadros 1 e 2 todos os valores de yx, são posi-
tivos, o que indica ser a distribuição viezada à direita. Nos demais 
Λ 
Quadros aparecem sempre valores positivos e negativos para ylf o que 
demonstra serem as curvas viezadas às vezes à esquerda. 
Λ 
Os valores de y2 são negativos em 4 dos 10 casos do Quadro 1, e em 
apenas 1 caso do Quadro 2; nos demais são sempre positivos. Isto 
indica que, à medida que cresce a variação do acaso (medida por σ) 









C O N C L U S Õ E S 
1) S ó para o valor mais baixo de σ 2 ensaiado ( 0 , 0 1 5 6 2 5 , que dá 
Λ 
um coeficiente de variação de 12,5% para c) , a normalidade aproximada 
da distribuição do quociente (x) é aceitável. Nos demais casos χ foge 
completamente à distribuição normal. 
Λ 
2) Para os níveis mais baixos de σ2, são positivos os valores de yx 
relativos à distribuição de x. À medida, porém, que cresce σ2, surgem 
Λ 
valores positivos e também negativos de yx. 
A 
3) Ao contrário, no caso de γ2, para os valores mais baixos de σ2, 
ocorrem estimativas positivas e negativas. No entanto, quando cresce 
Λ 
< r 2 , passam a ocorrer somente valores positivos de γ2, o que caracteriza 
as distribuições leptocúrticas. 
Λ \ 
4) Os valores de V 2 (x ) foram, em praticariiente todos os casos 
A ; 
estudados, bem inferiores aos obtidos para V^x); . 
SUMMARY I 
T H E D I S T R I B U T I O N O F P O I N T S O F M A X I M U M O R M I N I M U M O F 
SECOND DEGREE REGRESSION E Q U A T I O N S 
When studying experiments with fertilizers from the economic point of view, it is rather 
Λ A A 
common to use a quadratic regression equation Υ = a X 2 + b X + c, and to seek its point 
Λ 
b 
of maximum X = - --------------------. If the values of Υ are supposed to be normally distributed, 
2 c 
A A 
the same happens with the estimates b and c, both linear functions of the Y ' s . This shows 
that for the economical interpretation of trials with fertilizers it is important to know what 
is the distribution o i the ratio of two normal variates. T o study the distribution of 
A 
b 
χ — 1 the statistics y1 and y2 of F ISHER (1930) were used, as well as the third 
A 
2 c 
and fourth moments. 1 
The results obtained show that in most cases the distribution of Χ is far from normal. 
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