Abstract. Let H and H + H be positive de nite matrices. It was shown by Barlow and Demmel, and Demmel and Veseli c that if one takes a component-wise approach one can prove much stronger bounds on i (H)= i (H+ H) and the components of the eigenvectors of H and H+ H than by using the standard norm-wise perturbation theory. Here a uni ed approach is presented that improves on the results of Barlow, Demmel and Veseli c. It is also shown that the growth factor associated with the error bound on the components of the eigenvectors computed by Jacobi's method grows linearly (rather than exponentially) with the number of Jacobi iterations required for convergence.
Introduction. If the positive de nite matrix H can be written as H = DAD
where D is diagonal and A is much better conditioned than H then the eigenvalues and eigenvectors of H are determined to a high relative accuracy if the entries of the matrix H are determined to a high relative accuracy. This was shown by Demmel and Veseli c 2], building on work of Barlow and Demmel 1] . In this paper we strengthen some of the perturbation bounds in 2], and present a uni ed approach to proving these results. We also show that, just as conjectured in 2], the growth factor that arises in the bound on the accuracy of the components of the eigenvectors computed by Jacobi's method is linear rather than exponential.
We now give an outline of the paper and the main ideas in it and then de ne the notation. In Section 2 we quickly reprove some of the eigenvalue and eigenvector perturbation bounds from 2] in a perhaps more uni ed way and derive bounds on the sensitivity of the eigenvalues to perturbations in any given entry of the matrix. The main idea in this section is that the analysis is reduced to standard perturbation theory if one can express additive perturbations as multiplicative perturbations. In this respect our approach is similar to that of Eisenstat and Ipsen in 4] , except that they assume a multiplicative perturbation and then go on to derive bounds, whereas we assume an additive perturbation, which we rewrite as a multiplicative perturbation, before performing the analysis. Our results are the same as those in 4] for eigenvalues, but not for eigenvectors. We brie y compare our approach to relative perturbation bounds with those in 1, 2, 4] in Section 2.1. We also show that the relative gap associated with an eigenvalue is a very good measure of the distance (in the scaled norm) to the nearest matrix with a repeated eigenvalue.
In Section 3 we consider the components of the eigenvectors of a graded positive de nite matrix 1 . The key idea here is that if H is a graded positive de nite matrix and U is orthogonal such that H 1 = U T HU is also graded then U has a "graded" 2 roy mathias structure related to that of H and H 1 . 2 This fact can be systematically applied to obtain component-wise perturbation bounds for the eigenvectors of "graded" positive de nite matrices and component-wise bounds on the accuracy of the eigenvectors computed by Jacobi's method. The fact that the matrix of eigenvectors is "graded" has been observed in 1] and 2], however the results there were weaker than ours, and these papers did not exploit this "graded" structure to any great extent. The basic results on gradedness of eigenvectors are in Section 3.1 and the applications are in Section 3.2.
Let M m;n denote the space of m n real matrices , and let M n M n;n . For a symmetric matrix H we let 1 (H) 2 (H) n (H) denote its eigenvalues, ordered in decreasing order. For X 2 M m;n we let 1 (X) 2 (X) minfm;ng (X) denote its singular values. The only norm that we use is the spectral norm (or 2-norm) and we denote it by k k, i.e., kXk = 1 (X). When we say that a matrix has unit columns we mean that its columns have unit Euclidean norm.
For a matrix or vector X, jXj denotes its entry-wise absolute value. For two matrices or vectors X and Y of the same dimensions we use minfX; Y g to denote their entry-wise minimum, and we use X Y to mean that each entry of X is smaller than the corresponding entry of Y . To di erentiate between the componentwise and positive semide nite orderings we use A B to mean that A and B are symmetric and B ? A is positive semide nite. We use E to denote a matrix of ones and e to denote a column vector of ones{the dimension will be apparent from the context.
In studying the perturbation theory of eigenvectors we use the two notions of the relative gap between the eigenvalues that were introduced in 1], but we use di erent notation. Given a positive vector we de ne One similarity between the two relative gaps is that it is su cient to take the minimum over j = i ? 1; i + 1 in either case. However, it is easy to see that relgap ( ; i) is at most 1, while relgap( ; i) can be arbitrarily large and that relgap( ; i) 2 relgap ( ; i): 
The left hand side of (1.9) is an increasing function of and so in order to verify (1.9) it is su cient to verify it when is as large as possible { that is when
Straight forward algebra shows that (1.9) holds with equality when one substitutes this value of . Thus we have veri ed (1.1). . We consider a slightly more general situation and just assume that H and H + H are positive de nite. We consider this more general setting rstly to show that one can prove relative perturbation bounds for positive de nite matrices without assuming that the matrices are graded and secondly because the results are slightly cleaner in the general case. The matrix D 2 is diagonal so its eigenvalues are its diagonal elements and these are h ii , 1; : : :; n. The result now follows from the monotonicity principle.
2 One would expect that the eigenvalues of H are more sensitive to perturbations in some entries of H and less sensitive to perturbations in others. Stating the bound in terms of = kA ? 1 2 ( A)A ? 1 2 k allows one to derive stronger bounds on the sensitivity of the eigenvalues of H to a perturbation in any one of the entries (or two corresponding o -diagonal entries) of H than if we had replaced by k Ak kA ?1 k. Let us assume the notation of the theorem. Let E ij = e i e T j (e i is the unit n-vector with ith component equal to 1. Suppose that A = E jj , that is a relative perturbation of in the jth main diagonal entry, then kA ? 1 So to show thatũ can be chosen such that ku ?ũk is small we must show thatû can be chosen to be close to e j . We do this in Lemma 2.6, which follows easily from the standard perturbation theory given in 5, pp. 345-6].
We have used the fact that U is orthogonal in (2.8), and hence has norm 1, to obtain a norm-wise bound on u?ũ. In Section 3.2 we use the component-wise bounds (2.9-2.10) on U to derive a component-wise bound on u ?ũ. Lemma 2.6. Let = diag( ) have main diagonal elements ordered in decreasing order and assume that j+1 < j < j?1 . Let X be a symmetric matrix and let Propostion 9] in Corollary 2.10 { our upper and lower bounds on the distance di er by a factor of (A) while those in 1, Proposition 9] di er by a factor of about 4 (A), a potentially large di erence. Our bound is considerably simpler than that in 1], it doesn't involve factors of n (although one could replace 1 (A) by n) and it's validity doesn't depend on the value of the relative gap (the bound in 1] has the requirement relgap 1 2 ). Block diagonal examples show that not every eigenvalue of H will have the maximum sensitivity ?1 n (A) and so this di erence in the upper and lower bounds is to be expected. That is to say that one cannot hope to improve the bound (2.17) by more than a factor of 1 (A) n. Our bound involves relgap while the bound in 1] involves relgap. All these reasons suggest that relgap ?1 , and not relgap ?1 , is the right measure of the distance to the nearest problem with a repeated ith eigenvalue. 3. Eigenvector Components. It was shown in 1] that the eigenvectors of a scaled diagonally dominant matrix are scaled in the same way as the matrix. Essentially the same proof yields 2, Proposition 2.8]. We strengthen these by a factor (A) in Corollaries 3.2 and 3.3. In Section 3.2 we strengthen many of the results in 2] by using the stronger results in Section 3.1, and show that the growth factor in the error bound on the eigenvectors computed by Jacobi's method is linear rather than exponential (Theorem 3.8). We also give improved component-wise bounds for the perturbation of singular vectors (Theorems 3.6 and 3.7). It is essential that the D i be diagonal in this section as we are considering the components of the eigenvectors. Taking square roots and dividing by 1 2 n (A 0 ) gives the asserted bound.
2 If the matrix C is orthogonal then H 1 = U T H 0 U implies that H 0 = UH 1 U T and so we have a companion bound stated in the next result. It is useful to have bounds on the individual entries of U and we state a variety of such bounds in (3.5-3.7), but note that they are actually weaker than the norm-wise bounds in (3.4 and the rst inequality is stronger than the second and third.
Proof. The fact that ju ij j is no larger than the rst (second) quantity on the right hand side of (3.5) follows from the rst (second) inequality in (3.4). The remaining inequalities can be derived from (3.5) using the relations between the eigenvalues of H and its main diagonal entries in Corollary 2.5. This also shows that they are weaker than (3.5). 3.2. Applications of "graded" eigenvectors. Now we use the results in Section 3.1 to give another proof of the fact that components of the eigenvectors of a graded positive de nite matrix are determined to a high relative accuracy, then show that relgap ( (H); i) is a good measure of the distance of a graded matrix from the nearest matrix with a multiple ith eigenvalue, where the distance is measured in a norm that respects that grading, and nally that Jacobi's method does indeed compute the eigenvectors to this accuracy (improving on 2, Theorem 3.4]). We now combine lemma 2.6 with the general technique used in Section 2 to obtain a lemma that will be useful in proving component-wise bounds for eigenvectors and singular vectors. Lemma 3.4 . Let = diag( ) have main diagonal elements ordered in decreasing order and assume that j+1 < j < j?1 . Let X be a symmetric matrix and let U be an orthogonal matrix. Let H( ) = U Proof. Let G = U V T where U 2 M m;n has orthonormal columns, 2 M n is positive diagonal and V 2 M n is orthogonal. We may write
