Abstract. Most of the research on optimal designs concentrates on linear and non-linear models with fixed effects. In this paper we discuss optimal designs for a Poisson regression model with random intercept.It is shown that the optimal design are identical across the individuals, but depend on the variance.
Introduction
Design optimality has received growing attention by statisticians over the past few decades.The main goal is to find the best experimental settings x i , which maximize the information matrix of parameters as the inverse of variance-covariance matrix. Both binary and count data have been extensively studied in the literature as cases of Generalized Linear Models. Optimal designs for binary data model, especially for logistic model have been investigated by Abdelbasit and Plackett (1983) , Minkin (1987) and many others in the fixed effects cases. Recently, Mairo et al. (2004) have extended the work on optimal design for logistic model with random intercept. Also, Minkin (1993) and Yanping et al. (2006) have done wide work to find optimal design especially D-optimal design in fixed effects Poisson regression models. Despite wide theoretical work on the analysis in Generalized Linear Mixed Models (GLMM) (see e.g. McCulloch and Searle (2001)), few results exist in this case on optimal design. In this paper, we consider as a simple case of GLMM , a simple Poisson Regression with Random Intercept. The aim is to derive the information matrix for design optimal criteria and to obtain optimal design. Due to the random effect in this model, a closed form of the likelihood function to estimate the fixed parameters of this model is quite intractable. So we use a Quasi-Likelihood approach to determine the information matrix for these parameters (McCullagh and Nelder (1997), chapter 9). The only assumptions on the data are those concerning the first two moments. As we will see later, the information matrix depends on the unknown parameters. So, it poses a two fold problem: to find the optimal design we must know the parameters, and to know parameters we need to design first. A simple approach to this problem is to look for Locally optimal designs which are based on an initial guess of the parameters and then find optimal designs which are optimal with respect to this initial guess. The outline of the paper is as follows: In the next section, we introduce the model and the variance-covariance structure. In section 3, we apply the quasi-likelihood method to obtain the information matrix. And finally , in section 4, we consider a simple example and determine the D-optimal designs.
The Model
We consider a Poisson Regression Model with random intercept which can be written as:
is specified by the canonical linked function. Here, Y ijk stands for the kth replication for the individual i at the experimental setting x ij from the experimental region X. Also we suppose that m ij denotes the number of replications of individual i at the jth level of x. The vector of known regression functions f = (1, f 1 , . . . , f p−1 )
T is the same for all individuals. The pdimensional vector of parameters β = (β 0 , β 1 , . . . , β p−1 )
T associated with the mean response curve is unknown. The random variable b i is the individual deviation from the overall population intercept β 0 , i.e. β 0 + b i is the random intercept which varies and depends on the different individuals. The deviation b i is assumed to be normal distributed with mean 0 and known variance σ 2 . The random intercepts are uncorrelated for different individuals, i.e., cov
For further simplification, we assume t i = t ∀i. With regard to the properties of b i , observations from the same individuals have the following variance-covariance structure:
T be the m i × 1 vector of measurements on ith individual, where
is the m ij × 1 vector of replications of individual i at the jth level of x, then applying some matrix algebra leads to
where,ȧ
Here and through out I v denotes the v × v identity matrix and 1 v is an v × 1 vector with all entries equal to 1.
We suppose that
is the vector of the whole observation. Independence of different individuals leads to,
Information Matrix
The role played by the information matrix is very clear in Optimal Design studies. This comes from the relation between information matrix and variance-covariance matrix of the estimator of parameters based on the likelihood principle. In our case due to the complicated form of the likelihood function, it is not easy to use this relation. As an alternative we first outline the quasi-likelihood estimator as an estimator based on the quasi-score function. 
In this expression the entries of the matrix D, of order n × p, are D jr = ∂µ i ∂βr , the partial derivatives of the components of µ(β), with respect to the parameters.
The asymptotic variance-covariance of the quasi-score function U (β, Y), which equals the negative of the expectation of ∂U (β, Y)/∂β , is
This matrix plays the role of the Fisher information exactly in the same way as in fully parametric inference, and under the usual regularity conditions, the asymptotic variance-covariance matrix of the quasi-likelihood estimator of β equals M (β) 
where
is the individual design matrix. and finally V i (β) = V i . Then,
Note that the information matrix depends on the number of measurement m i taken from individual i in a non-linear relation. So we can not find a normalized version depending only on the proportion of the observations at the different settings, as one might obtain in fixed effect models. Also, from (3.1), the information matrix is strongly dependent on the parameters. 
Proof.
e σ 2 − 11 m i , the result follows.
  the row individual design matrix neglecting the number of replications. Then the information matrix simplifies.
Lemma 3.2. The individuals information matrix can be represented as
Proof. Because of (Schott 1997, Corollary 1.7.2)
the representation follows
On the basis of the last representation an approximate individual design ξ i for individual i can be defined as
where x i1 , . . . , x it ∈ X are experimental settings and p ij (j = 1, . . . , t) is the proportion of individual i that will be observed at the jth level of x,i.e., x ij , so
s).
In other words, p ij m i = m ij , where m i is the total number of observations taken from individual i and m ij is the number of observations taken at x ij . We allow that m ij might be not an integer, but an exact design can be obtained by rounding. In view of (3.3) the corresponding information matrix can be defined as
Next, we consider the vector Y of all observations. The population information matrix is
We define a population design as 
an optimal design can be obtained among those which are uniform across the individ-
The proof is the same as the proof of Theorem 1 in Schmelter (2007) , and has hence been omitted here. This theorem applies, in particular, to D-optimality. Using this theorem, we can ignore the index i in the experimental settings.
Application: Simple Poisson Regression
We consider the special case of Poisson regression, where we have β = (β 0 , β 1 )
T . So our model reduces to
We want to find D-optimal design to estimate β, i.e. which maximizes the determinant of the information matrix. First we outline the following theorem which restricts us to designs with only two different settings x 1 and x 2 Lemma 4.1. For model (4.1), the D-optimal design ζ * = ξ * 1 has exactly two different support points ξ
The proof can be found in appendix B. Using theorem (4.1), we can restrict to the case t = 2. 
Note that µ j = e 1 2 σ 2 +β 0 +β 1 x j and µ c = e
The proof of this theorem is given in the appendix. According to Theorem (4.1), numerical methods can be used to minimize this criterion in order to find D-optimal designs. By optimal valuesμ * 1 <μ * 2 as well as optimal proportions p * 1 and p * 2 = 1 − p * 1 . From these optimal values x * 1 and x * 2 for the settings can be obtained by
In most applications of this model, like e.g., bioscience, pharmacokinetics, etc. the design region is a subset of non-negative real line ,i. . Suppose that the D-optimal design has at least three support points z 1 < z 2 < z 3 , i.e. h(z i ) = k(z i )(i = 1, 2, 3) where h(x) = 1 d (cx 2 + 2bx + a). Applying Rolle's theorem, there are z 1 , z 2 such that z 1 < z 1 < z 2 < z 2 < z 3 and h (z i ) = k (z i ) (i = 1, 2). Because h(z) ≤ k(z) for all z, the points z i (i = 1, 2, 3) are local extrema, then h (z 2 ) = k (z 2 ). By Rolle's theorem again for the function h (z) − k (z), we receive points z 1 , z 2 , such that z 1 < z 1 < z 2 < z 2 < z 2 and h (z i ) = k (z i )(i = 1, 2). Because h (z) = 2 
