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Abstract
Most existing black-box optimization methods assume that all variables in the
system being optimized have equal cost and can change freely at each iteration.
However, in many real world systems, inputs are passed through a sequence of
different operations or modules, making variables in earlier stages of processing
more costly to update. Such structure imposes a cost on switching variables in
early parts of a data processing pipeline. In this work, we propose a new algorithm
for switch cost-aware optimization called Lazy Modular Bayesian Optimization
(LaMBO). This method efficiently identifies the global optimum while minimizing
cost through a passive change of variables in early modules. The method is theo-
retical grounded and achieves vanishing regret when augmented with switching
cost. We apply LaMBO to multiple synthetic functions and a three-stage image seg-
mentation pipeline used in a neuroscience application, where we obtain promising
improvements over prevailing cost-aware Bayesian optimization algorithms. Our
results demonstrate that LaMBO is an effective strategy for black-box optimization
that is capable of minimizing switching costs in modular systems.
1 Introduction
Black-box or zero-order optimization is a recurring problem that arises in many real-world settings,
ranging from robotics [1] and sensor networks [2], to hyperparameter tuning in applications of
machine learning [3]. Often in such settings, the underlying function that maps variables to a reward
(loss) is unknown and can be costly to query. Thus, several methods for black-box optimization have
been developed to address this problem [4, 5, 6, 7], including variants that explicitly account for the
cost to update different variables in the system.
While the precise function that maps input variables to an output loss function may be unknown,
real-world systems typically have additional structure. A common structural assumption is that the
system is comprised of a sequence of operations, each with their own variables, which produces
modular structure that impacts the overall costs of updating variables throughout. When analyzing
data in a variety of scientific settings, inferences often involve multiple stages of processing which
are chained together sequentially into a pipeline. These situations arise in a wide range of fields,
from genomics [8] and neuroimaging [9, 10], to robotics [11] and computer vision [12, 13]. When
optimizing systems in an end-to-end manner, the cost to not only query, but also to switch to new
variable settings at early stages in a pipeline, can be prohibitive. Despite a long history of black-
box optimization, the role of modular (block-based) structure and switching costs has not yet been
explored. Hence, a systematic optimization method that leverages both cost and modular structure is
needed to optimize complex scientific pipelines moving forward.
In light of these motivations, we introduce a new switch cost-aware algorithm for black-box optimiza-
tion called Lazy Modular Bayesian Optimization (LaMBO). This method leverages modular structure
in a system to reduce overall cumulative costs during optimization (Algorithm 1). To quantify the
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cost of switching in modular systems, we model cost of each query as the aggregation of the cost of
rerunning modules from the first point in the processing chain where has a variable must be updated.
In this scenario, when variables at later stages of processing are updated, the outputs from earlier
modules are frozen (stored) and can be used to facilitate downstream optimization until its necessary
to switch variables early on. This idea can be codified with the notion of the movement augmented
regret, which measures both the functional optimality and cost of changing variables at early stages
of processing. We show that encouraging the optimization method to be lazy, or minimize variable
switching in early modules, LaMBO achieves a sublinear rate in terms of this new form of regularized
regret. To the best of our knowledge, LaMBO is the first algorithm for incorporating modular system
structure into BO with strong theoretical guarantees.
To empirically evaluate the performance of the proposed method, we applied LaMBO to a number
of synthetic datasets used in the literature. When compared with traditional Bayesian optimization
(BO) baselines [14, 15, 16] and cost-aware variants [17, 18, 19], we find that our method outperforms
these methods in terms of the trade-off between deviation from global optimum and the cumulative
cost. We next apply LaMBO to a problem arising in neuroscience where the goal is to produce a
3D segmentation of brain structure from high-resolution imaging data [20, 10]. In this application,
we are tasked with end-to-end optimization of a three-module pipeline for 3D reconstruction of
neuroanatomical structures from slices of 2D images. The three modules correspond to three
sequential operations: (i) data pre-processing, (ii) pixel-level semantic segmentation with a deep
neural network [13], and (iii) data post-processing steps to form a 3D reconstruction. Our empirical
results show that the hyperparameters can be optimized to 95% optimality jointly over multiple
modules within 1.4 hours compared with 5.6 hours obtained from the best of the alternatives.
Summary of Contributions: (i) In Section 3, we propose LaMBO, a switch-cost-aware method to
solve black-box optimization in systems with modular structure. To the best of our knowledge, this is
the first attempt to leverage modular system structure in the design of a cost-efficient algorithm for
black-box optimization with theoretical guarantees. (ii) In Section 4, we analyze the performance of
LaMBO using techniques from both the multi-armed bandit and BO literature and provide conditions
under which the method achieves sublinear movement regret. (iii) In Section 5, we test our method
on synthetic functions and demonstrate that the method can effectively solve switch cost-aware
optimization across modular compositions of functions. (iv) In Section 5, we apply our method to a
3D brain image segmentation task, where the processing steps are represented in a sequential-block
structure. We show that by minimizing variable switching in early modules, we can optimize our
system while also reducing the total cost needed.
2 Background and Related Work
Bayesian Optimization: Black-box optimization methods aim to find the global minimum of an
unknown function f(x) with only a few queries. Let f∗ and x∗ be the optimal function value and
optimizer, respectively. Standard algorithms seek to produce a sequence of inputs x1, . . . ,xT that
result in (potentially) noisy observations y1, . . . ,yT such that f(xt) will approach the optimal value
f∗ quickly. A common choice to measure performance of a candidate algorithm is the cumulative
regret: R(T ) =
∑T
t=1 f(x
t)−f∗. Among the many different approaches for black-box optimization,
BO is a celebrated probabilistic method whose statistical inferences are tractable and theoretically
grounded. It uses a Gaussian process (GP) prior on the distribution of the unknown function f ,
which is characterized by a mean function µ(x) and a kernel function k0(x, x′). Let kt(x) :=
[k0(x,x
1), . . . , k0(x,x
t)]T , Kt := [k0(xi,xj)]1≤i,j≤t, and σ2 represent the noise variance. In this
case, we can update the posterior with simple closed-form formulas:
µt+1(x) = k
T
t (x)(Kt + σI)
−1yt, σ2t+1(x) = k0(x,x)− kTt (x)(Kt + σI)−1kt(x). (1)
Common algorithms that use a BO framework include the: Upper Confidence Bound (UCB) [14],
Expected-Improvement (EI) [21], and entropy search [16] algorithms. At the heart of all of these
methods is the design of an acquisition function that is used to select the next evaluation point, i.e.,
xt ∈ arg minx αt(x) . These functions make trade-offs between exploration and exploitation and are
constructed using the posterior statistics. In this paper, we will use BO as a subroutine and adopt the
UCB acquisition function due to its success in both theory and practice. The GP-UCB acquisition
function is given by αtUCB(x) = µt−1(x)− βtσt−1(x), where βt is a design parameter that controls
the amount of exploration in the algorithm.
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Cost-aware Bayesian optimization is a topic that has received recent attention [17, 22]. Instead of
trying to minimize a function purely using the fewest samples, cost-aware methods strive to find the
optimizer with least cumulative cost. Common strategies taking the cost explicitly into account in the
design of the acquisition function [17, 19, 18]. Other approaches use dynamic programming to solve
this problem with cumulative budget constraints [23, 24]. A closely related topic is multi-fidelity
Bayesian optimization [25, 26, 27, 28], where one may choose to make trade-offs between function
accuracy and evaluation cost.
Slowly Moving Bandit Algorithm: In contrast to previous approaches where cost depends on
current inputs, cost in our setting depends on how variables change between iterations. A related
topic lies in the Multi-armed Bandit (MAB) literature [29, 30], under the special setting of switching
costs [31, 32, 33, 34, 35]. In this setting, optimization is cast into a selection problem where optimal
variables i (arms) are selected from a set K to minimize an unknown loss function ` : K 7→ R. At
each iteration t, we can query an oracle to measure the loss (inverse reward) `(it) by pulling arm it.
In the switch-cost-aware case, there is a cost metric c which incurs cost c(it, it−1) when switching
between arms from t− 1 to t. The objective is to minimize a linear combination of loss and switching
cost. In [33], the authors propose the slowly moving bandit algorithm (SMB) to tackle the problem
with a general cost metric. Here, we extend the idea to the setting of black-box optimization with
modular structure.
Because this method will be employed in our later algorithm, we will describe it in more detail.
SMB is based on a multiplicative update strategy [29] that encodes the cost of switching between
arms in a tree; each arm is a leaf and the cost to switch from one arm to another is encoded in
the distance from their corresponding leafs in the tree. At each iteration t, SMB chooses an arm
according to a probability distribution pt conditioned on the level of the tree (the root is level 0)
selected at the last iteration. We will make the sampling distribution precise momentarily. The
distribution is then updated with a standard multiplicative update rule pt ← pt exp(−η˜`t), where η
is the learning rate and ˜`t is the estimated loss. Compared with basic bandit algorithms, there are
two key modifications in SMB. First, it uses conditional sampling to encourage slow switching. This
constrains the arm selection to be the close to the previous choice, where distance is embedded in
the tree’s structure. Formally, an arm is drawn according to the following conditional distribution
p(·|Aht−1(it−1)), where ht−1 is a random level chosen at previous iteration, and Ah(i) denotes the
leaves (arms) that belong to the subtree rooted at level h which has i as one of its leaves. This
ensures that it remains in the same subtree as in the previous iteration. Second, to utilize the classic
multiplicative method, SMB makes sure that in average the conditional sampling is equivalent to
direct sampling by modifying the loss estimators ˜`t as,
˜`
t = ¯`t,0 +
H−1∑
h=0
σt,h ¯`t,h, ¯`t,h(i) = −1
η
log
 ∑
j∈Ah(i)
pt(j)e
−η(1+σt,h−1)¯`t,h−1(j)
pt(Ah(i))
 , (2)
where ¯`t,0 is an unmodified loss estimator for algorithms without switching cost, and {σt,k}k are
i.i.d. uniform random variables in {−1, 1}.
3 Lazy Modular Bayesian Optimization (LaMBO)
3.1 Problem Setup
A key assumption underlying this work is that the black-box system of interest is modular, or consists
of a sequence of different operations, each consisting of a distinct set of variables. To make this
precise, let xm ∈ Xm denote the variables in the mth module, and let x ∈ X = X1×X2× · · ·×XN
denote the set of all variables when jointly considering the entire system (end-to-end optimization).
Our aim is to optimize all variables jointly or to find x∗ ∈ arg minx∈X f(x). The function f is
unknown in advance, but when given variables x are input into the system, this generates a noisy
output y = f(x) + , where  is σ-sub-Gaussian. We also assume there is a cost cm associated
with switching a variable in the mth module, where m = 1, . . . , N . In our image analysis pipeline
example (Figure 1a), costs can be thought of as the time or amount of compute required to update a
variable in a specific stage/module of the overarching pipeline.
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Figure 1: Overview of our approach. Illustration of a two module system in a brain-imaging task (A). In (B),
we show a partition of variable spaces into regions and its corresponding MSET (C), constructed based on the
partition and modular costs. An illustration of how changing regions incurs different costs (D-F), where in each
case we trace the path between different arms. Changing the depth parameter d2 ← d2 + ∆ produces a longer
distance between any two arms and gives less incentive for arm changes (F). The landscapes of the BO update
within regions at three consecutive iterations, corresponding to the arm changes in (D→E) and (E→F ).
To trade-off between cost efficiency and functional optimality, we define the movement augmented
regret as,
R+(T, λ) =
T∑
t=1
f(xt)− f∗ + λΓt, (3)
where Γt is the movement cost at time t, defined as :=
∑N−1
m=1 cm1{xt1:m 6=xt−11:m}, and 1{xt1:m 6=xt−11:m}
is an indicator that equals to 1 when any variables in modules before the mth module have been
changed from the previous iteration. We note that this definition implicitly assumes that the cost to
run the final module (cN ) is negligible.
Remark 1. Γt serves as a regularizer which is added to the standard definition of the cumulative
regret. In general, the function value and the cost are measured in different units, so λ serves as a
parameter to trade-off between the two quantities.
3.2 Algorithm
In Algorithm 1, we provide pseudocode for LaMBO. This algorithm uses SMB [33] to impose
switching costs on the sampling system and couples this method with a BO strategy to achieve our
objective. To step through the method, we point the reader to Figure 1. In this example, we depict a
system that consists of two modules, partitioned into two and three sub-regions (subsets), respectively
(Figure 1B). This partitioning of the space is then translated into a tree (Figure 1C) which encodes
the cost to switch variables based upon the distance between the two partitions, represented as nodes
on the tree. Finally, after selecting a joint variable subset of the space (arm) we use a BO strategy
to estimate the underlying function of interest using Gaussian Process regression within each leaf
(visualized in Figure 1 on the right). We now step through the details of the proposed approach.
Step 1) Modular Structure Embedding Phase. To apply SMB as part of our optimization phase,
we first need to encode the switching costs associated with the system of interest. We start by linking
each arm with a region (subset) of variable space. The regions are flexible and can be partitioned in
different ways, but should reflect the modular structure in the system. Thus, we choose to partition the
variable space of each module separately. Specifically, Pm = {Cm1 , Cm2 , . . . Cml} defines a partition
for the mth module, where Xm = ∪nCmn . We require these sets to be disjoint Cmn1 ∩ Cmn2 = ∅
for n1 6= n2. Thus, when selecting an arm, we select a joint region of the first N − 1 modules4, i.e.,
i ≡ (Z1, . . . ,ZN−1) ∈ K := P1 × · · · × PN−1.
4We exclude the last module from partitioning procedure since the cost of changing parameters in the last
module is the minimum cost per iteration, and can be changed freely at each iteration.
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Algorithm 1 Lazy Modular Bayesian Optimization (LaMBO)
1: Input: η, GP(µ0, k0), Partitions {Pm}N−1m=1, depth parameters {dm}N−1m=1.
2: T = ConstructMSET({Pm}N−1m=1,{dm}N−1m=1).
3: H = depth(T ), K = set of leaves, p1 = Unif(K), h0 = H and i0 ∼ p1.
4: for t = 1 to T do
5: Select arm it ∼ pt(·|Aht−1(it−1)).
6: Choose xt by solving Eq. (4).
7: Let σt,h, h = 1, . . . ,H − 1, be i.i.d. Unif({−1, 1}).
8: let ht = min{0 ≤ h ≤ H : σt,h = −1} where σt,H = −1.
9: Obtain loss estimators via ˜`t = Eq. (2), Eq. (4) and
10: pt+1 =
pt(i)e
−η ˜`t(i)∑|K|
j=1 pt(j)e
−η ˜`t(j)
, ∀i ∈ K.
11: Posterior Updates by Eq. (1).
12: end for
Next, we represent the arms in a tree T to encode the cost of switching between any two variable
subsets. Intuitively, we want to build a tree that encodes the cost of switching between any two sets of
hyperparameters (arms) in terms of the shortest path between these two leaves in the tree. Specifically,
in Line 2 of Algorithm 1, we call a subroutine ConstructMSET which returns a tree T (modular
structure embedding tree, MSET), given a partitioning of the variables across all modules and depth
parameters dm, where dm is the depth of the mth module. The partition and modular specification
define the leaves of the tree and the depth parameters control the probability of switching, with higher
depth in a module corresponding to lower switching probability (more laziness). In our example
(Figure 1C) , the tree consists of two parts (colored with blue and red) divided by the first forks, the
upper portion corresponds to the partition of the first module, while the lower portion corresponds to
the partition of the second module. In this case, the depth in the second module is set to 3 to reflect
higher relative costs between the two modules and encourage lazy switching behavior.
Step 2) Optimization Phase. Now the remaining task is to devise a strategy for arm selection and
estimate the local optimum within its corresponding variable subset. We propose to use SMB for
region (arm) selection, and BO to search within the selected region (Line 5− 6). The parameters of
SMB and BO are updated at each iteration (Line 7− 11). Unfortunately, direct application of BO
changes all variables across each iteration, which typically incurs maximum cost. Hence, we propose
an alternative lazy strategy: when the same variable subset is selected in an early module, we will use
the results from the previous iteration rather than updating the outputs from this lazy module. This
means that we do not need to rerun the module and thus can minimize the overall cost. Specifically,
let i be the arm we’ve selected and (Z1, . . . ,ZN−1) be its associated variable region. We propose to
search for an block-wise update xt = [xt−11:m−1,u] that minimizes the loss as follows:
¯`
t,0(i) := min
u∈U
αt([x
t−1
1:m−1,u]), U = (
N−1∏
l=m
Zl)×XN , (4)
where m is the first module that has a variable region that differs from the previous iteration
m := min{n : Zn 6= Zt−1n }, and αt(·) is a BO acquisition function.
4 Algorithmic Analysis
4.1 Theoretical Results
In this section, we analyze the performance of Algorithm 1. The main result, which is stated in
Theorem 1, shows that LaMBO achieves sublinear movement regret when the parameters of the input
tree are set properly based upon the cost structure of the system. To state our result, we first introduce
some mild assumptions below.
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Assumption 1. The function f is L-Lipschitz5, non-negative and has bounded norm ‖f‖Hk0 ≤ 1 in
the reproducing kernel Hilbert spaceHk0 .
The following lemma shows that LaMBO is capable of accumulating sublinear cost by proper setup
of the depth parameters di of MSET. The proof is constructive and provides analytical results for the
depths di based on the costs. The detailed formulas can be found in Supp. A.2.
Lemma 1. Cumulative Switching Cost. For sufficiently large T , there exists depth parameters {di}
of the MSET such that LaMBO accumulates movement cost
E[
T∑
t=1
Γt] = O
(N−1∑
m=1
cmT
2/3 log |K| log T
1/3
log |K|
)
.
The next theorem shows that a simple partition strategy, along with di’s set according to the previous
Lemma, gives sublinear movement regret. Without additional information about how to partition
each module, the simplest way to partition the space is uniformly. Hence in the analysis we adopt
an uniform partition strategy characterized by ri, where ri denotes the Euclidean diameter of the
partitioned subset Xi. The result is stated in terms of maximum information gain which is defined
below.
Definition 1. Maximum Information Gain. Let f ∼ GP be defined in the domain X . The observa-
tion of f at any x is given by the model y = f(x)+,  ∼ N (0, σ). For any setA ∈ X , let fA and yA
denote the set of function values and observations at points in A, and I denote the Shannon Mutual
Information. The Maximum Information Gain is defined by γT := maxA⊂X :|A|=T I(yA, fA)6.
Now we present a sketch of our main theoretical result where a proof and detailed constants could be
found in Supp. A.2.
Theorem 1. Regret Bound for LaMBO. For 1 ≤ m ≤ N − 1, let Dm denote the dimen-
sion of Xm. Suppose for all t > 0, 1 ≤ m ≤ N − 1, we set βt = Θ(
√
γt−1 + lnT ),
η = Θ(T−2/3
∑N−1
m=1 Dm log(LT
1/3/Dm log T )). The MSET has uniform partition of each Xm
with diameters rm = DmL T
− 13 log T , where the depth parameters dm are chosen according to Lemma
1, and UCB acquisition function is used. Then LaMBO achieves the expected movement regret
E[R+] = O
N−1∑
j=1
cj
N−1∑
m=1
DmT
2
3 (log T )2
+ γT√T
 .
Remark 2. The movement metric in our problem is not Lipschitz so Theorem 2 in [33] is not
applicable; however, our result achieves a similar rate. This is due to our strategy that variables
stay the same when the same subset has been selected, in addition to the fact that our loss estimator
leverages correlation between arms.
4.2 Implementation Details
A crucial part of algorithm is in the construction of the MSET, which involves partitioning the
variables in each module, and setting the depth parameters (di’s). For a MSET with |K| leaves to
choose from, LaMBO requires solving |K| local BO optimization problems per iteration. Hence
initially, we partition each variable space of module to two subsets only, and abandon subsets when
their arm selection probability pt is below some threshold. In our experiments, we always set it to be
0.2/|K|, where K| denotes the number of leaves of MSET. After that, we further divide the remaining
subsets again to increase the resolution. This procedure could be iterated upon further although we
typically do not go beyond two stages of refinement. In our implementation, we typically fix di = 1
and set di ∝ log λci when ci are estimated. In both cases, we dynamically increase the parameters
by 1 every 20 iterations when the frequency involving changing variables in the module is above a
frequency (default ω = 0.5). Empirically we found that the performance is quite robust in the range
di ≤ 5 for the different cost ratios we tested.
5L can be estimated by |f(x)− f(y)| ≤ ‖f‖H‖Φ(x)− Φ(y)‖H; for instance, L = 1/w for exponential
kernel k0(x,x′) = exp(−‖x− x′‖2/w2) since ‖Φ(x)− Φ(y)‖H ≤ ‖x− y‖/w.
6 In BO literature, γT is commonly used to specify the smoothness of the function class (see Supp. A.1)
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Figure 2: Results on synthetic datasets and a brain mapping example. In (A-D), we compare LaMBO with
other BO algorithms on synthetic functions in a two module setting with a cost ratio of 10 to 1. In (A-B),
we show the results for two different synthetic functions (Hartmann, Rastrigin) and in (C), we investigate the
impact of dimension across modules. In (D), the decrease rate verifies our theory that LaMBO can effectively
diminish the movement regret. In (E), we show the performance when the cost ratio equals one, using the
same function as in (A). (F) explores the three module setting, where the costs are = [40, 10, 1]. In (G-H), we
depict a brain mapping pipeline consisting of a pre-processing, semantic segmentation, and post-processing
operation. (H) shows the results for the full pipeline and (G) depicts a simplified example where we remove the
first pre-processing module.
5 Experiments
In this section, we evaluate the performance on two different tasks and compare with other methods
for BO. First, we test LaMBO on benchmark synthetic functions used in other studies [36, 37].
Following this, we study LaMBO’s performance on an neuroscience application where multiple
modules are jointly optimized to maximize end-to-end performance.
Synthetic datasets: For synthetic benchmarks we selected the 6D Hartmann, 6D Rastrigin, and 6D
Griewank functions, as well as the 8D Ackley function. To simulate a 2-module scenario, we partition
the dimension space of the modules to be [3, 3], [3, 3], [4, 2], and [6, 2], respectively. To emphasize
the the effect of accumulation of cost in early stages of processing, we set the cost ratio between the
first and second module of 10 to 1. The sampling noise  is assumed to be independent Gaussian
with standard deviation 0.01. For simplicity, we used the squared exponential kernel and initialized it
using 15 random samples before starting the inference procedure. In our experiments, the functions
are normalized by their maximized absolute value for clear comparisons, the regularization parameter
is fixed to λ = 0.1, the UCB parameter is set each iteration as βt = 0.2D log 2t, and the learning rate
is set to η = 1. For construction of MSET, we test on the simplest case where di = 1 and partition
the variable space in each module into 2 sets aligned with a random coordinate. In practice, we
found some adaptive strategies could boost the performance (see Supp. B.2 for further details). The
curves on synthetic data and real data were computed by averaging across 100 and 20 simulations,
respectively, to provide information about the variability across different random initializations.
We compared LaMBO with common baselines GP-UCB[14], GP-EI[15], Max-value entropy search
[16], random sampling, and three cost-aware strategies: EIpu [17], CA-MOBO [19], and CArBO [18].
To adapt the cost-aware strategies to our setting, we set the sampling cost associated with switching
variables in modules. To start, we tested the methods on two synthetic functions (Figure 2A-B)
(Supp. B.3 provides results for two additional synthetic functions). Empirically we find that in most
of the synthetic cases tested, LaMBO performs similarly to other methods early on, but with further
iterations, LaMBO starts to outperform the alternatives. This could be explained by inaccurate
estimation of function at early stages, and the fact that aggressive input changes could outperform
the more conservative or lazy strategy used in LaMBO. However, as more samples are gathered,
LaMBO demonstrates more power in terms of its cost efficiency by being lazy in variable switching.
The traditional cost-aware strategies do not perform well because they use static strategies to treat the
dynamic switching costs and ignore the effect of modular structure. We also complement our finding
by verifying the theory. We use 6D Hartmann function to study the convergence of LaMBO in
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terms of the cumulative movement regret, by computing the averaged movement regret R+T /T as a
function of time horizon T (Figure. 2D). LaMBO has minimal regret and cost-aware methods have
intermediate results between non-cost-aware strategies and ours. These results point to the superiority
of LaMBO over direct adaptation from traditional cost-aware strategies.
We investigate how modular structure affects our algorithm from three different angles: variable
dimension, cost ratio, and number of modules. To find out answers to these questions, we conduct
a number of experiments. First, we study the impact of dimension by splitting the variables in the
Ackley 8D into three different configurations ([2, 6], [4, 4], and [6, 2]) (Figure 2C). We find that
our method has consistent performance among the different variable splits, with some degradation
as the complexity of the first module increases, which suggests that aggressive switching can be
essential when optimizing a module is hard. Second, we examine the impact of the relative cost
of modules. For this purpose, we conduct the same experiment as in (A) but change the cost ratio
to be 1:1 (Figure 2E). In this case, existing cost-aware methods have the best performance while
LaMBO attains comparative results. It suggests that our algorithm can be even more beneficial in the
asymmetric cost setting. Third, we explore a 3-module problem, where the Ackley 8D test function
is divided into [2, 2, 4] dimensions and the cost is set to [40, 10, 1], respectively across modules
(Figure 2F). We observe that LaMBO outperforms alternatives by a large amount, which amplifies
the advantage of LaMBO when the system is comprised of more modules.
Optimizing a multi-stage neuroimaging pipeline: Segmentation and identification of neural
structures of interest (e.g., cell bodies, axons, or vasculature) is an important problem in connectomics
and other applications of brain mapping [38, 39]. When dealing with large datasets, transfer can be
challenging and thus workflows must be re-optimized for each new dataset [10]. Here, we consider
the optimization of a a relatively common three stage brain mapping pipeline, consisting of a pre-
processing (image enhancement via denoising and contrast normalization), semantic segmentation
for pixel-level prediction (via a U-net architecture), and a post-processing operation (to reconstruct
a 3D volume and detect objects therein). To optimize this pipeline, we use a publicly available
X-ray microCT dataset [40] to set up the experiments in both a two-module (no pre-processing) and
full three-module version of the pipeline (details of search space for each module in Supp. B.1.)
In our experiments, we define the cost to be the aggregate recorded clock time for generating an
output after changing a variable in a specific module, which were 326.059 ± 128.390 sec (pre),
324.539± 128.367 sec (U-net), and 54.773± 0.894 sec (post). To test LaMBO on the problem, we
gathered a data set consisting of 606, 000 combinations of hyperparameters by exhaustive search.
The best set of hyperparameters in this case achieved an f1-score of 77.129%. In the two-module
case (Figure 2G), we observed a transition effect; when enough cost has been spent, LaMBO starts
to increase its gap in performance over other methods. In the three-module case (Figure 2H) the
advantage is even more pronounced, where the transition happens earlier. Quantitatively it shows
that to get close to the optimum (within 5%), LaMBO can achieve this result in only 25% of the time
required by the best alternative approach (1.4 vs. 5.6 hours).
6 Discussion
In this paper, we introduced a new algorithm for Bayesian optimization that leverages known
modular structure in an otherwise black-box system to minimize the overall cost required for global
optimization. To do this, we introduced a new notion of regret, movement augmented regret, that
captures the notion of trying to minimize the number of changes to variables in early modules of a
system. We designed an algorithm to minimize the movement augmented regret and demonstrated
that our method performs well both in theory and in practice. In our analysis, we showed that
LaMBO achieves sublinear movement regret. In practice, we showed that our method outperforms
other standard approaches in both synthetic datasets and in a brain mapping application. Thus, our
results demonstrate that LaMBO not only can be used to achieve good performance for global
optimization but can also be used to reduce the optimization cost of structured black-box systems.
Broader impacts: This paper addresses a real-world problem of system optimization that is en-
countered in a variety of scientific disciplines. Increasingly, as we expand the size of datasets in these
different domains, we need automated solutions to apply advanced machine learning systems to new
datasets and re-optimize systems in an end-to-end manner. Here, we showed how to leverage structure
in such systems to inspire the design of a new black-box optimization approach. We demonstrated its
application in a relatively simple neuroscience application; however, this method provides a general
8
approach that can be used in a number of scientific domains and make major impacts in advancing
healthcare and science.
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Supplementary Document
A Technical Preliminaries and Proofs
A.1 Common Bounds for Maximum Information Gain
Our theoretical results are presented in terms of the notation of maximum information gain defined as:
Definition 1. Maximum Information Gain Let f ∼ GP be defined in the domain X . The observa-
tion of f at any x is given by the model y = f(x) + ,  ∼ N (0, σ). For any set A ∈ X , let fA
and yA denote the set of function values and observations at points in A, and I denote the Shannon
Mutual Information. The Maximum Information Gain is defined by γT := maxA⊂X :|A|=T I(yA, fA)
Maximum information gain has shown to be a fundamental quantity for analysis in various Bayesian
optimization literature. Analytical bounds on common kernels are listed below. [14]:
• γt = O(D log t), for linear kernel.
• γt = O((log t)D+1), for Squared Exponential kernel.
• γt = O(t
D(D+1)
2ν+D(D+1) log t) for Matérn kernels with ν > 1,
where D is the dimension of input space.
Remark 3. In Theorem 1, the two terms contributing to the regret arise from bandit and Bayesian
optimization, respectively. It immediately follows from the bounds above that the regret is dominated
by the former for linear and squared exponential, and Matérn (if D(D + 1) < 4ν) kernels.
A.2 Proofs of Theoretical Results
We begin with the preliminary Lemmas 2 and 3.
Lemma 2. (Theorem 2 of [41]). Let f be a function lying in the RKHSHk0 of kernel k0 such that‖f‖Hk ≤ 1 with input dimension D. Assume the process of observation noise {t} is σ-sub-gaussian.
Then setting
βt = 1 + σ
√
2 (γt−1 + 1 + ln(1/δ)),
we have the following holds with probability at least 1− δ,
|µt(x)− f(x)| ≤ βt+1σt(x), ∀x ∈ X , ∀t ≥ 1,
where µt, σt are given by the formula
µt(x) = k
T
t−1(x)(Kt−1 + σI)
−1yt−1,
σ2t (x) = k0(x,x)− kTt−1(x)(Kt−1 + σI)−1kt−1(x).
Lemma 3. (Lemma 4 of [41]). Suppose we sample the objective function f at {x1, . . . ,xT−1} then
the sum of standard deviations is bounded by,
T∑
t=1
σt−1
(
xt
) ≤√4(T + 2)γT .
Our first goal is to prove Lemma 4.
Lemma 4. Suppose the learning rate of the LaMBO is set to be η =
√
2−HT−1 log |K|, where H is
the depth of the MSET, then the expected cumulative regret of LaMBO is:
E[R(T )] = O
(√
2HT log |K|
)
.
Remark 4. We can compare the result with SMB in [33] where E[RT ] = O
(√
kT log |K|
)
. Note
that ours is a lower bound of it as 2H ≤ k. They could potentially have a large gap between them in
terms of order. This performance improvement is due to our loss estimator adapted to arm correlation,
whereas [33] considers the pure bandit information.
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The following Lemma 5 is a key to prove Lemma 4 in the main text.
Lemma 5. For any sequence of ˜`1, . . . , ˜`T , denote i∗ to be the solution of maxi
∑T
t=1
˜`
t(i) and
assume 2H ≤ c Tlog |K| for some constant c > 0, then there exists an η = Θ(
√
2−HT−1 log |K|) such
that LaMBO has the property
E[
T∑
t=1
(pt · ˜`t − ˜`t(i∗))] ≤ log |K|
η
+ ηT2H+1.
For the proof of 5 we follow the path in [32]. Before we start the proof of Lemma 5, we will need
Lemma 6, 7, 8, and 9.
Lemma 6.
0 ≤ ¯`t,h(i) ≤
h−1∏
j=0
(1 + σt,j), ∀i ∈ K. (5)
In particular, if σt,h = −1 then ¯`t,j = 0 for all j > h.
Proof. The last statement is trivial from definition. We will prove Eq. (6) by induction on h. Since
0 ≤ ¯`t,0(i) ≤ 1 by Eq. (4) and the UCB is upper bounded by 1, the statement holds for h = 0. Now
assume it holds for h− 1. Then firstly,
¯`
t,h(i) ≥ −1
η
log
 ∑
j∈Ah(i)
pt(j)
pt(Ah(i))
 = 0.
Secondly, applying Jensen’s inequality, we have
¯`
t,h(i) ≤ −1
η
∑
k∈Ah(i)
pt(k)
pt(Ah(i))
log(exp(−η(1 + σt,h−1)¯`t,h−1(k)))
= (1 + σt,h−1)
∑
k∈Ah(i)
pt(k)
pt(Ah(i))
¯`
t,h−1(k)
≤
∑
k∈Ah(i)
pt(k)
pt(Ah(i))
h−1∏
j=0
(1 + σt,j)
=
h−1∏
j=0
(1 + σt,j),
where the second inequality is followed by the induction assumption. Therefore the proof is complete
by mathematical induction.
Lemma 7. For all t and 0 ≤ h ≤ H the followings hold:
• For all t we have
E
[
pt · ˜`t
]
= E
[
˜`
t(it)
]
. (6)
• With probability at least 1− 2−(h+1), we have that Ah(it) = Ah(it−1).
Proof. The proof of the second property is identical to Lemma 8 in [32] and is thus omitted . Now
we prove the first property. Note that we only need to prove
E[1(it = i)] = E[pt(i)], ∀t > 0, ∀i ∈ K. (7)
We will again use the mathematical induction to prove the above statement. The initial case t = 1
holds trivially. Now assume the statement is true for t = k. Then for t = k + 1,
E[1(ik+1 = i)|hk = 0] = E[1(ik = i)|hk = 0]
=E[1(ik = i)] = E[pk(i)],
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where the last equality follows from the induction assumption. On the other hand,
E[pk+1(i)|hk = 0] = E[pk(i)|hk = 0] = E[pk(i)],
where the last equality follows from the independence between pk and hk. Hence we have
E[1(ik+1 = i)|hk = 0] = E[pk+1(i)|hk = 0]. (8)
Now if hk = h′ > 0. Let A′ ∈ Ah′ be the subtree such that {i} ⊂ A′ then by the tower rule for
expectation we have
E[1(ik+1 = i)|hk = h′, pk+1]
=E[1A′(ik+1)E[1(ik+1 = i)|hk, pk+1, ik ∈ A′]|hk = h′, pk+1]
=E[pk+1(A′)pk+1(i|A′)|hk = h′, pk+1]
=E[pk+1(i)|hk = h′, pk+1].
Therefore,
E[1(ik+1 = i|hk = h′)] = E[pk+1(i)|hk = h′]. (9)
By (8), (9) now holds for every possible value of hk, so we must have
E[1(ik+1 = i)] = E[pk+1(i)],
which completes the proof by induction.
Lemma 8. For all t, we have E[pt · ˜`2t ] ≤ 2H+1.
Proof. Observe
˜`2
t (i) ≤
(
¯`
t,0(i) +
H−1∑
h=0
σt,h ¯`t,h(i)
)2
.
Since E[σt,h] = 0 and E[σt,hσt,h′ ] = 0 for h 6= h′, we have
E[˜`2t (i)] ≤ 2
H−1∑
h=0
E[¯`2t,h(i)]. (10)
Now by Lemma 6 we have
pt · ¯`2t,h ≤
∑
i∈K
pt(i)
h−1∏
j=0
(1 + σt,h)
2.
Then taking expectation on both sides leads to
E[pt · ¯`2t,h] ≤
∑
i∈K
pt(i)2
h = 2h. (11)
Finally, combining Eq. (10) with Eq. (11), we get
E[pt · ˜`2t ] ≤ 2
H−1∑
h=0
E[pt · ¯`2t,h] ≤ 2H+1.
Lemma 9. [42]. Let η > 0 and z1, . . . , zT ∈ R|K| be real vectors such that zt(i) ≥ − 1η then a
sequence of probability vectors p1, . . . , pT defined by p1 = (1/|K|, . . . , 1/|K|) and for all t > 1,
pt(i) =
pt−1(i) exp(−ηzt(i))∑
j∈K qt−1(j) exp(−ηzt(j))
,
have the property that
T∑
t=1
pt · zt ≤
T∑
t=1
zt(i
∗) +
log |K|
η
+ η
T∑
t=1
pt · z2t ,
for any i∗ ∈ K.
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Now we are ready to prove Lemma 5.
Proof. By the assumption that 2H ≤ c Tlog |K| for some constant c > 0, if we set η =√
c−12−HT−1 log |K| then we have 2H ≤ 1η . Also observe that ˜`t = ¯`t,0 +
∑ht−1
j=0
¯`
t,j − ¯`t,ht , so
Lemma 6 implies that ¯`t ≥ − 1η . Now we apply Lemma 9 to the sequence {˜`t}t to obtain
T∑
t=1
pt · ˜`t −
T∑
t=1
˜`
t(i
∗) ≤ log |K|
η
+ η
T∑
t=1
pt · ˜`2t . (12)
Finally, we take expectation on both sides of Eq. (12) together with Lemma 7 and 8, then
E[
T∑
t=1
˜`
t(it)−
T∑
t=1
˜`
t(i
∗)]
=E[
T∑
t=1
pt · ˜`t −
T∑
t=1
˜`
t(i
∗)]
≤ log |K|
η
+ η
T∑
t=1
E[pt · ˜`2t ]
≤ log |K|
η
+ ηT2H+1,
which completes the proof.
Next we prove Lemma 1 in the main text.
Lemma 1. For sufficient large T , suppose for m = 1, . . . , N − 1 that the parameters dm of an
MSET are chosen recursively,
d1 =
− log
 1√
λ
N−1∑
j=2
cj/
N−1∑
j=1
cj
 ,
dm =
− log
 1√
λ
N−1∑
j=m+1
cj/
N−1∑
j=1
cj
− m−1∑
n=1
dn,
i = 2, . . . , N − 2,
dN−1 = log(T 1/3/ log |K|)−
N−2∑
m=1
dm. (13)
Then LaMBO results in cumulative costs
E[
T∑
t=1
Γt] = O
(N−1∑
m=1
√
λcmT
2/3 log |K| log T
1/3
log |K|
)
. (14)
Proof. The proof follows by showing firstly that the movement cost is dominated by a HST metric,
and secondly that under the tree metric the cumulative cost is bounded by the quantity in the lemma.
To define the HST metric formally, let us introduce the following terminology in accordance to [33].
Given u, v be nodes in the MSET T , let LCA(u, v) be their least common ancestor node. Then the
scaled HST metric is defined as follows:
∆T (u, v) = (
√
λ
N−1∑
j=1
cj)
2level(LCA(u,v))
2depth(T )
, ∀u, v ∈ K. (15)
Under this metric, the cost incurred from changing variables in the ith module is
(
√
λ
N−1∑
j=1
cj)
2di+···+dN−1
2d1+···+dN−1
=
∑N−1
j=1 cj
2d1+···+di−1
.
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Then the condition of dominance over the original cost is, for i = 1, . . . , N − 2,
1√
λ
∑N−1
j=1 cj
2d1+···+di−1
≥
N−1∑
j=i
ci,
⇒d1 + · · ·+ di−1 ≤ − log
(∑N−1
j=i cj∑N−1
j=1 cj
)
− log λ
2
.
Rearrangements of these linear inequalities yield the solution for d1 to dN−2 as
d1 =
⌊
− log
(∑N−1
j=2 cj∑N−1
j=1 cj
)
− log λ
2
⌋
,
di =
⌊
− log
(∑N−1
j=i+1 cj∑N−1
j=1 cj
)
− log λ
2
⌋
−
i−1∑
n=1
dn,
i = 2, . . . , N − 2. (16)
Under the condition in Eq. (16), the cost incurred from the HST metric Eq. (15) is larger than our
original cost. Hence, an upper bound for the cost incurred from the metric will also bound our
cumulative cost.
Now we bound the cumulative cost under this HST metric. Observe it and it−1 belongs to the same
subtree on level h of the tree with probability at least 1− 2h−H , therefore we have
E[∆T (it, it−1)] ≤
N−1∑
j=1
√
λcj
H−1∑
h=0
2h−H · 2h−1
≤
N−1∑
j=1
√
λcj
H
2H+1
. (17)
On the other hand, the condition of dN−1 = O(T 1/3/log|K|) − d1 − · · · − dN−2 admits a non-
negative solution of dN−1 for sufficient large T . This condition implies an upper bound on H =
d1 + · · ·+ dN−1 = O(log(T 1/3 log |K|)). Finally, combining this upper bound of H with Eq. (17)
completes the proof.
Now we are in the last stage of proving Theorem 1.
Theorem 1. For 1 ≤ m ≤ N − 1, let Dm denote the dimension of Xm and suppose for all t > 0, we
set βt = Θ(
√
γt−1 + lnT ), η = Θ(T−2/3
∑N−1
m=1 Dm log(
LT 1/3
Dm log T
)), and we have an MSET with
a uniform partition of each Xm with diameters rm = DmL T−
1
3 log T , where the depth parameters
dm follows from Lemma 1. Then LaMBO achieves the expected movement regret
E[R+] = O((
N−1∑
j=1
cj
N−1∑
m=1
DmT
2
3 (log T )2) + γT
√
T ).
Proof. We first bound the ordinary regret. Choose βt = 1 + σ
√
2 (γt−1 + 1 + lnT ). Then, with
probability 1− 1/T , we have
R(T ) =
T∑
t=1
f(xt)− f∗
(a)
≤
T∑
t=1
αt(xt)−min
x∈X
αt(x) + 2βtσt−1(xt)
(b)
≤
T∑
t=1
¯`
t,0(it)− ¯`t,0(i∗) + L
N−1∑
i=1
riT +
T∑
t=1
2βtσt−1(xt), (18)
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where (a) follows from Lemma 2 and (b) from the fact that ¯`t,0(i∗) = min
z∈Z
αt(x
t−1
1:j−1, z) for some Z
and that f is L-Lipschitz.
Note that when the above inequality fails it only contributes to cumulative regret in expectation by
1/T ×O(T ) = O(1), so we can ignore this term in later calculation.
Now, taking expectation on both sides of Eq. (18) yields
E[R]
(c)
≤ E[
T∑
t=1
(¯`t,0(it)− ¯`t,0(i∗))] + L
N−1∑
i=1
riT +O(γT
√
T )
(d)
= E[
T∑
t=1
(˜`t(it)− ˜`t(i∗))] + L
N−1∑
i=1
riT +O(γT
√
T )
(e)
= O(
√
2HT log |K|+ L
N−1∑
i=1
riT + γT
√
T ),
where (c) follows from Lemma 3, (d) from that E[`t] = E[¯`t,0 +
∑H−1
j=0
¯`
t,j ] = E[¯`t,0] +∑H−1
j=0 E[σt,j ]E[¯`t,j ] = E[¯`t,0], and (e) from Lemma 5 where
log |K|
η + ηT2
H+1 =
O(√2H+1T log |K|) for η = √2−HT−1 log |K|.
On the other hand, the cumulative movement cost by Lemma 1 is
T∑
t=1
Γt = O(
N−1∑
j=1
√
λcj
H
2H
T ). (19)
From Eq. (19), we plug in H = log(T 1/3/ log |K|), ri = Θ(DiL T−1/3 log T ) and |K| =
Θ(
∏N−1
i=1 1/r
Di
i ).
Then, we have
η =
√
2−HT−1 log |K|
=Θ(T−2/3
N−1∑
i=1
Di log(LT
1/3/Di log T )),
and
E[R+] = E[R] + E[
T∑
t=1
√
λΓt]
≤O(
N−1∑
j=1
cjT
2
3 log T log |K|+ L
N−1∑
i=1
riT + γT
√
T )
≤O(
N−1∑
j=1
cj
N−1∑
i=1
DiT
2
3 (log T )2 + γT
√
T ),
which completes the proof.
B Experimental Details
B.1 Setup of Brain Mapping Experiments
In our 2-module variant of the brain mapping pipeline, we varied the U-Net training hyperparameters
and the 3D reconstruction post-processing hyperparameters. In the first module (U-Net training),
we optimized the learning rate ∈ [1 × 10−7, 1 × 10−1] and batch size ∈ [4, 12] for the U-Net. In
the second module, we applied post-processing operations to the U-Net output 3D reconstructions,
including label purity ∈ [0.51, 0.8], cell opening size ∈ [0, 2], and a shape parameter (extent) to
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Figure S1: Cumulative timing cost of re-running each module in the pipeline. We show the average cumulative
time needed to change a parameter in the pre-processing, U-Net training, and post-processing modules, with
error bars showing the cumulative sample standard deviations. The large error bars around the U-Net training
time average are due to the impact of batch size, which has a significant impact on model training time (larger
batch sizes lead to shorter training time).
determine whether uncertain components are either cells or blood vessels ∈ [0.3, 0.8]. We use dense
grid search to gather an offline data consisting of 606,000 final hyperparameter combinations scores
to test LaMBO’s performance.
For our 3-module experiment, we varied the pre-processing hyperparameters, U-Net training hy-
perparameters, and 3D reconstruction post-processing hyperparameters. In pre-processing, we
used a contrast parameter ∈ [1, 2] and denoising parameter [1, 15] (regularization strength in
Non-Local Means [43]), and in the second module (U-Net training), we varied the learning rate
∈ [1 × 10−5, 8.192 × 10−2] and batch size ∈ [2, 14]. During the third module (post-processing
of 3D reconstructions), we varied label purity ∈ [0.51, 0.8], cell opening size ∈ [0, 2], and extent
∈ [0.3, 0.8].
We define the cost to be the aggregate recorded clock time for data pre-processing, training of U-Net,
and post-processing, which, in our 3-module experiment, are 326.059 ± 128.390 sec, 324.539 ±
128.367 sec, and 54.773± 0.894 sec, respectively. Note the clock time for training the U-Net in our
2-module experiment (a slightly different model that accepts 2D instead of 3D inputs, which we used
to accommodate 2D pre-processed data) was 263.179± 26.336 sec.
B.2 Practical Considerations
Below we illustrate the extensions that we found to improve the algorithm from experiments.
Restart with Epochs: A plausible strategy is to refresh the arm-selection probability every τ
iterations to escape from local optimum. In our implementation we choose τ = 25 as the default
value.
Adaptive Resolution Increase: In experiments, a simple extension allows LaMBO to discard the
arms that have probability of selection being less than a threshold (τ = 0.9 in our implementation),
and partition each remaining subset into 2 subsets. We found that combining this with restart can
accelerate the optimization in many cases.
Update of Kernel: We choose RBF kernel and Mátern class. As commonly in practice, we update
our kernel hyperparameters every 15 iterations based on maximum likelihood estimation.
Aggressive Learning rate: Our experiments show that constant learning rate η = 1 usually outper-
forms the rate Θ(T−2/3) suggested by the theory.
Partitioning method: Although LaMBO achieves theoretical guarantees with a uniform partition,
such a partition does not fully leverage the structure of the function. For this reason, the computational
complexity can be very large for high-dimensional problems. Hence, we provide several remedies to
make the algorithm more efficient.
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Figure S2: Results from the three stage pipeline for good and bad parameter combinations. Along the top row
(A), we show, for a hyperparameter combination with good performance, from left to right, a pre-processed
input image example, a U-Net output for that example, and a post-processed 3D reconstruction. The f1-score
measured in step 3 is 77.129%. Along the bottom row (B), we show the same example input, output, and 3D
reconstruction for a hyperparameter combination with poor performance. The f1-score measured in step 3 is
only 27.692%. The hyperparameters used in each step are indicated along the top of each row of images, and
the average f1-score achieved by that combination is indicated under each row.
From our experiments, we observe that simple bisection aligned with coordinates yields good
performance on many synthetic data and on our neural data. Adaptively increasing the partition
resolution has often leaded to more computation savings, which involves partitioning more finely in
regions that have high rewards. This strategy is also employed in our experiments where regions are
discarded with probability of selection being below some threshold (typically 0.1) and the remaining
regions are further partitioned with increasing resolution. The tree-based method High Confidence
Tree (HCT) [44] is a promising direction and we look to integrate it into our algorithm in the future.
Another strategy is to transfer Domain Specific Information. The generality of the MSET makes it
possible to use expert or prior knowledge to constrain switching between specific sets of variables
that may be implausible. For instance, in our study of application in neuroscience, there are certain
combinations of parameters that would violate certain size constraints related to the underlying
biology that could be incorporated into the design of the MSET.
B.3 Further Simulations on Synthetic Functions
The synthetic functions used in the experiment are taken from [45] and [25]. We use linear transfor-
mation to normalize all the function to the range [0, 1].
We compare LaMBO with other BO algorithms on four synthetic functions, (A) Hartmann 6D,
(B) Rastrigin 6D, (C) Ackley 8D, and (D) Griewank 6D. The plots on the top shows the regret
performance, the plots on the button show their surface. We observe when objective have multiple
local optimum comparable with the global one, LaMBO has comparable performance with the
alternative. However, LaMBO performs significantly better than the baselines when the objective has
a sharper global optimum. Unlike deterministic decision rule proposed in the alternatives, LaMBO has
randomized decision rule and does not rely on the GP regression alone, which allows it to have more
incentive for exploration.
Below we provide further details on the synthetic function used in the experiments.
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Figure S3: Synthetic functions. This section contains details and further experiment results on the synthetic
functions. We compare LaMBO with other BO algorithms on four synthetic functions, (A) Hartmann 6D, (B)
Rastrigin 6D, (C) Ackley 8D, and (D) Griewank 6D. The plots on the top shows the regret performance and the
3D plots on the bottom show their surface.
Hartmann 6D function: The function is f(x) =
∑4
i=1 αi exp(−
∑6
j=1Aij(xj − Pij)), where
α = [1, 1, 2, 3, 3.2],
A =
 10 3 17 3.5 1.70.05 10 17 0.1 83 3.5 1.7 10 17
17 8 0.05 10 0.1
 ,
P = 10−4 ×
[
1312 1696 5569 124 8283 5886
0.05 10 17 8 17 8
17 8 0.05 10 0.1 14
]
,
and the domain is [0, 1]6.
Ackley 8D function:
f(x)− 20 exp(−0.2
√√√√1
8
8∑
i=1
x2i )− exp
(
1
8
8∑
i=1
cos (2pixi)
)
+20 + exp(1),
where the domain is [−32.768,−32.768]8.
Rastrigin 6D function:
f(x) = 60 +
6∑
i=1
[
x2i − 10 cos (2pixi)
]
,
where the domain is [−5.12, 5.12]6.
Griewank 6D function:
f(x) =
6∑
i=1
x2i
4000
−
6∏
i=1
cos
(
xi√
i
)
+ 1,
where the domain is [−600, 600]6.
C Pseudo-code for the Slowing Moving Bandit Algorithm
For completeness, we include a pseudo-code for slowly moving bandit algorithm in Alg. 2.
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Algorithm 2 Slowly Moving Bandit (SMB)
1: Input: A tree T with a set of finite leaves K, η > 0.
2: Initialize: p1 = Unif(K), h0 = H and i0 ∼ p1
3: for t = 1 to T do
4: Select arm it ∼ pt(·|Aht−1(it−1)).
5: Let σt,h, h = 1, . . . ,H − 1, be i.i.d. Unif({−1, 1}).
6: let ht = min{0 ≤ h ≤ H : σt,h = −1} where σt,H = −1.
7: Compute vectors ¯`t,0, . . . , ¯`t,H−1 recursively via ¯`t,0(i) =
1(it=i)
pt(i)
`t(t), and for all h ≥ 1:
¯`
t,h(i) = − 1η log
(∑
j∈Ah(i)
pt(j)ζt,h(j)
pt(Ah(i))
)
,
ζt,h(j) = e
−η(1+σt,h−1)¯`t,h−1(j).
8: ˜`t = ¯`t,h +
∑H−1
h=0 σt,h
¯`
t,h.
9: pt+1 =
pt(i)e
−η`t(i)∑|K|
j=1 pt(j)e
−η`t(j)
, ∀i ∈ K.
10: end for
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