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Abstract. We present wo results about witness functions for sets in NP and coNP. First, any set 
that has a polynomially computable function which witnesses that it is not in coNP must be at 
least NP-hard. It follows from this result that any set in NP-coNP that has a polynomially 
computable function which witnesses this fact must already be complete for NP. Second, if B is 
any set for which there is a polynomially computable function which witnesses that it is not 
complete for NP by witnessing that some fixed set in NP is not in pB, then B must already be in 
NP n coNP. Thus, for two sets in NP-coNP there are no polynomially computable functions 
which witness that one is not polynomially reducible to the other. In proving the first result we 
introduce the notion of a k-creative set and prove that all k-creative sets are NP-complete. Since 
these sets seem not to be all polynomially isomorphic, we counter the conjecture of Berman and 
Hartmanis that all NP-complete sets are isomorphic to SAT with our own conjecture that not all 
k-creative sets are isomorphic to SAT. The proofs we give are recursion-theoretic in style, but 
straightforward. 
1. Introduction 
Witness functions for P • NP have been investigated by several previous authors. 
In [10], Kozen refutes the suggestion of Baker, Gill and Solovay [1] that it will not 
be possible to prove that P~ NP by diagonalization; he shows that there exist 
witness functions for P # NP if and only if there exist diagonals. However, Kozen's 
work gives only limited insight about the possible complexity of witness functions 
* The results contained in this paper were initially presented (unfortunately sometimes in not quite 
correct form) at the 15th ACM SIGACT, 1983, as part of an extended survey entitled, "Some structural 
properties of  polynomial reducibilities and sets in NP". We are grateful to Osamu Watanabe, Alan 
Selman, and the referees for their diligent pursuit of such mistakes, as well as for other helpful comments. 
** Supported by NSF Research Grant DCR 8402375, Univeristy of Wisconsin. 
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for P ~ NP, should they exist; essentially, Kozen shows that if there is a polynomial 
witness function for P ~ NP, then a universal function for P must exist within NP. 
Some additional insight is given in O'Donnell's work, which shows that if P # NP 
but if this is not provable from Peano Arithmetic + Tn, (the true H1 sentences of 
arithmetic), then witness functions for P ~ NP must grow faster than any provably 
recursive function. Finally, some additional insight is also given in [6] where it is 
shown that if it is consistent with a certain very weak arithmetic theory, ET(Elem), 
to believe that P = NP, then there can be no monotone elementary function which 
witnesses that P ~ NP. 
In this paper we prove two simple facts about witness functions that are poly- 
nomially computable. We hope that these facts will be useful in explaining why 
proving P ~ NP is so difficult. Among other things, our results show that, in NP, 
sets that are complete and sets that are in coNP cannot be separated by witness 
functions that are polynomially computable. 
We have heard it asserted that the question of whether P = NP has certai11 structural 
similarities to Post's problem--the problem in pure recursion theory of whether 
there are incomplete, nonrecursive, r.e. sets. This paper shows that there are indeed 
structural similarities between these problems. In discussing why there are no 
constructive arguments in recursion theory for solving Post's problem and why the 
Friedberg-Muchnik [5, 16] priority arguments were required to solve it, 1 Rogers 
cites two structural theorems on the impossibility of constructive solutions to Post's 
problem. 
Theorem I ([19, p. 162]). I f  A is recursively enumerable and constructively nonrecursive, 
then A is creative. (And hence A is complete.) 
Theorem I I  ([19, p. 162]). I f  A and B are recursively enumerable, and if A is construc- 
tively nonrecursive in B, then B is recursive. 
To interpret these theorems, we observe that, since it is easily seen that any 
creative set is complete, Theorem I shows that / f  there is a computable function which 
witnesses that an r.e. set A is not recursive, then A must already be complete. On the 
other hand, Theorem II shows that if there is a computable function which witnesses 
that a set A is not complete, then A must already be recursive. Thus, in recursive 
function theory, the notions of complete and of decidable cannot be 'constructively' 
separated. 
We show that a strong version of Theorem I holds for NP; our results show that 
if there is a polynomially computable function which witnesses that a set A in NP is 
not in coNP, then A must already be NP-complete. We also show that for poly- 
nomially computable witness functions, a strong version of Theorem II holds for 
i For references to subrecursive, including polynomial, versions of the Friedberg-Muehnik argument, 
see [12, 3, 21]. 
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NP vs. NPncoNP.  For example, our results show that if there is a polynomially 
computable function which witnesses that A is not NPcomplete, then A must already 
be in NPn coNP. Thus, the notions of NP-complete and of NPn co-NP cannot be 
separated by polynomially computable functions. 
Our proofs of these two results essentially follow those in [19]. The notation that 
we use throughout he paper follows that in [19, 14], except that we cannot use 
arbitrary complexity measures and programming systems. Our programming system 
uses both deterministic and nondeterministic programs which have a syntactically 
checkable condition requiring that any nondeterministic omputation be single- 
valued. (In fact, for our purposes, nondeterministic programs could be permitted 
to output only 1.) c~i(x) is the output (if any) of program i on input x. We use the 
notation dh(x)$ to mean that program i on input x produces an output and halts. 
Similarly, we use dh(x)~' to mean that program i on input x fails to halt. In addition, 
is a natural run-time complexity measure for such a programming system, i.e., 
it is one that is normally considered reasonable for investigations of P and NP. We 
define Wi = clef {X: ~)i(X)~ and define: 
p~k~ =Oer{ W~: program i is deterministic and ~bi(x),~ implies Oi(x) <~ Iil • Ixl k + Jil}, 
Np(k) =def{ Wi: ~i(x),~ implies qh(x)~< Ii I • Ixl k +[il}. 
Thus 
P=Ukptk~ and NP=UkNptk~.  
In addition, we sometimes abuse our notation to allow 
p(k) =def{~i: program i is deterministic and ~i(x)<~ Iil "[xlk+lil for all x}. 
2. Polynomial creativity 
We begin with a weak definition of polynomial creativity. 2 
Definition. Let /Co be any fixed integer. A set C e NP is ko-creative if there is a 
polynomial ly computable function f (a productive function) such that for all i which 
witness that W~ ~ NP (k°), 
f ( i )~  Cn W/ or f ( i )~ C-  Wi, 
i.e, 
f ( i )~  W~ iff f ( i )~C.  
2 Ko and Moore [9] have given another natural definition of polynomially creative sets. However, 
using their definition' they have shown that there can be no polynomially creative sets even in 
DTIME(20°IY). 
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The idea behind this definition is that a set C is k0-creative i f f  is a polynomial 
witness, not fully to the fact that t~ is not in NP, but merely to the fact that t~ is 
not in NP (k°). (The name arises from the fact that, given a candidate W~ which 
purports to show that t~ ~ Np(ko),fproduces a counterexample, f ( i ) ,  to the assertion.) 
A strong analogue to Theorem I is thatevery k0-creative set is NP-complete, and 
we now prove this result. 
Theorem 2.1. Every ko-creative set is NP-complete. (In fact, complete with respect o 
Karp-reducibility ; i.e., with respect o polynomial many-one reducibility. Furthermore, 
if the productive function is one-one, invertible, or 'honest', then the ko-creative set is 
complete with respect o the corresponding reducibility.) 
Proof. Let C be a ko-creative set with productive function f and let A be any set 
in NP. In particular, let A be in NP ~k~ for some fixed k. We must show that A is 
Karp-reducible to C. Define a polynomially computable function g such that 
1 if yeA,  
~bg(y)(z)= 1' otherwise. 
Here, given that A is in NP ~k), if 4~g(y) is calculated in any reasonable nondeterministic 
fashion, we will have that for all z, 
~g(y)(z)<-Ial'lyl k +lal, 
where a is a constant which is a little bigger than the nondeterministic program 
which accepts A. We would like Wg(y) to be in NP (ko) for all y, so we would like 
g(y)( Z) <-[g(y)[. Izl o+ [g(y)[ 
for all y and for all z. But this can easily be accomplished simply by padding g(y) 
to make Ig(y)l > la[ "lylk+lal, and such a g can be constructed even if in addition 
we wish to make g polynomially computable. This shows that Wg(y)~ NP (ko) for 
all y. 
(We also observe that it is not difficult to code y into the padded version of g(y) 
so that g will be one-one and polynomially invertible. Also, g is an increasing 
function of y, so g is 'polynomially honest' in a sense that will be defined below. 
Finally, these comments would still hold if we wished to further pad out g to make 
it a function of two variables, g(y, l) where I is an additional variable merely used 
to determine the amount to 'pad' out the program size.) 
Thus, we now have that 
y ~ A implies Wg(y) = {0, 1, 2, 3 , . . .  } which implies f (g(y) )  ~ Wg(y), 
while 
y ~ A implies Wg(y) = 0 which implies f (g(y))  e~ Wg(y). 
But, by construction, Wgty)~ NP (ko), and C is ko-creative with f the productive 
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function for t~. Therefore, f (g (y  ) ) ~ Wg(y~ iff f (g (y  ) ) ~ C. Thus y c A iff f (g(y ) ) ~ C, 
so C is Karp-complete. 
(Clearly, if g is one-one, invertible, or 'honest', so is f-g.) [] 
It is perhaps worth commenting that if we had not required that our k0-creative 
sets actually be in NP by definition, then the above proof would still show that any 
set C whose complement has a polynomialUy computable productive function is 
at least NP-hard. 
Theorem 2.1 leaves open the question whether k- or ko-creative sets exist. Fortu- 
nately, they do, and Theorem 2.2 below provides an interesting class of k-creative 
sets. To understand this theorem, we first need to discuss the notion of an honest 
function. Recall that a function f is polynomially honest if its running time is bounded 
by some polynomial in the length of its value. For example, every polynomially 
computable function whose arguments are within a polynomial of its outputs is 
polynomially honest--polynomially computable functions that are not honest must 
have very small outputs for some inputs. And conversely, any polynomially compu- 
table function for which the size of the input is bounded by a polynomial in the 
size of the output must be polynomially honest. (Since we will only be dealing with 
polynomial ly honest functions that are also polynomially computable, we shall 
henceforth refer to all such functions imply as polynomially honest functions.) 
If a Set C is not in coNP, then for every infinite W~ in NP there is a value fo(i) 
that is greater than i and such that fo(i) ~ C n W~ or fo(i) ~ t~ - W~. Thus it seems 
not unreasonable to restrict our attention to witness functions that are greater than 
the identity function, or, what is an even weaker restriction for polynomially 
computable functions, those that are polynomially honest. 
Theorem 2.2 now gives an interesting class of k-creative sets. 
Theorem 2.2. Let f be any polynomially honest, one-one function. Define 
K~ = o~f {f(')" ~,( f ( i ) )  ~< 1i[" If( i)[ k "b 1i1}. 
Then K)  is k-creative, with f as its polynomially honest productive function. 
Proof. One easily verifies that K~ is in NP by observing that, since f is polynomially 
honest, given y one can guess a value x and verify that f (x )  = y in polynomial time. 
Once this is done, checking that ~x(Y) ~< Ix] "lYl k + Ixl can easily be done in nondeter- 
ministic polynomial time. f itself is the required productive function for K~ since, 
given any W~ ~ NP (k), 
f ( i )  ~ W~ ¢~ t~,(f(i))4 
<::> ab,(f(i))<~lil.[f(i)l k +[i[ 
<:~ f ( i )a  K~. [] 
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Simple as they are, Theorems 2.1 and 2.2 give a whole new class of structurally 
defined sets in NP. Before proceeding, we take a more careful look at this class. 
3. A momentary diversion to discuss the polynomial isomorphism of NP-complete sets 
In studying 'natural' NP-complete sets, Berman and Hartmanis [2] observed that 
all ofthe "natural' NP-complete sets have polynomially honest and invertible padding 
functions, and hence that they are all polynomially ismorphic. This fact, together 
with the fact that in recursive function theory all 'many-one complete' sets are 
recursively isomorphic, is apparently the basis for their conjecture that all NP- 
complete sets are polynomially isomorphic to SAT. We would like to address the 
question of whether the sets defined by Theorems 2.1 and 2.2 are all polynomially 
isomorphic to SAT. To do so, first recall the classical proof from recursion theory 
that all many-one complete sets are recursively isomorphic. 
The proof breaks into three parts. First, one defines creative sets and proves that 
all many-one complete sets are creative. Second; one proves that all creative sets 
are cylinders. 3 And, finally, one easily proves that all sets of the same many-one 
degree that are cylinders are in fact isomorphic. How much of this proof can be 
carded out in a polynomial setting? Clearly, the last step can, since it is just the 
basis of Berman and Hartmanis' observation that all 'natural' NP-complete sets are 
polynomially ismorphic. However, the extent hat the remainder of the proof cannot 
be carded out is evidence that the Berman-Hartmanis conjecture fails, since, 
knowing the existence of k-creative sets, all k-creative sets must be cylinders if they 
are to be isomorphic to SAT, or to any other natural NP-complete set. 
Since the sets defined by Theorems 2.1 and 2.2 are already k-creative, it seems 
reasonable to ask whether they are cylinders in a polynomial sense. 
Definition. A set C is a polynomial cylinder if there exists a one-one polynomially 
computable function p, a padding function, such that, for all x and y, x ~ C iff 
p(x, y)~ C, and such that p has a polynomially computable inverse function with 
p- l (p (x ,y ) )=(x ,y ) .  
With this definition we can try to adapt the recursion-theoretic proof to show 
that all creative sets are cylinders, and hence polynomially isomorphic. (Obviously, 
any set p-isomorphic to a polynomial cylinder is itself a polynomial cylinder. For 
more details, see [15]. 
Although the standard technique from [19] does not adapt in a polynomial setting 
unless the productive function f is both one-one and polynomially invertible, a 
similar problem was faced, in quite a different setting, by Schnorr [20] where he 
3 A set C is a cylinder if it is recursively isomorphic to B x N, for some set B, where N -- {0, 1, 2 , . . .  }. 
Therefore, a set that is a cyl inder has a padding function. Conversely, a set B with a padding function 
can easily be shown to be isomorphic  to B x N. 
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used a new technique credited to an anonymous referee. This technique has been 
used again in [13] on problems similar to Schnorr's, in [14] in a different setting, 
and again in [4] in a setting similar to that of this paper. The technique does not 
allow us to produce a polynomial padding function, but it does go part way. We 
begin with a more careful look at the polynomially honest functions. 
Def in i t ion  
Hetk )  = {~b, :  i(x)< li['lxl k +li[, cI',(x)< lil'14 ,(x)l k+lil, 
Ix[ Ii1" I ,(x)lk+ Iil, and program / is  deterministic}. 
Obviously, Uk Hp(k) is the set of all polynomially honest functions. We next 
prove that if C is a k-creative set for which there is a productive function f~  HP (k), 
then we can construct a polynomially computable pseudo-padding function p. 
However, p is not a padding function since it lacks polynomial invertibility and 
may be only partially one-one, and then only on the complement of the set. 
Theorem 3.1. Let C be any k-creative set which has a productive function f ~ HP (k). 
Then C has a polynomially computable pseudo-padding function p such that, for all y 
and l, y ~ C iff p(y, l) ~ C. Furthermore, for each fixed y ~ C, p is one-one as a function 
ofl. 
Proof. Let S be an S 3 function; that is, for all e, y, l and x, ~be(y, l x) = ~bs(e.y.t)(x) 
and S is polynomially computable and linearly honest. (S will also need to have 
some additional properties, which we will identify as we go along.) Suppose that 
C i sany  k-creative set and that fEHP  (k) is a polynomially honest productive 
function for the set. Define a partial recursive function ~be0 as follows: 
if x=f (S (e ,  y, l)) & 
[y e C or (=il')[f( S( e, y, l')) = f (  S( e, y, /)) & 
¢~o(e, y, l, x )= [l' < l & Cy(S(e, y, l'))<~ ¢.f(S(e, y,/))] or 
[1'> l & ~y(S(e, y, 1'))< ~y(S(e, y, 1))]]], 
1' otherwise. 
Here we are using f ambiguously both as the name for the productive function and 
as the name for the program which computes it. Similarly, let c denote a nondeter- 
ministic program for testing membership in C. Consider the computation of 
~beo(e, l, y, x). Because of the k-honesty off,  the computation of x =f(S(e,  y, I)) can 
be carried out in deterministic time bounded by the smaller of the Ifl" IS(e, y, 1)l k + [fl 
and Ill" I xlk + If l. Obviously, if this clause fails, all other parts of the nondeterministic 
computation of ~b~o(e , y, l, x) can be aborted and the computation can be made to 
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diverge. However, if we verify that x =f(S(e, y, I)), then, because of the k-honesty 
of f, the other clauses can be calculated nondeterministical ly in time bounded by 
the larger of [c l . ly l  k +lcl and I f l ' l f (S(e,y ,  l))[k + l f l .  
Now we can, without loss of generality, choose f and S such that c<f  and 
If I" lY] k + if] < IS( e, Y, l)] for all e, y and I. Note that this last clause, together with 
the fact that f~  HP (k), implies that [yl < ]f(S(e, y,/))], which guarantees that y is 
less than any x on which $~o(e, y, l, x) converges. Bearing in mind that the whole 
process was made to diverge unless f (S(e,  y, l)) -- x, we see that the nondeterministic 
computation of ~beo(e, y I, x) can be carried out in time bounded by [ f] .  [xlk"blf[. 
Now, using the complexity-theoretic version of the recursion theorem proved in 
[14, p. 176], one can show that there is a constant ao such that for all eo there exist 
arbitrarily large values e such that, for all y, 1, and x, 
dp~(e, y, I, x) = (~S(e,y,l)(X) and t~S(e,y, l ) (X) <<- ao" ~(e ,  y, I, x) + ao. 
(Note that this equation and inequality will not be effected by 'padding' S(e, y, l) 
so that IS(e, y,/)[ grows faster than [ylk.) Clearly, we may now choose a fixed point 
e sufficiently large such that S(e,y, l )  is large enough to satisfy ao'[f l+ao< 
IS(e, y,/)1, for all l and y. 
For this particular choice of e, we thus have both 
6~( e, y, l, x) = (~ S(e,y,I)(X) 
and 
ao" ~o( e, y, I, x) + ao <~ lS( e, y,/) i  • Ix [  k + IS(e, y, 1)1. 
It follows that 
s(e.y.,)(x) <-IS(e, y,/)l" Ixl k + IS(e, y,/)1. 
which of course places Ws(e,r,t)'in NP (k). 
We now want to show that there is a polynomial pseudo-padding function for 
C. In fact, it will turn out that letting p(y, l) =f(S(e,  y, l)) gives the desired function. 
To seethat his is the case we first observe that i fy  e C, then Ws(e,y,t) = {f(S(e, y,/))}, 
and so f (S(e,  y, l)) ~ Ws(~,y,i). Since f is a productive function, this in turn implies 
that f (S(e,  y, l)) ~ C. 
We now consider the case where y~ C. We suppose that hlf(S(e, y, l)) is not 
one-one. Choose l' such that ~y(S(e, y, l')) is minimal and there is an l ~ l' such 
that f (S(e,  y, l ' ))=f(S(e, y, l)). (In the event of ties for the minimal complexity, 
choose the l' that is smallest.) Next, for this l', choose l ~ l' such thatf(S(e, y, l')) = 
f(S(e,  y, l)) and ~y(S(e, y, l)) minimal.  (Again, in the event of ties, choose the 
smallest such /.) Note that because of our choice of l' and l, ~i(S(e, y, l'))<_ 
~y(S(e, y, I)). An d our choice of I' thus forces Ws(,,y,r) = 0. Now, if ~y(S(e, y, l')) < 
• y(S(e, y, l)), then we clearly have that Ws(~,y,~)= {f(S(e, y,/))}. 
On the other hand, if ~y(S(e,y, l ' ) )= ~y(S(e,y, l)), then because l '<  l we still 
have that Ws(~,r,o = {f(S(e, y,/))}. Since f is a productive function for C, the fact 
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that Ws<e,y,r) = 0 implies that f(S(e, y, l')) ~ C. However, if Ws<e,y,z) = {f(S(e, y,/))}, 
then f (S (e ,y , l ) )~C.  But this combination contradicts the assumption that 
f (S(e,  y, l')) = f(S(e,  y, l)). Thus Alf(S(e, y, l)) must be one-one. It thus follows that 
for y e (~ not only is Alf(S(e, y, l)) one-one but also that Ws<e,y,t)=0. Therefore, 
since f is a productive function for (~, it follows that f (S(e,  y, l)) ~ t~. Thus, setting 
p(y, l )=f (S(e ,  y, I)) gives the desired polynomial pseudo-padding function. [] 
It is now important o notice first that had f been one-one, p also would be 
one-one, but, second, that even in this case p would not quite be a padding function 
that makes C a polynomial cylinder. The problem is that p is not necessarily 
polynomially invertible, and the only obvious way to make p polynomially invertible 
if for the productive function f itself to be polynomially invertible. 4 But f could 
have been any one-one, polynomially honest function. The only way for all such 
f ' s  to be polynomially invertible is for there to be no polynomially honest 'one-way' 
functions, a supposition that is widely believed to be false by cryptographers. 
In spite of some effort we have been unable to show that k-creative sets have 
polynomially invertible padding functions unless we know a priori that the produc- 
tive functions are not only honest and of low complexity, but are also polynomially 
invertible. Since Theorem 2.2 guarantees that every one-one, polynomially honest 
function invertible or not, is a productive function, we are led to the following 
conjectures. 
Conjecture 1. Obviously, if polynomially honest 'one-way' functions do not exist, 
then all of the k-creative sets constructed in Theorem 2.2 are polynomially isomor- 
phic to SAT (by footnote 4). We conjecture the converse: The k-creative sets with 
honest productive functions are polynomially isomorphic to SAT only if poly- 
nomially honest 'one-way' functions do not exist. 
Since we conjecture that such 'one-way' functions do exist, we also have, 
independently of Conjecture 1, the following. 
Conjecture 2. The k-creative sets constructed in Theorem 2.2 are not all poly- 
nomially isomorphic to SAT, and hence not all NP-complete sets are polynomially 
ismorphic---a direct contradiction of the Berman-Hartmanis conjecture: 
In any case, the k-creative sets constructed in Theorem 2.2 give a new class 
of NP-complete sets for which the Berman-Hartmanis conjecture seems to fail. 
4 Obviously, this shows that if K/ is not a cylinder, then f is a one-way function. A simpler proof of 
this conclusion can be given without he assumption that fe  HP <k), using a technique similar to that of 
Theorem 2.1. In that proof, one takes the set A to be the /q-creative set C itself and then takes g to be 
a polynomially computable and invertible function of two arguments. If f is a polynomially invertible 
productive function for C, then f.  g is the required polynomially invertible padding function. 
s This conjecture of ours was discussed inthe survey by Young [22] and in an earlier abstract referenced 
there. Following this, Hartmanis [7] claims a method for exhibiting NP-complete sets which are not 
isomorphic to SAT. Our construction, in order to be relevant to this question, requires the hypothesis 
that polynomically honest one-way functions exist. Similarly, Hartmanis's construction [7, Theorem 14] 
requires a hypothesis about polynomial separation of Kolmogorov easy strings. Unfortunately, since, as 
pointed out in [7], this conjecture about Kolmogorov easy strings implies that DEXPT=NEXPT, we 
believe that most people would assume thatthe necessary hypothesis for Hartmanis' construction is false. 
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(Assuming that not all NP-complete sets are polynomially isomorphic, the 'density' 
of NP-complete isomorphism types is explored in [15].) 
The difficulty of improving Theorem 3.1 to make all k-creative sets paddable 
suggests tht not only are not all NP-complete sets polynomially isomorphic, but 
perhaps they are not even all complete under one-one polynomial time reducibilities. 
On the other hand, the only k-creative sets we know to exist do have one-one (and 
honest) productive functions, thus (see footnote 4), they all admit (honest, but 
possibly noninvertible) polynomial padding, and hence they are all complete under 
one-one (and honest) polynomial time reductions. This suggests the following 
question. 
Question 1. Do all k-creative sets have one-one productive functions? Do they 
all have one-one and honest productive functions? Are all NP-complete sets complete 
under one-one polynomial time reductions? Under one-one and honest polynomial 
time reductions ? 
The above results and conjectures uggest many additional questions, at least 
some of which should be solvable without resolving P vs. NP. We list a few; the 
interested reader should have little trouble finding more. 
Question 2. In  classical recursion theory, all 'many-one complete' sets are creative. 
With our notion of k-creative, the polynomial analogue seems unlikely for NP- 
complete sets. We would conjecture that not all NP-complete sets are k-creative. 
In fact, we do not even know whether any 'natural" NP-complete set is k-creative. 6 
Additionally, it would be interesting to know whether there is some 'structurally' 
defined class of NP-complete sets which are not k-creative. 
Question 3. What is the logical connection between Conjectures 1 and 2? For 
example, is it possible to prove that NP-complete sets are all isomorphic ift 'one-way' 
polynomially honest functions do not exist? (Obviously, if P = NP, then 'one-way' 
polynomially honest functions do not exist.) 
Question 4. In order to even begin the construction of a pseudo-padding function 
given in the proof of Theorem 3.1, we had to assume that the k-creative set had a 
productive function of low complexity (in Hp~k~). Does every k-creative set have a 
productive function in Hp~k~? We suspect not. 
Question 5. Theorem 3.1 suggests everal questions connected with the 'poly- 
nomial immunity' of the complements of k-creative sets. We would like to mention 
some of these, but only very briefly for readers who already have an interest in 
questions about polynomial immunity. For example, Theorem 3.1 enables us to 
show that, for many k-creative sets C, t~ can not be weakly polynomiaUy immune 
in the sense of not having a subset which is the range of a one-one polynomially 
computable function, p. On the other hand, the range of this function p need not 
be polynomially decidable. We thus ask whether k-creative sets or their complements 
are almost polynomially immune in the sense of not having subsets which are the 
range of polynomially computable one-one functions with polynomially decidable 
6 Added August 1984. In a recent manuscript, Steve Homer has shown that certain tiling problems 
are 'natural '  NP-complete sets which are k-creative. 
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ranges. A positive answer would imply that such sets are not all polynomially 
isomorphic. In any case, the observation that, for many k-creative sets C, C can 
not be weakly immune shows that proving that every NP-complete set is k-creative 
is too hard: an affirmative answer implies P # NP. 7 
We return now to our discussion of the polynomial analogs of Theorems I and II. 
4. A second result on witness functions for P #: NP  
Our second result on witness functions is analogous to Theorem II above. Recall 
that Theorem 2.1 shows that any set in NP for which we can obtain a polynomially 
computable function which witnesses that it is not in coNP must already be NP- 
complete. Similarly, it will follow as a corollary to the result we are about to prove 
that any set which can be polynomially witnessed to be incomplete for NP must 
already be in NPc~ coNP. Results of this form help explain the difficulty of demon- 
strating the existence of noncomplete sets in NP. 
Theorem 4.1. Let B be any set and suppose that there is a polynomially computable 
witness to the fact that B is not hard for NP. I.e., suppose that there is a set A in NP 
and a polynomially computable function h which witnesses that A is not polynomially 
reducible to B. (I.e., h witnesses that A~ pB.) Then both B and B are Karp-reducible 
to A. Thus B is in NP~ coNP. (In fact, h need only witness that A is not in P(~)relative 
to B. That is, that A~ p(1),B.) 
Proof. Suppose that B is any set for which there is a polynomially computable 
witness function, h, to the fact that B is.not hard for NP. Then the function h must 
satisfy: 
h(i)~ W~ iff h(i)~.,A 
for any program i which witnesses that W~ ~ p~l),B. Observe that we can construct 
a polynomial ly computable function g such that, for any set B, 
B {1 i f i EB ,  
4~g(,)(z)= 1' otherwise. 
B pO),B. For any reasonable choice of g, g(i) is a program which witnesses that Wgu) 
However,  we now have that 
B B i ~ B iff Wg(,) = {0, 1, 2 , . . .  } iff h(g(i)) ~ Wg(,) iff h(g(i)) ~ A. 
7 Added August 1984: In a forthcoming paper, Orponen, Russo and Schoening [18] show that none 
of the k-creative sets (or their complements) which we construct in Theorem 2.2 are themselves 
polynomial ly immune, although they do leave open the question of whether some k-creative sets can 
be polynomial ly immune. We suspect not. 
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Thus, i ~ B if and only if h(g(i)) ~ A, showing that B is Karp-reducible to A and 
thus also showing that B is in NP. 
To complete the proof, we must show that under the same conditions /~ is 
Karp-reducible to A, and thus that/~ is in NP. But the proof is exactly the same: 
in the above proof, starting with the definition of the function g, simply take every 
occurrence of  "B" that is not a superscript, and replace it with "/~". [] 
It is worth noting that in the above proof we do not need that h is a function if 
all we want to show is that B and/~ are 'strong NP'-reducible to A. It was enough 
to have h be any nonderterministic polynomial process such that any value h(i) 
that it produces satisfies 
W~ ~ p~l~,B implies [&~(h(i)) = 1 iff h(i) ~ A]. 
Finally, one of the referees reminded us that Theorem 4.1 can easily be generalized 
to the entire polynomial time hierarchy, should one so desire. 
References 
[1] T. Baker, J. Gill and R. Solovay, Relativization of the P = NP question, SIAM J. Comput. 4 (1975) 
431-a.'!.a.. 
[2] L. Berman and J. Hartmanis, On isomorphisms and density of NP and other complete sets, 
SIAM J. Comput. 1 (1977) 305-322. 
[3] P. Chew and M. Machtey, A note on structure and looking back applied to the relative complexity 
of computable functions, J. Comput. Systems Sci. 22 (1981) 53-59. 
[4] M. Dowd, On isomorphism, Unpublished manuscript, 1978. 
[5] R. Friedberg, Two recursively enumerable s ts of incomparable degrees of solvability, Proc. Nat. 
Acad. Sci. U.S.A. 43 (1957) 236-238. 
[6] D. Joseph, Polynomial time computations in models of ET, J. Comput. Systems Sci. 26 (1983) 311-338. 
[7] J. Hartmanis, Generalized Kolmogorov complexity and the structure of feasible computations, Proc. 
24th IEEE Symp. on the Foundations of Computer Science (1983) 439-445. 
[8] K. Ko, Resource-bounded program-size complexity and pseudo-random sequences, Unpublished 
manuscript. 
[9] K. Ko and D. Moore, Completeness, approximation a d density, SIAMJ. Comput. 10 (1981) 787-796. 
[10] D. Kozen, Ifldexings of subrecursive classes, Theoret. Comput. Sci. 11 (1980) 277-301. 
[11] D. Kozen and M. Machtey, On relative diagonals, Tech. Rept., IBM T.J. Watson Research Center, 
Yorktown Heights, NY, 1980. 
[12] R. Ladner, On the structure of polynomial time reducibility, J. ACM 2 (1975) 135-171. 
[13] M. Machtey, K. Winklmann and P. Young, Simple G/~del numberings, isomorphisms, and program- 
ming properties, SIAM J. Comput., 7 (1978) 39-60. 
[14] M. Machtey and P. Young, An Introduction to the General Theory of Algorithms (Elsevier/North- 
Holland, Amsterdam, 1978). 
[15] S.R. Mahaney and P. Young, Reductions among polynomial isomorphism types, Theoret. Comput. 
Sci. 39 (2, 3) (1985) 207-224 (this issue). 
[ 16] A. Muchnik, On the unsolvability of the problem of reducibility in the theory of algorithms, Doklady 
Akademii Navk SSSR 108 (1956) 194-197. 
[17] M. O'Donnell, A programming language theorem that is independent of Peano arithmetic, Proc_ 
l lth ACM Syrup. on the Theory of Computing (1979) 176-188. 
[18] P. Orponen, D. Russo and U. Schrning, Optimal approximations and polynomially levelable sets, 
SIAM Z Comput, to appear. 
Witness functions for nonpolynomial sets in NP 237 
[19] H. Rogers, Theory of Recursive Functions and Effective Computability (McGraw-Hill, New York, 
1967). 
[20] C. Schnorr, Optimal enumerations and optimal G6del numberings, Math. Systems Theory 8 (1975) 
182-191. 
[21] U. Sch6ning, A uniform approach to obtain diagonal sets in complexity classes, Theoret. Comput. 
Sci. 18 (1982) 95-103. 
[22] P. Young, Some structural properties of polynomial reducibilities and sets in NP, Proc. I5th ACM 
Syrup. Theory of Computing (1983) 392-401. 
