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Abstract
An H-graph is the intersection graph of connected subgraphs of a suitable subdivision of a fixed
graph H [1]. We focus on Sd-graphs as a special case. A graph G is an Sd-graph when it is the
intersection graph of connected subgraphs of a subdivision of a fixed star Sd. It is useful to mention
that, for an Sd-graph G with some proper maximal clique C ∈ G, each connected component of
G−C is an interval graph and the partial order on the connected components of G−C has a chain
cover of size ≤ d [3].
Considering the recognition algorithm given by [3], we give an FPT-time algorithm to solve the
isomorphism problem for Sd-graphs with bounded clique size. Then, we give a polynomial time
reduction to Sd-graph isomorphism from the isomorphism problem for posets of width d. Finally -
solving an open problem from [3] - we show that the graph isomorphism problem for Sd-graphs can
be solved in FPT-time with parameter d, even when the clique size is unbounded.
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1 Introduction
A graph is a pair G = (V,E) where V = V (G) is the vertex set and E = E(G) is the edges set.
Two graphs G and H are said to be isomorphic if there exists a bijection f from the vertex
set V (G) to V (H) such that (u, v) ∈ E(G) iff (f(u), f(v)) ∈ E(H) for all (u, v) ∈ E(G).
The graph isomorphism problem is a well known problem in computer science which is
to determine whether or not the given graphs are isomorphic. Although it is not known
whether it belongs to P or not in general, it has been shown to be solvable in polynomial
and even in linear time for various graph classes. Now, we briefly introduce the intersection
graphs which are the subject of our research.
The intersection graph for a family of sets is an undirected graph where each set is
associated with a vertex of the graph and each pair of vertices are joined by an edge if and
only if the corresponding sets have a non-empty intersection.
A graph is chordal if it has no chordless cycle of length more than three. They are the
intersection graphs of subtrees of some tree [9]. Chordal graphs have at most n maximal
cliques where n is the number of vertices and they can be listed in polynomial time [11]. The
graph isomorphism problem is GI-complete for chordal graphs [15].
A graph G is an interval graph if the vertex set of G can be mapped into some set of
intervals on the real line such that two vertices of G intersect iff the corresponding intervals
intersect. Therefore, they are the intersection graphs of intervals on the real line and form
a subclass of chordal graphs. The graph isomorphism problem for interval graphs can be
solved in linear time [2].
A circular-arc graph is an intersection graph of a finite set of arcs on the circle. They
form a superclass of interval graphs where the set of intervals corresponds to the arcs
around a circle. Unlike the interval and chordal graphs, the number of maximal cliques
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2 Isomorphism Problem for Sd-graphs
can be exponential in n for circular-arc graphs, where n is the number of vertices [13]. The
isomorphism problem is still open as the published algorithms are wrong [6] for circular-arc
graphs.
Split graphs are a subclass of chordal graphs whose vertex set can be partitioned into a
clique and an independent set. They present a special case of intersection graphs of substars
of a suitable star Sd. The isomorphism problem for split graphs is also GI-complete [5].
An H-graph is the intersection graph of connected subgraphs of a suitable subdivision
of a fixed graph H [1]. Many intersection graph classes can be generalized to H-graphs as
follows. Interval graphs are H-graphs when H is K2. Circular-arc graphs are H-graphs when
H is K3. Chordal graphs are the union of T -graphs where T ranges over all trees. Split
graphs can be represented as H-graphs where H is a star Sd, for suitable d and this type of
H-graphs are called Sd-graph. Recently, several optimization problems such as maximum
clique and minimum dominating set regarding H-graphs have been shown to be solvable in
polynomial and FPT-time [3], [4], [7]. We study the isomorphism problem for Sd-graphs
which are a special subclass of chordal graphs, stated as an open problem by [3].
Before mentioning Sd-graphs in more detail, it is convenient to describe a partial order
and some of its properties which are related to Sd-representation.
A partial order (or shortly a poset) is a binary relation  over a set P which is reflexive,
antisymmetric and transitive. This is usually denoted by (P,). A partially ordered set or a
poset is a set with partial order indicating that some elements of this set precede some other
elements. a P b means that the element a of partially ordered set P is related to another
element b of P , and related elements are said to be comparable. Otherwise, they are called
incomparable. A chain is a set of elements in a partially ordered set P in which every two
elements are comparable. A chain cover of a partially ordered set P is a collection of chains
whose union is P . An antichain is a set of elements in a partially ordered set P in which
every two elements are incomparable.
The greatest (or maximum) element of a poset is the element greater than all other
elements of that poset. The least (or minimum) element of a poset is oppose to it, smaller
than all other elements. A maximal element of a poset is an element such that there exists
no element greater than this element. On the other hand, a minimal element of a poset is an
element such that there exists no element smaller than this element. In posets, the greatest
and least element are unique and not every poset has to have these elements. Moreover,
when a poset has the greatest (or least) element, then this poset has only one maximal (or
minimal) element which is identical to the former.
The depth of an element e in the poset is the maximum number of elements from that
element to the smallest possible element of all chains which e belongs to, starting from 1.
The level i of a poset contains all the elements which are at depth i. The width of a poset is
the size of the greatest antichain.
The Hasse diagram D of a poset P is a directed graph whose vertex set is the element
set of P and for each pair of vertices u, v ∈ D, there exists an edge directed from u to v if
and only if u  v in P and u  w  v holds for no w ∈ P .
We say that two posets P and Q are isomorphic if there exists a bijection f from P to
Q such that for each pair of elements u, v ∈ P , u P v if and only if f(u) Q f(v). Poset
isomorphism is also GI-complete as can be seen from [14].
An Sd-graph is an intersection graph of connected subgraphs of a subdivision of a fixed
star Sd. Let C be the set of maximal cliques in a graph G, and for each maximal clique
C ∈ C, let X denote the set of connected components of G− C. In Figure 1 (a), we see an
Sd-graph G with one of its maximal cliques C placed in the center which is colored orange
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2 4X1
X2
X3 X4
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(a)
X1{1, 2, 3}
X6{2, 3} X2 {1, 3}
X3 {1}
X4 {1, 3, 4}
X5 {4}
(b)
Figure 1 (a) An Sd-graph G with one of its maximal cliques C = {1, 2, 3, 4} in the center and
the connected components of G− C. (b) The partial order P on the components of G− C.
and the connected components of G− C colored differently.
When dealing with Sd-graphs, it is very useful to define the following partial order (poset)
P on the connected components Xi of G − C. Let NC(Xi) denote the set of neighbors
of the connected component Xi in the maximal clique C and it will be referred as the
attachment of Xi. The neighborhood NC(Xi) of the connected component Xi is a chain by
inclusion when there are more than one vertex in Xi. Then, the upper attachment of Xi is
denoted by NCU (Xi) which is the maximum neighborhood among the vertices in Xi, and
NC(Xi) = NCU (Xi). Similarly, the lower attachment of Xi is denoted by NCL(Xi) which is
the minimum neighborhood among the vertices in Xi. The connected component Xi together
with its attachment edges is called a bridge of C. The attachment edges actually form a
(only) minimal edge-cutset between C and Xi.
After determining the attachments of each connected component of G−C, P is constructed
by comparing the attachments of each pair of connected components. When NCU (Xi) ⊆
NC
L(Xj) holds between two connected components Xi and Xj , then they are comparable in
P , denoted by Xi P Xj . Otherwise, they are incomparable. Moreover, different connected
components of G − C may have the same attachment, precisely NCU (Xi) = NCL(Xi) =
NC
U (Xj) = NCL(Xj) (all needed). In order to maintain antisymmetry of P , we will treat
them all as one bridge.
In Figure 1 (b), we see the partial order P on the connected components of G− C for
the Sd-graph G and its maximal clique C given in Figure 1 (a). One of the chain covers of P
is the set of attachments of (X1, X2, X3), (X4, X5) and (X6) which is of size 3. In Figure 2
(a), the connected components are placed on the rays of an S3 according to this chain cover,
where the maximal clique C is placed in the center, and the corresponding Sd-representation
is given in (b).
Notice that Xi P Xj if and only if there is an interval representation of the graph
induced by C ∪Xj ∪Xi in which C is “to the left” of Xj and Xi is “to the right” of Xj [3].
I Proposition 1 (Lemma 5 in [3]). A graph G with some suitably chosen maximal clique
C ∈ C is an Sd-graph if and only if (i) for each connected component X ∈ X of G− C, the
induced subgraph G[C ∪X] is an interval graph with C being the leftmost, and (ii) the partial
order P on the connected components of G− C has a chain cover of size at most d.
Note that, for each chain X1,...,Xk obtained by a chain in P , G[C ∪X1 ∪ ...∪Xk] has an
interval representation with C being the leftmost maximal clique of that chain.
The approach used in the recognition of Sd-graphs is informally described as follows [3]:
For a given graph G and each maximal clique C ∈ C of G, (1) construct the partial ordering
4 Isomorphism Problem for Sd-graphs
C
X1
X2
X3
X4
X5
X6
(a)
X1
X2
X3
X4
X5
X6
1
2
3
4(b)
Figure 2 Recall the Sd-graph G and clique C = {1, 2, 3, 4} from Figure 1. (a) The connected
components of G−C are placed on the d = 3 rays according to a chain cover of P given in Figure 1.
(b) The corresponding Sd-representation.
P on the set of non-equivalent connected components X , (2) test whether P can be covered
by at most d chains, (3) for each chain (X1, ..., Xk), construct an interval representation
of G[C ∪X1 ∪ ... ∪Xk] with C being the leftmost maximal clique on the one of the paths
P(b,li]. These three steps are repeated until a maximal clique C ∈ C of G can be placed in
the middle (i.e., the center of Sd) according to that representation. If it is not possible to
construct this representation with any maximal clique, then the algorithm returns that G is
not an Sd-graph.
2 Isomorphism of Sd-graphs of Bounded Clique Size
As a warm-up, we show that Sd-graph isomorphism can be solved in FPT-time when the
maximal clique size of given Sd-graphs is bounded by a parameter p.
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Figure 3 Two isomorphic Sd-graphs (a) G and (b) H.
We start with an informal example. In Figure 3, we are given two isomorphic Sd-graphs
G and H with some maximal cliques C ∈ G and D ∈ H. The connected components
X1, X2, X3, X4, X5, X6, X7 of G − C are isomorphic to Y1, Y2, Y3, Y4, Y5, Y6, Y7 of H − D,
respectively. Moreover, the connected components X1, X2 and X5 (thus, Y1, Y2 and Y5) are
pairwise isomorphic as well as the pairwise isomorphic connected components X3 and X7
(thus, Y3 and Y7). The central maximal clique C of G is labeled 1, 2, 3, 4, and it corresponds
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to the central maximal clique D of H with labels 2, 1, 4, 3. So, before the labellings of
these central cliques are aligned with each other, the labels of the attachments of isomorphic
connected components Xi and Yj differ. Therefore, we need to guess the right labellings of the
central maximal cliques. After that, we can forget about the Sd-representations and pairwise
compare the connected components with equivalent (matching on labels) attachments, using
the interval graph isomorphism algorithm [2].
When the sizes of the central maximal cliques are not bounded by a parameter on the
input of size n, they can grow up to n. As a result, for a clique of size n, there exist n!
different labellings which results in this algorithm being inefficient (however, we will show a
better algorithm in Section 4). On the other hand, when the clique sizes are bounded by a
parameter p on the input of size n, then the number of different labellings is p! which belongs
to FPT.
Overview of Our Approach. We are given two Sd-graphs G and H with n vertices where
the maximal clique sizes are bounded by a fixed parameter p on the input. Let us recall that
for an Sd-graph G and the central maximal clique C of G, G[C ∪Xi] is an interval graph
for each connected component Xi of G − C, and testing whether two interval graphs are
isomorphic or not takes linear time [2]. Moreover, as Sd-graphs are a subclass of chordal
graphs, they have at most n maximal cliques which can be efficiently listed.
Thus, by fixing a central maximal clique C of G and the connected components of G−C,
it is efficient to test each of up to n different central maximal clique D of H and the connected
components of H −D against the fixed C. The sizes of the central maximal cliques C and D
are bounded by a fixed parameter p of the input, so it is now affordable to label the vertices
of the central maximal cliques as we have ≤ p! possible permutations for both graphs. For
the right (guessed) labeling, we must check whether the isomorphic pairs of bridges have the
same labeling on their attachments to the maximal cliques.
The overall complexity is O(p!n4), which belongs to FPT with respect to p. This
complexity does not depend on the poset width d, and we do not need Sd-representations of
the graphs.
Algorithm 1 Isomorphism Test for Sd-graphs with Bounded Clique Size (G,H)
Require: Given two Sd-graphs G and H, the parameters d of Sd and p bounding the central
maximal clique size
Ensure: Result of the isomorphism test between G and H
1: Find the maximal clique sequences S and T of G and H (using chordality)
2: if S 6= T then
3: Return “G and H are not isomorphic”
4: Fix any maximal clique C ∈ C
5: Find the connected components X = X1, ..., Xk of G − C, assuming the equivalent
connected components are joined into one bridge
6: Fix any labeling from 1 to |C| on the vertices of C
7: for each D ∈ D with |C| = |D| do
8: Find the connected components Y = Y1, ..., Yl of H − D, assuming the equivalent
connected components are joined into one bridge
9: if k = l then
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10: for each labeling from 1 to |D| on the vertices of D do
11: for each pair Xi ∈ X and Yj ∈ Y do
12: Compare (to isomorphism) the interval graphs G[C,Xi] and H[D,Yj ]
respecting the labels of C and D
13: Mark isomorphic pairs of them as “symmetric”
14: Y ′ ← Y
15: for each Xi ∈ X do
16: Find greedily Yj ∈ Y ′ symmetric to Xi
17: Delete Yj from Y ′
18: if successful for all Xi ∈ X then
19: Return “G and H are isomorphic”
20: Return “G and H are not isomorphic”
The complexity analysis of Algorithm 1.
Comparing the maximal clique sequences S and T takes O(n logn) time. Any maximal clique
C is fixed as the central maximal clique which takes O(n) time since Sd-graphs have at most
n maximal cliques as chordal graphs. Fixing an arbitrary labeling on C takes O(p) time as
the number of vertices belonging to C is bounded by p. Joining the connected components
with equivalent bridges takes O(n2) time. In total, fixing C takes O(n2) time. The number
of maximal cliques D with |C| = |D| is at most O(n) and for each suitable D, the connected
components with equivalent bridges are joined which takes O(n2) time. Then, for each pair
Xi and Yj , isomorphic interval graphs G[C,Xi] and H[D,Yj ] are identified and it takes O(n3)
time altogether as the number of (Xi, Yj) pairs is at most n2 and interval graph isomorphism
takes linear time. The number of possible labellings of the vertices of D is O(p!) as the size
of D is at most p. Greedily finding matching pairs among the bridges takes additional O(n2)
time. Thus, the overall complexity of this algorithm is O(n2 + np!(n3 + n2)) = O(p!n4),
which belongs to FPT with respect to p. Note that d can be arbitrary since this complexity
is independent of d, and we do not need Sd-representations.
I Theorem 1. Algorithm 1 correctly decides whether two Sd-graphs with bounded clique size
are isomorphic.
Proof. We show the correctness of this approach by contradiction. Let G and H be two
Sd-graphs with small cliques. We begin with assuming that G and H are isomorphic, however
Algorithm 1 returns that they are not isomorphic, and show that this leads to a contradiction.
Then, we assume that G and H are not isomorphic, however Algorithm 1 returns that they
are isomorphic, and show that this also leads to a contradiction.
Assume that G and H are isomorphic. However, Algorithm 1 returns that they are not
isomorphic, since for each maximal clique D of H and each labeling on the vertices of
each D, there exists at least one Xi ∈ X which is not isomorphic to any Yj ∈ Y. In this
case, there exists no bijection f between the vertices of C and D. As a result, there exists
no bijection between the vertex set of G and H. Therefore, G and H are not isomorphic,
which is a contradiction.
Now, assume that G and H are not isomorphic. However, Algorithm 1 returns that they
are isomorphic, since for some maximal clique D of H and some labeling on the vertices
of that D, for each Xi ∈ X , there exists a Yj ∈ Y isomorphic to Xi with exactly the same
attachments. In this case, there exists a bijection f between the vertices of C and D
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such that for each vertex u ∈ C and v ∈ D, u = f(v) if and only if label(u) = label(v).
Moreover, each Xi ∈ X can be mapped to Yj ∈ Y isomorphic to it with exactly the same
attachments. As a result, f is a bijection between the vertex set of G and H. Therefore,
G and H are isomorphic, which is a contradiction.
J
3 From Sd-graph Isomorphism to Poset Isomorphism of Width d
If we want to extend the previous isomorphism algorithm to Sd-graphs of unbounded clique
size, we will need to, in some way, consider poset isomorphism. To justify this, we give a
reduction that Sd-graph isomorphism solves the isomorphism problem for posets of width d.
We draw the corresponding Hasse diagrams of the mentioned posets for the simplicity.
1 2 3
4 5 6
7 8 9
s
x y
level 1
level 2
level 3
(a)
v1
v4
v7
v2
v5v8
v3
v6
v9
(b)
Figure 4 (a) An example poset P of width d, and its levels. (b) The corresponding Sd-graph G
where the cyan set corresponds to a maximal clique.
In Figure 4 for an illustration, we have a poset P of width d with three levels. The poset
elements in P are 1, 2, 3, 4, 5, 6, 7, 8 and 9 (s, x and y are not originally in the poset). We
assume that P has no maximum element, otherwise, if s is the maximum element, then we
modify s by adding two new poset elements x and y where s  x and s  y as maximal
elements of P to be used as markers.
P can be modeled as the set inclusion between the sets M1, M2, M3, M4, M5, M6, M7,
M8 and M9, where each Mj consists of all comparable elements with j from the lower levels
and itself. Now, take the union M1 ∪M2 ∪ ... ∪M9 as the central maximal clique C of an
Sd-graph G. For each Mj , add a vertex vj with the attachment set exactly Mj . As a result,
we have the graph G in Figure 4, where the cyan set consists of all vertices of the maximal
clique C and each connected component of G− C is a single vertex depicted by v1, ...., v9.
Suppose that each pair of vertices in the cyan set is connected by an edge.
Since the poset P is of width d, its ground set of elements can be partitioned into d
chains. We can thus distribute the corresponding vertices of G− C to the d rays of Sd, and
this straightforwardly results in an Sd-representation. In Figure 5, we see the partial order
P ′ on the connected components according to the central maximal clique C of G. As it can
be seen, P ′ is equivalent to P in structure where each vj of P ′ can be mapped to j of P . If
8 Isomorphism Problem for Sd-graphs
P is a poset of width d, then P ′ is also a poset of width d, and can be covered by d chains.
As a result, the graph G in Figure 4 is an Sd-graph.
v1{1} v2{2} v3 {3}
v4{1, 4} v5{1, 4, 5} v6 {3, 6}
v7{1, 4, 7} v8{1, 2, 3, 5, 6, 8} v9 {3, 6, 9}
Figure 5 (a) The partial order P ′ on the connected components of G− C, given in Figure 4 (b).
Since this reduction can be carried out in polynomial time, we will conclude that the
isomorphism problem for posets of width d can be solved in FPT, if Sd-graph isomorphism
can be solved in FPT, with respect to d.
I Theorem 2. The isomorphism problem of (colored) posets of width d reduces in polynomial
time to the isomorphism problem of Sd-graphs.
Proof. Let P and Q with n elements be two posets of width d, and G and H be the Sd-graphs
with 2n vertices formed by P and Q respectively, according to the construction given in the
reduction section. We first assume that P and Q are isomorphic, and derive that G and H
are isomorphic, too. Then, we assume that G and H are isomorphic, and derive that P and
Q are isomorphic partial orders on the connected components of G− C and H −D w.r.t.
the unique cliques C ∈ G and D ∈ H of size n.
Remind that, for each poset element j, Mj consists of all comparable elements with j
from the lower levels and itself. Formally, ∀j ∈ P,Mj = {j′ ∈ P : j′ P j}.
Assume that P and Q are isomorphic and f is the bijection between the poset elements
of P and Q. For the sake of simplicity, for each i ∈ {1, ..., n}, pi ∈ P and qi ∈ Q,
pi = qi with respect to f . Then, f is also the bijection between the sets Mp1 , ...,Mpn
and Mq1 , ...,Mqn , and each Mpi can be mapped to Mqi which maps the vertices in C to
the vertices in D. Since each ui ∈ G− C and vi ∈ H −D have the attachment set Mpi
and Mqi respectively, f is also the bijection between the vertex sets u1, ..., un of G and
v1, ..., vn of H, where each ui = vi for i ∈ {1, ..., n}, ui ∈ G− C and vi ∈ H −D.
Assume that G and H are isomorphic and C ∈ G and D ∈ H are the unique maximal
cliques of size n since we assume that P and Q have no maximum element. Let f be
the bijection between the vertex sets u1, ..., un of G− C and v1, ..., vn of H −D, where
each ui is mapped to vi for i ∈ {1, ..., n}. Then, f is also the bijection between the
attachment sets Mp1 , ...,Mpn and Mq1 , ...,Mqn , and each Mpi can be mapped to Mqi .
Since C ∈ G and D ∈ H are unique maximal cliques of size n, the partial orders P and
Q on the connected components of G− C and H −D are unique as well. As P and Q
are constructed by comparing the attachment sets of each pair of connected components
in G and H respectively, f is also the bijection between the poset elements of P and Q.
Lastly, we remark that if the input posets P and Q are given with colors on elements,
and we are looking for color-preserving isomorphism, we can also use the same reduction
approach: If j is a poset element of color i, then we represent Mj not by a single vertex vj ,
but by a copy of the clique Ki.
J
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B Observation 2. Sd-representation of an Sd-graph G is not uniquely determined by G.
Therefore, a non-isomorphism between Sd-representations does not generally lead to a
non-isomorphism between corresponding Sd-graphs.
Given an Sd-graph G and a proper maximal clique C of G, the partial order P on the
connected components of G − C is found and the Sd-representation is formed according
to any chain cover of P , which size is at most d. Therefore, when G has more than one
proper maximal clique C, or the partial order P on the connected components of G− C has
more than one chain cover of size ≤ d, it may lead to different Sd-representations for the
same Sd-graph. As a result, for two Sd-graphs G and H, a non-isomorphism between the
corresponding Sd-representations does not necessarily mean that G and H are not isomorphic.
4 An FPT-time Algorithm for Isomorphism of General Sd-graphs
In this section, we list some difficulties associated (in contrast to Section 2) with testing the
isomorphism of Sd-graphs of unbounded maximal clique size and give solutions to each of
them resulting in an FPT-time algorithm.
As shown in the previous section, for two Sd-graphs G and H to be isomorphic, the partial
orders P and Q on the connected components of G− C and H −D with respect to some
maximal cliques C ∈ G and D ∈ H must be isomorphic. Therefore, an isomorphism test for
Sd-graphs should check whether or not there exist isomorphic partial orders on the connected
components with respect to some maximal cliques as well as an isomorphism between the
bridges of connected components (which are themselves interval graphs). However, even if
the partial orders as well as their bridges are isomorphic, it may not be sufficient to find
only one bijection between the partial orders P and Q on the bridges of G− C and H −D.
Therefore, when the posets are isomorphic, we must suitably identify all possible symmetries,
corresponding to a poset automorphism.
To achieve the latter, we define the bounded color multiplicity graphs (BCMG) and
briefly explain the FPT-time approach to find their automorphisms when the multiplicity is
the parameter. Later, we show that the posets of width d are a special case of bounded color
multiplicity graphs of multiplicity d. Note that the colors are used just as labels and they
have nothing to do with the usual graph coloring problem.
A colored graph is an undirected graph G which vertices are partitioned into k color
classes V1(G), . . . , Vk(G) where Vi(G) ∩ Vj(G) = ∅ for all i 6= j, and V1(G) ∪ · · · ∪ Vk(G)
= V (G). Each color class Vi(G) consists of all vertices of the same color, and |Vi(G)| is called
the multiplicity of color i. When each color class of a colored graph G has its multiplicity
bounded by a constant d, G is called bounded color multiplicity graph (BCMGd). In Figure 6,
we have a colored graph with three color classes V1(I), V2(I) and V3(I) where the intercolor
edges have the same color as the color class they belong and all cross edges are black.
The bounded color multiplicity graph isomorphism is to test whether there exists a bijection
f between the vertex sets of bounded color multiplicity graphs G and H such that f is a
graph isomorphism in which color(v) = color(f(v)) for all pairs v, f(v) where v ∈ V (G),
f(v) ∈ V (H). In Appendix A, we describe a method to solve the bounded color multiplicity
graph isomorphism in FPT-time using the pointwise set stabilizer, given by [8].
For a poset P of width d, when the elements from the same level are colored the same, we
can forget about the orientation of the edges since the colors will directly correspond to the
levels and determine the direction of poset edges (from the vertices of the color corresponding
to the lower level to the vertices of the color corresponding to the higher level), see Figure 7.
Then, P becomes a bounded color multiplicity graph since the multiplicity of all colors will
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1
2
3 4
5
6
7
8 9
V1(I) V2(I)
V3(I)
(a)
Figure 6 (a) A bounded color multiplicity graph I where V1(I), V2(I) and V3(I) are the color
classes.
be bounded by the width. Note that there will be no intercolor edges since the poset elements
from the same level are incomparable.
1 2 3
4 5 6
7 8 9
(a)
1 2 3
4 5 6
7 8 9
V1(P ′)
V2(P ′)
V3(P ′)
(b)
Figure 7 (a) A poset P of width d where the elements from the same level have the same color.
(b) The bounded color multiplicity graph P ′ obtained by removing the orientation of the edges of P
where the orientation is anyway implicit from the colors.
We first assume that we have found matching central cliques C and D of our Sd-graphs,
and computed the posets P and Q w.r.t. C and D, respectively. Then we compute their
levels, giving them the primary colors. We further refine the levels (primary colors) with the
isomorphism types of the associated bridges in G and H (using interval graph isomorphism).
If the number of levels and the number of elements at each level are the same, then we set I
as their disjoint union and transform I to a bounded color multiplicity graph as explained.
Then, we check the automorphism group of I to test if P and Q are swapped in some
automorphism proving that they are isomorphic. We can achieve this in FPT-time as the
width of the posets is the parameter [8]. In Figure 7 (a), we have a poset P of width d where
the elements from the same level are colored the same at each level and in (b) we have the
bounded color multiplicity graph P ′ obtained by removing the directions of the edges in P .
It can be seen that we do not need the directions as long as we fix the colors of each level
since the direction of the edges are from the lower level to the higher one.
However, we also need to test the existence of a corresponding bijection between the
vertices (ground set elements) of the maximal cliques C and D of our Sd-graphs. Now, we
summarize the problems which we need to deal with.
The first problem is that identifying the symmetric poset elements between two posets
only help us to investigate the structure of the posets, not the existence of a bijection between
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1 2 5 6
123 356
1234 3456
12345678
(a)
1 2 5 6
123 456
1234 3456
12345678
(b)
Figure 8 Two isomorphic posets (a) P and (b) Q with the same ground set of elements (1, 2, ..., 8)
without an existence of a bijection between the ground set elements making the posets isomorphic.
the ground set elements which we need for verifying the existence of a bijection between the
vertex sets of the Sd-graphs which they are obtained from.
In Figure 8, we have two isomorphic posets where the color classes are depicted with the
same colors and the possible bijections between the elements can be trivially seen. Suppose
that we have two Sd-graphs G and H where P and R are the partial orders on the connected
components of G−C and H −D for some maximal cliques C ∈ G and D ∈ H. Even P and
R are isomorphic as posets, G and H are not isomorphic w.r.t. C and D since the ground
set elements correspond to the vertices in C and D, and they can not be bijected to each
other. This is due to the shared ground set element 3 between the blue poset elements in P
while there is no shared ground set element between the blue poset elements in Q.
1 2 3
4
5 6
C 7 8
(a)
1 2 3 4 5 6
D 7 8
(b)
Figure 9 Venn diagrams (a) and (b) for P and Q where the ground set elements are the vertices
of maximal cliques C ∈ G and D ∈ H.
A Venn diagram shows all possible relations between sets while a poset shows only
the descendancy relations. Therefore, we actually need to check the isomorphism between
the Venn diagrams corresponding to the partial order on the connected components of an
Sd-graph. In Figure 9, we have the Venn diagrams of the posets P and Q given in Figure 8
and we can easily see that P and Q are not isomorphic.
We can obtain all relations contained in Venn diagrams of given posets by adding the
(missing) ground set elements as singletons to each poset. In Figure 10, we added the missing
ground set elements as singletons and the posets become non-isomorphic from the beginning,
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1 2 5 6
123 356
1234 3456
12345678
3
4
7 8
(a)
1 2 5 6
123 456
1234 3456
12345678
3 4
7 8
(b)
Figure 10 The updated partial orders (a) and (b) after adding the (missing) ground set elements
as singletons {{3}, {4}, {7}, {8}} to P and Q given in Figure 8.
just as in Venn diagrams.
However, adding the missing ground set elements may result in increasing the width of
the posets to O(n). Since the size of maximal cliques is bounded by O(n), the width of the
posets becomes O(n), if O(n) many missing ground set elements are placed at the same level.
Let Pi denote the set of the elements at level i of poset P and S(Pi) be the set of ground set
elements occurring in Pi. If P is the partial order on the connected components of G−C for
the Sd-graph G and the maximal clique C, then for all i, S(Pi) ⊆ C. This case occurs when
there is a O(n) difference between the sizes of S(Pi) and S(Pi+1) for consecutive levels since
the missing ground set elements will be S(Pi+1) \ S(Pi) and these elements will be placed
at level i as singletons resulting in O(n) increase on the number of elements at level i and
the width of P will increase to O(n). Remind that when the width of posets is unbounded,
the isomorphism problem is GI-complete [14]. Therefore, we need to observe the relations
in the Venn diagrams corresponding to whole posets by finding the relations of sub-Venn
diagrams of bounded number of cells.
123 457 156 148
(a)
1 2 3
4 5
6
7
8
(c)
457 178 123 156
(b)
1 2 3
4 5
6
7
8
(d)
Figure 11 (a) and (b) are the elements at the ith level of some posets P and Q. (c) and (d)
are the Venn diagrams for the elements in (a) and (b) respectively and they are formed w.r.t. the
inclusion of the ground set elements by each element.
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In Figure 11 (a) and (b), we see the elements at the ith level of some posets P and Q.
Assume that all these four elements of P and Q are structurally symmetric according to the
poset isomorphism. However, not all of them have the same color since they are colored
according to the Venn diagrams shown in (c) and (d), and respecting the automorphism
between the ground set elements instead of only structural symmetries.
To achieve our goal, we will additionally test the isomorphism of the corresponding Venn
diagrams of attachements of our posets, as detailed below. Even though this may not seem
efficient either, since such Venn diagram may have up to 2n − 1 cells, note that only at most
n of the diagram cells may be nonempty, and thus we can efficiently compare the cardinalities
of the cells of two such diagrams (which is sufficient to obtain an isomorphism).
Localization of the isomorphism problem. The following lemma has been given by
[10] to prove a following theorem that the graph isomorphism of bounded colored multiplicity
graphs can be satisfied by local isomorphisms on smaller edge disjoint subgraphs, and we
have slightly altered the notation in that lemma to match our notation.
I Lemma 3 ([10]). Given a pair of graphs P and Q, and the bounded color classes {Vi(P )}ki=1
of P and {Vi(Q)}ki=1 of Q, let Iso(P,Q) denote the set of color preserving isomorphisms
between P and Q. P [Vi ∪ Vj ] and Q[Vi ∪ Vj ] are the induced subgraphs of P and Q, on the
vertices Vi(P ) ∪ Vj(P ) and Vi(Q) ∪ Vj(Q), respectively. If there exist bijections φi : Vi(P )→
Vi(Q) for 1 ≤ i ≤ k such that φi × φj ∈ Iso(P [Vi ∪ Vj ], Q[Vi ∪ Vj ]) for all 1 ≤ i < j ≤ k,
then φ1 × φ2 × · · · × φk ∈ Iso(P,Q).
Considering Lemma 3, our goal is to exploit the algorithm for bounded color multiplicity
graph isomorphism so that the automorphisms respect the possible matchings on the maximal
cliques. Note that we do not have any intercolor edges since these edges correspond to
the pairwise incomparable elements of the posets. Therefore, for each pair of colors, after
finding the possible bijections between elements of these colors in P and Q, we need to
additionally check the symmetries in the corresponding Venn diagrams obtained by those
elements (a cardinality match by checking each cell but not the content). Since we want to
check the isomorphism between the Sd-graphs G and H, there must be a bijection between
the maximal clique vertices of them in case there exists an isomorphism. Observe that by
finding the automorphism in Venn diagrams for each pair of different colors, we obtain the
same information within each color class, too. For each pair of different colors, we have a
Venn diagram with 24d − 1 many cells since the Venn diagram contains both the upper and
lower attachments, hence all together 4d neighborhoods. As d is the parameter on the poset
width, even the brute force solution to Venn diagram automorphism is still in FPT.
In Figure 12, we have two Venn diagrams (a) and (b) for four sets corresponding to the
elements of posets P and Q where each j corresponds to the poset elements pj (qj) in P
(Q), and the regions are named according to the unique intersection of the elements in it
and the cardinality of a region is the number of ground set elements in it. For example,
1 denotes p1 \ (p2 ∪ p3 ∪ p4) where its cardinality is |p1 \ (p2 ∪ p3 ∪ p4)| while 234 denotes
(p2 ∩ p3 ∩ p4) \ p1 where its cardinality is |(p2 ∩ p3 ∩ p4) \ p1|.
When the number of levels of a poset P is ≤ 2, we only check the cardinalities for
the existent pair of levels. Theorem 3 states that by finding the symmetries according to
cardinalities in the Venn diagrams for the pair of colors (i, j), (j, k) and (i, k) disjointly, we
get the information on the Venn diagram containing three of them and do not miss any
valid bijection when all elements are considered. Then, we generalize it to the Venn diagram
corresponding to the whole poset.
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1
2
3
4
12
13
14
23
24
34
123
124
134 2341234
(a)
1
2
3
4
12
13
14
23
24
34
123
124
134 2341234
(b)
Figure 12 Venn diagrams (a) and (b) for four sets depicted with blue, red, orange and green sets
(rectangles where all cells contain 1, 2, 3 and 4, respectively).
I Theorem 3. Given a poset P of width d and depth ≥ 3 for some Sd-graph G and its
central maximal clique C, let Pi, Pj and Pk denote the set of elements of P at level i, j and
k, respectively. Let I be the Venn diagram for the elements in Pi on the set of ground set
elements occurring in Pi, and J and K be such Venn diagrams, as well. For the levels i,
j and k with i < j < k, let IJ , JK and IK be the Venn diagrams for the pairs of Venn
diagrams I ∪ J , J ∪K and I ∪K, respectively. Then, by finding the automorphisms in IJ ,
JK and IK disjointly only with respect to the cardinalities, we obtain the automorphisms of
IJK.
I \ J= ∅, I ∩ J= I, J \ I;
J \K= ∅, J ∩K= J,K \ J ;
I \K= ∅, I ∩K= I,K \ I;
(a)
(1)I \ (J ∪K)= (I \ J) ∩ (I \K)= ∅;
(2)J \ (I ∪K)= (J \ I) ∩ (J \K)= ∅;
(3)K \ (I ∪ J)= (K \ I) ∩ (K \ J)= K \ J ;
(4)(I ∩ J) \K= (I \K) ∩ (J \K)= ∅;
(5)(J ∩K) \ I= (J \ I) ∩ (K \ I)= J \ I;
(6)(I ∩K) \ J= (I \ J) ∩ (K \ J)= ∅;
(7)(I ∩ J ∩K)= (I ∩ J) ∩K = (I ∩ J) ∩ (J ∩K)= I;
(b)
Figure 13 (a) All possible relations for the Venn diagrams obtained by pairwise unions IJ , JK
and IK. (b) All possible relations for the Venn diagram obtained by union IJK.
Proof. Since P is ordered by inclusions and i < j < k, it holds that I ⊆ J ⊆ K. This is
because every element from ith level is comparable to at least one element from jth level.
However, there can be some elements from jth level which are comparable to no element
from ith level when there are minimal elements at jth level. This holds between jth and kth
levels and between ith and kth levels, as well. In Figure 13 (a), we have the relations for
three Venn diagrams IJ , JK and IK colored black, and the simplified relations considering
the subset-superset relations among I, J and K colored blue. In (b), we have the relations
for the Venn diagram IJK colored black, the expansion of these relations colored red, and
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the simplification w.r.t. the relation I ⊆ J ⊆ K colored blue. The teal numbers specify the
relations. As it can be seen, all the relations in (b) occur in (a), as well. Therefore, the
pairwise relations between the levels cover the whole posets when we treat levels as they are
only formed by one element. However, we need to identify all cells of the Venn diagrams
so that we have the relations also between each pair of elements in P as well as each level.
There can be n elements in P resulting in 2n many such relations which is not affordable.
We will show that by comparing all elements in each pair of levels, we will have the full
information since many of 2n cells will actually be empty.
Now, we prove that by pairwise comparisons of the Venn diagrams, we can cover the
Venn diagram corresponding the whole poset when we consider that the Venn diagrams I, J
and K consist of different subsets, namely the elements of P from ith, jth and kth levels,
respectively.
Let pi ∈ Pi, pj ∈ Pj and pk ∈ Pk be the elements of P and |pi|, |pj |, |pk| be the number
of ground set elements in pi, pj , pk, respectively. The following are the possible cases:
pi  pj  pj : The proof of this case directly follows from Figure 13.
(pi  pj) ∧ (pj  pk) ∧ (pi  pk) : This case does not occur since partial order is a
transitive relation.
(pi  pj)∧ (pj  pk)∧ (pi  pk) : In this case, all relations except (5) are obtained by the
relations between just one pair of levels. The cardinality of (pj ∩ pk) \ pi can be satisfied
only by |pj ∩ pk| since pi is in their intersection.
(pi  pj) ∧ (pj  pk) ∧ (pi  pk) : In this case, all relations except (2), (5) and (7) are
obtained by the relation between one pair of levels. The cardinalities of (2), (5) and (7)
are |pj \ pk| − |pi \ pk|, |pj ∩ pk| − |pi ∩ pk| and |pi ∩ pk|, respectively.
(pi  pj)∧ (pj  pk)∧ (pi  pk) : In this case, all relations except (3) are obtained by the
relation between one pair of levels. The cardinality of (3) is |pk|+ |pi ∩ pj | − |pi| − |pj |.
(pi  pj) ∧ (pj  pk) ∧ (pi  pk) : In this case, all relations except (3) and (6) are
obtained by the relation between one pair of levels. The cardinalities of (3) and (6) are
|pk \ pi| − |pj \ pi| and |pk ∩ pi| − |pj ∩ pi|, respectively.
(pi  pj) ∧ (pj  pk) ∧ (pi  pk) : In this case, all relations except (3) and (5) are
obtained by the relation between one pair of levels. The cardinalities of (3) and (5) are
|pk \ pj | − |pi \ pj | and |pj ∩ pk| − |pj ∩ pi|.
(pi  pj) ∧ (pj  pk) ∧ (pi  pk) : In this case, no relation is trivially obtained by the
relation between one pair of levels. The cardinalities will be as follows:
The cardinality of (1) is (|pi \ pj |+ |pi \ pk|)− (|pi ∩ pj |+ |pi ∩ pk|) + |pi ∩ pj ∩ pk|.
The cardinality of (2) is (|pj \ pi|+ |pj \ pk|)− (|pj ∩ pi|+ |pj ∩ pk|) + |pi ∩ pj ∩ pk|.
The cardinality of (3) is (|pk \ pi|+ |pk \ pj |)− (|pk ∩ pi|+ |pk ∩ pj |) + |pi ∩ pj ∩ pk|.
The cardinality of (4) is |pi ∩ pj | − |pi ∩ pj ∩ pk|.
The cardinality of (5) is |pj ∩ pk| − |pi ∩ pj ∩ pk|.
The cardinality of (6) is |pi ∩ pk| − |pi ∩ pj ∩ pk|.
The cardinality of (7) is |pi ∩ pj ∩ pk| and it can easily be obtained by any element
comparable to pi from the jth level since between each pair of levels we compare the
cells of Venn diagrams. Since i < j, there exists at least one comparable element at
level j to pi. This proves all previous cases.
J
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B Observation 4. Given a poset P of width d and its two levels i and j with i < j, while
obtaining the cardinalities of each cell of the Venn diagram corresponding to the union of
these two levels by the pairwise Venn diagram, we also obtain the number of introduced
ground set elements from ith level to jth.
Let Pi and Pj denote the set of all elements at level i and j, respectively. In the Venn
diagram which is the union of ith and jth level, for each subset P ′j ⊆ Pj , the cell corresponding
to the relation P ′j \ Pi consists of the ground set elements at level j which do not appear at
level i. Moreover, the cardinality of Pj \ Pi is the exact number of introduced ground set
elements from ith level to jth level. Thus, we obtain the number of ground set elements
occurring at each of these levels. By doing this, we have the information on the number of
newly introduced ground set elements at each level.
I Theorem 4. Given a poset P of width d and depth ≥ 3 for some Sd-graph G and its
central maximal clique C, we can obtain the cardinalities of each cell in its corresponding
Venn diagram by finding the cardinalities in the Venn diagrams for each pair of levels.
Proof. Now, we assume that at each level, we have d elements as it is the width of our
posets, and prove our theorem by induction as follows:
Base step: When we have only three levels, our theorem holds as proved in Theorem 3.
Induction hypothesis: Assume that our theorem holds when we have k levels where
we obtain all relations in the Venn diagram for k levels by finding the relations in the
Venn diagrams for each pair of levels. Note that the Venn diagram for k levels has at
most 2dk cells including the empty set and we find all relations in it by checking
(
k
2
)
22d
relations.
Inductive step: We aim to show that our theorem holds when we have k+1 levels given
the fact that it holds for the previous k levels. As we already have the Venn diagram
for the first k levels by pairwise Venn diagrams, we find the pairwise Venn diagrams for
the (k + 1)th level and each one of the first k levels resulting in
(
k+1
2
)
22d =
(
k
2
)
22d + 22dk
relations, where 22dk is the number of relations introduced by (k + 1)th level. Since
pairwise Venn diagrams from the first k levels correspond to the Venn diagram for the
first k levels, by updating them using the intersections and differences of (k + 1)th level
with each of them, we obtain the Venn diagram for the first k + 1 levels. This is due to
the fact that whenever a new set S is added to a Venn diagram V , it doubles the number
of relations in V by adding a new relation including S to each of the previous relations.
In our case, V is the (k+ 1)th level and as the existing relations are obtained by pairwise
relations, adding (k + 1)th level means to adding a third set to each pairwise relation
which is proved to be satisfiable by pairwise relations as in Theorem 3.
By mathematical induction, we showed that all relations in the whole Venn diagram
corresponding to the poset of width d can be found by finding pairwise relations for each
pair of levels.
J
As shown, while finding the automorphisms using the algorithm for bounded color
multiplicity graphs, for each pair of colors corresponding to the levels, we can additionally
check the cardinalities of the Venn diagrams for the respecting pair of levels efficiently.
However, there still exists one more problem due to the attachments of the connected
components with more than one vertex. Now, we explain it in detail and give a solution to
it, resulting in an algorithm to solve Sd-graph isomorphism.
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The second problem is the connected components with more than one vertex and different
subsets of the attachment they connected to.
1 3
12 23 245
123 2345
(a)
1
2
3
4
5
u1 u2
(b)
1
2
3
4
5
v1 v2
(c)
Figure 14 (a) An example poset. (b) The connected component (u1, u2) of G− C and (c) the
connected component (v1, v2) of H −D with the attachment 245 of (a).
Assume that we have two Sd-graphs P and Q where P and Q are the partial orders
on the connected components of G − C and H − D for the maximal cliques C ∈ G and
D ∈ H. P and Q are isomorphic to the poset in Figure 14 and there are two possible
bijections f from the ground set elements of P to Q which are {1, 2, 3, 4, 5} → {1, 2, 3, 4, 5}
and {1, 2, 3, 4, 5} → {1, 2, 3, 5, 4}. The connected components (u1, u2) of G−C and (v1, v2) of
H−D have the attachment 245 and the interval graphs G[C ∪u2∪u1] and H[D∪v2∪v1] are
isomorphic. However, even u2 and v2 have attachments respecting these possible bijections,
u1 and v1 have attachments which violate all possible bijections and can not be mapped to
each other. Therefore, the attachments of vertices of each connected components must be
checked as well as the possible bijections for the ground set elements contained in symmetric
poset elements.
An important property of the attachments through posets. We emphasize an
important property of the attachments. Let P be a poset of width d on the connected
components of G− C for an Sd-graph G and its central maximal clique C. As mentioned
before, for each pair of levels i and j of P where i < j, for each element pi, corresponding to
the attachment of the connected component Xi at level i, there always exists at least one
element pj , corresponding to the attachment of the connected component Xj at level j which
is comparable to pi. Thus, the attachment of Xi will be a proper subset of the attachment of
Xj . Remember that when the attachments of some set of connected components is a chain
in P , then this set of connected components together with the maximal clique C forms an
interval graph. Thus, for every such pair Xi and Xj , G[C ∪Xj ∪Xi] is an interval graph, too.
This means that when Xj has more than one vertex, the attachment of each vertex of Xj is
a proper superset of the attachment of each vertex of Xi, to have an interval representation.
Our approach is to transform the pairwise Venn diagrams to the extended Venn diagrams
explained in Appendix B, such that for each ground set element, which is an element of
the universal set of the corresponding Venn diagram, there will be the list of the number of
occurrences in each connected component and the proof of correctness follows from the proof
of Theorem 4 and the above property.
The complexity of finding the automorphisms in the extended Venn diagram
for a pair of levels. For a pair of levels i and j of P unionmultiQ, there are at most 2d elements
at both levels. Thus, there are at most 24d − 1 cells in the extended Venn diagram and
for each permutaion of poset elements, we compare the lists of number of occurences of
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ground set elements (without considering which ground set elements). This takes O(dn2)
time since in each cell there can be O(n) many lists each with at most length 4d. To find the
automorphisms, we try each of (2d)!(2d)! many permutations of the poset elements within
ith and jth levels which is O((2d)!2). Therefore, for a pair of levels, the complexity of finding
the automorphisms is O(dn224d(2d)!2) which is in FPT.
Overview of Our Approach. For two Sd-graphs G and H with n vertices where
the maximal clique sizes are unbounded, we first fix any maximal clique C of G and find
the partial order P on the connected components of G − C. Then, we try all maximal
cliques D of H with |C| = |D| until an isomorphism is found. For each maximal clique
D, we find the partial order Q on the connected components of H −D. Then, we find all
isomorphic pairs (Xi, Yj) of connected components where Xi ∈ G − C and Yj ∈ H − D.
Then, we color each level of the disjoint union of P and Q uniquely and apply the bounded
color multiplicity graph automorphism algorithm. While running this algorithm, for each
pair of colors, corresponding to the levels of posets, we find the extended Venn diagram
corresponding to this pair of levels. Then, we discard the automorphisms found by the
bounded color multiplicity graph automorphism algorithm if the automorphic elements
are not automorphic w.r.t. the extended Venn diagram or the connected components with
automorphic attachments are not isomorphic. If P and Q are swapped in some automorphism,
then we conclude that G and H are isomorphic Sd-graphs.
Algorithm 2 Isomorphism Test for Sd-graphs with Unbounded Clique Size (G,H)
Require: Given two Sd-graphs G and H, the parameter d of Sd
Ensure: Result of the isomorphism test between G and H
1: Find the maximal clique sequences S and T of G and H (using chordality)
2: if S 6= T then
3: Return “G and H are not isomorphic”
4: Fix any maximal clique C ∈ C, such that the poset P defined next has width ≤ d
5: Find the connected components X = X1, ..., Xk of G − C, assuming the equivalent
connected components are joined into one bridge
6: P ← the partial order on the connected components X = X1, ..., Xk of G− C
7: Find the levels of P
8: for each D ∈ D with |C| = |D| do
9: Find the connected components Y = Y1, ..., Yl of H − D, assuming the equivalent
connected components are joined into one bridge
10: if k = l then
11: Q← the partial order on the connected components Y = Y1, ..., Yl of H −D
12: Find the levels of Q
13: for each pair Xi ∈ X and Yj ∈ Y whose attachments are placed at the same levels
of P and Q do
14: Compare (to isomorphism) the interval graphs G[C,Xi] and H[D,Yj ]
15: Mark isomorphic pairs of them as “symmetric”
16: R← P unionmultiQ
17: for each level ` of R do
18: Color all vertices at this level with ` and the isomorphism type of G[C,Xi]
and H[D,Yj ], respectively
19: Remove the direction of edges in R
20: while applying BCMGd do
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21: for the pair of colors i and j do
22: Discard the automorphisms in BCMGd which exchange the attachments
of non-isomorphic connected components
23: Find the extended Venn diagram for the union of levels i and j
24: Discard the automorphisms in BCMGd which doesn’t satisfy the auto-
morphisms in extended Venn diagram
25: if P and Q are swapped in some automorphism then
26: Return “G and H are isomorphic”
27: Return “G and H are not isomorphic”
The complexity analysis of Algorithm 2.
Comparing the maximal clique sequences S and T takes O(n logn) time. Any maximal
clique C is fixed as the central maximal clique which takes O(n) time since Sd-graphs have
at most n maximal cliques as chordal graphs. Joining the connected components with
equivalent bridges takes O(n2) time. Finding the partial order on the connected components
takes O(n2) time. The minimal elements can be found in O(n) by finding the elements
which does not cover any element of the poset. Using this fact, we can recursively remove
the minimal elements to determine and assign the levels in O(dn2) since the number of
minimal elements is bounded by width d and the number of levels is bounded by O(n).
The number of maximal cliques D with |C| = |D| is at most O(n) and for each suitable
D, the connected components with equivalent bridges are joined which takes O(n2) time.
Then, for each pair Xi and Yj at the same level of P and Q, isomorphic interval graphs
G[C,Xi] and H[D,Yj ] are identified and it takes O(d2n2) time altogether as the number
of (Xi, Yj) pairs is at most d2 at each level, the number of levels is at most n, and interval
graph isomorphism takes linear time. Finding the disjoint union R takes |P | + |Q| time
which is O((n2 + n) + (n2 + n) = O(n2). Coloring the levels takes O(dn) time. BCMGd
takes O(n224d2) time as mentioned before. For each pair of colors (levels), which is bounded
by O(n2), discarding the automorphic attachments with non-isomorphic bridges takes O(d2)
time and discarding the automorphic attachments with non-automorphic sets in extended
Venn diagrams takes O(dn224d(2d)!2) time. Thus, the overall complexity of this algorithm is
O(n(n2 + n2 + dn2 + d2n2 + n2 + dn+ (n224d2)dn224d(2d)!2)) = O(dn524d+4d2(2d)!2), which
belongs to FPT with respect to d.
I Theorem 5. Algorithm 2 correctly decides whether two Sd-graphs are isomorphic.
Proof. We show the correctness of this approach by contradiction. Let G and H be two
Sd-graphs. We begin with assuming that G and H are isomorphic, however Algorithm 2
returns that they are not isomorphic, and show that this leads to a contradiction. Then,
we assume that G and H are not isomorphic, however Algorithm 2 returns that they are
isomorphic, and show that this also leads to a contradiction.
Assume that G and H are isomorphic. However, Algorithm 2 returns that they are not
isomorphic, since for the fixed maximal clique C of G and for each maximal clique D
of H, either there exists at least one Xi ∈ X which is not isomorphic to any Yj ∈ Y,
there exists at least one ground set element of P on the connected components of G− C
which can not be bijected to any ground set element of Q on the connected components
of H − D indicating that C and D can not be mapped to each other, or there exist
connected components Xi of G−C and Yj of H −D whose attachments with more than
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one vertex invalidate the bijection between the ground set elements of P and Q indicating
that the connected components of G− C and H −D can not be mapped to each other.
In any case, there exists no bijection between the vertex set of G and H. Therefore, G
and H are not isomorphic, which is a contradiction.
Now, assume that G and H are not isomorphic. However, Algorithm 2 returns that
they are isomorphic, since for some maximal clique D of H, both there exists at least
one Yj ∈ Y which is isomorphic to each Xi ∈ X , and in the extended Venn diagrams,
according to some bijection f between the connected components of G− C and H −D,
there exists a bijection f ′ between the poset elements not violating to the attachments
of the connected components with more than one vertex. Thus, the bijection f from
the connected components of G− C to the connected components of H −D indicates
a bijection from the vertices of G− C and H −D since the connected components are
disjoint from each other. The bijection f ′ indicates a bijection from the vertices of C to
the vertices of D. As a result, the composition f ◦ f ′ of the bijections f : G−C → H −D
and f ′ : C → D is the bijection between the vertex sets of G and H. Therefore, G and
H are isomorphic, which is a contradiction.
J
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22 Isomorphism Problem for Sd-graphs
A Bounded Color Multiplicity Graph Isomorphisms
In this section, we briefly describe the method to solve the bounded color multiplicity graph
isomorphism in FPT-time using the pointwise set stabilizer given by [8]. Our description is
based on the exposition of [8] given in the lecture notes [12].
Given two bounded color multiplicity graphs G and H of multiplicity d and the color
classes {Vi(G)}ki=1 of G and {Vi(H)}ki=1 of H where |Vi(G)| = |Vi(H)| for all i, consider their
disjoint union I = G unionmultiH. The approach is to find the automorphism group of bounded size
edge disjoint subgraphs of I and use it to solve the graph isomorphism problem by checking
the existence of a permutation swapping G and H in the automorphism group of I. Since all
|Vi(I)| ≤ 2d, Aut(I) is embeddable in the direct product of k symmetric groups resulting in
Aut(I) ≤ Sym(V1(I))× · · · × Sym(Vk(I)) where Vi(I) is the color class for color i.
Let Ei(I) = E(I) ∩
(
Vi(I)
2
)
be the set of intercolor edges (incident to vertices of the
same color) for each color i, and Eij(I) = E(I) ∩ (Vi(I)× Vj(I)) be the set of cross edges
(incident to vertices of different colors) for each pair of different colors i 6= j. Observe
that the pairs (Ei(I), Ej(I)), (Eij(I), Elm(I)) and (Ei(I), Ejl(I)) are edge disjoint for all
1 ≤ i < j ≤ l < m ≤ k. Then, by considering the automorphisms as acting on edges,
the set of elements in ⊗Sym(Vi(I)) stabilizing the edges can be found and it will be the
automorphism group of I.
If there exist automorphisms φi : Vi(I) → Vi(I) for all 1 ≤ i ≤ k such that φi ×
φj ∈ Aut(Vi(I) ∪ Vj(I)) for all 1 ≤ i < j ≤ k, then φi × · · · × φj ∈ Aut(I) [10]. Let
F = ⊗Sym(Vi(I)) by choosing transpositions as generators and define Ω = (
⋃
Vi(I)) ∪(⋃
2(
Vi(I)
2 )
)
∪ (⋃ 2Vi(I)×Vj(I)) which identifies the subgraphs Ei(I) and Eij(I) as points.
Then, the bound becomes |Ω| ≤ n+ k2(2d2 ) + (k2)24d2 , where k is the number of color classes
with k = O(n) and 2d is the bound on the color multiplicity. Now, F can be extended to act
on Ω. Then, Aut(I) is to find the subgroup pointwise stabilizing each Ei(I) and each Eij(I)
which can be done using strong generating set tower. Therefore, |Ω| is a polynomial of n.
Then, we can compute g = g1 ≥ · · · ≥ gk ∼= Aut(G) where each index |gi : gi+1| ≤ (2d)!.
Thus, this algorithm is in FPT when d is the parameter on the color multiplicity.
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B Extended Venn Diagrams
We now explain the extended Venn diagrams.
Let G be an Sd-graph, C be its central maximal clique, and P be the partial order on
the connected components of G− C. An extended Venn diagram for a pair of levels (i, j) of
P is a Venn diagram where each cell is a list of numbers corresponding to the occurrences of
the ground set elements in this cell, by the vertices of each connected component at this pair
of levels.
123
{123}
p1
457
{457}
p2
156
{1, 156}
p3
148
{1, 148}
p4
(a)
{1, 2, 2} {1}, {1}
{1, 1} {1, 1}
{1}
{1}
{1}
(c)
457
{457}
q1
178
{8, 178}
q2
123
{123}
q3
156
{1, 156}
q4
(b)
{1, 1, 2} {1}, {1}
{1} {1, 1}
{1}
{1, 1}
{2}
(d)
Figure 15 (a) and (b) are the elements at the ith level of some posets P and Q. (c) and (d)
are the Venn diagrams for the elements in (a) and (b) respectively, extended using the number of
occurrences of each ground set element in the attachments.
In Figure 15, (a) and (b) correspond to the elements at the ith level of some posets P
and Q. The above labels are the labels of the poset elements and the below labels are the
neighborhoods of each vertex of the connected components with that attachments, e.g. p1
is the poset element 123 corresponding to the attachment 123 of the connected component
with a single vertex and p3 is the poset element 156 corresponding to the attachment 123
of the connected component with two vertices u and v with the neighborhood 1 and 156,
respectively. In (c) and (d), we have the extended Venn diagrams which cells corresponds to
the cells of (c) and (d) in Figure 11. Let p1, p2, p3, p4 → q2, q1, q3, q4 be the bijection between
these poset elements which existence is being checked currently. Therefore, the number of
occurrences in the cells corresponding to the intersection of some poset elements are sorted
according to their alignment in the current bijection. For a bijection between the poset
elements at each level to be valid, these lists must match in the Venn diagrams. Note that
the number of lists in the cells of Venn diagrams will correspond to the cardinalities, and the
length of each list is the number of poset elements having that ground set element in it. The
sum of entries of each list is the number of vertices of the graphs connected to the vertex of
the maximal clique corresponding to that cell. Therefore, in addition to the shared elements,
we will obtain the information about the attachments as well. When there are more than
one ground set element in some cells, the lists for them is greedily matched while comparing
against another cell with more than one ground set element, and the proof of correctness of
greedily matching such cells is a consequence of the property emphasized. By checking these
extended Venn diagrams for each pair of levels, we obtain the relations in the Venn diagrams
and the information on the attachments corresponding to whole poset.
