Abstract. Kevin Hartshorn showed that if a three-dimensional manifold M admits a Heegaard surface Σ with Hempel distance d then every incompressible surface in M has genus at least d 2 . Scharlemann-Tomova generalized this, proving that in such a manifold, every other Heegaard surface for M of genus g < d 2 is a stabilization of Σ. In the present paper, we show that Hartshorn's bound is sharp and Scharlemann-Tomova's bound is very close to sharp. In particular, for every pair of integers g ≥ 2, d ≥ 2, we construct a three-manifold M with a genus g, distance d Heegaard splitting and an incompressible surface of genus d 2 . We also construct, for every d ≥ 4, a three-manifold with a genus g, distance d Heegaard surface Σ and a second Heegaard surface with genus
A handlebody is a three-dimensional manifold homeomorphic to a regular neighborhood of a graph embedded in R 3 . A Heegaard splitting (Σ, H − , H + ) of a compact, connected, closed, orientable threedimensional manifold M is a decomposition of M into handlebodies H − , H + ⊂ M whose intersection is precisely their common boundary surface Σ = ∂H − = ∂H + . The (Hempel) distance d(Σ) of a Heegaard splitting is a measure of its complexity introduced by Hempel [5] that will be defined carefully below. Work by Namazi-Souto [13] , Hass-Thompson-Thurston [4] and others has shown that the distance of a Heegaard splitting is closely related to the large-scale (hyperbolic) geometric structure of the ambient three-manifold. However, the distance d(Σ) is a topological concept and thus deeply connected to the topology of M .
Most notably, Hartshorn [3] showed that if M admits a high distance Heegaard splitting (Σ, H − , H + ) then every incompressible surface in M has genus at least 1. Theorem. For every pair of positive integers d ≥ 2, g ≥ 2 with d even, there is a compact, connected, closed, orientable three-manifold M with both a genus g Heegaard surface Σ such that d(Σ) = d, and a separating, two-sided, closed, embedded, incompressible surface of genus 1 2 d.
Scharlemann-Tomova [17] showed, moreover, that every other genus g Heegaard surface Σ for M with genus strictly less than 1 2 d(Σ) is a stabilization of Σ, i.e. the result of attaching a number of unknotted handles to Σ. This is equivalent to the statement that any irreducible Heegaard splitting for M is either isotopic to Σ or has genus greater than or equal to 1 2 d(Σ). In fact, in all previously known examples of manifolds with multiple irreducible Heegaard splittings, all of the Heegaard splittings have distance at most three. This begs the question: Can Scharlemann-Tomova's result be strengthened to show that if d(Σ) is sufficiently high then Σ is the only irreducible Heegaard splitting of M ? The second result in this paper gives a negative answer to this question.
2.
Theorem. For every pair of positive integers d ≥ 4, g ≥ 2 with d even, there is a three-manifold M with both a genus g Heegaard surface Σ such that d(Σ) = d and a second Heegaard surface S of genus 1 2 d + g − 1 such that S is not a stabilization of Σ.
Note that while the incompressible surface constructed in Theorem 1 shows that Hartshorn's Theorem is sharp, the genus of the alternate Heegaard surface constructed in Theorem 2 is slightly higher than the bound
given by Scharlemann-Tomova. It thus remains an open problem to determine whether the Scharlemann-Tomova's bound is sharp.
While the statements and proofs of these Theorems are completely topological, the intuition behind this approach comes from the hyperbolic geometry picture, and this is explained in Section 1. We define Hempel distance and subsurface projection distance in Section 2, then use these ideas in Section 3 to construct certain precisely controlled geodesics in the curve complex, similar to geodesics constructed by Ido-Jang-Kobayashi [6] . We prove a number of results about subsurface projections of handlebody sets in Section 4, then combine these results with the previously constructed geodesics to construct a threemanifold M with a Heegaard splitting Σ with a specified value of d(Σ) in Section 5.
Next, we turn to the alternate surfaces. In Section 6, we describe how to construct an embedded surface in a handlebody based on a path in the curve complex. In Section 7, we show that appropriate conditions on the path used to construct such a surface will guarantee that it is incompressible, proving Theorem 1. Then in Section 8, we generalize the construction to produce a strongly irreducible Heegaard surface, proving Theorem 2.
The constructions used to produce the incompressible surfaces and the alternate Heegaard surfaces below are very similar. In fact, the Heegaard surface is essentially built from two incompressible surfaces, attached together by a construction that is sometimes called a toggle.
(This reinforces a common theme that strongly irreducible Heegaard surfaces are very close to incompressible.) However, the portion of the curve complex path that corresponds to this toggle has to satisfy a certain condition that makes it impossible to directly construct an incompressible surface in the same way. As a result, the three-manifolds that contain low genus incompressible surfaces and those that contain low genus alternate Heegaard surfaces appear to be different. So, it remains an open problem to determine whether the manifolds that admit alternate unstabilized Heegaard splittings also contain low genus (or any) incompressible surfaces.
Because the alternate surfaces constructed below correspond to geodesics in the curve complex between the disk sets for the original Heegaard surface Σ, it is conceivable that if there are multiple geodesics between the handlebody sets (or multiple paths that are somehow locally geodesic) then these would correspond to non-isotopic alternate Heegaard splittings. Note that delta-hyperbolicity of the curve complex [11] rules out the possibility of having distinct geodesics far away from each other, but does not rule out having multiple parallel geodesics within the delta hyperbolicity bounds.
Finally, we note that while the original Heegaard splittings in these examples have high Hempel distance, the alternate Heegaard surfaces all have Hempel distance two. This is suggestive of Schleimer's result [18] that for every three-manifold there is a constant c such that every Heegaard surface of genus greater than c has distance at most two. The only currently known examples of manifolds with more than one Heegaard surface of distance strictly greater than two are the BergeScharlemann manifolds [1, 16] , each of which has two distinct, distance three Heegaard splittings. These examples can probably be generalized to higher genus, but it remains open whether a manifold can have two distinct Heegaard splittings, both with distance strictly greater than three.
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Background and intuition
A major theme in research on three-dimensional manifolds over the last few decades has been the connections between three-dimensional topology, three-dimensional geometry and two-dimensional Teichmuller theory initiated by Thurston's geometrization program [20] . A relatively simple illustration of these connections is the geometrization of surface bundles, in which a topological property on a three-maifold M (that M is a surface bundle, has no incompressible tori and is not a small Seifert fibered space) implies a geometric property (that M has a complete hyperbolic metric) that can be understood in terms of Teichmuller theory on an embedded surface. (The proof [14] involves finding a fixed point of an automorphism of a space closely related to the Teichmuller space for a leaf in the bundle structure.)
In recent years, the connections between Teichmuller theory and three-dimensional geometry and topology have become much more precise, particularly in terms of Heegaard splittings. For example NamaziSouto have constructed very accurate approximations of the hyperbolic structures of manifolds with certain types of Heegaard splittings [13] . They show that if the Hempel distance for the Heegaard splitting (which will be defined below) is sufficiently high and satisfies certain other conditions then the hyperbolic metric on the manifold has relatively narrow cross sections parallel to the Heegaard surface, but a long diameter perpendicular to these cross sections. This is shown schematically in Figure 1 . The Hempel distance is defined in terms of the curve complex for the Heegaard surface, so Namazi-Souto's work strengthens the connection between Teichmuller theory and three-dimensional geometry. Meanwhile, a number of results have strengthened the connection between Teichmuller theory and three-dimensional topology by showing that given a Heegaard surface with sufficiently high Hempel distance, the ambient manifold has no incompressible tori (Hempel [5] ), no low genus incompressible surfaces (Hartshorn [3] ) or no low genus alternate Heegaard surfaces (Scharlemann-Tomova [17] ). (These results all have roots in work of Kobayashi [9] that predates Hempel's definition of distance.)
In this context, the direct connection between three-dimensional geometry and topology was developed last, with the (completely geometric) proof by Hass-Thompson-Thurston that certain high distance Heegaard splittings need to be stabilized many times before there is an isotopy that interchanges their complementary handlebodies [4] . They construct a hyperbolic structure on the ambient manifold M similar to that of Namazi-Souto, then analyze how a harmonic representative of an embedded surface behaves in such a metric. Their proof suggests a very nice geometric interpretation of the previously mentioned topological results [3, 17] . Namely, one might expect these results to be true because any surface that is not parallel to the narrow cross sections of M must stretch the long way across the geometric structure and thus have very large area, as suggested (again schematically) by the blue surface in Figure 1 . A careful application of the Gauss-Bonnet Theorem turns this lower bound on area into a lower bound on genus.
This idea can be generalized using the notion of subsurface projection, which will be defined below. Roughly speaking, the geometric interpretation of subsurface distance in Minsky's approach to the ending lamination conjecture [12] suggests that in a hyperbolic manifold, a high distance subsurface will correspond to a large volume concentrated around the subsurface. One can think of this as a sort of bubble in the hyperbolic metric as in the upper half of Figure 2 . This is very difficult to make precise geometrically, but the topological interpretation is fairly straightforward: Because this bubble is long in one direction, but has narrow cross sections parallel to the high distance subsurface, any low genus Heegaard surface should be forced to intersect the bubble along the narrow cross section, as indicated by the curve in Figure 2 . Based on this idea, Yair Minsky, Yoav Moriah and the author showed that if a Heegaard splitting has a high distance subsurface then every other low genus Heegaard surface must have a subsurface parallel to this high distance subsurface (though not necessarily to the rest of the Heegaard surface) [8] .
In the present paper, we extend this idea by constructing a Heegaard splitting with a large number of distinct (and overlapping) high distance subsurfaces. Our construction is very similar to the construction for extending geodesics described recently by Birman-Menasco [2] and Ido-Jang-Kobayashi [6] and closely relate to methods for constructing Figure 2 . High distance subsurfaces imply "bubbles" of high volume in the hyperbolic metric.
Heegaard splittings with specified distances introduced by Qiu-ZouGuo [15] . All of these methods rely heavily on ideas developed in Saul Scleimer's notes on the curve complex [19] and Masur-Schleimer's work on holes in the curve complex [10] .
One can visualize the examples that we construct below geometrically as a manifold consisting of two parallel rows of hyperbolic bubbles as in the lower half of Figure 2 . The low genus Heegaard surface containing these subsurfaces cuts the manifold in half the short way, as indicated by the vertical curve in the Figure. The alternate incompressible or Heegaard surface can be thought of as weaving between these bubbles the long way across the manifold, as suggested by the horizontal curve in Figure 2 . The geometric intuition suggests that this second Heegaard surface should be caught between the bubbles since any isotopy from it to the original Heegaard surface would have to cross one of the bubbles the long way. We prove (completely topologically) that this is in fact the case: Given the appropriate conditions on the original Heegaard surface Σ, the alternate surface S will be incompressible or strongly irreducible, and thus not isotopic to a stabilization of Σ.
Distance and subsurface projection
The curve complex for a compact, connected, orientable surface Σ is the simplicial complex C(Σ) in which each vertex represents an isotopy class of essential simple closed curves in Σ and each simplex represents a set of isotopy classes with pairwise disjoint representatives. In particular, if two isotopy classes are represented by disjoint loops then there is an edge between the corresponding vertices of C(Σ).
We will endow the vertex set of C(Σ) with the structure of a metric space by thinking of each edge in C(Σ) as having length one. So, for vertices v, w ∈ C(Σ), we define the distance d(v, w) to be the number of edges in the shortest path from v to w in C(Σ). It is a relatively simple exercise to show that C(Σ) is connected (so d(v, w) is a finite integer for each pair v, w) and a much harder exercise to show that C(Σ) has infinite diameter [11, 19] .
If Σ is the boundary of a handlebody H then we define the handlebody set of H to be the set H ⊂ C(Σ) consisting of all vertices whose representatives bound disks in H. Given a Heegaard splitting (Σ, H − , H + ), the surface Σ is the boundary of two different handlebodies, so this defines a handlebody set H − for H − and a second set H + for H + , as in Figure 3 .
For a compact surface F with boundary, we define the arc and curve complex AC(F ) similarly, except that each vertex represents either an isotopy class of essential (including not boundary parallel) simple closed curves, or an isotopy class of essential properly embedded arcs. In this paper, we will consider the arc and curve complexes for different subsurfaces of a closed surface Σ.
In particular, we will say that a subsurface F of Σ is essential if each loop of ∂F is either essential in Σ or contained in a component of ∂Σ. For each essential loop ⊂ Σ, we will define the subsurface projection p F ( ) to be the set of vertices in AC(F ) corresponding to components of ∩F after has been isotoped to intersect ∂F minimally. The projections of two loops into a genus-one subsurface are shown in Figure 4 .
Note that the projection of a loop into AC(F ) is a (possibly empty) set of vertices rather than a single vertex. However, because is embedded, the components of ∩ F will be pairwise disjoint, so p F ( ) will span a simplex in AC(F ) (if p F ( ) is not the empty set). Proof. First note that if either projection is empty then either every loop in A or every loop in B is disjoint from F , so every path from A to B must start or end in a loop disjoint from F and the proof is complete.
Otherwise, consider A, B ⊂ C(Σ) such that d F (A, B) = m > n is finite. Let 0 , . . . , n be a path in C(Σ) from A to B and assume for contradiction that no i can be isotoped out of F . Then p F ( i ) contains at least one vertex v i ∈ AC(F ). Because the loops i , i+1 are disjoint, their intersections with F are disjoint, so v i , v i+1 either are equal or bound an edge in AC(F ). The sequence of vertices v 0 , . . . , v n thus defines a length-n path from p F (A) to p F (B), contradicting the assumption that d F (A, B) = m > n. This contradiction implies that some loop i must be disjoint from F .
Geodesics and handlebody sets
We will use Lemma 4 to construct flexible geodesics similar to the ones constructed by Ido-Jang-Kobayashi [6] . Let k > 0 be a positive integer whose role will be explained below and let d ≥ 2 be any even integer, the length of the desired path. Let Σ be a compact, connected, closed, orientable, genus g surface and let 0 be a separating, essential, simple closed curve in Σ. Moreover, assume that the closure of one component of the complement Σ \ 0 is a once-punctured torus F 0 ⊂ Σ.
Let 1 be a non-separating, essential, simple closed curve in F 0 , as in Figure 5 . Let F 1 be the complement in Σ of an open regular neighborhood of 1 . This will be a genus g − 1 subsurface with two boundary loops parallel to 1 . Then the loop 0 defines a vertex in the arc and curve complex AC(F 1 ). Since this complex has infinite diameter, we can choose an arc α 2 ⊂ F 1 , with one endpoint in each boundary loop of
A closed regular neighborhood F 2 ⊂ Σ of the union 1 ∪ α 2 will be a once-punctured torus and we will define 2 to be the boundary of F 2 , as in Figure 5 . Similarly, 1 is an essential loop in F 2 and the arc and curve complex for F 2 has infinite diameter, so we can choose a loop 3 ⊂ F 2 such that d F 2 ( 1 , 3 ) is arbitrarily high. For any such loop 3 that is not isotopic to 1 , the projection of 3 to F 1 is (multiple copies of) the arc α 4 , so d Note that the projection of 0 into AC(F 3 ) is a simplex (a collection of pairwise-disjoint arcs), while each of 1 and 2 defines a single vertex in F 3 . Since AC(F 3 ) has infinite diameter, we can choose a properly embedded, non-separating arc
be the boundary of a closed regular neighborhood F 4 of 3 ∪ α 4 . Then by the triangle inequality,
We can then repeat the process by choosing a loop 5 ⊂ F 4 so that d F 4 ( 3 , 5 ) is arbitrary, and so on. 
Note that the second condition in this Lemma are rather asymmetric: It only controls the distances projections of two loops j , i+2 in the subsurface F i . We would like to control their distances in any subsurface, and we can do this with a little more work.
6. Lemma. Let 0 , . . . , d be a path as in Lemma 5. Then for every triple of integers h < i < j such that i is odd, we will have
Proof. Assume the path 0 , . . . , d satisfies the conditions described in Lemma 5. Given h < i < j with i odd, note that if j = i + 2 or if j = d and i = d − 1 then the condition is satisfied by assumption. Otherwise, we have two cases to consider. First, if j = i + 1 then i is the separating loop that bounds a regular neighborhood of i ∪ j+1 . The loops j+1 and j are disjoint by definition so their projections into AC(F i ) are distance at most one. By assumption,
Otherwise, if j > i + 2 then note that for each loop j with j > i, if i is the largest odd number strictly less than j then d F i ( i , j ) is positive, so i and j are not isotopic. The complement in Σ of i is an annular neighborhood of i so every loop in Σ that is not isotopic to i determines a vertex of AC(F i ). Moreover, the loops i+2 , i+3 , . . . , j are consecutively disjoint, so they define a path in AC(Σ) of length strictly less than d. Thus we conclude (by the triangle inequality) that
We will give such paths a name:
(1) For each even i, i bounds a once-punctured torus containing
(2) For each h < i < j such that i is even and h and j are odd,
In the construction of 0 , . . . , d , we noted that for each even
We will say that the path is almost strict if Since g ≥ 2, there are infinitely many isotopy classes of loops in this subsurface, each of which is disjoint from both i−1 and i+1 . Thus for any essential loop i in this subsurface, the path 0 , . . . , i−1 , i , i+1 , . . . , d is also a path of length d. We can do the same for any even index, creating infinitely many distinct geodesics in the curve complex that contain all the odd-index vertices of the original path, as in Figure 6 . This is the reason for calling these flexipaths. Thus the only essential loop disjoint from F i is i (up to isotopy) and we conclude that i is a vertex in the path from 0 to d .
For k ≥ d, we immediately know that our path contains the 
Projections of handlebody sets
Before we begin to construct the three-manifolds promised in Theorems 1 and 2, we will need two technical Lemmas.
10.
Lemma. Let H be a handlebody and F ⊂ ∂H a subsurface such that for every essential disk D ⊂ H, the intersection of ∂D∩F contains at least three arcs. Then the projection of the disk set for H into AC(F ) has diameter at most four.
Proof. Let F ⊂ ∂H be the closure of the complement ∂H \ F . Note that if ∂D intersects both F and F then the number of arcs or intersection is the same in both subsurfaces. Let D ⊂ H be a compressing disk for H that intersects F (or, equivalently, F ) minimally among all essential disks in H. We will show that for any other disk D ⊂ H, the distance in AC(F ) from the projection of D into F to any arc in the projection of D is at most two.
Isotope D so that D ∩ D is a collection of arcs, properly embedded in each of the disks. Let E ⊂ D be an outermost disk bounded by an arc of intersection. Assume for contradiction that ∂E is either disjoint from F or intersects F in a single arc. (This arc may be disjoint from D or may have one or both endpoints in ∂D.) Let α = E ∩ D be the arc of ∂E that is not contained in ∂H. The arc α cuts D into two disk, which we will call D 0 and D 1 .
If either of D 0 or D 1 intersects F in strictly more arcs than E then replacing D with the union of E and the other disk will produce a new compressing disk for H whose boundary intersects F in strictly fewer arcs than D. These arcs, indicated by the thick lines in the left and center pictures in Figure 7 , may be in the interior of E ∩ ∂H or may contain endpoints of E ∩ ∂H. By assumption, D ∩ F was minimal, so this is impossible. However, if D 0 ∩ F and D 1 ∩ F each consists of at most one arc then D ∩ F will consist of at most two arcs. This contradiction one of our initial assumptions, so we conclude that E ∩F must contain at least two arcs. Because there are two arcs of E ∩ F , there is also an arc of E ∩ F in the interior of the arc E ∩ ∂H. This subarc, indicated by the arrow on the right side of Figure 7 , is properly embedded in F . By construction, the interior of E ∩∂H is disjoint from ∂D so this arc is in the projection of ∂D into F and disjoint from the projection of ∂D. Any two arcs in the projection of D are disjoint, so the distance from any arc in the projection of D to any arc in the projection of D is at most two. Because D was aritrary, if D is another compressing disk for H then we can apply the same argument to conclude that the projection of ∂D to F is distance at most two from any arc of the projection of D. By applying the triangle inequality, we see that the distance in AC(F ) from any arc of the projection of D to any arc of the projection of D is at most four.
11. Lemma. Let Σ be a compact, connected, closed, orientable surface of genus at least two and let F ⊂ Σ be the complement of an open disk (a puncture) in Σ. Let α and β be essential loops in F . Then
Proof. Let α 0 , α 1 , . . . , α n be a path in AC(F ) such that α 0 = α and α n = β. For each i, if α i is a simple closed curve then it determines a vertex v i in C(Σ). If α i is a properly embedded arc then we can extend it across the disk Σ \ F to form an essential loop, which also determines a vertex v i in C(Σ). If two curves α i , α i+1 are arcs in F then the loops that they define intersect in at most one point, so the vertices v i , v i+1 are distance at most two in C(Σ). If either of α i , α i 1 is a loop then the corresponding loops in Σ are disjoint. Thus the distance from v 0 to v n is at most 2n in
Note that this Lemma is not true if F is the complement in Σ of two or more open disks (punctures). In particular, if we choose α and β so that two distinct punctures are contained in the same component of Σ \ (α ∪ β) then there will be an arc between these punctures in the complement of α and β. Thus d F (α, β) will be two, regardless of d Σ (α, β).
Constructing the first Heegaard splitting
We will construct a three-manifold with boundary based on the flexipath 0 , . . . While a path manifold is determined by only two loops 0 , d , in practice these loops will be the endpoints of a path, hence the name path manifold. Because the loops are separating in Σ, by assumption, a path manifold M will have four boundary components: two that intersect Σ×{0} and two that intersect Σ×[0, 1]. The surface Σ×{ } defines a partition of the boundary components of M that divides the two boundary components that intersect Σ × {0} from the two components that intersect Σ × {1}.
For any other partition of the boundary components of M , there will also be a Heegaard surface and these surfaces will be in distinct isotopy classes from Σ because isotopies preserve the partitions of the boundary. However, stabilizing a Heegaard splitting also preserves the boundary partitions, so when considering different Heegaard surfaces in a given manifold, one usually assumes that they induce the same boundary partition. We will construct M by filling in all the boundary components of M , so that the only partition of ∂M = ∅ is the empty partition. The incompressible surface promised in Theorem 1 and the alternate Heegaard surface promised by Theorem 2 will be induced by surfaces that come from different boundary partitions of M .
We will say that M = X ∪ M is a handlebody filling along T ⊂ ∂M of a three-manifold M with boundary if X is a handlebody and M is the result of gluing ∂X to T by a homeomorphism.
13. Definition. Assume T is a boundary component of a path manifold M such that T ∩ (Σ × {0}) is a non-empty subsurface F and let M = X ∪ M be a handlebody filling along T . We will say that M is a distance-k filling of M with respect to a set of loops { 0 , . . . , d } if for every essential disk D ⊂ X and each i such that i ∩ F is non-empty, we have d F (∂D, i ) > k + 4. We require a symmetric condition in the case when T ∩ (Σ × {1}) is non-empty.
Bounding the distance by k + 4 rather than just k may seem odd, but it will be clear later why this notation is more efficient. If M is a distance-k filling of M , then we can further glue handlebodies into the remaining three boundary components. If the same condition applies to each of these fillings then we will call the resulting three-manifold M a closed distance-k filling of M .
These distance-k fillings are very similar to a method used by QiuZou-Gou [15] to find handlebody fillings that preserve the distance of a Heegaard splitting. It is not immediately obvious that we can find a distance-k filling for M , since a handlebody of genus greater than one has infinitely many essential disks, defining an infinite diameter set in the curve complex of its boundary. However, it turns out that it is possible.
14. Lemma. Let M be a path manifold defined by separating loops
First assume the genus of T is one, so X is a genus-one handlebody. Let µ be the loop bounding the unique (up to isotopy) essential disk D ⊂ X. The subsurface F will be a once-puntured torus and AC(F ) has infinite diameter, so there is an essential, non-separating loop µ in F whose distance from the projection into F of d is at least k + 4. If we glue ∂X to T by a map that sends µ onto µ , we will guarantee
Otherwise, if T has genus greater than one, the set of loops bounding essential disks in X will span a subcomplex of C(T ) called the disk set or handlebody set which has infinite diameter in C(Σ). However, one can find loops in the curve complex that are arbitrarily far from the handlebody set, for example by using the techniques in Hempel's paper [5] . In fact, Hempel's construction of high distance Heegaard splittings is much stronger than this statement.
Thus, since { i } is a finite set, we can glue X into T so that the boundary of each compressing disk for D is distance at least 2k+8 from any loop in T formed by an arc of intersection between a loop i and F . Then by Lemma 11, the distance in AC(F ) from the projection of any i to the projection of any ∂D is at least k + 4, i.e. d F (∂D, i ) ≥ k + 4.
The following Lemma shows that the distance-k fillings have exactly the property we will want: 15. Lemma. Let M be a path manifold defined by separating loops 0 and d such that 0 ∩ d contains strictly more than four points. Let M be a closed, distance-k filling of M with respect to 0 , d for k > d.
Then the Heegaard surface
Moreover, for each subsurface F ⊂ Σ in the complement of 0 or in the complement of d , every path in C(Σ) between disks on opposite sides of Σ contains a vertex representing a loop that can be isotoped disjoint from F .
Note that the Lemma does not require that the fillings be distance k with respect to all the loops in the path from 0 to d , only to the end vertices. We will use the more general condition later on.
Proof. We will prove the second half of the statement first. Let D 
Since ∂D 0 is disjoint from a component of ∂D − ∩ F and any two components of ∂D − ∩ F are disjoint, the distance from any arc of ∂D − ∩ F to ∂D 0 ∩ F is at most two. By the triangle inequality, this implies d
In particular, since d F (∂D − , d ) > 2, the intersection ∂D − ∩ d must contain strictly more than four points. Since D − was arbitrary, we conclude that any disk D − intersects either subsurface F in the complement of k in strictly more than two arcs, so Lemma 10 implies that the projection from the disk set on the negative side of Σ into either component of Σ \ d has diameter at most four. By a symmetric argument, we conclude that the projection from the disk set on the positive side of Σ into either component of Σ \ 0 has diameter at most four.
By assumption, d F (∂D − , k ) > k + 4 for any disk D − so by the triangle inequality we have d F (∂D − , ∂D + ) > k for each subsurface F in the complement of 0 or k that intersects both ∂D − and ∂D + non-trivially. Thus if ∂D − = 0 , 1 , . . . , n = ∂D + is a path in C(Σ) of length n < k then Lemma 4 implies that some loop in this path (possibly ∂D − or ∂D + ) is disjoint from F . This confirms the second half of the statement of the Lemma.
For the first half, let i , j be the loops of the path that are disjoint from the two components of Σ \ 0 . It is possible that i = j, in which case we must have that i = j = 0 , since this is the only essential loop that can be isotoped disjoint from both of these subsurfaces. Otherwise, without loss of generality assume i < j. Since j is disjoint from a subsurface bounded by 0 , it is also disjoint from 0 . Since 0 bounds the disk D 0 , and i > 0, we can find a new path ∂D 0 = 0 , i , i+1 , . . . , n = ∂D + whose length is less than or equal to that of the original path.
A similar argument at the other end of the path implies that there is a path from ∂D 0 to ∂D d whose length less than or equal to the length n of the original path. Thus we must have n ≥ d. Since D − and D + were arbitrary disks on opposite sides of Σ, this implies that The union of the two-handle attached along 0 × {0} and the handlebodies used to fill the adjacent boundary components of M form a handlebody H − ⊂ M . The second two-handle and the remaining two filling handlebodies form a second handlebody
In particular, the disk V 0 is properley embedded in H − , while the disk V d is properly embedded in H + . We will construct an incompressible surface in M by connecting V 
Figure 9.
For each odd value of i, let N ⊂ Σ be the closure of a regular neighborhood of i and let L i be the union of the two boundary loops of N . For these values of i, define
To keep the notation consistent, we will define L i = i when i is even. Thus each V i is either a disk (for i = 0 and i = d), an annulus (for other even values of i) or a pair of annuli (for odd i). These will be the vertical parts of the closed surface we are about to construct. They're shown schematically in Figure 6 .
For each even value of i < d, the surface Σ × {t i } will intersect V i in the loop i × {t i } and will intersect V i+1 in two loops parallel to i+1 × {t i+1 }. By construction, i bounds a once-punctured torus containing i+1 so these three loops in Σ × {t i } cobound a pair-of-pants which we will call P i ⊂ Σ × {t i }. This is shown in the top right of Figure 10 . For odd values of i, the situation is similar, with a pair-of-pants P i ⊂ Σ × {t i } cobounded by i+1 and the two loops parallel to i . The flat surface is shown schematically in Figure 11 , above the flexipath 0 , . . . , d used to define it. Notice that each pair-of-pants corresponds to an edge in the curve complex. Figure 11 . The flat surface F follows the path used to define it.
In order to understand the flat surface S, we will look at the intermediate surfaces
Note that for i < d, this surface always stops at a vertical annulus or annuli, as in the bottom left of Figure 10 , so S i will be properly embedded in a handlebody
We will begin by considering the complement in H i of S i , each component of which is a union of products of the form F × [t j , t j+1 ], glued along subsurfaces of their horizontal boundaries.
18. Lemma. Let X = X 0 ∪ X 1 be the union of two handlebodies X 0 , X 1 glued along subsurfaces F 0 ⊂ ∂X 0 and F 1 ⊂ ∂X 1 . Assume there is a collection of essential disks E 0 , . . . E k ⊂ X 0 , each of which intersects F 0 in a single arc such that the complement in F 0 of a regular neighborhood of these arcs is a collection of one or more disks. Then X is a handlebody.
This is a generalization of a well known result that gluing two handlebodies along annuli such that one of the annuli is primitive in its respective handlebody, produces a new handlebody. In particular, this special case occurs when F 0 is an annulus and there is a single disk E 0 .
Proof. Let X ⊂ X be the closure of a regular neighborhood in X 0 of F 0 ∪ E 0 ∪ . . . ∪ E k . Then the intersection of X with the closure of its complement X 0 \ X is a surface D that results from isotoping the interior of F 0 into the interior of X 0 , then boundary compressing the resulting surface F along the disks E 0 , . . . , E k . In other words, each disk E 0 intersects F in a properly embedded arc and we construct D by replacing a regular neighborhood in F of each of these arcs with two disks parallel to E i , as in Figure 12 . 
By construction, the surface D is properly embedded in X and homeomorphic to the complement in F 0 of a regular neighborhood of the arcs E i ∩ F 0 . This complement is a collection of disks by assumption.
We can form X by gluing X to X 1 along F 0 , then gluing the closure of X 0 \X to this union along D. By construction, X 0 is homeomorphic to F 0 × [0, 1] by a map that sends F 0 to F 0 × {0}. Thus if we glue X to X 1 along F 0 , the resulting space will be homeomorphic to X 1 , i.e. a handlebody. If we then glue X 0 \ X to this handlebody along the collection of disks D, the resulting space will be a new handlebody homeomorphic to X.
Corollary. For
Proof. We will prove this by induction on i. For the base case i = 0, S 0 is a separating disk in H 0 = H − that cuts H 0 into two handlebodies. For the inductive step i > 0, each component of H i \ S i is the union of a component of
These two sets intersect along the subsurface F × {t i−1 } of Σ × {t i−1 } such that F is either equal to F or a subsurface of F bounded by L i−1 , depending on which component of Σ \ i+1 is the subsurface F .
In either case, there is a collection of essential arcs α i in F such that each α i intersects F in a single subarc (possibly all of α i ) and the complement in F of these arcs is a single disk. Each α i determines an essential disk α i × [t i−1 , t i ] in the handlebody F × [t i−1 , t i ] whose boundary intersects F in a single arc so Lemma 18 implies that the union is a handlebody. By induction, this proves the Lemma for every value i < d.
Note that while the surface S d is also defined, the proof of Corollary 19 does not apply to it because the complementary components of S d do not result from gluing a product to the complementary components of S d−1 . Instead, they result from gluing handlebodies to these components along arbitrary subsurfaces of their boundaries. As we will see below, the surface S d+1 will often be incompressible.
Incompressible surfaces
At this point, it will be helpful to introduce some more terminology related to the surface S i . As we saw in the proof of Corollary 19, each component X of H i \ S i is the union of a component X of H i−1 \ S i−1 with a product F × [t i−1 , t i ] along a subsurface F × {t i−1 }. We will call each F × [t i−1 , t i ] a block at level i and we will call F × {t i−1 } the connecting surface. The surface F will be called the block surface. The block surface is bounded by L i , which is the loop i when i is even and two parallel copies i when i is odd. If L i−1 is contained in the block surface F then it is the boundary of the connecting subsurface F , which will be a proper subsurface of F . In this case, L i × {t i } will be the boundary of the connecting surface in F × {t i } for a block at level i+1 and we will say that X is an inside block.
Otherwise, if L i−1 is not contained in F then the connecting surface F × {t i−1 } will be the entire surface F × {t i−1 }. Moreover, L i+1 will be disjoint from F , so that F × {t i } is the connecting surface at level i + 1. In this case, we will say that X is an outside block. Note that each subset Σ × [t i−1 , t i ] contains exactly one inside block and one outside block. These are shown schematically in Figure 13 , where the flat surface S is indicated by the black arcs, and the connecting surfaces and one block surface are indicated in grey. 20 . Lemma. Let Y be the component of H 0 \ S 0 whose boundary contains 1 × {t 0 } and assume 1 intersects every compressing disk for Y in at least two points. Then S 1 is incompressible in H 1 . Moreover, if D is a compressing disk for a component of H 1 \ S 1 such that D ∩ ∂H 1 is a single component then D is on the same side of S 1 as the inside block at level 1 and the arc or loop of intersection is distance at most one in F from the projection of a compressing disk for H 1 .
Proof. Let D be a compressing disk for a component X of H 1 \ S 1 and assume D ∩ ∂H 1 is connected. (If this intersection is empty then D will be a compressing disk for S 1 .) Let X 1 be the block at level one on the side of S 1 that contains D. Any arc of ∂D contained in the disk S 0 can be isotoped out of this disk and into P 0 , so that ∂D is disjoint from the interior of H 0 . We can further isotope D so that it is transverse to the connecting surface F 0 and so that any loop in D ∩ F 0 is essential in ∂H 0 .
If X 1 is the outside block at level 1 then there is a value > 0 such that
Moreover, there is an ambient isotopy of X, fixing X ∩ ∂H 1 , that takes Σ × [t 1 − , t 1 ] onto X 1 and sends the rest of X 1 into X 0 . After this D ∩ X 1 will be empty or a vertical disk or annulus and D ∩ X 0 will be a single disk whose boundary is either disjoint from F 1 or intersects F 1 in a single loop or one arc. The boundary of such a disk intersects each component of L 1 at most once, contradicting our initial assumption that every disk in H 0 intersects 1 in at least two points. Thus we conclude that X 1 must be an inside block.
Consider the vertical annulus A = 0 × [t 0 , t 1 ], which is properly embedded in X 1 , as indicated in Figure 14 . The boundary of A separates S 0 from the rest of S 1 so if D is disjoint from A then ∂D must be contained in the component of X 1 \ A containing X 0 and thus disjoint from S 1 . This implies that D is itself a compressing disk for H 1 (but not for S 1 ) so ∂D is distance zero from a compressing disk. Otherwise, assume ∂D ∩ H 1 is an arc or the empty set. Then D ∩ A is a collection of essential loops and arcs that are parallel in A into A ∩ ∂H 1 , since none of the arcs can have endpoints in A ∩ ∂H 1 .
Assume that we have isotoped D so as to minimize D ∩ A. If D ∩ A contains one or more arcs then an outermost arc determines a disk E such that boundary compressing D across E produces two disks. Because D ∩ ∂H 1 is a single arc, one of the components D of the resulting surface is a disk with boundary entirely in H 1 . By construction, D is disjoint from D. Moreover, if D is a boundary parallel disk then we can isotope D so as to remove the arc that defined E. Thus D must be an essential disk for H 1 , so α is distance at most one from the projection into F 1 of this disk.
This takes care of the case when D ∩ A contains an arc. If D ∩ A is a collection of essential loops then we have two more cases to consider: In the first case, if D ∩ ∂H 1 is an arc then it is disjoint from ∂A, which is part of the compressing disk S 0 ∪ A for H 1 , so α is again distance at most one from the projection of a compressing disk.
In the second case, D∩A is a collection of essential loops. Assume we have isotoped D so that D ∩ A is minimal. In particular, note that we can remove any trivial loops of intersection. Let β be an arc in If the intersection contains an arc from v 0 × [t 0 , t 1 ] to β × {t 1 } then this arc defines an isotopy that pulls an arc of ∂D across A and into the disk S 0 , as on the right in Figure 14 . This isotopy turns a loop of D ∩ A into an arc that shares its endpoints with the arc that remains from ∂D. If we further isotope the arc ∂D ∩ S 0 the rest of the way across S 0 and back into P 0 , the resulting disk will have one fewer loops of intersection with A, contradicting the assumption that D ∩ S 1 . This contradiction implies that S 1 is incompressible in H 1 .
For the next step, we will need the following result by Masur-Schleimer, which is part of Lemma 12.12 in [10] . As usual, F will be a compact, connected, orientable surface with non-empty boundary. 
Note that each S i will still be boundary compressible because every properly embedded positive genus surface in a handlebody is either compressible or boundary compressible.
Proof. We will again prove this by induction on i. The base case when i = 1 follows from Lemma 20. For the inductive step, we will assume that S i satisfies the conclusion of the Lemma and let D be a compressing disk for a component X of H i+1 \ S i+1 such that D ∩ ∂H i+1 has one or zero components. Let X 1 , . . . , X i+1 be the blocks in X, let F 1 , . . . , F i+1 be the block surfaces and let F 0 , . . . , F i be the connecting surfaces.
First, consider the case when X i+1 is an inside block. We can isotope D transverse to F i and so that D ∩ F i is a collection of loops and arcs that are essential in F i . Any component of ∂D ∩ V i+1 that is disjoint from ∂H i+1 is a boundary parallel arc in the vertical annulus V i+1 and can be isotopied out of V i+1 . We can therefore assume that each component of D ∩ X i+1 intersects ∂H i+1 non-trivially. Since D ∩ ∂H i+1 is a single loop or arc, this implies that D ∩ X i+1 is a single component.
Any arc of ∂D ∩ V i with both endpoints in L i × {t i } can be isotoped out of V i , so we can assume ∂D ∩ V i consists entirely of vertical arcs. Since D ∩ (F i+1 × {t i+1 }) contains at most one arc, D ∩ (F i × {t i }) must also contain at most one arc or loop, though this arc or loop may intersect the connecting surface F i in multiple components. One of these arcs will bound an outermost disk E ⊂ D ∩ H i that intersects ∂H i in a single component. However, because X i+1 is an inside block, X i must be an outside block so the inductive hypothesis implies that no such disk exists. Thus D ∩ X i+1 must be all of D. In this case, D is a compressing disk for X i+1 that intersects F i+1 × {t i+1 } in a single arc and is disjoint from F i . Such a disk must be isotopic to a vertical disk α × [t i , t i+1 ] so D satisfies the conclusions of the Lemma.
Next, consider the case when X i+1 is an outside block. For sufficiently small , the intersection D ∩ (F i+1 × [t i+1 − , t i+1 ]) is either empty or a vertical band of the form α×[t i+1 − , t i+1 ], where α is a loop or arc in F i+1 . Because S i+1 is disjoint from the interior of F i+1 × {t i }, there is an ambient isotopy of X that takes F i+1 × [t i+1 − , t i+1 ] onto X i+1 and sends the rest of X i+1 into H i . If we replace D with its image after this isotopy, then D will intersect X i+1 in a vertical disk or annulus α × [t i , t i+1 ], where α is an essential, properly embedded loop or arc in F i+1 . Define X = X ∩ H i and let D = D ∩ X . Note that ∂D may intersect ∂H i in multiple arcs, all but one of which are contained in F i \ F i . The remaining arc will intersect i+1 in two points, namely the endpoints of α. We can make D transverse to F i−1 and isotope it so that D ∩ F i−1 is a collection of properly embedded loops and arcs in the two surfaces. If D ∩ F i−1 is non-empty, let E be an innermost disk bounded by a loop of D ∩ F i−1 or an outermost disk bounded by an arc of
If E is contained in H i−1 then it intersects ∂H i−1 in a single component. However, since X i is an inside block, X i−1 must be an outside block so the inductive hypothesis (or Lemma 20 in the case when i = 2) rules this out.
If E is contained in
where α is intersects i−1 in at most two points, so d F i (α, i−1 ) ≤ 2. Because the arc α is isotopic to an arc of ∂D , it intersects i+1 in at most two points, so d F i (α, i+1 ) ≤ 2 and by the triangle inequality, d F i ( i−1 , i+1 ) ≤ 4 < k, which again contradicts our initial assumption.
Otherwise, if ∂D∩(F i ×{t i }) consists of multiple arcs then at least one of these arcs will be disjoint from i+1 × {t i+1 } and we will let α be one such arc. Similarly, let β be an arc of ∂D ∩ (F i × {t i−1 }) that is disjoint from i−1 . Because α and β are arcs in the boundary of a properly embedded disk in
Thus the triangle inequality implies that d F i ( i−1 , i+1 ) ≤ 8 < k. This final contradiction rules out the case when X i+1 is an outside block, so we conclude that X i+1 is an inside block and D is a vertical disk. Proof. Assume for contradiction there is a compressing disk D for the flat surface S. We can isotope ∂D disjoint from the disks V 0 and V d+1 in the handlebodies on either side of Σ × [0, 1]. We will consider two cases, depending on whether D is on the side of S that contains the inside block at level d or the outside block at level d.
Let X be the block at level 1 on the side of S that contains D and assume D has been isotoped transverse to the connecting surface Thus we can assume that the disk E is in the closure of complement
Note that the construction of S is symmetric if we reverse the direction of the path 0 , . . . , d , and thus start building the surface from H + instead of H − . Thus the intersection S ∩ H 1 is a flat surface defined by a (d, k) flexipath, so by repeating the argument above, Lemmas 20 and 22 again imply that no such E can exist.
Finally, we need to calculate the genus of S.
24.
Lemma. Let 0 , . . . , i be the first i + 1 vertices of a flexipath in C(Σ), where Σ is the boundary of a genus g handlebody H. Let S i ⊂ H be the induced layered surface. Then S i is compact, properly embedded and two-sided. If i is even then S i is a once-punctured, genus 1 2 i surface. If i is odd then S i is a twice-punctured, genus
Proof. We will proceed by induction on i. For i = 0, S 0 is a disk with boundary in Σ isotopic to 0 . In other words, S 0 is a once-punctured sphere (a genus-zero surface).
For the inductive step, assume that the Lemma holds for i − 1. Note that we construct S i by gluing a pair-of-pants to S i−1 along either one or two loops. If i is odd, then we glue the pair-of-pants to S i−1 along the single loop L i−1 = i−1 , turning the once-punctured, genus 1 2 (i − 1) surface into a twice-punctured surface of genus 1 2 (i − 1). If i is even then we glue the pair-of-pants to S i−1 along the two loops L i−1 , which increases its genus by one and reduces the number of boundary components back to one. In other words, it turns the twice-punctered surface of genus so Lemma implies that S is a compact, connected, closed, two-sided surface of genus Let N ( j−1 ) and N ( j+1 ) be the images in Σ of the regular neighborhoods used in the final steps of constructing S − and S + , so that ∂N ( j−1 ) = L j−1 , etc. Then in particular, F j−1 will be the complement in Σ of N ( j−1 ) and F j+1 is the complement of N ( j+1 ). The intersection Q = N ( j ) ∩ N ( j+1 ) is a disk whose boundary consists of two opposite arcs in ∂S j−1 and two opposite arcs in ∂S j+1 . We will call Q the flipped square. The intersection F = F j ∩ F j+1 is a oncepunctured surface of genus g − 1, namely the complement in Σ of the once-punctured torus N ( j ) ∪ N ( j+1 ).
Define S ⊂ M to be the union S − ∪ S + ∪ Q ∪ F . The portion of this surface near the disk Q is shown in Figure 15 . Figure 15 . A flipped square defining an index-one flat surface.
We can check that S is a surface by noting that each surface S ± meets each of Q and F in an arc. The endpoints of these eight arcs are four points in Σ and in a regular neighborhood of each point, the four components of the union meet to form a disk.
25. Definition. We will say that the surface S ⊂ M is the index-one flat surface defined by the almost strict flexipath 0 , . . . , d .
The terminology here follows that in [7] , where such surfaces arise from a different, but very much complementary, construction.
An alternate view of Q ∪ F , without the adjacent vertical annuli is shown in blue in Figure 16 . Notice that a regular neighborhood in Σ of Q ∪ F is a twice-punctured surface with the same genus as Σ. (In the example shown in the Figure, it's a twice-punctured genus-two surface.) The union of Q ∪ F with the adjacent vertical annuli deformation retracts on to Q ∪ F , and thus has the same Euler characteristic, but has four boundary components instead of two. The reader can check that this implies that the union of Q∪F with the four adjacent vertical annuli is a four-times punctured surface of genus g − 1 (where g is the genus of Σ. non-trivially. It is straightforward to check that a stabilized Heegaard splitting is not strongly reducible (i.e. weakly reducible), so in order to check that S is not a stabilization of Σ, we will show that S is strongly irreducible. Note that the two loops ∂S − and the two loops ∂S + are essential, no component of ∂S − is parallel in S to a component of S + , and any two of these loops intersect minimally in S. Isotope ∂D − and ∂D + within S so as to minimize their intersections with these four loop. We can do this, for example, by choosing an abstract hyperbolic metric on S in which the loops ∂S − and ∂S + are geodesics. If we then isotope ∂D − and ∂D + to geodesics, we will ensure that they remain disjoint, but intersect ∂S − ∪ ∂S + minimally. We can extend the isotopies of ∂D − and ∂D + to isotopies of the disks D − and D + within H − and H + , respectively. As above, let Q = N ( j−1 ) ∩ N ( j+1 ) be the flipped square in S. Let Q + be the separating compressing disk N ( j+1 ) \ N ( j−1 ) for H + S . This appears in Figure 15 as two of the white regions adjacent to the flipped square in the middle. (The two regions connect up outside the region shown in the Figure to form + separates A + from B − , the disk E is contained in either A + or B − . If E is contained in B − , let X j−1 be the block of B − at level j−1. Let F j−2 be the horizontal subsurface between X j−1 and the block at level j − 2. Isotope E (in the complement of a regular neighborhood of F j−1 ) to be transverse to F j−2 and so that the intersection is minimal.
Let E be an outermost disk of E cut off by an arc of E ∩ F j−2 , or an innermost disk bounded by a loop of E ∩ F j−2 . Because of the way we chose the labels on A − and B − , the block X j−1 is an inside block, so the block at level j − 2 is an outside block. (Note that this block will be a component of H − 0 \ S 0 if j = 2.) Thus Lemma 22 implies that E must be contained in X j−1 . The boundary of E intersects Q + in at most one arc (since E is contained in E) and intersects j−2 in at most arc, since E is outermost in E \ F j−2 . Applying the MasurSchleimer Lemma (Lemma 21) and the triangle inequality, as in the proof of Lemma 22, implies that d F j−1 ( j+1 , j−2 ) < 8. This contradicts the assumption that 0 , . . . , d is a (d, k) flexipath for k > 8, so we conclude that E must be contained in A + .
In this case, note that the block of A + adjacent to ∂H + is an outside block. Thus Lemma 22 implies that E ∩ ∂H + contains at least two arcs, since there are no disks with just one arc in ∂H + . All these arcs are in N ( j+1 ), and at most one of the arcs intersects Q + , so some arc in ∂E must run across the quadrilateral Q, parallel to the arcs of j−1 , as indicated by the red portion of a disk above Q in Figure 17 . We can apply a similar argument to A − ∪ B + . Note that in the case when E is contained in A − , the bottom block in A − is at level j + 1 and the adjacent outside block is at level j + 2. Therefore, we must choose j + 2 ≤ d, or equivalently j ≤ d − 2. Thus we need d ≥ 4 so that we can choose 2 ≤ j ≤ d − 2.
with four punctures, rather than a four-punctured sphere composed two pairs-of-pants. Since the genus of S is strictly greater than that of Σ, the two surfaces cannot be isotopic. Moreover, because S is strongly irreducible, it is not stabilized, so in particular S is not a stabilization of Σ.
