For integer quadratic programming problems, a new branch and bound algorithm is proposed in this paper through a series of improvements on the traditional branch and bound algorithm, which can be used to solve integer quadratic programming problems effectively and efficiently. This algorithm employs a new linear relaxation and bound method and a rectangular deep bisection method. At the same time, a rectangular reduction strategy is used to improve the approximation degree and speed up the convergence of the algorithm. Numerical results show that the proposed algorithm is feasible and effective and has improved the existing relevant branch and bound algorithms.
Introduction
Integer programming problems are optimization problems that minimize or maximize the objective function in the limitation of equality or inequality constraints and integer variables. More widely application, integer programming can be used to properly describe the decision problems on the management and effective use of resources in engineering technology, social science, finance, business administration and many other fields. With the development of science and technology and the urgent need for solving complex decision problems in the actual, the algorithm research on nonlinear integer programming problems has become one of the hot research topics in the field of operations research and optimization. Integer programming problems that we usually discuss are linear and it is known that the general linear integer programming problem is NP-hard. From the mathematical programming section in appendix A6 of literature [13] , we know that the problem is NP-hard if constraints are quadratic and the objective function is linear and it is undecidable if add an integer requirement to the last problem then the nonlinear integer programming problem is even more difficult. The deterministic methods for solving nonlinear integer programming problems are outer approximation methods [1, 2, 4, 6] , cutting plane methods [5, 12, 16] , decomposition algorithms [7, 15] and branch and bound methods [3, 8, 9, 10, 11, 14] , in which branch and bound methods are more practical. However, as the integer programming problem is NP-hard problem, existing algorithms can only solve a particular form of integer programming problems and there are often many shortcomings, such as a slow convergence rate, large calculation quantity and poor efficiency. In view of this, as a preparation for seeking a common and effective algorithm of solving general nonlinear integer programming problems, this paper investigates the following special nonlinear integer programming problems − integer quadratic programming problems:
where Q ∈ R n×n is a n-dimension symmetric matrix, c ∈ R n , A ∈ R m×n , b ∈ R m . Z n is a set of integer vectors in R n , and D = {x ∈ R n |Ax ≤ b, x ≥ 0} is a non-empty and bounded set.
Since the optimal solution of the integer quadratic programming problem may not be able to meet KKT conditions, it is often more difficult to solve than the continuous optimization problem. Through a series of improvements on the traditional branch and bound method, this paper presents an algorithm which can be used to solve integer quadratic programming problems quickly and effectively.
This algorithm adopts a new linear relaxation and bound method, a rectangular deep bisection method and the rectangular reduction method in the literature [9] . The feasibility, effectiveness and superiority of the proposed new algorithm are explained by a lot of numerical experiments and the comparison with existing literatures. This paper is organized as follows. In section 2, the relaxation and bound method is given. In section 3, The subdivision and reduction of the rectangle are provided. The new branch and bound algorithm is described in detail in section 4, and the convergence of the algorithm is analyzed. Finally, a lot of numerical experiment results and the comparison with existing literatures turn out that the proposed new algorithm is feasible, effective and superior.
Relaxation and bound method
In this section, we construct the integer rectangle R first, which contains the feasible region of the original problem (IQP ). For this purpose, calculating the following 2n linear programming problems first:
We obtain optimal solutions h * j , j = 1, 2, ..., n from (1) and optimal solutions l * j , j = 1, 2, ..., n from (2) . Let
.., n. Then we get the integer rectangle which contains the feasible region
where x = (x 1 , x 2 , ..., x n ) T , x = (x 1 , x 2 , ..., x n ) T are integer vectors. So the original problem (IQP ) is equivalent to the following problem (IQP ) , :
Consider the following continuous relaxation programming problem (QP ) of the problem (IQP ) , :
The optimal value of the problem (QP ) is a lower bound of the problem (IQP ) , obviously. Therefore, it is an effective lower bound of the optimal value of the original problem (IQP ).
Consider the lower bound estimation of the optimal value of the problem (QP ) first. Introducing the
where Q j represents the j-th row of the matrix Q. Because x ≥ 0, so there is
Then we get the following linear and relaxation programming problem of the problem (QP ) on the rectangle R k :
Solving the problem (LP (R k )), we obtain the optimal value. It is a lower bound of the global optimal value ν(QP ) of the problem (QP ) on R k , and it is also an effective lower bound of the global optimal value of the original problem (IQP ) on R k , i.e.
Determining the upper bound is completed by feasible points of the problem (IQP ) in the process of branching. Suppose x is the feasible point of the problem (IQP ) and W represents the set of current feasible points of problems (IQP), which are obtained in the process of branch and bound. Let x → W . γ is the upper bound of the current global optimal value of the problem (IQP ). If W = ∅, let γ = +∞; if W = ∅, let γ = min{f (x) : x ∈ W } and find a current optimal solution x γ ∈ arg min W . During the process of the branch and bound, all the feasible solutions x → W dynamically, and the upper bound is updated by adding new feasible point constantly.
3. The subdivision and reduction of the rectangle
The subdivision of the rectangle
Suppose that R k = [x k , x k ] ⊆ R is the current sub-rectangle to be divided and (x k , ν k ) denotes the optimal solution of the problem (LP (R k )). Obviously,
find the first x k j ∈ arg maxW and mark
] by the line for x , and x k . Dividing the edge [x k j , x k j ] into two parts and rounding them, we get [
. So the left lower vertex and the right upper vertex of the sub-rectangle R k1 = [x k1 , x k1 ] are:
the left lower vertex and the right upper vertex of the sub-rectangle R k2 = [x k2 , x k2 ] are:
The reduction of the rectangle
All linear and inequality constraints of the problem (IQP ) can be expanded into the form n j=1 a ij x j , (i = 1, 2, ..., m). Using the rectangular reduction technique of the literature [9] , let I k := {1, 2, ..., m}.
The i − th linear and inequality constraint of problem (IQP ) is removed; else
For convenience, the new integer rectangle generated by this new algorithm still denoted by R k , which is a subset of the original integer rectangle.
The new branch and bound algorithm
When the iteration proceed in step k, the feasible region of the problem (IQP ) is denoted by F , R k represents the integer rectangle which will be divided soon, the set of all current feasible points is denoted by W , T represents the set of remained rectangles after pruning, x k , ν(R k ) are the optimal solution and the optimal value of problem (LP (R k )) on R k respectively. ν = min{ν(R k ) : R k ∈ T and x ν ∈ arg minν represent the current global optimal solution and global optimal value of the problem (LP (R k )) respectively, ν is also a lower bound of the global optimal value of the problem (IQP ), R ν is the integer rectangle which correspond to ν, the upper bound of the global optimal value of the problem (IQP ) is denoted by γ.
x ∈ W } and find a current optimal solution x γ ∈ arg minW .
Step1(initialization)
Construct a n-dimension rectangle R = [x, x] which contains F and let W = {x, x} ∩ F . Solving the linear programming problem (LP (R)), we get the optimal value and the optimal solution, which is denoted by ν and x ν respectively, where the rectangle to which x ν belongs is denoted by R ν , ν is a lower bound of the global optimal value of the problem (IQP ). If
If ν = γ, then stop the calculation and output the global optimal solution X γ and the global optimal value f (x γ ) of the problem (IQP ), otherwise, go to the next step.
and keep the optimal solution x k , otherwise, divide the rectangle R k into two sub-rectangles R k1 and R k2 by the method in 3.1, and intR k1 ∩intR k2=f ,
Perform the following reduction to the sub-rectangles after dividing by the technique in 3.2. For convenience, the new rectangles after reducing still will be denoted by R ki , i ⊂ Γ, where Γ is the index set of the reduced rectangle:
delete R k1 and reserve the optimal solution x k1 ; else reduce R k1 by the reduction technique in 3.
solving the linear relaxation programming problem (LP (R k )) we can get the optimal value ν k1 and the optimal solution
delete R k2 and reserve the optimal solution x k2 ; else reduce R k2 by the reduction technique in 3.2 if R k2 is deleted, turn to Step6; else T = T ∪ {R k2 }; solving the linear relaxation programming problem (LP (R k2 )) we can get the optimal value ν k2 and the optimal solution
x ∈ W } and find a current optimal solution x γ ∈ arg minW . Step7(pruning rule)
Let k¬k + 1. Turn to Step2
Numerical experiments
For the new algorithm in this paper and the method in literature [9] , we apply MATLAB7.8.0 for programming. When Q is positive definite, negative definite and indefinite, we use symmetric matrices Q of different conditions and sizes to test respectively. All tests run on the computer with Intel (R) Core (TM) i5-3570K, CPU@3.40GHz, 4.00GB RAM, 32-bit operating system. Firstly, we explain the feasibility and effectiveness of the new algorithm through a simple example.
Example 5.1. ) and get the optimal value 9.2500, while the current upper bound is 13 and optimal solution is x * = [1; 1; 0]. Subdividing and reducing R 3 constantly, its sub-rectangles are all deleted, so we can know that the global optimal value of the original problem (IQP ) is 13 and the global optimal solution is x * = [1; 1; 0].
The two main factors that affect the difficulty of solving integer quadratic programming problems are the condition number of the matrix Q in the objective function and the form of the coefficient matrix A in constraints. In order to make the test general and persuasive, we randomly generate matrices Q of specified dimensions and different conditions and vectors of the first degree of the objective function in MATLAB. The specific forms of constraints are selected from Table 5 .
To better illustrate the advantages of the new algorithm in this paper for solving general integer quadratic programming problems, we compare the new algorithm with the branch and bound method in [9] , the specific results are listed in Table 1 to 4 respectively. In tables, the column of constraint No. represents the corresponding number of constraints in the Table 5 . The column of the condition number of the matrix Q indicates the norm condition number of the matrix Q. Integer objective value represents the optimal value of the objective function when algorithm terminates. Alg.1 and Alg.2 denote the new branch and bound algorithm in this paper and the branch and bound method in literature [9] respectively. In order to investigate the effect when Q is positive definite, negative definite and indefinite on the algorithm respectively, Tables  1 to 3 give the test results for matrices Q with different constraints, sizes and conditions. From tables, we know that the test time when the matrix Q is indefinite is relatively longer than that when Q is positive definite and negative definite. In addition, in order to investigate the influence of the condition number of the matrix Q on the algorithm, we give test results of 100-dimension problems with same constraints but different condition numbers of matrices Q in Table 4 . From the table, we know that the time which the algorithm needs to solve the problem increases with the condition number of the matrix Q, which indicates that the condition number of the matrix Q is indeed a major factor that affects the effectiveness of the algorithm.
Results in tables show that the calculation time of the new algorithm in this paper are all much less than that of the algorithm in [9] with the increase of the dimension and the calculation results are better, which indicates that the proposed algorithm improves the computational efficiency, so the algorithm in this paper is effective and feasible. From results of Table 1 to 4, although the iteration and the integer objective value of our new algorithm may exceed that in the algorithm of [9] , for large-scale integer quadratic programming problems, running times of the new algorithm is far less than that in [9] , so the algorithm in this paper is superior to the algorithm in the literature [9] , while the algorithm in [9] is superior than the normal branch and bound algorithm.
Generally speaking, with the increase of determine variables of the problem and the effective constraints, the time of solving the problem also increases. With the increase of the condition number of the matrix Q, the complexity and the time of solving the problem all increase. Tests which we use in this paper are all based on the literature [9] , but from the calculation time of the proposed algorithm and the algorithm in [9] , the former algorithm is far less than the latter one. Constraints No. The specific form of constraints 1 10 i=1 x i ≥ 30, 0 ≤ x i ≤ 10, x i ∈ Z, i = 1, 2, ..., 100
Conclusion
For the preparation to seek a common and effective algorithm for solving general nonlinear integer programming problems, this paper comes up with an algorithm for solving integer quadratic programming problems quickly and effectively by using a new linear relaxation and bound method, a rectangular deep bisection method and a rectangular reduction technology to improve the traditional branch and bound algorithm. Numerical results show that the proposed algorithm is feasible and effective. Although the iteration and the integer objective value of the new algorithm in this paper may exceed those of the algorithm in [9] sometimes, for large-scale integer quadratic programming problems, the running time of our new algorithm is far less than that in [9] and our new algorithm have a better calculation results. The algorithm in this paper is superior to the branch and bound algorithm in the literature [9] , which indicates that the proposed algorithm improves the calculation efficiency and is more obvious to large-scale integer quadratic programming problems.
