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Abstract
We study the asymptotic behavior as |x| → ∞ of Schro¨dinger
operators with homogeneous potentials. For this purpose, we use
methods from semiclassical analysis and investigate semiclassical de-
fect mesures. We prove their localization in direction which we apply
in order to obtain a necessary condition of observability.
1 Introduction
Let P = −△+V be a Schro¨dinger operator on Rn. We make the following
assumption on the potential V .
Assumption A. (1) V is a real valued smooth function.
(2) We can decompose V as V = V∞ + Vs; here V∞ is real-valued, and is
homogeneous of order zero, i.e., V∞(x) = V∞( x|x|) for |x| ≥ 1, and Vs(x) =
o(x−1) as |x| → ∞.
If V∞ is homogeneous of order zero, one can regard V∞ as a function on
Sn−1. We use the same symbol V∞ for the original potential and restriction
of this function to Sn−1.
Next we introduce a new semiclassical quantization.
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guro Tokyo, 153-8914 Japan. E-mail: kmikami@ms.u-tokyo.ac.jp.
1
Definition 1.1. (admissible cutoff function)
Let {fh}h∈(0,1) ⊂ C∞(R) be a family of functions. We say fh is an admissible
cutoff function if fh satisfies the following conditions:
(1) fh(r) = 0 if r ≤ ε for some ε > 0 independent in h.
(2) For any m ∈ N, there exists Cm > 0 such that supr∈R |∂
m
r fh(r)| < Cm
uniformly in h.
For a ∈ C∞0 (R × T
∗Sn−1) and admissible cutoff function fh, one can re-
gard fh(r)a(ρ, θ,
η
r
) as an element of C∞(T ∗Rn) for small h with the natural
diffeomorphism T ∗R>0(r,ρ) × T ∗S
n−1
(θ,η) ≃ T
∗
R
n \ {0}(x,ξ) induced by polar co-
ordinate. The function a˜h(x, ξ) = fh(r)a(ρ, θ,
η
r
) on T ∗Rn is in the symbol
class S, the symbol class with respect to the order function 1. In the other
words for any α, β ∈ Nn, sup(x,ξ)∈T ∗Rn |∂
α
x ∂
β
ξ a˜h(x, ξ)| < ∞ (See Section 2.1).
Now the Weyl quantization a˜wh (hx,Dx of the symbol a˜ becomes a well-defined
bounded linear operator on L2(Rn), given as the extension of
a˜wh (hx,Dx)u(x) =
1
(2π)n
∫
R2n
ei(x−y)·ξ a˜h
(
h(x+ y)
2
, ξ
)
u(y)dydξ,
for u ∈ S(Rn). We write a˜wh (hX,DX) = Opfh(a).
Theorem 1.1. (Existence of semiclassical defect measure)
Let uh ∈ L
2(Rn) be a bounded family in h. There exists a sequence of positive
numbers hm such that hm → 0 as m→∞ and a finite Radon measure µf on
R× T ∗Sn−1 and
〈uhm,Opfhm (a)uhm〉L2(Rn) →
∫
R×T ∗Sn−1
adµf as m→∞,
for all a ∈ C∞0 (R× T
∗Sn−1). Furthermore, if fh is non negative, µf is also
non negative.
Let j ∈ C∞(R : [0, 1]) be such that j(r) = 0 if r ≤ 1
2
and j(r) = 1 if
1 ≤ r. Then this j can be regarded as an admissible cut-off function.
Theorem 1.2. Under Assumption(A), let uh ∈ D(P ) be such that{
(P −E)uh = Rh
‖uh‖L2(Rn) = 1,
(1.1)
where ‖Rh‖L2(Rn) = o(h) as h→ 0. We assume there exists χ ∈ C
∞
0 ((1,∞))
such that uh(x) = χ(h|x|)uh(x) + R
′
h with ‖R
′
h‖ = o(1) as h → 0. Then we
can prove the following:
(1) E ∈ Cr(V ), and
(2) supp(µj) ⊂ {(0, θ, 0) ∈ R× T
∗Sn−1 | θ ∈ Cr(V ) ∩ V −1(E)}.
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The claim of (2) in Theorem 1.2 is a semiclassical version of the local-
ization in direction proved in [6, 7, 8, 10]. One clear difference of their lo-
calization in direction from our version is the appearance of L2 states which
localizes to saddle point and the local minimum points. It is proved in [6]
that there exists a distribution which localizes in saddle points or local min-
imum points. The appearance of L2 states which localizes to saddle point
and the local minimum points is essential in the sense that one can take uh
so that µj 6= 0 and µj is supported in the direction of local maxima or saddle
point (See Section 4).
The statement of (1) in Theorem 1.2 implies intuitively that there are not
so many o(h)-quasimodes whose support escapes from the origin with h−1
order. Actually, we can construct o(h)-quasimodes whose support escapes
from the origin with h−2 order (See Section 4). We can also show some
results on the relationship between quasimodes and its support.
Let c : [0, 1]→ [0,∞) be a monotone increasing function such that c(h) =
o(1) as h→ 0 and c(h)−1 = o(h−1). We define an admissible cutoff function
Jh ∈ C
∞((0,∞) : [0, 1]) by Jh(r) = j((log c(h)−1)−1 log r). Then c(h)−
1
8 ≤
r ≤ c(h)−
1
4 if r ∈ supp[Jh]. Let J˜h(r) = j(4(log c(h)
−1)−1 log r).
Theorem 1.3. Under the assumptions of Theorem 1.2 and the additional
assumption E /∈ Cr(V ), there exists c(h) as required in the last paragraph
such that if Jhuh → 0 as h→ 0, then uh → 0 on {x ∈ R
n | |x| > h−1c(h)−ε}
as h→ 0 for any ε > 0.
The notion of semiclassical measure was first introduced in [15]. The
study of partial differential equation using defect measure appeared in [13]
and was refined in [5]. You can find several proofs of the existence of semi-
classical measures in [2, 4, 14, 16]. You can find a good survey of this subject
in [1].
In usual semiclassical analysis, we define a semiclassical defect measure
as a measure on a cotangent bundle. Roughly speaking, this usual defect
measure treats a point in the cotangent bundle whose orbits of the Hamil-
tonian flow generated by p are trapped. Actually, one can prove that if the
Hamiltonian flow generated by p is non-trapping, µ is identically zero. With
some assumption, Schro¨dinger operators with homogeneous potentials are is
non-trapping(See Section 2 of [8] for the detail). Thus we cannot apply usual
semiclassical analysis.
One idea is to consider a point in the cotangent bundle whose orbits
of the Hamiltonian flow generated by p scatters. We realize this idea by
taking the position to infinity, instead of taking the energy to infinity. A
non-semiclassical quantization similar to our new quantization can be found
in [3].
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We turn to the application of our semiclassical measure. We can prove
an observability result. Let Ω ⊂ Rn, we say observability holds on Ω if for
some T > 0 there exists CΩ,T > 0 such that
‖u‖L2(Rn) ≤ CΩ,T
∫ T
0
∫
Ω
|e−itPu(x)|2dxdt
for any u ∈ L2(Rn).
Theorem 1.4. Let Ω ⊂ Rn be a domain which such that
Ω ∩ {x ∈ Rn | |x| > R} ⊂ Rn \ {(r, θ) ∈ Rn | r > R, dist(θ, θ0) < Cr
−ℓ(k)}
for some R,C > 0 and θ0 ∈ S
n−1 with ∂k˜θV (θ0) = 0 for any k˜ ≤ k, where
ℓ(k) is a function on N such that ℓ(k) = k + 1 if k > 0 and ℓ(0) = 2
3
.
Then the observability on Ω fails for any T > 0, i.e., there exists um ∈
L2(Rn) such that ‖um‖L2(Rn) = 1 and
∫ T
0
∫
Ω
|e−itPum(x)|2dxdt → 0 as m →
∞.
It is known that observability is equivalent to the controllability in [12].
The controllability means the condition that for any u0 ∈ L
2(Rn) there exists
f ∈ L2((0, T )× Ω) such that the solution to the equation
{
(i∂t + P )u(t, x) = fχ(0,T )×Ω(t, x)
u(0, x) = u0(x).
satisfies u(t, x) ≡ 0.
The relation between semiclassical defect measures and observability is
shown in [11] that in the compact manifold case, if the geodesic satisfies
geometric control condition, one can prove observability holds by using a
semiclassical defect measure.
The plot of this paper is as follows. We first introduce a new semiclas-
sical quantization and give some of its basic properties of to give a proof of
Theorem 1.1 in section 2. We also prove some result in classical mechan-
ics in Section 2. In section 3, we prove Theorem 1.2 and 1.3. The proof
is essentially the same with that of te Hamiltonian flow invariance of usual
semiclassical defect measures. We construct an example of uh such that the
corresponding semiclassical defect measure µ is not identically zero in Section
4. Finally, we give a proof of Theorem 1.4 in Section 5.
Acknowledgment. The author is grateful to Professor Fabricio Macia` and
Professor Shu Nakamura for suggesting the idea of the new semiclassical
quantization in personal communication. The author is also grateful to Pro-
fessor Erik Skibsted for introducing to me an unpublished preprint and having
lots of discussions. The author is also grateful to Professor Kenichi Ito and
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2 Preliminaries
2.1 Pseudodifferential Calculus for Opfh(a)
The aim of this subsection is to prove some properties of Opfh(a) as a
bounded operator on L2(Rn) and to prove Theorem 1.1.
First we want to show a˜h(x, ξ) = fh(r)a(ρ, θ,
η
r
) ∈ S for admissible cutoff
function fh and a ∈ C
∞
0 (R× T
∗Sn−1), where
S = {a ∈ C∞(T ∗Rn) | ∀α, β ∈ Nn, sup
(x,ξ)∈T ∗Rn
|∂αx∂
β
ξ a˜(x, ξ)| <∞}.
Let v ∈ Tx (R
n \ {0}). From the cartesian coordinates, we can write
v =
∑n
m=1 vi∂xi. Also, if we fix local coordinate (U, ψ) of S
n−1 with x|x| ∈ U ,
we can write v = vr∂r +
∑n−1
m=1 vθi∂θi using polar coordinate.
Let ψ˜ be a map (0,∞) × U ⊂ Rn → ψ(U) which takes x to ψ( x|x|).
Then we can write vr =
x
|x| ·
−→v and vθ = J(ψ˜)
1
|x|{In − (
xixj
|x|2 )i,j}
−→v where
−→v = (v1, v2, · · · , vn) and J(ψ˜) denotes the Jacobi matrix of ψ˜ at x.
Let ξ ∈ T ∗Rn. Then using dual coordinate of cartesian coordinates and
polar coordinate, ξ can be written as
∑n
m=1 ξidxi and ρdr +
∑n−1
m=1 ηidθi.
Using cartesian coordinate, we see ξ(v) =
∑n
m=1 ξivi. Using polar coor-
dinate, we see ξ(v) = ρ x|x| ·
−→v + η · J(ψ˜) 1|x|{In − (
xixj
|x|2 )i,j}
−→v .
Substituting −→v = x|x| , we see ρ =
x
|x| · ξ. If {In − (
xixj
|x|2 )i,j}
−→v = −→v i.e.
x
|x| ·
−→v = 0, we see |x|ξ · −→v = η · J(ψ˜)−→v , which means |x|ξ = tJ(ψ˜)η.
Thus we obtain
∀α, β ∈ Nn, sup
(x,ξ)∈T ∗Rn
|∂αx∂
β
ξ a˜(x, ξ)| <∞
⇔ ∀m, ℓ ∈ N, α˜, β˜ ∈ Nn−1, sup
(x,ξ)∈T ∗Rn
|∂mr ∂
ℓ
ρ∂
α˜
θ (r∂η)
β˜a˜(x, ξ)| <∞.
Then it is clear that a˜(x, ξ) ∈ S.
We define dilation operator Uh by Uhu(x) = h
nu(x
h
) for u ∈ L2(Rn). Then
Uh is unitary and one can calculate
Opfh(a) = U
−1
h a˜
w(X, hDX)Uh. (2.1)
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Thus we can apply an usual semiclassical analysis for S. Then one can use
results in usual semiclassical analysis in [17] to obtain the following theorems.
Theorem 2.1. (Calderon-Vaillancourt Theorem)
For a ∈ S, there exists C > 0 such that
‖aw(hX,DX)‖L(L2(Rn)) ≤ C sup(x,ξ)∈R2n |a(x, ξ)|+ O(h
1
2 ) as h→ 0.
Theorem 2.2. (Sharp G˚arding inequality)
Suppose a ∈ C∞0 (R×T
∗Sn−1) is positive. Then there exist C > 0 and h0 > 0
such that
〈u,Opfh(a)u〉L2(Rn) ≥ −Ch‖u‖
2
L2(Rn)
for u ∈ L2(Rn) and 0 < h < h0.
Proof of Theorem 1.1. The proof is essentially the same with that of the
Theorem 5.2 in [17]. However we give the detail for the completeness.
Since C0(R × T
∗Sn−1) is separable with the topology defined by sup-
norm and C∞0 (R × T
∗Sn−1) is dense subspace, thus one can find {aℓ} ∈
C∞0 (R× T
∗Sn−1) which is dense in C0(R× T ∗Sn−1).
From Theorem 2.1, 〈uh,Opfh(a1)uh〉 is bounded in h. Thus one can find
sequence h
(1)
m such that h
(1)
m → 0 and 〈uh(1)m ,Opfh(1)m
(a1)uh(1)m 〉 → F (a1) as
m→∞ for some F (a1).
Similarly, for ℓ = 2, 3, 4, · · · one can find sequence h
(ℓ)
m which is subse-
quence of h
(ℓ−1)
m and 〈uh(ℓ)m ,Opfh(ℓ)m
(aℓ)uh(ℓ)m 〉 → F (aℓ) as m → ∞ for some
F (aℓ). Then by diagonal argument one can find sequence hm such that
〈uhm,Opfhm (al)uhm〉 → F (aℓ) as m→∞ for each ℓ.
From Theorem 2.1, one can calculate as follows:
〈uhm,Opfhm (aℓ)uhm〉
≤ ‖Opfhm (aℓ)‖L(L2(Rn))‖uhm‖L2(Rn)
≤ C sup
(r,ρ,θ,η)∈R2n
|fhm(r)aℓ(ρ, θ, η)|+ O(h
1
2 )
≤ C sup
(ρ,θ,η)∈R×T ∗Sn−1
|aℓ(ρ, θ, η)|+ O(h
1
2 ),
where we have used the fact fh is uniformly bounded in the last line. Thus a
functional aℓ 7→ F (aℓ) defines a bounded and linear functional F on C0(R×
T ∗Sn−1). Theorem 2.2 implies that F is non-negative if fh is non-negative.
Then Riesz-Markov-Kakutani theorem implies there exists a Radon measure
µf such that 〈uhm,Opfhm (a)uhm〉 →
∫
R×T ∗Sn−1 adµf as m → ∞ for any
a ∈ C∞0 (R× T
∗Sn−1).
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Taking χn ∈ C0(R × T
∗Sn−1) such that 0 ≤ χn ր 1 pointwise as n →
∞. Then one obtains limn→∞
∫
R×T ∗Sn−1 χndµf = µf (R × T
∗Sn−1) from the
monotone convergence theorem. Since fh is uniformly bounded, Theorem
2.1 implies limn→∞
∫
R×T ∗Sn−1 χndµf ≤ C. This means µf(R× T
∗Sn−1) ≤ C,
which proves finiteness.
2.2 Induced Dynamical System
Here we consider the following dynamical system on R × T ∗Sn−1 which is
induced by Hamiltonian flow of P . Essentially, contents of this section is first
done in [8] but we write here for the convince.
Let H be a vector field on T ∗(R× T ∗Sn−1) defined by
H = q(θ,
η
r
)∂ρ + (∂ηq)(θ,
η
r
)∂θ − ((∂θq)(θ,
η
r
) + (∂θV )(θ) + 2ρ
η
r
)∂η,
where q(θ, η) = tηh(θ)η is symbol of Laplacian on Sn−1 and Φt be a flow
generated by H .
The relation of this dynamical system and the Schro¨dinger operator with
homogeneous potential is as follows:
Let Φ˜t be a Hamiltonian flow generated by the Hamiltonian of H . For
(r, ρ, θ, η) ∈ T ∗Rn we write Φ˜t(r, ρ, θ, η) = (r˜(t), ρ˜(t), θ˜(t), η˜(t)). Then (r˜(t), ρ˜(t), θ˜(t), η˜(t))
satisfy
d
dt
r˜(t) = 2ρ˜(t),
d
dt
ρ˜(t) = q(θ˜(t),
η˜(t)
r˜(t)
),
d
dt
θ˜(t) = (∂ηq)(θ˜(t),
η˜(t)
r˜(t)
),
d
dt
η˜(t) = −{(∂θq)(θ˜(t),
η˜(t)
r˜(t)
) + (∂θV )(θ˜(t))}.
If we take (ρ(t), θ(t), η(t)) = (ρ˜(t), θ˜(t), η˜(t)
r˜(t)
), we obtain
d
dt
ρ(t) = r˜(t)−1q(θ(t), η(t)),
d
dt
θ(t) = r˜(t)−1(∂ηq)(θ(t), η(t)),
d
dt
η(t) = −r˜(t)−1{(∂θq)(θ(t), η(t)) + (∂θV )(θ(t)) + 2ρ(t)η(t)}.
We assume r˜(t) 6= 0 and r˜(t) →∞ as t→∞. We introduce new time τ
by τ =
∫ t
0
r˜(s)−1ds. Then we see
d
dτ
ρ(t) = q(θ(t), η(t)),
d
dτ
θ(t) = (∂ηq)(θ(t), η(t)),
d
dτ
η(t) = −{(∂θq)(θ(t), η(t)) + (∂θV )(θ(t)) + 2ρ(t)η(t)}.
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Thus considering the orbit of Φt corresponds to considering the orbit of
Hamilton flow of P .
In the last of this section, we write Φt(ρ, θ, η) = (ρ(t), θ(t), η(t)) for
(ρ, θ, η) ∈ R× T ∗Sn−1.
Lemma 2.3. Total energy ρ2 + q(θ, η) + V (θ) is conserved.
Proof. Let E(t) = ρ(t)2 + q(θ(t), η(t)) + V (θ(t)). Then we see
d
dt
E(t)
= 2ρ(t)q(θ(t), η(t)) + {(∂θq)(θ(t), η(t)) + (∂θV )(θ(t))}(∂ηq)(θ(t), η(t))
− (∂ηq)(θ(t), η(t)){(∂θq)(θ(t), η(t)) + (∂θV )(θ(t)) + 2ρ(t)η(t)}
= 0.
Lemma 2.4. limt→∞ ρ(t) exists.
Remark. Since d
dt
ρ(t) = q(θ(t), η(t)), q(θ(t), η(t)) is integrable on (0,∞).
Proof. Since d
dt
ρ(t) = q(θ(t), η(t)) > 0, ρ(t) is monotone increasing. From
Lem2.3, ρ(t)2 ≤ ρ(t)2 + q(θ(t), η(t)) = E(0)− V (θ(t)). Since V is bounded,
so is ρ(t). Thus ρ(t) is monotone increasing and bounded, which concludes
the proof.
Lemma 2.5. q(θ(t), (∂θV )(θ(t))) is integrable on (0,∞) with respect to t.
Proof. Let F (t) = −t(∂θV (θ(t)))h(θ(t))η(t). Then we obtain
d
dt
F (t)
= −t(Hess(V )(θ(t))(∂ηq)(θ(t), η(t)))h(θ(t))η(t))
− t(∂θV (θ(t))){(∂θh(θ(t)))(∂ηq)(θ(t), η(t))}η(t)
+ t(∂θV (θ(t)))h(θ(t)){(∂θq)(θ(t), η(t)) + (∂θV )(θ(t)) + 2ρ(t)η(t)}
Thus there exists C > 0 such that
d
dt
F (t) + Cq(θ(t), η(t)) > Cq(θ(t), (∂θV )(θ(t))).
By integrating this inequality from t = 0 to t = T , we obtain
F (T )− F (0) + C
∫ T
0
q(θ(t), η(t))dt > C
∫ T
0
q(θ(t), (∂θV )(θ(t)))dt.
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Since q(θ(t), (∂θV )(θ(t))) ≥ 0 it is sufficient to show there exists a se-
quence Tj such that Tj →∞ as j →∞ and {F (Tj)} has upper bound.
From the definition of q, we obtain
|F (t)| ≤ q(θ(t), η(t)) + q(θ(t), (∂θV )(θ(t)).
Since second term is bounded, we only have to show that first term is bounded
for some {Tj}. Since first term is integrable, there exists a sequence {Tj} such
that there exist C > 0 such that q(θ(t), η(t)) < C, which completes the proof.
Theorem 2.6. limt→∞(∂θV )(θ(t)) = limt→∞ η(t) = 0.
Proof. Let G(t) = q(θ(t), (∂θV )(θ(t)). Then we obtain
d
dt
G(t)
= 2t(Hess(V )(θ(t))(∂ηq)(θ(t), η(t)))h(θ(t))(∂θV )(θ(t))
+ t(∂θV (θ(t))){(∂θh(θ(t)))(∂ηq)(θ(t), η(t))}(∂θV )(θ(t)).
Similarly to the proof of Lemma 2.5, one can prove that right hand side is
integrable and limt→∞G(t) exists. Since G(t) is integrable, this limit should
be zero.
Since
d
dt
V (θ(t))
= t(∂θV (θ(t)))h(θ(t))(∂ηq)(θ(t), η(t))
≤ q(θ(t), (∂θV )(θ(t)) + q(θ(t), η(t))
limt→∞ V (θ(t)) exists. From Lem 2.3, q(θ, η(t)) = E − ρ2− V (θ(t)) for some
constant E. Since right hand side has limit as t → ∞, limt→∞ q(θ, η(t))
exists. Then integrability of q(θ, η(t)) yields this limit is zero.
3 Proof of Theorem 1.2 and Theorem 1.3
We first prepare a lemma and Theorem to prove of Theorem 1.2.
Lemma 3.1. Let a ∈ C∞0 (R× T
∗Sn−1), then one obtains the following:
[Opfh(a), P ] =
h
i
{fh(r)a(ρ, θ,
η
r
), ρ2 + q(θ,
η
r
) + V (θ)}w(hX,DX) + Eh
as h → 0, where Eh is a family of pseudodifferential operator on L
2(Rn)
depending on h such that ‖E‖L(L2(Rn)) = o(h) as h → 0. We note that {·, ·}
denotes Poisson bracket.
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Proof. From equality (2.1), one can directly obtain the assertion for−△ from
Theorem 4.18 in [17] i.e.
[Opfh(a),−△] =
h
i
{fh(r)a(ρ, θ,
η
r
), ρ2 + q(θ,
η
r
)}w(hX,DX) + O(h
3).
Let k ∈ C∞(R) k(x) = 1 if x > ε and k(x) = 0 if x < ε
2
, where ε > 0 is
taken so that fh(x) = 0 if x < ε. Then we can calculate as follows:
[Oph,c(a), V ] = [Oph,c(a), k(hr)(V∞ + Vs)]
+ [Oph,c(a), {1− k(hr)}V ].
Since V∞ is homogeneous of order zero, k(h|x|)V∞(x) = V˜ (hx) is a smooth
and bounded function on C∞(Rn). Then one can obtain the equality similarly
to the case of −△ from (2.1).
Concerning Vs, one can calculate ‖k(hr)Vs‖LL2(Rn) = o(h) as h→ 0 from
the definition of Vs. Thus [Oph,c(a), j(2c(h)hr)Vs] = o(h) as h → 0 from
Theorem 2.1.
Next we claim that Oph,c(a){1 − k(hr)} = O(h
3). Let k˜(x) = 1− k(|x|),
then k˜ ∈ C∞0 (R
n) from the definition of k. By conjugating semiclassical
dilation Uh, one can calculate as follows:
Opfh(a)k˜(hx)
= {fh(r)a(ρ, θ,
η
r
)}w(hx,Dx)k˜(hX)
= U∗h{fh(r)a(ρ, θ,
η
r
)}w(x, hDx)k˜(x)Uh.
Since supp(fh(r)a(ρ, θ,
η
r
))∩supp(k˜(x)) = φ, Theorem 4.18 in [17] implies
the claim.
Since multiplication operator by V is uniformly bounded in h, the claim
implies [Opfh(a), {1− k(hr))}V ] = O(h
3), which concludes the proof.
Theorem 3.2. (Energy conservation)
Assume Assumption A. Let fh be an admissible cutoff function and let uh ∈
D(P ) be such that {
(P −E)uh = Rh
‖uh‖L2(Rn) = 1,
where ‖Rh‖L2(Rn) = o(1) as h→ 0. Then support of µf is localized in energy
surfaces in the following meaning:
supp(µf) ⊂ {(ρ, θ, η) ∈ R× T
∗Sn−1 | ρ2 + q(θ, η) + V∞(θ) = E}.
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Proof. Since (P − E)uh = o(1), one can calculate
o(1) = 〈uh,Opfh(a)(P − E)uh〉L2(Rn)
= 〈uh, {fh(r)a(ρ, θ, η)(ρ
2 + q(θ,
η
r
) + V∞(θ)− E)}w(hX,DX)uh〉L2(Rn) + o(1)
as h → 0 where we have used the fact that ‖Opfh(a)Vs‖L(L2(Rn)) = o(1) as
h→ 0.
Therefore, if we take a suitable subsequence hm and m → 0, we obtain∫
R×T ∗Sn−1 a(ρ
2 + q(θ, η) + V −E)dµf = 0, which concludes the proof.
Actually, it suffices to prove following Theorem to prove Theorem 1.3.
Theorem 3.3. Assume assumptions of Theorem 1.3.
If E /∈ Cr(V ) and Jhuh → 0 as h→ 0, J˜huh → 0 as h→ 0.
Proof of Theorem 1.3. Let c0(h) = h
−1‖Rh‖L2(Rn).
We define c(h) = max0≤h˜≤hmax{h˜
δ, c0(h˜)
δ} for some δ ∈ (0, 1). Then
c(h) is monotone increasing function on (0, 1) and c(h) satisfies c(h) = o(1)
and c(h)−1 = o(h−1) as h→ 0. It is also clear that ‖Rh‖L2(Rn) = o(hc(h)) as
h→ 0.
Then we can apply Theorem 3.3 and can prove Theorem 1.2 by iteration.
Proof of Theorem 3.3. Let χ(r) = j(1
2
r)(1 − j(1
4
r)). We define our cutoff
functionχh by χh(r) = χ((log(c(h)
−1))−1 log r). Then we see that r ≤ c(h)−1
on supp(χh).
We assume J˜huh 9 0 as h→ 0, which means semiclassical measure µJ˜ is
positive.
Since ‖Rh‖L2(Rn) = o(hc(h)), we obtain the followings:
o(hc(h)) = 〈uh, [{c(h)rχh(r)a(ρ, θ,
η
r
)}w(hx,Dx), P ]uh〉L2(Rn)
=
h
i
〈uh, {c(h)rχh(r)a(ρ, θ,
η
r
), ρ2 + q(θ,
η
r
) + V (θ)}w(hx,Dx)uh〉L2(Rn)
+ O(h3).
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We also see
{rχh(r)a(ρ, θ,
η
r
), ρ2 + q(θ,
η
r
) + V (θ)}
= 2ρχh(r)a(ρ, θ,
η
r
)
+ χh(r){(∂ρa)(ρ, θ,
η
r
)q(θ,
η
r
) + (∂θa)(ρ, θ,
η
r
)(∂ηq)(θ,
η
r
)
− (∂ηa)(ρ, θ,
η
r
)((∂θq)(θ,
η
r
) + (∂θV )(θ) + 2ρ
η
r
)}
+ 2ρ(log h−1)−1(∂rχ)((log h−1)−1 log r)a(ρ, θ,
η
r
).
Taking h→ 0, we see
∫
R×T ∗Sn−1
2ρa(ρ, θ,
η
r
) + {(∂ρa)(ρ, θ,
η
r
)q(θ,
η
r
) + (∂θa)(ρ, θ,
η
r
)(∂ηq)(θ,
η
r
)
− (∂ηa)(ρ, θ,
η
r
)((∂θq)(θ,
η
r
) + (∂θV )(θ) + 2ρ
η
r
)}dµJ˜ = 0,
where we have used that µχ = µJ˜ since Jhuh → 0 as h→ 0.
Let H be a vector field on T ∗(R× T ∗Sn−1) defined by
H = q(θ,
η
r
)∂ρ + (∂ηq)(θ,
η
r
)∂θ − ((∂θq)(θ,
η
r
) + (∂θV )(θ) + 2ρ
η
r
)∂η,
and Φt be flow generated by H . Using this Φt, (3.1) can be rewrite as
d
dt
∫
R×T ∗Sn−1
Φ∗t (ae
2ρt)dµ = 0.
If E /∈ Cv(V ), limt→∞ ρ(t) 6= 0, which means
∫
R×T ∗Sn−1 Φ
∗
t (ae
2ρt)dµ diverges
if we take the limit t→∞ or t→ −∞ since µ is positive. This is contradic-
tion and the assertion follows.
Proof of Theorem 1.2. Let C > 0 be such that supp(χ) ⊂ (1, C). We define
χ˜(x) = j(x)(1− j( 1
2C
x)). Then xχ˜(x) is an admissible cutoff function.
For a ∈ C∞0 (R×T
∗Sn−1), we calculate commutator of Oprχ˜(a) and P−E
to obtain
o(h) = 〈uh, [Oprχ˜(a), P − E]uh〉L2(Rn)
=
h
i
〈uh,Opj(Ha+ 2ρa)uh〉L2(Rn) + o(h),
similarly to the proof of Theorem 1.2.
12
Then we see µj = 0 if E /∈ Cv(V ), which is contradiction from Theorem
3.1 and the assumption on uh. Thus E ∈ Cv(V ).
If E ∈ Cv(V ), similar to the above argument, we see
supp(µj) ⊂ {(ρ, θ, η) ∈ R× T
∗Sn−1 | lim
t→∞
ρ(t) = 0}.
Let a ∈ C∞0 (R× T
∗Sn−1; [0,∞)) be such that
supp(a) ∩ {q(θ, ∂θV (θ)) + q(θ, η) < δ} = φ.
Then we see ∫
R×T ∗Sn−1
adµj
= lim
t→∞
∫
R×T ∗Sn−1
Φ∗t (ae
2ρt)dµj
= lim
t→∞
∫
{limt→∞ ρ(t)=0}
Φ∗t (ae
2ρt)dµj .
Since ρ(t) is monotone increasing and limt→∞ ρ(t) = 0, ρ(t) < 0 which implies
lim
t→∞
∫
{limt→∞ ρ(t)=0}
Φ∗t (ae
2ρt)dµj ≤ lim
t→∞
∫
{limt→∞ ρ(t)=0}
Φ∗t (a)dµj
from the fact limt→∞Φ∗t (a)(ρ, θ, η) = 0 pointwise from the definition of a,
Theorem 2.6 and dominant convergence theorem,∫
R×T ∗Sn−1
adµj = lim
t→∞
∫
{limt→∞ ρ(t)=0}
Φ∗t (ae
2ρt)dµj = 0. ,
This means
supp(µj) ⊂ {(ρ, θ, 0) ∈ R× T
∗Sn−1 | θ ∈ Cr(V ), lim
t→∞
ρ(t) = 0}.
If (ρ, θ, η) is in the set of right hand side of the above line, ρ(t) = ρ for any
t since the set of right hand side is fixed set of Φt, which implies ρ = 0 and
θ ∈ V −1(E). Thus the assertion follows.
4 Example of asymptotic eigenvectors whose
defect measure does not vanish
In this section, we construct an example of uh such that corresponding semi-
classical measure µ 6= 0. We will show existence of the quasimodes with
following support condition.
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Theorem 4.1. Assume Assumption A.
(1) Let E ∈ [min(V ),max(V )], θ0 ∈ V
−1(E) ⊂ Sn−1 and k ∈ N∪{0} be such
that ∂k˜θV (θ0) = 0 for any k˜ ≤ k. For any C > 0, there exists a solution uh
to the (1.1) which satisfies the following conditions:
1. uh ∈ D(P ) and satisfies
{
(P −E)uh = Rh
‖uh‖L2(Rn) = 1,
2. ‖Rh‖L2(Rn) = o(h) if k > 1 and ‖Rh‖L2(Rn) = O(h) if k = 0, 1 as h→ 0,
3. Let j be a function in Section 1. uh satisfies j(hr)uh(r, θ) = uh(r, θ),
4. supp(uh) ⊂ {(r, θ) ∈ R
n | r > 1, dist(θ, θ0) < Cr
−ℓ(k)} for sufficiently
small h > 0,
where ℓ(k) is such that ℓ(k) = k + 1 if k > 0 and ℓ(0) = 2
3
, and dist(·, ·)
denotes the distance defined by the metric on Sn−1 induced by the Euclidean
metric on Rn.
(2) Let max(V ) < E, θ0 ∈ S
n−1 and k ∈ N ∪ {0} be such that ∂k˜θV (θ0) = 0
for any k˜ ≤ k. For any C, ε > 0, there exists a solution uh to the (1.1) which
satisfies the following conditions:
1. uh ∈ D(P ) and satisfies
{
(P −E)uh = Rh
‖uh‖L2(Rn) = 1,
2. ‖Rh‖L2(Rn) = O(h) as h→ 0,
3. Let j be a function in Section 1. uh satisfies j(hr)uh(r, θ) = uh(r, θ),
4. supp(uh) ⊂ {(r, θ) ∈ R
n | r > 1, dist(θ, θ0) < Cr
−ℓ(k)} for sufficiently
small h > 0,
where ℓ(k) is the same with (1).
Remark. From Theorem 3.1, condition 2. in both statements imply µj do
not vanish.
Proof. (1) We will construct uh of form uh(x) = fh(r)gh(θ) by the polar
coordinate which satisfies following conditions in addition to the conditions
in Theorem 4.1:
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1. ‖(∂2r +
n−1
r
∂r)fh‖L2((0,∞):rn−1dr) = o(h) as h→ 0.
2. If k > 1(resp. k = 0, 1), ‖r−2 △Sn−1 uh‖L2(Rn) = o(h) (resp. O(h)),
where △Sn−1 denotes Laplacian on Sn−1.
3. There exists C > 0 such that |V (θ)−E| ≤ Chℓ(k) on supp(gh).
We assume that E = 0. This does not lose generality since (V − E) is
still homogeneous of order zero.
Let f ∈ C∞0 (1,∞) \ {0}. We define fh,0(r) = Ch
−nf(hr) if k > 0 and
fh,0(r) = Ch
− 3
2
nf(h
3
2 r) if k = 0, where C > 0 is renormalizing constant.
Then we see that r−1 ≤ Ch on suppfh for some C > 0 and one can easily
calculate that fh satisfies the condition 1. at the beginning of proof.
Since ∂k˜θV (θ0) = 0 for any k˜ ≤ k, from Taylor’s theorem, there exists a
small neighbor U of θ0 such that V (θ) = O(dist(θ, θ0)
k+1) near θ = θ0.
Let φ ∈ C∞0 (R) be such that suppφ ⊂ (−1, 1) and φ(x) = 1 if |x| ≤
1
2
and 0 ≤ φ ≤ 1. We define g˜h by
g˜h(θ) = φ
(
dist(θ, θ0)
h
1+kε
k+1
)
.
Then we see that there exists C > 0 such that |V | ≤ Ch1+kε on suppg˜h for
sufficiently small h. Also, since △Sn−1 is a second order differential operator,
we obtain that ‖ △Sn−1 g˜h(θ)‖ = o(h
− 1+kε
k+1 )‖g˜h‖. Let C
(2)
h = ‖g˜h‖
−1
L2(Sn−1) 6= 0
and gh = C
(2)
h g˜h.
Since△Sn−1gh(θ) = oL2(Sn−1)(h
− 1+kε
k+1 ) and r−2fh(r) = OL2((0,∞):rn−1dr)(h2),
we see r−2△Sn−1 uh = oL2(Rn)(h) if k > 0 the case k = 0 can be check easily.
Combining with the conditions of fh and gh, we see (P −E)uh = oL2(Rn)(h).
Actually, we can calculate ‖uh‖L2(Rn) = 1 from the definition of fh and
gh. From the definition of fh, it is clear j(hm|x|)uhm(x) = uhm(x) 9 0 for
any sequence hm such that hm → 0 as j →∞. Thus the semiclassical defect
measure µ defined from uh does not vanish.
Concerning about the proof of (2), let E = E1 + E2 where V (θ0) =
E2. Let fh(r) = Ch
− 3
2
nf(h
3
2 r)ei
√
E1r Then one can obtain the conclusion
similarly.
5 Proof of Theorem 1.4
In this section we prove observability result for Schro¨dinger operators with
homogeneous potentials of order zero.
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Proof of Theorem 1.4. We prove by constructing sequence of functions um
such that
∫ T
0
∫
Ω
|e−itPum(x)|2dxdt→ 0 as m→∞.
Let X = {(r, θ) ∈ Rn | r > R, dist(θ, θ0) < Cr
− 1
k+1} and uh be solution
of (1.1) which constructed in Theorem 4.1. Then we can find χ˜ ∈ C∞0 (0,∞)
such that χ˜(hr)fh(r) = fh(r).
From the assumption of k and R, we can take ϕh ∈ C
∞(Sn−1; [0, 1]) so
that supp[ϕ] ∩ {θ ∈ Sn−1 | dist(θ, θ0) < r
− 1
k+1} = φ and χ˜(hr)ϕh(θ) = 1 on
Ω for sufficiently small h > 0. Then we see that supp[χ˜(hr)ϕ(θ)] ∩ X = φ
for sufficiently small h > 0.
By the assumption on uhm and ϕ, we see that
0 ≤ ‖uhm‖L2(Ω) ≤ 〈uhm, χΩuhm〉 ≤ 〈uhm, χ˜(hmr)ϕh(θ)uhm〉,
where χΩ(x) denotes characteristic function of Ω. Then from Theorem 4.1
(2) and (3), j(2hmr)ϕh(θ)uhm = 0 for sufficiently large m, which means
‖uhm‖L2(Ω) = 0 for sufficiently large m.
Next we claim Fm(t) = 〈e
−itPuhm, χΩe
−itPuhm〉L2(Rn) → 0 as m→∞.
One can calculate as follows:
dFm
dt
(t) = −i〈e−itPPuhm, χΩe
−itPuhm〉L2(Rn)
+ i〈e−itPuhm, χΩe
−itPPuhm〉L2(Rn).
Thus we see
∣∣∣dFm
dt
(t)
∣∣∣ ≤ C‖uhm‖L2(Rn)‖(P − E)uhm‖L2(Rn) = C‖(P − E)uhm‖L2(Rn),
where C > 0 is a constant independent of t and we have used boundedness
of χΩ in the first inequality and uniform boundedness of um in the second
inequality.
Since Fm(t) = Fm(0) +
∫ t
0
dFm
dt
(s)ds, we see for t ∈ [0, T ],
|Fm(t)| ≤ |Fm(0)|+
∫ t
0
|
dFm
dt
(s)|ds ≤ |Fm(0)|+ C˜‖Puhm‖HT.
Letting m→∞, we obtain the claim.
For any ε > 0, there exists sufficiently largeM > 0 so thatm > M implies
|〈e−itPuhm, χΩe
−itPuhm〉|L2(Rn) ≤
ε
T
. Then
∫ T
0
∫
Ω
|e−itPum(x)|2dxdt ≤ ε for
m > M , which concludes the proof.
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