Abbreviations: DUL, drained upper limit; FC, fi eld capacity; W33, water retention at −33 kPa.
Toward Improving Global Estimates of Field Soil Water Capacity
Soil Physics F ield capacity or fi eld water capacity-i.e., the content of water remaining in a soil following saturation with water and aft er free drainage is negligible (Veihmeyer and Hendrickson, 1931) -is an important soil hydraulic parameter that has multiple uses in hydrologic, meteorologic, agronomic, and environmental predictions and modeling. Direct methods can be used to determine FC in the fi eld; however, such measurements require extensive instrumentation, favorable conditions (e.g., a suffi ciently long dry period), and an uncertain length of time to reach steady state. Resources are normally not available to perform such measurements in suffi cient quantity in large-scale projects. Estimating FC from the data of laboratory measurements on disturbed or undisturbed samples has become the worldwide approach of choice because of both convenience and necessity.
Th e customary way to estimate FC is to assume that it can be equated to soil water contents measured in the laboratory at some predefi ned soil water pressure. Diff erent values of such pressure have been used in diff erent countries, e.g., −5 kPa in United Kingdom (White, 2006) and France (Le Bas et al., 1997) , −6 kPa in Brazil (Ajayi et al., 2009) , −10 kPa in Australia (White, 2006) and Sweden (Kätterer et al., 2006) , and such values can vary among diff erent researchers in the same country. In the United States, the recommended value of such pressure is −33 kPa (Kirkham, 2005) .
Th ere have been multiple reports that water retention determined at a single matric potential value (including −33kPa) cannot be reliably applied to approximate FC for all textures (e.g., Haise et al., 1955; Pidgeon, 1972; Rivers and Shipp 1978) . Suggestions to use a diff erent matric potential for sands (−10 kPa) than for loams or clays (−33 kPa) have long existed (Rivers and Shipp, 1972) , but the recommendation was formulated in vague terms. Recently, Twarakavi et al. (2009) used a simulation model for one-dimensional fl ow to evaluate what matric potential and moisture content best represent FC in diff erent homogeneous soil materials and to evaluate Field capacity or fi eld water capacity (FC) is defi ned as the water content of a soil following saturation with water and aft er free drainage is negligible. Diff erent recommendations exist worldwide on which, if any, pressure should be used in laboratory measurements to approximate the FC of the soil. Research has oft en deemed any such pressures to be inadequate to approximate FC for soils of all textures. We used a data collection from the literature to evaluate if corrections can be made to improve the estimation of FC from −33 kPa water retention (W33). Regression tree modeling coupled with jack-knife cross-validation was used to identify the best predictors-sand, silt, clay and the measured W33 value-to estimate the diff erence between W33 and FC. Such predictions were then used to adjust the W33 value as the estimate of FC. An improvement in estimating FC was seen in general statistical terms, and texture-specifi c bias was also greatly reduced. Th is solution may allow the reliable use of a single pressure in the laboratory to approximate FC, which may be the only feasible option for large-scale studies.
the length of time needed to reach negligible drainage fl uxes. While their study assumed that the Richards equation and the Mualem-van Genuchten model (van Genuchten, 1980) are applicable to describe variably saturated water fl ow and retention in homogeneous soils and they assumed fi xed boundary conditions, their study supports the proposition that using laboratorymeasured water retention at a single uniform matric potential is not suitable to represent FC for all soils. It would therefore be desirable to fi nd a protocol to determine what, if any, soil-specifi c matric potential value can be used to best represent FC for fi eld soils.
Taking advantage of existing measured data, two approaches can be envisaged to improve the FC estimations. One approach is to ignore the laboratory water retention data altogether and to develop and use empirical equations to express FC as a function of basic soil properties such as texture, bulk density, and organic matter. Such an approach was taken, for example, by Ritchie et al. (1999) , who have related the upper drained limit to soil texture.
Another approach to improve the FC estimation is to develop a correction to existing laboratory-based FC estimates rather than to ignore these existing estimates. Th ere are several reasons for trying this approach. First, a large amount of laboratory soil water retention data is readily available in various national and international data collections (Nemes, 2011) . Second, advantage should be taken of the large volume of pedotransfer research that has been performed to estimate laboratory water retention at various matric potentials, including matric potentials used in FC estimations (Schaap et al., 2001; Pachepsky and Rawls, 2004; Nemes et al., 2008) . Th ird, past experience in estimating laboratory water retention has shown that including the water content at one matric potential in the list of estimators greatly improves the accuracy of estimation (Ahuja et al., 1985) . Fourth, it has been demonstrated that laboratory and fi eld water retention are related and their relationship is aff ected by soil texture (Pachepsky et al., 2001) .
Th e objective of this work was to use an existing data collection (i) to reassess the accuracy of using laboratorymeasured water content at −33 kPa as the predictor of FC, and (ii) to develop an adjustment to laboratory-measured water content at −33 kPa to improve the FC estimate.
MATERIALS AND METHODS

Data Set and Input Variables
We used the data collection described and used by Ratliff et al. (1983) , Cassel et al. (1983) , and Ritchie et al. (1987) . Data were assembled from 15 U.S. states for 61 soil profi les representing six soil orders. Th e represented sites were selected aft er conducting an extensive literature review and a survey of the involved scientists . For each soil profi le, the in situ drained upper limit (DUL) was measured at various depths. Th e DUL was determined as the highest water content measured in the fi eld aft er the drainage rate had dropped to a negligible 0.1 to 0.2% water content change per day during the continuous drainage of a previously saturated soil. Soils that had a water table shallower than 2 m at the time of fi eld measurements were not included in the data collection. Typically, 2 to 12 d were needed for soils to reach such a quasi-steady state, but up to 20 d were required for some fi netextured soils and soils with restrictive layers. Following the FC concept (Veihmeyer and Hendrickson, 1931) , the DUL can be viewed as the equivalent of FC Cassel et al. (1983) reported a wide range of soil properties that have been measured by the National Soil Survey Laboratory (Lincoln, NE) for these locations using standard procedures (Soil Conservation Service, 1972; Ritchie et al., 1987) . Field measurements of water content, representative of the DUL, usually took place at relatively even depth intervals, while laboratory measurements were taken by genetic horizons that mostly represented varied thicknesses of soil. Adjustments were needed to obtain fi eld and laboratory data that represent the same soil depth. We converted fi eld data to best represent the genetic horizons and continued working with the horizon-based data. When two or more DUL measurements were available for the same genetic horizon, we averaged the measurements. When no fi eld measurement was available within the depth of a genetic horizon, we omitted the horizon.
We categorized the fi eld-collected information and laboratorymeasured properties into three groups. Field observations comprised data on depth, Soil Taxonomy order, soil horizon notation, land use type, and drainage and permeability classes. Simple laboratorybased data included three particle-size classes (sand, silt, and clay), texture classes derived from those classes, organic C content, bulk density, the coeffi cient of linear extensibility, and the ratio of clay content to water retention measured at −1500 kPa pressure. Detailed laboratory-based data included additional details about the particle size distribution (PSD) by describing the PSD using eight particle size classes. Water retention measured at −33 kPa pressure was used as a separate individual variable. Of the original collection of 401 samples, a total of 243 samples had all the abovementioned data. Th e distribution of samples by USDA texture class is shown in Table 1 . 
Data Mining Tool and Statistical Measures
We used regression tree modeling to fi nd ways of improving estimation of the DUL using the selected data. Regression tree modeling is an exploratory technique that uncovers structure in data by fi rst partitioning the data into two groups. All levels of all of the independent variables are examined as possible binary splits, where the actual variable and level of partitioning is chosen by fi nding the minimum of the sum of squared diff erences between the observations and the means of observations of the dependent variable calculated using all possible binary splits. Each group is then further subdivided into two subgroups recursively, using the same rule, providing groups as homogeneous in terms of the dependent variable as possible at each of the levels (Clark and Pregibon, 1992) . We elected to use regression trees because this technique can use both categorical and numerical variables as predictors and is very transparent. Regression trees have been used in the estimation of soil properties by, e.g., van Lanen et al. (1992) , McKenzie and Jacquier (1997) , Rawls and Pachepsky (2002) , Rawls et al. (2003) , and Lilly et al. (2008) . Th e regression tree algorithm used in our study was coded in Matlab 5.2 (MathWorks, Natick, MA).
Th e performance of regression trees can be hindered by "overfi tting, " i.e., when fi ndings are specifi c to the data set used to develop the relationships and cannot be generalized to other, independent data sets. Th e optimal use of a tree model requires a criterion to halt further partitioning of the data to avoid overfi tting. Similarly to Lilly et al. (2008) , in preliminary runs we used random resampling combined with a trial-anderror approach and the root mean squared residual (RMSR, defi ned below) as decision criterion to optimize tree pruning for the current task, i.e., to estimate the DUL. Th e ratio of the development and test data set size was also optimized simultaneously. As a result, tree development was subsequently stopped when the tree reached eight terminal nodes. A tree with more terminal nodes would yield more accurate estimates for the training data but would not result in better estimates for independent data. Calculations that involved resampling were performed using a training data set (N = 220) and an independent test data set (N = 23), which were used in a recurrent "jackknife" cross-validation scheme (i.e., randomized subset selection without replacement). To facilitate the estimation of uncertainty of our subsequent fi ndings, calculations were performed on 100 alternative training-test data set pairs. For additional details on regression trees, see. e.g., Clark and Pregibon (1992) .
We used three statistical measures throughout this study to evaluate estimation of the DUL. Th e RMSR as well as the mean residual (MR) were used as two frequently used measures of the quality of estimations. Th ese measures are defi ned as
where N is the number of samples in the test data set, and θ and θ are the measured and estimated water contents, respectively. Th e MR can quantify systematic errors between measurements and estimations and the RMSR can give the accuracy of the estimations in terms of standard deviations. Th e correlation coeffi cient (R 2 ) between measured and estimated values was also examined. A value of R 2 = 1 shows a perfect correlation, while 0 would indicate a perfectly random distribution, i.e., no correlation at all between the two examined groups of paired values. Statistics are reported for the independent test data and using all 100 resampled ensembles where applicable. Figure 1a shows the 1:1 comparison of W33 and FC values in the data set and a simple linear regression equation that best describes the data. Th ere is considerable scatter around the 1:1 line as well as some bias; W33 tended to underestimate FC where FC was small and overestimate it where FC was large. Typically, coarsetextured soils retain less water at a given suction than fi ner textured ones; hence, the lower values in Fig. 1a are mostly those of sands and other sandy soils. Table 1 also refl ects such underestimation of the FC by W33 for the coarse-textured samples. Th is observation agrees with the general recommendation refl ected in the literature, i.e., that to approximate FC for coarse-textured soils, a higher (less negative) pressure should be used in laboratory measurements (e.g., Cassel and Nielsen, 1986 , and references therein; Twarakavi et al., 2009) .
RESULTS AND DISCUSSION
If the RMSR and MR are calculated directly from the scatter data in Fig. 1a , their values are 5.18 and −1.03% (v/v), respectively. To test various alternatives to improve the FC estimates from W33, the fi rst choice was to use the simple linear regression in Fig. 1a as the correction factor. When FC is calculated as 0.7433W33 + 6.7746, the obtained RMSR is 4.71% (v/v) and the overall bias is removed (MR = 0), which are both improvements. One other solution to account for variation by texture is to correct the W33-based estimate of FC according to the mean diff erence between W33 and FC in each texture class, as shown in Table 1 . When that was done, we obtained an RMSR and MR of 4.58 and 0.04% (v/v), respectively. To test such correction on independent data, we also generated the RMSR and MR using the resampling and cross-validation scheme outlined above. In each of the 100 alternative runs, 220 samples were analyzed for statistical diff erences between W33 and FC, and the texture-class-based correction was then applied to the 23 independent test samples. Th e mean RMSR and MR for the independent test data set were 4.83 and 0.07% (v/v), respectively.
We then calculated the correction, ε, needed to adjust W33 as the estimate of FC, where ε = FC − W33. We evaluated the use of a hierarchically decreasing amount and variety of input variables to estimate ε (Table 2) . Of the initial groupings of input data, using the simple laboratory data group and W33 itself gave one of the most accurate (training data)-and the most reliable (test data)-results. Th e use of more input data clearly had no advantage and signaled overparameterization even for the training data. We then reduced the amount of input data to sand, silt, and clay contents and W33. Th e error estimates did not get worse aft er such limitation of the input. When W33 was adjusted by using the texture + W33 model to estimate the FC -W33 diff erence, using resampling and the cross-validation scheme, a mean RMSR of 4.38% (v/v) and MR of -0.03% (v/v) were obtained, which is a substantial improvement from the direct estimation of FC from W33. Moreover, the general texture related bias could be virtually eliminated, as seen in Fig. 1b .
Th e three-class USDA particle size distribution (sand, silt, and clay) appeared effi cient in explaining the systematic variability in W33 − FC. Other inputs, such as soil depth, horizon notation, taxonomic grouping, or drainage-permeability classifi cation could not explain more variability that could be generalized for an independent test data set. One possible reason for that may be that the FC is controlled, in part, by soil structure, and although the above-mentioned additional properties may be related to soil structure within subgroups of similar soils, these relationships will be diff erent between the subgroups. One might expect that these additional properties can render useful corrections to estimate FC in less diverse soil data sets.
We identifi ed the individual optimal tree structures recognized in the 100 replicates and identifi ed the most dominant structure, both in terms of tree hierarchy and in split variables, similarly to Lilly et al. (2008) . While all three particle size fractions were found occasionally as split variables, the most dominant tree contained solely clay content as a split variable other than the laboratory-measured W33. Figure 2 shows the decision-tree diagram that is recommended for use to adjust W33 to better approximate FC. Th e set of decision rules in Fig. 2 is data driven and they suggest using certain clay content limits as decision criteria rather than texture classes. Such clay content values group data across textural classes, which suggests that textural classes may not be optimal for hydrologic grouping, as also suggested by, e.g., Twarakavi et al. (2010) . It can be deduced from Fig. 2 that, in general, a larger correction was needed (in the form of addition) for fi ner textured soils, when the measured W33 value was in a lower range. For the coarser textured samples, the larger the W33 value, the larger the subtraction needed to represent FC. Our general observations are in line with former recommendations as well as our fi nding in Table 1 , i.e., that W33 overestimates FC for fi ner textured soils but underestimates FC for coarse-textured ones. In their simulation-based study, Twarakavi et al. (2009) reported a similar trend about soil texture aff ecting the expected matric potential at FC.
Because FC varies in a relatively small range, even a few percentage points in water content can make a diff erence in computing the soil water and energy balance. Th erefore, the results of this work can be benefi cial for large-scale hydrologic and atmospheric modeling, which actively use the FC concept and values. Substantial sensitivity of modeling to the FC values has been demonstrated (Milly and Dunne, 1994) . Caution should still be exercised in using FC values for hydrologic parameterization of large-scale models. If the time step of the model is smaller than the equilibration time needed to measure FC, which may be the case for heavy clay soils, the model should be equipped with a module to adjust FC values to the model time step.
Th e results of this work do not postulate that −33 kPa is the best soil water potential to obtain estimates of FC that then can be corrected. Data-driven rules similar to the one in Fig. 2 can be developed to test water contents at other pressures as potential FC estimates. Th ey can also be tested and developed anew on data from other parts of the world. Th is seems to be an important avenue for future research because FC is the leading parameter in many models used for management (at smaller scales) and policy (at larger scales) decisions.
Th e adjustment of FC estimates still leaves substantial spread in the data. Of course using the laboratory measurement method on small core samples means that the real fi eld conditions are still simplifi ed and a number of potentially infl uential environmental factors are still neglected. Th e inclusion of additional information such as, e.g., plant root activity, the presence of a neighboring soil layer with contrasting permeability, or fi eld soil structure description may help to further reduce the general variability between W33 and FC. Our approach, however, appears to present a possible solution to the bias elimination in the approximation of the FC by using an adjusted W33. While random variability is still present, the systematic component of variability between W33 and FC can essentially be eliminated. Th is allows an improved use of existing laboratory-based soil water data collections to infer fi eld soil conditions, which in turn facilitates a more realistic simulation and evaluation of processes in the fi eld.
CONCLUSIONS
Th e use of the water content at some fi xed soil water potential as a practical approximation of FC is driven by early recommendations in the literature and also by national preference and data availability. Th e inadequacy of such values to represent the FC across soil texture groups has been noted in the past-and the use of other water retention point(s) has been recommended. In this study, we examined the general suitability of W33 as an estimate of FC and explored some possibilities to improve such an estimate. It appears that a regression-tree-based grouping of the W33 − FC diff erences by clay content and W33 can result in a correction that generally improves the estimate while it also removes most of the texture-based bias noted already in early literature. More research is planned about the comparison of this technique with an improved direct estimation of FC, as well as the extension of the approach to the lower limit and available water content. An international eff ort seems to be desirable to improve and standardize the estimation of the FC value that is widely used in evaluations of the magnitude and consequences of global change. 
