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Abstract
In this paper, we give an expression for canonical transformation group with Grassmann
variables, basing on the Jacobi hsp := semi-direct sum hN⋊sp(2N,R) algebra of boson
operators. We assume a mean-field Hamiltonian (MFH) linear in the Jacobi generators.
We diagonalize the boson MFH. We show a new aspect of eigenvalues of the MFH. An
excitation energy arisen from additional SCF parameters has never been seen in the tra-
ditional boson MFT. We derive this excitation energy. We extend the Killing potential in
the Sp(2N)
U(N) coset space to the one in the
Sp(2N+2)
U(N+1) coset space and make clear the geometrical
structure of Ka¨hler manifold, a non-compact symmetric space Sp(2N+2)
U(N+1) . The Jacobi hsp
transformation group is embedded into an Sp(2N+2) group and an Sp(2N+2)
U(N+1) coset vari-
able is introduced. Under such mathematical manipulations, extended bosonization of
Sp(2N+2) Lie operators, vacuum function and differential forms for extended boson are
presented by using integral representation of boson state on the Sp(2N+2)
U(N+1) coset variables.
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1
1 Introduction
In nuclear and condensed matter physics, the time dependent Hartree-Bogoliubov (TDHB)
theory [1, 2] has been regarded as a standard tool in many-body theoretical descriptions of
superconducting fermion systems[3, 4]. An HB wavefunction (WF) for such systems represents
bose condensate states of fermion pairs. Standing on the Lie-algebraic viewpoint, the pair
operators of fermion with N single-particle states form the SO(2N) Lie algebra which contains
the U(N) Lie algebra as a sub algebra. The SO(2N) and U(N) denote a special orthogonal
group of 2N -dimension, say g and a unitary group of N -dimension. We can give an integral
representation of a state vector on the group g, exact coherent state representation (CS rep)
of a fermion system [5, 6]. It makes possible global approach to such problems, e.g. see Ozaki
[7, 8]. The canonical transformation of the fermion operators generated by the Lie operators in
the SO(2N) Lie algebra arises the famous generalized Bogoliubov transformation for fermions.
For providing a general microscopic means for a unified self-consistent field (SCF) descrip-
tion for Bose and Fermi type collective excitations in fermion systems, Fukutome, Yamamura
and one of the present authors (S. N.) proposed a new fermion many-body theory basing on the
SO(2N+1) Lie algebra of fermion operators [9, 10]. The fermion creation-annihilation and pair
operators form the Lie algebra of SO(2N+1) group. A representation of an SO(2N+1) group
is derived by group theoretical extension of the SO(2N) fermion Bogoliubov transformation
to a new canonical transformation group. The fermion Lie operators, when operated onto the
integral representation of the SO(2N+1) WF, are mapped into the regular representation of the
SO(2N+1) group and are given by the Schwinger-type boson rep [11, 12]. The boson images
of all the Lie operators are also expressed by closed first order differential forms.
Along the above way, using Grassmann variables, we give a new mean-field theory (MFT),
based on the Jacobi hsp :=semi-direct sum hN⋊sp(2N,R)algebra (Jacobi hsp algebra) of boson
operators, which is studied intensively by Berceanu [13, 14]. We take an Hamiltonian consisting
of the generalized HB (GHB) MF Hamiltonian (MFH) and assume a linear MFH expressed
in terms of the generators of the Jacobi hsp algebra. We diagonalize the boson MFH. A new
aspect of eigenvalues of the MFH is shown. An excitation energy arisen from additional SCF
parameters has never been seen in the traditional boson MFT. We derive this excitation energy.
We further extend the Killing potential in the Sp(2N)
U(N)
coset space to the Killing potential in the
Sp(2N+2)
U(N+1)
coset space. The extended Killing potential is equivalent with the generalized density
matrix (GDM). Embedding the Jacobi hsp group into an Sp(2N+2) group and using Sp(2N+2)
U(N+1)
coset variables, we give an extended boson rep on a non-compact symmetric space Sp(2N+2)
U(N+1)
.
In §2, we give an expression for canonical transformation group with Grassmann variables,
based on the Jacobi hsp. In §3, we give an inverse of the transformation. In §4, we give a
boson MFH and its diagonalization and show a new aspect of eigenvalues of the MFH. In §5, we
show that the additional SCF parameters are restricted by a new SCF condition. We study the
MFH linear in the Jacobi generator. In §6, we investigate a coset space Sp(2N+2)
U(N+1)
and make clear
geometrical structure of Ka¨hler manifold, a non-compact symmetric space Sp(2N+2)
U(N+1)
. In §7, a
Killing potential in the coset space Sp(2N+2)
U(N+1)
is given and its equivalence with the GDM is proved.
Finally, in §8 we give discussions and summary. In Appendices, embedding of the Jacobi hsp
group into an Sp(2N+2) group is made and introduction of Sp(2N+2)
U(N+1)
coset variables is made.
We give an extended bosonization procedure of the Sp(2N+2) Lie operators, vacuum function
and differential forms for extended boson expressed in terms of the Sp(2N+2)
U(N+1)
coset variables.
2
2 Jacobi hsp algebra of boson operators and extension of
boson Bogoliubov transformation
We consider a boson system with N single-particle states. Let ai and a
†
i (i=1,· · ·, N) be the
annihilation-creation operators satisfying the canonical commutation relation for the boson
[ai, a
†
j] = Iδij, [ai, aj ] = 0, [a
†
i , a
†
j ] = 0, h = {ai, a†i , I}, (2.1)
The h spans the Heizenberg algebra.The Roman indices i, j,· · ·denote the givenN single-particle
states. Following Gilmore [15], Zhang and Feng [16], the two-photon algebra is spanned by the
following operators:
a
†
ia
†
j ≡ Eij , a†iaj + 12Iδij ≡ Eij , aiaj ≡ Eij , a†i , aj , I,
Eij = E
†j
i , E
ij = Eji, Eij = Eji, E
†ij = Eji.
}
(2.2)
They pointed out that these operators can be regarded as a graded algebra with grading d,
d = 2 = (2, 2, 2) : a†ia
†
j (Eei+ej ), a
†
iaj +
1
2
Iδij (Eei−ej , Hi if i = j), aiaj (E−ei−ej ),
d = 1 = (1, 1) : a†i (Eei−eN+1 ), ai (E−ei−eN+1 ),
d = 0 = (0) : I (E−2e
N+1
),
 (2.3)
whose algebra has dimension (2N+1)×(N+1) and whose generators can be identified with
a subset of generators of the Jacobi hsp group. Due to the commutation relation (2.1), the
commutation relations for the boson operators (2.3) in the Jacobi hsp algebra are
[Eij, E
k
l] = δkjE
i
l − δilEkj , (U(N) algebra) (2.4)
[Eij, Ekl] = −δilEjk − δikEjl, [Eij , Elk] = δjlEki + δjkElj,
[Eij , Ekl] = −δilEjk − δjkEil − δikEjl − δjlEik,
[Eij , Ekl] = 0, [E
ij, Ekl] = 0,
 (2.5)
[ai, E
j
k] = δijak, [E
k
j, a
†
i ] = δija
†
k,
[ai, Ejk] = 0, [E
kj, a
†
i ] = 0,
[ai, E
jk] = δija
†
k + δika
†
j , [Ekj , a
†
i ] = δijak + δikaj.
 (2.6)
The Jacobi hsp algebra of the boson operators contains U(N)(={Eij}) andSp(2N)(={Eij,Eij ,Eij})
Lie algebras of pair operators as sub algebras. The smallest faithful matrix representation of an
extended two-photon algebra is a (2N+1)×(2N+1) matrix representation of the algebra. All the
above algebras often called the Jacobi algebra have been investigated intensively by Eichler-
Zagier [17] and Berndt-Schmidt [18]. Rowe and Kramer have also studied the Sp(2N) algebra
[19, 20, 21]. In this paper, we introduce the 2N+1-dimensional row vector
[
(ai), (a
†
i ),
1√
2
I
]
and
the N -dimensional unit matrix 1N .
In the above graded algebra, we furthermore notice the role of the (−1)nwhere n is the boson
number operator n = a†iai (Einstein summation convention over repeated indices). As was al-
ready pointed by the Ozaki’s original idea [22], the operator (−1)n anti-commutes with ai and a†i ,
{ai, (−1)n} = {a†i , (−1)n} = 0. (2.7)
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This is proved by using the relations aif(ni)= f(ni+1)ai and a
†
if(ni)= f(ni−1)a†i , ni= a†iai
(not summed for i) for any function f(ni) [23]. The operator (−1)n makes a crucial role to
generate the generalized boson Bogoliubov transformation quite parallel to the generalized
fermion Bogoliubov transformation, SO(2N+1) canonical transformation by Fukutome [24].
In order to realize a matrix representation, first we introduce a Berezin-type operator
Θ≡a†iθBi −aiθ
B
i [25], a free-boson vacuum |0> as ai|0>=0 and a transformation U(G) defined by
U(G)≡eΘeΛeΓ=U(GX)U(Fλ)U(Fu),Γ≡a†iγBijaj
(
γB†=−γB),Λ≡1
2
(
a
†
iλ
B
ija
†
j−aiλ
B
ijaj
)(
λBT=λB
)
. (2.8)
The U(G) acts on a boson state vector |Ψ> corresponding to a function Ψ(G) in G∈Jacobi hsp
as |Ψ>=
∫
U(G)|0><0|U †(G)|Ψ>dG=
∫
U(G)|0>Ψ(G)dG, shown in Appendix. The symbols †, T
and overline denote hermitian-, transpose- and complex-conjugation of matrices and vectors.
Using the operator identity eXAe−X=A+[X,A]+ 1
2!
[X, [X,A]]+· · · , we obtain
eΓaie
−Γ=ajuBji, e
Γa
†
ie
−Γ=a†ju
B
ji, u
B ≡ exp(γB), uB†uB=uBuB†=1N , (2.9)
where uB is a U(N) matrix. The U(N) matrix uB is identified with uB induced by U(Fu). The
transformation (2.9) is the well known Thouless tranformation [26] for boson. We also obtain
eΛaie
−Λ=aj [Ch(λB)]ji − a†j [Sh(λB)]ji, eΛa†ie−Λ=a†j [Ch(λB)]ji − aj [Sh(λB)]ji, (2.10)
where the Ch(λB) and Sh(λB) are N×N matrices defined in terms of a symmetric matrix λB as
Ch(λB)≡ ∑∞n=0 1(2n)!(λ¯BλB)n, Ch†(λB) = Ch(λB),
Sh(λB)≡ ∑∞n=0 1(2n+ 1)!λB(λ¯BλB)n, Sh†(λB) = Sh(λB).
 (2.11)
The matrices Ch(λB) and Sh(λB) have the properties analogous to the hyperbolic functions
Ch†(λB)Ch(λB)−Sh†(λB)Sh(λB)=1N , Ch(λB)Ch†(λB)−Sh(λB)ShT(λB)=1N ,
ShT(λB)Ch(λB)−ChT(λB)Sh(λB)=0, Ch(λB)Sh†(λB)−Sh(λB)ChT(λB)=0.
}
(2.12)
Let [(bi), (b
†
i )] be the N -dimensional row vector.We define theN×Nmatrices a=(aij) and b=(bij)
and the 2N×2N matrix F identified with the F in U(F )=U(Fλ)U(Fu) (2.8), (F =FλFu), by
[b, b†] = [a, a†]F, aB = Ch(λB)uB, bB = −Sh(λB)u¯B,
F=
[
Ch(λB) −Sh(λB)
−Sh(λB) Ch(λB)
][
u 0
0 u
]
=
[
aB b
B
bB aB
]
,
aB†aB−bB†bB=1N , aBaB†−bBbBT=1N ,
bBTaB−aBTbB=0, aBbB†−bBaBT=0.
 (2.13)
The U(F ) induces a linear transformation of the complex bases ai and a
†
i , i.e., the generalized
boson Bogoliubov transformation given by an Sp(2N) matrix F which is not unitary but satisfies
F †I˜2NF = F I˜2NF
† = I˜2N , I˜2N ≡
[
1N 0
0 −1N
]
, detF = 1, (2.14)
and can be transformed to a real Sp(2N,R) matrix by the transformation S = V FV −1, V ≡[
i√
2
1N
i√
2
1N
− 1√
2
1N
1√
2
1N
]
. The Θ in (2.8) has θBi and θ
B
i (anti-commuting Grassmann variables) [27, 28].
This Θ is essentially different from a Θ′ suggested by Ozaki who uses no such variables [22].
Instead, we should require that the variables θBi andθ
B
i even more anti-commute with ai and a
†
i:
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{θBi , θBj }=0, {θBi , θ
B
j }=0; {θBi , aj}=0, {θBi , a†j}=0; {θ
B
i , aj}=0, {θ
B
i , a
†
j}=0. (2.15)
A possible quantization of fermion TDHB theory in terms of Grassmann variables based on
the SO(2N+1) algebra has also been made by Yamamura [29]. Due to the relations (2.15)
which lead to Θ2=θ
B
i θ
B
i ≡θ
B
θB and using the formal expression for square root of θ
B
θB, we have
eΘ=ZB+a†iX
B
i −aiX
B
i ≡ZB+ΘX
(
Θ†X=−ΘX
)
, (ZB)2−Θ2X=(ZB)2−X
B
iX
B
i =1,
ZB=cosh |θ|, XBi =
θBi
|θ|sinh |θ|, |θ| =
√
θ
B
θB.
 (2.16)
The even-Grassmann variable θ
B
θB corresponds to the density of the probability of finding
the violation of boson number conservation by odd numbers [9, 10] and relates to the occupa-
tion number. See Friedrichs [30] and Berezin [25]. Then, the use of the θ
B
θB meaning such the
density and the occupation number is recognized to be appropriate. See Baez et al. [31]. The
† operation on both the a†iθBi and aiθ
B
i is made as the usual † operation on both the aiθ
B
i and
a
†
iθ
B
i in the case of the boson. The appearance of the hyperbolic functions cosh |θ| and sinh |θ|
is due to the introduction of the anti-commuting Grassmann variables θBi and θ
B
i for which
we demand that they commute with (−1)n. From (2.1), (2.7), (2.15) and (2.16), thus we obtain
eΘ
1√
2
(−1)ne−Θ= 1√
2
(ZB+ΘX)(Z
B+ΘX)(−1)n
=
{
aj
(
−√2ZBXBj
)
+a†j
(√
2ZBXBj
)
+
1√
2
(
2
(
ZB
)2−1)}(−1)n, (2.17)
which shows mixing of ai(−1)n and a†i (−1)n. Then, we need to know transformation rules for
both the eΘai(−1)ne−Θ and eΘa†i(−1)ne−Θ. For the purpose of realizing the rules, we notice
the commutation relations [ai, Z
B+ΘX ] =−XBi +2aiΘX and [a†i , ZB+ΘX ] =−X
B
i +2a
†
iΘX .
They play essential roles. First the former transformation is exactly calculated as follows:
eΘai(−1)ne−Θ=ai(−1)n +XBi (ZB+ΘX)(−1)n
=
{
aj
(
δji−XBj XBi
)
+a†j
(
XBj X
B
i
)
+
1√
2
(√
2ZBXBi
)}
(−1)n.
(2.18)
Similarly, we compute the transformation rule for the latter one as
eΘa
†
i (−1)ne−Θ=a†i (−1)n+X
B
i (Z
B+ΘX)(−1)n
=
{
aj
(
−XBj X
B
i
)
+a†j
(
δji+X
B
j X
B
i
)
+
1√
2
(√
2ZBX
B
i
)}
(−1)n.
(2.19)
Expressing (2.17), (2.18) and (2.19) in a lump, we can obtain
eΘ
[
ai, a
†
i ,
1√
2
I
]
(−1)ne−Θ=
[
aj, a
†
j,
1√
2
I
]
(−1)nGXji, (2.20)
where GXji is defined as
GXji
def
=

δji−XBj XBi −X
B
j X
B
i −
√
2ZBX
B
j
XBj X
B
i δji+X
B
j X
B
i
√
2ZBXBj
√
2ZBXBi
√
2ZBX
B
i 2
(
ZB
)2−1
. (2.21)
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Let G be a (2N + 1)×(2N + 1) matrix defined by
G ≡GX

aB b
B
0
bB aB 0
0 0 1
=

aB−XBY B bB−XBY B −√2ZBXB
bB+XBY B aB+XBY
B √
2ZBXB
√
2ZBY B
√
2ZBY
B
2
(
ZB
)2−1
 (2.22)
where aB and bB appear in F (2.13) and YB is a new row vector with the essential difference
having a linear combination with minus sign in the fermion row vectorYF used in the SO(2N+1)
canonical transformation [9], which is given by
Y Bi =X
B
j a
B
ji+X
B
j b
B
ji,
(
ZB
)2−Y Bi Y Bi =1. (2.23)
Introducing new matrices AB and BB and a column vector xB and a row vector yB and a
scalar zB, the matrix G is rewritten with the use of the Grassmann variables XB and Y B as
G=

AB B
B − x
B
√
2
BB A
B xB√
2
yB√
2
yB√
2
zB
,
AB ≡ aB −XBY B = aB − x
ByB
2(1 + zB)
,
BB ≡ bB +XBY B = bB + x
ByB
2(1 + zB)
,
xB≡2ZBXB, yB≡2ZBY B, zB≡2(ZB)2−1,

(2.24)
which is formally almost the same form as the SO(2N+1) matrix [9] and a form suggested by
Ozaki [22]. Here we have used the complex conjugation rule for products ofX
B
Y B andXBY B
for Grassmann variablesXB andY B. This kind of rule is provided explicitly by Berezin [25]:
X
B
Y B = Y
B
XB = −XBY B, XBY B = Y BXB = −XBY B. (2.25)
By the transformation U(G) = eΘeΛeΓ for bosons [a, a†, 1√
2
I], thus we obtain
U(G)
[
ai, a
†
i ,
1√
2
I
]
(−1)nU−1(G) =
[
aj , a
†
j ,
1√
2
I
]
(−1)n

ABji B
B
ji −
xBj√
2
BBji A
B
ji
xBj√
2
yBi√
2
yBi√
2
zB
 . (2.26)
Let us introduce new bosons [b, b†, 1√
2
I] defined as [b, b†, 1√
2
I] ≡U(G)[a, a†, 1√
2
I]U−1(G) and a
new operator Θx defined as Θx≡a†ixBi − aixBi where xBi and xBi are Grassmann variables. We
derive the normalization condition governing the transformation parameters. For this aim, we
further introduce new boson operators αi and α
†
i , αi= ajA
B
ji + a
†
jB
B
ji and α
†
i = ajB
B
ji + a
†
jA
B
ji.
First we compute the commutators αi and α
†
i between Θx. Using the anti-commutators (2.15)
and the first equation of (2.23), the computations are made as follows:
[αi,Θx]=[ajA
B
ji + a
†
jB
B
ji , a
†
kx
B
k − akxBk ]=2αiΘx − (xBj ABji + xBj BBji). (2.27)
On the other hand, using the relations in (2.24), the last term of (2.27) is rewritten as
xBj A
B
ji + x
B
j B
B
ji = y
B
i +2X
B
jX
B
j y
B
i = (2(Z
B)2 − 1)yBi = zByBi . (2.28)
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Then we get the commutation relation [αi,Θx]=2αiΘx−zByBi . Using (2.35), [Θx, yBi ]=0 and
the relation αiΘx=−Θxαi+zByBi , we have
bi=
(
αi+
1
2
yBi
)
(zB−Θx)=(zB+Θx)
(
αi−1
2
yBi
)
. (2.29)
While we have [α†i ,Θx] = 2α
†
iΘx−zByBi , which is also derived in the similar way as the one
made in (2.27). Using (2.35), [Θx, y
B
i ]=0 and the relation α
†
iΘx=−Θxα†i+zByBi , we also have
b
†
i=
(
α
†
i+
1
2
yBi
)
(zB−Θx)=(zB+Θx)
(
α
†
i−
1
2
yBi
)
. (2.30)
To find the normalization conditions of ABij , B
B
ij , x
B
i and y
B
i in (2.35) for the commutators [bi, b
†
j ]
and [bi, bj ], we calculate the following commutators with the aid of (2.29) and (2.30):
[bi, b
†
j ]=
(
αi+
1
2
yBi
)(
α
†
j−
1
2
yBj
)
−
(
α
†
j+
1
2
yBj
)(
αi−1
2
yBi
)
=[αi, α
†
j ]−
1
2
{αi, yBj }+
1
2
{yBi , α†j}−
1
4
(
yBi y
B
j −yBj yBi
)
=ABkiA
B
kj−BBkiB
B
kj−
1
2
yBi y
B
j =δij,
(2.31)
[bi, bj ]=
(
αi+
1
2
yBi
)(
αj−1
2
yBj
)
−
(
αj+
1
2
yBj
)(
αi−1
2
yBi
)
=[αi, αj ]−1
2
{αi, yBj }+
1
2
{yBi , αj}−
1
4
(
yBi y
B
j −yBj yBi
)
=ABkiB
B
kj−BBkiABkj−
1
2
yBi y
B
j =0.
(2.32)
Here we have used (zB)2 −Θ2x=1. Then we get the following normalization conditions:(
AB†AB−BB†BB)
ij
=δij−1
2
y
B†
i y
B
j , (due to (2.25)),
(
ABTBB−BBTAB)
ij
=
1
2
yBTi y
B
j ,(
xBTAB+xB†BB
)
i
=zByBi , (z
B)2−xB†xB=1.
 (2.33)
By using the new bosons αi and α
†
i and noticing the third column of the matrix in (2.26),
U(G)
[
ai, a
†
i ,
1√
2
I
]
U−1(G), (at the region near zB≈1 and then xB≈0), is approximated as
U(G)
[
ai, a
†
i ,
1√
2
I
]
U−1(G)=
[(
αi+
1
2
yBi
)(
zB−Θx
)
,
(
α
†
i+
1
2
yBi
)(
zB−Θx
)
,
1√
2
(
zB+Θx
)]
=
[
αi+
1
2
yBi , α
†
i+
1
2
yBi ,
1√
2
(
zB+Θx
)(
zB+Θx
)](
zB−Θx
)
=
[
αi+
1
2
yBi , α
†
i+
1
2
yBi ,
1√
2
{
2(zB)2−1+2zBΘx
}](
zB−Θx
)
≈
[
αi+
1
2
yBi , α
†
i+
1
2
yBi ,
1√
2
zB
](
zB−Θx
)
.
(2.34)
The above approximation is justified by using (zB)2 − Θ2x = 1 and zB ≈ 1 and then xB ≈ 0.
Finally, we obtain the approximate expression at zB≈1, i.e., xB≈0 for equation (2.26) as
[
bi, b
†
i ,
1√
2
I
]
=
[
aj , a
†
j,
1√
2
I
](
zB−Θx
)

ABji B
B
ji −
xBj√
2
BBji A
B
ji
xBj√
2
yBi√
2
yBi√
2
zB
. (2.35)
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3 Inverse of boson Bogoliubov transformation
To derive an inverse transformation of (2.35), we introduce new boson operators β†i and β
†
i
βi=bjA
B†
ji +b
†
jB
BT
ji , β
†
i =bjB
B†
ji +b
†
jA
BT
ji . (3.1)
The inverse of the canonical transformation (2.35) is made in the similar way to (2.29) and
(2.30). Using the expression (2.35), [Θy, x
B
i ]=[Θy, x
B
i ]=0 and the relations βiΘy=−Θyβi+zBxBi
and β†iΘy=−Θyβ†i +zBxBi , we also have
ai=
(
βi−1
2
xBi
)
(zB+Θy)=(z
B−Θy)
(
βi+
1
2
xBi
)
,
a
†
i =
(
β
†
i−
1
2
xBi
)
(zB+Θy)=(z
B−Θy)
(
β
†
i +
1
2
xBi
)
.
 (3.2)
To find also the normalization conditions of ABij , B
B
ij , x
B
i and y
B
i in (2.35) for the commutators
[ai, a
†
j ] and [ai, aj], we calculate the following commutators with the aid of (3.2):
[ai, a
†
j]=[βi, β
†
j ]+
1
2
{βi, xBj }−
1
2
{xBi , β†j}−
1
4
(
xBi x
B
j−xBj xBi
)
=AB†kiA
BT
kj −BBTki BB†kj−
1
2
xBi x
B
j =δji,
[ai, aj ]=[βi, βj]+
1
2
{βi, xBj }−
1
2
{xBi , βj}−
1
4
(
xBi x
B
j−xBj xBi
)
=AB†kiB
BT
kj −BBTki AB†kj−
1
2
xBi x
B
j =0.
(3.3)
Then we get the following normalization conditions:(
ABAB†−BBBBT
)
ij
=δij−1
2
xBi x
BT
j , (due to (2.25)),
(
A
B
BBT−BBAB†
)
ij
=
1
2
xBi x
BT
j ,(
yBAB†+yBBBT
)
i
=zBxBTi , (z
B)2−yByB†=1.
 (3.4)
By using another new bosons βi and β
†
i , (3.1), U(G)
[
bi, b
†
i ,
1√
2
I
]
U−1(G) is approximated as
U(G)
[
bi, b
†
i ,
1√
2
I
]
U−1(G)
=
[(
βi−1
2
xBi
)(
zB+Θy
)
,
(
β
†
i−
1
2
xBi
)(
zB+Θy
)
,
1√
2
(
b
†
jy
B
j +bjy
B
j +z
B
)]
=
[
βi−1
2
xBi , β
†
i +
1
2
xBi ,
1√
2
](
zB+Θy
)
+
[
0, xBi
(
zB+Θy
)
,
√
2 biy
B
i
]
≈
[
βi−1
2
xBi , β
†
i+
1
2
xBi ,
1√
2
zB
](
zB+Θy
)
, (zB≈1, xB≈0, yB≈0).
(3.5)
Thus we have the inverse transformation for (2.35) as
[
ai, a
†
i ,
1√
2
I
]
=
[
bj , b
†
j ,
1√
2
I
]
G†
(
zB+Θy
)
, G
†
ji=

A
B†
ji B
B†
ji
y
B†
j√
2
BBTji A
BT
ji
yBTj√
2
−x
BT
i√
2
x
B†
i√
2
zB

. (3.6)
The transformations (2.35) and (3.6) hold the orthogonality conditions but do not exactly:
G†I˜2N+1G= I˜2N+1, GI˜2N+1G
†= I˜2N+1. I˜2N+1≡
[
I˜2N 0
0 1
]
, (zB≈1, xB≈0, yB≈0), (3.7)
though we omit the proof here because their explicit expressions become too long to write.
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4 GHB mean-field Hamiltonian and its diagonalization
Let us consider the following Hamiltonian consisting of the generalized Hartree-Bogoliubov
(GHB) mean-field Hamiltonian (MFH) for which we assume a linear MFH expressed in terms
of the generators of the Jacobi hsp algebra, the Jacobi algebra, (2.3) as follows:
HJacobi hsp = iF
B
ijE
i
j+i
1
2
DBijE
ij − i1
2
D
B
ijEij + iM
B
i a
†
i − iM
B
i ai
=
1
2
[
a, a†,
1√
2
I
] 0 1N 01N 0 0
0 0 1
FB
 0 1N 01N 0 0
0 0 1

 a
†,
a,
1√
2
I
= 1
2
[
a, a†,
1√
2
I
]
F˜B
 a
†,
a,
1√
2
I
 . (4.1)
Here FB, DB and MB are the SCF parameters satisfying the properties
FB† = −FB, DBT = DB, MBT = [MB1 , · · · ,MBN ], (4.2)
and matrices FB and F˜B are given by
FB=

iFB iDB i
√
2MB
−iDB −iFB −i√2MB
−i√2MB† i√2MBT 0
 ,
F˜B =
 0 1N 01N 0 0
0 0 1
FB
 0 1N 01N 0 0
0 0 1
=

−iFB −iDB −i√2MB
iDB iFB i
√
2MB
i
√
2MBT −i√2MB† 0
 .

(4.3)
The fermion GHB MFH is studied intensively by one of the present authors (S. N.) [32]
Using the generalized Bogoliubov transformation (2.35) and its inverse transformation
(2.35) and the operator relation (zB)2−Θ2y=1, we can diagonalize the MFH HJacobi hsp (4.1) in
the following form:
HJacobi hsp=
1
2
[
b, b†,
1√
2
I
][
G†
(
zB+Θy
)F˜B(zB−Θy)G]
 b
†,
b,
1√
2
I
=1
2
[
b, b†,
1√
2
I
]
G†F˜BG
 b
†,
b,
1√
2
I
, (4.4)
G†F˜BG=
[
E2N ·I2N 0
0 ǫ
]
≡E˜ (ǫ;real number), E2N=
[
Ediag., Ediag.
]
, Ediag.≡ [E1,· · ·, EN ] , (4.5)
where Ei is a quasi-particle energy and ǫ is another excitation energy which is not artificial
but possibly exists mathematically. Then, we get HJacobi hsp =
∑N
i=1
(
Eib
†
ibi+
1
2
Ei
)
+ 1
2
ǫ. Using
(3.7), (4.5) and the second of (4.3), we obtain the following eigenvalue equation:
FB
 0 1N 01N 0 0
0 0 1
G =
 0 −1N 01N 0 0
0 0 1
G
 1N 0 00 −1N 0
0 0 1
E˜, (4.6)
which is explicitly written by
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
iFB iDB i
√
2MB
−iDB −iFB −i√2MB
−i√2MB† i√2MBT 0


bB+
1
1+zB
xB√
2
yB√
2
aB+
1
1+zB
xB√
2
yB√
2
xB√
2
aB− 1
1+zB
xB√
2
yB√
2
b
B− 1
1+zB
xB√
2
yB√
2
− x
B
√
2
yB√
2
yB√
2
zB

=

−bB− 1
1+zB
xB√
2
yB√
2
−aB− 1
1+zB
xB√
2
yB√
2
− x
B
√
2
aB− 1
1+zB
xB√
2
yB√
2
b
B− 1
1+zB
xB√
2
yB√
2
− x
B
√
2
yB√
2
yB√
2
zB


e+ ε 0 0
0 −e− ε 0
0 0 ǫ
 , (4.7)
from the first column in both sides of equations of which, we get the following set of equations:
iFB
(
bB+
1
1+zB
xB√
2
yB√
2
)
+iDB
(
aB− 1
1+zB
xB√
2
yB√
2
)
+i
√
2MB
yB√
2
= iFBbB+iDBaB+
1
1+zB
i
(
FB
xB√
2
−DB x
B
√
2
)
yB√
2
+i
√
2MB
yB√
2
=−
(
bB+
1
1+zB
xB√
2
yB√
2
)
(e+ ε)=−bBe−bBε− 1
1+zB
xB√
2
yB√
2
(e+ ε) ,
−iDB
(
bB+
1
1+zB
xB√
2
yB√
2
)
−iFB
(
aB− 1
1+zB
xB√
2
yB√
2
)
−i√2MB y
B
√
2
=−iDBbB−iFBaB− 1
1+zB
i
(
D
B xB√
2
−FB x
B
√
2
)
yB√
2
−i√2MB y
B
√
2
=
(
aB− 1
1+zB
xB√
2
yB√
2
)
(e+ ε)=aBe+ aBε− 1
1+zB
xB√
2
yB√
2
(e+ ε) ,
−i√2MB†
(
bB+
1
1+zB
xB√
2
yB√
2
)
+i
√
2MBT
(
aB− 1
1+zB
xB√
2
yB√
2
)
=−i√2MB†bB+i√2MBTaB− 1
1+zB
i
(√
2MB†
xB√
2
+
√
2MBT
xB√
2
)
yB√
2
=
yB√
2
e+
yB√
2
ε.

(4.8)
Then we have
iFBbB+iDBaB = −bBe, − iDBbB−iFBaB = aBe,
1
1+zB
i
(
FB
xB√
2
−DB x
B
√
2
)
yB√
2
+i
√
2MB
yB√
2
=−bBε− 1
1+zB
xB√
2
yB√
2
(e+ ε) ,
− 1
1+zB
i
(
D
B xB√
2
−FB x
B
√
2
)
yB√
2
−i√2MB y
B
√
2
=aBε− 1
1+zB
xB√
2
yB√
2
(e+ ε) ,
−i√2MB†bB+i√2MBTaB= y
B
√
2
e, − 1
1+zB
i
(√
2MB†
xB√
2
+
√
2MBT
xB√
2
)
=ε,

(4.9)
10
Through the second column in both sides of equations of (4.7), we get the set of equations
iFB
(
aB+
1
1+zB
xB√
2
yB√
2
)
+iDB
(
b
B− 1
1+zB
xB√
2
yB√
2
)
+i
√
2MB
yB√
2
= iFBaB+iDBb
B
+
1
1+zB
i
(
FB
xB√
2
−DB x
B
√
2
)
yB√
2
+i
√
2MB
yB√
2
=
(
aB+
1
1+zB
xB√
2
yB√
2
)
(e+ ε)=aBe+ aBε+
1
1+zB
xB√
2
yB√
2
(e + ε) ,
−iDB
(
aB+
1
1+zB
xB√
2
yB√
2
)
−iFB
(
b
B− 1
1+zB
xB√
2
yB√
2
)
−i√2MB y
B
√
2
=−iDBaB−iFBbB− 1
1+zB
i
(
D
B xB√
2
−FB x
B
√
2
)
yB√
2
−i√2MB y
B
√
2
=−
(
b
B− 1
1+zB
xB√
2
yB√
2
)
(e+ ε)=−bBe−bBε+ 1
1+zB
xB√
2
yB√
2
(e+ ε) ,
−i√2MB†
(
aB+
1
1+zB
xB√
2
yB√
2
)
+i
√
2MBT
(
b
B− 1
1+zB
xB√
2
yB√
2
)
=−i√2MB†aB+i√2MBTbB− 1
1+zB
i
(√
2MB†
xB√
2
+
√
2MBT
xB√
2
)
yB√
2
=− y
B
√
2
e− y
B
√
2
ε,

(4.10)
from which we have
iFBaB+iDBb
B
= aBe, − iDBaB−iFBbB = −bBe,
1
1+zB
i
(
FB
xB√
2
−DB x
B
√
2
)
yB√
2
+i
√
2MB
yB√
2
=aBε+
1
1+zB
xB√
2
yB√
2
(e+ ε) ,
− 1
1+zB
i
(
D
B xB√
2
−FB x
B
√
2
)
yB√
2
−i√2MB y
B
√
2
=−bBε+ 1
1+zB
xB√
2
yB√
2
(e + ε) ,
−i√2MB†aB+i√2MBTbB=− y
B
√
2
e, − 1
1+zB
i
(√
2MB†
xB√
2
+
√
2MBT
xB√
2
)
=−ε.

(4.11)
Through the third column in both sides of equations of (4.7), we get the set of equations
iFB
xB√
2
−iDB x
B
√
2
+i
√
2zBMB=− x
B
√
2
ǫ, − iDB x
B
√
2
+iF
BxB√
2
−i√2zBMB=− x
B
√
2
ǫ,(
FB
xB√
2
=−FBx
B
√
2
, DB
xB√
2
=−DBx
B
√
2
)
,
−i√2MB† x
B
√
2
− i√2MBT x
B
√
2
=zBǫ,
(
−i√2MBT x
B
√
2
=−i√2MB† x
B
√
2
)
.

(4.12)
The first and second equations of (4.9) and (4.11) are set of the boson Bogoliubov equations
with eigenvalue e [4]. Note that inside round brackets the SCF parameters FB, DB andMB are
regarded as the Grassmann-like numbers, to ensure the conjugate complexity of the equations
and also to assure the real number of the ǫ. The additional eigenvalues, ε, however, become to
be ε=0 due to the last equations of (4.9) and (4.11). The division of E into e and ε is a useful
means to treat the MF eigenvalue equation and to make clear distinct computational steps.
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5 SCF condition and MFH linear in Jacobi generator
According to suggestion by Ozaki [22], multiplying the first of (4.9) by bB† and the first of
(4.11) by aBT from the right, we obtain
iFBbBbB†+iDBaBbB†=−bBebB†, iFBaBaBT+iDBbBaBT=aBeaBT, (5.1)
and multiplying the first of (4.9) by aB† and the first of (4.11) by bBT from the right, we obtain
iFBbBaB†+iDBaBaB†=−bBeaB†, iFBaBbBT+iDBbBbBT=aBebBT. (5.2)
Subtracting the second of (5.1) from the first and the second of (5.2) from the first, we have
iFB=aBeaBT + bBebB†=−iFB†, iDB=− (bBeaB† + aBebBT)= iDBT. (5.3)
Multiplying the first equation in the last line of (4.9) by bB† and the second equation by aBT
from the right and using zByB=xBTAB+xB†BB=xBTaB+xB†bB−(1−zB)yB, respectively, we have
−i√2zBMB†bBbB†+i√2zBMBTaBbB†= x
BT
√
2
aBebB†+
xB†√
2
bBebB†−(1−zB) yB√
2
ebB†,
−i√2zBMB†aBaBT+i√2zBMBTbBaBT=−
(
xB†√
2
aBeaBT+
xBT√
2
b
B
eaBT
)
+
(
1−zB)yB√
2
eaBT.
 (5.4)
Subtracting the first equation of (5.4) from the second one and using (2.13) and (5.3), we get
−i√2zBMB†=−x
B†
√
2
(
aBeaBT+bBebB†
)−xBT√
2
(
b
B
eaBT+aBebB†
)
+
(
1−zB){yB√
2
ebB†+
yB√
2
eaBT
}
=−x
B†
√
2
iFB−x
BT
√
2
iD
B
+
(
1−zB){yB√
2
ebB†+
yB√
2
eaBT
}
,
(5.5)
whose hermitian adjoint and complex conjugation become to be
i
√
2zBMB=−iFB x
B
√
2
+ iDB
xB√
2
+
(
1−zB){bBeyB†√
2
+ aBe
yBT√
2
}
, (5.6)
−i
√
2zBM
B
=−iFBx
B
√
2
+ iD
B xB√
2
+
(
1−zB){bBeyBT√
2
+ aBe
yB†√
2
}
. (5.7)
Owing to the relations in the first line of (4.12) with ǫ=0, equations (5.6) and (5.7) give the
additional conditions
bBeyB† + aBeyBT=0, b
B
eyBT + aBeyB†=0. (5.8)
Multiplying (5.6) by FB and (5.7) by DB and adding them, we get
iFB
√
2zBMB+iDB
√
2zBM
B
=−iFBFBx
B
√
2
+iFBDB
xB√
2
+
(
1−zB)(FBbBeyB†√
2
+FBaBe
yBT√
2
)
−iDBFB x
B
√
2
+iDBD
B xB√
2
+
(
1−zB)(DBbBeyBT√
2
+DBaBe
yB†√
2
)
=−i
(
FBFB−DBDB
) xB√
2
+i
(
FBDB−DBFB
) xB√
2
+i
(
1−zB)(bBeeyB†√
2
+aBee
yBT√
2
)
.
(5.9)
If the conditions FBDB−DBFB = 0 and bBeeyB†+aBeeyBT =0 are assumed, which lead the
condition ebB−1aB=bB−1aBe, are satisfied, then we have the expression for xB and xB† as
xB√
2
=
(
FBFB†+DBDB†
)−1(
FB
√
2zBMB+DB
√
2zBM
B
)
,
xB†√
2
=
(√
2zBMB†FB†+
√
2zBMBTDB†
)(
FBFB†+DBDB†
)−1
.
 (5.10)
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On the other hand, combining the equations in the first and the second lines of (4.9) and
those in the first line of (4.12) and using ε=0, we have the following relations:
i
(
1− z
B
1+zB
)√
2MB
yB√
2
=− 1
1+zB
xB√
2
yB√
2
e−
(
bB+
1
1+zB
xB√
2
yB√
2
)
ε=− 1
1+zB
xB√
2
yB√
2
e,
i
(
1− z
B
1+zB
)√
2M
B yB√
2
=
1
1+zB
xB√
2
yB√
2
e,
 (5.11)
and further combining the equations in the first and the second lines of (4.11) and those in the
first line of (5.1) and using ε=0, we have the following relations:
i
√
2MB
yB√
2
=
xB√
2
yB√
2
e, i
√
2M
B yB√
2
= − x
B
√
2
yB√
2
e. (5.12)
The relations (5.8) and ebB−1aB=bB−1aBe give the consistent result with (5.6) and (5.7) as
bBee
yB†√
2
+ aBee
yBT√
2
= bBebB−1
(
bBe
yB†√
2
+ aBe
yBT√
2
)
= 0, b
B
e
yBT√
2
+ aBe
yB†√
2
= 0. (5.13)
In (5.10), multiplying the equations in the first and second lines by y√
2
and y
†√
2
from the right
and left, respectively, we obtain the equations
xB√
2
yB√
2
=
(
FBFB†+DBDB†
)−1(
FB
√
2zBMB
yB√
2
+DB
√
2zBM
B yB√
2
)
= izB
(
FBFB†+DBDB†
)−1(
FB
xB√
2
−DB x
B
√
2
)
yB√
2
e= izB
(
FBFB†+DBDB†
)−1√
2zBMB
yB√
2
e,
yB†√
2
xB†√
2
=
(
yB†√
2
√
2zBMB†FB†+
√
2zBMBTDB†
)(
FBFB†+DBDB†
)−1
=−izBey
B†
√
2
(
xB†√
2
FB†−x
BT
√
2
DB†
)(
FBFB†+DBDB†
)−1
=−izBey
B†
√
2
√
2zBMB†
(
FBFB†+DBDB†
)−1
,

(5.14)
where we have used the relations (5.11) and (5.12). Further multiplying the first and second
equations in (5.14) by y
B†√
2
and y
B√
2
from the right and left, respectively, we have
xB√
2
yB√
2
yB†√
2
=− x
B
√
2
1− (zB)2
2
= izB
(
FBFB† +DBDB†
)−1√
2zBMB
yB√
2
e
yB†√
2
,
yB√
2
yB†√
2
xB†√
2
=−1−(z
B)2
2
xB†√
2
=−izBy
B
√
2
e
yB†√
2
√
2zBMB†
(
FBFB†+DBDB†
)−1
.
 (5.15)
Then, at last we could reach the following expressions for the two vectors x
B√
2
and x
B†√
2
:
xB√
2
= −i (FBFB† +DBDB†)−1 2(zB)2
1− (zB)2
√
2MB
yB√
2
e
yB†√
2
= −i 2(z
B)2
1 − (zB)2 <e>
(
FBFB† +DBDB†
)−1√
2MB,
xB†√
2
= i
2(zB)2
1− (zB)2
yB√
2
e
yB†√
2
√
2MB†
(
FBFB† +DBDB†
)−1
= i
2(zB)2
1− (zB)2 <e>
√
2MB†
(
FBFB† +DBDB†
)−1
,

(5.16)
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where <e> is defined as <e>≡ yB√
2
ey
B†√
2
. Therefore, the <e> stands for the averaged value
of all the eigenvalue distribution. Thus, this is the first time that the final solutions for the
vectors x
B√
2
and x
B†√
2
could be derived within the present framework of the Jacobi hsp MFT.
The inner product of the vectors leads to the relation
xBT√
2
xB√
2
=
1−(zB)2
2
=
4(zB)4
(1−(zB)2)2 2 <e>
2MBT
(
F
B
FBT+D
B
DBT
)−2
M
B
, (5.17)
which is the remarkable result in the Jacobi hsp MFT and is simply rewritten as
16(zB)4
(1− (zB)2)3 <e>
2MBT
(
F
B
FBT+D
B
DBT
)−2
M
B
=1. (5.18)
The above relation shows that the magnitude of the additional SCF parameterMB is inevitably
restricted by the behavior of the SCF parameters FB and DB which should be governed by the
condition FBDB−DBFB=0. Remember that this condition is one of the crucial condition in
(5.9) to derive (5.10) for x
B√
2
and x
B†√
2
. Finally, substituting the solutions for x
B√
2
and x
B√
2
which
is derivable from the complex conjugation of the first equation of (5.16), into the equation in
the last line of (4.12), we can determine ǫ, saying another excitation energy, approximately as
ǫ ≈ 4z
B
1−(zB)2 <e>M
BT
(
F
B
FBT+D
B
DBT
)−1
M
B
+
4zB
1−(zB)2 <e>M
B†(FBFB†+DBDB†)−1MB, (5.19)
due to the property of the complex conjugation given in (4.12), −i√2MBT xB√
2
=−i√2MB† xB√
2
.
ǫ means another type of excitation energy never been seen in the traditional boson MFT [4].
In this section, we have considered the boson GHBMFHHJacobi hsp (4.1). Half a century ago,
in his famous textbook, Berezin already gave this type of Hamiltonian [25], i.e., HBerezin =
Cija
†
iaj+
1
2
Aa
†
ia
†
j+
1
2
Aijaiaj+a
†
ifi+fi ai. As is shown clearly from the structure of the HBerezin,
we should emphasize that there exists the essential difference between HBerezin and our Hamilto-
nian HJacobi hsp. Recently, Berceanu, in his papers [13, 14], also considered a linear Hamiltonian
in terms of the Jacobi generators with matrices of coefficient, ǫ0, ǫ+ and ǫ−,
HBerezin=ǫiai+ǫia
†
i+ǫ
0
ijK
0
ij+ǫ
+
ijK
+
ij+ǫ
−
ijK
−
ij ,
(
[K0ij, K
+
ij , K
−
ij ] ≡
1
2
[Eij, E
ij , Eij]
)
. (5.20)
The Perelomov coherent state (CS) ez,w [5] associated with the Jacobi algebra is defined as
ez,w=exp(X)e0, X=
∑N
i=1 zia
†
i+
∑N
i,j=1wijK
+
ij , (aie0=0). (5.21)
We denote {wij} as w. Using such the CS on the Siegel-Jacobi domain involving the Siegel-
Jacobi ball or Siegel-Jacobi upper half plane [33, 34], a classical equation of motion arisen from
the linear Hamiltonian (5.20) is given by a time-dependent differential equation, saying, the
well-known Riccati equation,
iw˙ = ǫ− +
1
2
(
wǫ0 + ǫ0TwT
)
+ wǫ+w, iz˙ = ǫ+ wǫ+
1
2
ǫ0Tz + wǫ+z. (5.22)
Berceanu has also found that a classical equation of motion on both non-compact and compact
symmetric spaces arisen from the linear Hamiltonian is described by the matrix-type Riccati
equation [35, 36]. On the other hand, we also have obtained several years ago the matrix-
type Riccati-Hartree-Bogoliubov equation on the compact symmetric coset space SO(2N)
U(N)
for a
fermion system accompanying with a general two-body interaction [37].
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6 Geometrical structure of
Sp(2N+2)
U(N+1)
coset manifold
Let us introduce a (N+1)×(2N+2) isometric matrix UT by
UT=[BT, AT] , (A,B : given by (A.5)), (6.1)
Along the direction taken by the present authors et al. [38, 39], here we also use the matrix
elements of U and U † as the coordinates on the manifold Sp(2N+2) instead of the manifold
SO(2N+2). Even in the case of Sp(2N+2), it turns out that a real line element can be defined
by a hermitian metric tensor on the manifold. Under the transformation U →VU the metric
is invariant. Then, the metric tensor defined on the manifold may become singular, due to the
fact that one can use too many coordinates through the introduction of another matrix V.
According to Zumino [40], if AB is non-singular, we have relations governing U †U as
U †
(
−I˜2N+2
)
U=AB†AB−BB†BB=AB†
{
1N+1−
(BBAB−1)†(BBAB−1)}AB=AB†(1N+1−QB†QB)AB,
ln detU †
(
−I˜2N+2
)
U=ln detU †U=ln det (1N+1−QB†QB)+ln detAB+lndetAB†,
 (6.2)
where we have used the Sp(2N+2)
U(N+1)
coset variable QB given by (A.13) and the I˜2N+2 of (A.5). If
we take the matrix elements of QB and QB as the coordinates on the Sp(2N+2)
U(N+1)
coset manifold,
the real line element can be well defined by a hermitian metric tensor on the coset manifold as
ds2=Gpq rsdQBpqdQBrs (QBpq=QBpq,Q
Brs
=QBrs; Gpq rs=Grs pq; r, s take over 0, i, j). (6.3)
The condition that a certain manifold is a Ka¨hler manifold is that its complex structure is
covariantly constant relative to the Riemann connection and that it has vanishing torsions:
Gpq rs ,tu def= ∂Gpq rs
∂Qtu =Gtu rs ,pq, Gpq rs ,tu
def
=
∂Gpq rs
∂Qtu
=Gpq tu ,rs, (6.4)
As in the case of SO(2N+2) [38, 39], the hermitian metric tensor Gpq rs can be locally given
through a real scalar function, the Ka¨hler potential, which takes the well-known form
K(QB†,QB)=ln det (1N+1−QB†QB) , (6.5)
and the explicit expression for the components of the metric tensor is given as
Gpq rs=∂
2K(QB†,QB)
∂QBpq∂QBrs
=
{(
1N+1−QBQB†
)−1}
sp
{(
1N+1−QB†QB
)−1}
qr
−(r↔s)−(p↔q)+(p↔q,r↔s). (6.6)
Notice that the above function does not determine the Ka¨hler potential K(QB†,QB) uniquely
since the metric tensor Gpqrs is invariant under transformations of the Ka¨hler potential,
K(QB†,QB)→ K′(QB†,QB) = K(QB†,QB) + F(QB) + F(QB). (6.7)
F(QB) and F(QB) are analytic functions ofQB and QB, respectively. In the case of the Ka¨hler
metric tensor, we have only the components of the metric connections with unmixed indices
Γ tupq rs=Gvw tuGpq vw ,rs, Γ
tu
pq rs=Gtu vwGvw rs ,pq, Gvw tu def= (G−1)vw tu, (6.8)
and also have only the components of the curvatures
Rpq rs tu vw=Gvw vwΓ vwpq tu ,rs=Gpq vw ,tu rs−Gt′u′ v′w′Γ t′u′pq tuΓ
v′w′
rs vw,
Rrs pq vw tu=Gtu tuΓ turs vw ,pq=Rpq rs tu vw.
 (6.9)
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7 Expression for
Sp(2N+2)
U(N+1)
Killing potential and GDM
Along the direction taken in Refs. [38, 39], we consider an Sp(2N+2) infinitesimal left trans-
formation of an Sp(2N+2) matrix G to G ′, G ′=(12N+2+δG)G, by using the first equation of (B.3):
G ′=
1N+1+δAB δBB
δBB 1N+1+δAB
G=
AB+δABAB+δBBBB BB+δABBB+δBBAB
BB+δABBB+δBBAB AB+δABAB+δBBBB
. (7.1)
Let us define an Sp(2N+2)
U(N+1)
coset variable QB′(=BB′AB′−1) in the G ′ frame. With the aid of (7.1),
the QB′ is calculated infinitesimally as
QB′=BB′AB′−1=
(
BB+δABB+δBBAB
)(
AB+δABAB+δBBBB
)−1
=QB+δBB−QBδAB+δABQB−QBδBBQB.
(7.2)
The Ka¨hler metrics admit a set of holomorphic isometries, the Killing vectors, Ri[k](QB)
and Ri[k](QB) (i=1, · · · , dimG), which are the solution of the Killing equation
Ri [l](QB), [k] +R
i
[k](QB), [l]=0, Ri [l](QB)=G[k][[l]Ri[k](QB). (7.3)
These isometries define infinitesimal symmetry transformations and are described geometrically
by the above Killing vectors which are the generators of infinitesimal coordinate transforma-
tions keeping the metric invariant: δQB =QB′−QB =R(QB) and δQB =R(QB) such that
G ′(QB,QB)=G(QB,QB). The Killing equation (7.3) is the necessary and sufficient condition
for an infinitesimal coordinate transformation
δQB[k]=(δBB−δABTQB−QBδAB−QBδBB†QB)[k]=ξiRi[k](QB), δQB[k]=ξiRi[k](QB). (7.4)
The ξi is infinitesimal and global group parameter. Due to the Killing equation, Killing vectors
Ri[k](QB) and Ri[k](QB) can be written locally as the gradient of some real scalar function,
namely Killing potential Mi(QB,QB) such that
Ri [k](QB)=−iMi ,[k], R
i
[k](Q
B
)= iMi ,[k]. (7.5)
According to van Holten [41] and Refs.[38, 39] and using the infinitesimal Sp(2N+2) matrix
δG given by first of (B.3), the Killing potential M for the coset space Sp(2N+2)
U(N+1)
is written as
M(δA, δB, δB†)=Tr(δGM˜)=tr(δAMδA−δBMδB†+δB†MδB) ,
M˜≡
M˜δA M˜δB†
M˜δB −M˜δAT
 , MδA=M˜δA+
(
M˜δAT
)T
,
MδB=M˜δB, MδB† =M˜δB† .

(7.6)
Trace Tr is taken over (2N+2)×(2N+2) matrices, while trace tr is taken over (N+1)× (N+1)
matrices. Let us introduce (N+1)-dimensional matrices R(QB; δG), RT (QB; δG) and X by
R(QB; δG)=δBB−δABTQB−QBδAB−QBδBB†QB, RT (QB; δG)=−δABT−QBδBB†,
X =(1N+1−QBQB†)−1=X †.
 (7.7)
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In (7.4), putting ξi as ξi=1, we have δQB=R(QB; δG) which is just the Killing vector in the coset
space Sp(2N+2)
U(N+1)
and tr of holomorphic matrix-valued function RT (QB; δG), i.e., trRT (QB; δG)=
F(QB) is a holomorphic Ka¨hler transformation. Then, the Killing potential M is given as
−iM
(
QB,QB; δG
)
=−tr∆
(
QB,QB; δG
)
,
∆
(
QB,QB;δG
)
def
=RT (QB;δG)−R(QB;δG)QB†X =
(QBδABQB†−δABT−δBBQB†−QBδBB†)X.
(7.8)
From (7.6) and (7.8), we obtain
− iMδB=−XQB, − iMδB† =QB†X , − iMδA=1N+1−2X . (7.9)
Using the expression for M˜, equation (7.9), their components are written in the form
− iM˜δB=−XQB , − iM˜δB† =−QB†X , − iM˜δA=−QB†XQB, − iM˜δAT=−X . (7.10)
As already shown for a fermion system [38, 39], it is also easily verified that the result of (7.9)
satisfies the gradient of the real function M (7.5). Of course, setting r as r=0 in QB (A.13),
the Killing potential M in the Sp(2N+2)
U(N+1)
coset space leads the Killing potential M in the Sp(2N)
U(N)
coset space obtained by van Holten et al. [41] and also by the present authors et. al. [38, 39].
To make clear the meaning of the Killing potential, using the (2N+2)×(N+1) isometric
matrix U , let us introduce the following (2N+2)×(2N+2) matrix:
W = UU †=
[R K
K 1N+1+R
]
,
R=BBBB†,
K=BBAB†,
(7.11)
which is hermitian on the Sp(2N+2) manifold. The W is a natural extension of the generalized
density matrix (GDM) for boson systems in the Sp(2N) CS rep to the Sp(2N+2) CS rep given
in the textbook [4]. Since the matrices AB and BB are represented in terms of QB=(QBpq) as
AB=(1N+1−QB†QB)− 12
◦
U , BB=QB(1N+1−QB†QB)− 12
◦
U ,
◦
U∈U(N+1), (7.12)
then, we have
R=QB(1N+1−QB†QB)−1QB†=QBχQB†=−1N+1+χ, K=QB(1N+1−QB†QB)−1=χQB. (7.13)
Substituting (7.13) into (7.10), the Killing potential −iM˜ is expressed in terms of submatrices
R and K of the GDM for boson systems (7.11) as
− iM˜=
[ −R −K
−K −(1N+1+R)
]
, (7.14)
from which we finally obtain
− iM˜=
[R K
K 1N+1+R
]
. (7.15)
To our great surprise, the expression for the Killing potential (7.15) just becomes equivalent
with the GDM for boson systems (7.11).
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8 Discussions and summary
Basing on the Jacobi hsp algebra, the Perelomov CS ez,w [5] is generated by the action of
exp
[
za†+Tr(wK+)
]
to e0 with row vector z and column vector a
†. Such the CS makes important
roles in the very broad range of classical and quantum mechanics, geometric quantization and
current topics of quantum optics [42]. Right up to now, Berceanu has investigated how the
operators of the Jacobi algebra admit the realization of differential forms in the Siegel-Jacobi
domain [13] on which the Siegel-Jacobi upper half plane X JN (= XN×R2N ) [33] is expressed as
XN := {Z ∈M(N,C)|Z =X+iY,X, Y ∈M(N,R), Y > 0, XT=X, Y T=Y } and on which the
Siegel-Jacobi ball DJN (= DN×CN ) [33] is given as DN := {w∈M(N,C) : w=wT, IN−ww>0}.
The plane and ball are connected each other by analytic partial Cayley transform as follows:
partial Cayley transform Φ : X JN → DJN ,Φ(Z, u)=(w, z),
w=(Z − iIN) IN
Z + iIN
,
z=2i
IN
Z + iIN
u,
(8.1)
inverse partial Cayley transform Φ−1 : DJN → X JN ,Φ−1(w, z)=(Z, u),
Z= i
IN
w − iIN (IN + w),
u=
IN
w − iIN z.
(8.2)
The Siegel-Jacobi domain is related to the Jacobi hsp group by the Harish-Chandra embedding.
For this embedding, see Satake’s book [43]. Particularly, the CS based on the Siegel-Jacobi ball
DJN is connected with the Gausson (Gaussian pure state) proposed by Simon, Sudarshan and
Mukunda [44]. While, Rowe, Rosensteel and Gilmore also showed the simple explicit forms for
the Cayley transform w=(Z− iIN ) INZ+iIN and the inverse Cayley transform Z= i
IN
w−iIN (IN +w)
between Siegel upper half plane SN and Siegel unit disk DN [45]. Rosensteel and Rowe further
showed that the representation spaces of discrete series are given as Hilbert spaces of the
holomorphic vector-valued functions on the Siegel upper half plane SN [46, 47]. The Sp(2N,R)
vector CS is the holomorphic vector-valued functions on the Siegel unit disk DN [45].
In the present paper, we have proposed a new boson mean-field theory (MFT) basing on
the Jacobi hsp algebra, studied intensively by Berceanu [13] and using the anti-commuting
Grassmann variables. Embedding the Jacobi hsp group into an Sp(2N+2) group and using
the Sp(2N+2)
U(N+1)
coset variables, we have build the new boson MFT on the Ka¨hler manifold of the
non-compact symmetric space Sp(2N+2)
U(N+1)
. We have given a linear boson MF Hamiltonian (MFH)
expressed in terms of the operators of the Jacobi hsp algebra and diagonalized the linear MFH.
A new aspect of eigenvalues of the MFH has been made clear. A new excitation energy arisen
from the additional SCF parameter has never been seen in the traditional boson MFT on the
Ka¨hler coset space Sp(2N)
U(N)
. This kind of excitation energy has been first derived in this work.
We also have constructed the Killing potential, which is the extension of Killing potential in
the Sp(2N)
U(N)
coset space to that in the Sp(2N+2)
U(N+1)
coset space. To our great surprise, it turns out
that the Killing potential is entirely equivalent with the generalized density matrix which is a
powerful tool to approach difficult quantal-problems occurred in many boson systems [4, 48].
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Appendix
A Embedding of Jacobi hsp group into an Sp(2N+2) group
Referring to the fermion case proposed by Fukutome [24], we define the projection operators
(OPs) P+ and P− onto the sub spaces of even- and odd-boson numbers, respectively, by
P±
def
=
1
2
(1± (−1)n), P 2± = P±, P+P− = 0, (A.1)
where n is the boson-number OP and define the OPs with the spurious index 0:
E00
def
= −1
2
(−1)n = 1
2
(P− − P+), Ei0 def= a†iP− = P+a†i , E0i def= aiP+ = P−ai,
Ei0
def
= −a†iP+ = −P−a†i , E0i def= Ei0, Ei0 def= aiP− = P+ai, E0i def= Ei0.
 (A.2)
The projection OPs P± are also introduced by Brandt and Greenberg [49] The annihilation-
creation OPs can be expressed in terms of the OPs (A.2) as
ai = Ei0 + E
0
i, a
†
i = −Ei0 + Ei0. (A.3)
We introduce the indices p, q, · · · running over N+1 values 0, 1, · · · , N . Then the OPs of (2.3)
and (A.2) can be denoted in a unified manner as Epq, Epq and E
pq. They satisfy
Ep†q = E
q
p, E
pq = E†qp, Epq = Eqp, (p, q=0, 1, · · · , N)
[Epq, E
r
s] = δqrE
p
s − δpsErq, (U(N+1) algebra)
[Epq, Ers] = −δpsEqr − δprEqs,
[Epq, Ers] = −δpsEqr − δqrEps − δprEqs − δqsEpr, [Epq, Ers] = 0.
]
 (A.4)
The above commutation relations in (A.4) are of the same form as (2.4) and (2.5).
The Jacobi hsp group is embedded into anSp(2N+2) group.The embedding leads us to an
unified formulation of the Sp(2N+2) regular representation in which the paired and unpaired
modes are treated in an equal way. Define (N+1)×(N+1) matrices AB and BB as
AB≡
AB −x
B
2
yB
2
1+zB
2
 , BB≡
BB x
B
2
yB
2
1−zB
2
 , A
B†AB−BB†BB=1N+1, ABTBB−BBTAB=0,
ABAB†−BBBBT=1N+1, ABBBT−BBAB†=0,
yB=xBTaB+xB†bB.
(A.5)
Imposing the normalization of the matrix G given in(2.22) and using the I˜2N+2 defined similarly
as the second of (2.14), then the Sp(2N+2) matrix G (not unitary) is represented as
G=
[
AB BB
BB AB
]
, G†I˜2N+2 G=GI˜2N+2 G†= I˜2N+2, I˜2N+2≡
[
1N+1 0
0 −1N+1
]
, (A.6)
The matrix G satisfies detG=1 as is proved easily below
det G=det
(
AB−BBAB−1BB
)
detAB=det
(
ABAB†−BBAB−1BBAB†
)
=1. (A.7)
Using the explicit expressions for AB and BB given in (A.5), AB†AB−BB†BB is calculated as
AB†AB−BB†BB!=
 A
B†AB−BB†BB −AB†x
B
2
−BB†x
B
2
+zB
yB†
2
−x
BT
2
AB−x
B†
2
BB+zB
yB
2
xBTxB
4
−x
B†xB
4
+zB
 , (A.8)
where each block-matrix is computed with aid of the relation yB=xBTaB+xB†bB as follows:
19
AB†AB−BB†BB
=1N− 1
2(1+zB)
(
aB†xB+bB†xB
)
yB− 1
2(1+zB)
yB†
(
xBTaB+xB†bB
)
=1N− 1
1+zB
yB†yB≈1N ,
−x
BT
2
AB−x
B†
2
BB+zB
yB
2
=−x
BT
2
(
aB− x
ByB
2(1+zB)
)
−x
B†
2
(
bB+
xByB
2(1+zB)
)
+zB
yB
2
=−1
2
(
xBTaB+xB†bB
)
+
xBTxByB
4(1+zB)
− x
B†xByB
4(1+zB)
+zB
yB
2
=− (1−zB)yB
2
+
(
1−zB)yB
2
=0,
xBTxB
4
−x
B†xB
4
+zB=
1−(zB)2
2
+zB≈1.
(A.9)
The block-matrix ABTBB−BBTAB is also calculated as
ABTBB−BBTAB=
 A
BTBB−BBTAB ABTx
B
2
+BBT
xB
2
−zB y
BT
2
−x
BT
2
AB−x
B†
2
BB+zB
yB
2
−x
BTxB
4
+
xB†xB
4
 , (A.10)
ABTBB−BBTAB
=
1
2(1+zB)
{(
aBTxB+bBTxB
)
yB−yBT(xBTaB+xB†bB)}= 1
1+zB
(
yBTyB−yBTyB)=0,
ABT
xB
2
+BBT
xB
2
+zB
yBT
2
=
(
aBT− y
BTxB†
2(1+zB)
)
xB
2
+
(
bBT+
yBTxBT
2(1+zB)
)
xB
2
−zB y
BT
2
=
1
2
(
aBTxB+bBTxB
)− yBTxB†xB
4(1+zB)
+
yBTxBTxB
4(1+zB)
−zB 1
2
yBT
=
(
1−zB)1
2
yBT−(1−zB)1
2
yBT=0,
−x
BTxB
4
+
xB†xB
4
=−1−(z
B)2
2
≈0.
(A.11)
From (A.9) and (A.11), we can prove the orthogonal relation given in (A.5). This means that
Jacobi hsp group is embedded into an Sp(2N+2) group for zB≈1. As a result, the embedding
of the Jacobi hsp group into an Sp(2N+2) group is realized in an efficiently good accuracy.
With the use of definitions of AB and BB given in (2.24), AB and BB are decomposed as
AB=
1N−
xBrBT
2
−x
B
2
(1+zB)rBT
2
1+zB
2

a
B 0
0 1
,BB=
1N+
xBrBTqB−1
2
xB
2
(1+zB)rBTqB−1
2
1−zB
2

b
B 0
0 1
, rB= aBT−1yBT
1+zB
, (A.12)
rB≡ 1
1+zB
(
xB+qBxB
)
and qB≡bBaB−1(qBT=qB). From (A.12), we get an Sp(2N+2)
U(N+1)
coset variable as
QB=QBT=BBAB−1=
 qB rB+xB x
B†qBxB
2(1+zB)2
zBrBT 1−zB
≈[ qB rB
rBT 0
]
, (xB†qBxB=0 and zB≈1). (A.13)
Then, the paired and unpaired mode variables (qB, rB) become independent variables of the
Sp(2N+2)
U(N+1)
coset space and are unified into a single paired-mode variable in the Sp(2N+2) group.
It should be remembered that the rBi is a Grassmann number.
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B Extended boson realization of Sp(2N+2) Lie operators
Referring to the integral representation of a state vector in fermion space given by Fukutome
[24], we consider a boson-state vector |Ψ> corresponding to a function Ψ(G) in G∈Sp(2N+2):
|Ψ>=
∫
U(G)| 0><0 |U †(G)|Ψ>dG=
∫
U(G)| 0>Ψ(G)dG. (B.1)
The G is given by (A.5) and (A.6) and the dG is an invariant group integration. When an
infinitesimal operator IG+δĜ and a corresponding infinitesimal unitary OP U(12N+2+δG) is
operated on |Ψ>, using U−1(12N+2+δG)=U(12N+2−δG), it transforms |Ψ> as
U(12N+2−δG)|Ψ> = (IG−δĜ)|Ψ> =
∫
U(G)| 0><0 |U †((12N+2+δG)G)|Ψ>dG
=
∫
U(G)| 0>Ψ((12N+2+δG)G)dG =
∫
U(G)| 0>(12N+2+δG)Ψ(G)dG,
(B.2)
12N+2+δG=
1N+1+δAB δBB
δBB 1N+1+δAB
, δAB†=−δAB, trδAB=0, δBB=δBBT,
δĜ=δABpq Eqp+
1
2
(
δBBpq Eqp+δB
B
pq Eqp
)
, δG=δABpq Eqp+
1
2
(
δBBpq Eqp+δB
B
pq Eqp
)
.

(B.3)
Equation (B.2) shows that the operation of IG−δĜ on the |Ψ> in the boson space corresponds
to the left multiplication by12N+2+δG to variable G of function Ψ(G). For a small parameter ǫ,
we obtain a representation on the Ψ(G) as
ρ(eǫδG)Ψ(G) = Ψ(eǫδGG) = Ψ(G + ǫδGG) = Ψ(G + dG), (B.4)
which leads us to a relation dG = ǫδGG. From this, we express it explicitly as,
dG=
 dAB dBB
dBB dAB
=ǫ
 δABAB+δBBBB δAB BB+δBBAB
δBBAB+δABBB δABAB+δBB BB
 ,
dAB = ǫ∂A
B
∂ǫ
= ǫ(δABAB+δBBBB), dBB = ǫ∂B
B
∂ǫ
= ǫ(δBBAB+δABBB).

(B.5)
A differential representation of ρ(δG), dρ(δG), is given as
dρ(δG)Ψ(G)=
[
∂ABpq
∂ǫ
∂
∂ABpq
+
∂BBpq
∂ǫ
∂
∂BBpq
+
∂ABpq
∂ǫ
∂
∂ABpq
+
∂BBpq
∂ǫ
∂
∂BBpq
]
Ψ(G). (B.6)
Substituting (B.5) into (B.6), we can get explicit forms of the differential representation
dρ(δG)Ψ(G) = δGΨ(G), (B.7)
where each OP in δG is expressed in a differential form as
Ep
q
= BBpr
∂
∂BBqr
−BBqr
∂
∂BBpr
−ABqr
∂
∂ABpr
+ABpr
∂
∂ABqr
= Eq†
p
,
Epq = ABpr
∂
∂BBqr
+BBqr
∂
∂ABpr
+ABqr
∂
∂BBpr
+BBpr
∂
∂ABqr
= Eqp†,
Ep†
q
= E
p
q
, E†
pq
= Epq, Epq = Eqp.

(B.8)
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We define extended boson OPs ABp
q
,A
Bp
q
, etc., from every variable ABpq,A
Bp
q, etc., as
AB
def
=
1√
2
(
AB+ ∂
∂AB
)
, AB†
def
=
1√
2
(
AB− ∂
∂AB
)
,
A¯B
def
=
1√
2
(
AB+ ∂
∂AB
)
, ABT
def
=
1√
2
(
AB− ∂
∂AB
)
,
[AB, AB†] = 1, [A
B
, ABT] = 1,
[AB, A
B
] = [AB, ABT] = 0, [AB†, A
B
] = [AB†, ABT] = 0,

(B.9)
where AB is a complex variable. Similar definitions hold for BB in order to define the extended
boson OPs BB
pq
, B¯B
pq
, etc. By noting the relations
AB ∂
∂AB
+AB ∂
∂AB =A
B†AB+ABTA
B
, AB ∂
∂BB
+BB ∂
∂AB =A
B†BB+BBTA
B
, (B.10)
the differential OPs (B.8) can be converted into an extended boson OP rep
Ep
q
=BB†
pr
BB
qr
−BBT
qr
B
B
pr
−ABq†
r
ABp
r
+ABpT
r
A
Bq
r
=BB†pr˜ B
B
qr˜
−ABq†r˜ABpr˜,
Epq=A
Bp†
r
BB
qr
+BBT
qr
A
Bp
r
+ABq†
r
BB
pr
+BBT
pr
A
Bq
r
=ABp†r˜B
B
qr˜
+ABq†r˜B
B
pr˜
,
 (B.11)
by using the notationABpTr+N=B
B†
pr
andBBT
pr+N=A
Bp†
r
and suffix r˜ running from 0 to N and from
N+1 to 2N . Then we have the extended boson images of the boson Sp(2N+2) Lie OPs as
Ei
j
=Ei
j
=BB†ir˜ B
B
jr˜
−ABj†r˜ABir˜, E00=0,
Eij=Eij=A
Bi†
r˜B
B
jr˜
+ABj†r˜B
B
ir˜
, E00=0,
ai=Ei0+E
0
i
=−ABi†r˜
(
AB0
r˜
−BB0r˜
)
+
(
A
B0†
r˜+B
B†
0r˜
)
BB
ir˜
=
√
2
(
Y
B(+)†
r˜ B
B
ir˜
−ABi†r˜YB(−)r˜
)
, Y
B(±)
r˜
def
=
1√
2
(AB0
r˜
±BB0r˜).

(B.12)
The representation for ai in (B.12) involves, in addition to the original A
Bi
j
and BB
ij
bosons,
their complex conjugate bosons. The complex conjugate bosons arise from the use of the
matrix G as variables of representation. The YB
r˜
bosons also arise from extension of algebra
from Sp(2N) to Jacobi hsp algebra and embedding of the Jacobi hsp into Sp(2N +2) algebra.
Using the relations
∂
∂ABpq
detAB=(AB−1) qp detAB,
∂
∂ABpq
(AB−1) rs =−(AB−1) qs (AB−1) rp , (B.13)
we get the relations which are valid when operated on functions on the right coset Sp(2N+2)
SU(N+1)
∂
∂BBpq
=
∑
r<p(AB−1) qr
∂
∂QBpr
,
∂
∂ABpq
=−∑s<r<pQBrp(AB−1) qs ∂∂QBrs − i2(AB−1) qp ∂∂τ ,
 (B.14)
from which later we can derive the expressions (D.1).
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C Vacuum function for extended bosons
We show here that the function Φ00(G) in G ∈ Sp(2N+2) corresponds to the free-boson
vacuum function in the physical boson space. Then the Φ00(G) must satisfy the conditions(
Ep
q
+
1
2
Iδpq
)
Φ00(G) = EpqΦ00(G) = 0, Φ00(12N+2) = 1. (C.1)
The vacuum function Φ00(G) which satisfy (C.1) is given by Φ00(G) =
[
det(AB)
] 1
2
, the proof
of which is made easily as follows:(
Ep
q
+
1
2
Iδpq
)[
det(AB)
] 1
2
=
1
2
δpq
[
det(AB)
] 1
2
+
(
BBpr
∂
∂BBqr
− BBqr
∂
∂BBpr
−ABqr
∂
∂ABpr
+ABpr
∂
∂ABqr
)[
det(AB)
] 1
2
=
1
2
δpq
[
det(AB)
]1
2−ABqr
∂
∂ABpr
[
det(AB)
]1
2
=
1
2
δpq
[
det(AB)
]1
2−1
2
1[
det(AB)
]1
2
ABqr
∂
∂ABpr
det(AB)
=
1
2
δpq
[
det(AB)
] 1
2− 1
2
1[
det(AB)
] 1
2
(ABAB−1)qp det(AB) = 0,
(C.2)
Epq
[
det(AB)
] 1
2
=
(
ABpr
∂
∂BBqr
+BBqr
∂
∂ABpr
+ABqr
∂
∂BBpr
+BBpr
∂
∂ABqr
)[
det(AB)
] 1
2
= 0. (C.3)
The vacuum functions Φ00(G) in G∈Jacobi hsp group and Φ00(g) in g∈Sp(2N) group satisfy
aiΦ00(G) =
(
Ei
j
+
1
2
Iδij
)
Φ00(G) = EijΦ00(G) = 0, Φ00(12N+2) = 1, (C.4)(
ei
j
+
1
2
Iδij
)
Φ00(g) = eijΦ00(g) = 0, Φ00(12N) = 1. (C.5)
By using the Sp(2N+2) Lie OPs Epq, expression for the Sp(2N+2) WF |G> is given in a
form quite similar to the Sp(2N) WF |g> as
|G>=<0 |U(G)| 0> exp
(
1
2
·QBpqEpq
)
| 0>. (C.6)
Equation (C.6) has the property U(G)| 0>=U(G)| 0>. On the other hand, from (A.12) we get
detAB= 1+z
B
2
det aB, detBB=
{
1−zB
2
+
1
2(1+zB)
(
xBTqB−1xB−xB†xB)}det bB=0. (C.7)
Then we obtain the vacuum function Φ00(G) expressed in terms of the Ka¨hler potential as
<0 |U(G)| 0> = Φ00(G) =
[
det(AB)
] 1
2
= e−
1
4
K(QB , QB†)e−i
τ
2 , (C.8)
Φ00(G) = Φ00(G) =
√
1+zB
2
[
det(aB)
] 1
2 =
√
1+zB
2
e−
1
4
K(qB , qB†)e−i
τ
2 . (C.9)
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D Differential forms for extended bosons over
Sp(2N+2)
U(N+1)
coset space
Using the differential formulas (B.14), the boson Sp(2N+2) Lie OPs are mapped into the
regular representation consisting of functions on the coset space Sp(2N+2)
U(N+1)
. The extended boson
images of the boson Sp(2N+2) Lie OPs Ep
q
etc. are represented by the closed first order dif-
ferential forms over the Sp(2N+2)
U(N+1)
coset space in terms of the Sp(2N+2)
U(N+1)
coset variables QBpq and the
phase variable τ
(
= i
2
ln
[
det(A
B
)
det(AB)
])
of U(N+1) identical with the one, τ
(
= i
2
ln
[
det(aB)
det(aB)
])
of U(N)
due to the first equation of (C.7), as
Ep
q
= QBpr
∂
∂QBqr
+QBqr
∂
∂QBpr
+ iδpq
∂
∂τ
, Epq = QBprQBsq
∂
∂QBrs
+
∂
∂QBpq
+ iQBpq
∂
∂τ
, (D.1)
derivation of which is made in quite the same way as Sp(2N) case. The extended boson images
of the Jacobi hsp OPs are given with the aid of those of the Sp(2N+2) OPs. From (D.1), we
get representation of the Sp(2N+2) Lie OPs in terms of the variables qBij and r
B
i . They are
very similar to those of the fermion SO(2N+1) Lie OPs except that the hermitian adjoint of
the OP image is obtained by the complex conjugate of the OP image with minus sign [50]:
Eij=E
i
j
=ei
j
+rBi
∂
∂rBj
+rBj
∂
∂rBi
, ei
j
=qBil
∂
∂qBjl
+qBjl
∂
∂qBil
+iδij
∂
∂τ
, E
j
i=Ej
†
i=E
j
i,
Eij=Eij=eij+(r
B
i q
B
jl+r
B
j q
B
il )
∂
∂rl
, eij=q
B
il q
B
kj
∂
∂qBlk
+
∂
∂qBij
+iqBij
∂
∂τ
, Eij=E†ji=Eij ,
 (D.2)
ai=E0i+E
0
i
=
∂
∂rBi
+rBl
∂
∂qBil
+(rBi r
B
l +q
B
il )
∂
∂rBl
+qBil r
B
k
∂
∂qBlk
+irBi
∂
∂τ
, a
†
i =ai. (D.3)
Contrastively, Berceanu, in [13], has given the differential action of the generators of the
Jacobi hsp group on the coherent state ez,w given by (5.21) in the following forms:
K
0
ijez,w =
(
k
4
δij +
zj
2
∂
∂zi
+ wjl
∂
∂wli
)
ez,w, (k : extremal weight),
K
+
ijez,w =
∂
∂wij
ez,w,
K
−
ijez,w =
(
k
2
wij+
zizj
2
+
1
2
(ziwlj+zjwli)
∂
∂zl
+wkjwil
∂
∂wlk
)
ez,w,
a
†
iez,w=
∂
∂zi
ez,w, aiez,w=
(
zi+wil
∂
∂zl
)
ez,W .

(D.4)
The explicit forms of the expressions (D.4) have just a few similarity to those of the ones (D.2)
and (D.3) obtained exactly using the coset space SO(2N+2)
U(N+1)
. Contrary to the similarity, they
have no exact property with respect to complex conjugacy in the operator-realization, as shown
from the forms of the third and last Eqs in (D.4). Berceanu has further investigated how the
Jacobi hsp algebra admits what kind of realization of the differential OPs in the Siegel-Jacobi
space on both the Siegel-Jacobi ball DJN and the Siegel-Jacobi upper half plane X JN [33].
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