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Uvod
Kreditni skoring numericˇki je sustav pomoc´u kojeg se ocjenjuje rizicˇnost klijenta kojemu
se zˇeli prodati neki proizvod. Upotrebom statisticˇkih metoda izracˇunava se indeks koji
predstavlja vjerojatnost da c´e klijent biti uspjesˇan u podmirivanju svojih obaveza. Na te-
melju dobivene ocjene rizicˇnosti, donosi se odluka o tome hoc´e li se proizvod prodati
klijentu ili nec´e.
Ovaj rad sastoji se od cˇetiri poglavlja. U prvom poglavlju navodimo osnovne defini-
cije i rezultate koji c´e biti potrebni za proucˇavanje kreditnog skoringa, tocˇnije bit c´e po-
trebni prilikom razvoja statisticˇkih metoda koje izracˇunavaju indekse rizicˇnosti. Poglavlje
je podijeljeno u cˇetiri potpoglavlja. U prvom potpoglavlju definiramo slucˇajne varijable i
pripadne funkcije distribucije. To nas dovodi do drugog potpoglavlja u kojem definiramo
matematicˇko ocˇekivanje i kao rezultate navodimo granicˇne teoreme. Nakon matematicˇkog
ocˇekivan ja slijedi definicija i svojstva varijance i momenata, a poglavlje zavrsˇavamo cen-
tralnim granicˇnim teoremima. Definicije i rezultati ovog poglavlja preuzeti su iz knjige
[1].
Drugo poglavlje bavi se definicijom i svojstvima generaliziranog linearnog modela.
On nam je potreban za definiciju linearne regresije i, u konacˇnici, logisticˇke regresije kao
najcˇesˇc´e korisˇtene statisticˇke metode prilikom istrazˇivanja i razvoja kreditnog skoringa.
U ovom poglavlju najprije definiramo generalizirani linearni model, a zatim radi jednos-
tavnosti prilikom tumacˇenja rezultata, objasˇnjavamo kanonsku formu zapisivanja rezultata
testiranja. Ovim poglavljem dominira Gauss-Markovljev teorem koristan za izracˇun naj-
manjih kvadratnih procjenitelja u modelu. Na kraju poglavlja objasˇnjavamo jednostavnu
linearnu regresiju te distribucije korisˇtene u generaliziranom linearnom modelu. Izvor ovog
poglavlja mozˇe se pronac´i u knjizi [2]
Glavni dio rada cˇini trec´e poglavlje jer je ono direktno vezano uz izracˇun kreditnog
skoringa. U tom poglavlju dajemo uvod u povijesni razvoj kreditnog skoringa, a zatim
opisujemo statisticˇke metode pocˇevsˇi s diskriminantnom analizom. Diskriminantnom se
analizom bavimo u iduc´a tri potpoglavlja i nakon toga u petom potpoglavlju definiramo lo-
gisticˇku regresiju kao korisnu statisticˇku metodu u kreditnom skoringu. U posljednjem pot-
poglavlju objasˇnjavamo neparametarsku tehniku klasifikacije klijenata u homogene sku-
pine poznatiju kao stabla odlucˇivanja. Tu navodimo indekse kao vjerojatnosti da je klijent
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pouzdan u podmirivanju svojih obaveza. Teoriju ovog poglavlja pronalazimo u knjizi [3] i
znanstvenom radu [4].
U posljednjem poglavlju pozivamo se na znanstveni rad autora Domjana Baric´a, Marca
Gaudarta, Sinisˇe Slijepcˇevic´a i Tonija Vlaic´a. Oni se bave proucˇavanjem utjecaja direk-
tive o izmijenjenim uslugama plac´anja (PSD2) na kreditni skoring i odluku o kreditiranju.
Ukratko objasˇnjavamo cilj projekta, tijek projekta i rezultate. Izvor ovih podataka nalazi
se u znanstvenom radu [5].
Poglavlje 1
Opc´a teorija vjerojatnosti
1.1 Slucˇajne varijable
Definicija i osnovna svojstva slucˇajnih varijabli
Osnovni pojam u teoriji vjerojatnosti jest vjerojatnosni prostor (Ω,F , P). On nam sluzˇi
kao matematicˇki model za proucˇavanje slucˇajnih pokusa. U vezi sa slucˇajnim pokusima
najcˇesˇc´e provodimo mjerenja, tj. svakom rezultatu slucˇajnog pokusa pridruzˇujemo neki re-
alan broj. Dakle, vazˇno je promatrati realne funkcije na Ω koje c´emo zvati slucˇajne varijable.
Stoga c´emo u ovom poglavlju, osim vjerojatnosnog prostora, u matematicˇkom smislu de-
finirati i slucˇajne varijable. Da bismo u slucˇaju opc´eg vjerojatnosnog prostora (Ω,F , P)
razvili matematicˇku teoriju vjerojatnosti, potrebno je u skup svih slucˇajnih varijabli defini-
ranih na Ω uvesti matematicˇku strukturu. Konkretno, nas c´e zanimati neprekidne slucˇajne
varijable pa c´emo u daljnjem tekstu objasniti svojstva neprekidnih slucˇajnih varijabli i na-
vesti neke najpoznatije primjere.
Prije svega, za definiciju neprekidnih slucˇajnih varijabli potrebni su nam pojmovi s Te-
orije mjere te se stoga u daljnjem tekstu prisjec´amo potrebnih definicija.
Definicija 1.1.1. Familija F podskupova od Ω jest σ-algebra skupova ako je
F1. ∅ ∈ F
F2. A ∈ F ⇒ Ac ∈ F
F3. Ai ∈ F , i ∈ N⇒
∞⋃
i=1
Ai ∈ F
Definicija 1.1.2. Neka je F σ-algebra na skupu Ω. Uredeni par (Ω,F ) zove se izmjeriv
prostor.
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Definicija 1.1.3. Neka je (Ω,F ) izmjeriv prostor. Funkcija P : F → R jest vjerojatnost
ako vrijedi
P1. P(A) ≥ 0, A ∈ F ; P(Ω) = 1
P2. Ai ∈ F , i ∈ N i Ai ∩ A j = ∅ za i , j
Definicija 1.1.4. Uredena trojka (Ω,F , P), gdje je F σ-algebra na Ω i P vjerojatnost na
F , zove se vjerojatnosni prostor.
Definicija 1.1.5. Neka je R skup realnih brojeva. S B oznacˇimo σ-algebru generiranu
familijom svih otvorenih skupova na R. B zovemo σ-algebra Borelovih skupova na R, a
elemente σ-algebre B zovemo Borelovi skupovi.
Iz definicije slijedi da je svaki otvoreni interval (a, b), a, b ∈ R Borelov skup. Takoder,
svaki zatvoreni interval [a, b] je Borelov skup kao komplement otvorenog skupa. Takoder,
intervali (a, b] i [a, b) jesu Borelovi skupovi. Buduc´i da su neogranicˇeni intervali prebrojive
unije ogranicˇenih intervala, oni su takoder Borelovi skupovi.
Jednocˇlani skupovi {b}, b ∈ R su zatvoreni, pa su u B. Odavde slijedi da su prebrojivi
podskupovi od R Borelovi.
Sada kad smo se upoznali s Borelovim skupovima, mozˇemo definirati slucˇajne varija-
ble.
Definicija 1.1.6. Neka je (Ω,F , P) vjerojatnosni prostor. Funkcija X : Ω → R jest
slucˇajna varijabla (na Ω) ako je X−1(B) ∈ F za proizvoljno B ∈ B tj. X−1(B) ⊂ F .
Definicija 1.1.7. Funkcija g : R → R jest Borelova funkcija ako je g−1(B) ∈ B za svako
B ∈ B tj. ako je g−1(B) ⊂ B.
Neka je (Ω,F , P) vjerojatnosni prostor i X slucˇajna varijabla na Ω. Za B ∈ B stavimo:
PX(B) = P(X−1(B)) = P{ω ∈ Ω; X(ω) ∈ B} = P{X ∈ B}
Gornjom relacijom definirana je funkcija PX : B → [0, 1] i lako se provjeri da je PX
vjerojatnost, odnosno vjerojatnosna mjera na B. PX zovemo vjerojatnosna mjera indu-
cirana s X, a vjerojatnosni prostor (R,B, PX) zovemo vjerojatnosni prostor induciran
s X. Prema tome, svakoj slucˇajnoj varijabli X preko gornje relacije na prirodan se nacˇin
pridruzˇuje vjerojatnosni prostor (R,B, PX).
PX cˇesto zovemo i zakon razdiobe od X.
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Svojstva funkcije distribucije
Jedan od osnovnih pojmova u teoriji vjerojatnosti jest pojam funkcije distribucije slucˇajne
varijable. U teoriji vjerojatnosti operacije se izvode na funkcijama distribucije slucˇajnih
varijabli. Osnovna klasifikacija slucˇajnih varijabli provodi se na osnovi oblika njihovih
funkcija distribucije. Stoga u ovom poglavlju definiramo funkciju distribucije i navodimo
njezina svojstva.
Definicija 1.1.8. Neka je X slucˇajna varijabla na Ω. Funkcija distribucije od X jest funk-
cija FX : R→ [0, 1] definirana s:
FX(x) = PX((−∞, x]) = P(X−1(−∞, x]) = P{ω ∈ Ω; X(ω) ≤ x} = P{X ≤ x}, x ∈ R
Koristit c´emo FX = F ukoliko bude poznato o kojoj se slucˇajnoj varijabli tj. njezinoj
funkciji distribucije radi.
Sljedec´i teorem daje osnovna svojstva funkcije distribucije slucˇajne varjable.
Teorem 1.1.9. Funkcija distribucije F slucˇajne varijable X je rastuc´a i neprekidna zdesna
na R te zadovoljava
F(−∞) = lim
n→+∞ F(x) = 0
F(+∞) = lim
n→+∞ F(x) = 1
Dokaz teorema mozˇe se pronac´i u [1, Teorem 9.1].
Korolar 1.1.10. Funkcija distribucije F neprekidna je u tocˇki x ∈ R ako i samo ako je
P{ω ∈ Ω; X(ω) = x} = P{X = x} = 0.
Dokaz korolara mozˇe se pronac´i u [1, Korolar 9.1].
Funkciju F : R → [0, 1] koja ima svojstva iz teorema 1.1.9. zvat c´emo vjerojatnosna
funkcija distribucije (na R) ili krac´e funkcija distribucije.
Navodimo teorem koji dokazuje da svaka vjerojatnosna funkcija distribucije naR odreduje
jedinstvenu vjerojatnosnu mjeru na B.
Teorem 1.1.11. Neka je F : R → [0, 1] vjerojatnosna funkcija distribucije. Tada postoji
vjerojatnosna mjera P = PF na B koja je jednoznacˇno odredena s F pomoc´u
PF((−∞, x]) = F(x), x ∈ R.
Dokaz teorema mozˇe se pronac´i u [1, Teorem 9.2].
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Neprekidne slucˇajne varijable
U teoriji vjerojatnosti uglavnom se promatraju, tj. u primjenama se pojavljuju diskretne
i neprekidne slucˇajne varijable. Mozˇe se pokazati da postoje slucˇajne varijable koje nisu
niti diskretne, niti neprekidne, no u ovom radu njima se nec´emo baviti. Potrebe nasˇeg rada
ogranicˇit c´e se na neprekidnim slucˇajnim varijablama pa c´emo u podpoglavlju definirati
pojam neprekidne slucˇajne varijable i dati najvazˇnije primjere.
Definicija 1.1.12. Neka je X slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F , P) i
neka je FX njezina funkcija distribucije. Kazˇemo da je X apsolutno neprekidna ili krac´e
neprekidna slucˇajna varijabla ako postoji nenegativna realna Borelova funkcija f na R
( f : R→ R+) takva da je
FX(x) =
∫ x
−∞
f (t)dλ(t), x ∈ R.
Za funkciju distribucije FX neprekidne slucˇajne varijable X kazˇemo da je apsolutno
neprekidna funkcija distribucije. Ako je X neprekidna slucˇajna varijabla, tada se funk-
cija f zove funkcija gustoc´e vjerojatnosti od X tj od njezine funkcije distribucije FX ili
krac´e gustoc´a od X te ju ponekad oznacˇavamo s fX
Propozicija 1.1.13. Neka je f : R → R Borelova funkcija. Da bi f bila gustoc´a vjerojat-
nosti neke neprekidne slucˇajne varijable X, nuzˇno je i dovoljno da vrijedi
(i) f (x) ≥ 0, x ∈ R
(ii)
∫ +∞
−∞ f (x)dλ(x) = 1.
Dokaz propozicije mozˇe se pronac´i u [1, Propozicija 9.5].
Primjeri neprekidnih slucˇajnih varijabli
Sada c´emo navesti primjere neprekidnih slucˇajnih varijabli koje se najcˇesˇc´e pojavljuju u
primjenama.
Primjer 1.1.14. Neprekidna slucˇajna varijabla X ima uniformnu distribuciju na segmentu
[a, b], a, b ∈ R, a < b ako joj je gustoc´a f dana s
f (x) =
 1b−a , a ≤ x ≤ b0 x < [a, b].
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Primjer 1.1.15. Neprekidna slucˇajna varijabla X ima eksponencijalnu distribuciju ako
joj je gustoc´a f dana s
f (x) =
λe−λx, x > 00 x ≤ 0
gdje je λ > 0 fiksan. λ zovemo parametar eksponencijalne distribucije.
Primjer 1.1.16. Neprekidna slucˇajna varijabla X ima dvostranu eksponencijalnu distri-
buciju na segmentu ako joj je gustoc´a f dana s
f (x) =
1
2
λe−λ|x|, x ∈ R
gdje je λ > 0 fiksan. λ zovemo parametar dvostrane eksponencijalne distribucije.
Primjer 1.1.17. Neka su a, b ∈ R i a > 0. Neprekidna slucˇajna varijabla X ima Cauc-
hyjevu distribuciju a parametrima a i b ako joj je gustoc´a f dana s
f (x) =
a
pi[a2 + (x − b)2] , x ∈ R
X ima jedinicˇnu Cauchyjevu distribuciju ako je a = 1 i b = 0 tj.
f (x) =
1
pi[1 + x2]
, x ∈ R
Primjer 1.1.18. Neka su m, σ ∈ R, σ > 0. Neprekidna slucˇajna varijabla X ima normalnu
distribuciju s parametrima m i σ2 ako joj je gustoc´a f dana s
f (x) =
1
σ
√
2pi
e−
(x−m)2
2σ2 , x ∈ R
To c´emo oznacˇavati s X ∼ N(m, σ2). X je jedinicˇna normalna distribucija ako je X ∼
N(0, 1) tj.
f (x) =
1√
2pi
e−
x2
2 , x ∈ R
Primjer 1.1.19. Neka su α > 0, β > 0 i Γ(x) =
∫ +∞
0
e−ttx−1dt, x > 0 tj. Γ je gama-funkcija.
Neprekidna slucˇajna varijabla X ima gama-distribuciju s parametrima α i β ako joj je
gustoc´a f dana s
f (x) =
 1Γ(α)βα xα−1e−
x
β , x > 0
0 x ≤ 0.
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Ako je α = n2 , n ∈ N i β = 2, tada kazˇemo da X ima χ2-distribuciju s parametrom n, sˇto
cˇesto oznacˇavamo X ∼ χ2(n) pri cˇemu n zovemo broj stupnjeva slobode od X. Funkcija
gustoc´e χ2-distribucije s n stupnjeva slobode jest
f (x) =

1
2
n
2 Γ( n2 )
e−
x
2 x
n
2−1, x > 0
0 x ≤ 0.
Primjer 1.1.20. Neka je n ∈ N. Neprekidna slucˇajna varijabla X ima Studentovu t-
distribuciju s n stupnjeva slobode (oznaka je X ∼ t(n)) ako joj je gustoc´a f dana s
f (x) =
1√
npi
Γ
(
n+1
1
)
Γ
(
n
2
) (1 + x2
n
)− n+12
, x ∈ R.
Primjer 1.1.21. Za x, y > 0 neka je
B(x, y) =
∫ 1
0
tx−1(1 − t)y−1dt,
tj. B je beta-funkcija. Neka su p > 0, q > 0 fiksni. Neprekidna slucˇajna varijabla X ima
beta-distribuciju s parametrima p i q ako joj je gustoc´a f dana s
f (x) =
 x
p−1(1−x)q−1
B(p,q) , 0 < x < 1
0 x ≤ 0 ili x ≥ 1.
1.2 Matematicˇko ocˇekivanje
Definicija i osnovna svojstva matematicˇkog ocˇekivanja
U ovom c´emo poglavlju uvesti pojam matematicˇkog ocˇekivanja slucˇajnih varijabli definira-
nih na opc´em vjerojatnosnom prostoru (Ω,F , P). Navest c´emo nekoliko granicˇnih teorema
koji se cˇesto koriste u teoriji vjerojatnosti.
Definicija matematicˇkog ocˇekivanja provodi se u tri koraka. Prvo se definira matematicˇko
ocˇekivanje jednostavne slucˇajne varijable, zatim nenegativne slucˇajne varijable i na kraju
opc´e slucˇajne varijable.
Neka je (Ω,F , P) vjerojatnosni prostor. S K oznacˇimo skup svih jednostavnih slucˇajnih
varijabli definiranih na Ω, a s K+ skup svih nenegativnih funkcija iz K .
Neka je X ∈ K , X = n∑
k=1
xkKAk gdje su A1, ..., An ∈ F medusobno disjunktni.
POGLAVLJE 1. OPC´A TEORIJA VJEROJATNOSTI 9
Definicija 1.2.1. Matematicˇko ocˇekivanje od X ili krac´e ocˇekivanje od X koje oznacˇavamo
s EX definira se s
EX =
n∑
k=1
xkP(Ak).
Propozicija 1.2.2. (i) Neka je c ∈ R i X ∈ K . Tada je E(cX) = cEX.
(ii) Za X,Y ∈ K vrijedi E(X + Y) = EX + EY.
(iii) Neka su X,Y ∈ K i X ≤ Y. Tada je EX ≤ EY.
Dokaz propozicije mozˇe se pronac´i u [1, Propozicija 10.1].
Definicija 1.2.3. Matematicˇko ocˇekivanje od X ili krac´e ocˇekivanje od X definira se s
EX = lim
n→+∞EXn
Za nenegativnu slucˇajnu varijablu X vrijedi
EX = sup{EY; Y ∈ K+,Y ≤ X}
.
Ocˇito vrijedi: Ako je X ≥ 0 tada je EX ≥ 0. To svojstvo zovemo pozitivnost mate-
maticˇkog ocˇekivanja.
Neka je sada X proizvoljna slucˇajna varijabla na Ω. Vrijedi X = X+ − X−, gdje su X+, X−
slucˇajne varijable i X+, X− ≥ 0.
Definicija 1.2.4. Kazˇemo da matematicˇko ocˇekivanje od X koje oznacˇavamo s EX postoji
ili da je definirano ako je barem jedna od velicˇina EX+ ili EX− konacˇna tj. vrijedi
min{EX+,EX−} < +∞
.
Tada je po definiciji
EX = EX+ − EX−.
U teoriji vjerojatnosti za matematicˇko ocˇekivanje cˇesto se koristimo oznakama
EX =
∫
Ω
XdP =
∫
Ω
X(ω)dP(ω) =
∫
Ω
X(ω)P(dω).
Matematicˇko ocˇekivanje slucˇajne varijable X konacˇno je ako je EX+ < +∞ i EX− < +∞
Navodimo teorem koji daje osnovna svojstva matematicˇkog ocˇekivanja.
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Teorem 1.2.5. (i) Ako EX postoji i c ∈ R, tada E(cX) postoji i vrijedi
E(cX) = cE(X).
(ii) Ako X ≤ Y, tada je
EX ≤ EY
u smislu da
ako je −∞ < EX, tada je −∞ < EY i EX ≤ EY
ili
ako jeEY < ∞, tada jeEX < ∞ i EX ≤ EY.
(iii) Ako EX postoji, tada je
|EX| ≤ E|X|.
(iv) Ako EX postoji, tada postoji E(XKA)za svako A ∈ F . Ako je EX konacˇno, tada je
E(XKA) konacˇno za svako A ∈ F .
(v) Neka su X i Y nenegativne slucˇajne varijable ili X,Y ∈ L(P). Tada vrijedi
E(X + Y) = EX + EY.
Dokaz teorema mozˇe se pronac´i u [1, Teorem 10.1].
Granicˇni teoremi za matematicˇko ocˇekivanje
Vrlo vazˇni teoremi u teoriji vjerojatnosti i statistici jesu granicˇni teoremi za matematicˇko
ocˇekivanje. Vrlo vazˇnu primjenu imaju i u teoriji mjere, a u ovom poglavlju navest c´emo
najvazˇnije.
Teorem 1.2.6. (Lebesgueov teorem o monotonoj konvergenciji)
Neka je (Xn, n ∈ N) rastuc´i niz nenegativnih slucˇajnih varijabli i neka je (g.s.) limn→+∞ Xn =
X. Tada je
lim
n→+∞EXn = EX.
Dokaz teorema mozˇe se pronac´i u [1, Teorem 10.2].
Korolar 1.2.7. Neka je (Xn, n ∈ N) niz nenegativnih slucˇajnih varijabli. Tada je
E
( +∞∑
n=1
Xn
)
=
+∞∑
n=1
EXn
Dokaz korolara mozˇe se pronac´i u [1, Korolar 10.1].
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Teorem 1.2.8. (Fatou)
Neka je (Xn, n ∈ N) niz nenegativnih slucˇajnih varijabli i neka je (g.s.) lim infn→+∞ Xn = X.
Tada je
EX ≤ lim inf
n→+∞ EXn.
Dokaz teorema mozˇe se pronac´i u [1, Teorem 10.3].
Teorem 1.2.9. (Lebesgueov teorem o dominiranoj konvergenciji)
Neka je (Xn, n ∈ N) niz slucˇajnih varijabli takav da je (g.s.) limn→+∞ Xn = X i neka je
|Xn| ≤ Y (g.s.) za sve n, pri cˇemu je Y ∈ L(P). Tada je
lim
n→+∞EXn = EX.
Dokaz teorema mozˇe se pronac´i u [1, Teorem 10.6].
1.3 Varijanca i momenti
Definicija i osnovna svojstva varijance i momenta
U vjerojatnosti i statistici, matematicˇko ocˇekivanje i varijanca najvazˇnije su numericˇke
znacˇajke slucˇajnih varijabli. U ovom c´emo poglavlju definirati varijancu i momente te
c´emo navesti neke vazˇne nejednakosti cˇija je primjena u statistici jako velika.
Neka je X slucˇajna varijabla na vjerojatnosnom prostoru (Ω,F , P) i r > 0.
Definicija 1.3.1. E(Xr) zovemo r-ti moment od X, a E(|X|r) zovemo r-ti apsolutni moment
od X.
Definicija 1.3.2. Neka EX postoji (tj. konacˇno je). Tada E[(X−EX)r] zovemo r-ti apsolutni
centralni moment od X, a E[|X − EX|r] zovemo r-ti apsolutni centralni moment od X.
Definicija 1.3.3. Varijanca od X koju oznacˇujemo s Var X ili σ2X jest drugi centralni mo-
ment od X tj.
Var X = E[(X − EX)2]
Pozitivan drugi korijen iz varijance zovemo standardna devijacija od X i oznacˇujemo
σX.
Iz definicije slijedi da je varijanca mjera odstupanja slucˇajne varijable X od njezina
matematicˇkog ocˇekivanja te da je Var X ≥ 0.
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Propozicija 1.3.4. (i) Ako je r > 0 i E(Xr) konacˇno, tada je E(Xs) konacˇno za 0 ≤ s < r.
(ii) Neka X ima varijancu i neka su a, b ∈ R. Tada vrijedi
Var(aX + b) = a2 Var X
Dokaz propozicije mozˇe se pronac´i u [1, Propozicija 10.7].
Vazˇne nejednakosti
Sljedec´e nejednakosti imaju vazˇnu ulogu u vjerojatnosti i statistici.
Propozicija 1.3.5. Neka je X slucˇajna varijabla i g nenegativna Borelova funkcija takva
da je E[g(X)] < +∞. Ako je g parna funkcija i neopadajuc´a na [0,+∞], tada za svako
ε > 0 vrijedi
P{|X| ≥ ε} ≤ E[g(X)]
g(ε)
.
Dokaz propozicije mozˇe se pronac´i u [1, Propozicija 10.8].
Korolar 1.3.6. (Markovljeva nejednakost)
Neka je r > 0 i E(|X|r) < +∞. Tada za proizvoljno ε > 0 vrijedi
P{|X| ≥ ε} ≤ E[|X|
r]
εr
.
Iskaz korolara mozˇe se pronac´i u [1, Korolar 10.3].
Korolar 1.3.7. (Cˇebisˇevljeva nejednakost)
Neka je X slucˇajna varijabla s konacˇnim ocˇekivanjem i varijancom. Tada za proizvoljno
ε > 0 vrijedi
P{|X − EX| ≥ ε} ≤ Var X
ε2
.
Iskaz korolara mozˇe se pronac´i u [1, Korolar 10.4].
Propozicija 1.3.8. Neka su X i g definirani kao u propoziciji 1.3.5. i neka je (g.s.) sup g(X) <
+∞. Tada za proizvoljno ε > 0 vrijedi
P{|X| ≥ ε} ≥ E[g(X)] − g(ε)
(g.s.) sup g(X)
.
Dokaz propozicije mozˇe se pronac´i u [1, Propozicija 10.9].
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Propozicija 1.3.9. (Cauchy-Schwartzova nejednakost)
Neka su X i Y slucˇajne varijable takve da je E(X2) < +∞ i E(Y2) < +∞. Tada je E(|XY |) <
+∞ i vrijedi
[E(|XY |)]2 ≤ E(X2)E(Y2).
Dokaz propozicije mozˇe se pronac´i u [1, Propozicija 10.10].
Propozicija 1.3.10. (Ho¨lderova nejednakost)
Neka su p, q ∈ R, p > 1, q > 1 i 1p + 1q = 1.
Neka su X i Y slucˇajne varijable takve da je E(|X|p) < +∞ i E(|Y |q) < +∞. Tada je
E(|XY |) < +∞ i vrijedi
E(|XY |) ≤ [E(|X|p)] 1p [E(|Y |q)] 1q .
Dokaz propozicije mozˇe se pronac´i u [1, Propozicija 10.11].
Propozicija 1.3.11. (Nejednakost Minkowskog)
Neka je 1 ≤ p < +∞ i neka su X i Y slucˇajne varijable takve da je E(|X|p) < +∞,E(|Y |p) <
+∞. Tada je E(|X + Y |p) < +∞ i vrijedi
[E(|X + Y |p)] 1p ≤ [E(|X|p)] 1p + [E(|Y |p)] 1p .
Dokaz propozicije mozˇe se pronac´i u [1, Propozicija 10.12].
Propozicija 1.3.12. Neka je 0 < r < +∞ i E(|X|r) < +∞. Tada je
lim
x→+∞ x
rP{|X| ≥ x} = 0.
Dokaz propozicije mozˇe se pronac´i u [1, Propozicija 10.13].
1.4 Centralni granicˇni teoremi
Konvergencija slucˇajnih varijabli
U ovom poglavlju proucˇavat c´emo granicˇno ponasˇanje niza (S n, n ∈ N) u smislu konver-
gencije po distribuciji. Da bismo to mogli, potrebno je najprije definirati tipove konvergen-
cije slucˇajnih varijabli.
Definicija 1.4.1. Kazˇemo da niz (Xn, n ∈ N) slucˇajnih varijabli konvergira gotovo sigurno
(g.s.) prema slucˇajnoj varijabli X ako je
P{ω ∈ Ω; X(ω) = lim
n→+∞ Xn(ω)} = 1.
To oznacˇujemo (g.s.) limn Xn = X ili Xn
g.s.−−→ X(n→ +∞). Takav limes je (g.s.) jedinstven.
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Definicija 1.4.2. Kazˇemo da niz (Xn, n ∈ N) slucˇajnih varijabli konvergira po vjerojatnosti
prema slucˇajnoj varijabli X ako za svako ε > 0 vrijedi
lim
n→+∞ P{|Xn − X| ≥ ε} = 0.
To oznacˇujemo (P) limn Xn = X ili Xn
P−→ X(n→ +∞). Takav limes je takoder (g.s.) jedins-
tven.
Definicija 1.4.3. Neka je p ≤ 1 < +∞ i neka je Xn, X ∈ Lp(Ω) (n ∈ N). Kazˇemo da niz
(Xn, n ∈ N) konvergira u srednjem reda p prema X ako vrijedi
lim
n→+∞E(|Xn − X|
p) = 0.
To oznacˇujemo (mp) limn Xn = X ili Xn
mp−→ X(n→ +∞)
Definicija 1.4.4. Kazˇemo da niz (Xn, n ∈ N) slucˇajnih varijabli konvergira po distribuciji
prema slucˇajnoj varijabli X ako je
lim
n→+∞ FXn(x) = Fx(x), x ∈ C(Fx).
(FX je funkcija distribucije od X, a C(FX) je skup svih tocˇaka neprekidnosti od FX.)
To oznacˇujemo s (D)limnXn = X ili Xn D−→ X (n→ +∞).
Klasicˇni centralni granicˇni teoremi
Razmatrat c´emo probleme u vezi s konvergencijom po distribuciji. Ta konvergencija je
najtipicˇnija za teoriju vjerojatnosti jer se definira pomoc´u funkcija distribucije.
Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli i neka je S n =
n∑
k=1
Xk(n ∈ N).
Teorem 1.4.5. (Levy)
Neka je Xn, n ∈ N niz nezavisnih jednakodistribuiranih slucˇajnih varijabli s ocˇekivanjem
m i varijancom σ2, 0 < σ2 < +∞ i neka je S n =
n∑
k=1
Xk(n ∈ N). Tada vrijedi
S n − ES n
σ
√
n
D−→ N(0, 1) za n→ +∞.
Dokaz teorema mozˇe se pronac´i u [1, Teorem 14.1].
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Korolar 1.4.6. (de Moivre-Laplace)
Neka je S n B(n, p)(n ∈ N, 0 < p < 1). Tada vrijedi
S n − np√
np(1 − p)
D−→ N(0, 1) za n→ +∞.
Dokaz korolara mozˇe se pronac´i u [1, Korolar 14.1].
Teorem 1.4.7. (Ljapunov)
Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli i neka je S n =
n∑
k=1
Xk, s2n = Var S n =
n∑
k=1
Var Xk(n ∈ N). Pretpostavimo da je s1 > 0 i pretpostavimo da postoji δ > 0 takav da je
E(|Xn|2+δ) < +∞ za sve n i da vrijedi
lim
n→+∞
1
s2+δn
n∑
k=1
E[|Xk − EXk|2+δ] = 0.
Tada
S n − ES n
sn
D−→ N(0, 1) za n→ +∞.
Iskaz teorema mozˇe se pronac´i u [1, Teorem 14.2]. Teorem se ne dokazuje jer je pos-
ljedica Lindebergovog teorema.
Teorem 1.4.8. (Lindeberg)
Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli s konacˇnim varijancama i neka je
S n =
n∑
k=1
Xk,mn = EXn, s2n = Var S n(n ∈ N). Pretpostavimo da je s1 > 0. Ako za svako ε > 0
vrijedi
lim
n→+∞
1
s2n
n∑
k=1
∫
{x;|x−mk |≥εsn}
(x − mk)2dFXk(x) = 0,
tada
S n − ES n
sn
D−→ N(0, 1) za n→ +∞
Dokaz teorema mozˇe se pronac´i u [1, Teorem 14.3].
Definicija 1.4.9. Ako je ispunjen Lindebergov uvjet, tada za svako ε > 0 vrijedi
lim
n→+∞max1≤k≤n
P
{ |Xk − mk|
sn
≥ ε
}
= 0,
i u tom slucˇaju kazˇemo da su slucˇajne varijable Xk−mksn uniformno asimptotski zanemarive
(uaz) ili da cˇine infinitezimalni sistem.
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Teorem 1.4.10. (Lindeberg-Feller)
Neka je (Xn, n ∈ N) niz nezavisnih slucˇajnih varijabli s konacˇnim varijancama i neka je
S n =
n∑
k=1
Xk,mn = EXn, s2n = Var S n(n ∈ N). Lindebergov uvjet
lim
n→+∞
1
s2n
n∑
k=1
∫
{x;|x−mk |≥εsn}
(x − mk)2dFXk(x) = 0, za sve ε > 0,
vrijedi ako i samo ako
S n − ES n
sn
D−→ N(0, 1) za → +∞ i Xk − mk
sn
su uaz
Dokaz teorema mozˇe se pronac´i u [1, Teorem 14.4].
Poglavlje 2
Generalizirani linearni model
2.1 Definicija generaliziranog linearnog modela
Definicija GLM-a
Generalizirani linearni model ukljucˇuje mnoge poznate i korisne modele koji proizlaze iz
primijenjene statistike, ukljucˇujuc´i modele za visˇestruku linearnu regresiju i analizu vari-
janci te logisticˇku regresiju kao najcˇesˇc´e korisˇtenu statisticˇku metodu prilikom istrazˇivanja
i razvoja kreditnog skoringa..
Najprije c´emo definirati generalizirani linearni model, a zatim objasniti kanonsku formu
zapisivanja rezultata testiranja. Na kraju poglavlja objasnit c´emo jednostavnu linearnu re-
gresiju te distribucije korisˇtene u generaliziranom linearnom modelu. Izvor ovog poglavlja
mozˇe se pronac´i u knjizi [2]
Definicija 2.1.1. Generalizirani linearni model ili krac´e GLM mozˇemo definirati kao
Y = Xβ + ε (2.1)
gdje je promatrani podatak Y slucˇajni vektor u Rn, X je n × p matrica poznatih konstanti,
β je nepoznati parametar iz Rp, a ε je vektor slucˇajnih pogresˇaka u Rn.
Pretpostavimo da je ε1, ε2, ..., εn slucˇajni uzorak iz N(0, σ2), gdje je σ > 0 nepoznati
parametar. Tada je
ε ∼ N(0, σ2I) (2.2)
Ponekad vrijede slabiji uvjeti poput: Eεi = 0 za svaki i,Var(εi) = σ2 za svaki i,Cov(εi, ε j) =
0 za svaki i , j. U matricˇnoj notaciji to izgleda ovako: Eε = 0 i Cov(ε) = σ2I.
U slucˇaju kad je Y +ε vektor konstanti i Eε = 0, tada je EY = Xβ i Cov(Y) = Cov(ε) = σ2I.
Ako je ε normalno distribuiran kao u (2.2), tada je
Y ∼ N(Xβ, σ2I). (2.3)
17
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Primjer 2.1.2. (Kvadratna regresija)
U kvadratnoj regresiji, varijabla Y modelirana je kao kvadratna funkcija neke eksplana-
torne1 varijable x i slucˇajne pogresˇke. Neka je
Yi = β1 + β2xi + β3x2i + εi i = 1, ..., n.
Eksplanatorne varijable x1, x2, ..., xn poznate su konstante, β1, β2 i β3 nepoznati su para-
metri, ε1, ε2, ..., εn nezavisne su jednakodistribuirane varijable iz N(0, σ2). Ako definiramo
matricu X kao
X =

1 x1 x21
1 x2 x22
...
...
...
1 xn x2n

tada je Y = Xβ + ε.
Primjer 2.1.3. (Jednofaktorska analiza varijance)
Pretpostavimo da imamo nezavisne slucˇajne varijable iz tri normalno distribuirane popu-
lacije sa zajednicˇkom varijancom σ2 i
Yi ∼

N(β1, σ2), i = 1, ..., n1;
N(β2, σ2), i = n1 + 1, ..., n1 + n2;
N(β3, σ2), i = m1 + n2 + 1, ..., n1 + n2 + n3
def
= n.
Ako definiramo
X =

1 0 0
...
...
...
1 0 0
0 1 0
...
...
...
0 1 0
0 0 1
...
...
...
0 0 1

tada je EY = Xβ i model je distribuiran kao u (2.3)
1opisuje medusobnu povezanost varijable s faktorom
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U primjenama, parametri β1, β2, ..., βp cˇesto nastaju prirodno formiranjem modela. Kao
posljedica toga, lako ih je tumacˇiti.
No, zbog tehnicˇkih razloga cˇesˇc´e se susrec´emo s nepoznatim ocˇekivanjem od Y
ξ
def
= EY = Xβ
u Rn kao nepoznati parametar. Ako su c1, c2, ..., cp stupci matrice X,tada
ξ = Xβ = β1c1 + ... + βpcp,
sˇto implicira da ξ mora biti linearna kombinacija stupaca matrice X. Dakle, ξ mora lezˇati
u vektorskom prostoru
ω
def
= [c1, ..., cp] = {Xβ : β ∈ Rp}.
Koristec´i ξ umjesto β, vektor nepoznatih parametara postaje θ = (ξ, σ) i poprima vrijed-
nosti u Ω = ω × (0,+∞).
Buduc´i da Y ima ocˇekivanje ξ, prilicˇno je intuitivno da podaci kojima raspolazˇemo
moraju pruzˇiti razlicˇite informacije izmedu bilo koje dvije vrijednosti za ξ. Vrijedi li to za
β, ovisi o rangu r matrice X. Buduc´i da X ima p stupaca, rang r je najvisˇe stupnja p. Ako je
rang od X jednak p, onda je svaka vrijednost ξ ∈ Ω slika jedinstvene vrijednosti β ∈ Rp. No
ako su stupci matrice X linearno zavisni, tada je netrivijalna linearna kombinacija stupaca
u X jednaka 0. Stoga je Xv = 0 za svaki v , 0. Tada je
X(β + v) = Xβ + Xv = Xβ
i parametri β i β∗ = β + v daju isto ocˇekivanje ξ. Y nam u ovom slucˇaju ne pruzˇa nikakve
informacije o razlikama parametara β i β∗.
Primjer 2.1.4. Neka je
X =

1 0 1
1 0 1
1 1 0
1 1 0

Stupci od X zavisni jer je prvi stupac zbroj drugog i trec´eg. Ocˇito je rang matrice X jednak
r = 2 i to je manje od p = 3. Mozˇemo uocˇiti da vrijednosti
β =
 100
 i β∗ =
 010

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oba daju
ξ =

1
1
1
1

Kanonska forma
Rezultati testiranja i procjene u generaliziranom linearnom modelu puno se laksˇe tumacˇe
kad su podaci prikazani u kanonskoj formi. Neka v1, v2, ..., vn cˇine ortonormiranu bazu za
Rn tako da razapinju ω. Vektor Y mozˇemo zapisati kao linearnu kombinaciju vektora baze:
Y = Z1v1 + ... + Znvn (2.4)
gdje u vektor Z spremamo koeficijente Z1, ...Zn.
Algebarski, Z se mozˇe nac´i uvodenjem n× n matrice O cˇiji su stupci vektori v1, ..., vn. Tada
je O ortogonalna matrica, tj.
O′O = OO′ = I
i vrijedi
Z = O′Y i Y = OZ.
Zbog Y = ξ + ε⇒ Z = O′(ξ + ε) = O′ξ + O′ε. Ako definiramo η = O′ξ i ε∗ = O′ε, tada
Z = η + ε ∗ .
Zbog Eε∗ = EO′ε = O′ Cov(ε)O = O′(σ2I)O = σ2O′O = σ2I, slijedi
ε∗ ∼ N(0, σ2I)
i ε∗1, ..., ε
∗
n su nezavisne jednakodistribuirane slucˇajne varijable iz N(0, σ
2). Zbog Z = η+ε∗,
Z ∼ N(η, σ2I). (2.5)
Nadalje, neka su c1, ..., cp stupci matrice X. Tada ξ = Xβ =
∑p
i=1 βici i
η = O′ξ =

v′1
...
v′n

p∑
i=1
βici =

∑p
i=1 βiv
′
1ci
...∑p
i=1 βiv
′
nci
 .
Zbog toga sˇto c1, ..., cp svi lezˇe u ω, i vr+1, ..., vn svi lezˇe u ω⊥, vrijedi v′kci = 0 za k > r i
ηr+1 = ... = ηn = 0. (2.6)
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Zbog η = O′ξ,
ξ = Oη = (v1...vn)

η1
...
ηr
0
...
0

=
r∑
i=1
ηivi
Ova formula uspostavlja relaciju izmedu ξ ∈ ω i (η1, ..., ηr) ∈ Rr. Zbog Z ∼ N(η, σ2I),
varijable Z1, ...Zn su nezavisne i vrijedi Zi ∼ N(ηi, σ2). Gustoc´a od Z, uz cˇinjenicu da je
ηr+1 = ... = ηn = 0 jest:
1√
2σ2
exp
[
− 1
2σ2
r∑
i=1
(zi − ηi)2 − 12σ2
n∑
i=r+
z2i
]
= exp
[
− 1
2σ2
n∑
i=1
z2i +
1
σ2
r∑
i=1
ηizi−
r∑
i=1
η2i
2σ2
−n
2
log(2piσ2)
]
Ove gustoc´e cˇine eksponencijalnu familiju punog ranga (r + 1) s potpunom dovoljnom
statistikom (
Z1, ...,Zr,
n∑
i=1
Z2i
)
(2.7)
Procjena parametara
Koristec´i kanonsku formu, mnoge parametre lako je procijeniti. Zbog EZi = ηi, i =
1, ..., r,Zi je nepristrani procjenitelj uniformno minimalne varijance tj. od ηi, i = 1, ..., r.
Zbog ξ =
∑r
i=1 ηivi
ξˆ =
r∑
i=1
Zivi (2.8)
je prirodni procjenitelj od ξ. Nadalje, zbog
Eξˆ =
r∑
i=1
EZivi =
r∑
i=1
ηi
ξˆ je nepristran. Buduc´i da je to funckija potpune dovoljne statistike, na neki bi nacˇin trebala
biti optimalna. Jedna mjera optimalnosti mogla bi biti ocˇekivana kvadratna udaljenost od
prave vrijednosti ξ. Ako je ξˆ kompetentan nepristran procijenitelj, tada
E‖ξ˜ − ξ‖2 =
n∑
j=1
E(ξ˜ j − ξ j)2 =
n∑
j=1
Var(ξ˜ j). (2.9)
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Zbog toga sˇto je ξˆ j napristran za ξ j i funkcija je potpune dovoljne statistike, Var(ξˆ j) ≤
Var(ξ˜ j), j = 1, ..., n. Tako ξˆ minimizira svaki izraz u sumi varijanci u (2.8) i stoga
E‖ξˆ − ξ‖2 ≤ E‖ξ˜ − ξ‖2.
Iz (2.4) slijedi da Y mozˇemo zapisati kao
Y =
r∑
i=1
Zivi +
n∑
i=r+1
Zivi = ξˆ +
n∑
i=r+1
Zivi.
U ovom izrazu, prvi sumand, ξˆ, lezˇi u ω, a drugi, Y− ξˆ = ∑nr+1 Zivi, lezˇi u ω⊥. Ta razlika
Y − ξˆ naziva se vektor reziduala i oznacˇava s e
e def= Y − ξˆ =
n∑
i=r+1
Zivi. (2.10)
Zbog Y = ξˆ + e iz Pitagorinog teorema, ako je ξ˜ bilo koja tocˇka u ω, tada
‖Y − ξ˜‖2 = ‖ξˆ − ξ˜ + e‖2 = ‖ξˆ − ξ˜‖2 + ‖e‖2,
zato sˇto ξˆ−ξ˜ ∈ ω je ortogonalan na e ∈ ω⊥. Iz formule se mozˇe zakljucˇiti da je ξˆ jedinstvena
tocˇka u ω najblizˇa vektoru Y. Ta najblizˇa tocˇka naziva se projekcija od Y na ω. Relacija
Y { ξˆ je linearna i mozˇe se prikazati pomoc´u n × n matrice P,
ξˆ = PY,
i P zovemo (ortogonalna) projekcija matrice na ω. Zbog ξˆ ∈ ω vrijedi Pξˆ = ξˆ, i P2Y =
P(PY) = Pξˆ = ξˆ = PY. Kako Y mozˇe poprimiti proizvoljne vrijednosti iz Rn, slijedi
da je P2 = P. (Matrice s ovim svojstvom nazivaju se idempotentne matrice). Koristec´i
ortonormirane baze, P mozˇemo zapisati kao P = v1v′1 + ... + vrv
′
r. Za eksplicitni izracˇun
u cilju nam je koristiti formule koje ne ovise o vektorima v1, ..., vr i o tome c´e biti rijecˇ u
nastavku.
Buduc´i da se proizvoljne tocˇke iz ω mogu zapisati kao Xβ za neki β ∈ Rp, ako je ξˆ = Xβˆ,
tada β mora minimizirati
‖Y = Xβ‖2 =
n∑
i=1
[Yi − (Xβ)i]2 (2.11)
za β ∈ Rp. Iz tog razloga, βˆ nazivamo najmanji kvadratni procjenitelj od β. Naravno, ako
je rang r od X manji od p, βˆ nije jedinstven. Kako bilo, sve parcijalne derivacije kriterija
najmanjih kvadrata moraju isˇcˇeznuti kod β = βˆ. To cˇesto olaksˇava izracˇun βˆ i ξˆ. Drugi
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pristup eksplicitnom izracˇunu proizlazi izravno iz geometrijskih razmatranja. Kako stupci
ci, i = 1, ..., p, od X lezˇe u ω i e = Y − ξˆ lezˇi u ω⊥, mora postojati c′ie = 0, sˇto implicira
X′e = 0.
Kako je Y = ξˆ + e,
X′Y = X′(ξˆ + e) = X′ξˆ + X′e = X′ξˆ = X′Xβˆ. (2.12)
Ako je X′X invertibilno, tada imamo
βˆ = (X′X)−1X′Y. (2.13)
Matrica X′X je invertibilna ako je X punog ranga, tj r = p. Osim toga X′X je pozitivno
definitna. Kako bismo to vidjeli, neka je v svojstveni vektor od X′X tako da je ‖v‖ = 1 i
neka je svojstvena vrijednost jednaka λ. Tada je
‖Xv‖2 = v′X′Xv = λv′v = λ,
sˇto mora biti strogo pozitivno jer Xv = c1v1 + ... + cpvp ne mozˇe biti nula ako je X punog
ranga. Kad je X punog ranga, tada
PY = ξˆ = Xβˆ = X(X′X)−1X′Y,
i stoga se projekcijska matrica P na ω mozˇe zapisati kao
P = X(X′X)−1X′. (2.14)
Buduc´i da je ξˆ nepristran, a′ξˆ je nepristrani procjenitelj od a′ξ. Taj je procjenitelj ne-
pristrani procjenitelj uniformno minimalne varijance jer je ξˆ funkcija potpune dovoljne
statistike. Zbog (2.12), X′Y = X′ξˆ, i zbog (2.13), kad je X punog ranga, tada je
βˆ = (X′X)−1X′ξˆ.
Ova formula pokazuje da je βˆi linearna funkcija od ξˆ i tada je βˆi nepristrani procjenitelj
uniformno minimalne varijance za βi.
Gauss-Markovljev teorem
U ovom c´emo se poglavlju baviti generaliziranim linearnim modelom. Model ima Y =
Xβ+ε formu, ali ovog puta εi, i = 1, ..., n ne mora biti slucˇajni uzorak iz N(0, σ2). Umjesto
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toga, pretpostavljamo da εi, i = 1, ..., n, imaju ocˇekivanje 0, tj. Eεi = 0, i = 1, ..., n; za-
jednicˇku varijancu, Var(εi) = σ2, i = 1, ..., n; i varijable su nekorelirane, Cov(εi, ε j) =
0, i , j. U matricˇnoj formi to mozˇemo zapisati:
Eε = 0 i Cov(ε) = σ2I.
Tada
EY = Xβ = ξ i Cov(Y) = σ2I.
Bilo koji procjenitelj oblika a′Y = a1Y1 + ... + anYn, gdje je a vektor konstanti, naziva se
linearni procjenitelj. Vrijedi:
Var(a′Y) = Cov(a′Y) = a′ Cov(Y)a = a′(σ2I)a = σ2a′a = σ2‖a‖2. (2.15)
Zbog EY = ξ, procjenitelj a′ξˆ je nepristran za a′ξ. Kako je ξˆ = PY, a′ξˆ = a′PY = (Pa)′Y i
zbog (2.15) imamo
Var(a′ξˆ) = σ2‖Pa‖2. (2.16)
Kako je P simetricˇna i vrijedi P2 = P, imamo
Cov(ξˆ) = Cov(PY) = P Cov(Y)P = P(σ2I)P = σ2P.
Kad je X punog ranga, mozˇemo izracˇunati kovarijancu najmanjeg kvadratnog procjenitelja
βˆ od β kao
Cov(βˆ) = Cov((X′X)−1X′Y) = (X′X)−1X′ Cov(Y)X(X′X)−1 = σ2(X′X)−1. (2.17)
Teorem 2.1.5. (Gauss-Markovljev)
Pretpostavimo
EY = Xβ i Cov(Y) = σ2I.
Tada je (najmanji kvadratni) procjenitelj a′ξˆ od a′ξ nepristran i ima najmanju varijancu
medu svim nepristranim procjeniteljima
Dokaz. Pretpostavimo da je δ = b′Y takoder nepristrani procjenitelj. Zbog (2.15) i (2.16),
varijance od δ i a′ξˆ definirane su kao:
Var(δ) = σ2‖b‖2 i Var(a′ξˆ) = σ2‖Pa‖2.
Ako ε dolazi iz normalne distribucije, buduc´i da su oba procjenitelja nepristrana i a′ξˆ je
nepristrani procjenitelj uniformno minimalne varijance, Var(a′ξˆ) ≤ Var(δ) ili
σ2‖Pa‖2 ≤ σ2‖b‖2.
Ali formule za varijance procjenitelja ne ovise o normalnosti i zbog toga opc´enito vrijedi
Var(a′ξˆ) ≤ Var(δ). 
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Iako je a′ξˆ ”najbolji” linearni procjenitelj, u nekim primjerima nelinearni procjenitelji
mogu biti puno precizniji.
Primjer 2.1.6. Pretpostavimo
Yi = β + εi, i = 1, ..., n,
gdje su ε1, ..., εn nezavisne jednakodistribuirane slucˇajne varijable s gustoc´om
f (x) =
e
−√2|x|
σ
σ
√
2
, x ∈ R.
Simetricˇno, Eε = 0, i = 1, ..., n i
Var(εi) = Eε2i = 2
∫ +∞
0
x2e−
√
2/σ
σ
√
2
dx =
σ2
2
∫ +∞
0
u2e−udu =
σ2
2
Γ(3) = σ2, i = 1, ..., n.
Cov(Y) = Cov(ε) = σ2I, i ako stavimo X = (1, ..., 1)′, tada je EY = Xβ. To pokazuje
da su uvjeti Gauss-Markovljevog teorema zadovoljeni. Ako je a = n−1X, tada je a′ξ =
n−1X′Xβ = β. Iz Gauss-Markovljevog teorema slijedi da je najbolji linearni procjenitelj od
β
βˆ =
1
n
X′ξˆ =
1
n
X′X(X′X)−1X′Y =
1
n
X′Y = Y¯ .
Varijanca ovog procjenitelja iznosi σ
2
n . Najbolji procjenitelj mozˇe biti medijan uzorka,
Y˜ = med{Y1, ...,Yn} = β + med{ε1, ..., εn}.
√
n(Y˜ − β)⇒ N(0, σ22 ). Taj rezultat sugerira da
Var(
√
n(Y˜ − β))→ σ
2
2
.
Varijable n(Y˜ − β)2 jesu uniformno integrabilne. Kako je Var(√n(Y¯ − β)) = σ2, za velike
n, varijanca od Y˜ je otprilike jednaka polovini varijance od Y¯ .
Procjenitelj za σ2
Ranije smo definirali, Zr+1, ...,Zn su nezavisne jednakodistribuirane slucˇajne varijable iz
N(0, σ2). Stoga je EZ2i = σ
2, i = r + 1, ..., n i aritmeticˇka sredina tih varijabli
S 2 =
1
n − r
n∑
i=r+1
Z2i (2.18)
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nepristrani je procjenitelj odσ2.No S 2 je funkcija potpune dovoljne statistike (Z1, ...,Zr,
∑n
i=1 Z
2
i )
u (2.7) i S 2 je nepristrani procjenitelj uniformno minimalne varijance za σ2. Procjenitelj
S 2 mozˇe se izracˇunati iz duljine vektora reziduala e kojeg smo definirali u (2.10). Da bismo
to vidjeli, zapisˇimo
‖e‖2 = e′e =
( n∑
i=r+1
Ziv′i
)( n∑
j=r+1
Z jv j
)
=
n∑
i=r+1
n∑
j=r+1
ZiZ jv′iv j.
Kako su v1, ..., vn vektori ortonormirane baze, v′iv j jednaki su nula kad je i , j i jednaki su
jedinici kad je i = j. Stoga prethodna formula postaje
‖e‖2 =
n∑
i=r+1
Z2i , (2.19)
i takoder
S 2 =
‖e‖2
n − r =
‖Y − ˆξ‖2
n − r . (2.20)
Kako je ξˆ u (2.8) funkcija od Z1, ...,Zr, i e u (2.10) je funkcija od Zr+1, ...,Zn, te su stoga S 2
i ξˆ nezavisni. Koristec´i (2.19) i (2.20) te definiciju χ2-distribucije dobivamo
(n − r)S 2
σ2
=
n∑
i=r+1
(Zi/σ)2 ∼ χ2n−r, (2.21)
i Zi
σ
∼ N(0, 1).
Teorija koju smo upravo definirali mozˇe se primijeniti prilikom izracˇuna pouzdanih
intervala za linearne procjenitelje. Ako je a vektor konstanti u Rn, tada iz (2.16) standardna
devijacija najmanjeg kvadratnog procjenitelja a′ξˆ od a′ξ iznosi σ‖Pa‖. Ta se standardna
devijacija prirodno procjenjuje kao
σˆa′ξˆ
def
= S ‖Pa‖.
Teorem 2.1.7. U generaliziranom linearnom modelu gdje je Y ∼ N(ξ, σ2I), ξ ∈ ω i σ2 > 0,
(a′ξˆ − σˆa′ξˆtα/2,n−r, a′ξˆ + σˆa′ξˆtα/2,n−r)
je (α, 1 − α) pouzdani interval za a′ξ.
Dokaz. Zbog a′ξˆ ∼ N(a′ξ, σ2‖Pa‖2),
a′ξˆ − a′ξ
σ‖Pa‖ ∼ N(0, 1).
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Ova varijabla je nezavisna s (n − r)S 2/σ2 jer su S 2 i ξˆ nezavisne. Koristec´i definiciju
t-distribucije, dobivamo
a′ξˆ−a′ξ
σ‖Pa‖√
1
n−r
(n−r)S 2
σ2
=
a′ξˆ − a′ξ
S ‖Pa‖ ∼ tn−r.
Vjerojatnost pokrivanja danog intervala iznosi
P(a′ξˆ−S ‖Pa‖tα/2,n−r < a′ξ < a′ξˆ+S ‖Pa‖tα/2,n−r) = P
(
−tα/2,n−r < a
′ξˆ − a′ξ
S ‖Pa‖ < tα/2,n−r
)
= 1−α.

Kad je X punog ranga, βi je linearni funkcional od ξ, procijenjen pomoc´u βˆi s varijan-
com σ[(X′X)−1]ii. Stoga procijenjena standardna devijacija od βi iznosi
σˆβˆi = S
√
[(X′X)−1]ii
i
(βˆi − σˆβˆitα/2,n−p, βˆi + σˆβˆi tα/2,n−p) (2.22)
je 1 − α pouzdani interval za βi
Jednostavna linearna regresija
Da bismo objasnili razvijene ideje, promatramo jednostavnu linearnu regresiju u kojoj je
varijabla Y linearna funkcija sume nezavisne varijable x i standardne pogresˇke. Posebno
Yi = β1 + β2(xi − x¯) + εi, i = 1, ..., n.
Nezavisne su varijable x1, ..., xn uz aritmeticˇku sredinu x¯ poznate konstante, β1 i β2 ne-
poznati su parametri, ε1, ..., εn jesu nezavisne jednakodistribuirane slucˇajne varijable iz
N(0, σ2). To nam daje generalizirani linearni model s matricom
X =

1 x1 − x¯
...
...
1 xn − x¯
 .
U parametriziranju ocˇekivanja od Y (nazvanog regresijska funkcija) kao β1 +β2(x− x¯), β1
bit c´e interpretirana kao vrijednost regresije gdje je x = x¯. Uocˇimo
∑n
i=1(xi − x¯)=
∑n
i=1 xi −
nx¯ = 0, sˇto znacˇi da su dva stupca od X ortogonalna. To c´e pojednostaviti mnoge rezultate
kasnije. Na primjer, X c´e imati rang 2, osim ako su svi zapisi u drugom stupcu jednaki
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nula, sˇto je moguc´e samo kad je x1 = ... = xn. Buduc´i da su vrijednosti matrice X′X jednaki
unutarnjem produktu stupaca matrice X, ta matrica i matrica (X′X)−1 jesu dijagonalne:
X′X =
(
n 0
0
∑n
i=1(xi − x¯)2
)
i
(X′X)−1 =
(
1/n 0
0 1/
∑n
i=1(xi − x¯)2
)
.
Kako je
X′Y =
( ∑n
i=1 Yi∑n
i=1 Yi(xi − x¯)2
)
,
βˆ = (X′X)−1X′Y =
( 1
n
∑n
i=1 Yi∑n
i=1 Yi(xi − x¯)/
∑n
i=1(xi − x¯)2
)
.
Dakle,
Cov(βˆ) = σ2(X′X)−1 =
(
σ2/n 0
0 σ2/
∑n
i=1(xi − x¯)2
)
. (2.23)
Za procjenu σ2, kako je
ξˆ = βˆ1 + βˆ2(xi − x¯),
ei = Yi − βˆ1 − βˆ2(xi − x¯),
tada je
S 2 =
1
n − 2
n∑
i=1
e2i .
Ova formula mozˇe biti napisana na razlicˇite nacˇine. Na primjer,
S 2 =
1
n − 2
n∑
i=1
(Yi − Y¯)2(1 − ρˆ2),
gdje je ρˆ uzoracˇki koeficijent korelacije definiran s
ρˆ =
∑n
i=1(Yi − Y¯)2(xi − x¯)
[
∑n
i=1(Yi − Y¯)2
∑n
i=1(xi − x¯)2]1/2
.
Ova jednadzˇba pokazuje da se ρˆ2 mozˇe promatrati kao udio varijacije od Y koji je objasˇnjen
kao linearna relacija izmedu Y i x. Koristec´i (2.22) imamo(
βˆ1 − S tα/2,n−2√
n
, βˆ1 +
S tα/2,n−2√
n
)
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i to je 1 − α pouzdani interval za β1 i(
βˆ2 − S tα/2,n−2√∑n
i=1(xi − x¯)2
, βˆ2 +
S tα/2,n−2√∑n
i=1(xi − x¯)2
)
1 − α pouzdani interval za β2.
Necentralne F i χ2 distribucije
Teorija distribucije za testiranja u generaliziranom linearnom modelu oslanja se na necen-
tralne F i χ2 distribucije.
Definicija 2.1.8. Ako su Z1, ...,Zp nezavisne i δ ≥ 0 uz
Z1 ∼ N(δ, 1) i Z j ∼ N(0, 1) j = 2, ..., p,
tada W =
∑p
i=1 Z
2
i ima necentralnu χ
2 distribuciju s necentralnim parametrom δ2 i p stup-
njeva slobode. To zapisujemo
W ∼ χ2p(δ2).
Lema 2.1.9. Ako je Z ∼ Np(µ, I), tada Z′Z ∼ χ2p(‖µ‖2).
Dokaz. Neka je O ortogonalna matrica gdje je prvi redak jednak µ′/‖µ‖ pa je
Oµ = µ˜ =

‖µ‖
0
...
0
 ,
Tada
Z˜ = OZ ∼ Np(µ˜, Ip).
Iz definicije, Z˜′Z˜ =
∑p
i=1 Z˜
2 ∼ χ2p(‖µ‖2), i pretpostavka leme slijedi jer je
Z˜′Z˜ = Z′O′OZ = Z′Z.

Iduc´a lema pokazuje da odredeni kvadratni oblici za multivarijantne normalne vektore
imaju necentralnu χ2 distribuciju.
Lema 2.1.10. Ako je Σp × p pozitivno definitna matrica i ako je Z ∼ Np(µ,Σ), tada
Z′Σ−1Z ∼ χ2p(µ′Σ−1µ).
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Dokaz. Neka je A = Σ−1/2, simetricˇni drugi korijen od Σ−1. Tada je AZ ∼ Np(Aµ, Ip) te je
Z′Σ−1Z = (AZ)′(AZ) ∼ χ2p(‖Aµ‖2).
Pretpostavka leme slijedi jer je ‖Aµ‖2 = (Aµ)′(Aµ) = µ′AAµ = µ′Σ−1µ. 
Definicija 2.1.11. Ako su V i W nezavisne varijable s V ∼ χ2k(δ2) i W ∼ χ2m, tada je
V/k
W/m
∼ Fk,m(δ2),
necentralna F-distribucija sa stupnjevima slobode k i m i necentralnim parametrom δ2.
Kad je δ2 = 0 ova se distribucija naziva F-distribucija, Fk,m.
Testiranje hipoteza u generaliziranom linearnom modelu
U generaliziranom linearnom modelu, Y ∼ N(ξ, σ2I) s ocˇekivanjem ξ u linearnom pot-
prostoru ω dimenzije r. U ovom c´emo se poglavlju baviti testiranjem hipoteza H0 : ξ ∈ ω0
i H1 : ξ ∈ ω − ω0 gdje je ω0 q−dimenzionalni linearni potprostor od ω, 0 ≤ q < r. Nulte
hipoteze ovog oblika nastanu kad β zadovoljava linearna ogranicˇenja. Na primjer, mozˇemo
imati H0 : β1 = β2 ili H0 : β1 = 0. (Slicˇne ideje mozˇemo koristiti za testiranje β1 = c ili
slicˇnih afinih ogranicˇenja)
Neka su ξˆ i ξˆ0 najmanji kvadratni procjenitelji za . Specijalno, xˆi = PY i ξˆ0 = P0Y, gdje su
P i P0 matrice projekcije za ω i ω0. Testiranje statisticˇkih hipoteza temelji se na racˇunanju
‖Y − ξˆ‖, udaljenosti izmedu Y i ω, te ‖Y − ξˆ0‖, udaljenosti izmedu Y i ω0. Zato sˇto je
ω0 ⊂ ω, pocˇetna udaljenost mora biti manja, ali ako su udaljenosti usporedive, barem se
kvalitativno H0 mozˇe cˇiniti adekvatnom. Testna statistika iznosi
T =
n − r
r − q
‖Y − ξˆ0‖2 − ‖Y − ξˆ‖2
‖Y − ξˆ‖2 ,
i nulta c´e hipoteza biti odbacˇena ako T prelazi odgovarajuc´u konstantu. Kako su Y− ξˆ ∈ ω⊥
i ξˆ − ξˆ0 ∈ ω, vektori Y − ξˆ i ξˆ − ξˆ0 su ortogonalni i prema Pitagorinom teoremu vrijedi
‖Y − ξˆ0‖2 = ‖Y − ξˆ‖2 + ‖ξˆ − ξˆ0‖2.
Koristec´i ovaj rezultat, formula za T sada postaje
T =
n − r
r − q
‖ξˆ − ξˆ0‖2
‖Y − ξˆ‖2 =
‖ξˆ − ξˆ0‖2
(r − q)S 2 . (2.24)
Ova testna statistika jednaka je generaliziranom testu omjera vjerodostojnosti. Kad je r −
q = 1 test je uniformno najsnazˇniji nepristran, a kad je r − q > 1, test je najsnazˇniji medu
testovima koji zadovoljavaju ogranicˇenja simetrije.
U daljnjem izracˇunu potrebna nam je distribucija od T definirana u iduc´em teoremu.
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Teorem 2.1.12. U generaliziranom linearnom modelu T je definiran s
T ∼ Fr−q,n−r(δ2),
gdje je
δ2 =
‖ξ − P0ξ‖2
σ2
(2.25)
Dokaz. Zapisˇimo
Y =
n∑
i=1
Zivi
gdje je v1, ..., vn ortonormirana baza izabrana tako da v1, ..., vq razapinju ω0 i v1, ..., vr raza-
pinju ω. Tada je, kao u (2.8)
ξˆ0 =
q∑
i=1
Zivi i ξˆ =
r∑
i=1
Zivi
Takoder, kao u (2.5) i (2.6), Z ∼ N(η, σ2I) uz uvjet ηr+1 = ... = ηn = 0.Kako su v′iv j jednaki
nula za i , j i jednaki jedan za i = j, slijedi
‖Y − ξˆ‖2 =
∥∥∥∥ n∑
i=r+1
Zivi
∥∥∥∥2 = ( n∑
i=r+1
Ziv′i
)( n∑
j=r+1
Z jv j
)
=
n∑
i=r+1
n∑
j=r+1
ZiZ jv′iv j =
n∑
i=r+1
Z2i
Slicˇno,
‖Y − ξˆ0‖2 =
n∑
i=q+1
Z2i
i
T =
1
r−q
∑r
i=q+1(Zi/σ)
2
1
n−r
∑n
i=r+1(Zi/σ)2
Zi su nezavisne te su brojnik i nazivnik u definiciji od T takoder nezavisni. Zbog Ziσ ∼
N(ηi/σ, 1), iz Leme 2.1.9. slijedi
r∑
i=q+1
(
Zi
σ
)2
∼ χ2r−q(δ)2,
gdje je
δ2 =
r∑
i=q+1
η2i
σ2
. (2.26)
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Kako je ηi = 0 za i = r + 1, ..., n, Zi/σ ∼ N(0, 1), i = r + 1, ..., n i ∑ni=r+1(Zi/σ)2 ∼ χ2n−r.
Stoga, prema Definiciji 2.1.11. za necentralnu distribuciju F, T ∼ Fr−q,n−r(δ2), gdje je δ
dan formulom (2.26). Ostalo nam je pokazati da je
r∑
i=q+1
η2i = ‖ξ − P0ξ‖2.
Kako je
ξ = Eξˆ =
r∑
i=1
ηivi
i
P0ξ = EP0Y = Eξˆ0 =
q∑
i=1
ηivi,
ξ − P0ξ =
r∑
i=q+1
ηivi.
Tada, prema Pitagorinom teoremu,
‖ξ − P0ξ‖2 =
r∑
i=q+1
η2i ,
sˇto je i trebalo pokazati. 
Sustav pouzdanih intervala
Svako istrazˇivanje na velikom skupu podataka nudi moguc´nost odredivanja pouzdanih in-
tervala za brojne parametre. Ponekad pouzdani intervali nec´e sadrzˇavati smislene vrijed-
nosti i u zˇelji da se to sprijecˇi predlozˇeni su sustavi pouzdanih intervala. U ovom c´emo
poglavlju navesti nekoliko osnovnih ideja, pocˇevsˇi s Primjerom 2.1.3 (Jednofaktorska ana-
liza varijance).
Model koji razmatramo ima
Ykl = βk + εkl, 1 ≤ l ≤ c, 1 ≤ k ≤ p.
Ovo mozˇemo promatrati kao model za nezavisne slucˇajne uzorke iz p razlicˇitih normalno
distribuiranih populacija s jednakim varijancama. Broj opazˇanja c jednak je u svim popu-
lacijama. Zapisˇemo li Ykl kao vektor, dobivamo, basˇ kao u Primjeru, generalizirani linearni
model. Najmanji kvadratni procjenitelj od β mozˇemo minimizirati kao
c∑
l=1
p∑
k=1
(Ykl − βk)2.
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Parcijalna derivacija izraza iznad u odnosu na βm iznosi
−2
c∑
l=1
(Yml − βm)
i ona nestaje kad je βm = βˆm dan s
βˆm = Y¯m
def
=
1
c
c∑
l=1
Yml, m = 1, ..., p,
To su najmanji kvadratni procjenitelji. Ovdje je r = p i n = pc, pa je
S 2 =
‖Y − ξˆ‖2
pc − p =
1
p(c − 1)
c∑
l=1
p∑
k=1
(Ykl − βˆk)2.
Najmanji kvadratni procjenitelji jednaki su prosjecima razlicˇitih skupova podataka za Ykl.
Stoga su βˆ1, ..., βˆp nezavisni i vrijedi
βˆk ∼ N(βk, σ2/c), k = 1, ..., p.
Takoder,
p(c − 1)S 2
σ2
∼ χ2p(c−1),
i S 2 je nezavisan s βˆ.
Za pocˇetak, pokusˇajmo odrediti intervale I1, ..., Ip od β1, ..., βp s definiranom vjerojat-
nosti 1 − α. Specijalno, zˇelimo
P(βk ∈ Ik, k = 1, ..., p) = 1 − α.
Intervali pouzdanosti prema (2.22) jednaki su(
βˆk − S√
c
tα/2,p(c−1), βˆk +
S√
c
tα/2,p(c−1)
)
,
i intuitivno, mogli bismo pisati
Ik =
(
βˆk − S√
c
q, βˆk +
S√
c
q
)
, k = 1, ..., p,
gdje je q prikladno odabran. Sada imamo
P(βk ∈ Ik, k = 1, ..., p) = P
(
|βˆk − βk| < S√
c
q, k = 1, ..., p
)
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= P
(
max
1≤k≤p
|βˆk − βk|
S/
√
c
< q
)
= P
(
max
1≤k≤p
|Zk|√
W
< q
)
,
gdje je
Zk =
βˆk − βk
σ/
√
c
∼ N(0, 1), k = 1, ..., p
i W = S 2/σ2. Zato sˇto su Z1, ...,Zp i W nezavisni te mW ∼ χ2m gdje je m = p(c − 1) i
vjerojatnost ne ovisi o parametrima β i σ.
Definicija 2.1.13. Ako su Z1, ...,Zp i W nezavisne varijable i Zk ∼ N(0, 1), k = 1, ..., p i
mW ∼ χ2m, tada
max1≤k≤p |Zk|√
W
ima studentiziranu distribuciju maksimalne apsolutne vrijednosti. s parametrima p i m.
Ako je q gornji α-kvantil ove distribucije, tada intervali I1, ..., Ip sadrzˇe jednaku 1 − α
vjerojatnost.
U praksi, puno je zanimljivije promatrati i usporedivati populacije medusobno, nego
pojedinacˇno racˇunati ocˇekivanja i stoga bi pouzdani intervali za razliku β j − βi mogli biti
zanimljivi. Sada racˇunamo intervale Ii j tako da vrijedi
P(β j − βi ∈ Ii j,∀i , j) = 1 − α
Prirodno mozˇemo pretpostaviti da bi intervali koje trazˇimo mogli biti oblika
Ii j =
(
βˆ j − βˆi − S√
c
q, βˆ j − βˆi + S√
c
q
)
gdje je q proizvoljan. Tada je
P(β j − βi ∈ Ii j,∀i , j)
= P
(
|(βˆ j − β j) − (βˆi − βi)| < S√
c
q,∀i , j
)
= P
( | √c(βˆ j − β j) − √c(βˆi − βi)|
S
< q,∀i , j
)
= P
( |Z j − Zi|√
W
< q,∀i , j
)
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= P
(
max1≤q≤p Zk −min1≤k≤p Zk√
W
< q
)
.
Ova definicija je dobra zato sˇto vjerojatnost ne ovisi o β ili σ.
Definicija 2.1.14. Ako su Z1, ...,Zp i W nezavisne varijable i Zk ∼ N(0, 1), k = 1, ..., p i
mW ∼ χ2m, tada
max1≤k≤p Zk −min1≤k≤p Zk√
W
ima studentiziranu distribuciju raspona s parametrima p i m.
Ako je q gornji α-kvantil ove distribucije, tada intervali I1, ..., Ip sadrzˇe jednaku 1 − α
vjerojatnost.
Derivacija sustava pouzdanih intervala oslanja se na strukturu ANOVA modela. Opc´i re-
zultati koriste Scheffeovu metodu. Ona se temelji na setu pouzdanih intervala za parametar
ψ ∈ Rq, uz uvjet q ≤ r, sˇto je linearna funkcija ocˇekivanja od ξ i dana je s
ψ = Aξ = AXβ
za neku q × n matricu A. Kada je X punog ranga, β = (X′X)−1X′ξ i A = (X′X)−1X′ daju
ψ = β. Postoje i druge linearne funkcije za β. Zbog Pξ = ξ, imamo APξ = Aξ = ψ i
zamjenom A s A∗, ψ se ne mijenja. Tada je A ∗ P = APP = AP = A ∗ . Zamjenom A s
A∗, ako je potrebno, bez smanjenja opc´enitosti mozˇemo pretpostaviti da je A = AP. Ovo
je dobro definirano jer je najmanji kvadratni procjenitelj od ψ jednak
ψˆ = Aξˆ = APY = AY.
Konacˇno, mozˇemo zakljucˇiti da su retci matrice AX linearno nezavisni. Kako je AX punog
ranga i ψ = AXβ, zakljucˇujemo da ψ mozˇe imati proizvoljne vrijednosti iz Rq. Mozˇemo
primijetiti da c´e rang matrice AX biti manji od ranga matrice A, jer ako retci matrice A
zadovoljavaju netrivijalno linearno ogranicˇenje, v′A = 0, tada je i v′AX = 0, i retci matrice
AX zadovoljavaju isto linearno ogranicˇenje. Ako definiramo B = AA′, tada je B pozitivno
definitna jer je
q ≤ r(AX) ≤ r(A) ≤ q,
i to nam pokazuje da su A i AX obje punog ranga te v′Bv = v′AA′v = ‖A′v‖2, sˇto je
pozitivno, osim ako je v = 0 i A je punog ranga. Slijedi
ψˆ ∼ N(ψ, σ2B),
i prema Lemi 2.1.10.,
(ψˆ − ψ)′B−1(ψˆ − ψ)
σ2
∼ χ2p.
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Zato sˇto je ψˆ funkcija od ξˆ i ξˆ i S 2 su nezavisni, kvadratna forma je nezavisna s
(n − r)S 2
σ2
∼ χ2n−r.
Tada prema Definiciji 2.1.11. slijedi
(ψˆ − ψ)′B−1(ψˆ − ψ)/(qσ2)
S 2/σ2
=
(ψˆ − ψ)′B−1(ψˆ − ψ)
qS 2
∼ Fq,n−r.
Iz toga slijedi
P((ψˆ − ψ)′B−1(ψˆ − ψ) ≤ qS 2Fα,q,n−r) = 1 − α.
Skup vrijednosti za ψ gdje se taj dogadaj ostvaruje jest visˇeznacˇna elipsa centrirana oko
ψˆ. Ova slucˇajna elipsa je 1 − α pouzdani set za ψ. Da bismo formirali sustav pouzdanih
intervala, iz pouzdanog seta za elipsu, mozˇemo uocˇiti
(ψˆ − ψ)′B−1(ψˆ − ψ) = ‖B−1/2(ψˆ − ψ)‖2.
Tako, za bilo koji h ∈ Rq slijedi
h′Bh = h′B1/2B1/2h = ‖B1/2h‖2.
Prema Schwarzovoj nejednakosti slijedi
‖B1/2h‖2‖B−1/2(ψˆ − ψ)‖2 ≥ [h′B1/2B−1/2(ψˆ − ψ)]2 = [h′(ψˆ − ψ)]2.
Dakle,
P
{
[h′(ψˆ − ψ)]2 ≤ qS 2h′BhFα,q,n−r, h ∈ Rq
}
≥ P(‖B1/2h‖2‖B−1/2(ψˆ − ψ)‖2 ≤ qS 2h′BhFα,q,n−r,∀h ∈ Rq)
= P(‖B−1/2(ψˆ − ψ)‖2 ≤ qS 2Fα,q,n−r)
= 1 − α.
Uzimanjem h = B−1(ψˆ − ψ), vjerojatnost mozˇe biti najvisˇe 1 − α i tada govorimo o jedna-
kosti. Kako je
Var(h′(ψˆ − ψ)) = σ2h′Bh,
prirodno je procijeniti s
σˆ2h′ψ = S
2h′Bh.
Taj je izraz jednak izrazu
P
{
[h′(ψˆ − ψ)]2 ≤ σˆ2h′ψqFα,q,n−r,∀h ∈ Rq
}
= 1 − α.
Stoga intervali (
h′ψˆ − σˆh′ψˆ
√
qFα,q,n−r, h′ψˆ + σˆh′ψˆ
√
qFα,q,n−r
)
sadrzˇe h′ψ istovremeno za sve h ∈ Rq, s vjerojatnosˇc´u 1 − α.
Poglavlje 3
Statisticˇke metode za izracˇun kreditnog
skoringa
3.1 Uvod
Potreba za izracˇunom kreditnog skoringa prvi se put javila pedesetih godina prosˇloga
stoljec´a. Sve do danas statisticˇke metode daleko su najkorisˇtenije za izracˇun kreditnog
skoringa. Prednost korisˇtenja ovih metoda jest da korisniku dopusˇtaju iskorisˇtavanje pos-
tojec´ih znanja o svojstvima procjenitelja uzorka, pouzdanim intervalima i omoguc´uju testi-
ranje hipoteza u kontekstu kreditnog skoringa. U konacˇnici, statisticˇke metode omoguc´uju
izdvajanje nevazˇnih karakteristika, a zadrzˇavanje vazˇnih prilikom izracˇuna skoringa. Ini-
cijalno, metode su bile bazirane na diskriminantnoj analizi koju je osmislio Ronald A.
Fisher 1936. godine za rjesˇavanje klasifikacijskih problema. To je dovelo do razvoja line-
arnog skoringa baziranog na Fisherovoj linearnoj diskriminantnoj funkciji. Fisherov pris-
tup mozˇemo vidjeti kao oblik linearne regresije i to nas dovodi do otkric´a ostalih oblika
regresije koji imaju manje restriktivne pretpostavke sˇto garantira optimalnost i dovodi do
razvoja pravila za linearni skoring. Daleko najuspjesˇnija metoda jest logisticˇka regresija
koja se razvila iz linearne regresije - diskriminantne analize kao najucˇestalije statisticˇke
metode. Ostali pristupi koji su se razvili u proteklih 20 godina jesu klasifikacijsko sta-
blo i rekurzivno particioniranje. Sve te metode koriste se u praksi za dobivanje skoringa,
ali tu je josˇ mnogo posla i eksperimentiranja oko korisˇtenja statisticˇkih metoda. U ovom
c´emo poglavlju objasniti logisticˇku regresiju i dat c´emo statisticˇku pozadinu za razvoj spo-
menutih metoda. Najprije c´emo pocˇeti s diskriminantnom analizom. Opisat c´emo kako
linearna diskriminantna funkcija dolazi kao klasifikator u tri razlicˇita pristupa problemu.
Za definiranje ovih pojmova pozivamo se na knjigu [3] i znanstveni rad [4].
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3.2 Diskriminantna analiza
Proces odobravanja kredita dovodi do dva ishoda - omoguc´uje podnositelju zahtjeva novi
kredit ili odbija zadani zahtjev. Kreditni skoring pokusˇava pomoc´i pronac´i najbolje pravilo
koje bi se moglo primijeniti na zadane zahtjeve. Ako su moguc´a dva ishoda - prihvatiti
ili odbiti zahtjev, onda se zahtjev mozˇe svrstati jedino u dvije klase - dobru i losˇu. Dobar
zahtjev je svaki onaj koji je prihvac´en od strane zajmodavca, dok je losˇ zahtjev odbijen od
istog. Neka je X = (X1, ..., Xp) niz p slucˇajnih varijabli koji sadrzˇi dostupne informacije o
podnositelju zahtjeva za kredit, kako iz obrasca za prijavu, tako i putem kreditnog referent-
nog ureda. Koristimo rijecˇi varijabla i karakteristika naizmjenicˇno kako bismo definirali
Xi: prvu kada zˇelimo naglasiti slucˇajnu prirodu ove informacije izmedu kandidata i drugu
kad zˇelimo objasniti kakva je informacija. Vrijednosti varijable za pojedinog kandidata
oznacˇavamo x = (x1, ..., xp). U terminologiji kreditnog skoringa, razlicˇite vrijednost xi od
Xi nazivaju se atributi dane karakteristike. Pretpostavimo da je A skup svih moguc´ih vrijed-
nosti koje varijabla X = (X1, ..., Xp) mozˇe poprimiti. Cilj je pronac´i pravilo prema kojem
se skup A dijeli na dva podskupa AG i AB. U podskup AG spremaju se vrijednosti koje su
”dobre” i prihvatljive (eng. good), a u podskup AB spremaju se vrijednosti koje su ”losˇe”
(eng. bad). Pretpostavimo za sada da je ocˇekivani profit za svakog podnositelja jednak i
oznacˇimo ga s L. Takoder, pretpostavimo da je nastali dug jednak za svakog podnositelja
i oznacˇimo ga s D. Oznacˇimo s pG vjerojatnost svih podnositelja koji su ”dobri”i slicˇno s
pB vjerojatnost svih podnositelja koji su ”losˇi”.
Pretpostavit c´emo da je A konacˇan skup razlicˇitih atributa x. Neka je p(x|G) vjerojatnost
da ”dobri” podnositelj zahtjeva sadrzˇi atribut x. To je uvjetna vjerojatnost i dana je s
p(x|G) = P(podnositelj je ”dobar” i sadrzˇi atribut x)
P(podnositelj je ”dobar”)
(3.1)
Slicˇno, definirajmo P(x|B) vjerojatnost da ”losˇ” podnositelj zahtjeva sadrzˇi atribut x.
Ako s q(G|x) oznacˇimo vjerojatnost da je svaki podnositelj koji sadrzˇi atribut x ”dobar”,
tada je
q(G|x) = P(podnositelj sadrzˇi atribut x i ”dobar” je)
P(podnositelj sadrzˇi atribut x)
(3.2)
Ako je, uz to, p(x) vjerojatnost da podnositelj sadrzˇi atribut x, tada, pomoc´u (3.1) i (3.2)
dobijemo
P(podnositelj je dobar i sadrzˇi atribut x) = q(G|x)p(x) = p(x|G)pG. (3.3)
To nas dovodi do Bayesovog teorema koji kazˇe
q(G|x) = p(x|G)pG
p(x)
. (3.4)
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Simetricˇno, dobijemo i
q(B|x) = p(x|B)pB
p(x)
. (3.5)
Iz (3.4) i (3.5) dobijemo
q(G|x)
q(B|x) =
p(x|G)pG
p(x|B)pB . (3.6)
Ocˇekivani trosˇkovi po podnositelju zahtjeva ako ukljucˇimo samo one koji imaju atribute
unutar skupa AG, a odbacimo one s atributima iz skupa AB iznose:
L
∑
x∈AB
p(x|G)pG + D
∑
x∈AG
p(x|B)pB = L
∑
x∈AB
q(G|x)p(x) + D
∑
x∈AG
q(B|x)p(x) (3.7)
Pravilo odlucˇivanja koje smanjuje ocˇekivane trosˇkove dano je s
AG = {x|Dp(x|B)pB ≤ Lp(x|G)pG} =
{
x|D
L
≤ p(x|G)pG
p(x|B)pB
}
=
{
x|D
L
≤ q(G|x)
q(B|x)
}
(3.8)
gdje posljednja jednakost slijedi iz (3.6). Pretpostavimo da je stopa prihvac´anja podnosite-
lja zahtjeva jednaka a. Tada AG zadovoljava∑
x∈AG
p(x|G)pG +
∑
x∈AB
p(x|B)pB = a. (3.9)
Ako definiramo b(x) = p(x|B)pB za svaki x ∈ A i zˇelimo pronac´i skup AG, tada mozˇemo
minimiziranjem
∑
x∈AG
b(x) =
∑
x∈AG
(
b(x)
p(x)
p(x)
)
dolazimo do
∑
x∈AG
p(x) = a. (3.10)
Koristec´i Lagrangeove multiplikatore, mozˇemo zakljucˇiti da to mora biti skup atributa iz
x, uz uvjet b(x)p(x) ≤ c, gdje je c izabran tako da je suma od p(x) koja zadovoljava dani uvjet
jednaka a.
Stoga je
AG =
{
x|b(x)
p(x)
≤ c
}
= {x|q(B|x) ≤ c} =
{
x|1 − c
c
≤ p(x|G)pG
p(x|B)pB
}
, (3.11)
gdje druga nejednakost slijedi iz definicije od p(x) i b(x). Cijela analiza mozˇe se primijeniti
uz pretpostavku da su karakteristike podnositelja zahtjeva neprekidne i da nisu diskretne
slucˇajne varijable. Potrebno je zamijeniti p(x|G) i p(x|B) s f (x|G) i f (x|B) i sumu zamijeniti
integralom. Stoga, ako skup A podijelimo na skupove AG i AB i u obzir uzmemo samo skup
AG dobivamo
L
∫
x∈AB
f (x|G)pGdx + D
∫
x∈AG
f (x|B)pBdx, (3.12)
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Pravilo odlucˇivanja koje smanjuje ocˇekivane trosˇkove dano je, analogno kao u (3.8)
AG = {x|D f (x|B)pB ≤ L f (x|G)pG} =
{
x|DpB
LpG
≤ f (x|G)
f (x|B) .
}
(3.13)
Razlikujemo tri slucˇaja - jednodimenzionalni normalni slucˇaj, visˇedimenzionalni
normalni slucˇaj s jednakim kovarijancama, visˇedimenzionalni normalni slucˇaj s razlicˇitim
kovarijacijskim matricama.
Jednodimenzionalni normalni slucˇaj
Rijecˇ je o najjednostavnijem moguc´em slucˇaju kad postoji samo jedna neprekidna karakte-
risticˇna varijabla X i njezine karakteristicˇne funkcije jesu normalne, f (x|G) s ocˇekivanjem
µG i varijancom σ2 te f (x|B) s ocˇekivanjem µB i varijancom σ2. Tada je funckija gustoc´e
jednaka
f (x|G) = (2piσ2)−1/2 exp
(−(x − µG)2
2σ2
)
. (3.14)
Visˇedimenzionalni normalni slucˇaj s jednakim kovarijancama
Puno realniji slucˇaj jest kad imamo p varijabli (karakteristika) i obe vrste varijabli - i one
dobre i one losˇe, dolaze iz visˇedimenzionalne normalne distribucije. Neka je ocˇekivanje
za dobre karakteristike dano s µG, a za losˇe µB i neka je kovarijacijska matrica jednaka
Σ. To znacˇi da je E(Xi|G) = µG,i,E(Xi|B) = µB,i i E(XiX j|G) = E(XiX j|B) = Σi j. Tada je
odgovarajuc´a funkcija gustoc´e dana s
f (x|G) = (2piσ2)−p/2(det Σ)−1 exp
(−(x − µG)Σ−1(x − µG)T
2
)
. (3.15)
gdje je (x − µG) vektor s jednim retkom i p stupaca.
Visˇedimenzionalni normalni slucˇaj s razlicˇitim kovarijacijskim
matricama
Ovaj je slucˇaj podslucˇaj prethodnog. Kovarijacijske matrice za dobre i losˇe karakteristike
nisu jednake. Mozˇemo oznacˇiti kovarijacijsku matricu dobrih karakteristika sa ΣG, a losˇih
sa ΣB i rijesˇiti problem kao u prethodnom slucˇaju.
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3.3 Diskriminantna analiza: Podjela u dvije grupe
U Fisherovom originalnom radu iz 1936. godine, koji je ukljucˇivao linearnu diskrimi-
nantnu funkciju, cilj je bio pronac´i kombinaciju varijabli koje najbolje razdvajaju dostupna
obiljezˇja u dvije razlicˇite grupe. U kontekstu kreditnog skoringa, te dvije grupe kreirane
su od strane zajmodavca kao grupa s dobrim i grupa s losˇim karakteristikama. Neka je
Y = w1X1 + ... + wpXp linearna kombinacija karakteristika X. Jedna ocˇita mjera razdva-
janja jest kako razlicˇite vrijednosti daje ocˇekivanje od Y za dvije grupe s dobrim tj. losˇim
obiljezˇjima. Promatramo, dakle, razliku izmedu E(Y |G) i E(Y |B) i odredujemo wi, gdje wi
maksimizira tu razliku i vrijedi
∑
i wi = 1. Fisher predlazˇe da ako pretpostavimo da dvije
grupe imaju zajednicˇku varijancu uzorka, onda je mjera odvajanja dana s
M =
razlika izmedu ocˇekivanja u dvjema grupama
(varijanca svake grupe)1/2
Pretpostavimo da su mG i mB ocˇekivanja dobre, tj losˇe grupe redom i neka je S za-
jednicˇka varijanca za obje grupe. Ako je Y = w1X1 + ... + wpXp, tada je odgovarajuc´a
udaljenost M jednaka
M = wT · mG − mB
(wT S w)1/2
(3.16)
To povlacˇi da je E(Y |G) = w · mTG,E(Y |B) = w · mTB i Var(Y) = w · S · wT . Slijedi da je
M maksimizirana kad je
mG − mB
(w · S · wT )1/2 −
(w · (mG − mB)T )(S w)T
(w · S · wT )3/2 = 0 (3.17)
tj.
(mG − mB)(w · S · wT ) = (S w)T (w · (mG − mB)T ). (3.18)
3.4 Diskriminantna analiza: Oblik linearne regresije
Drugi pristup u kreditnom skoringu jest pomoc´u linearne regresije. U ovom pristupu
pokusˇava se pronac´i najbolja linearna kombinacija karakteristika
w0 + w1X1 + w2X2 + ... + wpXp = w∗X∗ T
gdje je w∗=(w0,w1....,wp), X∗=(1,X1, X2, ..., Xp). Ako je pi vjerojatnost da je podnositelj
zahtjeva i u uzorku zadan, zˇelimo pronac´i w koji najbolje aproksimira
pi = w0 + xi1w1 + xi2w2 + ... + xipwp, za sve i. (3.19)
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Radi laksˇeg snalazˇenja, pretpostavimo da je prvih nG karakteristika u uzorku dobrih i nji-
hova je vjerojatnost jednaka pi = 1 za i = 1...., nG, a iduc´ih nB karakteristika u uzorku je
losˇih i njihova vjerojatnost iznosi pi = 0 za i = nG + 1, ..., nB i vrijedi nG + nB = n. U
linearnoj regresiji trazˇimo koeficijent koji minimizira srednju kvadratnu pogresˇku izmedu
lijeve i desne strane u (3.19). To je ekvivalentno minimiziranju izraza
nG∑
i=1
(
1 −
p∑
j=0
w jxi j
)2
+
nG+nB∑
i=nG+1
( p∑
j=0
w jxi j
)2
. (3.20)
U vektorskoj notaciji, (3.19) mozˇe biti zapisan kao(
1 XG
1 XB
) (
w0
w
)
=
(
1G
0
)
(3.21)
ili
YwT = bT (3.22)
gdje je
Y =
(
1G XG
1B XB
)
n × (p + 1) matrica.
XG =

x11 · · · · · · x1p
x21 · · · · · · x2p
...
...
...
...
xnG1 · · · · · · xnG p

je nG × p matrica,
XB =

xnG+11 · · · · · · xnG+1p
xnG+21 · · · · · · xnG+2p
...
...
...
...
xnG+nB1 · · · · · · xnG+nB p

je nB × p matrica i vrijedi
bT =
(
1G
0
)
,
gdje je 1G(1B) 1 × nG(nB) vektor sa svim jedinicama.
Da bismo pronasˇli koeficijente linearne regresije potrebno je minimizirati
(YwT − bT )T (YwT − bT ). (3.23)
POGLAVLJE 3. METODE IZRACˇUNA KREDITNOG SKORINGA 43
Izraz c´e biti minimiziran kad je derivacija jednaka nuli. To znacˇi
YT (YwT − bT ) = 0 ili YT YwT = YT bT ,
YT · bT =
(
1 1
XG XB
)
·
(
1G
0
)
=
(
nG
nGmG
)
i YT Y =
(
1 1
XG XB
) (
1 XG
1 XB
)
=
(
n nGmG + nBmB
nGmTG + nBm
T
B X
T
GXG + X
T
BXB
)
.
(3.24)
Ako smo radi objasˇnjenja koristili ocˇekivanja uzorka kao stvarna ocˇekivanja, dobivamo
XTGXG + X
T
BXB = nE{XiX j} = n Cov(Xi, X j) + nGmGmTG + nBmBmTB
Ako je S kovarijacijska matrica uzorka, dobivamo
XTGXG + X
T
BXB = nS + nGmGm
T
G + nBmBm
T
B (3.25)
Koristec´i (3.24) i (3.25) dobivamo
nw0 + (nGmG + nBmB)wT = nG,
(nGmTG + nBm
T
B)w0 + (nS + nGmGm
T
G + nBmBm
T
B)w
T = nGmTG
(3.26)
Zamjenjujuc´i prvu jednadzˇbu u (3.26) drugom jednadzˇbom, dobivamo
((nGmTG + nBm
T
B)(nG − (nGmG + nBmB)wT )/n)
+(nGmGmTG + nBmBm
T
B)w
T + nSwT = nGmTG,
tako je
(
nGnB
n
)
(mG −mB)wT + nSwT =
(
nGnB
n
)
(mG −mB)T ;
tako je SwT = c(mG −mB)T .
(3.27)
(3.27) daje najbolji izbor w = (w1,w2, ...,wp) kao koeficijente linearne regresije.
3.5 Logisticˇka regresija
Regresijski pristup linearnoj diskriminaciji ima jedan ocˇiti nedostatak. U (3.19) desna
strana mozˇe poprimiti bilo koju vrijednost izmedu −∞ i +∞, dok je lijeva strana vjerojat-
nost i poprima vrijednosti izmedu 0 i 1. Bilo bi bolje kad bi lijeva strana bila funkcija od pi
sˇto bi znacˇilo da mozˇe poprimiti sˇiri raspon vrijednosti. Tada ne bismo imali problem s tim
da tocˇke u podacima imaju vrlo slicˇne vrijednosti kao zavisne varijable ili da regresijska
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jednadzˇba predvida vjerojatnosti manje od 0 ili vec´e od 1. Jedna takva funkcija mogla bi
biti logaritam zadane vjerojatnosti pi. To nas dovodi do logisticˇkog regresijskog pristupa
gdje je Wiginthon bio jedan od prvih koji ga je primijenio na rezultate kreditnog skoringa.
U logisticˇkoj regresiji, to bismo mogli zapisati kao
log
(
pi
1 − pi
)
= w0 + w1x1 + w2x2 + ... + wpxp = w · xT (3.28)
Kako pi1−pi poprima vrijednosti izmedu 0 i +∞, funkcija log(
pi
1−pi ) poprima vrijednosti izmedu
+∞ i −∞. Sada iz (3.28) slijedi
pi =
ew·x
1 + ew·x
(3.29)
To je pretpostavka logisticˇke regresije. Zanimljivo je primijetiti, ako pretpostavimo da
je distribucija dobrih i losˇih karakteristika visˇedimenzionalna normalna, tada taj primjer
sadrzˇi pretpostavku logisticˇke regresije. Pretpostavimo josˇ da je ocˇekivanje za dobre ka-
rakteristike jednako µG i ocˇekivanje za losˇe karakteristike jednako µB te da imaju za-
jednicˇki kovarijacijsku matricu Σ. To znacˇi da E(Xi|G) = µG,i,E(Xi|B) = µB,i i E(XiX j|G) =
E(XiX j|G) = Σi j. Odgovarajuc´a funkcija gustoc´e dana je s
f (x|G) = (2pi)− p2 (det Σ)− 12 exp
(−(x − µG)Σ−1(x − µG)T
2
)
, (3.30)
Ako je pB proporcija populacije s losˇim karakteristikama i pG proporcija populacije s do-
brim karakteristikama, tada je logaritam vjerojatnosti za klijenta i jednaka
log
(
pi
1 − pi
)
= log
(
pG f (x|G)
pB f (x|B)
)
= x · Σ−12(µB − µG)T + (µG · Σ−1 · µTG + µB · Σ−1 · µTB) + log
(
pG
pB
)
(3.31)
Buduc´i da je to linearna kombinacija od xi, ona zadovoljava pretpostavku logisticˇke
regresije.
U usporedbi s ostalim regresijama, potesˇkoc´a logisticˇke regresije jest nemoguc´nost korisˇtenja
metode najmanjih kvadrata kako bi se izracˇunao koeficijent w. U tom slucˇaju koristimo
metodu maksimalne vjerodostojnosti (MLE ili maximum likelihood estimation).
Razlika izmedu linearne regresije i logisticˇke jest ta sˇto linearna regresija pokusˇava uklo-
piti zadanu vjerojatnost p u danu linearnu kombinaciju atributa, dok logisticˇka pokusˇava
uklopiti log( p1−p ).
Ostale dvije nelinearne funkcije koje se koriste u kreditnom skoringu jesu probit funk-
cija i stablo odlucˇivanja. O probit funkciji mozˇete procˇitati u [3, Poglavlje 4.6], a stabla
odlucˇivanja objasˇnjena su u iduc´em poglavlju.
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3.6 Stabla odlucˇivanja
Stabla odlucˇivanja jesu neparametarska tehnika klasifikacije klijenata u homogene skupine.
Postoje dvije vrste cˇvorova u stablima odlucˇivanja:
krajnji cˇvor - njime zavrsˇava odredena grana stabla
cˇvor odluke - definira odredeni kriterij u obliku vrijednosti atributa iz kojeg izlaze grane
koje zadovoljavaju odredene vrijednosti tog atributa.
Kod ove tehnike, skup odgovora dijeli se na dva podskupa. Kao sˇto je vec´ ranije
objasˇnjeno, podnositelji zahtjeva oznacˇeni su kao dobri (nerizicˇni) i losˇi (rizicˇni) i cilj kre-
ditnog skoringa jest pronac´i klasifikatore koji najbolje razdvajaju dobre klijente od losˇih.
Algoritam pocˇinje podjelom glavnog skupa klijenata na dva poskupa koji sadrzˇe uzorke
dobrih, odnosno losˇih klijenata. Iz svake pojedine skupine podaci se dijele prema svim
moguc´im kriterijima ponovno u dvije grane. Pri tome se odabire kriterij koji podatke dijeli
u skupine koje su visˇe homogene od pocˇetne skupine podatka. Procedura se ponavlja sve
dok podatke nije moguc´e dalje dijeliti u skupine koje su homogenije od pocˇetnih podataka.
Tri su osnovna koraka u konstrukciji stabla odlucˇivanja:
1. izgradnja stabla odlucˇivanja s ulaznim podacima - cˇvorovima odluka, cˇvorovima
posljedica, granama alternativnih akcija i granama posljedicˇnih stanja
2. racˇunanje ocˇekivanih vrijednosti odluka postupkom racˇunanja unatrag - racˇunanje
zapocˇinje krajnjim cˇvorovima stabla i krec´e se prema pocˇetnom cˇvoru odluke. Svakom
cˇvoru pridruzˇuje se ocˇekivana vrijednost na nacˇin da je na zavrsˇnom cˇvoru izracˇunata
konacˇna vrijednost i alternativne, a cˇvoru posljedica pridruzˇuju se ocˇekivane vrijednosti
izracˇunate prema formuli
EVi−1 =
∑
j
p jEVi, i = 1, 2, ..., n, j = 1, 2, ...,m
gdje je EVi−1 ocˇekivana vrijednost u cˇvoru i − 1, p j vjerojatnost grane j koja izlazi iz cˇvoja
i − 1. Na cˇvoru odluke, ocˇekivana vrijednost jednaka je najvec´oj vrijednosti izracˇunatoj
algoritmom.
3. pronalazˇenje optimalnog puta postupkom racˇunanja prema naprijed.
Za testiranje svakog pojedinog razdvajanja i mjerenja homogenosti podataka, koriste se
Kolmogorov-Smirnovljeva statistika, indeks diverzifikacije, Gini indeks i indeks entropije.
Kolmogorov-Smirnovljeva statistika
Neka su F(s|G) i F(s|B) kumulativne funkcije distribucije dobrih tj. losˇih karakteristika
Xi, gdje je s najbolja mjera za dobrog tj. losˇeg klijenta. Ako je D dug nastao krivom kla-
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sifikacijom losˇeg klijenta kao dobrog, a L izgubljena zarada nastala krivom klasifikacijom
dobrog klijenta kao losˇeg, tada je potrebno minimizirati izraz
LF(s|G)pG + D(1 − F(s|B))pB (3.32)
Ako je LpG = DpB, to je isto kao racˇunati Kolmogorov-Smirnovljevu udaljenost izmedu
dvije distribucije tj. zˇelimo minimizirati izraz F(s|G) − F(s|B) ili maksimizirati izraz
F(s|B) − F(s|G). Ako dva podskupa podijelimo na lijevi (l) i desni (r) skup, onda je gor-
nja maksimizacija jednaka maksimiziranju razlike p(l|B) − p(l|G). Iz toga slijedi da je
p(l|B) = p(B|l)p(l)p(B) prema Bayesovom pravilu. Tada Kolmogorov-Smirnovljev (KS ) kriterij
kazˇe da je potrebno pronac´i raspodjelu na lijevi i desni skup i zatim maksimizirati
KS = |p(l|B) − p(l|G)| =
∣∣∣∣∣∣ p(B|l)p(B) − p(G|l)p(G)
∣∣∣∣∣∣ · p(l). (3.33)
Indeks diverzifikacije i(v)
Ako zˇelimo podijeliti cˇvor v na lijevi l i desni r podcˇvor s vjerojatnostima p(l) i p(r) res-
pektivno, mozˇe se odrediti mjera diverzije podjele tog cˇvora pomoc´u formule
I = i(v) − p(l)i(l) − p(r)i(r). (3.34)
Najjednostavnije je, prilikom ove maksimizacije, definirati
i(v) = p(G|v) za p(G|v) ≤ 0.5
i(v) = p(B|v) za p(B|v) < 0.5.
Gini indeks
Umjesto linearnog indeksa, Gini indeks je kvadratni i definiran je pomoc´u
i(v) = p(G|v)p(B|v),
i
G = p(G|v)p(B|v) − p(l)(G|l)p(B|l) − p(r)(G|r)p(B|r). (3.35)
Indeks entropije
Josˇ jedan nelinearni indeks jest indeks entropije, gdje je
i(v) = −p(G|v) ln(p(G|v)) − p(B|v) ln(p(B|v)). (3.36)
Kao sˇto samo ime kazˇe, to se odnosi na entropiju ili kolicˇinu informacija u podjeli cˇvora
na dobar i losˇ podcˇvor.
Poglavlje 4
Bihevijoralisticˇki kreditni skoring
4.1 Utjecaj PSD2 informacija na kreditni skoring i
odluku o kreditiranju
U ovom c´emo poglavlju objasniti utjecaj direktive o izmijenjenim uslugama plac´anja (PSD2)
na kreditni skoring i odluku o kreditiranju. Te su zakljucˇke donijeli Domjan Baric´, Marc
Gaudart, Sinisˇa Slijepcˇevic´ i Toni Vlaic´ u svome znanstvenome radu na koji c´emo se po-
zvati tijekom ovog poglavlja.
Direktiva o izmijenjenim uslugama plac´anja poznatija kao PSD2 (The Revised Payment
Services Directive) direktiva je Europske unije provedena pocˇetkom 2018. godine. Cilj te
direktive jesu integriranje i optimiziranje europskog platnog trzˇisˇta, poticanje inovacija i
konkurentnosti te unaprijedivanje sigurnosti elektronicˇkog plac´anja. Omoguc´uje klijen-
tima banke korisˇtenje drugih posluzˇitelja usluga za obavljanje razlicˇitih aktivnosti na te-
melju svojih financijskih podataka. To zahtijeva od banaka davanje pristupa podacima
o korisnicˇkom racˇunu ili pokrec´e plac´anje tim pruzˇateljima usluga. Kao rezultat toga,
korisnici bi trebali imati koristi od pristupa novim i inovativnim proizvodima i dozˇivjeti
poboljsˇane razine usluga.
Autori znanstvenoga rada pokazali su ovim projektom da se samo PSD2 podaci mogu
koristiti za izvodenje izuzetno snazˇnog predvidanja propusta zaduzˇivanja potrosˇacˇa, koji
se mozˇe koristiti za donosˇenje profitabilnih odluka o kreditiranju.
PSD2 u kreditiranju
PSD2 trebao bi promijeniti lanac vrijednosti plac´anja, profitabilnost nekih poslovnih mo-
dela maloprodajnog bankarstva i ocˇekivanja kupaca. Postoje tri glavna pokretacˇa direktive
PSD2:
1. Poboljsˇanje prava potrosˇacˇa i transparentnost
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2. Poboljsˇanje sigurnosti putem SCA (snazˇna autentifikacija korisnika)
3. Omoguc´iti potrosˇacˇima jednostavno dijeljenje podataka o racˇunu s trec´im stranama
Kao posljedica toga, trec´e strane moc´i c´e, uz izricˇit dogovor s kupcima, pristupiti
i koristiti podatke klijenata koji su dostupni na bankovnim racˇunima. Ove informacije
omoguc´it c´e vec´u razinu prilagodbe proizvoda.
Kreditiranje je znacˇajan dio prihoda banaka i vrlo vazˇnu ulogu u tome imat c´e uporaba
podataka pomoc´u PSD2. Cilj projekta bio je istrazˇiti na koji c´e nacˇin PSD2 utjecati na
kreditiranje i sˇto bi se moglo ucˇiniti da se ta prilika iskoristi.
Istrazˇivanje je pokazalo da podaci dobiveni pomoc´u PSD2 omoguc´uju zajmodavcima
puno bolje razumijevanje razine rizika svakog klijenta. To omoguc´uje donosˇenje preciz-
nijih odluka o kreditiranju, sˇto rezultira personaliziranom ponudom proizvoda za kupca i
dovodi do boljeg uzajamnog odnosa izmedu banke i klijenta.
Poboljsˇano modeliranje rizika zahtijeva novi i drugacˇiji pristup modeliranju i prog-
noziranju kreditnog skoringa jer se temelji na razlicˇitim informacijama prikupljenim iz
tradicionalnih modela. Varijable koje banke trenutno koriste u svojim modelima lako su
razumljive.
Na primjer, cˇesto se koriste podaci o kreditnoj povijesti: Je li podnositelj zahtjeva za
kredit kasnio s plac´anjem rate? Ako da, koliko puta? Koliko uzastopnih mjeseci?
Dostupne informacije razlikuju se od zemlje do zemlje, a kreditna povijest mozˇe ukljucˇivati
razlicˇite korisne informacije - hipoteke, kredite za automobil, mobilni telefon i komunalne
naknade. Zakljucˇak je da se kreditnom povijesˇc´u, na ovaj nacˇin, odreduje kreditna spos-
pobnost. Podaci o plac´ama i nekim vrstama transakcija na tekuc´em racˇunu povremeno se
uzimaju u obzir, ali ove varijable obicˇno nisu glavni pokretacˇi modela jer cˇesto zahtijevaju
dodatne napore za izdvajanje.
Izazovi koje donosi korisˇtenje PSD2
PSD2 pruzˇa iscrpan prikaz prihoda i izdataka podnositelja zahtjeva tijekom vremena, u
elektronicˇkom obliku. Postoje, medutim, tri glavna izazova koja trebaju biti rijesˇena.
Dostupnost podataka o transakcijama na tekuc´em racˇunu tijekom odredenog vremen-
skog razdoblja stvara prvi izazov: stvaranje znacˇajnih varijabli koje se mogu koristiti za
donosˇenje kreditnih odluka. Skupovi podataka koji c´e biti dostupni putem sucˇelja PSD2
znatno se razlikuju od onih korisˇtenih u tradicionalnim modelima. Tradicionalni modeli
koriste znacˇajke kao sˇto je kreditna povijest ili prosjecˇna plac´a. Oni prikupljaju informa-
cije iz visˇe transakcija na strukturirani nacˇin. Medutim, glavni izazov pri razvoju modela
kreditnog skoringa temeljen na PSD2 generiranim transakcijskim podacima jest da su dos-
tupne samo znacˇajke niske razine, kao sˇto su pojedinacˇne transakcije. Tijekom projekta
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model se temeljio na tisuc´ama ulaznih podataka niske razine.
Drugi je izazov stvoriti univerzalni standard na podrucˇju cijele Europske unije koji
do sada ne postoji. Mnoge zemlje josˇ uvijek su u procesu definiranja stvarnih tehnicˇkih
standarda koji c´e biti primjenjivi na odredenom trzˇisˇtu. To znacˇi da bi modeli kreditnog
skoringa koji su izgradeni za bilo koje trzˇisˇte trebali biti dovoljno fleksibilni da kako bi se
mogli nositi s visˇestrukim buduc´im scenarijima s obzirom na dostupne informacije. Zada-
tak ovog projekta bio je definirati razlicˇite algoritame za svaki od zadanih scenarija.
Trec´i izazov bio je reducirati sˇumove i nepravilnosti koje nastaju tijekom vremena u
transakcijama na tekuc´em racˇunu. Te nepravilnosti otezˇavaju prepoznavanje odredenih
informacija kao sˇto je plac´a. Osim toga, podaci izdvojeni iz transakcija na tekuc´em racˇunu
u obliku specificˇnih znacˇajki ili varijabli izuzetno su korelirani. Ovo je znacˇajan izazov za
tradicionalne pristupe modeliranju kreditnog skoringa. Moderne tehnike strojnog ucˇenja
nude dobro rjesˇenje za upravljanje tim izazovima.
Predvidljivost modela temeljenih na PSD2 sustavu
Autori su razvili i temeljito testirali modele strojnog ucˇenja za bihevijoralisticˇki kreditni
skoring. Ti modeli predvidaju zadane postavke medu maloprodajnim klijentima zasnovane
samo na podacima dostupnim putem API-ja PSD2.
Metodologija razvoja modela
Da bi se razvili modeli, autori projekta radili su s jednom od vodec´ih banaka u Srednjoj
Europi na uzorku od nekoliko milijuna klijenata. Modeli su razvijeni na svim aplikacijama
za potrosˇacˇke kredite u razdoblju izmedu svibnja 2016. i svibnja 2017. godine. Za izdva-
janje financijskog ponasˇanja podnositelja zahtjeva korisˇteno je sˇest mjeseci transakcijske
povijesti prije prijave za kredit.
Da bi se rijesˇila nesigurnost s obzirom na to da c´e podaci biti dostupni putem PSD2,
autori su razvili visˇe modela - svaki korisˇtenjem razlicˇitog skupa ulaznih podataka. Os-
novni model koristi samo iznos i datum transakcije te salda tekuc´eg racˇuna u trenutku
transakcije. Gini indeks osnovnog modela u prosjeku iznosi 70%.
Najbolji (ali josˇ uvijek realan) model ostvaruje Gini index, u prosjeku, od 76%. Ovaj
model ukljucˇuje informacije o bilo kojem dostupnom prekoracˇenju na tekuc´em racˇunu u
trenutku transakcije i osnovne demografske podatke (adresu i dob).
Rezultati za 9 modeliranih scenarija prikazani su na Slici 4.1.
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Slika 4.1: Prikaz razvijenih modela u 9 razlicˇitih scenarija, mjerenih pomoc´u Gini indeksa,
Izvor: [5]
Izbor tehnika u strojnom ucˇenju
Autori projekta upotrijebili su nekoliko algoritama strojnog ucˇenja kako bi pronasˇli najbo-
lji. Isprva su razvijali jednostavne modele kao sˇto su linearna i logisticˇka regresija. Ovi
jednostavniji modeli imali su Gini indeks u rasponu od 55% do 59%. Iz ove relativno cˇvrste
izvedbe jednostavnijih modela zakljucˇak je da su nastale varijable zabiljezˇile osnovne oso-
bine kupaca. Nadalje, testirani su slozˇeniji algoritmi poput umjetnih neuronskih mrezˇa. No
ti su algoritmi puno osjetljiviji na korelaciju i zato se ne koriste u daljnjem radu.
Izrada znacˇajki
Kljucˇna prednost ovakvog pristupa bila je metodologija kojom su autori izdvojili podatke
iz transakcijskih podataka. Stvorili su oko 3.000 kompozitnih znacˇajki u razlicˇitim vre-
menskim razdobljima, koja obuhvac´aju razlicˇite trendove i dogadaje. Koristili su razlicˇite
matematicˇke i statisticˇke tehnike za generiranje tih znacˇajki.
Znacˇajke ukljucˇuju sljedec´e primjere:
Razne statisticˇke znacˇajke u odredenim vremenskim razdobljima, ukljucˇujuc´i mini-
mum, maksimum, ocˇekivanje, standardnu devijaciju i slicˇno
(i)
Fourierove transformacije(ii)
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Znacˇajke izracˇunate po prilagodenim algoritmima za procjenu plac´e, stabilnost plac´e,
broj propusˇtenih kreditnih isplata itd.
(iii)
Varijable ucˇestalosti odredenih dogadaja, npr. plac´anja u odredenom rasponu.(iv)
Proces projekta
Razvijen je jednostavan algoritam koji je izracˇunao plac´u korisnika pomoc´u analize kre-
ditnih transakcija tijekom vremena. Nakon sˇto su se autori uvjerili da je njihov kalkulaor
za plac´e tocˇan, razvili su novu znacˇajku pod nazivom stabilnost plac´e. Znacˇajka stabilnost
plac´e tijekom projekta pokazala se kao vazˇnija znacˇajka u odnosu na samu plac´u.
Iznos i vrsta potrosˇnje bile su vazˇne znacˇajka, no trendovi i varijabilnost potrosˇnje
tijekom vremena pruzˇili su dodatne informacije koje su bile snazˇni prediktori kreditnog
rizika. Takve kompozitne osobine tada su bile unesene u nadgledani model strojnog ucˇenja
kao varijable kako bi se povec´ala prediktivnost. Analizirano je nekoliko razlicˇitih scenarija,
razvijeno visˇe razlicˇitih modela na slucˇajno odabranim podatcima i testirani su algoritmi
strojnog ucˇenja kako bi se osiguralo postizanje najboljih moguc´ih rezultata. Naposljetku
su autori suradivali s klijentom kako bi implementirali razvijeni model kreditnog skoringa
unutar vlastitih IT sustava i procesa. To je prikazano na slici ispod.
Slika 4.2: Informacije dostupne putem sucˇelja kompatibilnog s PSD2, Izvor: [5]
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Zakljucˇak rada
S PSD2 promjenama, banke c´e imati pristup punom profilu klijenta (ukljucˇujuc´i racˇune u
drugim bankama). Kao rezultat toga, oni c´e moc´i prilagoditi svoje proizvode potrebama
svojih kupaca kroz suvremenu tehnologiju. Kako bi se iskoristila ova prilika, potrebno je
koristiti tehnologije poput strojnog ucˇenja jer se time ostvaruje konkurentnost na trzˇisˇtu
koje se brzo mijenja. Autori rada bili su u moguc´nosti stvoriti predvidljive modele za kre-
ditni skoring koristec´i samo one podatke dostupne putem PSD2. Pokazali su da je moguc´e
razumjeti cjelokupno financijsko ponasˇanje pomoc´u transakcijskih podataka. Pokazali su i
da je moderni pristup strojnom ucˇenju znatno prediktivniji od tradicionalnog pristupa (te-
meljenog na regresijskim tehnikama). Ovim pristupom smanjuje se vrijeme cˇekanja na
odobrenje kredita i trosˇkovi obrade zahtjeva postaju manji.
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Sazˇetak
Kreditni skoring numericˇki je sustav pomoc´u kojeg se ocjenjuje rizicˇnost klijenta kojemu
se zˇeli prodati neki proizvod. U ovome radu proucˇavamo statisticˇke metode za izracˇun
kreditnog skoringa. Na kraju opisujemo rezultate primjena modernih statisticˇkih metoda i
masˇinskog ucˇenja na uspjesˇnu izradu vrlo prediktivnog behavijoralnog kreditnog skoringa.
Summary
Credit scoring is a numerical system used to assess the risk of a customer to whom a
product is sold. In this thesis we consider statistical methods for calculating the credit
scoring. Finally, we describe results of an application of modern statistical methods and
machine learning to a successful development of very predictive behavioral credit scoring.
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