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Coherence measures induced by norm functions are studied. It is shown that a coherence measure cannot
be induced by a unitary similarity invariant norm. As a consequence, one can deduce the known fact that the
Schatten p-norms do not induce coherence measures. For (p, q) ∈ [1,∞] × [1,∞], the ℓq,p-norm of a matrix
with columns A1, . . . , An is defined as the ℓq-norm of the vector (ℓp(A1), . . . , ℓp(An)). It is shown that the
ℓq,p-norm induces a coherence measure if and only if q = 1 and p ∈ [1, 2]. This result gives rise to a new class
of coherence measures, and explains why the ℓp-norm, corresponding to the ℓp,p-norm, induces a coherence
measure if and only if p = 1.
INTRODUCTION
Quantum coherence arising from quantum superposition
plays a central role in quantum mechanics and so becomes
an important physical resource in quantum information and
quantum computation [1]. It also plays an important role in a
wide variety of research fields, such as quantum biology [2–
7], nanoscale physics [8, 9], and quantum metrology [10, 11].
It is well known that quantum mechanical systems differ
significantly from classical systems mainly because of coher-
ence, i.e., the superposition of physical states, that are re-
flected by the off-diagonal entries if quantum states are rep-
resented as density matrices. Note that coherence is basis
dependent. The reference basis with respect to which coher-
ence is measured depends on the physical problem. So, to
study coherence measures of quantum states acting on an n-
dimensional Hilbert space, we always fix a basis, and let In be
the set of diagonal density matrices corresponding to the set
of incoherent states. Density matrices not in In are coherent
states.
Denote byMm,n the linear space ofm× n complex matri-
ces, and letMk be the set of k×k complex matrices. A quan-
tum operation transforming quantum states inMn to quantum
states in Mm is a trace preserving completely positive map
E : Mn → Mm admitting the following operator sum repre-
sentation:
E(A) =
r∑
j=1
KjAK
†
j for all A ∈Mn,
where r is a positive integer andK1, . . . ,Kr ∈ Mm.n satisfy∑r
j=1K
†
jKj = In. The operators K1, ...,Kr ∈ Mm,n are
called the Kraus operators corresponding to E ; one may see
[1] for the general background.
Denote by Dn the set of density matrices and the set of di-
agonal matrices inMn, respectively. IfKjρKj
† is a diagonal
matrix for every ρ ∈ In whenever j ∈ {1, . . . , r}, we say that
{K1, . . . ,Kr} is a set of incoherent Kraus operators for the
incoherent operation E .
In [12], the authors presented four defining conditions for
a real-valued function C (defined on density matrices of any
size) to be a coherence measure.
(B1) If ρ ∈ Dn, then C(ρ) ≥ 0; the equality C(ρ) = 0 holds
if and only if ρ ∈ In.
(B2) If Λ : Mn → Mm is an incoherent operation and ρ ∈
Dn, then C(ρ) ≥ C(Λ(ρ)).
(B3) Suppose ρ ∈ Dn and Λ : Mn → Mm is an incoherent
operation with incoherent Kraus operatorsK1, . . . ,Kr.
If pj = tr (KjρK
†
j ) and ρj =
1
pj
KjρK
†
j for j =
1, . . . , r, then C(ρ) ≥
∑r
j=1 pjC(ρj).
(B4) For any {ρ1, . . . , ρr} ⊆ Dn and any probability distri-
bution {p1, . . . , pr},
∑r
j=1 pjC(ρj) ≥ C(
∑r
j=1 pjρj).
Note that condition (B3) combined with (B4) automatically
imply (B2). In general, a real-valued function C is called a
coherence measure if it satisfies the above four conditions; if
only the conditions (B1), (B2), and (B3) are satisfied, C is
usually called a coherence monotone. Researchers have con-
sider different kinds of coherence measures; see [12–17, 19–
23, 26–31].
In this paper we consider coherence measures induced by
norms. Suppose ν is a norm defined on matrices of arbitrary
sizes. Given ρ ∈ Dn, define
Cν(ρ) = min{ν(ρ− σ) : σ ∈ In}. (1)
Clearly, Cν automatically satisfies (B1). Condition (B4) is
also satisfied automatically by the following argument. Sup-
pose ρ1, . . . , ρr ∈ Dn and let {p1, . . . , pr} be a probability
distribution. Let σ∗1 , . . . , σ
∗
r ∈ In be such that C(ρj) =
ν(ρj − σ∗j ), for j = 1 . . . , r, and σ˜ =
∑r
j=1 pjσ
∗
j . Then
r∑
j=1
pjCν(ρj) =
r∑
j=1
pjν(ρj − σ
∗
j )
≥ ν(
r∑
j=1
pjρj − σ˜) ≥ Cν(
r∑
j=1
pjρj).
Condition (B2) holds if the norm ν is contractive under any
incoherent map Λ, i.e., ν(ρ1 − ρ2) ≥ ν(Λ(ρ1) − Λ(ρ2)), be-
cause in this case, Cν(ρ) = ν(ρ− σ∗) for some σ∗ ∈ In, and
2then
ν(ρ− σ∗) ≥ ν(Λ(ρ)− Λ(σ∗)) ≥ Cν(Λ(ρ))
because Λ(σ∗) ∈ In. However, condition (B3) is more diffi-
cult to determine.
In [12], it was shown that if ν is the ℓ1-norm then Cν(ρ) =∑
i6=j |ρij | is a coherence measure. In [27], the authors
showed that Cν is not a coherence measure if ν is the ℓp-norm
ν(A) = (
∑
i,j |aij |
p)1/p for p > 1. In the same paper, the
authors also showed that Cν is not a coherence measure if
ν is the Schatten p-norm ν(A) = (tr |A|p)1/p with p > 1,
where |A| is the positive semi-definite matrix A such that
|A|2 = A†A. When p = 1, the Schatten p-norm reduces to the
trace norm ‖A‖ = tr |A|, which is used frequently in quan-
tum information science research. At one point, researchers
believed that Cν is a coherence measure if ν is the trace norm
[18, 27]. However, this is not the case, as shown in [17] by
using the following alternative framework for coherence mea-
sures.
(C1) If ρ ∈ Dn, then C(ρ) ≥ 0; the equality C(ρ) = 0 holds
if and only if ρ ∈ In.
(C2) If Λ : Mn →Mm and ρ ∈ Dn, then C(ρ) ≥ C(Λ(ρ)).
(C3) Let ρ1 ∈ Dn1 , ρ2 ∈ Dn2 , p1, p2 ≥ 0 satisfy p1 + p2 =
1. Then C(p1ρ1 ⊕ p2ρ2) = p1C(ρ1) + p2C(ρ2).
Clearly, (B1)-(B2) and (C1)-(C2) are the same. The ad-
vantage of this alternative framework is it changes the two
inequalities in (B3)-(B4) into a concrete equality (C3). In ad-
dition to disproving that the trace norm does not induce a co-
herence measure, it was shown in [17] that one can modify the
trace norm to define a coherence measure using the definition
C(ρ) = min{‖ρ− tσ‖1 : t ≥ 0, σ ∈ In} for ρ ∈ Dn.
However, it was shown in [32] that this coherence measure
has some limitations.
In this paper, we obtain two general results on coherence
measures induced by norm functions.
In Section 2, we show that Cν , given in (1), cannot be a
coherence measure if ν is a unitary similarity invariant (USI)
norm, i.e., ν(A) = ν(U †AU) for any A ∈ Mn and unitary
U ∈ Mn. Note that the Schatten p-norm is a USI norm for
p ∈ [1,∞]. From this result, we can deduce that a Schatten p-
norm does not induce a coherencemeasure for any p ∈ [1,∞].
Some auxiliary results of independent interest are also ob-
tained and used in our later discussion.
In Section 3, we consider the ℓq,p-norm onMn, defined by
ℓq,p(A) = ℓq(ℓp(A1), . . . , ℓp(An)) for p, q ∈ [1,∞]× [1,∞],
where A1, . . . , An are the columns of a matrix A ∈Mn,
ℓ∞(x) = max{|xj | : 1 ≤ j ≤ n},
and
ℓr(x) = (
n∑
j=1
|xj |
r)1/r for r ∈ [1,∞),
for x = (x1, . . . , xn). One may see [33] for some general
background for the ℓq,p-norm. Let
Cq,p(ρ) = min{ℓq,p(ρ− σ) : σ ∈ In}.
We will show that Cq,p is a coherence measure if and only
if q = 1 and p ∈ [1, 2]. Note that the ℓp,p-norm reduces to
the ℓp-norm. As a consequence of our result, we see that the
ℓp-norm induces a coherence measure if and only if p = 1.
COHERENCE MEASURES AND UNITARY SIMILARITY
INVARIANT NORMS
Recall that a norm on Mn is unitary similarity invariant
(USI) if ‖U †AU‖ = ‖A‖ for any A ∈ Mn and unitary
U ∈ Mn. Clearly, if A is Hermitian, then ‖A‖ depends only
on the eigenvalues of A. It is known that if ‖ · ‖ is a USI norm
on the space of n×n Hermitian matrices, then there is a com-
pact set Sn ⊆ R1×n, depending on the norm ‖ · ‖, such that
the following conditions hold.
(N1) If (c1, . . . , cn) ∈ Sn then±(c1, . . . , cn)P ∈ Sn for any
permutation matrix P ∈Mn.
(N2) For every Hermitian matrix A with eigenvalues
λ1(A) ≥ · · · ≥ λn(A), there is a vector (c1, . . . , cn) ∈
Sn with c1 ≥ · · · ≥ cn such that
‖A‖ =
n∑
j=1
cjλj(A)
= max


n∑
j=1
djλj(A) : (d1, . . . , dn) ∈ Sn

 .
One may see [35, Theorem 3.3] and also [34, Theorem 4.1]
for the above result.
A norm on Mn is unitarily invariant if ‖UAV ‖ = ‖A‖
for any A ∈ Mn and unitary U, V ∈ Mn. For example, for
p ≥ 1, the Schatten p-norm defined by ‖A‖p = (tr |A|p)1/p
is a unitarily invariant norm. It is easy to see that a unitarily
invariant norm is always a unitary similarity invariant norm.
But there are unitary similarity invariant norms that are not
unitarily invariant; an example is the numerical radius defined
by
w(A) = max{|trAρ| : ρ ∈ Dn} for A ∈Mn.
It is interesting to note that the set Sn satisfying (N1)-(N2)
for the numerical radius can be {±(1, 0, . . . , 0)P : P ∈
Mn is a permutation matrix}; the set Sn satisfying (N1)-(N2)
for the Schatten p-norm can be {(d1, . . . , dn) ∈ R1×n :∑
j=1 |dj |
q = 1} with q = (1 − 1/p)−1 if p > 1, and
{(d1, . . . , dn) ∈ R1×n : maxj |dj | = 1} if p = 1.
As mentioned in the introduction, if ν is the Schatten p-
norm with p ≥ 1, then Cν is not a coherence measure. We
will prove the following general result.
3Theorem 1. There is no coherence measure Cν induced by a
USI norm ν.
To prove this theorem we begin by establishing two auxil-
iary propositions which are of independent interest and will
be used in Section 3.
Proposition 2. Suppose ‖ · ‖ is a norm on Mn. Define C :
Dn → [0,∞) by
C(ρ) = min{‖ρ− σ‖ : σ ∈ In}.
Then (B1) and (B4) hold. If (B3) holds, then so does (B2).
(a) Assume (B2) holds. If P ∈ Mn is a permutation or a
diagonal unitary matrix, then C(ρ) = C(P †ρP ).
(b) If ‖ · ‖ is an absolute norm, i.e., ‖(aij)‖ = ‖(|aij |)‖,
then C(ρ) = ‖ρ− ρdiag‖.
Proof. As shown in section 1, basic norm properties imply
conditions (B1) and (B4). If (B3) holds, then (B3) and (B4)
imply that (B2) holds.
(a) If (B2) holds, then we may consider the incoherent op-
eration Λ(A) = P †AP for a permutation or a diagonal uni-
tary matrix P . Then C(ρ) ≥ C(P †ρP ). Now, consider
ρ˜ = P †ρP and Λ˜(A) = PAP †. Then
C(P †ρP ) = C(ρ˜) ≥ C(P ρ˜P †) = C(ρ).
(b) Suppose ‖ · ‖ is an absolute norm. Let σ∗ ∈ In satisfy
‖ρ − σ∗‖ = min{‖ρ − σ‖ : σ ∈ In}. Replace the diagonal
entries of ρ− σ∗ by their negative to obtain τ . Then
‖ρ− σ∗‖ = ‖τ‖
and
‖ρ− σ∗‖ ≤ ‖ρ− ρdiag‖ =
1
2
‖(ρ− σ∗) + τ‖
≤
1
2
(‖ρ− σ∗‖+ ‖τ‖) = ‖ρ− σ∗‖.
Proposition 3. Suppose ‖ · ‖ is a norm on Mn such that
‖P †AP‖ = ‖A‖ for any trace zero Hermitian matrix A ∈
Mn and permutation matrix P ∈Mn. Let
C(ρ) = min{‖ρ− σ‖ : σ ∈ In}.
Suppose Rℓ = E12 + · · ·+ Eℓ,1 ∈ Mℓ is the basic circulant.
If ρ = ρ1 ⊕ · · · ⊕ ρk ∈ Dn1 ⊕ · · · ⊕ Dnk satisfies R
†ρR = ρ
with R = Rn1 ⊕ · · · ⊕Rnk , then
C(ρ) = ‖(ρ1 − s1In1)⊕ · · · ⊕ (ρk − skInk)‖
for some s1, . . . , sk ∈ R. If ρp = ρq, we may assume that
sp = sq. In particular, if ρ1 = · · · = ρk, then C(ρ) =
‖ρ− ρdiag‖.
Proof. Suppose ‖ · ‖ and ρ = ρ1 ⊕ · · · ⊕ ρk ∈ Dn sat-
isfy the hypotheses of the proposition. Let σ∗ ∈ In satisfy
‖ρ − σ∗‖ = min{‖ρ − σ‖ : σ ∈ In}. Since R†ρR = ρ,
we see that every ρj has constant diagonal entries. Let N =
lcm(n1, . . . , nk), the least common multiple of n1, . . . , nk. If
σ˜ = 1N
∑N
j=1(R
j)†σ∗Rj , then
‖ρ− σ∗‖ ≤ ‖ρ− σ˜‖ =
1
N
‖
N∑
j=1
(Rj)†(ρ− σ∗)Rj‖
≤
1
N
N∑
j=1
‖(Rj)†(ρ− σ∗)Rj‖ = ‖ρ− σ∗‖.
Thus we may replace σ∗ by σ˜, which has the form s1In1 ⊕
· · · ⊕ skInk .
Now assume that σ∗ has the form s1In1 ⊕ · · · ⊕ skInk .
Suppose ρi = ρj ; say, without loss of generality, ρ1 = ρ2.
Let s = (s1 + s2)/2, Q = R2 ⊗ In1 ⊕ In−2n1 , and σ˜ =
(σ∗ +Q†σ∗Q)/2 = sI2n1 ⊕ s3In3 ⊕ · · · ⊕ skInk . Then
‖ρ− σ∗‖ ≤ ‖ρ− σ˜‖ =
1
2
‖(ρ− σ∗) +Q†(ρ− σ∗)Q‖
≤
1
2
(‖ρ− σ∗‖+ ‖Q†(ρ− σ∗)Q‖) = ‖ρ− σ∗‖.
So, we may replace σ∗ by σ˜.
Proof of Theorem 1. Suppose C is a coherence measure
induced by a USI norm ‖·‖. Then ‖·‖ satisfies the hypothesis
of Proposition 3 and C satisfies Proposition 2 (a). For each
natural number n, let Sn ⊆ R1×n be a compact set satisfying
condition (N1)and (N2) for Hermitian matrices inMn. Given
ρ ∈ Dn we have
C(ρ) = min {‖ρ− σ‖ : σ ∈ In} .
Note the norm computation involves only trace zero matrices.
We may replace every vector c = (c1, . . . , cn) ∈ Sn by c˜ =
(c1 − γ, . . . , cn − γ) so that the largest and smallest entries
of c˜ have the form c and −c. Now, for a trace zero Hermitian
matrix A,
n∑
j=1
(cj − γ)λj(A) =
n∑
j=1
cjλj(A)− γ
n∑
j=1
λj(A)
=
n∑
j=1
cjλj(A)− γtrA =
n∑
j=1
cjλj(A).
As a result, the computation of C(ρ) will not be affected. So,
we will assume that the largest and smallest entries of every
vector c ∈ Sn have the form c and −c. Furthermore, we may
replaceC by αC for some α > 0 and assume that C(J2/2) =
‖(J2 − I2)/2‖ = 1.
Assertion 1. Let d ∈ S4. There is a permutation matrix
P ∈ S4 such that dP = (d, d2, d3,−d) ∈ S4 with 1 ≥ d ≥
4d2 ≥ d3 ≥ −d ≥ −1. Moreover, (1, 1,−1,−1) ∈ S4. Con-
sequently, for any trace zero Hermitian matrix A ∈ M4 with
λ1(A) ≥ λ2(A) ≥ 0 ≥ λ3(A) ≥ λ4(A),
‖A‖ = |λ1(A)|+ |λ2(A)|+ |λ3(A)|+ |λ4(A)|.
Furthermore, 4/3 = C(J3/3) = C(J3/3⊕ [0]).
Proof of Assertion 1. Let d ∈ S4. By (N1), there is a permu-
tation matrix P ∈ S4 such that dP = (d, d2, d3,−d) ∈ S4
such that d ≥ d2 ≥ d3 ≥ −d. Suppose d > 1. We may
further assume that d2 + d3 ≤ 0; otherwise, replace d by the
vector (d,−d3,−d2,−d) ∈ S4. By (C3) and Proposition 3, if
ρ = J2/2⊕ 02 ∈ D4, then
1 = C(J2/2) = C(ρ) = ‖ρ− σ‖
for some σ = diag(s, s, (1/2 − s), (1/2 − s)) ∈ I4 with
s ∈ [0, 1/2]. The matrix ρ − σ has eigenvalues 1 − s, s −
1/2, s− 1/2,−s. By (N2),
‖ρ− σ‖ ≥ d(1− s) + (d2 + d3)(s− 1/2)− d(−s) ≥ d > 1,
which is a contradiction.
Next, we prove that (1, 1,−1,−1) ∈ S4. By (C3) and
Proposition 3,
1 =
1
2
[C(J2/2) + C(J2/2)] = C(J2/4⊕ J2/4)
=
1
4
‖(J2 − I2)⊕ (J2 − I2)‖.
Note that 14 [(J2 − I2) ⊕ (J2 − I2)] has eigenvalues
1/4, 1/4,−1/4,−1/4. So, there is a vector in S4 of the form
(c, c2, c3,−c) with 1 ≥ c ≥ c2 ≥ c3 ≥ −c ≥ −1 such that
1 =
1
4
‖(J2 − I2)⊕ (J2 − I3)‖ =
1
4
(2c+ c2 − c3)
≤
1
4
(2c+ |c2|+ |c3|) ≤ c ≤ 1.
Thus, c = 1 and (c, c2, c3,−c) = (1, 1,−1,−1).
Now, for every vector d ∈ S4, there is a permutation matrix
P ∈ S4 such that dP = (d, d2, d3,−d) with 1 ≥ d ≥ d2 ≥
d3 ≥ −d ≥ −1 and (1, 1,−1,−1) ∈ S4. By (N2), for any
trace zero Hermitian matrix A ∈M4 with λ1(A) ≥ λ2(A) ≥
0 ≥ λ3(A) ≥ λ4(A), we have
‖A‖ = max{dλ1(A) + d2λ2(A) + d3λ3(A) − dλ4(A) :
(d, d2, d3,−d) ∈ S4}
will be attained at the vector (1, 1,−1,−1) and ‖A‖ =∑4
j=1 |λj(A)|.
Now, consider ρ = J3/3 ⊕ [0] ∈ D4. By Proposition 3,
we see that there is σ = diag(s, s, s, 1 − 3s) ∈ I4 with s ∈
[0, 1/3] such thatC(ρ) = ‖ρ−σ‖.Now, ρ−σ has eigenvalues
1− s, 1− 3s,−s,−s. Thus,
‖ρ− σ‖ = (1− s) + (1− 3s) + s+ s = 2− 2s
which is minimized when s = 1/3. By (C3),
C(J3/3) = C(J3/3⊕ [0]) = 4/3.
The proof of Assertion 1 is complete.
Assertion 2. Let d ∈ S6. There is a permutation matrix P ∈
M6 such that dP = (d, d2, . . . , d5,−d) with 1 ≥ d ≥ d2 ≥
· · · d5 ≥ −d ≥ −1. Moreover, (1, 1, 1,−1,−1,−1) ∈ S6.
Consequently, for any trace zero Hermitian matrix A ∈ M6
with λ1(A) ≥ λ2(A) ≥ λ3(A) ≥ 0 ≥ λ4(A) ≥ λ5(A) ≥
λ6(A),
‖A‖ =
6∑
j=1
|λj(A)|.
Proof of Assertion 2. Let d ∈ S6. By (N1), there is a permuta-
tion matrixP such that dP has the form (d, d2, . . . , d5,−d) ∈
S6 with d ≥ d2 · · · ≥ d5 ≥ −d. Suppose d > 1. We
may assume that d2 + d3 + d4 + d5 ≤ 0; otherwise, con-
sider (d,−d5, . . . ,−d2,−d) ∈ S6 instead. By Proposition
3, if ρ = J2/2 ⊕ 04, then there is σ = diag(2s, 2s, 1/4 −
s, 1/4 − s, 1/4 − s, 1/4 − s) ∈ I6 with s ∈ [0, 1/4] such
that 1 = C(ρ) = ‖ρ − σ‖. Now, ρ − σ has eigenvalues
1− 2s, s− 1/4, s− 1/4, s− 1/4, s− 1/4,−2s. By (N2),
‖ρ−σ‖ ≥ d(1−2s)+(s−1/4)(d2+· · ·+d5)+2ds ≥ d > 1,
which is a contradiction.
Next, we show that (1, 1, 1,−1,−1,−1) ∈ S6. Let ρ =
(J2 ⊕ J2 ⊕ J2)/6. By (C3) and Proposition 3,
1 =
1
3
C(J2/2) +
2
3
C(J2/4⊕ J2/4) = C(ρ) = ‖ρ− ρdiag‖.
Note that ρ − ρdiag has three eigenvalues equal to 1/6
and three eigenvalues equal to −1/6. Thus, there is
(c, c2, . . . , c5,−c) ∈ S6 such that 1 ≥ c ≥ c2 ≥ · · · ≥ c5 ≥
−c ≥ −1 and
1 = ‖ρ− ρdiag‖ =
1
6
[2c+ (c2 + c3 − c4 − c5)]
≤
1
6
(2c+ |c2|+ |c3|+ |c4|+ c5|) ≤ c ≤ 1.
Thus, c = 1, and c2 = c3 = 1 = −c4 = −c5.
The proof of the last statement is similar to that in the proof
of Assertion 1. The proof of Assertion 2 is complete.
To finish the proof of the theorem, consider ρ = J2/4 ⊕
J3/6 ⊕ [0]. Let σ = I2/2 ⊕ 04. Then ρ − σ has eigenvalues
1/2, 0, 0, 0, 0 − 1/2, where the three largest eigenvalues are
nonnegative, and the rest are nonpositive. So, ‖ρ − σ‖ =∑6
j=1 |λj(ρ − σ)| = 1 by Assertion 2. But then by (C3) and
Assertion 1,
1 = ‖ρ− σ‖ ≥ C(ρ)
=
1
2
(C(J2/2) + C(J3/3⊕ [0]))
= 1/2(1 + 4/3) = 7/6,
which is absurd.
5COHERENCE MEASURES ASSOCIATED WITH THE
ℓq,p-NORM
Recall that, for 1 ≤ p, q ≤ ∞, the ℓq,p-norm of a matrix
A ∈ Mn, with columns A1, . . . , An, is the ℓq-norm of the
vector formed by the ℓp-norms of the columns of A; that is,
ℓq,p(A) =

 n∑
j=1
ℓp(Aj)
q


1/q
.
By Proposition 2 (b), for ρ ∈ Dn, we have
Cq,p(ρ) = min{ℓq,p(ρ−σ) : σ ∈ In} = ℓq,p(ρ−ρdiag). (2)
Theorem 4. The function Cq,p in (2) is a coherence measure
if and only if q = 1 and p ∈ [1, 2].
We first establish the necessity of Theorem 4.
Lemma 5. If Cq,p is a coherence measure then q = 1 and
p ∈ [1, 2].
Proof. Let 0n be the n×n zero matrix and let Jn be the n×n
all ones matrix. Let
A =
1
4
(J2 ⊕ J2) =
1
2
(
1
2
J2 ⊕ 02
)
+
1
2
(
02 ⊕
1
2
J2
)
.
ThenCq,p(A) =
1
44
1/q while 12C(
1
2J2)+
1
2C(
1
2J2) =
1
22
1/q;
if Cq,p were a coherence measure, then by property (C3) these
two quantities must be equal, whence q = 1.
Now let K1 = (sin θ)In ⊕ [0],K2 = (cos θ)In ⊕ [1] ∈
Mn+1, with θ ∈ [0, π/2], so Λ(X) =
∑2
j=1KjXK
†
j is an
incoherent operation. Let A = Jn+1 and write c = cos θ,
s = sin θ. Then C1,∞(A) = n + 1, C1,∞(K1AK
†
1) =
ns2, C1,∞(K1AK
†
1) = (n+ 1)c, so
2∑
j=1
C1,∞(KjAK
†
j )− C1,∞(A)
= n(c− c2) + c− 1 = (nc− 1)(1− c)
is positive for θ ∈ (0, π/2) and n sufficiently large. This
violates property (B3), so C1,∞ is not a coherence measure.
For p 6=∞, we have
C1,p(A) = (n+ 1)n
1/p
C1,p(K1AK
†
1) = (sin
2 θ)n(n− 1)1/p
C1,p(K2AK
†
2) = (cos θ)n
1/p + n[(n− 1) cos2p θ + cosp θ]1/p.
Let f(n, θ) = C1,p(K1AK
†
1) + C1,p(K2AK
†
2) − C1,p(A).
Note
f(n, θ) = n1/p
(
c− 1 + n(s2(1− 1/n)1/p
+[(1− 1/n)c2p + cp/n]1/p − 1)
)
= n1/p(c− 1 + g(t, θ))
where t = 1/n and
g(t, θ) =
s2(1− t)1/p + [(1− t)c2p + tcp]1/p − 1
t
.
By l’Hôpital’s rule,
lim
t→0+
g(t, θ) = lim
t→0+
1
p
(
−s2(1− t)1/p−1
+[(1− t)c2p + tcp]1/p−1(cp − c2p)
)
=
1
p
(−s2 + c2−2p(cp − c2p)) =
1
p
(c2−p − 1).
For p > 2 we can make this limit arbitrarily large by mak-
ing cos θ sufficiently small. It follows that f(n, θ) > 0 for
n sufficiently large and θ sufficiently close to π/2, violating
property (B3).
The proof of sufficiency for Theorem 4 is more compli-
cated; the key is to show a norm inequality that may be of
independent interest. To this end, the following notation will
be useful. Let R+ be the set of nonnegative real numbers.
Given a set Ω we shall write |Ω| for the number of elements
in Ω. Let Ωn = {1, . . . , n}. Given a subset τ ⊆ Ωn, let
τc = Ωn \ τ . Given a vector v = (v1, . . . , vn) ∈ Cn and a
nonempty subset σ of Ωn, let vσ ∈ C|σ| be the vector whose
entries are {vj : j ∈ σ}, ordered by increasing index.
We shall need two technical results first.
Lemma 6. Let 1 ≤ p ≤ 2 and let Ω be a collection of
nonempty subsets of Ωn. Suppose Ω is a cover of Ωn and
v ∈ Rn+ has no zero entries. Then(
max
σ∈Ω
ℓp(vσ)
)p−2
ℓ2(v)
2 ≤ ℓp(v)
p. (3)
Proof. We shall use induction on |Ω|. When |Ω| = 1, we
must have Ω = {Ωn} and the left-hand side of (3) becomes
ℓp(v)
p−2ℓ2(v)
2 ≤ ℓp(v)p−2ℓp(v)2 = ℓp(v)p as desired. Now
suppose the assertion holds whenever |Ω| is less thanm.
Let Ω be a cover of Ωn with |Ω| = m. Choose τ ∈ Ω
so that ℓp(vτ ) ≥ ℓp(vσ) for all σ ∈ Ω; if τ = Ωn we are
done, so we may assume τ 6= Ωn and writeK = ℓp(vτ ). Let
Ω˜ = {σ ∩ τc : σ ∈ Ω, σ ∩ τc 6= ∅}. Because Ω is a cover for
Ωn, Ω˜ is a cover for τ
c with |Ω˜| < m. Then
Kp−2ℓ2(v)
2
= Kp−2ℓ2(vτ )
2 +Kp−2ℓ2(vτc)
2
≤ Kp−2ℓp(vτ )
2 +
(
max
µ∈Ω˜
ℓp(vµ)
)p−2
ℓ2(vτc)
2
since p ≤ 2 and for all σ ∈ Ω
ℓp(vσ∩τc) ≤ ℓp(vσ) ≤ ℓp(vτ )
= ℓp(vτ )
p +
(
max
µ∈Ω˜
ℓp(vµ)
)p−2
ℓ2(vτc)
2
≤ ℓp(vτ )
p + ℓp(vτc)
p by the induction hypothesis
= ℓp(v)
p
6as desired.
Lemma 7. Fix p ∈ [1, 2] and let n ∈ N. Let Ω be a collection
of nonempty subsets covering {1, . . . , n} and let v ∈ Rn+ be
a nonzero vector. For each σ ∈ Ω let bσ be a nonnegative
number. Suppose∑
σ∈Ω
bσ = ℓ2(v)
2 and
∑
σ⊆τ,σ∈Ω
bσ ≤ ℓ2(vτ )
2 for τ ⊆ Ωn.
Then ∑
σ∈Ω,vσ 6=0
ℓp(vσ)
p−2bσ ≤ ℓp(v)
p. (4)
Proof. We prove this by induction on n. When n = 1 we must
have Ω = {{1}}, v > 0, and b{1} = v
2; the assertion clearly
holds.
Now suppose (4) holds whenever the length of v is less than
n. Consider the function f : Rn+×R
|Ω|
+ defined by f(v; b) = 0
if vσ = 0 for all σ ∈ Ω, and otherwise
f(v; b) =
∑
σ∈Ω,vσ 6=0
ℓp(vσ)
p−2bσ.
LetK ⊂ Rn+ × R
|Ω|
+ be the compact set defined by
K = {(v; b) ∈ Rn+ × R
|Ω|
+ : ℓp(v)
p = M > 0,∑
σ⊆τ,σ∈Ω
bσ ≤ ℓ2(vτ )
2 ∀τ ⊆ Ωn,
with equality when τ = Ωn}.
In particular, when (v; b) ∈ K we have bσ ≤ ℓ2(vσ)
2, so
when vσ is nonzero,
ℓp(vσ)
p−2bσ ≤ ℓp(vσ)
p,
which approaches zero when vσ approaches zero. Thus f is
continuous on K and attains an absolute maximum on K; it
suffices to show that this maximum does not exceedM .
Case 1: Suppose the maximum of f is attained on the relative
boundary ofK . There are three possibilities.
Subcase (i): The maximum occurs at some v ∈ Rn+ with
a zero entry, say, vj = 0. We can replace v ∈ Rn+ with
v{j}c ∈ R
n−1
+ , σ ∈ Ω with σ∩{j}
c, and the result follows by
induction.
Subcase (ii): The maximum occurs when bσ = 0 for some
σ ∈ Ω. We may replace Ω by Ω \ {σ} and use induction on
|Ω|; note that when Ω consists of a single element σ,
f(v; b) ≤ ℓp(vσ)
p−2ℓ2(vσ)
2 ≤ ℓp(vσ)
p−2ℓp(vσ)
2 ≤ ℓp(v)
p.
Subcase (iii): The maximum occurs when
∑
σ⊆τ,σ∈Ω bσ =
ℓ2(vτ )
2 > 0 for some τ ( Ωn. Let
Ω˜ = {σ ∩ τc : σ ∈ Ω, σ ∩ τc 6= ∅}
and for µ ∈ Ω˜, set
b˜µ =
∑
σ∩τc=µ
bσ.
Because
ℓ2(v)
2 =
∑
σ∈Ω
bσ =
∑
σ⊆τ
bσ +
∑
σ∩τc 6=∅
bσ = ℓ2(vτ )
2 +
∑
µ∈Ω˜
b˜µ,
we have
∑
µ∈Ω˜ b˜µ = ℓ2(vτc)
2. Moreover, for all ν ⊆ τc we
have
∑
µ⊆ν
b˜µ =
∑
µ⊆ν
∑
σ∩τcµ
bσ =
∑
σ⊆τ∪ν
bσ −
∑
σ⊆τ
bσ
≤ ℓ2(vτ∪ν)
2 − ℓ2(vτ )
2 = ℓ2(vν)
2.
Then
f(v, b)
=
∑
σ∈Ω,σ⊆τ
ℓp(vσ)
p−2bσ +
∑
σ∈Ω,σ∩τc 6=∅
ℓp(vσ)
p−2bσ
≤
∑
σ∈Ω,σ⊆τ
ℓp(vσ)
p−2bσ +
∑
σ∈Ω,σ∩τc 6=∅
ℓp(vσ∩τc)
p−2bσ
=
∑
σ∈Ω,σ⊆τ
ℓp(vσ)
p−2bσ +
∑
µ∈Ω˜
ℓp(vµ)
p−2b˜µ.
By induction (since the lengths of vτ and of vτc are less than
n), the last two terms do not exceed ℓp(vτ )
p and ℓp(vτc)
p
respectively and the result follows.
Case 2: Suppose the maximum of f is attained in the relative
interior of K . Using Lagrange multipliers we conclude that
∇f = λ1∇g1 + λ2∇g2 where
g1(v; b) = ℓp(v)
p −M = 0
and g2(v; b) = ℓ2(v)
2 −
∑
σ∈Ω
bσ = 0.
From the partial derivative with respect to bσ, σ ∈ Ω, we have
ℓp(vσ)
p−2 = 0 + λ2(−1),
whence ℓp(vσ) equals a constant K for all σ ∈ Ω. Thus the
maximum of f is given by
f(v; b) =
∑
σ∈Ω
Kp−2bσ = K
p−2ℓ2(v)
2
and the result then follows by Lemma 6.
The following result is known, e.g., see [33]. We include a
proof for completeness.
7Lemma 8. If B is an extreme point for the unit ball for the
ℓ1,p-norm, then B has exactly one nonzero column.
Proof. Clearly B 6= 0. We prove the contrapositive. Sup-
pose ℓ1,p(B) = 1 and B has more than one nonzero column;
without loss of generality, we may suppose that the first two
columns are nonzero. Let bj be the jth column of B. Let
ǫ = 12 min{ℓp(b1), ℓp(b2)}. Then
B =
1
2
[(
1 + ǫℓp(b1)
)
b1
(
1− ǫℓp(b2)
)
b2 b3 . . . bn
]
+
1
2
[(
1− ǫℓp(b1)
)
b1
(
1 + ǫℓp(b2)
)
b2 b3 . . . bn
]
is the average of two distinct matrices with norm 1, so B is
not an extreme point.
The next result provides the main idea for showing suffi-
ciency in Theorem 4. The seminorm defined is in fact a norm,
but that is not needed for our purposes.
Proposition 9. Let p ∈ [1, 2] and let {K1, . . . ,Km} be a set
of incoherent Kraus operators in MN,n. Define a seminorm
‖ · ‖ onMn by
‖A‖ =
m∑
k=1
ℓ1,p(KkAK
†
k).
Then ‖A‖ ≤ ℓ1,p(A) for all A ∈Mn.
Proof. Let B and B1,p be the unit balls in Mn for ‖ · ‖ and
ℓ1,p respectively. Then ‖A‖ ≤ ℓ1,p(A) for all A if and only
if the unit ball for the ℓ1,p-norm lies inside the unit ball for
the ‖ · ‖-seminorm. By convexity, it suffices to show that each
extreme point B of the unit ℓ1,p-ball has seminorm ‖B‖ ≤ 1.
By Lemma 8, such an extreme point B has exactly one
nonzero column. Let ej be the vector whose only nonzero
entry is a 1 in the jth position. We may write B = ve†j for
some ℓp-unit vector v ∈ Cn; without loss of generality, we
may assume j = 1. Thus we must show that
m∑
k=1
ℓ1,p(Kkve
†
1K
†
k) ≤ 1. (5)
for all v ∈ Cn with ℓp(v) = 1. For such a v, write v =∑n
j=1 vjej ∈ C
n. Let
F =


K1
K2
...
Km

 , w = Fv =


w1
w2
...
wm

 ,
where wk = Kkv. It is important to note that, because∑m
k=1K
†
kKk = I , F is an isometry (for ℓ2).
SinceKkInK
†
k is diagonal, each column ofKk has at most
one nonzero entry (see [25, Theorem 1], or simply note that,
if Kkej had nonzero entries in the p- and q-positions, then
Kkeje
†
jK
†
k would have a nonzero entry in the (p, q)-position).
Thus we may writeKkej = ckjeσk(j); here σk is a map from
{1, . . . , n} to {1, . . . , N}. Then
ℓ1,p(Kkve
†
1K
†
k) = ℓ1,p(wk c¯k1e
†
σk(1)
) = |ck1|ℓp(wk),
so
m∑
k=1
ℓ1,p(Kkve
†
1K
†
k) =
m∑
k=1
|ck1|ℓp(wk)
≤
√∑
k
|ck1|2
√∑
k
ℓp(wk)2
by the Cauchy-Schwarz inequality. Since F is an isometry,∑
k |ck1|
2 = ℓ2(Fe1)
2 = 1, so (5) will hold if we can prove
m∑
k=1
ℓp(wk)
2 ≤ 1. (6)
As an aside, for p = 2 the proof is complete, for∑
k ℓ2(wk)
2 = ℓ2(w)
2 = ℓ2(v)
2 = 1 because F is an isome-
try. For 1 ≤ p < 2, however, the proof continues.
Define Jk,s = {j : σk(j) = s}. Note that
wk = Kk

 n∑
j=1
vjej

 = n∑
j=1
vjckjeσk(j)
=
∑
s

 ∑
j∈Jk,s
vjckj

 es.
Let vk,s be the vector of length |Jk,s| with entries equal to
vj , j ∈ Jk,s, and let wk,s =
∑
j∈Jk,s
vjckj be the sth entry
of wk. Then
ℓp(wk)
2 =
(∑
s
|wk,s|
p
)2/p
=

 ∑
s,vk,s 6=0
ℓp(vk,s)
p |wk,s|
p
ℓp(vk,s)p


2/p
≤
∑
s,vk,s 6=0
ℓp(vk,s)
p |wk,s|
2
ℓp(vk,s)2
since f(x) = x2/p is convex for p ∈ [1, 2] and∑
s ℓp(vk,s)
p = ℓp(v)
p = 1.
Thus (6) will hold if we can show that∑
k,s,vk,s 6=0
ℓp(vk,s)
p−2 |wk,s|
2 ≤ 1. (7)
Note that vk,s consists of the entries of v whose indices
correspond to nonzero entries in the sth row of Kk, so we
may regroup the sum as follows. Given a nonempty subset
8σ ⊆ {1, . . . , n}, recall that vσ ∈ C|σ| consists of the entries
of v whose indices lie in σ. Define
bσ =
∑
i
|(Fv)i|
2,
where the sum is over all i such that {j : Fij 6= 0} = σ, and
letΩ be the collection of all nonempty σ for which there exists
an i such that {j : Fij 6= 0} = σ. Then (7) is equivalent to∑
σ∈Ω,vσ 6=0
ℓp(~vσ)
p−2 bσ ≤ 1, (8)
which follows from Lemma 7 (note that the hypotheses for the
lemma are satisfied because F is an isometry).
Proof of Theorem 4. Necessity was shown by Lemma 5.
Let p ∈ [1, 2]. By Proposition 2, to show that C1,p is a coher-
ence measure it suffices to show that property (B3) holds. Let
{K1, . . . ,Km} be a set of incoherent Kraus operators. Let
ρ ∈Mn, pj = trKjρK
†
j , and ρj =
1
pj
KjρK
†
j . Then
m∑
j=1
pjC1,p(ρj) =
m∑
j=1
ℓ1,p(KjρK
†
j − (KjρK
†
j )diag)
≤
m∑
j=1
ℓ1,p(Kj(ρ− ρdiag)K
†
j )
becauseKjInK
†
j is diagonal for all j. By Proposition 9
m∑
j=1
ℓ1,p(Kj(ρ− ρdiag)K
†
j ) ≤ ℓ1,p(ρ− ρdiag) = C1,p(ρ),
so (B3) holds.
CONCLUSION AND FURTHER RESEARCH
In this article, we study coherence measures induced by
norm functions. It is shown that no unitary similarity invariant
norm induces a coherence measure; this generalizes the nega-
tive result for Schatten p-norms. On the other hand, the ℓq,p-
norm can induce a coherencemeasure, but if and only if q = 1
and 1 ≤ p ≤ 2. This provides a new class of potentially use-
ful coherence measures. It would be interesting to extend our
techniques to study quantum coherence in multipartite sys-
tems and related problems; [14, 19, 20, 24, 25, 36, 37].
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