Levins's unstructured metapopulation model predicts that the equilibrium fraction of empty habitat patches is a constant function of the fraction h of suitable patches in the landscape and that this constant equals the threshold value for metapopulation persistence. Levins's model thus suggests that the minimum amount of suitable habitat necessary for metapopulation persistence can be estimated from the fraction of empty patches at steady state. In this paper we construct several more realistic structured metapopulation models that include variation in patch quality and the rescue effect. These models predict both positive and negative correlations between the fractions of suitable patches and empty patches. The type of correlation depends in an intricate manner on the strength of the rescue effect and on the quality distribution of the patches to be destroyed. Empty patches can be considered as the resource limiting metapopulation growth. Our results demonstrate that the correlation between the fractions of suitable patches and empty patches is positive if and only if the average value of the resource decreases as the number of patches increases.
INTRODUCTION
The greatest threat to the survival of species worldwide is loss of suitable habitat (Barbault and Sastrapradja, 1995) . For instance, habitat loss has been considered to be a significant cause of increased extinction risk in 82 0 of the endangered bird species (Temple, 1986) . Although it is probable that practically any amount of habitat loss will pose a threat to some species, and hence any further loss of natural habitats should be minimized, it is important to develop a better understanding of the level of habitat loss that would critically jeopardize the longterm survival of species specializing on particular habitats.
An increasing number of species resides in landscapes which are fragmented naturally or by man. For these species, the metapopulation concept (Levins, 1969; Hanski and Gilpin, 1997) provides an appropriate framework in which to query about long-term persistence. Classical metapopulations persist in a balance between stochastic local extinctions and recolonizations of empty but suitable habitat patches. In this case, habitat loss in the form of a decreasing number of suitable patches decreases the size of the metapopulation, as measured by
the number of extant local populations, P(t). In the wellknown Levins model (Levins, 1969 (Levins, , 1970 , changes in P(t) are given by dP dt (t)=;P(t) E(t)&+P(t), (1.1)
where E(t) is the number of empty but suitable patches at time t, ; is the colonization parameter, and + is the extinction rate per population. Denoting the total (fixed) number of patches by N and the fraction of suitable patches by h (0 h 1), we have E(t)+P(t)=hN for all t and hence Eq. (1.1) can be rewritten as dP dt =;P(hN&P)&+P.
( 1.2) We now normalize the total number of patches to 1, that is, we consider P (0 P h) as the fraction of occupied patches. The fraction of empty but suitable patches (which in the following will be called simply empty) is given by E=h&P. Equation (1.2) therefore reduces to the standard form dP dt =;P(h&P)&+P. then there exists a unique nontrivial steady state P* and this steady state is globally stable (i.e., attracts everything except the origin). When (1.5) holds one has P*=h& + ; (1.6) and E*= + ; .
(1.7)
Thus the fraction E* of empty patches at equilibrium is constant for all values of h above the threshold given by (1.4), and furthermore, E* equals the threshold value. This result gives an important rule of thumb called the Levins rule by Hanski et al. (1996) : the critical patch number (or density) necessary for metapopulation persistence can be estimated simply from the number of empty patches at equilibrium when P>0, without knowing the details of metapopulation dynamics (May, 1991; Lawton et al., 1994; Nee, 1994 ). An analogous result has previously been well established in epidemiology, where the human interest is reversed: vaccination programs attempt to reduce the density of susceptible host individuals below the threshold value, to eradicate the parasite (Anderson and May, 1991) . The result described above is based on the Levins model with several simplifying assumptions. In the metapopulation context, two assumptions are particularly worrisome. First, the model assumes fast dynamics in local populations in relation to metapopulation dynamics, and hence that migration has no effect on extinction rate: i.e., there is no rescue effect (Brown and Kodric Brown, 1977) . Second, the assumption that all habitat patches are identical is grossly unrealistic for most metapopulations; real metapopulations occupy networks consisting of patches with different sizes and qualities (Pulliam, 1988; Sjo gren, 1991; Thomas, 1994; Hanski et al., 1995a) .
The purpose of this paper is to generalize the Levins model to relax the simplifying assumptions on which it is based and to examine how the result (1.7) is affected. In Section 2 we incorporate the rescue effect, first in a purely phenomenological manner, then by using a model structured by local population size which explicitly and mechanistically takes local dynamics into account. In Section 3 we construct models structured by patch quality. We consider both the case where patch quality is a nondynamical variable and the case where patch quality changes dynamically. Both types of models are modified to account for the rescue effect. In Section 4 we prove that our models are well-posed and derive threshold criteria for metapopulation persistence. The rest of the paper is devoted to an analysis of how the fraction of empty patches depends on the fraction of suitable patches.
THE RESCUE EFFECT
By the rescue effect we understand the decreasing extinction rate with increasing immigration rate (Brown and Kodric Brown, 1977) . The reason for the rescue effect is twofold: immigration increases the size of local populations, and large populations are usually less vulnerable to extinction than small ones (Hanski, 1994) . To incorporate the rescue effect in a mechanistic manner in a metapopulation model one has to use a structured model that explicitly takes the effect of migration upon local dynamics into account. This is done in Section 2.2. Meanwhile, we modify the Levins model (1.3) by assuming that the extinction rate is a function of metapopulation size which in turn is affected by immigration rate.
A Modified Levins Model
In the spirit of the Levins model we assume that immigration is proportional to the fraction of occupied patches. We further assume that the extinction rate per local population decreases linearly with increasing immigration rate (Hanski, 1983) . we are thus led to the following equation:
Here r is a parameter ranging from 0 to 1 and is measuring the strength of the rescue effect (Hanski, 1983) . For r=0 there is no rescue effect and the model (2.1) reduces to the ordinary Levins model (1.3). The value r=1 corresponds to maximal rescue effect: at full occupancy (P=1) the extinction rate is 0. Equation (2.1) is a continuous version of a discrete model considered by Hanski et al. (1996) . Introduction of the rescue effect does not change the dynamics of the model. The threshold is still given by (1.4) and solutions approach the equilibrium monotonically. But the dependence of E* on h above the threshold changes drastically. Direct computations show that E*=& r+ ;&r+ h+
and therefore, unless r=0 (or +=0), the graph of E*(h) is a straight line with negative slope for all values of h above the threshold. Note that the rescue effect changes the result (1.7) dramatically; the slope of E*(h) can be made arbitrarily steep by varying the parameters appropriately. If one would use (1.7) to estimate the critical patch number for metapopulation persistence when, in fact, (2.2) applies, one would be led to a serious misjudgment.
A Metapopulation Model Structured by Local Population Size
Gyllenberg and Hanski (1992) (see also ) considered a metapopulation model structured by local population size. In this model the effect of migration upon local dynamics was explicitly taken into account and the rescue effect was thus incorporated in a mechanistic way. It was shown that the equilibrium fraction P* of occupied patches and the equilibrium number D* of dispersers per patch satisfy the equations (Gyllenberg and Hanski, 1992, formulae (3.8), (3.11) ). Here ; is the colonization parameter, : the immigration rate, & the death rate of dispersers, l(D) the expected lifetime of a local population, and E(D) the expected number of dispersers produced by a local population during its lifetime when the number of dispersers per patch is D. Gyllenberg and Hanski (1992) derived explicit expressions for l(D) and E(D) in terms of the laws governing local dynamics. In all realistic cases l(D) and E(D) are increasing functions of D. We emphasize that the monotonicity of l(D) captures the gist of the rescue effect: increasing immigration increases the lifetime of local populations. As the lifetime grows, more dispersers can be produced and hence any reasonable emigration law implies that E(D) is increasing, too. Eliminating P* from (2.3) and (2.4), we find that the fraction E* of empty patches at a nontrivial equilibrium is given by E*= :+& ;
where D* is a solution to
For small values of h the trivial solution corresponding to metapopulation extinction is the only solution and is FIG. 1. Bifurcation diagrams for the metapopulation model structured by local population size. Panels (a) and (b) depict the equilibrium number D* of dispersers per patch as a function of the fraction h of suitable patches, and panels (c) and (d) depict the equilibrium fraction E* as a function of h. Panels (a) and (c) correspond to the supercritical case (low rescue effect), and panels (b) and (d) to the subcritical case (strong rescue effect). Solid lines indicate stable equilibria and dashed lines unstable equilibria. This figure is qualitative. For quantitative bifurcation diagrams corresponding to specific models of local dynamics see Gyllenberg and Hanski (1992). stable. More precisely, the trivial solution is stable as long as
(see Gyllenberg et al., 1997) . The left-hand side of inequality (2.7) can be interpreted as the expected number of new local populations produced by one extant population in an otherwise empty system of patches. If this number is less than one the population is not able to replace itself and the metapopulation will become extinct. Since D*=0 satisfies (2.6) if R 0 =1 we see that the branch of nontrivial steady states given by (2.6) bifurcates from the trivial solution at R 0 =1. The bifurcation can be both supercritical and subcritical.
A supercritical bifurcation means that for all values of the bifurcation parameter h below the threshold, the trivial solution is the only equilibrium and is stable. At the threshold the trivial solution loses its stability and a branch of nontrivial equilibria bifurcates from it. This branch lies entirely above the threshold (hence is supercritical). As h increases there is therefore a continuous curve of stable equilibria (Fig. 1a) .
In the subcritical case the bifurcating branch bends backward from the bifurcation point and it consists of unstable equilibria in a neighborhood of the bifurcation point. When h passes the threshold two things can happen: either the system loses its stability completely or, if the bifurcation diagram looks like Fig. 1b , it jumps to a nontrivial equilibrium far from the trivial one.
Subcritical bifurcations such as the one depicted in Fig. 1b are of considerable biological importance. Such a bifurcation predicts that there are multiple stable equilibria for h values in the range between the``knee'' of the bifurcating branch and the threshold. The results of Hanski (1995b) strongly suggest that such bifurcations do occur in nature.
To determine whether a bifurcation is sub-or supercritical one has to calculate the slope of the bifurcating branch at the bifurcation point. If it is negative the bifurcation is subcritical, whereas a positive slope indicates a supercritical bifurcation.
Differentiating (2.6) with respect to the bifurcation parameter h, one finds that the bifurcation is supercritical if
and subcritical if the reverse inequality holds. The lefthand side of (2.8) is the logarithmic derivative of E evaluated at D=0, that is, when there is no immigration. It gives the relative increase in the number of dispersersers produced by a local population as immigration is increased and it is thus a measure of the strength of the rescue effect. Condition (2.8) thus says that weak rescue effect gives rise to supercritical bifurcation whereas the bifurcation is subcritical if the rescue effect is strong enough. The analysis performed by Gyllenberg and Hanski (1992) indicates that under general but realistic assumptions, including logistic local growth and density-independent emigration, the bifurcation diagram looks like the one in Fig. 1a in the supercritical case and like the one in Fig. 1b in the subcritical one. In both cases the stable equilibrium number D* of dispersers per patch is an increasing function of the fraction h of suitable patches. It follows from (2.5) that the stable equilibrium fraction E* of empty patches decreases with increasing h as in Fig. 1c (supercritical case) and Fig. 1d (subcritical case).
The supercritical case (weak rescue effect) depicted in Fig. 1c is qualitatively similar to the result (2.2) predicted by the unstructured Levins model with the rescue effect (Eq. (2.1)). When the rescue effect is strong enough (subcritical case, Fig. 1d ) the situation is drastically different. This result shows not only that the equilibrium fraction E* of empty patches can have a value below the threshold, as opposed to the Levins model (1.3), but also that the metapopulation can be at a stable steady state even if the fraction h of suitable patches is below the threshold. When this is the case, stochastic perturbations may bring the metapopulation to a sudden extinction.
METAPOPULATION MODELS STRUCTURED BY PATCH QUALITY
We assume that``patch quality'' can be represented by a nonnegative real number x. Patches with larger x values have better quality. To begin with we assume that the quality of a patch does not change and hence a given patch quality distribution n remains fixed. Subsequently we include patch dynamics in the models.
To give a unified treatment of both continuous and discrete quality distributions we use the formalism of measure theory. If a measure m is absolutely continuous it has a density \ such that
for all measurable functions f. A discrete measure is concentrated at distinct points x 1 , x 2 , ..., and | f (x) m(dx) = f(x i )m i , where the sum extends over all i such that x i # | and m i is the weight concentrated at x i . If m and n are two measures and f and g are two functions we use f (x) m(dx)= g(x) n(dx) as a shorthand notation for
The normalized patch quality distribution n is a finite positive measure with the interpretation that
is the fraction of patches with quality x belonging to the measurable set |/[0, ) and
We interpret a patch of quality 0 to be entirely unsuitable. The unsuitable patches are represented by a point measure concentrated at the origin. Removing these patches, we are left with the suitable ones; that is,
is the fraction of suitable patches.
We denote by p(t, } ) and e(t, } ) the quality distribution of occupied and empty patches, respectively, at time t. The fractions of occupied patches and empty patches are obtained by integration:
e(t, dx).
Conservation of patch numbers yields
for all t.
A Model with Static Patch Quality Distribution
We assume that the local extinction rate is a function +(x) of patch quality. In general, one expects the extinction rate to be smaller in patches of better quality, that is, + should be a decreasing function. Migrants originating from occupied patches may colonize empty patches. We assume that migration takes place instantaneously. Thus each occupied patch contributes at each instant to the colonization rate of empty patches. This contribution is assumed to depend on the quality of the patch. We assume that the rate at which empty patches are colonized is given by the weighted average
of all these contributions. Usually patches of better quality support larger local populations and hence they send out more potential colonizers and hence ; is generally an increasing function of x. Taking (3.3) into account we arrive at the model
where C and p are related by (3.4). The model (3.4) and (3.5) is a structured analogue of the Levins model (1.3). A special case of it was first used in the metapopulation context by Hanski and Gyllenberg (1997) .
If the patch quality distribution is discrete, that is, if n is a finite sum of point masses, then the model (3.4) and (3.5) reduces to a system of nonlinear ordinary differential equations. The resulting system is a special case of the model for the spread of gonorrhea in a nonhomogeneous population considered by Lajmanovich and Yorke (1976).
A Model with Static Patch Quality Distribution and Rescue Effect
The rescue effect can be introduced into the structured model of (3.4) and (3.5) in a manner analogous to the way it was introduced into the Levins model. But now we can add realism by letting the parameter r, which describes the strength of the rescue effect, depend on patch quality. In reality, the extinction rate of small populations can be decreased by increased immigration, whereas large populations are less affected by immigration (Hanski et al., 1995b) . Typically r is then a decreasing function of patch quality x. We assume that when all patches are suitable (h=1) the quality distribution is given by the measure , satisfying
(3.6) Equation (3.5) is now replaced by
where
is the colonization rate per empty patch at full occupancy. Note that this normalization by C is implicitly present in the unstructured model (2.1).
A Model with Continuous Patch Quality Dynamics
Finally, we consider the case where the patch quality distribution is not fixed but changes dynamically with time. The models therefore have to incorporate dynamics at two different levels, the patch level and the level of the metapopulation. In other words, they can be considered as models of structured populations in the sense of Metz and Diekmann (1986) if one makes an analogy between patches and individuals and between metapopulation and population (Diekmann et al., 1988 (Diekmann et al., , 1989 . Such structured metapopulation models have been considered by, among others, Paine (1974, 1975) , Hastings and Wolin (1989) , Gyllenberg and Hanski (1992) , Hanski and Gyllenberg (1993) , and Val et al. (1996) .
Following the general procedure for deriving structured (meta)population models (Metz and Diekmann, 1986; Diekmann et al., 1997; Gyllenberg et al., 1997) , we first model the processes at the patch level and then lift the model to the metapopulation level by straightforward book keeping. It is convenient to formulate the cases of discrete and continuous patch quality distributions separately. We start by deriving the continuous model.
We use n(t, } ) and p(t, } ) to denote the densities (not the measures themselves; see formula (3.1)) of the distributions of patch quality and of occupied patches, respectively. This is not really necessary we could equally well formulate the model entirely in terms of measures as explained by Gyllenberg et al. (1997) . But since the steady state will anyhow be absolutely continuous, we prefer to follow the more familiar tradition of McKendrick (1926) and use partial differential equations instead.
We assume that patch quality x grows deterministically and independently of the populations inhabiting them. We denote the growth rate of patch quality by #(x) and assume it to be positive. A patch may suffer a sudden setback to a minimum quality value x 1 0. The hazard rate for this to happen is given by the continuous function &. The model is applicable to, for instance, situations where the patches for the focal species undergo successional changes in quality (Thomas and Hanski, 1997) . The dynamics of the patch quality distribution n(t, } ) is thus governed by the partial differential equation 8) supplemented by the boundary condition t>0, (3.9) describing the setback in patch quality. The density of occupied patches satisfies the following partial differential equation and boundary condition:
;(x) p(t, x) dx.
(3.12)
A Model with Discrete Patch Quality Dynamics
Next we consider the case of continuous time but a discrete finite set of possible patch qualities x 1 , x 2 , ..., x m . The distributions n and p and functions ; and + are now represented by vectors with m components. The relations (3.2) and (3.4) take the form
14)
respectively. We let # ij 0 denote the rate at which a patch changes its quality from state x j to x i (i{ j).
Observe that we actually allow more generality than in the analogous continuous case since we do not require the state transitions to be only in order of increasing quality plus a sudden setback to the minimum quality. The state vectors n and p satisfy the system
of ordinary differential equations where 1 is the matrix
and M is the diagonal matrix with + i as its ith diagonal element.
THRESHOLD PHENOMENA AND METAPOPULATION PERSISTENCE
In this section we present results on existence, uniqueness, and asymptotic behavior of solutions to the models derived in Section 3. A characteristic feature of classical metapopulation dynamics is repeated local extinctions and recolonizations, that is, a continuous renewal of local populations. It therefore comes as no surprise that renewal equations will play a decisive role in the mathematical analysis of the models. The more technical details of this analysis including full proofs of the results can be found in the Appendix.
The Model with Static Patch Quality Distribution
We start with the model of Eqs. (3.4) and (3.5) with initial condition
(4.1)
We assume that ; and + are positive, bounded, and continuous functions.
The following proposition states that the model (3.4) and (3.5) is well-posed and exhibits a threshold phenomenon analogous to the familiar one for the Levins model (1.3).
then all solutions to the model (3.4) and (3.5) converge to 0. If where the equilibrium colonization rate C* is the unique real solution to the equation
We call Eq. (4.5) with the equilibrium colonization rate as its solution the characteristic equation. Denote the left-hand side of (4.5) by R(C*). R is obviously a decreasing function. The characteristic equation thus has a solution (which is then necessarily unique) if and only if R(0)>1, which is exactly the threshold condition (4.3). The number R(0) has a clear and helpful biological interpretation. It is the expected number of patches that migrants originating from a``typical'' local population (that is, inhabiting a randomly chosen patch) in à`v irgin'' environment (all other patches empty) will colonize during the lifetime of the local population. The threshold condition (4.3) says that if all patches are initially empty and if a population is introduced into a randomly chosen patch, then this population should on average give rise to at least one more population during its lifetime. The number R(0) is analogous to the basic reproduction ratio in epidemiological models which gives the expected number of secondary cases caused by one typical infected individual during its entire infectious period in a population consisting of susceptible individuals only (Diekmann et al., 1990; Anderson and May, 1991; Heesterbeek, 1992) .
Note that the threshold condition (4.3) is a generalization of (1.5). Indeed, if all patches have the same quality x 1 , then n is a point mass concentrated at x 1 with weight h and (4.3) reduces to (1.5).
The fraction E*= e*(dx) of empty patches at steady state is given by 6) where C* is the unique solution to the characteristic equation (4.5). Note again that (4.6) reduces to (1.7) in the case of identical patches.
The Model with Static Patch Quality Distribution and Rescue Effect
Let R(C*) := | (0, )
;(x) C*++(x)(1&r(x)C*ÂC ) n(dx).
(4.7)
We have the following analogue of Proposition 4.1:
Proposition 4.2. If R(0)<1, then all solutions of system (3.7) and (3.4) tend to 0 as t Ä . If R(0)>1, then all solutions (except the one starting at 0) tend to the steady state p*(dx)= C* C*++(x)(1&r(x)C*ÂC ) n(dx), (4.8)
where C* is the unique solution of the characteristic equation
The fraction of empty patches at steady state is given by
Note that in the case of full rescue effect (r(x)=1 for all x) C*=C solves the characteristic equation when all patches are suitable (h=1). As a consequence, E*=0 in this case.
The Model with Continuous Patch Quality Dynamics
We now turn to the model (3.8) (3.12), where the quality distribution is not fixed but is determined by its own independent dynamics. This independence is manifested by the decoupling of the equations (3.8) and (3.9) from the rest of the system. It is well known (Webb, 1985) that this subsystem has a unique solution n(t, x) under mild assumptions (that # and & are positive, bounded, and continuous is certainly sufficient) and that all solutions converge to
is the expected lifetime of a patch, that is, the expected time between two setbacks in patch quality. Define R(C*) :=r 22 (C*)+ r 12 (C*) r 21 (C*) 1&r 11 (C*) , (4.13) where the quantities
(4.14)
have the following interpretations:
r 11 probability that a local population inhabiting a patch of lowest quality (x 1 ) will survive until the first quality setback.
r 12 probability that a local population inhabiting à`t ypical'' patch (sampled randomly from the equilibrium distribution n*) will survive until the first quality setback. r 21 expected number of patches colonized by a local population inhabiting a patch of lowest quality until the first quality setback.
r 22 expected number of patches colonized by a local population inhabiting a typical patch until the first quality setback.
Using these interpretations of r ij we infer that R(C*) is the expected number of patches colonized by a local population inhabiting a typical patch during its lifetime when the colonization rate is kept fixed at C*. At equilibrium every local population must exactly replace itself (R(C*) =1). The function R is obviously decreasing in C* and tends to zero as C* tends to infinity. We are thus led to the following threshold criterion: If R(0)>1 then the metapopulation will persist and the distribution p converges to a unique steady state, whereas the metapopulation goes extinct if R(0)<1. Exactly as in the case of the static patch quality distributions treated above, R(0) is the net replacement number in a virgin environment. That our heuristic reasoning can indeed be made rigorous is shown in the following proposition.
Proposition 4.3. Consider the system (3.8) (3.12). Then for all initial conditions the patch quality distribution n(t, x) converges to n*(x) given by (4.11). If R(0)<1 then the distribution p(t, x) of occupied patches tends to 0 for all initial conditions. If R(0)>1 then p(t, x) tends to The model with discrete patch quality dynamics descibed in Section 3.4 can be treated in a similar fashion.
HABITAT DESTRUCTION AND DETERIORATION WITH STATIC PATCH QUALITY DISTRIBUTION
Assume that the patch quality distribution has the form n(dx)=&(x; h) ,(dx),
where h, as before, is the fraction of suitable patches and , is a fixed measure satisfying
for all h # (0, 1]. The threshold condition (4.3) now takes the form
The following proposition gives a criterion for when the equilibrium fraction of empty suitable patches increases with increasing h. 
Moreover, dE*Âdh=0 if and only if equality holds in (5.5) and dE*Âdh<0 if and only if < holds in (5.5).
Proposition 5.1 has an important biological interpretation in terms of the``value'' of the patches to be added. Although we are primarily interested in the consequences of habitat destruction, mathematically it is more convenient to think in positive terms and therefore we shall investigate the effect of adding patches. Relation (5.5) is a comparison between the stationary quality distribution p*(dx) of occupied patches and the quality distribution ( &(x ; h)Â h),(dx) of the patches to be added. Heuristically, Proposition 5.1 thus says that the fraction E* is an increasing [constant, decreasing] function of the fraction of suitable patches if the existing patches are``more valuable'' [``equally valuable,''``less valuable''] than the patches to be added. Below we give a precise interpretation of this notion of patch value.
The quotient ;(x)Â+(x) is the expected number of patches that are colonized by a local population inhabiting a patch of quality x during its lifetime when all other patches are empty. Thus ;(x)Â+(x) can be considered as a measure of the value of a patch of quality x in terms of its colonization capacity. The number
is the average value of patches sampled from the quality distribution . Note that the numbers on the left-and right-hand sides of formula (5.5) are of the form (5.6). Since +(x)Â(C*++(x)) is the stationary probability of a patch being empty, the number on the left-hand side of (5.5) is the average value of empty patches sampled from the distribution p*. Similarly, the right-hand side is the average value of the added patches that will be empty. We thus conclude that the quantity that determines the shape of the curve E* as a function of h is the value of the average empty patch. We shall return to this interpretation in the Discussion. It is useful to find criteria for relation (5.5) to hold. The following theorem gives a rather complete answer. The assumption that ;(x)Â+(x) is an increasing function of x means that the``value'' and``quality'' of a patch measure more or less the same thing or at least that they increase together. The assumption that &(x ; h)Â h>0 means that when adding patches one adds patches of all qualities, though not necessarily in the same proportions.
The quotient ( &(x; h)Â h)Â&(x; h) measures the relative increase in patches of quality x when the fraction h of suitable patches increases. If this quotient increases, then there will be a relatively higher increase in high-quality patches than in low-quality patches. One expects E* to be a decreasing function of h if this tendency is``strong enough.'' Exactly what``strong enough'' means is revealed by Theorem 5.2: expression (5.7) should be increasing although C*++(x) is in general decreasing.
We now turn to some interesting special cases. We first consider the situation where the number of suitable patches is changed while keeping the patch quality distribution fixed. This means that
and
for all x and h. In particular, ( &Â h)Â& is for all values of h a constant function of x. We therefore get the following immediate corollary to Theorem 5.2:
Corollary 5.3. Let (5.8) hold. If + is constant, then E* is constant for all values of h above the threshold. If + is decreasing and ; is nondecreasing, then E* is an increasing function of h for all values of h above the threshold.
Next we consider the case where the shape of the patch quality distribution changes as h changes. The situation we have in mind is that of high-quality patches being destroyed first. Alternatively, one can think of a general deterioration of patch quality resulting in the destruction of the patches of lowest quality. Mathematically this amounts to the same thing: the patch quality distribution is shifted to the left and cut off at the origin.
We assume that the suitable patches have a uniform quality distribution. We thus choose ,(dx)=dx (5.10)
Proposition 5.4. Let (5.10) and (5.11) hold. If ;Â+ is an increasing function, then the fraction E* of empty patches at equilibrium is a strictly decreasing function of h for all values of h larger than the threshold value, that is, the unique solution to the equation
In nature, habitat deterioration and destruction often entail complex changes in patch quality and density that cannot be described by the two examples considered above. We therefore close this section with another simple example. Consider a patch network with only two kinds of patches, of low and high quality, denoted by x 1 and x 2 , respectively. The patch quality distribution is thus given by 12) where q 1 is the fraction of low-quality patches and q 2 is the fraction of high-quality patches. The sum h=q 1 +q 2 (5.13)
gives the fraction of suitable patches.
FIG. 2.
The equilibrium fraction E* of empty patches as a function of the fraction h of suitable patches. In all panels the colonization and extinction parameters for low (index 1) and high (index 2) quality patches are ; 1 =0.2, ; 2 =0.7, + 1 =0.5, + 2 =0.13. The curves labelled 1, 2, 3, and 4 correspond to the q values 0.0, 0.3, 0.6, and 0.9, respectively. The strengths of the rescue effect are as follows: (a) r 1 =r 2 =1 (maximal rescue effect); (b) r 1 =1, r 2 =0 (maximal rescue of sinks, no rescue of sources); (c) r 1 =1, r 2 =0.5. Note. q i and p i *, i=1, 2, are the fractions of all occupied patches at steady state of quality x i , h is the fraction of suitable patches, and E* is the fraction of empty patches and steady state. Different rows give the results for different values of q 1 and q 2 , discussed in the text.
The essential features of the model dynamics are condensed into Table 1 . Removal of high-quality patches increases the relative frequency of empty patches and reduces the relative frequency of high-quality patches. Changing patch quality distribution towards low-quality patches without changing patch density causes an even greater increase in the frequency of empty patches, though now the frequency of high-quality patches is not reduced any more than in the previous example. Assuming that the frequency of high-quality patches is critical for longterm persistence, the frequency of low-quality patches makes little difference in this example (Table 1 , rows 2 and 3). It clearly makes a big difference how patch density is reduced towards the level predicted by the Levins model as the critical threshold for survival, 0.15 in this example (Table 1 , row 1). If only low-quality patches are removed the metapopulation is affected only slightly; if high-quality patches are removed the metapopulation becomes extinct (Table 1 , rows 6 and 7).
HABITAT DESTRUCTION UNDER THE RESCUE EFFECT
We have seen in Section 2 that models that take the rescue effect into account either phenomenologically (Section 2.1) or mechanistically (Section 2.2) predict a decrease in the fraction E* of empty patches as the fraction h of suitable patches increases beyond the threshold for metapopulation persistence. On the other hand, Corollary 5.3 shows that the model (3.4) and (3.5) which includes patch quality but ignores the rescue effect predicts a reverse relationship between h and E* when   FIG. 3 . The equilibrium fraction E* of empty patches as a function of the fraction h of suitable patches. The parameter values are ; 1 =0.2, ; 2 =0.7, + 1 =0.5, + 2 =0.13, q=0.5, and for curve 1, r 1 =0, r 2 =0 (no rescue effect); for curve 2, r 1 =0.33, r 2 =0.06; for curve 3, r 1 =0.67, r 2 =0.12; and for curve 4, r 1 =1.0, r 2 =0.18 (maximal rescue of sinks).
patches are destroyed without altering the shape of the patch quality distribution. We therefore expect that both patterns can occur if the rescue effect is introduced into a model structured by patch quality as in Section 3.2. This is indeed what happens and we illustrate this by a simple example.
We assume that there are only two types of patches: low-quality (x 1 ) patches (or sinks) and high-quality (x 2 ) patches (or sources), and that their relative frequencies remain fixed. We denote the relative frequency of sinks by q. The normalized measure of Eq. (3.6) is therefore given by
Figures 2 and 3 show E* as a function of h for different values of q and for different strengths of the rescue effect.
Increasing the rescue effect decreases the derivative dE*Âdh. Note also that E*(h) does not need to be monotone for h values above the threshold. It is possible that E*(h) increases immediately after the threshold, reaches its maximum, and then decreases so rapidly that E*(h) is below the threshold value for sufficiently large values of h (Figs. 2b and 2c) , curves 2 and 3; Fig. 3, curve 4) .
HABITAT DESTRUCTION AND DETERIORATION IN THE MODEL WITH PATCH QUALITY DYNAMICS
Instead of developing a general theory as in Section 5 we simply illustrate the typical behaviour by a simple example. We assume that the quality of a patch can have only two different values x 1 and x 2 . To further simplify the situation we assume that a patch of quality x 1 is so poor that it cannot support a local population. The resulting model is of the form (3.13) (3.17) with m=2, ; 1 =0, and + 1 = . Straightforward computations show that the threshold condition for metapopulation persistence is given by for all h above the threshold. A comparison between (7.1) and the corresponding threshold condition (1.5) for the Levins model shows that patch dynamics pushes the threshold toward larger h values. This agrees with intuition since the setback in quality introduces an extra cause of local extinctions. To compensate for these extinctions more suitable patches are needed to support the metapopulation. On the other hand, the slope of E*(h) can be any number between 0 and 1, a result that again differs from the prediction of the Levins model.
DISCUSSION
The models in this paper include a number of features that have been lacking in previous metapopulation models. First, our models incorporate spatial and temporal variation in patch quality, which is commonplace in real fragmented landscapes (e.g., Thomas and Hanski, 1997) , and which may affect extinction and colonization rates. Second, we have studied the consequences of outright habitat destruction, in the spirit of several previous studies (May, 1991; Nee and May, 1992; Lawton et al., 1994; Nee, 1994; Tilman et al., 1994; Hanski et al., 1996) , but the present modeling framework allows also the study of more subtle changes in patch quality distribution. For instance, it clearly makes a difference whether all patches regardless of their quality have an equal probability of destruction, or whether say high-quality patches have a disproportionate risk of being destroyed. Furthermore, the patch quality distribution may change without any patches being completely destroyed, another scenario that can be studied in this framework. A third element which we have included in the models is the rescue effect, that is, the effect of migration on local dynamics and extinction.
Something not included in our models is the actual spatial configuration of patch destruction (Dytham, 1994; Andre n, 1994; Moilanen and Hanski, 1995; Bascompte and Sole , 1996) . Important as it will be to develop spatially explicit models (Adler and Nuerenberger, 1994; Durrett and Levin, 1994; Gyllenberg and Silvestrov, 1994) for the study of habitat fragmentation, many other factors, including those studied for the first time here, are also of great importance (Tilman et al., 1996) .
In previous metapopulation studies on habitat destruction (May, 1991; Nee and May, 1992; Lawton et al., 1994; Nee, 1994; Hanski et al., 1996) , much attention has been paid to the fraction of empty but suitable habitat patches at equilibrium, E*. As we described in the Introduction, in the Levins model E* is not affected by changes in patch density as long as a positive equilibrium for metapopulation exists (Eq. (1.7) ). In Section 5 we presented general results for changes in E* under various scenarios of habitat destruction and deterioration. A key to understanding these results is the function of empty patches in the models of classical metapopulation dynamics with population turnover. It may appear surprising that empty patches play such a decisive role, as it is the occupied patches that cause the colonization of other patches. However, what really matters is the resource that limits population growth, and in the case of classical metapopulations the resource is empty patches (Nee, 1994) . With population turnover, each patch alternating plays the function of resource (empty patch) and a consumer (occupied patch). In calculating the average value of patches sampled from a specific distribution of patch qualities we only take into account the function of a patch when it is empty. Proposition 5.1 can be reformulated as follows dE*Âdh>0 if and only if the existing average resource limiting metapopulation growth is better than the added average resource.
This principle explains why E* remains constant in the Levins model (1.3): since the model assumes that all patches are of equal quality, it follows that all patches have the same value ;Â+ and hence the patches to be added are exactly as valuable as the existing empty ones. This principle also explains why the model (2.1) incorporating the rescue effect in the Levins model predicts decreasing E* with increasing h. In this model, the local extinction rate is assumed to depend on the fraction P of occupied patches. Thus the value of a patch is not an intrinsic property of the patch itself only but also depends on the state of the metapopulation as a whole. The patch value in this case is given by
showing that patch value is an increasing function of P.
Since the fraction P* of occupied patches at steady state increases as the fraction h of suitable patches increases, it follows that the patches to be added are``more valuable'' in the sense of higher colonization capacity. Essentially the same can be said of the structured model analyzed in Section 2.2. Here the value of a patch has the form ;l(D), which again depends on the state of the metapopulation, more precisely on the number D of dispersers per patch. Because l(D) is an increasing function of D and the stable equilibrium value D* is an increasing function of h we infer that the average value increases with the number h of suitable patches.
Our results show that a change in the number of suitable patches which is uniform with regard to patch quality generally leads to a positive relationship between the fraction of suitable patches and the fraction of empty patches. The same is true when patch quality changes dynamically. On the other hand, the rescue effect and a change in patch number which mainly affects high quality patches have the opposite effect. Since habitat destruction and deterioration usually are consequences of several complex processes we echo the conclusion of Hanski et al. (1996) and caution against the use of the Levins rule (1.7) as a practical tool in population management.
APPENDIX A
Proof of Proposition 4.1. Integrating (3.5) one obtains
Substituting the expression (9.1) for p into (3.4) one finds that the real-valued function y defined by y(t) :=C(t) e t 0 C({) d{ (9.2) satisfies the renewal equation
Standard existence results for renewal equations (Feller, 1941 (Feller, , 1971 show that (9.3) has a unique global solution y. Solving (9.2) for C one obtains
after which p is obtained from (9.1). we have thus shown that the model (3.4), (3.5), (4.1) has a unique solution for all initial measures p 0 . We now apply the renewal theorem (Feller, 1941 (Feller, , 1971 to deduce the asymptotic behavior of the solutions. If R(0)<1, that is, if (4.2) holds, then y(t) Ä 0 as t Ä and hence by (9.4) C(t) Ä 0 as t Ä . By (9.1) this proves that all solutions tend to zero.
Assume now that (4.3) holds and let C* be the unique real solution of the characteristic equation (4.5). This time the renewal theorem shows that exp(&C*t) y(t) tends toward a constant as t tends to infinity. It follows from (9.4) that C(t) Ä C* as t Ä . It now follows from (9.1) that all nontrivial solutions converge to the distribution given by (4.4).
Proof of Proposition 4.3. Consider the subsystem (3.10), (3.11) with C=0. This system has for each initial distribution p 0 a unique solution T(t)p 0 . The solution to the full system satisfies the variation-of-constants formula p(t, x)=e Standard results for Volterra integral equations (Gripenberg et al., 1990) show that there exists a unique solution y of (9.7). It follows exactly as in the case of the model (3.4) and (3.5) that the model (3.8) (3.12) has a unique solution. Since n(s, x) converges to n*(x) given by (4.11) as s tends to infinity, the asymptotic behaviour of p(t, x) is completely determined by the behaviour of the solution to (9.7) with n(s, x) replaced by n*(x) in the definition (9.9) of the kernel K. This replacement transforms Eq. (9.7) into a renewal equation and we can, as in the proof of Proposition 4.1, apply the renewal theorem to show that there is a threshold value of suitable patches such that for each h below the threshold all solutions tend to zero, whereas there is one and only one nontrivial steady state attracting every initial state except the origin if h exceeds the threshold. The threshold value and the steady state could be deduced from the renewal theorem as in Proposition 4.1, but since their existence is already guaranteed, we can obtain them in a more direct way that is biologically more illuminating.
The nontrivial steady state of the system (3.10) (3.12) is given by &(x) p*(x) dx (9.12) are the equilibrium colonization rate and rate of production of new occupied low quality patches due to quality setback, respectively. Substituting the expression (9.10) of p* into the expressions (9.11) and (9.12), one obtains the nonlinear system of equations r 12 (C*) r 22 (C*)+ are defined by (4.14).
Once B* and C* have been solved from (9.13), the equilibrium metapopulation distribution p* is obtained from the now explicit expression (9.10). It is clear from Eq. (9.13) that, for any solution, C* must be such that 1 is an eigenvalue of the matrix r(C*). This observation leads us to the characteristic equation 2(C*) :=det(I&r(C*))=0, (9.14) which must be satisfied by the colonization rate at equilibrium. Obviously (9.14) is equivalent to (4.16).
Proof of Proposition 5.1. Differentiating the expression (4.6) for the proportion E* of empty patches and the characteristic equation (4.5) with respect to h, one finds that dE*Âdh has the same sign as Taking the formula (4.4) into account this yields (5.5).
