l Introduction* The classical theory of vibrating plates leads to the following non-dimensional fourth order partial differential equation in two space variables W (x, y, t) for the transverse vibrations: (1) ΔΔW+W tt = 0 ,
where ΔΔ is the biharmonic operator Solutions of this equation for two dimensional regions of arbitrary shape are of course not known, but even for those plate problems for which analytic solutions in series form for this equation are available, the series do not lend themselves easily to numerical calculations. Direct numerical solutions of this equation are therefore of considerable impotance. It is the purpose of this paper to present a new finite difference approximation to this equation which is stable for all values of the mesh ratios Δt/Δx 2 and Δt\Δy 2 and which involves an amount of work which is entirely feasible on large-scale digital computers. The method is a generalization of a method prepared by Douglas and Rachford [1] for solving the two dimensional diffusion equation.
2. The differential and difference equations* We consider first the specific problem of determining the transverse vibrations of a square homogeneous thin plate hinged at its boundaries and subjected to an arbitrary initial condition. The boundary value problem may be written 
where β r is the set of lattice points {iΔx, jΔy) in R and in condition e) and f) wf jn^wijn .
Equation 4a) is implicit in x alone while equation 4b) is implicit in y alone. The numerical procedure consists of first solving equations 4a) to obtain wf j>n+1 . A system of (M-1) equations in (Λf-1) unknowns is obtained for the unknowns along a single line in the a -direction. The matrix of this system of equations has at most 5 non-zero elements in any one row (either on the main diagonal or on two adjacent diagonals). We shall call such matrices quidiagonal. These quidiagonal systems can be solved efficiently by an extension of an algorithm for solving tridiagonal matrices due to L. H. Thomas and involve about twice the amount of work as for tridiagonal matrices.
Use of equation 4a) above, however, is not sufficient to yield good values of w over a wide range in t because as will be shown the finite difference approximation is unstable. Equation 4b) then provides a corrective process which combined with 4a) does provide a stable, convergent process. Equation 4b) is implicit along lines parallel to the y-axis and again for rectangular regions yields Λf-1 systems of equations each involving M-1 unknowns. The matrices of these equations are again quidiagonal in form.
By eliminating wf jyn+ι from equations 4a) and 4b) we obtain the following implicit finite difference equation
which lends itself more readily to a stability and convergence analysis.
3* Stability considerations* Let v(x, y, t) be the error due to roundoff. Then since equation (5) is linear, it follows that v ijn will satisfy the system
The eigenfunctions of (6) (2) is replaced by an explicit finite difference approximation, a stability analysis leads to the requirement that This restriction on the time step ordinarily leads to an amount of computing time which is not feasible even with the most modern computers. On the other hand a straightforward implicit finite difference approximation to (2), while simpler than (4) and also stable for all values of the mesh ratio, leads to a system of (ikf-I) 2 equations in (M-lf unknowns which must be solved at each time step. Even a 20 x 20 interior grid leads to a system of 400 equations in 400 unknowns again involving an unreasonable amount of computing time.
Finally if one attempts to use 4a) without the corrective equation 4b) the same stability analysis given above leads to the characteristic equation where It is easily verified that for some values of p and q, \β\>l and hence equation 4a) is not stable for all values of p.
4-Treatment of other boundary conditions* The stability analysis of § 3 depends upon the existence of a set of eigenfunctions of the difference operator given in (6a) which satisfy the boundary conditions (6c) and (6d). If the boundary conditions (2d) and (2e) corresponding to the difference conditions (6c) and (6d) change, the eigenf unctions of the system (6) will also change. Let us consider then the error equation (6a) with the boundary conditions (6c), (6d) replaced by the general homogeneous conditions :
where S 1 is the set of boundary points affected by the conditions L m . Assume a set of eigenfunctions of (6a) of the form
Substituting into (6a) and rearranging, we obtain a n+1 -2a pq a n +a n -1 =0
where Now let H and if have a common set of eigenfunctions subject to the condition (9), i. e.
We then have
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and the condition for stability is simply that for all p and q Thus the stability analysis of § 3 can be applied for any boundary conditions for which the operators H and K have common eigenfunctions.
5 A mean square convergence theorem for the square region. For the problem considered in § 2 assume that the function f(x, y), is sufficiently regular in the closed region R to guarantee the existence and boundedness of (2) is sufficiently well defined in the sense that the derivatives mentioned above exist boundedly in the closed region R, then the solution of (4) converges in the mean to the solution of (2) with errors given by (13) as Δx and At tend to zero.
The convergence proof given above holds for a rectangular region only. In practice one is usually interested in point-wise convergence rather than convergence in the mean square sense. Section 6 establishes point-wise convergence of the solution of the difference system to the solution of the differental system. 6. Point-wise convergence* A solution of the boundary value problem (2) can be given in series form oo eβ
The initial condition (2b) will be satisfied provided that A pq are taken to be the Fourier coefficients of f(x, y), i.e.
(16) A m =4: \ \ f(x, y) sin pπx sin qπy dxdy .
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The conditions on f(x, y) are assumed to be such that the series (15) converges and is the unique solution of the boundary value problem (2). A solution w(x, y, t) of the finite difference system consisting of (4a, b, e, f) can be obtained by separation of variables as follows : (17) w(x, κ,ί) = ΣΣ B m sin pπx sin qπy cos ^-arc cos Mΐ^ ,
where and B pq are arbitrary constants. The series (17) satisfies the finite difference system (4) except for the initial condition 4c).
We will now show that it is possible to choose the coefficients B pq so that the solution w(x, y f t) of the difference system will converge to the solution W{x,y,t) of the differential system as Λf-*oo. We first define an integer k (M) 
\WM(X, V, t)-W(x, y, t)\T
his establishes the convergence theorem.
