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ABSTRACT 
Numerical simulations of the local heat/mass transfer on a finite width surface within a turbulent 
boundary layer are presented. Different approaches to the RANS modelling of the turbulent heat/mass 
flux are compared to Large Eddy Simulations (LES). Mass transfer experiments conducted with the 
naphthalene sublimation technique are used as validation. The isotropic eddy viscosity model, Simple 
Gradient Diffusion Hypothesis (SGDH), is shown to underestimate the span-wise effects. Its anisotropic 
extension, Generalized Gradient Diffusion Hypothesis (GGDH), improves the prediction, but still does 
not account for near-wall contribution in strongly dissimilar velocity and temperature/concentration 
fields, even in combination with a wall-sensitive second-moment closure model such as the Elliptic 
Blending Reynolds Stress Model (EB-RSM). A more complete turbulent heat flux model based on the 
elliptic blending approach, the Elliptic Blending GGDH (EB-GGDH) presents very good agreement 
with LES and with the experiments, confirming the need for more advanced turbulent heat flux 
modelling in applications with strong three-dimensional effects.  
Keywords: Turbulent boundary layer; Heat/Mass Transfer Analogy; Large-Eddy Simulation (LES); 
Elliptic Blending Reynolds Stress Model (EB-RSM); Turbulent heat transfer model (EB-GGDH). 
NOMENCLATURE 
J  scalar flux vector 
k  turbulent kinetic energy  
L  turbulent length scale 
Nu  Nusselt number 
p  pressure 
Pr  Prandtl number 
Prt  turbulent Prandtl number 
Rij  Reynolds stresses 
Re  Reynolds number 
Sc  Schmidt number 
Sh  Sherwood number 
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St  Stanton number 
Stc  centerline Stanton number 
S  strain rate 
T  turbulent time scale 
iu   instantaneous velocity vector 
i ju u′ ′   Reynolds stress tensor 
u u′ ′   stream-wise normal stress 
u v′ ′   shear stress 
ju θ′ ′   turbulent heat/mass flux vector 
U  mean stream-wise velocity 
v v′ ′   vertical normal stress 
jv θ′ ′   wall-normal turbulent heat flux 
w w′ ′   span-wise normal stress 
jw θ′ ′   span-wise turbulent heat flux 
x    stream-wise distance from the plate leading edge 
x′    stream-wise distance from virtual origin of the turbulent boundary layer 
y    vertical distance from the wall  
z   span-wise distance from the lateral edge of the plate  
Greek 
α   elliptic blending parameter 
δ   boundary layer thickness 
Tδ   passive scalar boundary layer thickness 
Tzδ   span-wise passive scalar boundary layer thickness 
∆   filter width 
ijδ    identity tensor   
ε   turbulence energy dissipation rate 
θ   passive scalar, temperature, concentration 
ν   kinematics viscosity  
ijτ   stress tensor  
ijφ   velocity-pressure gradient correlation 
Acronyms 
EB-RSM Elliptic Blending Reynolds Stress Model 
EB-GGDH Elliptic Blending GGDH 
GGDH  Generalized Gradient Diffusion Hypothesis 
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LES  Large Eddy Simulation 
RANS  Reynolds-Averaged Navier–Stokes 
RSM  Reynolds Stress Model 
SGDH  Simple Gradient Diffusion Hypothesis 
sgs  subgrid scale 
 
1. INTRODUCTION 
Heat transfer from discrete sources within a turbulent boundary layer is encountered in many and diverse 
engineering applications. Two-dimensional (2D) heat transfer is often studied for heated elements with 
finite stream-wise length and infinite lateral extent [1-5]. The effect of the lateral edges is rarely 
explored. In the context of electronic cooling, Baker [6] noticed that for small, discrete sources two-
dimensional correlations give heat fluxes as much as an order of magnitude smaller than those found 
experimentally, and speculated that the difference was due to conduction and edge effects. Only a few 
other studies [7-9] reported the effects of finite size on the local Nusselt number of discrete sources. 
Recently, Taliaferro et al. [10] investigated the heat transfer near a lateral edge of a flat plate in a laminar 
boundary layer flow. Using a conduction model, they were able to describe the local variation of heat 
transfer for fluids of a variety of Prandtl numbers, unheated starting lengths, and boundary conditions. 
Taliaferro et al. [11] extended the analysis to a finite width plate in a turbulent boundary layer, by 
transforming the heat transfer problem into an analogous mass transfer one using the naphthalene 
sublimation technique. Mass transfer experiments are ideally suited to studying fluxes from discrete 
sources due to the lack of losses to the substrate and ability to generate accurate local flux measurements 
near the lateral edge. A review of the naphthalene sublimation technique can be found in Goldstein and 
Cho [12]. 
The aim of the present study is to numerically reproduce the experimental results of Taliaferro et al. 
[11]. Studying such problems numerically requires an adequate modelling of the Reynolds stresses and 
the turbulent heat/mass flux near the wall. Wall-resolved large eddy simulations (LES) allow the 
accurate capture of the turbulent boundary layer and will be used here as a benchmark for Reynolds-
Averaged Navier–Stokes (RANS) methods. 
For a good modelling of the near-wall dynamics a so-called low-Reynolds RANS turbulence model 
is needed, i.e. a model that can represent the boundary layer turbulence down to the wall. Durbin’s 2v′ -
f  model, for example, showed the right behaviour for the two-dimensional Stanton number of a 
turbulent boundary layer with an unheated starting length [13], when compared to Reynolds’s 
experiments [14], with an eddy-diffusivity model for the turbulent heat flux (i.e. constant turbulent 
Prandtl number Prt). Two-equation models usually rely on the assumption of isotropic turbulence, which 
is not true in the boundary layer. In low-Reynolds number modelling, they are then constructed to 
capture only one component of the Reynolds stress tensor, which depends on a wall-normal turbulent 
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viscosity. In thermal applications this component is mainly responsible for the wall-normal flux. This 
means that, if the stream-wise or span-wise contributions are not negligible, a model like this has 
significant limitations. A Reynolds Stress Model (RSM) is necessary to capture the contributions in the 
three directions, as will be discussed in section 2.2. 
Similarly, in flows with strong dissimilarity between velocity and temperature fields the common 
assumption of a constant Prt has limitations. Some numerical studies tried to improve the modelling by 
turning to two-equation models for heat transport [15-18]. However, the resulting turbulent diffusivity 
usually corresponds to the wall-normal component. A model for the complete three-dimensional 
turbulent heat flux vector is needed if the other two components are relevant [19]. A common choice is 
the anisotropic eddy diffusivity model known as Generalized Gradient Diffusion Hypothesis (GGDH) 
[20], which, however, does not take into account the wall effects. 
A fully three-dimensional and low-Reynolds model for both the Reynolds stresses and the turbulent 
heat/mass flux is discussed in section 2.3. In the present work, LES and RANS simulations of the 
heat/mass transfer from a finite width plate in turbulent flow are compared to experimental results [11], 
with focus on the analysis of the turbulent terms that are responsible for the relative increase of the 
transfer coefficient at the lateral edge. 
The paper is structured as follows. Section 2 defines the numerical methods, the LES and RANS 
models, and the computational details. Simulation results are discussed in Sections 3. Concluding 
remarks are provided in Section 4. 
2. NUMERICAL METHOD 
2.1 LES governing equations 
The Large Eddy Simulation (LES) approach allows to solve the large-scale turbulent structure and to 
model the small-scale ones through a spatial filtering of the Navier-Stokes equations, leading to a 
reduction of the computational costs but capturing the fluid dynamics. If ( ), ia t x is a generic field, 
function of time t  and spatial coordinate ix , it is possible to define a grid-scale filtered field ( ), ia t x  
 ( ) ( ) ( ) 3, , ,i i i i ia t x a t g x dξ ξ ξ
Ω
= − ∆∫   (1) 
The application of the filtering approach to the conservation equations, expressed in non-dimensional 
form, allows obtaining the following: 
continuity equation 
 0i
i
u
x
∂
=
∂
   (2) 
momentum equation 
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where ijS , the rate of shear tensor, is defined as 
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The sub-grid stress tensor, sgsijτ , is modeled with the “diffusive gradient” hypothesis 
  22
3
sgs
ij sgs ij sgs ijS kτ ν δ= −   (8) 
Similarly, the sub-grid passive scalar flux vector, sgskJ , is  
 

Pr
sgssgs
k
sgs k
J
x
ν θ∂
= −
∂
  (9) 
where the sub-grid viscosity, sgsν , is 
 2sgs SC Sν = ∆    (10) 
The sub-grid kinetic energy, sgsk , is 
 2 2sgs Ik C S= ∆    (11) 
where the filtered shear rate, S , is 
 2 ij ijS S S=     (12) 
and the filter width, ∆ , is 
 k k∆ = ∆ ∆   (13) 
The dynamic Smagorinsky model, developed in [21] and successfully adopted in OpenFOAM in [22-
23], is employed. 
2.2 RANS modelling 
Within a turbulent boundary layer, the transport of heat and momentum from a surface is strongly 
influenced by the region immediately next to the surface. The presence of the wall suppresses the normal 
component of turbulent intensity within this region [24] (wall blockage), thus reducing heat and 
momentum transfer between wall and fluid. The resulting anisotropy is not accounted for by standard 
models, which are therefore not valid in the near-wall region and typically require the use of wall 
functions. An alternative method to wall functions was proposed by Durbin [25] in the 2v′ - f  model, 
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based on the solution of an Elliptic Relaxation equation for the velocity-pressure gradient correlation 
tensor involved in the Reynolds-stress transport equation. Its Reynolds stress model adaptation [26] was 
simplified by Manceau and Hanjalic [27], who proposed the Elliptic Blending approach, in which the 
six Elliptic Relaxation equations are replaced by a single equation for a wall-sensitive non-dimensional 
scalar α . 
Manceau [28] recently revisited various modifications of the original Elliptic Blending Reynolds 
Stress Model (EB-RSM) proposed by several authors [29-31], and formulated a reference EB-RSM, 
which was implemented in OpenFOAM for the present study. The model transport equations for the 
turbulent stress tensor and the energy dissipation rate, which constitute a second-moment closure, can 
be written in a general form: 
 *
D
D
i j T
ij ij ij ij ij ij
u u
P G D D
t
ν φ ε
′ ′
= + + + + −   (14) 
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  (15) 
where ijP , ijD
ν , *ijφ  and ijε  stand for the production, the molecular diffusion, the velocity-pressure 
gradient correlation and the dissipation tensor, respectively. i jTij l m
l k m
u uC
D u u T
x x
µ
σ
′ ′
′ ′
 ∂∂  =
 ∂ ∂ 
 is the turbulent 
diffusion term. ( )2ij k ikm j m jkm i mG u u u uω ′ ′ ′ ′= − +   is the redistribution term arising from the Coriolis 
acceleration, where ω  is the rotation axial vector. 
The elliptic relaxation concept is adopted to blend the homogeneous (away-from-the-wall) and the 
near-wall models of *ijφ  
 ( )* 3 31 w hij ij ijφ α φ α φ= − +   (16) 
where α  is the elliptic blending parameter, obtained by solving the elliptic differential equation 
 2 2 1Lα α− ∇ =   (17) 
For the homogeneous part of the pressure scrambling term, hijφ , the model of Speziale et al. [32] is 
adopted 
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For the near-wall part, wijφ , the model fully satisfies the exact wall limits and stress budget: 
 ( )15 2
w
ij i k j k j k i k k l k l i j iju u n n u u n n u u n n n nk
ε
φ δ′ ′ ′ ′ ′ ′ = − + − +  
  (22) 
where the unit wall-normal vector is evaluated from 
 α
α
∇
=
∇
n   (23) 
The dissipation rate of the stress tensor is also expressed in terms of the homogeneous and near-wall 
variables, blended via the same elliptic function α  
 ( )3 321 3
i j
ij ij
u u
k
ε α ε α εδ
′ ′
= − +   (24) 
For the viscous effect very close to the wall, Durbin's approach is adopted, which uses the 
conventional high-Re-number turbulence length and time scales away from a wall, but with imposed 
Kolmogorov scales as the lower bounds 
 
1/43/2 3
max ,L
kL C Cη
ν
ε ε
  
 =  
   
  (25) 
 
1/2
max , T
kT C ν
ε ε
  =   
   
  (26) 
Exact wall boundary conditions are used for all variables 
 200; 0; 2 lim ; 0.i i j y
kU u u
y
ε ν α′ ′
→
= = = =   (27) 
The model coefficients are 
 
( )
* *
1 1 3 3 4
5
1 2
3
1 1 1 1
3.4; 1.8; 0.8; 1.3; 1.25;
0.4; 0.21; 1.0; 6.0;
0.133; 80.0; 1.44; 1.9;
0.065; 1 1 ; 1.15.
k T
L
k
g g g g g
g C C
C C C C
P
A C C A
µ
η ε ε
ε ε ε
σ
α σ
ε
′
= = = = =
= = = =
= = = =
 = = + − =  
  
2.3 Turbulent heat/mass transfer modelling 
The closure of the energy equation  
 D
D jj j
u
t x Pr x
θ ν θ
θ′ ′
 ∂ ∂
= −  ∂ ∂ 
  (28) 
can take advantage of the elliptic blending of the Reynolds stresses for a more accurate modelling of the 
turbulent heat flux ju θ′ ′ . Shin et al. [34] defined a transport equation for ju θ′ ′ , based on the elliptic 
relaxation equation, leading to the Elliptic Blending Differential Flux Model (EB-DFM). However, such 
an approach might not be optimal due to its high level of complexity. A lower modelling level for the 
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turbulent heat flux model is usually considered acceptable, especially if the thermal field is passive. 
Dehoux et al. [35] thus derived from the EB-DFM a simpler low-Reynolds algebraic flux model, known 
as Elliptic Blending Generalized Gradient Diffusion Hypothesis (EB-GGDH): 
 j i j k i j
j
ku C u u u n n
xθ
θ
θ γ θ
ε
′ ′ ′ ′ ′ ′
 ∂
= − + 
∂  
  (29) 
where 
 ( )3 3
0.68
3 1
C
Cθ εα α
=
+ −
  (30) 
 ( )[ ]31 1 Cεγ α= − +   (31) 
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2
C
Prε
 = + 
 
  (32) 
This model only differs from the standard GGDH by the additional term k i ju n nγ θ
′ ′ , which sensitizes 
the model to the orientation of the wall, and by the fact that the coefficient Cθ  is now dependent on a 
blending function θα , which, in the present study, has been assumed equal to α  of the EB-RSM, 
following Shin et al. [34]. 
Without taking into account the wall effect, the EB-GGDH model reduces to the well-known form 
of the GGDH: 
 j i j
j
ku C u u
xθ
θ
θ
ε
′ ′ ′ ′ ∂= −
∂
  (33) 
where 0.235Cθ =  [35]. 
The standard isotropic eddy-diffusivity model, also known as the Simple Gradient Diffusion 
Hypothesis (SGDH), can be obtained by assuming that i j=  (i.e., heat flux is function of the temperature 
gradient in that direction): 
 tj
t j
u
Pr x
ν θ
θ′ ′
∂
= −
∂
  (34) 
where the turbulent Prandtl number can be obtained by previously defined constants 
 0.9t
C
Pr
C
µ
θ
= ≈   (35) 
In the following sections we will compare the results obtained with these three heat flux models, 
SGDH, GGDH and EB-GGDH (all implemented in OpenFOAM for the present study), as well as with 
Large Eddy Simulations. 
2.4 Computational details 
The LES simulations are carried out with the finite-volume solver, pisoFoamPS, developed in [36-37] 
and implemented in the open-source code OpenFOAM, to solve the Navier-Stokes equations with a 
passive scalar equation. pisoFoamPS is a transient solver for incompressible turbulent flow, which uses 
the PISO algorithm. The RANS simulations were performed in steady state with an analogous 
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simpleFoamPS solver, which uses the SIMPLE algorithm and solves an additional passive scalar 
equation. 
In the following sections we will mostly refer to the passive scalar field as the temperature field, but 
the concentration field of the equivalent mass transfer problem would behave the same way, as will be 
shown by comparison with the experimental results [11], obtained with the naphthalene sublimation 
technique. 
All the variables are presented in a non-dimensional form. The reference values are the thickness δ  
of the velocity boundary layer at the beginning of the heated plate, the free-stream velocity and 
temperature. Following Abe et al. [38], all the variables expressed with the + sign are normalized by the 
friction velocity Uτ  and the friction temperature /w pT Q c Uτ τρ= , where wQ  is the local surface heat flux. 
Figure 1 shows a sketch of the simulation domain. The 3D grid was generated with blockMesh, the 
OpenFOAM utility for mesh generation. The geometry consists of a rectangular box with -10 < x < 22, 
0 < y < 3 and -1.5 < z < 1.5. The heated plate is the part of the wall limited by x > 0 and z > 0. The grid 
is made of 256×64×128 cells. The resulting spatial resolution is: 0.2y+ ≈  (wall-adjacent cell center), 
40x+∆ ≈ , and 8z+∆ ≈ . The choice of a y+  well below 1 was driven by the more stringent requirements 
of the thermal boundary layer. 
 
Fig. 1 - Case domain showing orientation and boundary layer development 
 
Two experimental values of the free-stream velocity [11] are used, corresponding to a Reynolds 
number xRe ′  on the leading edge of the heated plate of about 1.56×105 (Case 1) and 4.81×105 (Case 2), 
where x′  is the distance from the virtual origin of the turbulent boundary layer. 
The boundary conditions for the RANS simulations are as follows. A no-slip wall condition is set at 
the bottom boundary, and a slip condition at the top and side boundaries. A pressure outlet condition is 
imposed at the outflow. Inlet conditions for all variables were extracted from a 2D calculation of a 
developing boundary layer. 
The boundary conditions for the LES simulations are as follows. A no-slip wall condition is set at 
the bottom boundary, and a slip condition at the top one. The side boundaries are treated as periodic. A 
pressure outlet condition is imposed at the outflow. Inflow velocity data are generated following Lund’s 
parallel-flow recycling method [39-40]: a simulation is performed simultaneously with the main case, 
on a truncated version of the case grid, extending one boundary layer thickness δ  in the wall-normal 
direction and 5δ  in the stream-wise direction, with periodic boundary conditions in the stream-wise 
and span-wise directions and a slip boundary condition at the upper boundary. This approach is 
economical and has the advantage that the inflow turbulence is fully developed. A development section 
of 10δ  is considered sufficient to establish the correct boundary layer spatial growth characteristics 
[41].  
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For both RANS and LES calculations, the boundary conditions for the temperature are 1θ =  at the 
inlet, 0θ =  on the heated plate and adiabatic on the unheated wall. 
3. RESULTS 
The problem studied in the present work is visualized in Figure 2, where instantaneous LES results are 
shown. The finite width heated plate ( 0θ = ) is here depicted with the heat transfer/mass transfer analogy 
as a white plate “releasing” mass to the flow, similarly to the experiments conducted with the 
naphthalene sublimation technique [11]. More specifically, the white iso-surface is defined for 0.1θ = , 
qualitatively showing the mixing of the temperature/concentration field within the turbulent boundary 
layer. The rest of the solid surface, shown in black, is characterized by an adiabatic boundary condition. 
A vertical cut in the x y−  plane presents the velocity magnitude contours in rainbow colour-map, 
revealing the developing turbulent boundary layer. 
 
Fig. 2 - Iso-surface of 0.1θ =  in white, with the black adiabatic wall and a cut-plane showing 
boundary layer velocity contour in rainbow, from LES results of Case 2. 
 
First- and second-order statistics of the boundary layer are of crucial importance for the correct 
numerical calculation of the heat/mass transfer. LES can be negatively affected by inadequate turbulence 
recycling techniques, while RANS can yield inaccurate results if the turbulence model is not appropriate. 
The following analysis aims at validating the LES (and the recycling method) with the experimental 
data, and at evaluating the presented RSM and turbulent heat flux models in comparison with the LES 
results. 
Profiles of the mean velocity, obtained by EB-RSM and LES, are compared with the experimental 
measurements [11] in Figure 3. The data are taken at a section just downstream of the leading edge of 
the heated plate: 51.65 10xRe ′ = ×  for Case 1 and 
54.9 10
x
Re ′ = ×  for Case 2. The numerical predictions 
are in very good agreement. The EB-RSM model agrees well with the measurements, confirming the 
validity of Durbin’s elliptic relaxation approach [24]. Thanks to the dynamic Smagorinsky model, The 
LES shows a very good agreement in Case 1, while it slightly overestimates the velocity in the 
logarithmic layer of Case 2 (i.e. at higher Reynolds number). This is likely to be due to a slightly 
insufficient development length of the turbulence recycling method. However, this discrepancy does not 
have a noticeable impact on the overall behavior of the flow. Moreover, as will be shown in the following 
analysis, the heat/mass transfer lateral effects are driven predominantly by the inner regions ( 20y+ < ) 
of the boundary layer, where agreement is very good in both cases. 
 
Fig. 3 - Mean velocity profile. (a) Case 1; (b) Case 2. 
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Figure 4 shows a comparison of the Reynolds stresses obtained from LES and RANS. The two 
methods are in very good agreement, especially for the shear stress u v′ ′  and the vertical normal stress 
v v′ ′ , while w w′ ′  presents a slight overprediction of RANS compared to LES. The difference in the peak 
value of the streamwise normal stress u u′ ′  is thought to be due to the formulation of the elliptic blending 
parameter α  and its dependence on the Reynolds number [28].  It is important to notice that, while LES 
is generally expected to capture the anisotropy of the turbulent boundary layer, most RANS models are 
not built to. The EB-RSM is not only able to calculate the different components of the Reynolds stress 
tensor, but the elliptic blending strategy makes it integrable down to the wall with only one additional 
equation. 
 
Fig. 4 - Reynolds stress profiles from LES (symbols) and EB-RSM (lines). (a) Case 1; (b) Case 2. 
 
Figure 5 shows the wall-normal temperature profiles, plotted on the centerline of the heated plate 
(i.e. far from the lateral edge), at 51.8 10xRe ′ = ×  for Case 1 and 
55.7 10
x
Re ′ = ×  for Case 2. Three RANS 
simulations with different turbulent heat flux models (SGDH, GGDH and EB-GGDH) are compared to 
LES. It is apparent that the presence of an unheated starting length produces a thermal boundary layer 
profile that is quite different from the universal one. Therefore, the assumption of isotropic eddy-
diffusivity of SGDH (i.e. constant turbulent Prandtl number Prt) is not expected to hold. Even though 
the GGDH introduces anisotropy, as discussed in Section 2.3, in this location the wall-normal heat flux 
is dominant, and the temperature profile consequently coincides with that calculated with the SGDH. 
Accounting for the near-wall effects (EB-GGDH) slightly modifies the prediction of the wall-normal 
flux (and therefore the friction temperature), but the LES modeling seems to have the opposite effect. 
The reason for this discrepancy lies in the difficulty of modelling velocity and temperature fields that 
are so dissimilar, due to the strong effect of even small differences in the wall-normal turbulent heat 
flux v θ′ ′ , as can be seen in Fig. 6. Here the different models yield very similar results in the viscous 
sublayer and in the logarithmic region, while they present a slight difference in the buffer region ( y+  ≈ 
10), which must therefore be responsible for the different prediction of Fig. 5. 
 
Fig. 5 - Mean temperature profile. (a) Case 1; (b) Case 2. 
 
Fig. 6 - Wall-normal turbulent heat flux. (a) Case 1; (b) Case 2. 
 
The effects of this discrepancy are noticeable in the heat transfer coefficient along the plate in the 
stream-wise direction, expressed in Figure 7 in the form of Stanton number, defined as 
 Nu ShSt
Re Pr Re Sc
= =
⋅ ⋅
  (36) 
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The former formulation is its definition for the heat transfer problem, whereas the latter is for the 
analogous mass transfer. Nu and Pr are the Nusselt and Prandlt numbers, corresponding through the 
heat/mass transfer analogy to the Sherwood number, Sh, and the Schmidt number, Sc, respectively. The 
comparison of the centerline Stanton number, Stc, with the experimental data [11] shows a good overall 
prediction with all turbulent heat transfer models. The EB-GGDH seems to be in better agreement for 
Case 1, while LES better matches the experiments in Case 2. This is mainly the result of the 
abovementioned discrepancy of Figure 6, revealing how sensitive this problem is to minor changes in 
the turbulence modelling. 
 
Fig. 7 - Stanton number on the centerline of the plate. (a) Case 1; (b) Case 2. 
 
As soon as the span-wise effects of the lateral edge are no longer negligible, the differences in 
modeling become more apparent. Figure 8 shows the span-wise turbulent heat flux component, wθ′ ′ , 
predicted by the simulations, plotted at z = 0. It is now clear that the SGDH uses the same approach as 
for the wall-normal direction, resulting in an unwanted wall blockage: the span-wise heat flux becomes 
negligible in the viscous sublayer. On the other hand, the GGDH introduces anisotropy and thus captures 
a stronger behavior in the viscous and buffer layers. Finally, the EB-GGDH uses a near-wall modeling 
which further increases the span-wise heat flux in these regions. Its agreement with the LES results, 
especially in Case 2, confirms the validity of this model in problems where the 3D near-wall effects are 
strong.  
 
Fig. 8 – Span-wise turbulent heat flux. (a) Case 1; (b) Case 2. 
 
Experimental validation of these lateral effects can be found in Fig. 9. Here the relative increase 
along z of the numerical Stanton number at the lateral edge of the plate is compared to the experimental 
results of the mass transfer from the naphthalene plate, at positions 51.8 10xRe ′ = ×  for Case 1 and 
55.7 10
x
Re ′ = ×  for Case 2. The SGDH confirms the underestimation of the span-wise heat/mass transfer. 
The GGDH shows an increased lateral effect, thanks to its anisotropic eddy diffusivity. The LES and 
the EB-GGDH are the best option to capture this lateral increase. The EB-GGDH is even in better 
agreement with experiments than LES in Case 1, where the span-wise turbulent heat flux of LES (see 
Fig. 8) is less pronounced. 
 
Fig. 9 - Relative increase of the Stanton number at the lateral edge. (a) Case 1; (b) Case 2. 
 
Fig. 10 - Span-wise temperature boundary layer thickness on the unheated plate (a) Case 1; (b) Case 2. 
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The effects of the span-wise heat transfer are also revealed from the numerical results on the adjacent 
adiabatic wall. A 90% temperature boundary layer thickness, Tzδ , can be defined in the span-wise 
direction from the lateral edge of the plate, as depicted in Fig. 1. In Figure 10, as expected, the SGDH 
and GGDH models underestimate the lateral extent of the temperature boundary layer, while the EB-
GGDH and LES show a Tzδ of the order of 0.1 (10% of the velocity boundary layer thickness δ ). Their 
very good agreement, especially in Case 2, is a direct consequence of the accurate modelling of the 
span-wise turbulent heat flux component, wθ′ ′ , presented in Figure 8. 
4. CONCLUSION 
Heat transfer from discrete sources is strongly affected by lateral effects. The presence of an unheated 
region in the immediate vicinity of the side edge produces an increased local heat transfer coefficient, 
which is directly linked to the near-wall anisotropy of the flow. In particular, in turbulent flow the span-
wise component of the turbulent heat flux is responsible for most of the lateral effects. A correct 
modelling of this component is therefore crucial for an accurate numerical prediction of the local heat 
transfer. RANS models often rely on several assumptions that are inadequate for this purpose. Isotropic 
eddy-diffusivity models (SGDH) are not able to capture the anisotropy of the turbulent heat flux. A more 
advanced approach, based on the Generalized Gradient Diffusion Hypothesis (GGDH), introduces 
anisotropy by using the full Reynolds stress tensor, therefore requiring a second-moment closure 
(Reynolds Stress Model), instead of the more common two-equation turbulence model. However, even 
in combination with low-Reynolds RSM models (such as the EB-RSM), the GGDH still assumes a 
strong similarity between velocity and temperature fields. When this assumption does not hold, near-
wall contributions become more important. Near-wall sensitivity of the turbulent heat flux can be 
improved with an elliptic relaxation equation, such as the one used in the EB-RSM, leading to the EB-
GGDH model. 
This study presents numerical predictions obtained with all the abovementioned models. Large Eddy 
Simulations are used as a benchmark. By means of the heat/mass transfer analogy, results are compared 
to mass transfer experiments conducted with the naphthalene sublimation technique. The wall-normal 
component of the turbulent heat flux, far from the lateral edge, is shown to be correctly captured by all 
numerical approaches, which confirms the suitability of basic models in simple 2D configurations. On 
the contrary, the span-wise effects at the lateral edge are underestimated by the SGDH and GGDH, and 
only the EB-GGDH seems to yield results that are comparable to LES and to the experiments. These 
results indicate that in applications with strong three-dimensional effects and dissimilarity between 
velocity and temperature fields, the near wall anisotropy can be successfully modelled only by eddy 
resolving methods or by advanced turbulent heat flux models such as the EB-GGDH. 
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Fig. 1 - Case domain showing orientation and boundary layer development 
 
 
 
 
Fig. 2 - Iso-surface of 0.1θ =  in white, with the black adiabatic wall and a cut-plane showing 
boundary layer velocity contour in rainbow, from LES results of Case 2. 
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Fig. 3 - Mean velocity profile. (a) Case 1; (b) Case 2. 
 
Fig. 4 - Reynolds stress profiles from LES (symbols) and EB-RSM (lines). (a) Case 1; (b) Case 2. 
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Fig. 5 - Mean temperature profile. (a) Case 1; (b) Case 2. 
 
Fig. 6 - Wall-normal turbulent heat flux. (a) Case 1; (b) Case 2. 
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Fig. 7 - Stanton number on the centerline of the plate. (a) Case 1; (b) Case 2. 
 
Fig. 8 – Span-wise turbulent heat flux. (a) Case 1; (b) Case 2. 
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Fig. 9 - Relative increase of the Stanton number at the lateral edge. (a) Case 1; (b) Case 2. 
 
Fig. 10 - Span-wise temperature boundary layer thickness on the unheated plate (a) Case 1; (b) Case 2. 
 
