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I- INTRODUCCIÓN 
Dada la complejidad de los fenómenos que se investigan en prácticamente todas las 
ciencias experimentales es usual que se midan varias variables sobre muchas unidades de 
observación, dando origen a grandes volúmenes de datos. Los métodos estadísticos multi-
variados son apropiados en estas situaciones ya que analizan simultáneamente toda la in-
formación. 
Cuando se recogen grandes cantidades de datos es frecuente que  presenten infor-
mación faltante, es decir algunas observaciones no tienen el registro de alguna(s) varia-
ble(s). Las causas que lo originan pueden ser múltiples. En tales circunstancias se obtiene 
un conjunto de datos incompletos al que no es posible aplicarle técnicas estadísticas multi-
variadas clásicas como Análisis de Componente Principales (ACP), recurriéndose como 
alternativa estándar a la eliminación de los registros que presentaron información faltante. 
Sin embargo, actualmente, el investigador tiene la posibilidad de aplicar una variedad de 
procedimientos que permiten obtener las componentes principales haciendo uso de toda la 
información disponible. 
En el presente trabajo se aplica ACP utilizando el algoritmo EM sobre la información 
proveniente de una colección de datos industriales. Si la matriz de datos originales presenta 
pérdidas en algunas variables, para algún individuo, igualmente el algoritmo considera la 
totalidad de la información existente sin acarrear pérdidas adicionales. Además, se ha de-
mostrado que el algoritmo EM tiene mejores propiedades que otros, en situaciones, como la 
tratada en este trabajo. 
A fin de evaluar el efecto de la presencia de pérdidas en la recolección de datos, se 
comparan los resultados del ACP obtenidos de la matriz de datos originales (sin información 
faltante) y de matrices de datos reducidas simulando al azar pérdida de información. Estas 
matrices incompletas se analizan con EM y con el clásico método de Casos Completos que 
descarta a los individuos con información perdida, produciendo una reducción del tamaño 
de muestra original. La eficiencia de los métodos se compara a través de los cambios pro-
ducidos en la estructura de las componentes principales y en la magnitud de la variabilidad 
representada por ellas, características importantes para su interpretación. 
 
MATERIAL 
La información considerada en este trabajo corresponde a observaciones proceden-
tes de una planta de clasificación de mineral de hierro bruto de la empresa sueca LKAB. 
Para el tratamiento del presente trabajo se han seleccionado 175 observaciones y sólo 7 de 
las 12 variables del proceso, las que tienen información completa. Las variables considera-
das fueron: carga total (ctot), carga en el triturador 30 (ctri30), carga en el triturador 40 
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(ctri40), efecto del triturador 30 (etri30), efecto del triturador 40 (etri40), carga de separador 
3 (csep) y desecho de triturado (dtri). 
 
METODOLOGÍA 
Análisis de Componentes Principales es una técnica que permite explicar la variabili-
dad existente en un conjunto de datos (N) multivariados con un gran número de variables 
(K) altamente correlacionadas, a través de un número inferior de nuevas variables no corre-
lacionadas construidas como combinaciones lineales de las originales de modo tal que su 
variancia decrece de la primera a la última. Es decir, ACP es útil para representar, sintéti-
camente, observaciones de un espacio K-dimensional en otro de dimensión menor (A << K), 
trasformando las variables originales, en nuevas variables no correlacionadas llamadas 
Componentes Principales (CP) o variables latentes, las que facilitan la interpretación de los 
fenómenos estudiados. Las mismas se derivan de forma tal que la primera CP explique la 
mayor parte posible de la variación de los datos originales. Luego, se elige la segunda CP 
de modo que sea ortogonal con la primera y explique la máxima variabilidad restante posi-
ble, una vez descontada la explicada por la primera componente principal y así sucesiva-
mente. Se procede de esta manera hasta obtener el conjunto total de CP, que coincide con 
el número de variables originales (K), aunque luego se utilicen unas pocas (A). 
Los coeficientes de las CP se denominan cargas e informan cómo las variables ori-
ginales son combinadas linealmente para formarlas, indicando la magnitud (pequeña o 
grande) y la manera (positiva o negativa) de su aporte en la combinación lineal. 
Establecidas estas condiciones, se deduce matemáticamente que los coeficientes de 
las CP resultan ser las componentes de los autovectores normalizados asociados a los au-
tovalores de la matriz de covariancias (o correlaciones) ordenados en forma decreciente.  
Una particularidad importante a tener en cuenta es que si el cálculo de las CP se 
realiza con los datos originales, las diferentes escalas en que están medidas las variables 
originales pueden tener influencia decisiva en la dirección que se obtiene. Por tal motivo, 
previo al cálculo de las componentes principales, se lleva a cabo una transformación de los 
valores obtenidos para cada variable, a través del escalado a variancia igual a uno (estanda-
rización), completada sin pérdida de generalidad, por el centrado con respecto al promedio. 
Una vez hallado el nuevo espacio de las componentes principales, el próximo paso 
consiste en elegir un subconjunto de ellas que sean capaces de retener gran parte de la 
información de la nube de puntos del espacio original. Esto implica determinar el número A 
de componentes principales que serán analizadas. Para tal fin existen diferentes criterios, 
algunos basados en gráficos, otros a través de tests paramétricos basados en supuestos 
distribucionales o a través de tests no paramétricos. No existe un criterio que sea mejor en 
todas las situaciones. Diversos autores proponen aplicar varios criterios simultáneamente y 
observar qué sugieren la mayoría de ellos. La decisión sobre el número de componentes 
principales a utilizar depende, fundamentalmente, de cuánta información el investigador está 
dispuesto a perder, la cual es medida en términos de variancia no explicada. También se 
debe tener en cuenta el propósito del estudio y la  interpretabilidad de las CP que son rete-
nidas en el análisis. En ciertas situaciones, la decisión a priori del investigador será retener 
sólo una de ellas, la de mayor variabilidad, a fin de disponer de un indicador global que 
permita ordenar a las unidades de observación (productos, procesos, países, provincias. 
etc.) según el concepto complejo que la misma representa.  
Algunos de los criterios más utilizados que orientan a la selección del número de 
componentes principales son: 
• Criterio de la proporción de la variancia acumulada: Este criterio determina el 
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número de componentes principales que serán retenidas en el análisis, estableciendo un 
porcentaje mínimo, m, de la variación total de los datos originales que se desea explicar con 
las componentes principales y se selecciona el menor número de ellas que explica al menos 
ese porcentaje fijado. Dados los valores propios de la matriz de covariancias, ordenados en 
forma decreciente λ1 ≥ ... ≥ λK, el porcentaje acumulado por los primeros A valores propios 
es: 
100z K
1j j
A
1j j
∑λ
∑λ
=
=
=
 
Por lo tanto, se elige el mínimo A, tal que z ≥ m. Este criterio también puede ser apli-
cado si las componentes principales son calculadas a partir de la matriz de correlaciones, 
sólo que en este caso K
K
1j j
=∑λ
=
. Diferentes autores establecen el valor de m entre el 75% y 
el 85%. 
• Regla del valor propio mayor que uno: Esta regla es aplicable a datos estandari-
zados y sugiere retener en el análisis sólo aquellas componentes principales cuyos valores 
propios sean mayores que uno. Es decir, establece un valor mínimo de la variancia de cada 
componente principal, el cual es igual al de la variancia de cada variable original.  
• Criterio basado en el gráfico “Scree”: Consiste en construir un gráfico en el cual 
se representan en el eje de las abscisas el número de orden del valor propio y en el de las 
ordenadas los valores propios de la matriz de covariancias o de correlaciones ordenados de 
mayor a menor. La cantidad de componentes principales que se retendrán en el análisis 
está dada por el número de orden del valor propio donde la línea que los une forma un co-
do. Dicho punto es denominado punto de quiebre, de tal forma que a la izquierda del mismo 
la pendiente de la línea es empinada y a la derecha es suave, convirtiéndose horizontal al 
eje de las abscisas. Pueden presentarse situaciones donde no es posible identificar el punto 
de quiebre, dado que la línea quebrada que une a los valores propios se asemeja a una 
curva suave. 
• Criterio de Horn: Si las componentes principales fueron obtenidas a través de la 
matriz de correlaciones y el punto de quiebre del gráfico “Scree” no puede ser determinado, 
Horn propuso un procedimiento llamado análisis paralelo. El mismo consiste en generar J 
muestras aleatorias de tamaño N provenientes de distribuciones normales K-variadas con 
matrices de correlaciones iguales a la identidad. A partir de cada una de estas muestras se 
realiza un análisis de componentes principales y es de esperar que cada uno de los K valo-
res propios sea igual a uno. Sin embargo, debido a los errores de muestreo algunos valores 
propios serán mayores que uno y otros menores. Se representa el promedio de los valores 
propios correspondientes a cada una de las K componentes principales obtenidas a través 
de las J muestras en un gráfico que a su vez contiene el gráfico “Scree” de los valores pro-
pios de la matriz de correlaciones obtenida del conjunto de datos en estudio. Horn establece 
el punto de corte donde ambos gráficos se interceptan. 
• Prueba de esfericidad de Anderson: Si las variables originales xi, i = 1, ..., K si-
guen una distribución conjunta normal, Anderson plantó un test de hipótesis para evaluar si 
los valores propios de la matriz de covariancias1, a partir del A+1-ésimo son iguales, es de-
cir que la variabilidad es constante en las últimas (K-A) dimensiones. La igualdad de estos 
                                               
1
 Se recalca que la distribución derivada por Anderson es sólo válida para los valores propios de la 
matriz de covariancias. 
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valores propios señala una nube de puntos esférica en dicho subespacio, en la que no se 
pueden reconocer direcciones principales de variabilidad. La hipótesis nula evaluada es: 
H0 : λA+1 = ... = λK . 
Si la hipótesis nula es cierta, la estadística: 
2
i ii=A+1 i=A+1
(N-1) log (K-A)(N-1)log (K-A))(K Kˆ ˆ   = − +   
   
λ λ∑ ∑χ , 
 
sigue una distribución asintótica 2χ  con [½ (K-A) (K-A+1) –1] grados de libertad, sien-
do ˆλi con i = 1, ..., K, los valores propios de la matriz de covariancias estimada a partir de 
una muestra aleatoria proveniente de una distribución normal.  
Las CP constituyen la base de un espacio de menor dimensión sobre el que puede 
proyectarse la nube de puntos original. Dicha proyección sobre el espacio de menor dimen-
sión permitirá apreciar la presencia de agrupamientos de unidades, observaciones anóma-
las (“outliers”), etc. Estas últimas se clasifican en fuertes y moderadas. El gráfico de los indi-
viduos valorizados en las CP (gráfico de los “scores”) se utiliza para detectar los “outliers” 
fuertes trazando el elipsoide de confianza definido por la estadística T2 de Hotelling asocia-
da a un determinado nivel de confianza. Los “outliers” fuertes aparecerán a una distancia del 
centro del elipsoide mayor que cualquier punto de dicho elipsoide, es decir son las observa-
ciones que se encuentran fuera del área definida por el mismo. En cambio, los “outliers” 
moderados se detectan a través de los residuos de cada observación según el modelo de 
ACP. Para tal fin se establece un valor para el límite inferior y otro para el superior, gene-
ralmente –3 y 3 respectivamente. Cada observación será un “outlier” moderado si el valor de 
su residuo no está comprendido en el intervalo [-3; 3]. 
Otro gráfico de utilidad es el de los pesos de cada variable en cada componente 
(gráfico de las cargas), que evidencia las relaciones entre las variables originales. Cuando 
dichas variables están posicionadas cerca y sobre el mismo cuadrante, ellas están positiva-
mente correlacionadas, mientras que si están posicionadas sobre cuadrantes diagonalmen-
te opuestos, las variables están negativamente correlacionadas. La información que da ori-
gen a dicho gráfico, se refiere a la contribución de cada variable original en cada CP. Si la 
proyección de una variable sobre cada eje de coordenada (el cual representa a una CP) se 
ubica cerca del origen de coordenadas, esto indica que esa variable contribuye muy poco en 
la formación de esa CP, mientras que si la proyección se ubica lejos del origen, esta varia-
ble tiene una alta contribución en la formación de esa componente principal. 
 
ALGORITMO EM 
El algoritmo EM (Expectation Maximization) es un método iterativo general para ob-
tener la estimación máximo verosímil en una gran diversidad de problemas incluyendo la 
estimación máximo verosímil en situaciones en las cuales existen datos faltantes y el meca-
nismo de pérdida es MAR. 
Cada iteración del algoritmo EM consiste en un paso E (Esperanza) y un paso M 
(Maximización). Estos pasos son conceptualmente fáciles de construir y cada uno tiene una 
interpretación estadística directa. En el paso M se desarrolla la estimación máximo verosímil 
de los parámetros como si no hubiera información faltante. En el paso E se calcula la espe-
ranza condicional de los estadísticos suficientes, dados los datos observados y la estima-
ción obtenida de los parámetros en el paso anterior.  
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La forma general del funcionamiento del algoritmo EM consiste en los siguientes pa-
sos:  
1. Asignar un valor inicial a los datos faltantes. 
2. Estimar los parámetros de interés. 
3. Re-estimar los valores perdidos mediante la esperanza condicional, dado el valor 
estimado de los parámetros y los datos observados. 
4. Comparar los resultados de los dos últimos pasos. 
5. Regresar al paso 2 si no se alcanza la convergencia. 
 
Cuando el algoritmo EM es aplicado a la construcción de un modelo PCA con datos 
faltantes adopta la siguiente forma: 
1. Asignar un valor inicial a los datos faltantes y designar con 
{ },ij paso dd xˆX =ɶ
 la matriz 
“completa”. Se establece en d=0 al paso inicial. 
2. Centrar y escalar la matriz d
Xɶ
. 
3. Construir el modelo PCA con A componentes principales sobre la matriz dX
~
 
 y reestimar los datos faltantes a través de: 
 
ˆ
=
= ∑
A
T
ij ia aj
a 1
x t p
 . 
La aproximación se denota con: { },ij paso d+1d+1 xˆX =ɶ . 
4. Calcular la diferencia en valor absoluto entre dpasoij,xˆ  y 1)(d+pasoij,xˆ  para cada dato 
faltante. Se realiza la suma de dichas diferencias y se la compara con un valor prees-
tablecido. Si dicha suma es menor que ese valor entonces se ha logrado la conver-
gencia; caso contrario se regresa al paso 2.  
Una desventaja de este algoritmo que puede converger en forma muy lenta si existe 
una gran proporción de datos faltantes. 
 
IV- RESULTADOS  
Las componentes principales se calcularon a partir de la matriz de datos originales 
(M1) previa estandarización, a través del algoritmo EM. M1 contiene información de 7 varia-
bles sobre 175 observaciones. Las variancias de las dos primeras componentes principales 
fueron λ1 = 5,999 y λ2 = 0,606, representando, aproximadamente, el 94% de la variabilidad 
total de los datos, criterio aceptable para representar con sólo dos nuevas variables latentes 
la información contenida en M1. Los coeficientes de ambas componentes se muestran en la 
Tabla 1. Se observa que todas las variables influyen similarmente en la primera dirección 
principal, mientras que la segunda componente es fuertemente dependiente de la carga del 
separador 3 (csep). 
Decimocuartas Jornadas "Investigaciones en la Facultad" de Ciencias Económicas y Estadística, noviembre de 2009 
 
 
 
Tabla 1: Matriz de cargas de las dos primeras componentes principales, calculadas  
a partir de información completa 
 
          Variables  
p01 p02 
          ctot
 
          ctri30
 
          ctri40          
          etri30          
                    
 etri40  
 
           csep
 
        dtri         
0.397 
0.396 
0.395 
0.383 
0.382 
0.291 
0.394 
0.013 
-0.025 
-0.211 
-0.064 
-0.280 
 0.925 
-0.127 
 
Con el objeto de comparar en esta aplicación el efecto que tendría la existencia de 
faltantes en la información original, se generaron pérdidas completamente al azar en, 
aproximadamente, un 14% en las diferentes variables de la base de datos disponible (con la 
restricción de que cada unidad de observación tuviera al menos dos mediciones. Las varian-
tes de pérdida global en las 100 matrices con pérdidas generadas, van desde el 7,6% 
(93/1225) al 11,3% (138/1225) y las reducciones del tamaño de muestra abarcan desde el 
35% (n=114) al 56% (n=77) del tamaño de muestra original (n=175). 
 
A partir de cada matriz en las que se generaron las pédidas, se calcularon las com-
ponentes principales a través de EM y un algoritmo clásico que obliga a descartar los indivi-
duos con información faltante. Para evaluar el impacto de la pérdida de información se ob-
servaron los cambios producidos en  las variancias de las dos primeras CP (valor absoluto 
de las diferencias) y la distancia euclídea entre sus vectores de cargas. Estas medidas en-
focan los aspectos más importantes en la interpretación de un ACP: variabilidad explicada 
por las componentes y la estructura de la combinación lineal, que define su interpretación. 
La Tabla 2 resume los resultados obtenidos, a través de los valores máximos y mínimos de 
discrepancia en las 100 matrices que surgieron.   
 
Decimocuartas Jornadas "Investigaciones en la Facultad" de Ciencias Económicas y Estadística, noviembre de 2009 
 
 
Tabla 2. Comparación de los ACP obtenidos a partir de la matriz original (M1) y de matrices     
con pérdidas analizadas según algoritmos EM y Casos Completos. 
Métodos de obtención de 
ACP Medidas de comparación 
(datos sin pérdida vs datos con pér-
dida) EM Casos Completos 
Indicador de 
mejora relativa* 
Variancia de CP1   0,073 0,101 72,2 Diferencia 
Máxima en la Variancia de CP2  0,054 0,087 62,1 
Coeficientes de CP1 0,012 0,060 20,0 Distancia Máxi-
ma entre los Coeficientes de CP2 0,094 0,171 55,0 
Variancia de CP1   0,018 0,051 35,3 Diferencia 
Mínima en la Variancia de CP2   0,002 0,018 11,1 
Coeficientes de CP1 0,002 0,009 22,2 Distancia Míni-
ma entre los  Coeficientes de CP2 0,028 0,043 65,1 
* Porcentaje de la “diferencia” o  la “distancia” de EM respecto de Casos Completos 
  
La Tabla 2 muestra las situaciones extremas en relación a los cambios ocurridos a 
partir de un Análisis de Componentes Principales con pérdida de información en la matriz 
correspondiente al problema tratado. Las discrepancias (diferencias de variancias y distan-
cias entre vectores de cargas) entre los ACP a partir de datos con y sin pérdidas son siem-
pre menores cuando se utiliza el algoritmo EM.  Con Casos Completos la diferencia de la 
variancia de la CP1 con respecto del valor 5,999 obtenido en la muestra sin pérdidas osciló, 
en valores absolutos, entre 0,051 y 0,101. Con EM esa diferencia varió entre 0,018 y 0,073, 
produciendo una mejora relativa que va del 35,3% al 72,2%. Con respecto de la discrepan-
cia entre los vectores de carga, la ganancia relativa del algoritmo EM vs Casos Completos 
varió del 20% al 22,2 para la primera CP y del 55,0% al 65,1% para la segunda.  
 
V- DISCUSIÓN  
La existencia de información faltante frente a la aplicación de técnicas multivariadas 
como ACP, constituye un desafío para el investigador, que no debe ser obviado utilizando 
procedimientos poco eficientes como la eliminación de las unidades incompletas. En los 
últimos años este problema ha sido abordando desde distintas perspectivas, surgiendo dife-
rentes propuestas metodológicas (métodos basados en máxima verosimilitud, métodos ro-
bustos, bayesianos, NIPALS, EM, entre otros) para el tratamiento de la información faltante.   
La utilización del algoritmo EM para la obtención de las componentes principales 
frente a información faltante, posibilita considerar el conjunto total de información disponible 
sin tener que desechar unidades por no tener información completa sobre todas las varia-
bles en estudio.  
Se llevó a cabo un estudio comparativo entre el algoritmo EM y el método de Casos 
Completos, generando repetidamente pérdida de información mediante mecanismos aleato-
rios. En las 100 repeticiones realizadas se produjo pérdidas entre 61 y 98 observaciones, lo 
cual representa del 35% al 56% del tamaño de muestra original. Se evaluó el efecto que 
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produjo esta pérdida de información sobre el ACP obtenido por los dos métodos diferentes. 
Los resultados obtenidos muestran que en la situación estudiada, si se hubiera redu-
cido el tamaño muestral al usar Casos Completos, las conclusiones hubieran podido variar 
sustancialmente, tanto en el porcentaje de variancia explicada por las Componentes Princi-
pales, como en su interpretación.  
 Este trabajo destaca la importancia, frente a la presencia de información faltante,  de 
utilizar métodos de análisis adecuados, que permitan la inclusión de todos los datos dispo-
nibles, sin descartar observaciones por no disponer de su información completa. 
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