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Notações 
Ao longo deste trabalho utilizaremos as seguintes notações: 
:la Função de Bessel do primeiro tipo e de ordem a, 
Ya Função de Bessel do segundo tipo e de ordem a, 
'Pa Polinômio de Legendre de grau a, 
Q. Função de Legendre de segundo tipo e de ordem a, 
snn x Função elíptica de Jacobi, 
cn.~~; x Função elíptica de Jacobi, 
K ( 1<) Integral elíptica do primeiro tipo e módulo ~~:, 
Ei Integral exponencial, 
5(x) Distribuição delta de Dirac, 
j, Derivada parcial de f por x, fx = :~, 
z Complexo conjugado de z, 
a!! a!!= a( a- 2)(a- 4) · · ·k onde k é O!! ou ( -1)!!, tendo deliuido O!!= ( -1)!! = 1, 
Da ordem de, ou seja, se f(t) = O(g(t)) quando t-> to então lim f((t)) = O, 
t--tt.o g t O(·) 
Resumo 
Esta dissertação é uma revisão das soluções das equações de Einstein para sistemas estáticos 
com simetria axial, que são conhecidas como soluções de Weyl. 
Os primeiros capítulos tratam dos aspectos gerais destas soluções. Inicialmente apresentan-
do a forma das equações de Einstein para este caso e as equações para suas geodésicas. Em 
seguida tratamos das singularidades que podem ser encontradas. 
Nos capítulos seguintes são apresentadas várias soluções de Weyl, com algumas informações 
sobre suas interpretações físicas e geométricas. Começando com soluções para distribuições 
de matéria em equihôrio estático, isto é, que não contradizem a estaticidade imposta a estas 
métricas. Depois apresentamos uma série de soluções onde a hipótese de estaticidade não é 
compatível com a distribuição de matéria, essa discrepância é resolvida pelo aparecimento de 
singularidades estruturais. Algumas destas soluções são originais sendo obtidas numericamente. 
Por fim segue um conjunto de apêndices. Entre os quais, um com a descrição dos métodos 
numéricos empregados e as listagens dos programas. 
Abstract 
This dissertation is a review of static axial-symmetric solutions of Einstein equations also 
known as Weyl solutions. 
The first chapters deal with general aspects of these solutions, the form of Einsteiu equation 
and its geodesic equations. Next we study the singularities at these metrics. 
In the following chapters severa! Weyl solutions, also some information about its physic and 
geometric interpretations are presented. Beginning with solutions for matter distributions with 
static equilibrium, tbat is, which agree with the imposed staticty of the metric. We sbow a Jist 
of solutions which contradict this hypothesis, this discrepancy is solved by the existence of strut 
singularities. Some of this solutions are originais and are obtained using numerical methods. 
At the end follows a set of appendices. Among them, there are a description of numerical 
methods employed and the programs Jistings. 
Introdução 1 
Este trabalho foi motivado pela falta, na literatura científica, de uma revisão das soluções 
de Weyl, que são soluções, para a equação de Einstein, estáticas e com simetria axial. Mesmo 
o livro de Kramer et. ai. "Exact Solutions of Einstein's Field Equations" [41] contém apenas 
uma curta seção sobre estas soluções. Outras revisões, também parciais, podem ser encontradas 
em alguns artigos, tais como Bonnor [12], Bonnor e Martins [10] ou Letelier e Oliveira [51]. 
Tentamos então produzir uma revisão o mais completa possível, englobando as soluções com 
suas propriedades físicas e geométricas. 
Uma descriçãú geral das métricas de Weyl é feita no primeiro capítulo. Começando pela 
descrição matemática de suas simetrias e apresentando a forma das equações de Einstein quan-
do estas simetrias são impostas, conhecidas como equações de Weyl. Incluímos, em seguida as 
equações para as geodésicas destas métricas, estas equações serão depois resolvidas numerica-
mente para algumas métricas. Por fim, apresentamos alguns sistemas de coordenadas especiais 
onde também podemos escrever as soluções de Weyl. 
O capítulo seguinte trata do estudo das singularidades. Nele apresentamos as fórmulas 
para alguns invariantes escalares nas coordenadas de Weyl, tratamos resumidamente das sin-
gularidades intermediárias e da caracterização de horizontes nos espaços de Weyl. Em segui-
da, descrevemos as singularidades estruturais1 , que são uma característica de espaçO-tempos 
estáticos. E dedicamos a última seçãú ao estudo das extensões maximais e dos diagramas de 
Carter-Penrose. 
Os terceiro e quarto capítulos são listas de soluções. O primeiro deles trata de soluções em 
equih'brio, ou seja, que não contêm singularidades estruturais. Enquanto o segundo apresenta 
soluções que são sobreposições das anteriores e em geral são sustentadas por estruturas. Para 
muitas soluções foram incluidos os gráficos das funções tP e v, que definem um espaço de Weyl. 
Estes gráficos além de nos dar uma noção qualitativa das soluções, permitem-nos comparar os 
resultados conhecidos analiticamente com os obtidos numericamente. 
O primeiro apêndice contém um resumo dos teoremas sobre singularidades de Hawking e 
Ellis. As definições e teoreroas sã<> bastante úteis para a compreensãú do conceito de singulari-
1 Em inglês o termo empregado é stnJt que significa escorar. Porém como a expressão singularidade de escora 
nos parece cacofônica preferimos uma tradução incorreta. Porém devemos esclarecer que não há nenhuma 
relação destas lringularidadss com a estabilidade ..-ural da teoria de "''U'l<;iles clirenmcims. 
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dade, mas os principais resultados tratam de universos dinâmicos, não se aplicando a soluções 
estáticas, como as de Weyl. 
Em seguida incluimos uma lista com diversos sistemas de coordenadas, que foram empre-
gados ao longo do texto. Preferimos apresentá-los reunidos, pois desta forma servem como um 
pequeno inventário, com os sistemas de coordenadas empregados para o estudo das soluções de 
Weyl. 
No Apêndice C incluimos alguns resultados sobre as soluções multipolares, em coordenadas 
cilíndricas e prolatas. Por fim, no Apêndice D, apresentamos os métodos numéricos e as listagens 
dos programas implementados, bem como um pequeno manual sobre seu uso. A linguagem 
empregada para a implementação destes programas foi C++, enquanto os gráficos e outros 
resultados foram gerados empregando os pacotes matemáticos Matlab e Mathematica. 
Métricas de Weyl 2 
2.1 Equações de Weyl 
A relatividade geral postula que a presença de matéria, ou energia, distorce o espaço e o 
tempo a sua volta. Essa distorção pode ser descrita através da definição de uma métrica, que 
ao ser expre:~sa como um elemento de linha assume a forma 
ds2 = gabdx"dx'. 
Aqui foi empregada a notação tensorial de soma dos índices mudos, dxa representa um deslo-
camento infinitesimal com relação à coordenada xa, onde a = O, 1, 2, 3 e Uab é o tensor métrico, 
com signatura de Lorentz, (+---)ou(-+++). Como ambas são equivalentes podendo ser 
escolhidas arbitrariamente, trabalharemos com o primeiro caso. 
Dada uma distribuição de matéria e energia a métrica fica determinada pelas equações de 
Einstein, que fundamentam toda a teoria da relatividade geral. Estas equações são 
81rG 
GafJ=----;:p-Tab, (2.1) 
onde Gab é o tensor de Einstein, definido como R.. - ~gabR, onde R.. é o tensor de R.icci 
e R = Rg seu traço. Deste modo, o tensor de Einstein está diretamente relacionado com 
a curvatura do espaÇtrtempo. Enquanto Tab é o tensor de energia momento, ou seja, é o 
elemento que contém as informações sobre a distribuição de matéria e energia no espaço. Para 
que não seja necessário manipular constantes ao longo dos cálculos é comum em relatividade 
trabalharmos com sistemas de unidades nos quais a constante gravitacional, G, e a velocidade 
da luz, c, sejam iguais a 1. Também seguiremos essa convenção. 
Como (2.1) é uma equação tensorial ela é composta por 16 equações, mas como estamos 
tratando de espaços sem torsão os tensores são simétricos, reduzindo este número a apenas 
10 equações independentes. Por outro lado, o tensor de Rlcci, Roo, é escrito em função das 
derivadas segnndas de g .. , que são as tncóguitas do problema e assim chegamos a dez equações 
diferenciais parciais não lineares de segunda ordem para determinar as dez componentes inde-
pendentes de 9ab· Enquanto o tenaor T ab em muitos casos também depende de 9ab o que toma 
o problema ainda mais complexo. 
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Para resolver estas equações, foram impostas condições de simetria aos espaço-tempos, o que 
é justificado, pois os objetos astronômicos possuem simetrias. Outra simplificação é considerar 
a métrica estática, isto é, supor que as fontes do campo gravitacional são imóveis. Porém, esta 
última simplificação nem sempre é compatível com a realidade observada; por exemplo, se dois 
corpos estiverem sob gravitação mútua, eles tenderão ao movimento, a menos que alguma força 
não gravitacional os sustente imóveis. Essa incompatibilidade possui implicações que serão 
tratadas na Seção 3.5. 
Outro fator que simplifica consideravelmente as equações é buscar soluções apenas para o 
vácuo, ou seja, considerar Tab = O. Isso equivale, no caso Newtoniana, a tomar a equação de 
Laplace VlV = O, ao invés da equação de Poisson V2V = p. Com isso não só tornamos as 
equações homogêneas, como também podemos simplificar as próprias equações que passam a 
ser escritas como 
R"' =O. (2.2) 
Em 1916 surgiu a primeira solução exata das equações de Einstein, a solução de Schwarzschild. 
Esta métrica, que depois veio a definir o que hoje conhecemos como buracos negros, é a solução 
das equações de Einstein para o vácuo (2.2) estática e com simetria esférica, dependendo ape-
nas de coordenada radial, o que transforma as equações diferenciais parciais em ordinárias. 
Retomaremos a esta solução como um caso particular das soluções de Weyl (veja a Seção 4.5). 
A simetria esférica é muito restritiva pois a métrica só pode depender de uma das quatro 
coordenadas do espaço-tempo. Esta restrição é tão forte que existem teoremas de unicidade, 
impondo que a solução de Schwaxzschild seja a única solução estática com simetria esférica 
para o vácuo. Um caso menos restritivo, e conseqüentemente mais rico em soluções, é o que 
considera espaços estáticos com simetria axial. Com esta hipótese a métrica pode depender 
de duas coordenadas do espaço-tempo, sendo independente apenas do tempo e do ângulo de 
rotação em relação ao eixo de simetria. Este foi o caso tratado por Weyl, e que recebeu seu 
nome. 
Vamos agora mostrar os passos principais para a obtenção das equações de Weyl. Inicial-
mente serão impostas as simetrias. A forma matematicamente correta de impor estas condições 
é determinar os campos vetoriais que correspondem a estas simetrias, ou seja, os campos de 
Killing. No nosso caso teremos um campo vetorial tipo-tempo, (, e um tipo-espaço, Ç, hiper-
super:fície ortogonais. Então impomos que a métrica seja invariante sob translações ao longo 
das linhas de fluxo destes campos. Empregando a derivação de Lie podemos escrever estas 
restrições como 
Cçg"' = Cr_g"' = O, (2.3) 
onde Cç,{ denota a derivada de Lie com relação ao campo (ou Ç. 
Como estamos buscando um sistema de coordenadas especifico, não precisamos trabalhar 
com caracterizações invariantes; podemos deade já determinar que as coordenadas serão adap-
tadas a esse campos de Killing. Escolhendo 3!' como deslocamento ao longo de ( e x" ao longo 
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de ~ e então substituindo x0 por t e x3 por {{1, que definimos como ângulo de rotação em relação 
ao eixo de simetria. Conseqüentemente a métrica não terá dependências com relação a estas 
coordenadas. Além disso, os termos cruzados que envolvem dt ou dt,p devem ser nulos, pois caso 
contrário ao invertermos o sinal de uma destas coordenadas, t ---t -t ou <p ---t -cp, alteraríamos 
a métrica. Impostas estas restrições podemos escrever o elemento de linha correspondente a 
um espaço de Weyl como 
,..., .. 2 
ds = Aa' - 'Y;;dx'dx' - Bdrp , (2.4) 
onde A, B e /ij são funções apenas de x1 e x2 e os índices i, j assumem os valores 1 e 2. 
Como o elemento de linha deixa de ser diagonal apenas com relação à.s coordenadas x1 e x2, 
e qualquer métrica bidimensional é conformalmente plana podemos aplicar uma transformação 
de (x1,x2)-+ (r,z) que leve (2.4) em 
ds2 = Adf- D(dr2 + dz')- Bdrp2 , (2.5) 
onde A, B e D são funções de r e z. A partir deste ponto empregaremos a seguinte numeração 
das coordenadas (x0 ,x\x2,x3 ) = (t,r,z,cp). 
Até aqui, apenas pela aplicação das simetrias impostas, reduzimos o problema de determinar 
as 10 funções de Dab parao problema de determinar apenas as funções A, B e D. Podemos agora, 
através da imposição das equações de Einstein para o vácuo (2.2), reduzir para apenas duas 
incógnitas, tfo e v, ficando com 
(2.6) 
onde as exponenciais foram incluídas por conveniência e as funções tP e v dependem apenas das 
coordenadas r e z. Para completar a definição das soluções de Weyl devemos fixar os intervalos 
de definição das coordenadas. Tomaremos então os intervalos 
-oo<t<oo, -oo<z<oo, O<r<oo, 
onde identificamos cp = O com cp = 27!". Com esta identificação impomos a topologia cilíndrica, 
R x (R' x S), que cara<:teriza as soluções de Weyl. 
Sob as condições descritas acima as equações de Einstein para o vácuo (2.2) são reduzidas 
ao sistema de equações 
"<;?2</> = </>,. + </>r + </>zz = O, 
r 
v[</>]= j r[(</>~- </>~)dr + 2</>r </>zdz], 
que são conhecidas como equações de Weyl. 
(2.7) 
(2.8) 
Note que a integral que define a função v será sempre bem definida pois (2. 7) é exatamente 
a condição de integrabilidade de (2.8). Uma dedução mais detalhada destes resultados pode ser 
encontrada no livro de Synge [66]. AiJ funções</> e v algumas vezes são chamadas de potenciais 
de Weyl. Para campos fracos ~ lng, = 4> aproxima o potencial Newtoniana. 
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Na verdade, para que possamos escrever a métrica na forma (2.6), não é necessário que as 
equações de Einstein para o vá<:uo (2.2) sejam satisfeitas integralmente. Basta que a relação 
R[+~=O (2.9) 
seja válida. Quando esta relação e a.s condições de simetria descritas acima são satisfeitas, 
podemos escrever as equações de Einstein (2.1) como segue [58] 
\12 <{> = -47re2(•-<') (To'- T;'), (2.10) 
(2.11) 
(2.12) 
(2.13) 
Um dos aspectos que tornaram as métricas de Weyl importantes é que a equação (2.7) é 
exatamente o Laplaciano em coordenadas cilíndricas com simetria axial, ou seja, é linear e suas 
soluções já foram estudadas, no contexto da gravitação Newtoniana, por isso a função ifJ é muitas 
vezes chamada de Imagem Newtoniana da solução, como foi sugerido por Letelier e Oliveira [48]. 
Mas devemos tomar cuidado com esta nomenclatura, pois, embora aos pontos singulares de ifJ 
correspondam as fontes da solução, o significado real da métrica pode diferir consideravelmente 
de sua Imagem Newtoniana, como veremos nos casos da métrica de Schwarzschild, cuja Imagem 
Newtoniana é uma barra, e do espaço de Minkowski acelerado, cuja função if> é singular sobre 
uma linha semi-infinita. 
O processo de obter uma solução de Weyl partindo de uma solução conhecida da equação 
de Laplace é matematicamente simples. Porém toma impossível uma interpretação a priori 
da solução obtida. Por outro lado, a escolha do sistema de coordenad.as foi determinada por 
critérios puramente matemáticos, o que obscurece as propriedades físicas da solução. Assim 
surge o problema de interpretar corretamente uma solução de Weyl. Além disso como estamos 
fixos a um sistema de coordenad.as particular estamos presos à carta deste sistema, conseqüen-
temente toda a informação <lisponível refere-se a apenas um aberto contido na variedade do 
esp~tempo. Este aspecto será tratado com mais detalhes na Seção 3.6, sobre extensões 
maximais. 
A integral (2.8), que chamaremos de integral de Weyl, engloba os aspectos não lineares das 
equações de Einstein. Deste modo, ao contrário da equação de Laplace, a soma de soluções não 
é uma solução. O que dificulta a sobreposição de métricas já conhecidas, entretanto existem 
algumas identidades [48] que podem ser úteis 
v[</>, .P] = j r [(q,,.p,- </>,,P,) dr + (<f>,!/Jz + <{>,,P,) dz], 
v[ <f>+ ,P] =v[ <f>]+ v[,P] + 2v[</>, ,P], 
v[a<P] = a'v[<P], 
(2.14) 
(2.15) 
(2.16) 
2.2. GEODÉSICAS NAS COORDENADAS DE WEYL 
v[ql(a)] = limv[ql(b),ql(a)], 
·~· 
v[ql, .P] = v[,P, ql], 
v[ql, .P] = v[if;, i/i], 
!v[ql(a),,P] =v [ât~a) ,1/1]. 
a é uma constante, a e b são parâmetros. 
2.2 Geodésicas nas Coordenadas de Weyl 
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(2.17) 
(2.18) 
(2.19) 
(2.20) 
Uma característica que diferencia a relatividade geral da gravitação Newtoniana é que a 
primeira já traz, incluida em suas equações de campo, as equações de movimento. Embora 
ambos os casos tenham uma certa equivalência matemática, a trajetória de uma partícula de 
teste, ou seja, uma partícula sujeita ao campo gravitacional mas cuja massa é desprezível, será 
dada por uma curva estacionária de um funcional, conhecido como integral de ação. Porém 
na gravitação Newtoniana este funcional consiste de um adendo à teoria, baseado na função 
Lagrangeana, enquanto na relatividade geral ele é o próprio comprimento de arco da trajetória, 
dado por 
(2.21) 
Nesta expressão o ponto denota derivação com relação ao parâmetro u. 
Como na relatividade geral a métrica não é definida positiva, podemos ter três situações: 
9®j;Gj;b maior, menor ou igual a zero. Quando g00Xa:if > O as curvas estacionárias de S são 
trajetórias de partículas de teste. Se g .. xai! = O são raios de luz. Enquanto o caso g"'X"i! < O 
não tem significado físico. 
O conhecimento das trajetórias de partículas teste é de grande utilidade para a compreensão 
das forças gravitacionais inerentes a uma determinada solução. Isso nos permite inferir algumas 
propriedades relativas à fonte deste campo gravitacional. Simultaneamente, em termos da 
geometria, o conhecimento daB geodésicas nos permite uma melhor compreensão do espaço-
tempo. 
Apresentamos agora as equações para o cálculo das geodésicas com base em princípios varia-
danais. Poderíamos também calcular as geodésicas com base em suas propriedades geométricas, 
como ser a curva cujo vetor tangente é transportado paralelamente. 
Primeiramente, chamamos a atenção para o fato de que uma curva será estacionária com 
relação a (2.21) se e, somente se, também o for com relaçã.o a 
S' = J g .. x•x• du, (2.22) 
Conseqüentemente, como este funcional é mais simples, é nele que os cálculos baseiam-se. 
Agora, se definirmos K = gooXaf!, podemos dizer que, com uma escolha adequada do 
parâmetro u, que chamaremos parâmetro afim, o valor de K não se altera ao logo de uma 
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geodésica, pois ele é o quadrado da nonna do vetor tangente a curva. E como sabemos, este vetor 
é propagado paralelamente. Como estamos em um espaço pseudo-Riemaniano, com signatura 
de Lorentz, K poderá assumir qualquer valor real. Quando K = O a geodésica associada é uma 
geodésica nula, e representa a trajetória de um raio de luz. Caso contrário, devido á escolha 
do parâmetro u, K pode a:;sumir os valores 1 ou -1. De acordo com a signatura que estamos 
adotando quando K = 1, esta geodésica será tipo-tempo e representará a trajetória de uma 
partícula teste, que como no caso Newtoniana não será influenciada pela massa da partícula. 
O caso K = -1 que representa uma geodésica tipo-espaço. Sintetizando temos 
K = Oaõ:i:a:i;b = a, (2.23) 
onde a é a constante que determina o tipo da geodésica 
{ 
-1 geodésica tipo-espaço 
a = O geodésica nula 
1 geodésica tipo-tempo. 
Aplicando os princípios variacíonais a (2.22) chegamos à.s equações de Euler-Lagrange 
aK d aK 
ax• - du axo =o. <2·24) 
Temos então cinco equações (2.23)-(2.24) para determinar as quatro funções que parametrizam 
a geodésica. Podemos, assim, ignorar uma delas. 
De posse das equações genéricas vamos aplicá-las ao elemento de linha (2.6) para obtermos 
as equações que determinam as geodésicas em um espaço de Weyl. Expandindo (2.23) obtemos 
a seginte expressão 
~i'- e2i.v-<l) (r'+ i') - ?e-24>rp2 =a. 
Do mesmo modo substituindo xa = t, r, z, r.p em (2.24) teremos 
t = -2i (</>.f+ tf>zz), 
<ii = 2~ ( t/>rf+ t/>zz- ,-t) , 
T = ~'e-24> ( 2i'tf>r + T) - 2fz (llz - t/>z) - f'vr + z2 (llr - 2</>r) - atf>re-2(v-ó), 
z = ~'e-24> ( 2r2 t/>z +r) - 2fz (vr - t/>r) -f' v, + z' (vz - 2</>z) - atf>,e-'(v-<1). 
Os subescritos indicam derivação pardal com relação à coordenada indicada e os pontos indicam 
a derivada total com relação ao parâmetro afim u. 
Embora o cálculo das geodésicas seja um problema de valor inicial para equações diferen-
ciais ordinárias é difícil encontrar suas soluções analíticas, pois as funções tP e v podem ser 
muito complexas. Deste modo desenvolvemos um programa que resolve numericamente estas 
equações. Foram empregados métodos convencionais para equações diferenciais ordinárias, co-
mo os métodos de Runge-Kutta. No Apêndice D apresentamos tanto os algoritmos quanto as 
listagens dos programas, em C++ empregados. Para algumas soluções dos Capítulos 4 e 5 foram 
incluídas as trajetórias espacíais de suas geodésicas tipo-tempo. 
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2.3 Coordenadas Especiais 
Coordenadas de Lewis 
O elemento de linha (2.6) é o mais usado, as vezes com pequenas alterações, para descrever 
os espaços de Weyl, mas não é o único. Outro elemento, utilizado por alguns autores, é obtido 
empregando as coordenadas de Lewis, x e y 
(2.25) 
As funções p, x e 7, dependem apenas das coordenadas x e y, e satisfazem as equações de 
campo 
Pxx + PVII = O, 
p,x, + P.x. + p(x,, + x .. ) = o, 
'Yu + 'YYY = ~ - 2iXyX. - x;, 
1 lryap = 2ffp+ p(ax)', 
onde a = a, + i8,. 
(2.26) 
(2.27) 
(2.28) 
(2.29) 
As métricas (2.6) e (2.25) são totalmente compatíveis, pois como a função p é harmônica 
sempre existe f tal que 
2p(x, y) = f(x + iy) + f(x- iy). 
Então, definindo a transformação de coordenadas 
2r = f(x + iy) + f(x- iy), 
2iz = f(x + iy)- f(x- iy), 
podemos mostrar que as soluções nas coordenadas de Weyl e de Lewis são relacionadas por 
e'>= laj +iajl' e'" ax 8y , x=<fo. 
Coordenadas de Schwarzschild 
Como a simetria esférica é um caso especial da simetria axial a métrica de Schwarzschild será 
um caso particular das métricas de Weyl. Na Seção 4.5 veremos que a solução de Schwarzschild, 
em coordenadas de Weyl, é dada por 
_~I (JL +R;-)2 - 4m2 
v - 2 og 41LR;- , (2.30) 
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Figura 2.1: Transformação para coordenadas de Schwarzschild. 
onde definimos R~ =r+ (z ± m)2 • O elemento de linha (2.6) para esta métrica assume a 
forma 
ds2 = il!df- ! (dr2 + dz')- ' 2!1?', 
onde il!= R_+J4-2m R...+J4+2m' 
(R_+ 14)'- 4m2 
T= 4R_J4 . 
Para colocarmos esta solução na sua forma convencional 
basta aplicarmos a transformação 
r= Jri'- 2mpsin9, z= (p-m)cosO. 
(2.31) 
(2.32) 
É importante notar que esta transformação só é válida para p > 2m, isto é, a solução (2.30) 
está relacionada apenas com o exterior do horizonte de eventos da métrica de Schwarzschild. 
A relação entre as coordenadas de Weyl e de Schwarzschild pode ser vista na Figura 2.1. 
Note que o raio de Schwarzschild toma-se a barra r = O e -m < z < m, enquanto a órbita de 
Schwarzschild, no plano equatorial, dada por p = 3m, torna-se r = v'am. 
Podemos agora aplicar a tranaformação (2.32) a uma métrica de Weyl arbitrária. Este 
processo pode ser útil para compreendermos algumas métricas, principalmente as multipolares, 
descritas na Seção 4.11, pois são, em certo sentido, próximas da métrica de Schwarzschild. 
Deste modo, obtemos as solução de Weyl em coordenadas de Schwarzschild 
ds2 = e'-~>df- e2(•-o) (s +:;: sin2 o) (d: + p"'dO')- p"'Ssin2 9e-'-~>dcp2, (2.33) 
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onde S = 1 - 2mp-1 e as funções ~ e v estão escritas em termos das novas coordenadas p e 
e. Notando que R±= IP + m(±cos e- 1)1 e que p >2m podemos reescrever as funções 1> e v 
relativas a solução de Schwa.rzschild como 
Singularidades 3 
3.1 Introdução 
Singularidades são elementos comuns nas soluções das equações de Einstein. Porém, as 
soluções com que estamos acostumados a lidar são altamente simétricas. Observando-se isso 
levantou-se a questão de que estas singularidades seriam frutos puramente das simetrias im-
postas e não resultados que representem fenômenos naturais. Esta questão foi respondida por 
Hawking e Ellis [31] que, sob algumas condições, demonstraram que toda solução das equações 
de Einstein possui singularidades. Porém como estes teoremas se aplicam a espaço-tempos 
evolutivos as soluções de Weyl não satisfazem suas condições. Mesmo assim, apresentamos um 
resumo dos resultados relacionados com estes teoremas no Apêndice A, como a definição de 
singularidades baseada na incompletude geodésica, que se aplica a qualquer espaço-tempo. 
Como as soluções são sempre dadas em um sistema de coordenadas específico, enquanto 
as propriedades físicas de uma métrica devem ser invariantes, temos o problema de determi-
nar se as singularidades que encontramos são de natureza física ou provocadas pelo sistema 
de coordenadas. Para conseguirmos fazer essa distinção, podemos empregar os invariantes es-
calares, definidos na próxima seção. Como eles não dependem do sistema de coordenadas, suas 
singularidades são consideradas reais. 
Além das singularidades invariantes, isto é, que não dependem do observador, podemos 
pensar em singularidades que sejam sentidas por observadores especiais. Por exemplo, aque-
les em queda livre. Estas singularidades não são invariantes, pois dependem do sistema de 
coordenadas, porém são físicas, pois poderiam, ao menos em princípio, serem testadas experi-
mentalmente. Tratamos suscintamente deste caso na seção sobre singularidades intermediárias. 
Aa duas últimas seções deste capítulo tratam de características específicas dos espaços de 
Weyl, como a determinação de seus horizontes e a definição das singularidades estruturais, que 
são oriundas da estaticidade. 
3.2 Invariantes Escalares 
Qualquer função escalar é invariante sob transformações de coordenadas. Assim se pudermos 
contruir escalares com significado geométrico teremos alguma informação invariante sobre a 
geometria. Os invariantes que apresenta.m05 aqui são construidos por contrações do tensor de 
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Riemann, que é definido pela expressão 
~~o1 = akrj, - &r;k + r;krf, - r~rfk· 
Como estamos tratando de soluções sem torsão, r é o símbolo de Cbristolfel 
k 1 ~(R ) ri;= - 2g Ui9l; + a;Yiz- &9i; . 
Vale lembrar que as métricas de Weyl são soluçõff! para o vácuo e portanto o traço do tensor 
de Riemann é nulo. O tensor de Weyl Ciikl é o tensor de Riemann subtraído de seu traço, então 
este dois tensores são idênticos nestes espaços. 
Nas coordenadas de Weyl (2.6) podemos escrever as componentes não nulas do tensor de 
Riemann como [10] 
e-2(v-•P) R2121 - -r-2e2(v-.P) Raoao = Q, 
-r-2e24> ~3 - e-24' R1010 = P, 
e24> ~020 -r-2 e24> R1a1a = S, (3.1) 
-r-2 e'141 R2313 = T, 
Com estes resultados podemos definir os invariantes desejados. Apresentamos aqui as 
fórmulas para dois deles: o escalar de Kretschmann 
(3.2) 
e o invariante cúbico 
(3.3) 
3.3 Singularidades Intermediárias 
Como dissemos, uma singularidade sentida por um observador em queda livre pode ser 
considerada física. Para estudarmos o que seria visto por este observador utilizamos as projeções 
do tensor de Riemann sobre as tetradas ortogonais naturais, que são definidas a partir de 
uma geodésica tipo-tempo, tomando 'O vetor unitário tangente a curva e três vetores espaciais 
unitários, todos ortogonais entre si e propagados paralelamente ao longo da curva. Nestas 
condições as componentes não nulas e independentes do teusor de Riemann são [51] 
%& = 1< [<f>" H:(2- r<f>r)- <1>:(1- 3r</>r)], 
R;i!i = 1< [<Pu+ </>~(1- r<Pr) + </>~(2- 3r<Pr}] , 
Rwz = 1< [<Prz + 3<Pr<f>.(l- 3r<f>,.) + r<f>!], 
oude definimos "" = exp 2( q, - v). 
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3.4 Horizontes nas Métricas de Weyl 
Na relatividade geral o conceito de horizonte é modelado pelas propriedades do horizonte 
de eventos da métrica de Schwarzschild. Tentando generalizar esse conceito para aplicá-lo a 
outras métricas, Carter [14] definiu os horizontes de Killing. Estes horizontes são definidos 
como superfícies nulas, tais que seus geradores sejam proporcionais aos vetores de Killing de 
uma isometria tipo-tempo. No caso das soluções de Weyl a norma de vetor de Killingtipo-tempo 
é dada por efJ. De modo que, nas regiões onde <P -t -oo temos horizontes de Killing. 
3.5 Singularidades Estruturais 
As singularidades estruturais surgem da incompatibilidade de algumas distribuições de 
matéria com a restrição de estaticidade. Esta incompatibilidade também existe na física New-
toniana, porém ela não é detectada pelas equações de campo, enquanto que na relatividade, 
como as equações de campo incorporam as equações de movimento, esta incompatibilidade 
não só é detectada como também resolvida pelo surgimento de singularidades que sustentem a 
estaticidade. Obviamente estas singularidades não representam nenhum fenômeno físico, elas 
são apenas o resultado de uma restrição matemática inadequada ao modelo. 
Nas métricas de Weyl estas singularidades podem aparecer sob duas formas. No eixo z lig-
ando dois corpos, ou um corpo e o infinito, como violação da condição se suavidade e1ementar1. 
Ou, quando um dos corpos que tende ao movimento for um anel, esta singularidade aparece co-
mo uma descontinuidade da função v, no interior deste anel. Chamaremos esta descontinuidade 
de membrana [51]. O Capítulo 5 contém várias soluções que servem como exemplo para ambos 
os casos. 
A condição de suavidade elementar é a exigência de que em cada ponto do espaço-tempo 
exista uma vizinhança difeomórfica ao espaço de Minkowski. Olhando para uma superfície no 
li' esta condição é equivalente à existência de um plano tangente em cada ponto da superfície. 
Deste modo, o equivalente a uma singularidade estrutural ocorre no vértice de um cone usual 
em li'. Por este motivo esta singularidade também é chamada de singularidade cônica. 
Como os espaços com que estamos lidando são estáticos e com simetria axial, a condição 
de suavidade elementar equivale a exigir que a coordenada angular, r.p, tenha a periodicidade 
convencional, 21r, sobre o eixo de simetria. Para isso é necessário que [41] 
limx .• x .. =1 
eixo 4X ' 
onde X = Ç,~ é norma do vetor de Killing espacial. Nas coordenadas de Weyl esta condição 
simplifica-se em [51] 
limv =O. ,....., (3.4) 
Como estas singularidades sustentam os corpos em oposição à força gravi.tacional, podemos 
calcular as forças de compressão que elas exercem. Para as estruturas estas forças Fz, são 
'Em Wglês 11/ernentMy F1atness Oondition. 
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calculadas integrando r; em um disco centrado em r = O e com as coordenadas t e z fixas 
Fz = f T;dn, Jdisco 
onde dn é um elemento de superfície. Aplicando diferentes definições para este elemento teremos 
diferentes expressões para a força, mas que ao menos em primeira ordem são equivalentes. 
Tomando o elemento de superfície da sub-variedade bidhnensional, definido quando fixamos 
tez em (2.6), que é dado por da= ff'-24>rdrd<p obtemos então a expressão [51] 
F,=~ (e-v(o,.,) -1). (3.5) 
Se utilizássemos o elemento de superfície da= yfgfdrd<p = e><v-4>ldrd<p a força de compressão 
seria dada por 
F,= ~(1- e"<0"l). 
Note que para valores de v pequenos as duas definições coincidem. 
Estas estruturas são gravitacionalmente inertes, pois a densidade Newtoniana associada a 
um corpo é 
PN = P+PI +P2+P2, 
onde p e Pi são os autovalores do seu tensor de energia momento. Então como no caso das 
estruturas temos que -p = Pz >O, conseqüentemente PN =O. Por outro lado -p = Pz >O é a 
equação de estado para as cordas cósmicas [49], [51], [35], [45] e [55]. 
3.6 Extensões Maximais 
Nas seções anteriores falamos que as singularidades poderiam ser físicas ou geradas pelo 
sistema de coordenadas. Com os invariantes escalares podemos distinguir entre estes dois tipos 
de singularidades, mas além de saber que uma singularidade não é física desejamos também 
eliminá-la, de modo que possamos estudar as características do espaço diretamente. 
Em termos topológicos, as singularidades falsas estão ligadas ao fato de que os sistemas 
de coordenadas são definidos como um difeomorfismo entre um aberto, contido na variedade 
que desejamos estudar, e um aberto contido em Rn, no caso da relatividade em F. Elas 
simplesmente marcam o fim do domínio de definição do sistema de coordenadas, ou seja, são 
pontos em que o mapeamento deixa de ser difeomórfico. Nestas regiões somos obrigados a 
considerar outra carta, ou seja, outro difeomorfismo definido em um aberto que contenha esta 
região. 
Na teoria da relatividade surge o problema de não sabermos, a priori, qual a topologia da 
variedade onde estamos resolvendo as equações. De modo que não podemos definir um conjunto 
de cartas que cubra toda a variedade e então escrever a ·solução em cada uma destas cartas. O 
que normalmente ocorre é que uma solução é obtida em um sistema de coordenadas escolhido 
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arbitrariamente, como no caso das soluções de Weyl, e então tentamos encontrar uma variedade 
que a contenha. 
Um exemplo deste processo é a obtenção da métrica de Kruskal [42]. Schwarzschild resolveu 
as equações de Einstein impondo que ela possuisse simetria esférica obtendo o elemento de linha 
(2.31). Porém esta métrica possui uma singularidade de coordenadas sobre a esfera p =2m, 
como podemos ver no primeiro gráfico da Figura 3.1, onde os cones de luz não interceptam a 
hipersuperfície p =2m. Porém se calcularmos o tempo próprio ao longo da trajetória de uma 
partícula em queda livre radial vemos que ela atinge a singularidade real, em p = O, com tempo 
finito. 
/ 
/ 
---
Figura 3.1: Geodésicas nulas da métrica de Schwarzschild e métrica de Kruskal.. 
A transformação que Kruskal [42] encontrou leva a região exterior desta métrica, p > 2m, 
para a região lt'l < x' do plano x'- t', exposta no segundo gráfico da Figura 3.1, onde as linhas 
tracejadas indicam as linhas p = const e as pontilhadas t = const. Porém a nova métrica não 
é singular quando t' = ±x', o que permite a expansão de seu domínio de definição para toda 
a região entre as linhas que correspondem à p = O e que são singularidades físicas. Temos 
assim um espaço que contém a métrica de Schwarzschild e que não possui singularidades de 
coordenadas. Dizemos então que a métrica de Kruskal é a extensão maximal da métrica de 
Schwarzschild. 
Na verdade a métrica de Kruskal é mais do que apenas a extensão maximal da métrica de 
Schwarzschild. Ela é também conformalmente plana, ou seja, a sub-métrica da superfície t!- x' 
pode ser escrita como 
onde !12 é uma função não nula e positiva. Isso significa que os ângulos e proporções entre 
vetores na métrica de Kruskal são os mesmos da métrica de Minkowski. Conseqüentemente, as 
geodésicas nulas são linhas retas ortogonais entre si. 
De posse da extensão maximal de uma métrica, escrita em coordenadas conformalmente 
planas, podemos, aplicando transformações conformais, reduzir os intervalos de definição das 
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r=-0 
I= O 
Figura 3.2: Diagrama de Kruskal. 
coordenadas a intervalos finitos, obtendo os diagramas de Ca.rter-Penrose. Para a métrica de 
Kruskal temos o diagrama da Figura 3.2. 
Em geral encontrar o diagrama de uma métrica é uma tarefa complexa. Poém para métricas 
que satisfaçam algumas condições, podemos aplicar o método descrito por Walker [69]. 
Este método sistematiza os passos necessários para obter o diagrama de Carter-Penrose 
de superfícies tipo-tempo, bidimensionais, estáticas e totalmente geodésicas. Vale lembrar que 
uma superfície é considerada totalmente geodésica quando todas as geodésicas que a tangenciam 
em algum ponto estão totalmente contidas em seu interior. Daqui para frente trataremos as 
superfícies que satisfaçam estas restrições por T. 
Como esta é uma superfície bidimensional sua métrica induzida pode ser escrita em um 
sistema de coordenadas tal que 
ds2 = Fdt' - dr' F' (3.6) 
onde F é a norma do vetor de Killing tipo-tempo em T. Esta função depende somente da 
coordenada r, pois como a métrica é estática, F não pode depender de t, e como a superfície é 
totalmente geodésica podemos escolher um sistema de coordenadas tal que as demais coorde-
nadas sejam constantes em T. 
Para podermos determinar quais singularidades são físicas, precisamos definir um invariante 
escalar em T; uma escolha adequada é a curvatura intrínseca de Gauss, que neste caso será 
escrita como 
K= ~rPF 
2 dr2. 
A suavidade de K será exigida em todas as extensões realizadas. 
(3.7) 
Como veremos, se F e K forem suaves, para todos os valores de r todas as geodésicas em 
T poderão ser estendidas até a completude. Porém se uma destas funções for singular para 
algum valor r= r0 então as geodésicas que alcançarem r0 , com comprimento afim finito, serão 
incompletas e inextensíveis, enquanto os pontos onde F = O definem horizontes de Killing, 
implicando que as geodésicas que chegarem a estes pontos serão incompletas mas extensíveis. 
É por estas regiões que poderemos estender o doiDÍilio de definição da métrica. 
Quando observamos o infinito r -+ ±oo devemos analisar se a métrica é assintoticamente 
plana ou não. No primeiro caso ela é bem comportada nesta região, enquanto o contrário indica 
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a existência de singularidades no infinito. Avaliando o elemento de linha (3.6) notamos que a 
métrica será assintoticamente plana se F ,. 1 quando r -T oo, valendo o mesmo para o infinito 
negativo. Porém, na verdade, basta que F aproxime-se de um valor finito e constante, pois 
neste caso é possível aplicar uma transformação que reescale as coordendas, fazendo com que 
nas novas o espaço seja assintoticamente plano. 
Para a aplicação do método o primeiro passo é identificar as raizes da função F, que tratare-
mos por ai, onde i = 1, 2, 3, ... , n, escolhidas de modo que 
-oo < a1 < ~ < aa < ... < an < oo. 
Então, definindo ao = -oo e ítn+1 = oo dividimos a superfície T em n + 1 regiões 
T; = {(t,r)l- oo < t < oo, a; :S r :S ai+1}. 
Introduziremos agora coordenadas nulas em cada uma destas regiões. Para isso fixamos ri 
entre ai e ai+l· No caso em que 1i for singular escolhemos ri= r 0, caso contrário ri é arbitrário. 
E então definimos as tranformações 
[ 
dw 
U;=t+ r, F(w)' 1r dw v; =t- r, F(w)' (3.8) 
que levam a métrica de T em ds2 = Fd'Ujdvi. Este novo elemento de linha será suave em 
-oo < 'Ui < oo e -oo < Vi < oo se F for suave em 1j. 
• b ' 
Figura 3.3: Blocos básicos. 
Para obtermos o diagrama correspondente à superfície compactificamos independentemente 
cada região de T. Quando F > O definimos 
t -1 'Pi = an 'Ui, 
Esta transformação leva cada região de Tem um dos blocos básicos, que são vistos na Figura 3.3. 
• Se na região 1j a função F for regular mas não assintoticamente plana Ti será transformada 
em um bloco do tipo 'a'; 
• Se Ti for tal que Gi < r < oo e F for assintoticamente plana no infinito então o bloco 
correspondente será o 'b', onde o infinito é representado pelas linhas duplas. Se o intervalo 
da coordenada r for -oo < r < at+l então o bloco resultante será também o 'b' porém 
agora ele estará relletido horizontalmente; 
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• Por último, quando Ti for singular, isto é, quando ela estiver restrita ao intervalo r0 < 
r < "<+1> o bloco resultante será o 'c', onde a linha tracejada representa a singularidade 
r = r0• Se o intervalo correspondente for ~ < r < r0 então, como no caso anterior o bloco 
'c' será refletido horizontalmente. 
A1; linhas pontilhadas em cada bloco representam regiões onde r 
órbitas do vetor de Killing. 
const, sendo portanto 
t=-inf 
t=- inf 
Figura 3.4: ReHexões em te em r. 
Nas regiões onde F < O as coordenadas r e t têm suas características de tempo ou espaço 
invertidas. Os blocos correspondentes a estas regiões são obtidos da mesma maneira, exceto 
pelo fato das coordenadas Ui e Vi serem substituídas por seus negativos. Portanto estes blocos 
serão rotacionados com relação aos blocos onde F > O, isso é com a coordenada r variando 
verticalmente e t horizontalmente. As órbitas do vetor de Killing, que agora são tipo-espaço, 
servem para explicitar em quais blocos F é maior ou menor que zero. 
Como conseqüência da simetria discreta t ~ -t podemos refletir os blocos no sentido de 
variação da coordenada t, veja o primeiro gráfico da Figura 3.4. Ao passo que invertendo 
os papéis das coordenadas Ui e vi, na transformação (3.8), refletimos o bloco com relação a 
coordenada r, como no segundo gráfico da Figura 3.4. Estas reflexões serão úteis para permitir 
um número maior de ligações entre os blocos. 
Figura 3.5: Ligações possf..,;,.. 
Tendo listado os blocos relacionados com a superfície T o próximo passo, para obter o seu 
diagrama de Carter-Penrose, é unir estes blocos de todas as maneiras possíveis. Porém estas 
ligações devem ser feitas de modo que a coordenada tipo-tempo, r ou t dependendo do bloco, 
sempre varie verticalmente e a curvatura intrínseca de Gauss seja suave através de todas as 
uniões. 
Para esclarecer como estas ligações podem ser feitas apresentamos a Figura 3.5 como exem-
plo. Estes dois blocos podem ser ligados de duas formas distintas. A primeira unindo as arestas 
etiquetadas com o número 1. Note que para realizar esta ligação primeiro devemos refletir o 
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bloco Ti com relação à coordenada r. A outra possibilidade é unir as arestas marcadas com 2. 
Os dois resultados possíveis são apresentados na Figura 3.6. O diagrama 'a' é o resultado da 
união pelas arestas 1 e 'b' pelas arestas 2. 
=<.J+Z 
Figura 3.6: Unindo os blocos. 
Como foi assumido que K é suave através de r = ai+1 , para mostrarmos que estes blocos 
podem ser unidos adequadamente bw:~ta mostrarmos que existe um sistema de coordenadas em 
uma vizinhança da aresta r = ai+l· 
Considerando primeiramente a configuração 1, definimos 
dr 
du=dt+ F. 
Então, após manipulações simples temos o elemento de linha 
ds2 = Fdu2 - 2dudr, (3.9) 
que é suave em r= lli+l, permitindo assim que a coordenada r agora assuma valores em todo o 
intervalo (ai! a,;+2). Deste modo, o sistema de coordenadas cobre suavemente ambos os blocos. 
No caso da segunda configuração, basta defininnos a nova coordenada oomo 
dr 
óm=dt- F' 
obtendo o elemento de linha 
ds2 = Fdv2 - 2dvdr, 
que cobre agora os dois blocos unidos pela segunda configuração. 
(3.10) 
Percebendo que ambas as ligações descritas podem ser realizadas simultaneamente podemos 
montar o diagrama apresentado na Figura 3.7. Além disso, podemos refletir o bloco 1;+1 
em relação à coordenada r e acrescentá-lo ao lado esquerdo do diagrama, que passa assim a 
conter quatro blocos básicos. Construindo o diagrama desta forma obtemos a maior extensão 
possível, com estes dois blocos. Porém, este arranjo introduz um problema: o ponto p, no 
centro do diagrama, não é coberto por nenhum dos aistemas de coordenadas definidos até 
agora. Precisamos então de um novo sistema de coordenadas capaz de mapear uma vizinhança 
deste ponto. 
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Figura 3.7: Ligações simultâneas. 
Walker demonstra que este sistema de coordenadas existe, desde que a função F possa ser 
escrita como H-1(r - a1)(r- tu.!) ... (r- an), onde H é um polinônio em r de grau n cujas 
raizes não coincidam com as de F. Para funções mais gerais a existência deste sistema fica em 
aberto. Estas novas coordenadas são definidas como 
u = ae~exp (P r;), v= a-'e-~exp (11/ ~), 
onde a é uma constante de integração e fj é determinada de forma que o elemento de línha seja 
regular em todo o interior do diagrama. A restrição em F foi imposta justamente para garantir 
a existência desta constante. Deste modo o elemento de linha no interior do diagrama passa a 
ser escrito como 
ds2 =;, exp (-211j ~) dUdV. 
Apresentar um sistema de coordenadas equivalente para o caso de diagramas com mais 
blocos torna-se difícil, talvez impossível, pois temos que impor mais condições de regularidade 
para cada ponto de interseção contido no interior do diagrama. Entretanto este sistema não é 
necessário, pois podemos cobrir todo o diagrama, empregando uma carta para cada conjunto 
de quatro blocos, montando assim um mapa para toda a variedade. 
Revendo os passos descritos temos: 
• Escrever a métrica da superfície T em um sistema de coordenadas em que seu elemento 
de linha assuma a forma da expressão (3.6); 
• Então de posse da fórmula da função F podemos avaliar suas raizes e seus pontos singu-
lares. O que nos dá a divisão da superfície T nas regiões 11; 
• Basta agora determinar o bloco correspondente a cada região e uni-los convenientemente. 
Tendo apresentado o método apresentamos agora um exemplo, construindo o diagrama de 
Ca.rter-Penrose para a métrica de Schwarzschild. 
Tomando esta métrica em sua forma canônica (2.31) e nos restringindo à superfície t- r, 
vemos que seu elemento de linha já se encontra na forma desejada (3.6) 
( 2m) ( 2m)-1 ds' = 1--;:- df- 1--;:- d.r2 . 
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r~2m • 
f Í T-.-2 
\ 
r~2m ' 
Figura 3.8: Blocos básicos da métrica de Schwarzschild. 
De onde extraimos imediatamente as expressões 
2m 
F= l-r, 
2m 
K = -;:.-· 
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É fácil ver que a raiz de F é dada por a1 = 2m e que r = O é uma singularidade real. 
Desta forma, a superfície T é dividida em duas regiões, cujos blocos correspondentes estão na 
Figura 3.8. Reproduzindo os passos descritos para a união dos blocos obtemos diretamente o 
diagrama da Figura 3.2. 
Soluções de Weyl 4 
4.1 Introdução 
Neste capítulo e no próximo apresentamos várias soluções de Weyl e algumas de suaa car-
acterísticas. Neste incluímos aquelas que estão associadas a distribuições de massa isoladas e 
no próximo sopreposições destas. 
Outras revisões das soluções de Weyl podem ser encontradas na literatura científica, pode-
mos citar como exemplos: Bonnor (12], Bonnor e Martins [lO], Letelier e Oliveira (51] e Kramer 
et. ai. [41 J. Porém estas revisões são muito restritas. 
Na próxima seção comentamos sobre os métodos numéricos, que foram empregados para a 
obtenção de algumas novas soluções. Os cálculos necessários para exibir as demais soluções não 
foram incluidos. Porém estão indicadas as referências onde eles podem ser encontrados. 
Soluções Numéricas 
Para obtermos uma solução de Weyl precisamos resolver a equação de Laplace (2.7) e 
integrar (2.8). Como a equação de Laplace é uma das equações clássicas da fisica-matemática 
suas soluções são bem conhecidas e pela sua linearidade podemos obter a sobreposição de 
soluções de modo trivial. Porém a integral (2.8) nãD é linear podendo representar um obstáculo 
para obter novas soluções analíticas. 
Porém conhecendo </>analiticamente é facil integrar (2.8) numericamente. Ternos então uma 
ferramenta útil e simples para gerar novas soluções, permitindo o estudo de características das 
métricas de Weyl, tais como estruturas e membranas. 
Entretanto, ao computar v numericamente o que temos são seus valores para determinados 
po:utos de uma malha, o que é suficiente para que possamos descrever seu comportamento 
em, praticamente, qualquer região desejada. Porém ficamos presos as coordenadas de Weyl, 
o que torna inviável um estudo de suas características globais, que em geral dependem de 
transformações de coordenadas singulares. 
Como as resultados numéricos sãD apresentados graficamente incllrlmos também os gráficos 
das soluções analíticas para que possamos compará-los. Como os métodos numéricos que foram 
empregados são muito simples e de conhecimento geral, incluímos sua descrição apenas no 
Apêndice D, bem com as listagens dos programas implementados. 
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4.2 Campo Homogêneo 
Esta é a mais simples solução de Weyl 
</> = >.z, 
.xzrz 
v=-T· (4.1) 
Na gravitação Newtoniana o/ é o potencial para um plano no infinito. Porém ele pode ser trans-
formado em uma métrica que representa uma onda gravitacional, como veremos na Seção 5.8. 
4.3 Solução de Chazy-Curzon 
Resolvendo o Lapladano para uma fonte pontual e calculando v pela integral (2.8), obtemos 
a solução de Weyl conhecida como solução de Chazy-Curzon [17], [22] 
(4.2) 
aqui R2 =r'+ (z- Zo)2 e Zo é a posição, no eixo z, onde</> é singular. 
\ 
Figura 4.1: Funções <P(r,z) e v(r,z) da métrica de Curzon. 
Na Figura 4.1 estão os gráficos das funções (4.2). Mesmo com a função</> sendo o potencial 
Newtoniana para uma massa pontual, quando observamos o gráfico de v, fica evidente que 
esta solução não contém a uma distribuição esférica de matéria. O que será confirmado mais 
adiante ao analisarmos seus invariantes e suas geodésicas. Esta solução é tratada por partícula 
de Curzon. 
Para obtemos algrnna informação sobre as propriedades físicas deste espaço precisamos 
calcular seus invariantes escalares. Aplicando as fórmulas apresentadas no Capítulo 3 obtemos 
o escalar de Kretschmano (3.2), onde lixamos Zo =O, 
16m'e"' K = R"' (Ar'+ 9Br'z" + 3Dz4 - 3mER), 
.P =; (m?- 2R"), 
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B=m2 +r2 +i' 
e o invariante cúbico (3.3)) também com Zo =O, 
48m3e31P 
N = R'"' (r4 + 2r2z2 + z4 - mR') W, 
' 
w = 2r14 + Ar12 + Br10 + 2i'Cr8 + 2z4 Dr6 + z" Er4 + Fr + G, 
C= 2m4 +30m2 i'+ 35z3 , 
D = 3m4 +35m2 i'+ 35z', 
A= 5m2 + 14?, G = 2z12 ( m 2 +i') - 4mR13, 
e a função <P é a mesma que foi definida para o invariante de Kretschmann. 
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Figura 4.2: Geodésicas da métrica de Curzon. 
Se adotarmos coordenadas esféricas (B.B) estes esca.\a.res são reescritos como 
K = sn;;,-; ( 6R' - 12mR' + 3 (A+ 2) m2 R' - 3Am3 R+ Am4) , 
24m3e"' ) N= R" (m- R) (-4R' +BmR'- (3A+4)m2R2 +3Am3R-Am4 
" 
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sendo que agora '1/; e A são definidas como 
1/J= ;(msin2 0-2R), A=l-cos20. 
Uma característica destes escalares é que a singularidade na origem é direcional, ou seja, 
ela é dependente da trajetória de aproximação. Por exemplo se nos aproximarmos por uma 
linha reta, diferente do eixo z, os escalares tornam-se infinitos. Porém se nos aproximarmos 
pelo eixo z eles se anulam. Uma possível interpretação para estes resultados é que a solução 
de Curzon esteja associada a métrica de um anel colapsado. Quando traçarmos as geodésicas 
desta métrica, essa característica se tornará mais clara. 
No primeiro gráfico da Figura 4.2 apresentamos as trajetórias espaciais das geodésicas tipo-
tempo que partiram do repouso. As marcas indicam a passagem de uma unidade do tempo 
próprio. Todas estas curvas terminam abruptamente, isto é, os métodos numéricos são inter-
rompidos ou geram resultados absurdos, indicando que eles sentiram a presença da singulari-
dade. 
Quando soltamos uma partícula exatamente sobre o eixo zela cairá viajando sobre este eixo. 
Como os invarantes de curvatura se anulam quando nos aproximamos da singularidade pelo o 
eixo z, a partícula ignora a singularidade. No segundo gráfico confrontamos a coordenada z 
desta trajetória com o seu tempo próprio, evidenciando seu comportamento oscilatório. O com-
portamento desta geodésica consiste em mais um argumento para a interpretação desta métrica 
como um anel cujo raio foi colapsado. Scott e Szekeres [64], [65] estudaram o comportamento 
das geodésicas espaciais e globais desta métrica. 
4.4 Barra de Comprimento Finito 
A solução cuja imagem Newtoniana é uma barra de comprimento 2l, sobre o eixo z com 
extremidades em z = ±l, é definida pelas funções [62] 
4> =~In R,+ R2 + 21, _ m2 In (R1 +R,)'- 412 
2l R1 +R, - 2! v - 212 4R1R, ' 
(4.3) 
onde R, são as distâncias Euclidianas dos extremos da barra ao ponto em que se está calculando 
o pontencial e a constante m está associada a massa do barra. Algumas vezes esta solução 
também é chamada de barra de Weyl, solução 'Y de Weyl ou solução de Zipoy-Voorhees. 
4.5 Solução de Schwarszchild 
Um caso particular, de grande interesse, das soluções (4.3) ocorre quando tomamos l = m, 
ou seja, o comprimento é igual a duas vezes a massa do corpo. Esta nova solução é escrita como 
_ lln (R1 +R,)' -4m2 
v- 2 4R,R, . (4.4) 
Esta métrica é importante, pois representa a solução de Schwarzschild nas coordenadas de 
Weyl [9] [44] [46], como foi dito na Seção 2.3, a transformação (2.32) leva essa métrica no 
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Figura 4.3: Solução de Schwarzschlld em coordenadas de Weyl 
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Figura 4.4: Geodésicas da barra de Weyl e da solução de Schwarzschild. 
exterior da métrica de Schwarzschild. Este fato serve como alerta quanto a interpretação de 
uma métrica de Weyl com base em sua Imagem Newtoniana. 
Podemos também escrever os potenciais dessa métrica como 
~=~In(:). 
através das definições 
1'1 = m- z + ,j(m- z)2 +r", 1'2 = -m- z + ,j(m+ z)2 +r". 
Embora a solução para uma barra de densidade arbitrária possa parecer muito parecida com 
a solução de Schwarzschild, que correspondente a uma barra com densidade igual a 1/2, esta 
semelhança é um mero artifício do sistema de coordenadas. A diferença fica evidente quando 
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traçamos as trajetórias espaciais das geodésicas tipo-tempo, vistas na Figura 4.4. Note que no 
primeiro gráfico, onde foi considerada uma barra de densidade igual a 1/4, as trajetórias sempre 
se dirigem aos extremos da barra, situados nos pontos ±1 /2, indicando a presença de matéria 
repulsiva no interior da barra. No segundo gráfico, relativo a uma solução de Schwarzschild, 
também entre os pontos ±1/2, as geodésicas incidem diretamente sobre a barra, indicando que 
ela é composta de matéria nonnal. 
4.6 Linha Infinita 
Tomando o potencial de uma linha infinita com densidade constante a 
(JI=2ulnr+lnC, 
onde C é uma constante arbitrária, e integrando (2.8) temos 
v= Wlnr. 
Esta é a solução de Levi-Civita, e seu elemento de linha [10] [11] é 
ds2 = C 2r"'df- r(""-"') (dr2 +di')- c-2r'-<•dcp2. 
Seus invariantes de Kretschmann e Cúbico são 
onde definimos P = 4a2 - 2u + 1. 
(4.5) 
(4.6) 
(4.7) 
Note que para u = O ou a = 1/2 estes invariantes anulam-se, ou seja, para estes valores 
estamos lidando com um espaço-tempo plano. Para outros valores de cr eles tendem ao infinito 
quando r -t O e tendem a zero quando r -t oo. 
Na Seçãn 4.14listaremos algumas métricas obtidas por Kinnersley, que também são soluções 
de Weyl, embora em outros sistemas de coordenadas. Entre elas existe uma que é exatamente 
a solução para uma linha infinita com densidade <T = 1/4, e C= 1. 
4.7 Linha Semi-Infinita 
A solução para uma linha semi-infinita de densidade constante, a, que parte do ponto Zo e 
estende-se ao infinito é dada por 
,P = ulnX +In C, X v= 2<T'In-2R (4.8) 
a função X é definida como X= R+ e(z- z1), onde a constante e assume o valor 1 quando a 
linha encontra-se nos valores dez maiores que Zoe -1 caso contrário, enquanto C é arbitrária. 
Substituindo estas funções no elemento de linha (2.6) temos 
2 ,.,., "" X(""-"") .. 2 .Z -2 _, ds =vX dt- (2R)4u' (d.-+dz-)-C X rd<p'. (4.9) 
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Figura 4.5: Potenciais rf> e v de uma linha semi-infinita. 
Quando a # 1, podemos definir um sistema de coordenadas equivalente onde a contante C 
seja igual a unidade. Chegamos a esse novo sistema pela transformação 
T - cCl-u)-1 r* 
- , 
que coloca os potenciais métricos em sua forma mais conhecida 
x· 
</>=a In X", v= 2<7" In 2R •. 
Para esta métrica os invariantes escalares definidos na Seção 3.2 resultam em 
K = 12G2 (1- ~y), N = -12G3(1- Y), 
onde as funções G e Y são definidas como 
_ 2"'C"a(2a -1) ( ~)'(""-2u+l) 
G- Jl2(l-<t) cosec 2 , 
8 Y = (1- a)(1 + 2a) cos' 2. 
(4.10) 
O ângulo (} é medido entre a linha e o segmento de reta que une o extremo da linha com o 
ponto onde estamos calculando os invariantes. 
Bonnor e Martins [10] fazem um estudo das características desta métrica em função de a, 
obtendo os resultados: 
a= O Os invariantes escalares se anulam e estamos lidando com um espaço-tempo plano, na 
verdade a métrica se reduz ao espaço de Minkowski; 
a= 1/2 Os invariantes também se anulam, mas neste caso estamos lidando com um espaço-
tempo uniformemente acelerado, este aspecto será tratado com mais detalhes na próxima 
sub-seção; 
a= -1/2 Neste caso podemos identificar, esta métrica, com a solução de Taub, pela transfor-
mação 
r=Zp 2<(z- zo) = z2 - p'; 
42 CAPÍTULO 4. SOLUÇOES DE WEYL 
a > 1 Quando R -+ oo os invariante divergem indicando a presença de fontes adicionais no 
infurlto. 
Caso contrário os invariantes divergem apenas sobre a linha. Então se quisermos uma solução 
assintoticamente plana devemos então impor que a < 1, ou no sistema de unidades internacional 
u :": 1028 9/ em. 
Espaço-Tempo Acelerado 
Como foi dito a métrica de um linha semi-infinita com densidade a= 1/2 caracteriza um 
espaço-tempo uniformemente acelerado. Podemos formalisar esta afirmação aplicando uma 
transformação de coordenadas que leve (4.9) em um espaço de Minkowski. 
Reescrevendo as expressões para as funções (jJ e v com a= 1/2 temos 
1 X 
v=-ln-2 2R (4.11) 
a constante A é definida como A = CZ e sua unidade é (comprimento)-1 assim podemos 
associá-la com uma aceleração. A constante aditiva na função v foi escolhida de modo que o 
eixo z seja regular fora da linha. Se fixarmos Zo = (2t:A)-1 então a aceleração na origem terá 
intensidade igual a A. 
Em coordenadas cilíndricas a métrica de Minkowski tem a forma 
di' = dr - d(2 - dr/' - rJ'd<p2 
e a transformação que leva (4.11) nesta métrica é [7] [20) 
r= BTJV(>- r 2 , T tanhBqt =-
' 
(4.12) 
a coordenada cp é mantida inalterada, a e B são constantes e q é um fator de escala para a 
coordenada t que será útil para acomodar condições de regularidade, como veremos na Seção 5.8. 
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Figura 4.6: História de uma partícula originalmente no eizo z fora da linha semi-infinita. 
Pela expressão (4.12) vemos que a história de um ponto fixo no eixo-z, fora da linha, aparece 
nas novas coordenadas como duas linhas dadas por 
r= ±V!<z- a) +(2 , 'fJ = o, (4.13) 
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como mostra a Figura 4.6. Por outro lado os pontos sobre a linha com )t) < oo são mapeados 
em T = ( = O embora quando t = ±oo serão mapeados em ( = ±r. Em todos os casos TJ = O, 
pois para qualquer valor de ta restrição r= O implica em 'f}= O. 
A transformação (4.12), além de evidenciar a ausência de curvatura desta métrica, estende 
seu domínio. Observe que o plano r E (O,oo) e tE (-oo,oo) é mapeado, devido a multivalo-
ração em ( 4.12), simultaneamente nas regiões I e II, da Figura 4.6. Além disso, nenhum ponto 
do plano original é levado as regiões IIl e IV, caracterizadas por lrl > ICI- Como a métrica 
resultante é regular nas retas r 2 = ( 2 , para qualquer valor não nulo de q, podemos tomar todo 
o plano r - ( como domínio desta métrica, que não é mais estática, mas é invariante sob as 
transformações de Lorentz no plano ( - T. Além de ser simétrica com relação as reflexões das 
coordenadas ( -t -(e r -t -r e as rotações em torno do eixo 1J =O. 
Como veremos na Seção 5.8 esta métrica pode ser usada para gerannos soluções exatas das 
equações de Einstein para corpos acelerados. 
4.8 Discos 
Solução Geral Newtoniana 
Na teoria Newtoniana da gravitação , qualquer disco, cuja matéria é distribuida de modo 
axialmente simétrico, possui um campo gravitacional dado por [4] 
00 
</>=-L C2n P2n (TJ)'!2n(Ç), (4.14) 
n=O 
onde empregamos as coordenadM esferoidais oblatas (B.30), q2n(Ç) = ,->n+l Q>n (i{) e C.,. são 
constantes arbitrárias. 
A densidade Newtoniana associada com cada um destes discos é p, = S(r)6(z), sendo que 
s(r) = 21ra [r- (~)'r E"" P2n (J1 ~'), 
onde a constante a é definida como «n = (2n + l)C.,.q.,.(O). 
Tensor de Energia Momento de um Disco Fino 
(4.15) 
Considerando um disco infinitesimalmente fino sobre o plano z = O descrito pelas funções 
métricas </>e v, as componentes não nulas de seu tensor de energia momento serão [58] [46] 
e=-~= 4e2(o-vl(I- r<f>r)<f>,6(z), 
p'P'P = ~ = 4e'(ó-v)r<f>r<f>z6(z). 
Uma maneira de lidarmos com a restrição de estaticidade, imposta pelo formalismo das 
soluções de Weyl, é pensarmos no disco como sendo composto por inúmeras partículas que 
giram em diferentes sentidos, de modo que o momento angular do disco, como um todo, seja 
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nulo. Estes discos serão chamados de discos em contrarrota.ção1. Com base neste modelo 
podemos calcular a velocidade de rotação de cada partícula~ q~e compõe o disco 
(4.16) 
Uma solução fisicamente viável deve satisfazer a condição fraca de energia e> O como também 
a condição dominante de energia v2 < 1. 
Discos de Morgan-Morgan 
Thomas Morgan e Lesley Morgan [58] definiram uma família de discos em 1969 com o 
intuito de estudar o desvio para o vermelho em suas proximidades. Estes discos foram definidos 
tomando-se a fórmula geral (4.14) e escolhendo cantantes C,. tais que 
C _ ( -1)"+1 (4n + 1)(2m + 1)! r(m- n + ~) M 
"'- 22•+1(2n + 1)(2m- 2n)! Q2n+1 (O) r(m + n + ~) a (4.17) 
para todo n ::; m e G2n = O quando n > m, onde m é um número inteiro positivo e fixo. Desta 
maneira os potenciais e densidades Newtonia.nos são dadas por 
m 
ti>=- L: ;"'+>c'" 'P2n ('1) Q,. (ieJ, (4.18) 
~o 
SD-(r) =(2m+ 1)M [1- (~)']m-l/2 
21ra2 a 
(r:::; a), (4.19) 
onde a é o raio do disco, os gráficos das densidades dos primeiros 4 discos estão na Figura 4.7. 
Note que a densidade associada ao disco Do diverge quando r --+ 1, implicando que este disco não 
é fisicamente aceitável. Embora suas geodésicas sejam bem comportadas, como a Figura 4.10 
mostrá. 
. 
---
--- ... 
-------- ..... -----:::~...._ 
Figura 4.7: Densidades dos primeiros 4 discos de Morgan-Morgan.. 
Os pontenciais e as densidades Newtonianas, destes discos, estão relacionados pelas relações 
de recorrência [48] 
(4.20) 
.. ' 
4.8. DISCOS 
\\ 
•• 
.. ~ I 
Figura 4.8: A função tjJ dos 2 primeiros discos de Morgan-Morgan. 
SD,.+t = 2:2n~3 f a2n+2 SD,. da. 
Explicitamente o potencial para os primeiros três discos é dado por 
q,Do =-M arcotÇ, 
a 
q,n, =-~ { W + ~ [(3ç' + l)W- 3Ç] (3'72 -1)}, 
q,n, =-~ { W + (2'72 -l)K + (35'74 - 301]2 + 3)L}, 
sendo que W = arcot Ç e 
K= 1
5
4 [(3ç'+l)arcotÇ-3Çj, 
L= ~B [(35ç4+30ç'+3) arcotÇ-35e+ 5:çJ. 
Em coordenadas cilíndricas estes potenciais são reescritos como [48] 
M q,no = --Im lnJ', 
a 
q,n. =- lõM Im [Alnl'- BR- ~cfil] 
4a5 4 ' 
onde R2 = (ia- z)2 +r, I'= ia- z +R e 
A= H a•- ~· -z4 +rr) +(r-~) (a2+z2- ~), 
1 Em inglês dizemos que o t:lisco é composto por partículas em Counterrotation 
45 
(4.21) 
(4.22) 
(4.23) 
(4.24) 
(4.25) 
(4.26) 
(4.27) 
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B=~(ia-z)3 +(ia-z)(3i'- ~:) -zr2 , 
25 C= 3 z+ia. 
Os gráficos de 1/>o e 1/>1 podem ser vistos na Figura 4.8. 
Discos de Morgan-Morgan Relativísticos 
Figura 4.9: A função v dos 2 primeiros discos de Morgan-Morgan. 
Partindo da solução de6nida em (4.18) podemos calcular a solução de Weyl correspondente. 
Para as funções q, (4.22) e (4.23) as funções v associadas são [48] 
v[,PD'j =-M' In i'+ ]JL\' (4.28) 
a' \r'+ 1''1, 
v[I/>D'] = 9~2 ["'a~2 - (1-'72) (A' -2ÇAB)], (4.29) 
ondedefinimosA=ÇarcotÇ-1eB=~ [1 !Ç- arcotÇ]. 
Os gráficos destas funções podem ser vistos na Figura 4.9. É interessante notar que o compor-
tamento das funções é radicalmente diferente. Indicando que o segundo diseo não é perturbação 
do primeiro. 
Em coordenadas cilíndricas .pD• é dado por (4.26), e a expressão para v[I/>D'] no plano z =O 
toma-se 
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Figura 4.10: Geodésicas e queda Newtoniana no primeiro disco de Morga.n-Morgan rj>Do, 
Podemos então calcular as componentes não nulas do tensor de energia momento deste disco 
M[ 31rMT'l <= 1---- Fó(z) 4 a3 ' 
onde F= 3M(2,.a)-1e21ó-•l. Calculando a velocidade de rotação (4.16) obtemos 
v2 = 31T Mr2 (l _ 3rr Mr2 ) -l 
4 a' 4 a' 
A condição fraca de energia, E > O, exige que 
M 4 
-<-. 
a 311" 
(4.30) 
Além disso notando que a maior velocidade ocorrerá na borda r = a e impondo que v2 $ 1 
então teremos a restrição 
M 2 
-; < 311"' (4.31) 
que é mais forte que (4.30) e é chamada de condição de Morgan-Morgan [58]. 
No primeiro gráfico da Figura 4.10 apresentamos as projeções espaciais de algumas geodésicas 
tipo-tempo, correspondentes a partículas de teste inicialmente em repouso, sobre do disco Do. 
A Unha pontilhada indica a posição do disco. No segundo gráfico estão as equivalentes Newto-
nianas, que são muito similares. 
Discos de Poeira 
Estes discos [46] são gecados pela aglutinação de dois espaço-tempos, associados com dipolos 
opostos. Estas métricas não são fisicamente aceitáveis, pois contém massas negativas. Podemos 
entretanto definir toda uma família de discos, com base no mesmo processo, apenas empregando 
outros harmônicos com simetria axial. 
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Figura 4.12: Geodésicas e queda Newtoniana no Disco de Poeira. 
Considerando o primeiro harmônico esférico, com simetria axial P 1 ( cos 9) = cos () teremos 
paraz>O 
•f>+ =-2(z2 :~)3/2 • (4.32) 
onde a é uma constante. Enquanto que para z <O definimos t/J- substituindo z por -z, assim 
calculando v temos 
v = 16(;:· ... )· ( 1 -8 ~) . (4.33) 
Os gráficos desta funções estão na Figura 4.11. Os componentes do tensor de energia momento 
são 
e= 2~ e-a' f.,. ó(z), Pw=D. 
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No primeiro gráfico da Figura 4.12 estão as projeções esp.,iais das geodésicas tipo-tempo 
para partículas, inicialmente em repouso, sob o efeito do campo gravitacional desse disco. 
A linha pontilhada indica a posição do anel. No segundo gráfico apresenta as trajetórias 
N ewtonianas. 
Discos Anulares 
Esta família [46] foi criada através de uma inversão nos discos de Morgan-Morgan. Con-
sidere A(r, z) definida como a função </> dos discos de Morgan-Morgan (4.18), cuja densidade 
Newtoniana associada é S, como em (4.19). Definindo agora a inversão 
(4.34) 
sendo que a é o raio da borda interior do disco anular, temos, deste modo, a função ifJ dos novos 
discos 
_!!:.A ( ri'r a2z ) 
ifJ- R r2+z2' r2+z2 . 
R é a coordenada radial, I{f = r' + z'. E a nova densidade é S = ~ S ( ~) . 
Figura 4.13: A função~ doo 2 primeiros di=>s anulares. 
Tomando A como o primeiro membro da família dos discos de Morgan-Morgan (4.26) tere-
mos o primeiro membro da nova fann1ia 
<1>=--Im z'--+- ln~<+- 3z+i- . 2Mri' [( r' R") s ( R')] 1rR5 2 ri' 2 a (4.35) 
M é a massa do disco e s = ~ ( -z+i~)' +r', IJ=-zi:' +s. 
Quando, r--> oo, <!>-->-2M/R, comportamento esperado para um potencial Newtoniana. 
A função v sa!isfará a condição de regularidade, v --> O quando r --> O, bastando para isso uma 
escolha adequada das constantes de integração. 
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Discos de Letelier-Oliveira 
A mais simples solução da equação de Laplace, em coordenadas toroidais (B.32), é 
</> =-~JcosÇ- COS1J cos ~· (4.36) 
Em coordenadas cilíndricas ele torna-se 
1 
<!>"" = -M Re-R (4.37) 
com R2 = (ia - z )2 + r 2 . Comparando este resultado com com o primeiro disco de Morgan-
Morgan (4.25) podemos observar as relações [46] 
q,"" = !.._ (a.pDo) q,Do = ~ j 1>"" da (4.38) 8a ' a ' 
repetindo o processo para os demais discos de Morgan-Morgan podemos gerar os potenciais 
para essa nova família 
q,""+' = :a ( a<P"") . 
Os próximos membros, tf>R1 e <P&., são 
q,n, = -MRe (~ + a(a;iz)), 
.1."'=-MRe(~ a(4a+3iz) 3a2 (a+iz)') 
"' R+ R3 + R5 • 
Enquanto aB funções v associadas são 
v[.P""l = -M'r' [(r' +I~;~')' R'+ Re (4~)], 
v[</>R'] = v[tf>""J- M'a [a( A+ ReB) - (ImD + ImE)], 
onde p=ia- z+R e 
A- [ia-z ia+z]- r'[r[2 [R-ia+z[2 
-
2
v R' ' R' - [R"[(r2 + [r[2 ) 2 
6r4 [r[4 2r2 [r[4 (ia- z) 
-[R[4 (r2 + [r[2 ) 4 + [R[•( r'+ [r[')' Re R ' 
_ [ia- z]- _r'( R- ia+ z)2 3r4 _ r 2r(ia- z) 
B-2v R' - 4R" +SR• 4R" ' 
D _ 2 [~ ia-z]- _r'(R-ia+z) r'r 
- v R' R3 - 4R" + 4R"' 
E= 2v [R1, ia;;z] = r'[r[
2 (R- ia+z) 2r'[r[4 
R'[R[2 (r2 + [r[2 ) 2 + R[R[2 (r' + [r[2) 3 . 
(4.39) 
(4.40) 
(4.41) 
(4.42) 
(4.43) 
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4.9 Solução de Appell 
Em 1887 Appell [2] propôs uma solução para o Laplaciano, que consistia em tomar o p<>-
tencial para uma massa pontual com massa e posição complexas, obtendo 
(4.44) 
onde R' = r 2 + (z- Z)' enquanto M e Z são números complexos. Agora se tomarmos 
a parte real desta expressão ela também será solução do Laplaciano e além disso decairá com 
(r2 +z2)-112 quando r 2 +z2 4 oo, indicando que esta solução está associada a uma distribuição 
de matéria isolada. Desta forma tomaremos como solução de Appell a parte real de (4.44). 
Como este potencial é singular em uma região em forma de anel ele foi chamado, por muitos 
autores, de anel de Appell. Mas ele não é exatamente o potencial gerado por anel, como veremos 
adiante. Se impusermos que Z seja imaginário puro, isso é Z = ia, o potencial será singular 
em um anel de raio a sobre o plano z = O. Então escrevendo M = meia teremos 
~=-mRe (~.) (4.45) 
onde agora R 2 =r'+ (z- ia)2• Sem perda de generalidade podemos impor que lal :S f. 
Escrevendo os primeiros termos da expansão em série desta solução temos que quando 
r2 +z2:»a, 
mcosa msena ~~-r' +z2 +(r' +z2)3 " (4.46) 
Portanto a massa total da distribuição de massa é m cosa e o termo dipolar é proporcional a 
msena. 
Podemos expressar o potencial ,P em coordenadas toroidais como 
~=-~Jcosh7J-COSÇcos(~+a) 
enquanto a função v correspondente [48] é 
m' 
v=-;;,> [2 (1- cosÇ)- senh 27Jcos2 (Ç + a)j . (4.47) 
Porém, embora a função ~ e suas derivadas sejam localmente bem definidas, em termos das 
coordenadas cilíndricas r e z, </>e ~f são multivaloradas quando consideradas globalmente, isso 
é, se partirmos de um ponto e efetuarmos uma curva fechada em volta da singularidade do anel 
não recuperaremos os valores de~ ou de seu gradiente [28]. 
Para eliminar este inconveniente devemos impor restrições sobre e. Mas se tomarmos O .:S 
Ç ~ 2rr a função ~ terá uma descontinuidade tipo salto em Ç = O o que implica que ~{ terá uma 
descontinuidade tipo delta. Não podemos aceitar esse tipo de descontinuidade pois o tensor de 
curvatura é definido com as derivadas segundos da métrica. 
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Por outro lado notando que </J =O para e= -2a±1r e restringindo e ao intervalo -2a-1r ~ 
e ~ -2a + 1r a função </J será univalorada e contínua. Enquanto q,1 terá uma descontínnidade 
tipo salto finita, e a distribuição tipo delta aparece apenas nas derivadas segundas de </J, o que 
nos permite definir o tensor de curvatura em um sentido distribucional. 
Esta função tP é, na verdade, solução da equação de Poisson e não do Laplaciano, pois a 
descontinuidade na derivada t/J~ corresponde a uma membrana de matéria na superfície ~ = 
-2a ± 1r [28]. Estas superficies são capas esféricas com bordas no anel z =O e r= a. Quando 
a = O estas capas colapsam na superfície plana no interior do anel, este caso particular é tratado 
por disco de Appell e será melhor estudado na próxima sub-seção. 
Se tomarmos a = ±7r /2 a membrana ficará sobre a superfície { = O, ou seja, a região do 
plano z = O exterior ao anel. Mas neste caso a massa total do anel será nula restando apenas 
o termo dipolar, veja a expressão (4.46). 
Disco de Appell 
/ 
Figura 4.14: Potenciais do disco de Appell. 
O disco de Appell é o caso particular da solução de Appell quando tomamos a constante 
a= O e ele corresponde exatamente ao primeiro disco de Leteller e Oliveira (4.39). Os gráficos 
das funções </J e v para esta solução estão na Figura 4.14. 
Como a função v é suave todas as contribuições ao tensor de energia-momento são oriundas 
da função t/J, portanto se calcularmos a única componente não nula deste tensor teremos 
T, = -e•-• i=<> [</J,]ó(z), 
onde [</J,] é a magnitude do salto da função </J, em z = O. Podemos sgura calcular a densidade 
superficial no interior do anel 
"=e "ri [</J,] 
=<> 
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No limite Newtoniana esse resultado coincide com o obtido quando consideramos ifJ como solução 
da equação de Poisson 
161rma 
" = - '.J"\a2r;+:=r2=. 
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Figura 4.15: Geodésicas do <lisco de Appe!L 
Note que se desejarmos que a massa total do disco seja positiva devemos tomar m maior 
que zero o que implica que u será negativa. Além disso a ~ -oo quando r ---+- a pelo interior 
do disco o que toma a massa da superfície no interior do anel infinitamente negativa, como a 
massa total do disco é positiva a massa sobre o anel deve ser infinitamente positiva. 
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Figura 4.16: Queda Newtoniana no <liscu de Appell. 
Ai; propriedades desta métrica podem ser melhor compreendidas quando observamos o com-
portamento de partículas em queda livre. Na Figura 4.15 coloc;unos as projeções espw:iais das 
trajetórias destas pertículas, os pontos marcados ao longo de cada linha indicam a passagem 
54 CAPÍTULO 4. SOLUÇÕES DE WEYL 
de uma unidade do tempo próprio. O segundo gráfico apresenta a trajetória de uma partícula 
solta no ponto (0.01, 0.5). Devido a presença de matéria negativa no interior do disco seu 
comportamento é exótico. A linha pontilhada marca a posição do disco. 
Na Figura 4.16 estão duas trajetórias para partículas em queda livre Newtoniana. No 
primeiro gráfico a partícula foi solta do ponto (1, 1) e no segundo do ponto (0.01, 0.5). Ao 
contrário dos discos estudados anteriormente, estas trajetórias são totalmente diferentes dos 
seus equivalenter relativisticos. 
Como o disco é composto tanto de matéria positiva como negativa o ponto r = O e z = a 
encontra-se em equihôrio entre as forças atrativas e repulsivas. Retomaremos esse tópico na 
Seção 5.5, quando sobreporemos esse disco com a solução de Curzon. 
4.10 Anéis 
Anel de Letelier-Oliveira 
Este anel é o resultado da sobreposição de um disco de Morgan-Morgan com um disco de 
Appell [51]. Pois o primeiro anula a massa negativa contida no interior do último. Como 
os discos são colocados sobre o mesmo plano a solução resultante estará em equilfbrio, não 
apresentando, portanto, singularidades estruturais ou membranas. 
Figura 4.17: Potenciais do anel do Letelier-Olivelra. 
Tomando os potenciais de Appell e Morgan-Morgan definidos como 
,PAppeJI = -IUl (2~.), .PM~gan = -Jm (~ ln~t4), 
onde R! = ,-2 + (z- ia)2 e !'o = ia- z +R.,. E fixando uma escolha para as funções multi-
valoradas envolvidas, temos 
.PAppell =-2~~, m {2oj c/JMUI'gan = - 2a arctan V A' 
onde definimos 
A=.Jjj+K, K=r'+i'-a2• 
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Portanto, a solução para o anel é 
(4.48) 
M' [ (,-2 + ll'al2 )] M' (r'+ lz- ial2 ) 
v[<l>] =-4a2 1 +In lr2 +I'! I - 32a2 IR.I2 - 1 (4.49) 
Os gráficos destas funções estão na Figura 4.17. 
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Figura 4.18: GeodéBicas e queda Newtoniana no anel de Letelier-Oliveira. 
No primeiro gráfico da Figura 4.18 apresentamos as projeções espaciais das geodésicas tipo-
tempo desta métrica. Neste gráfico estão as trajetórias das partículas que partiram do repouso, 
as marcas indicam a passagem de uma unidade do tempo próprio e o símbolo 0 indica a posição 
do anel. 
A trajetória que parte do ponto (2, O) termina bruscamente após a passagem de 2, 7 unidades 
de tempo, indicando que o método numérico encontrou algum tipo de singularidade. Porém, 
as outras geodésicas podem ser prolongadas indefinidamente, indicando que estas partículas só 
atingirão a singularidade após a passagem de um intervalo infinito do seu tempo próprio. 
No sistema de coordenadas cilíndrico, esta solução apresenta uma singularidade de coorde-
nadas no plano interno ao anel, que foi sentida pelos metodos numéricos. Assim, para podermos 
acompanhar a geodésica que parte do ponto (0.01, 1) foi necessário calcular manualmente a ite-
ração que atravessa este plano. 
No segundo gráfico da Figura 4.18 é apresentada a trajetória de uma partícula em queda 
livre a partir do repouso no ponto (1, 1), segundo as equações de movimento Newtonianas. 
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Anel de Weyl-Bach 
O potencial Newtoniana para um anel deve ser calculado pêla integração das contribuições 
de cada partícula que o compôe, como vemos na expressão 
</> = 1 : d{. 
anel ~t.a 
Ç é a variável de integração, u a densidade linear do anel e Ra é a distância entre o ponto de 
integração e o ponto onde desejamos calcular o pontencial. 
"' "' ,,F----~-
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Figura 4.19: Potenciais do anel de Weyl-Bach. 
Em coordenadas cilíndricas esta integral torna-,se 
if>=-~K (2f). (4.50) 
onde K(K) é a integral elíptica do primeiro tipo e fixando o anel no plano z = Zo com raio a a 
distância R.. pode ser expressa tomando a raiz positiva de R~= (a+ r)'+ (z- z0)'. 
Em coordenadas toroidaiz (B.32) este potencial escreve-1le como 
if> = uJcosh 11- cost;H(11), 
/'i.2 = 1- e2rl. 
A funçân 11 associada é dada pela expressão [70] [36] 
11 = -ln( cosh 1/ - cos t;) 
-cr"senh11 [ senh f/COSI; ( ~ + Hfl) - (1 - coshf/cos{) H~]. 
Os gráficos destas funções estão na Figura 4.19. 
(4.51) 
(4.52) 
(4.53} 
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Figura 4.20: Geodésicas e queda Newtoniana no anel de Weyl-Bach 
Embora tenha sido gerado a partir do potencial Newtoniana de um anel, esta métrica não 
corresponde a uma distribuição de massa realista, país apresenta uma singularidade direcional 
sobre o anel, como mostra o primeiro gráfico da Figura 4.20. Neste gráfico incluimos as pro-
jeções espaciais dao trajetóriao de partículao em queda livre, o símbolo 0 indica a posição do 
anel. Note que a trajetória que inicia no ponto (2, O) cai retilineamente em direção a singula-
ridade pelo seu lado externo, porém após um intervalo de 0,2 unidades de seu tempo prórpio 
o método numérico é interrompido brtiBcarnente, possivelmente indicando a presença de uma 
singularidade de curvatura. 
Todas as outras trajetórias, apresentam intervalos onde foram repelidas pelo anel, o que 
indica a presença de matéria negativa, além disso elas só se aproximam do anel pelo seu lado 
interno. As marcas sobre as trajetórias indicam a passagem de uma unidade do tempo próprio. 
Foram indicadas apena.s a.s primeiras unidades, pois a partir destes pontos elas se aglutinam 
rapidamente, por exemplo as trajetórias iniciadas nos pontos (1, I), (2, I) e (2, -0.5) foram 
simuladas até atingirem, respectivamente, 200, 50 e 100 unidades do tempo próprio. 
4.11 Soluções Multipolares 
O Caso Newtoniano 
Na teoria gravitacional Newtoniana quaisquer corpos com simetria axial têm seu potencial 
externo descrito por 
oo D 
1> =L; ~1 1'. (cosO), (4.54) 
=<J 
onde (p,O,<p) são coordenadao esféricas (B.8) e D. são os momentos multipolares da fonte. 
Estes momentos são definidos como 
D. = ii'(Ç,P)f'P. (cosP) dv. (4.55) 
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J.l é a densidade de massa, V é o volume do corpo e (Ç, {3, cp) são as coordenadas do ponto de 
integração. Do = M é a massa total do corpo e os demais momentos determinam como esta 
massa está distribuída. 
No caso relativístico a definição de momentos é muito mais complicada, veja por exem-
plo [27]. O que apresentamos a seguir são expansões em série das soluções de Weyl, embora 
seja comum chamar-las de multipolares elas não correspondem aos multipolos relativísticos nem 
aos Newtonianos, como veremos. 
Momentos de Weyl 
Figura 4.21: Funçõe• ~"<h e <J>,. 
Podemos escrever todas as soluções assintoticamente planas das equações de Weyl empre-
gando as séries [61] 
= a. (z) 
</>=-L; Jl"+' P. R ' 
n""l 
(4.56) 
~ (n + 1)(k + 1) a.a• 
V= n~ n + k + 2 _Rn+i:+2 ('Pn+l 'Pk+l - 'Pn 'Pk)' (4.57) 
onde R2 = r 2 + z2 . Ái.i constantes arbitrárias an fazem o mesmo papel dos momentos gravita-
cionais Newtonianos Dn, sendo portanto chamadas de momentos de Weyl. 
Figura 4.22: Funções vt. 112 e vs. 
Porém não podemos identificar estes momentos aos verdadeiros. Para esclarecer este ponto 
apresentamos a expansão, em momentos de Weyl, da métrica de Schwarzscbild 
M"'+l 
ao.= 2n+1' (4.58) 
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Observe que são necessários infinitos termos para obter esta solução, porém ela é, por definição, 
a solução monopolar da relatividade geral. Por outro lado, se tomannos apenas o primeiro termo 
da série (4.56) teremos a solução de Curzon ( 4.2), que nitidamente possui uma composição mais 
complexa que a monopolar. 
Nas Figuras 4.21 e 4.22 apresentamos os gráficos das funções fjJ e v para primeiras somas 
parciais de (4.56)-(4.57). Excluímos a primeira .Po e v0 pois ela é exatamente a solução de 
Curzon e seu gráfico está na Figura 4.1. 
Momentos de Erez-Rosen 
Como a solução de Schwarzschild é a solução monopolar, na gravitação relativística, Erez e 
Rosen [25], propuseram uma outra expansão em série para as soluções de Weyl assintoticamente 
planas, de modo que o primeiro termo desta série fosse o monopolo relativistico. Para isso 
utilizaram o sistema de coordenadas eferoidais prolatas (B.21), fixando o parâmetro a como a 
massa do corpo M. Neste sistema de coordenadas, a solução de Schwarzschild (4.4) é escrita 
como 
Figura 4.23: Função ,P para o quadrupolo, octopolo e 16-polo. 
Esta expansão é descrita pelas fórmulas [61] 
00 
4> = L(-1)n+1qn Q.. (x)1'n (y), (4.59) 
n=O 
00 
v= L (-1)m+•qmq,rC=>. (4.60) 
m,n=O 
r<m•) é é apresentada no Apêndice C, bem como as primeiras soluções e algumas propriedades 
das soluções de Weyl quando escritas no sistema de coordenadas esferoidais prolatas. Enquanto 
qn são constantes arbitrárias, que chamaremos de momentos de Erez-Rosen. Este momentos 
estão relacionados com os momentos de Weyl pela fórmula [60] 
T (-M)•+t n!q• 
a.- L (4.61) 
-j...,(n+k+1)!!(n k)!!' 
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Figura 4.24: Função v para o quadrupolo, octopolo e 16-polo 
onde k = 2j e T = ~quando n for par e k = 2j + 1 e T = n;l quando for ímpar. 
Além do primeiro termo da série ser a solução de Schwarzschild a solução composta dos 
dois primeiros termos é a solução de Erez-Rosen, que é definida escolhendo q0 = 1, q2 =f:. O e 
qi = O para todo j # O, 2. O termo dipolar q1 é descartado, pois sempre é possível realizar 
uma transformação de coordenadas que o anule. AE Figuras 4.23 e 4.24 contêm os gráficos das 
funções t/J e v das primeiras soluções multipolares, exceto a primeira que como é a solução de 
Schwarzschild pode ser vista na Figura 4.3. 
Momentos de Gutsunaev-Manko 
Outra representação possível, também em coord-enadas esferoidais prolatas [61] é 
1 X -1 ~ ( p+ p- ) 
</> = 2ln X+ 1 + ~;/'n+l (x + ~)n+l - (x- ~)•+1 ' (4.62) 
onde definimos 
p±= ~ (xy±1) 
n n x±y 
e as constantes bn são os momentos de Gutsunaev-Manko, que se relacionam com os momentos 
de Weyl pelas fórmulas 
a,. = - ~~ - 2M2n·H t (2k2: 1) b,., 
k=l 
•-'•+' ~ (2n+ 1) 
"""+! = - 211'1 - L. 2k b:..+!· 
k=l 
4.12 Soluções em Sistemas R-Separáveis 
Como nos casos apresentados na seçãD anterior, estas soluções baseiam-se nas autofunções 
do Laplaciano em sistemas de coordenadas adequados. O termo R-separável é empregado, 
pois nas coordendas que serão tratadas aqui a separação de variáveis aó é possível quando 
incluimos uma função R na expressão para</>, ou seja, </>(u, v)= R(u,v)U(u)V(v). Esta função 
é dependente do sistema de coordenadas. Incluimos abaixo duas famílias de soluções que foram 
calculadas por Canninati e Sa.rracino [13] e que empregam esse tipo de soluções do Laplaciano. 
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Não incluímos estas soluções como multipolos, pois nas coordenadas de esferas tangentes, 
possuimos apenas as soluções correspondentes a cada autofunção isolada e não para suas com-
binações. E nas coordenadas bi-esféricaa a solução associada a sobreposição das autofunções 
corresponde a solução geral para dois corpos, sendo portanto apresentada no próximo capítulo. 
Soluções em Coordenadas de Esferas Tangentes 
Neste sistema de coordenadas (B.40), a solução geral para o Laplaciano é dada por 
</> = vx' H'X(x)P(!/J) 
e as funções X e P são (B.44)-(B.45) 
q=O X=A+Biogx, 
P=C+D,P, 
q i' o X= A.1o (qx) + B Yo (qx), 
P =C e'~'~+ De-'1'1, 
A, B, C e D são constantes arbitrárias e :lo e Yo são as, primeira e segunda, funções de Bessel 
de ordem zero. 
O potencial métrico v para o caso q = O é dado por 
v= 2B,P(B +X) [D',P' + 2CD,P2 + tf; (c'_ D'x' X) _ CDx' X] 4 3 2 B B 
nesta expressão F(x) é uma função de integração, que pode ser tomada como 
x' [D2x' ( 2 B2 AB) ( 2 B2 )] F(x)=2 -2- A +8-2 -C' A +T+AB 
Enquanto no caso q :f: O a expressão para v é 
+qo._x't/J (xl-X') +2q2CDx' (tf;'- ~) (x'+Xl- ~~1) H, 
E é uma constante arbitrária e definimos as funções 
x, = A.7, (qx) + B y, (qx), 
62 CAPÍTULO 4. SOLUÇÕES DE WEYL 
Soluções em Coordenadas Bi-Esféricas 
O elemento de linha para as soluções Weyl neste sistema de coordenada assume a forma 
a2e2(v-f/J) a2 sen 2(Je-2tP 
ds2 = e ?.O dt2 - ( h 8)' ( dry
2 + d82 ) - ( h 8)' d<p'. cos TJ cos cos TJ cos 
A solução geral para o Laplaciano é (B.47) 
rf>(ry, 8) = ,jcosh ~- cos 8 H(~)e(8), 
onde H=Ae"(s+UBe-fl(:r+í), 
e= CP, (cosO)+ D Q, (cosO). 
Se s # 1/2, O a função v é dada por 
v= senO [A senO (e"+ s(s+ 1)e')- HH'e2 senh~sen 8 
+H'ee'(cos8cosh~-1)] +F, 
sendo que A é definida pela integral 
A= J H2 senhfld~ 
e a função de integração F pode ser escrita como 
F( O)= -4AB (s + ~) 2 h' e'(~)~+&, 
onde Ç =cosO. Quando s =O, v pode ser simplificado em 
v= AD' + e'sen 28cosh~ ( AB- ~)- DH'e (cos8coshf/ -1) + F(8) 
agora F é escrita como 
F( O)= -2AB/,1 e'(~)~+ A'+ B' [2Dcos O(C + DQo (cosO)) 
~ 2 
-C2 cos2 8 + 2D'ln[ senO[+ Dsen 20 Qo (coso)] +é. 
Chegamos agora ao último caso s = 1/2, onde H torna-se uma constante, que fixaremos como 
H = 1 obtendo então 
v= senOcosh., (e" senO+ ee' cos8- ~e' seno)- ee'sen8+ê. 
A função de Legendre do segnndo tipo Q, (x) é singular quando x = 1, deste modo a auto-
função e(O) será sempre singular quando 8 = O, ou seja, ao longo do eixo z. Conseqüentemente 
as soluções em que D # O terão uma linha infinita como imagem Newtoniana, por outro lado 
se D =O a solução será assintoticamente plana com massa total m = -a(A + B)f../2 e repre-
sentando a solução para duas partículas, situadas em z = ±a, com massas m1 = -aA/ .J2 e 
m = -aB f../2. A sobreposição de autofunçües com D = O representa a solução geral para duas 
partículas, este caso será tratado na Seção 5.3, do próximo capítulo. 
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4.13 Soluções de Godfrey 
Estas são soluções de Weyl que contêm outras simetrias além das exigidas pela definição [29]. 
A primeira classe de soluções, que é caracterizada por dois parâmetros a e C, é definida como 
t/J=alnr+z, T' v= o?Inr+ 2az- 2 +C. 
E a segunda, que depende de três parâmetros a, (3 e C é descrita por 
01-/3 
4>=/3lnr+ ( )' 2ln vr'+z'+z 
v=/32 lnr+ a'-/3' - (a-!3)'. 
2ln (vir'+ z2 + z) 2ln(r2 + z2 ) +C 
(4.63) 
Note que escolhendo a: = /3 =/= -1, O, 1/2,1 ou 2 então essa métrica torna-se a solução de 
Levi-Civita (4.5)-(4.6). 
O elemento de linha para para a métrica (4.63) com a= I é escrito como 
ds2 = r2e2zdt2 - e2z-r2+20(dr2 + d:?)- e-'hdc/, 
que não é assintoticamente plano. Por autor lado a norma de vetor de Killing tipo-tempo, 
ICI = rez se anula para todo o eixo z, enquanto a norma do vetor de Killing tipo-espaço, 
1~1 = -e-2z, é finita para qualquer valor de z portanto todo o eixo z é um horizonte extensível. 
i v! !u 
' VI/..-------..."'-..\; 
Figura 4.25: Diagrama de Carter-Penrose da métrica de God:frey. 
Para obtermos a extensão maximal desta métrica aplicamos a transformação 
V = exp [ Ei ( ~) l senh (2~c) · 
O elemento de linha assim obtido é 
ds2 = 4T' exp ( 2z + 2C- Ei ( ~)) (dv2 - du2 ) - e2z-.-'+2C dz' - e-"'drp' 
! UNIC ... Mi' I 
\ ~·!~liOTI;:CA (_:pv''""l j 
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e podemos ver que ele é regular para r= O. O que nos permite estender seu domínio de definição 
para todo o planou-v. Na Figura 4.25 exibimos o diagrama de Carter-Penrose desta métrica, 
onde o domínio original é representado pela região I enquanto a região TI é uma extensão. Note 
que o infinito espacial é constituido por duas linhas tipo-tempo isso é uma conseqüência da não 
assintoticidade da métrica e indica a presença de singularidades no infinito. 
4.14 Métricas de Kinnersley 
Kinnersley [38) apresentou diversas métricas, sendo que as contidas no caso IV-B são soluções 
para o vácuo e entre elas Kl e K2 são axialmente simétricas e estáticas, desde que C= O ou 
C = -1/2, estas são, portanto, métricas de WeyL 
A solução K1 é dada por 
2 k2)i'd 2 4p Ll. 2 2 ds = - w + 2dwdp- -dwdx - -dx - 2Ll.d<p , 
,x2 X 2 
onde A = mx- 1 - k2 /2, ou depois de transformada 
2 2( )2 .2 k2 (R+z)2( 2 2) k2r 2 d 2 
ds = k R+ z dr - (2R)' dr + dz- - (R+ z)2 'I' · 
Assim comparando com (2.6) podemos extrair os potenciais de Weyl 
<I>= ln(R+z) +lnk, R+z v= 2ln 2R + 2lnk. 
A outra solução, K2, é definida como 
ds' = 2dwdp - 4P dwdx - _:;_dx2 - 2m<#; 
X 2m X 
podendo ser transformada em 
ds2 = rdi'- r-112 (dr' + dx')- rd<p2 , 
onde os potenciais de Weyl tornaram-se 
1 
<t>= 2Inr, 
que são exatamente as funções que definem a métrica para uma linha infuúta ( 4. 7) com C = 1 
eu=1/4. 
Soluções Sobrepostas 5 
Neste capítulo listamos várias soluções de Weyl cujos potenciais ~ são somas dos apresenta-
dos no capítulo anterior. Como a integral (2.8) não é linear, a função v para uma sobreposição 
conterá um termo de iteração, a principal característica este tenno é a introdução de sigulari-
dades estruturais ou membranas, como descrito na Seção 3.5. 
5.1 Sobreposição de Partículas de Curzon 
Partindo da métrica (4.2) podemos calcular a solução para n partículas no eixo z [22] 
n rn, 
</>=-I:-, 
,.,,Rp 
n 
I: 
Ptfll!!l 
(5.1) 
(5.2) 
onde 14 é a distância Euclidiana da i-ésima singularidade até o ponto P e (J'P é o ângulo formado 
entre o segmento que une estes pontos e o eixo z. 
Se tomarmos apenas duas partículas fixas em z1,2 com massas m1,2 as expressões acima 
simplificam-se e a função tP pode ser escrita como 
(5.3) 
enquanto v torna,..se v = v1 + 112 + vt2 onde vt,z são os potenciais métricos associados a cada 
uma das partículas isoladas e v12 fica sendo 
m,m:. . 2 (o,- o,) 
v12 =- sm (z,- z1) 2 2 (5.4) 
ou substituindo sinO, por r f R; 
v= 2m1m:. (r'+ (z- z1)(z- z,) _ 1). (z, - z,)2 R111, (5.5) 
Nos dois primeiros gráficos da Figura 5.1 podemos ver, respectivamente, as curvas de nível 
das funções</> e v, relativas a sobreposição de duas partículas de Curzon. Esta solução apresenta 
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Figura 5.1: Sobreposição de duas partículas de Curzon. 
uma singularidade estrutural, pois v não se anula no eixo z entre as partículas. Esta estrutura 
pode ser melhor observada no terceiro gráfico da Figura 5.1, onde apresentamos o gráfico de 
superfície de v. 
Na região no eixo z entre as partículas a esta função assume o valor 
m,m, 
v( O, z) = -4 ( )2 para z1 < z < z2 • 
Z1- Z2 
(5.6) 
Definindo D = z1 - z2 como a distância entre as partículas a força de compressão na estrutura 
será [51] 
(5.7) 
Note que o primeiro termo desta série é exatamente a força Newtoniana que seria necessária 
para manter as partículas separadas. 
Cooperstock [19] aplicando esta solução obteve um resultado aproximado para a radiação 
emitida por dois corpos em queda retilínea. Tema que foi retomado por Araújo et. al. [3]. 
5.2 Barras Sobrepostas 
Do mesmo modo que obtivemos a solução para a sobreposição de partículas de Curzon 
podemos calcular a sobreposição de soluções de Schwarzchild em coordenadas de Weyl [62], 
[51]. 
A solução para duas barras, tais que 4 = ffli para i= 1, 2, separadas por 2D, é dada por 
4> =!_lu (R'+ R.- 21", Ra + R.t- 2!'2) (5.S) 
2 R1 +R.+2J"1 R:,+R.t+2!'2 ' 
= !_ [lu (R,+ R.)'- 41"~ +lu (R.+ R.t)2- 4J4 +lu ( D )2 
" 2 4R1R, 4R.R.t D+!-12 
(5.9) 
lu ((1'2 + D)R, + (!", + 1'2 + D)R.- J"tll.t) 2] 
+ DR1 + (J"t + D)R2 !"tllo ' 
onde R1 e ~' são as distâncias no espaço de base até pontos extremos da primeira barra, 
enquanto R. e R.t são as distâncias relativas a segunda barra. 
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5.3 Solução Geral para Dois Corpos 
-
Como citado na Seção 4.12, a solução obtida pela sobreposição das autofunções do Lapla-
ciano em coordenadas bi-esférica. é a solução geral para dois corpos [13]. 
O potencial cf> é dado simplesmente pela soma da. autofunções 
cf> = -jrco--:sb:-Tf---c-os-:OE H,(Tf)8,(0), 
s=O 
onde definimos as funções 
H,(Tf) = A,e•(>+~) + B,e-•(•+~), 
8,(0) = 1', (cos 0). 
Pela integração de (2.8) obtemos a função v 
v= senO f { senOA,, [e~e;+e,e, (s(s+1)+~)] 
p,s=O 
+8~6, [cosO (2fl,, +Ap,)- 2II,,J} +F( O), 
onde foram definidas 
A,, = f HpH, cosb Tf dTf, 
e a função de integração pode ser 
F( O)= -2~A.,B, H·+ ~r I:- (1- e) e,e;] 
1 ~ K [4(s + 1) (( )I'+' I'-') < (~• e2) I<+' I'] +-2 L....! s 2 1 S + 1 s+l + S 11+1 + ':. ~+1 s + .7-tl - s ' 
3=0 s+ 
onde e= cosO, K 11 = As+tBs + AsBs+l enquanto que 1; = k1 SpS,dÇ. 
Como esta solução é assintoticamente plana sua massa total é dada pela soma das massas 
de cada termo da série 
a oo 
m=- 10 ~)A, +B,) 
v2 s=o 
e a massa de cada partícula é 
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5.4 Discos Circundando Buracos Negros 
Estas métricas podem ser consideradas como modelos de galáxias, pois de acordo com as 
observações astronômicas a maioria das galáxias é composta por um núcleo denso, um disco 
e um halo. O núcleo será representado pelo buraco negro, o disco de estrelas por um disco 
infinitesimalmente fino porém o halo é desconsiderado. 
O tensor de energia momento de um disco infinitesimalmente fino, sobre o eixo z, com um 
buraco negro de Schwarzschild no centro. Seus componentes não nulos são [46] 
< ~ -11 ~ 4e2C'>+A-•l[1- r( >li+ A),] A, 8(z), (5.10) 
(5.11) 
onde A e v[A] são os potenciais métricos do disco, W e v[W] são os potenciais métricos do buraco 
negro, e v ~ v[ >li +A]. 
Uma característica destas soluções é que a transformação (2.32), que leva a solução de 
Schwarzschild das coordenadas de Weyl para suas coordenadas canônicas, leva o disco infinite-
simal em outro disco infinitesimal. 
Apresentamos agora uma lista de soluções onde diferentes discos foram sobrepostos ao bu-
raco negro. 
Discos de Morgan-Morgan 
Para o caso dos discos de Morga.n-Morgan (4.18) sobrepostos com um buraco negro o tensor 
de energia momento (5.10)-(5.11) assume os valores 
•~J1- :: [1- (~: + v'm:"+r)] G8(z), 
onde M é a massa do disco e m é a massa do buraco negro. G é uma função dos potenciais 
métricos [46]. A condição fraca de energia, <>O, aplicada a este caso toma-se 
O< m 2 :<=; ( 1- 3"M)2 [3"M (1- 3"M)']-' 
a2 4a 2a Ba 
. e a velocidade de rotação das partículas (4.16) é 
2 (3"Mr m ) (1 3"Mr' m )-' v~ 4a" + v'm'+r - 4a3 - v'm2 +r2 
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Disco de Poeira 
Para obter a sobreposição da solução de Schwarzschild ( 4.4) com a solução de um disco de 
poeira (4.32)-(4.33) nós primeiro reescrevemos (4.32) como ,Pj, = alntt+, então a função q, do 
conjunto é escrita como 
.p+ = <fJBH +</Jb =~In (1'+1'2) · 
2 1'1 
No plano z = O e a função v é 
vl,-o = --+ -In + - - . a
4 1 ( r 2 ) a'( 1'1 1'2 ) 
- 16r4 2 r2 + m2 2 r( r -tt1) 2 r(r -tt,)2 
Notando que neste plano p.1 = m+.Jr2 + m 2 e J.0. = -m+.../r2 + m2 e aplicando estes potenciais 
para calcular as componetes do tensor de energia momento obtemos 
€ = 2a' e'(4>-v) (1 - m ) ' 
r' ../r2 + m 2 
2a' m 2(4>-v) 
Prp'P = T3 .Jrz + m2 e ' 
como também a velocidade de rotação 
2 m 
v = -..;7'r'i'2 =;+=m=;;-2 ---m~ 
Com esta expressão vemos que quando r < V3m a velocidade se torna superluminal v2 > 1, 
note que Vã"m é exatamente o raio de Schwarzschild, no plano equatorial, em cordenadas de 
Weyl. Esta região nos obriga a abandonar esta solução como um modelo razoável para uma 
galáxia real. 
Discos Anulares 
Usando as expressões (5.10)-(5.11) e (4.35) e nos restringindo a r<;- a, pode-se mostrar que 
•=G ~(1 - [M (l- 3a') + m ]) , v .L- T2 T 2r2 .../r2+m2 
~[M( 3a2 ) m l Prprp = Gy .L - ~ --:;:- 1 - 2r2 + .Jr2 + m2 ' 
onde G é uma expressão envolvendo os potenciais de Weyl, veja [46]. 
Quando r = a temos que E = ptpfp = O, enquanto que para r -+ oo estas funções assumem os 
comportamentos OBSintóticos definidos por<= O(r-2) e p""' = O(r-4). Desta forma a condição 
• <;- O é sempre satisfeita para todos os valores de M/a e m/ a. 
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Figura 5.2: Partícula de Curzon e Disco de Appell em equilíbrio. Funções tP e v. 
·•· 
... 
' ' 
Figura 5.3: FUnção v para uma partícula de Curzon e um disco de Appell, atração e repulsão. 
5.5 Partícula de Curzon e Disco de Appell 
A sobreposição de um disco de Appell, no plano z =O com raio a r/>" e v", (4.37) e (4.42), 
e uma partícula de Curzon em z,, r/>' e v', (4.2), é dada pelas funções [49] 
onde 
p Jcooh '7 cos ~ Ç 
= ../'iaR CCJS 2' 
A= r"+ (z- z,)z, B = ~- a2 e D = z- z, enquanto que 11 e Ç são as coordenadas toroidais 
definidas na Seção B.5. 
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O primeiro gráfico da Figura 5.2 exibe a.s Clll"\'M de nível da função <P- Porém a função v 
terá düerenças significantes dependendo da posição da partícula. Como o interior do disco é 
composto de matéria negativa e sua borda por matéria positiva [28], o ponto r= O e z =a será 
uma posição de equilíbrio. Então posicionando a partícula de Curzon neste ponto temos uma 
solução em equihôrio. A função v correspondente não possui a singularidade estrutural, como 
mostra o segundo gráfico de Figura 5.2. Porém, existe uma membrana no interior do disco, que 
se anula nas proximidades do eixo z. 
Quando posicionamos a partícula fora deste ponto, a solução final será instavel e possuirá 
tanto a membrana quanto a estrutura, como podemos ver nos gráficos da Figura 5.3. No 
primeiro a partícula está mais afastada do disco que o ponto de equihôrio, portanto, a atração 
é mais forte e a estrutura, como nas outras soluções, é negativa. Enquanto no segundo arranjo, 
com a partícula mais próxima que o ponto de equilíbrio, a estrutura é positiva. 
5.6 Sobreposições com o Anel de Letelier-Oliveira 
I ~ ·-------=----- , ., t,-, ----,o~;----.:..-...,:.._.::....._.,..,--.::/:......._,J 
Figura 5.4: Anel de Lete1i"'-Oliveim e uma partícula de Cuxzon. 
Sobrepondo nrna partícnla de Curzon com nrn anel de Letelier e Oliveira [51] obtemos nrna 
métrica que contém uma estrutura e uma membrana. Sejam cpc e vc os potenciais métricos da 
partícula de Curzon (4.2) no ponto Zo, com massa m, enquanto r/14 e v« são a solução para o 
anel (4.48)-(4.49) no plano z =O com raio a e maBSa M. Então a sopreposição é dada por 
(5.12) 
onde a função rP' é escrita como 
72 CAPÍTULO 5. SOLUÇÕES SOBREPOSTAS 
'·' 
,, 
-0.8 
Figura 5.5: Anel de Letelier-Oliveira e uma partícula de Curzon em equilíbrio. 
Os gráficos da Figura 5.4 exibem esta solução para o caso Zo = 1 e a = 1, neste arranjo 
temos o aparecimento tanto da membrana quanto da estrutura, porém na Figura 5.5, onde 
zo = O, os corpos estão em equih'brlo e as singularidades não aparecem. 
Figura 5.6: Dois anéis de Letelier-Oliveira. 
Por métodos numéricos calculamos também a sobreposição de dois anéis paralelos, como 
mostra a Figura 5.6. Esta métrica contém duas membranas, uma no interior de cada anel e 
uma estrutura ligand<>-as. 
. ' 
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5. 7 Sobreposições com o Anel de Weyl-Bach 
A sobreposição de um anel de Weyl (4.51) e (4.53), q,w e vw, com um campo homogêneo (4.1) 
</1' e v" é dada pelas funções [36] 
oude 
vwh = -4D>.Jcosb q -1 (H' F( li, k) + HE(ó, k)) 
a função H é definida em (4.52), F e E são funções elípticas de Jacob, enquanto que u é a 
densidade Netoniana do anel e ...\ é a intensidade do campo homogêneo. Os argumentos das 
função elípticas são 
li _1 (coshq+1)(1-cosÇ) 
= sen 2(cosh '7- cos Ç) ' 
17 e Ç são coordenadas toroidais. Esta solução é um exemplo de métrica com membrana, porém 
a presença do campo homogêneo dificulta a interpretação física de suas fontes. 
Figura 5. 7: Anel de Weyl-Bach e uma partícula de Curzon. 
Apresentamos agora algumas soluções, obtidas numericamente, que correspondem a so-
breposições de várias métricas com o anel de Wey!-Bach. 
Começamos pelo anel com uma partícula de Curzon, Figura 5.7. Este aranjo nos permite 
uma comparação direta com a solução analítica da sobreposição de uma partícula de Curzon 
com o anel de Letelier-Oiivelra (5.12). 
Calculamos também esta métrica com os componentes em equilíbrio. O resultado, visto na 
Figura 5.8, como esperávamos, não apresenta estruturas ou membranas . 
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1.2 1.4 1.5 UI 
Figura 5.8: Anel de Weyl-Bach e urna partícula de Cuxzon em equilíbrio. 
Figura 5.9: Anel de Weyl-Bach com a solução de Schwarzschild. 
Uma solução fisicamente mais plausível é obtida substituindo a partícula de Curzon pela 
solução de Schwai7.SChild, embora estas soluções ainda não sejam realistas, pois o anel contém 
matéria negativa. 
Esta nova solução foi calculada com três arranjos diferentes. Primeiro consideramos as 
disposições equivalentes às calculadas com a partícula de Curzon. Por fim, consideramos uma 
situaçãD interme<liária, que será descrita mais a frente. 
A primeira disposiçãD corresponde as soluções das Figuras 5.4 e 5. 7 onde a partícula 
encontra-se afastada do anel, veja a Figura 5.9. Como nos casos anteriores existe uma mem-
brana no interior do anel e uma estrutura entre o centro da membrana e a partícula. 
A outra situaçãD estudada é a soluçãD em equihbrio onde colocamoe a barra, que representa o 
buraco negro, fica centrada no plano do anel. A soluçãD resoltante pode ser vma na Figura 5.10 
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Figura 5.10: Anel de Weyl-Bach com a solução de Schwarzschild em equilíbrio. 
Figura 5.11: Anel de Weyl-Bach com a solução de Schwarzschild interceptando-se. 
(compare com as figuras 5.5 e 5.8). 
A terceira disposição não possui equivalente com as métricas envolvendo a partícula de 
Curzon. Nela posicionamos a barra no interior do anel, mas fora da posição de equihôrio. 
Esta solução pode ser vista na Figura 5.11. Note que a estrutura não aparece enquanto que a 
membrana slll'je normalmente no interior do anel. Talvés seja licito conjecturar que a solução 
extendida, isto é, com o interior do horizonte de Schwarzschild, a membrana se extendesse até 
o eixo de simetria e a estrutura aparecesse sobre este eixo. 
Como no caso dos anéis de Letelier-Oliveira, calculamos a sobreposição de dms anéis para-
lelos, veja a Figura 5.12. 
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Figura 5.12: Dois anéis de Weyl-Bach 
5.8 Corpos Acelerados 
Como foi citado na Seção 4. 7 podemos gerar soluções das equações de Einstein associadas 
com corpos acelerados pela sobreposição de uma solução de Weyl com uma linha semi-infinita 
de densidade 1/2. 
Considere que rp0 seja o potencial métrico de uma linha semi-infinita (4.11) com densidade 
1/2. E que cf>1 seja a Imagem Newtoniana da configuração de massa que desejamos acelerar. 
Pela linearidade da equação de Laplace temos r/>= t/!o + r/>1 e com ajuda da identidade (2.14) 
podemos escrever v= Vo + v1 + Vo1, onde vi= v[.Pi], e vol = v[t/>o, t/>1]-
Quando aplicamos a transformação ( 4.12) nesta métrica os termos t/>o e v0 desaparecem, 
resultando no elemento de linha 
ds2 = é'•• (Çdr- rdÇ)2- e"("<+••n-o•) [drf + (rdr+ ÇdÇ)2] - e-"'~•.,fdrp2 (5.13) 
q2(Ç2-r2) ç>-r2 
Para que esta métrica seja regular sobre as retas r2 = (,2 , portanto extensível a todo o plano 
T - Ç ela deve obedecer a condição de regularidade 
(5.14) 
A constante q, que foi introduzida na transformação (4.12), pode ser usada para ajnstar as 
coordenadas a esta condição. Esta métrica também é invariante as transformações citadas na 
Seção 4.7. 
Partículas Aceleradas 
Tomando a solução para a linha semi infinita, cf>o e v0 , com Zo = O, < = 1 e u = 1/2. E r/>;, 
v; com i = 1, 2 como soluções de Curzon. A sobreposição destas três métricas é dada por [7] 
(5.15) 
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(5.16) 
onde VJ.z é dada por (5.5) e 
v012 = (R+;)m, + (R+tmz + 1/21nR+C. 
Z1 1 Z2 
(5.17) 
R1,2 são as: distâncias Euclidianas, até os pontos z1,2 , R é a distâcia até a origem e C é uma 
constante arbitrária, cujo valor determina qual intervalo do eixo z será regular ou conterá uma 
singularidade estrutural. 
Buracos Negros Acelerados 
Para obtermos a solução das equações de Einstein para buracos negros acelerados devemos 
sobrepor a solução para uma linha semi-infinita (4.11) com densidade linear <7 = 1/2 com 
a solução de Schwarzschild (4.4). Consideraroos que a linha parte do ponto Zz = (2A)-1 e 
dirige-se ao infinito positivo, isso é, € = 1. Ao mesmo tempo que impomos que a massa do 
buraco negro obedeça a relação m < (2A)~I, isso é, as imagens Newtonianas das soluções não 
se sobreponham. A sobreposição destas soluções é dada por [9] 
<f>= if>BH + <f>sL, 
v= 1/ 2ln (R,R.z + ,.Z + D(z- m) R, R,+ ,.Z + z2- m
2 (R2 - D)(R1 +R,- 2m)) , 
R2R, + r2 + D(z + m) 4RtEI.z& R,+ R,+ 2m 
onde z1 = m e Z3 = -m são os extremos da barra que representa o buraco negro e D = z - z2 
/ / 
/ / 
\ \ 
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Figura 5.13: Buracos negros acelerados. 
As constantes foram fixadas de modo que a singularidade cônica apareça entre a linha e 
a barra. De modo que, após a aplicação da tranaformação (4.12) teremos o espaço-tempo da 
Figura 5.13. Note que a barra original transformou-se em duas, ou seja, estamos lidando com 
dois buracos negros. A estrutura presente entre a barra e a linha aparece agora entre as duas 
barras, como mostra a linha tracejada, esta singularidade seria a responsável pela aceleração 
das partículas. 
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As barras partem do infinito, em r = -oo, com a velocidade da luz. Quando chegam em 
r = O, com a menor distância entre si, suas velocidades são momentaneamente nulas, então 
continuando o movimento acelerado atingem novamente a velocidade da luz quando 'T = +oo. 
As linhas pontilhadas indicam as trajetórias dos seus extremos. 
Como as superfícies r = ±( são horizontes de partículas para as partícula que seguem 
trajetórias do tipo ( 4.13) jamais haverá iteração causal entre os dois buracos negros. 
Buracos Negros Acelerados Sobre uma Onda Gravitacional 
Partindo da solução da sub-seção anterior e introduzindo o potencial para o campo ho-
mogêneo (4.1) podemos e!iminax a singularidade estrutural [9]. 
Pela linearidade do Laplaciano o novo ifJ é exatamente a soma dos anteriores. Enquando a 
função v torna-se 
v= ~ln (ft [R1R; + r2 + D;(z- m)]) (5.18) 
+-ln 1 (e'-'(R,+Ro-R,)->.z (R,- D2)(R1 + Ra- 2m).llzo? ) 
2 R1 +R.+ 2m R1R,R;, [R,R3 +r'+ D2(z + m)] ' 
onde Di = z - Zi, ). fixa a intensidade do campo homogêneo e a é uma constante arbitrária. 
Para removermos a singularidade precisamos ajustar estas constantes, impondo as equações 
-4m> 1- 2mA 
e = 1+2mA' 
quando mA « 1 e m # O estas expressões podem ser escritas como 
Após a aplicação da transformação (4.12) o campo homogêneo torna-se semelhante a uma 
onda gravitacional onde os dois buracos negro estão imersos. 
5.9 A Métrica C 
Esta métrica foi descoberta por Levi-Civita [54] como a soluzioni oblique, caso paxticular dos 
seus espaços estáticos degenerados. Ele buscava soluções que possuissem um vetor de Killing 
tipo-tempo ortogonal ao espaço tridimensional, cujo tensor de curvatura de Ricci fosse da forma 
R!', = CXTJ"'f/b + {3/i",. (5.19) 
O que é equivalente a considerar a métrica estática com tensor de Weyl tipo {22}. 
Por apresentar muitas características interessantes esta métrica foi descrita, por Kinnersley 
e Wallrer [39], como exemplo para qu""" tudo, em contraste ao espaço de Taub-NUT, que é um 
contra exemplo para quase tudo. 
' 
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Posteriormente Ehlers e Kundt [24] apresentaram-na como um caso particular das métricas 
C, dai seu nome hoje. Estas métricas podem ser representa.Qas pelo elemento de linha 
(5.20) 
com F e G representando polinômios cúbicos nas coordenadas fí e X, ou sftia, F = F(Y) e 
G = G(x), tais que a expressão seja válida 
F(iJ) = -G( -fj). 
Originalmente Levi-Civita escolheu os coeficientes do polinômio G(x) = ao+a1x+ll2x2+a3x3 
impondo que a3 = 1 e a2 = O. Letelier e Oliveira [53] mostraram que não é necessário fixar 
estes coeficientes porém aqui seguiremos a notação adotada por Cornish e Uttley [20] onde o 
elemento de linha tem a forma 
ds2 = A-2 (x + y)-2 [K2 Fdf- F- 1dy2 - c-1dx2 - K-2Gdp2] , 
onde G = 1- x>- 2mAx3 • 
(5.21) 
(5.22) 
No caso eletricamente carregado teriamos um polinômio de quarto grau dado por G = 
1 - x2 - 2mAx3 - e2 A2x4 , mas não trataremos deste caso aqui, pois estamos interessados na 
métrica C apenas como um caso particular das soluções de Weyl, que são soluções para o vácuo. 
Com base na nossa escolha da signatura de um espaço-tempo devemos restringir os valores 
da coordenada x de modo que G(x) >O, pois caso contrário teremos uma métrica com signatura 
invertida(-+++). Com esta restrição, se F(y) > O a coordenada t é tipo-tempo, e se F(y) <O 
então y é tipo-tempo. 
Bonnor [8] e Cornish e Uttley [20] fazem a restrição F > O de modo que t é sempre a 
coordenada tipo-tempo, porém Kinnesrley e Walker [39] ignoram esta restrição trabalhando 
com um escopo maior para a coordenada y, que desta forma permuta com t suas características 
tempo-espaciais. Inicialmente seguiremos os passos de Bonnor, Comish e Uttley, pois eles 
apresentam explicitamente a métrica C nas coordenadas de Weyl. Ao final, apresentaremos os 
resultados obtidos por Kinnersley e Walker. 
Vetores de Killing e Geodésicas 
Uma característica importante do sistema de coordenadas em (5.21) é a adequação aos dois 
vetores de Killing que a métrica possui, nominalmente ~ = á3 e (.& = ó~, com as normas 
G(x) 
11(11 =-A'(x + y)2. (5.23) 
Além disso ela também está adaptada ao autovetor, rf = c5~, do tensor de Ricci tridimensio-
nal (5.19). Nos domínios em que F(y) > O e G(x) > O os vetores Ç e (são respectivamente 
tipo-tempo e tipo-espaço. Fato que justifica, ao menos nestas regiões, o estudo da métrica C 
como uma solução de Weyl. 
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Ai; geodéscas nulas tais que X = P = O, onde o ponto simboliza derivação pelo parâmetro 
afim u, são dados por 
1 J du 
t(u) = ± K F(u)' y(u) = u. 
A Métrica C nas Coordenadas de Weyl 
(5.24) 
Para escrevermos a métrica C nas coordenadas de Weyl devemos aplicar a transformação 
1 + m.A:cy(x- y) + xy 
z= A(x+y)' ' 
..[F../G 
r= A(x + y)' (5.25) 
a coordenada p é substituída por <p e t permanece inalterada. Comparando (5.21) com (2.6) 
concluimos que 
'" K'F(y) 
e = (x+y)'" (5.26) 
Esta é a transformação apresentada no artigo de Cornish e Uttley. Para que as coordenadas 
r, z e t sejam equiparadas com as do artigo de Bonnor elas devem ser multiplicadas por A- 1 . 
Ocasom=O 
Neste caso a transformação para as coordenadas de Weyl (5.25) simplifica-se em 
l+xy 
z = 'A:7( x=-+-:-':y )"2 ' 
v'1 x'v'y' 
r= A(x+y)' 
1 (5.27) 
e podemos efetuárla para as regiões onde F(y) = y' - 1 > O e G(x) = 1 - x2 > O. Estas 
regiões estão expostas no primeiro gráfico da Figura 5.14, com as curvas isoparamétricas da 
transformação ( 5.27). 
' 
n ("~\':: '~~ 
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Figura 5.14: Plano zt1 quando m =O e quando m #=-O as linhas pontilhadas indicam cunas onde r é cantante, 
enquanto as tracejadas z cantante. 
-- ., 
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Como ambas as regiões conduzem ao mesmo resultado escolhemos a região I, de modo que 
teremos 
e'"'_ K'(y'- 1) 
- (x+y)' , 
2v K'(y'-1) 
e = .2 2 · 
Y -x 
(5.28) 
Note que y--+ 1 implica que <P --+ -oo, mas I<PI < oo em todos os demais pontos da região 
I. Então a Imagem Newtoniana relacionada com <Pé uma linha semi-infinita de densidade 1/2 
extendendo-se dez= (2A)-1 até z--+ oo. De (5.27) e (5.28) podemos ver que 
</J=~log[Vr'+ (z- 2~f- (z- 2~)'] +~logAK2 , 
,?l•-o) = y- x = 2AVr' + (z- _!:__)'. 
x+y 2A 
Com estas fórmulas podemos verificar que a condição de regularidade (3.4) é satisfeita para 
todo z < (2A)-1 desde que K' = 1. 
Como vimos anteriormente a solução de Weyl para uma linha semi-infinita pode ser levada 
em um espaço plano uniformemente acelerado pela transformação (4.12), que nesse caso será 
empregada com as con.stantes B = A, a = (2A)- 1 e q = 1. Note que com este valor de q 
a condição ( 5.14) é satisfeita trivialmente. Conclui.mos assim que a métrica C com m = O 
corresponde ao espaço de Minkowski uniformemente acelerado. 
Acompanhando as transformações realizadas vemos que os horizontes y = ±1 tornam-se os 
planos ( = ±T que são os horizontes dos sinais luminosos emitidos por partículas uniformemente 
aceleradas com histórias dadas por (4.13). 
O Caso m # O e 27m2 A2 < 1 
A restrição realmente desejada é que o polinômio G possua três raizes reais düerente:;, a 
expressão 27m2 A' < 1 surge da escolha imposta aos coeficientes de G. Porém esta escolha não 
é necessária, pois podemos trabalhar com um polinômio geral [53]. 
Empregando a escolha dos coeficientes, descrita anteriormente, o po.lmômio G(x) tem três 
raize:; reais distintas x1, X2 e xa onde xa < x2 < O < xh e as raizes de F(y) são Yi = -Xi· 
Quando impomos as condições F(y) > O e G(x) > O isolamos as regiões I, II, III e IV do 
plano x- y, como mostra o segundo gráfico da Figura 5.14. Onde elas aparecem com as linhas 
isoparamétricas da transformação (5.25). 
Pelo termo que define a coordenada r na expressão (5.25) vemos que quando x = x, ou 
y = Yi então r = O e com o emprego das fórmulas de F e G vemos que se x ~ -oo ou 
y -+ -oo, r também se anula. Portanto, as fronteiras destas regiões são mapeadas no eixo 
z. Agora com o uso da definição dez (5.25) vemos que estas fronteiras, após transformadas, 
cobrem todo o eixo z. Empregando (5.25) e as propriedades das raizes de G 
82 CAPÍTULO 5. SOLUÇÕES SOBREPOSTAS 
As fronteiras são mapeadas continuamente sobre o eixo z, exceto nos vértices onde z -t ±oo1 
pois nestes casos o valor de z depende da direção pela qual o v.rrlice é atingido. Enquanto que 
o interior de cada região é mapeado em todo o plano r - z, mas esse mapeamento é bijetor 
somente nas regiões I e Til. 
Agora por (5.26) notamos que êtP e finita e não se anula no interior das regiões, porém nas 
fronteiras existem pontos onde e2tP -t -oo indicando a presença de fontes nestas regiões. 
Observando primeiramente a região I os valores dez em cada um dos vértices desta região 
são, segundo a Figura 5.14, Zi = -rn:z;i, de modo que z1 < O < z2 < z3 • Quando tomamos 
um valor fixo para z e fazemos r --t oo, no plano r- z a imagem deste ponto no plano x- y 
aproxima-se do vértice (x2 , y2). 
1 ll m N 
~112 
~Ia <J:=l/2. 
Figura 5.15: Imagem Newtoniana da métrica C. 
A expressão (5.26) pode ser escrita como 
e24> _ K'[R3 - (z- z3)][R1 - (z- z1)] 
- 11,-(z-z.,) , 
onde~ = -J(z- Zi)2 + r 2 . Esta fórmula pode ser reconhecida como a sobreposição de três 
linhas semi-infinitas que se extendem ao longo do eixo z até +oo. Duas delas com densidade a 
igual a 1/2, cada uma partindo de z1 ou z,. A outra partindo de z., com u = -1/2. De modo 
que o resultado é uma linha semi-infinita de densidade u = 1/2 que se estende de z, ao infinito 
e l.Uil8. barra também de densidade a = 1/2 entre z1 e Z2, como mostra a primeira linha da 
Figura 5.15, as outras regiões podem igualmente ser mapeadas no plano r - z gerando, como 
hnagens Newtonia.na.s as outras linhas da Figura 5.15. Porém, apenas a região I leva a um 
espaço tempo fisicamente aceitável, deste modo trataremos um pouco mais sobre este caso. 
Vamos agora analisar a regularidade da métrica nas partes do eixo z tais que a = O, isto é, 
-oo < z < z1 e z- 2 < z < za. Cada um destes intervalos corresponde a partes da fronteira de 
I onde x = x2 e x = X1, respectivamente. Então usando o fato de que G -+ O quando x -+ x1 
ou x -+ x2 temos que 
_,., -+ ( G, )2 
e 2K z=zt ou z=z2 
então, para que (3.4) seja satisfeita, temos que impor 
K'= (~·)', 
~· I 
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mas como G:c(xl) ;f:. Gz(x2) esta condição só pode ser satisfeita para uma das regiões, ou seja, 
a métrica conterá uma sigularidade cônica entre -oo e z 1 ou entre .za e z3 • Escolhendo impor 
a regularidade no primeiro intervalo a expressão (5.9) pode ser reescrita como 
' A' ( )'( )' K =aZ2-Za z-2-zl. 
m 
Vimos que a hnagem Newtoniana desta métrica é uma linha semi-infinita de densidade 
u = 1/2 e uma barra também de densidade 1/2, ou seja, uma partícula de Scbwarzscbild em 
coordenadas de Weyl. Retomando os resultados da Seção 5.8 concluimos que estamos lidando 
com duas partículas esféricas aceleradas. 
Aplicando a transformação (4.12) com B = AK', a = zs, obtemos a métrica C na for-
ma (5.13). Para satisf3.2er a condição de regularidade (5.14) basta impor q = 1. 
Singularidades e Horizontes da Métrica C 
Nas sub-seções anteriores trabalhamos com as retrições G > O e F > O. Mas como foi 
dito Kinnersley e Walker [39], empregaram uma abordagem diferente impondo somemte que 
x2 < x < x1 e permitindo, a priori, que y seja ilimitado. Deste modo, a região sob estudo passa 
a conter os horizontes F = O nas superfícies y = Yi· 
Inicialmente definimos as coordenadas 
!. ~ Au = t+ F(Ç)' 
Note que ué uma coordenada nula, veja (5.24), e constmimos o invariante de curvatura 
>li=-~ C"""'l"n'l"nc =-;, 
onde la e na são os vetores nulos principais. Com base neste invariante vemos que p = O é 
uma singularidade física. Como p --t oo ::::;. W --t O o espaço é assintoticamente plano, podemos 
então interpretar p como uma coordenada radial, de modo que consideraremos p > O. Mas ao 
impormos esta restrição estamos também impondo uma restrição a y, ou seja, y > -x. Este é 
o domínio com que trabalharemos. 
A 
Figura 5.16: Blocos e diagrama da métrica C para o caso m =O. 
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Tomamos agora um x fixo e desconsiderando a coordenada simétrica p, definimos uma 
superfície bidimensional y- t cuja métrica é 
ds2 = A-2 (x + y)-2 [Fdf- r'dy2], (5.29) 
que é conforma! ao elemento de linha das coordenadas de Walker (3.6). Na verdade esta su-
perfície possui as propriedades necessárias para que se empregue o método de blocos, exceto que 
ela é completamente geodésica somente para as geodésicas nulas. Se mesmo assim empregarmos 
o método obtemos os resultados a seguir. 
Quando m =O, F possui duas raizes ±1, mas devido as restrições em y a raiz y = -1 está 
fora do escopo considerado. Deste modo T será dividida em duas regiões T1,2 , tais que 
T1, -x < y < 1, F< O; 
T2, 1 < y < oo, F > O. 
Observe que nos extremos destes intervalos temos os seguintes comportamentos 
y~-x. 
y= 1, 
p -t co, W --t O; 
p = [A(x- 1)]-', w = -m[A(x -1)]3 ; 
y --t oo, p-t o, w--+ -00. 
De modo que T1 é assintótico e T2 é singular, como vemos na Figura 5.16. Unindo estes blocos, 
pelas regras do método de Walker, obtemos o diagrama da Figura 5.16. 
Figura 5.17: Blocos da métrica C para o caso m =f- O 
Consideramos agora o caso em quem ::f:. O e 27m2A2 < 1, ou seja, quando F possui três 
raizes reais diferentes y1 < Y2 < O < y3• Novamente como estamos lidando com y > -x e 
-'Y2 < x < -y1 a primeira raiz não nos interessa. Assim dividimos T em três regiões T1,2,3 tais 
que 
T,, -x<y<y2, F<O; 
T2, Y2<Y<Ya, F>O; 
T,, Ya<y<oo, F<O. 
Repetindo a análise efetuada pa.ra o caso m = O, vemos que o comportamento nos extremos 
destes intervalos é 
y --t -x, 
Y=Y2, 
Y = Ya, 
y --t oo, 
p --t oo, 
p = [A(x- y,)]-1, 
p = [A(x - y3)]-', 
p --to, 
W --tO; 
W = -m[A(x - y,)J3 ; 
W = -m[A(x - Ys)]3 ; 
W --t -oo. 
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Figura 5.18: Diagrama da métrica C para o cat10 m #=O 
Portanto, T1 é assintótico, T2 é regular e T3 é singular, veja a Figura 5.17. Unindo-os chegamos 
ao diagrama da Figura 5.18, que é simplesmente conexo e se repete indefinidamente. Mas como 
podemos identificar as linhas indicadas, sem violar a.s condições de causalidade podemos criar 
um diagrama em fonna de cilindro. 
',: 
.... , 
Conclusões 6 
Os métodos numéricos mostraram-se adequados ao estudo das soluções de Weyl. Tanto ex-
ibindo novas soluções quanto esclarecendo o comportamento de partículas de tese na vizinhança 
de uma solução. Um bom exemplo das possibilidades destes métodos é o estudo sobre o anel 
de Weyl-Bach e suas sobreposições. 
Como uma revisão este trabalho ainda não está completo. Muitas soluções não foram 
incluídas, algumas bastante importantes como as de Zipoy [71] e outros discos. Mesmo entre as 
soluções incluídas faltam dados sobre suas interpretaçõesfísicas e geométricas. Porém desejamos 
continuar desenvolvendo este projeto até podermos apresentar uma revisão mais abrangente. 
··"• 
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Teoremas Sobre Singularidades A 
Apresentamos neste apêndice, resumidadmente, alguns teoremas sobre singularidades, de-
monstrados por Hawking e Ellis [31 J. Em seu livro, Wald [68) também apresenta estes resultados 
com diferenças muito pequenas, em algumas definições. Não incluimos este conteúdo no corpo 
da dissertação pois estes teoremas se aplicam a espaço-tempos evolutivos e demonstram a exis-
tência de singularidades como o Big-Bang ou o colapso gravitacional, enquanto as métricas de 
Weyl, tema deste trabalho, são estáticas, não satisfazendo, portando, as condições necessárias 
para a aplicação dos teoremas. 
As primeiras seções deste apêndice definem uma série de conceitos que serão depois empre-
gados para determinar com clareza o conteúdo dos teoremas. Para o caso das métricas estáticas, 
como as de Weyl, os resultados mais relevantes são os que caracterizam as singularidades através 
da incompletude geodésica. 
A.l Estrutura Causal 
Apresentamos aqui o conceito de espaço-tempo temporalmente orientável e sua estabilidade. 
Estes conceitos serão necessários para demonstrar os teoremas sobre singularidades. 
Considere M uma variedade diferenciável e 9ab uma métrica, com signatura de Lorentz 
(-,+,+,+),definida em M, então chamamos (M,g.,) de um espaço-tempo e cada p EM de 
evento. Os vetores t" são considerados tipo-tempo se g.,t"t! < O, tipo-espaço se g.,t"t! > O e 
nulos se g.,t•t! = O. 
A.2 Orientação Temporal 
Em cada ponto p E M o seu espaço tangente, Vp, é OOmórfi.co ao espaço de Minkowski, onde 
podemos fazer uma escolha local da direção do futuro. Se pudermos escolher continuamente a 
direção do futuro, em todo M, então dizemos que o espaço é temporalmente orientável, neste 
caso podemos provar que 
Lema 1 Seja (M, g00) temporalmente orientáveL Então existe um campo vetorial tipo-tempo, 
f:O', analítico e diferente do vetor nulo, em M. Em contra partida se existe um campo vetorial 
tipo-tempo, contínuo, então (M, g00) é temporalmente orientável. 
Em um espaço temporalmente orientável podemos definir os seguintes conceitos: 
o Curva tipo-tempo orientada para o futuro, A(l) se para qnalquer p E À o vetor tangente 
t" é tipo-tempo direcionado para o futnro; 
94 APÊNDICE A. TEOREMAS SOBRE SINGULARIDADES 
• Curva causal orientada para o futuro, >.(l) se para qualquer p E À o vetor tangente t" é 
tipo-tempo ou nulo direcionado para o futuro; 
• Futuro cronológico, J+ (p) é o conjunto de todos os pontos q E M tais que existe uma 
curva tipo-tempo direcionada para o futuro, À, tal que >.(O) = p e >.(1) = q, podemos 
também definir o futuro cronológico de um conjuntoS c M como J+(S) = Upesf+(p); 
• Futuro causal, J+ (p) é o conjunto de todos os pontos q E M tais que existe uma curva 
causal direcionada para o futuro, >., tal que >.(O) = p e >.(1) = q, da mesma forma para 
S C M temos J+(S) = Upes J+(p). 
Definições análogas podem ser feitas para conceitos equivalentes direcionados ao passado, .\, 
I- e J-, bastando apenas substituir o termo futuro por passado, nas definições acima. Podemos 
notar que J+(p) é um subconjunto aberto de Me quepE J+(p) somente se existe uma curva 
tipo-tempo orientada para o futuro fechada que começa e termina em p. Em contraste, qualquer 
que seja p EM, p E J+(p). O mesmo sendo válido para J- e J-. 
Definimos também uma vizinhança normal convexa de p E M, que consiste em um conjunto 
aberto, U, com p E U, tal que para todo q, r EU exlste uma única geodésica conectando q e r 
contida totalmente em U. 
Teorema 1 Considere um espaço-tempo arbitrário (M,g00 ) e um ponto p EM, sempre existe 
uma vizinhança normal convexa, U, de p. Além disso, para qualquer U, J+(p) nU consiste de 
todos os pontos alcançados por geodésicas tipo-tempo direcionadas para o futuro que partiram 
de p e contidas em U, enquanto i+(p) nU, onde i+ denota a fronteira de J+, é gerado pelas 
geodésicas nulas direcionadas para o futuro, contidas em U, que partiram de p. 
É importante notar que estas caracterizações de J+ e j+ em termos de geodésicas podem 
não ser válidas quando consideramos o espaço como um todo, ou seja, em espaço-tempos gerais 
elas só valem localmente. Mas do teorema acima tiramos o seguinte corolário: 
Corolário 1 Se q E J+(p)- J+(p) então qualquer curoa causal conectando p e q precisa ser 
uma geodésica nula. 
Outro conceito importante é a idéia de conjunto atemporal, que se define como sendo um 
conjuntoS c Monde não existem p, q EStais que q E J+(p), ou seja, S n J+(S) = 0. Agora 
podemos apresentar um teorema que descreve a estrutura de j+. 
Teorema 2 Seja (M, 9ab) um espaço-tem]JQ tem]JQralmente orientável, e considere S C M. 
Então j+(s), se não for vazio, é uma 00-subvariedade de M, tridimensional, imersa e atem-
parai. 
Uma estrutura que podemos definir nos conjuntos atemporais fechados S c M é sua borda 
borda (S), que é o conjunto dos pontos p E S tais que qualquer vizinhança O de p contém 
q E J+(p), r E r-(p) e uma curva tipo-tempo conectando q e r que não intercepta S. Com esta 
definição concluimos que 
Teorema 3 Seja S # 0 um conjunto atem]JQral fechado com borda (S) = 0. Então S é uma 
C" -subvariedade tridimenaional imersa em M. 
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Em algumas situações, como veremos adiante, queremos estender uma curva diferencial a 
partir de um ponto ou queremos poder tomar o limite de uma seqüência de curvas diferenciais, 
o que nem sempre pode ser feito mantendo a difirenciabilidade das curvas, assim definiremos o 
conceito de curvas contínuas tipo-tempo ou causais direcionadas ao futuro, ou passado. 
Uma curva contínua, A, é dita tipo-tempo, ou causal, direcionada ao futuro se para cada 
p E >. existe uma vizinhança normal convexa, U, de p tal que se >.(t,), >.(t2) E U com t1 < t, 
então existe uma curva tipo-tempo, ou causal, diferenciável e direcionada ao futuro em U de 
>.(t,) até >.(t,). 
A.3 Pontos Extremos e Curvas Inextensíveis 
Para distinguirmos entre curvas que vão ao infinito ou terminam em uma singularidade de 
curvas que tenninam em um ponto devido somente a sua paramentrização definimos o conceito 
de ponto extremo futuro. Seja>. uma curva causal direcionada ao futuro, p E M é um ponto 
extremo futuro de >. se para qualquer vizinhança, O, de p existe to tal que para todo t > to, 
>.(t) E O. Observe que p não precisa pertencer a curva. A definição para ponto extremo passado 
é similar. 
Agora podemos dizer que uma curva é inextensível para futuro, ou passado, isto é, ela já é o 
mais ''longa" possível, não podendo ser prolongada, quando ela não possui um ponto extremo 
futuro, ou passado. Note que toda curva que possui um ponto extremo pode ser extendida, ao 
menos continuamente, a partir deste ponto. 
Estas definições levam ao seguinte lema: 
Lema 2 Seja À uma curva causal inextensível ao passado passando por p. Então através de 
qualquerq E J+(p) existe uma curva tipo tempo, inextensível ao passado,"(, tal que"( C J+(>.). 
Expomos agora os conceitos de convergência de seqüências de curvas causais. Considere 
{>..} urna seqüência de curvas causais, então podemos definir os seguintes elementos: 
• Um ponto p E M é pontn de convergência de { Àn} se dada qualquer vizinhança aberta O 
de p, existe N tal que >..nO -f 0 para todo n > N; 
• Uma curva À é considerada curva de convergência de { .>.,.} se cada p E >. é um ponto de 
convergência de { .>.,.}; 
• Um ponto p E M é um ponto limite de { >..} se qualquer vizinhança aberta O de p, 
intercepta infinitas curvas de { .>.,.}; 
• Uma curva>. é considerada curva limite de {>.n} se existe uma subseqüência{.>.;.} para a 
qual A é uma curva de convergência. Note que uma curva cujos pontos são pontos limite 
de { >..} não é necessariamente uma curva limite. 
Lema 3 Seja {A,.} uma seqüência de curoas causais, inextensíveis, direcionadas ao futuro, que 
possui um ponto limite p. Então existe uma curoa causal, ineztens!vel, direcionado ao futuro, 
>., que é curva limite de{.>.,.}. 
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Inicialmente definimos conjuntos que nos dizem o que um evento, ou um conjunto de eventos, 
pode influenciar, J+ e J+, agora definiremos outros que nos digam quais os eventos que são 
infuenciados apenas por um determinado conjunto de eventos. 
O domínio de dependência futuro de um conjunto S c M, atemporal e fechado, V+ ( S) 
é o conjunto dos pontos p E M tais que todas as curvas causais inextensíveis ao passado que 
passam por p interceptam S. Note que S c V +(S) c J+(S). Como S é atemporal então 
v+(s) n I-(S) = 0. A definição do domínio de dependência passado v-(s) é similar. O 
domínio de dependência é v (S) = V +(s) u V -(s). 
A.4 Conceitos de Estabilidade 
Imediatamente percebemos que para que um espaço-tempo possuir uma estrutura temporal 
bem definida ele não pode possnir curvas tipo tempo fechadas, pois se p E J+(p) então este 
evento estaria influenciando seu próprio passado. Porém, eliminar apenas os espaços onde 
isso ocorre não elimina todas as possibilidades de mau comportamento temporal. É possível 
construir espaços que estão à beira de possuirem uma curva tipo-tempo fechada, estes espaços 
também não podem ser considerados fisicamente aceitáveis, pois são instáveis, podendo ganhar 
uma curva tip(}-tempo fechada com uma pequena perturbação. Exibiremos aqui três condições 
de estabilidade para um espaço-tempo: casualidade forte, casualidade estável e hiperbolicidade 
global. 
Um espaço-tempo (M, g00 ) é considerado fortemente causal se para todo p E M e toda 
vizinhança O de p, existe outra vizinhança de p, V c O, tal que nenhuma curva causal intercepta 
V mais de uma vez. 
Esta definição elimina o que intuitivamente consideramos como a beira de posssuir uma cur-
va tipo-tempo fechada, mas é possível construir espaços, que satisfazem a condição de causali-
dade forte, mas ainda são instáveis. 
Outra tentativa para caracterizar adequadamente os espaços é dada a causalidade estável. 
Considere um espaço (M,goo), tomemos agora p E M e um vetor tipo-tempo f!' em p. Se 
definirmos 9ab = 94b- tatb, teremos uma nova métrica em p, ainda com signatura de Lorentz, 
porém todos os vetores tipo-tempo ou nulos em g são tipo-tempo em g, ou seja, esta operação 
"abre" o cone de luz no ponto p. Agora se tivermos um espaço-tempo à beira de possuir 
uma curva tipo-tempo fechada e abrinnos todos os seus cones de luz então teremos uma curva 
fechada no novo espaço, com a métrica g. Asslln, dizemos que um espaço é causalmente estável 
se existe um campo vetorial tipo-tempo, não nulo, fA, tal que o espaço (M, 9M) não possui 
nenhuma curva tipo-tempo fechada. 
O teorema seqninte exibe uma importante caracteristica de espaços causalmente estáveis. 
Teorema 4 Um espaço-tempo é causalmente estável se e, somente se, existe uma função difer-
enciável f em M, tal que v• f é um campo vetorial tipo-tempo direcionado ao pa.s.sado. A função 
f é chamada de "função global de tempo". 
Como corolário deste teorema temos que causalidade estável implica em causalidade forte. 
... ' 
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Outra condição, ainda mais forte, sobre os espaço-tempos é a hiperbolicidade global. Um 
espaço (M, g.,) é considerado globalmente hiperbólico se possui uma superfície de Cauchy. 
Onde a superfície de Cauchy é um conjunto atemporal, E, tal que V (E) = M. O termo 
superfície é justificado pelo fato de que podemos aplicar o Teorema 3, que garante que E é uma 
G"-subvariedade tridimensional imersa em M. 
A suprefície de Cauchy pode ser considerada como um instante de tempo ao longo do 
espaço. Existem razões para supor que todo espaço-tempo fisicamente aceitável é globalmente 
hiperbólico. Nestes espaços temos o seguinte resultado: 
Teorema 5 Seja E uma superfície de Cauchy e ..\ uma curva causal ineztensível. Então À 
intercepta E, J+(E) e 1-(E). 
Definiremos agora C(p, q), para p, q E M onde (M, gab) é um espaço-tempo fortemente 
causal, como sendo o conjunto de todas as curvas contínuas tipo-tempo direcionadas ao futuro, 
que ligam p a q. Onde curvas que diferirem apenas pela parametrização são consideradas 
iguais. Note que se q <t J+(p) então C(p, q) = 0. Podemos também definir uma topologia, T, 
em C(p,q) para isso definimos que conjunto aberto em C(p, q) é todo conjunto O C C(p, q), 
que pode ser escrito como 
O=UO(U), 
onde U C M é um conjunto aberto e O(U) C C(p, q) é definido como 
O(U) ={À E C(p,q) I À cU}. 
Com esta topologia em G(p, q) podemos demonstrar o seguinte teorema: 
Teorema 6 Seja (M,gab) um espaço-tempo globalmente hiperbólico ep, q EM. Então C(p,q) 
é compacto. 
A compacidade de C(p, q) implica diretamente na compacidade correspondente do conjunto 
J+(p) n J-(q) na topologia de M. Reescrevendo temos: 
Teorema 7 Seja (M,gab) um espaço-tempo globalmente hiperbólico ep, q EM. Então J+(p)n 
J-(q) é compacto. 
Podemos também definir o espaço C(E,p), para p E V (E), que consiste no conjunto de 
todas as curvas causais contínuas direcionadas ao futuro entre E e p. É possível demonstrar, 
pelos mesmos argumentos do Teorema 6, que C(E,p) é compacto. 
Este é o teorema final sobre condições de estabilidade de um espaço-tempo: 
Teorema 8 Seja (M,gab) um espaço-tempo globalmente hiperbólico. Então (M,gab) é causal-
mente estável. A função global de tempo, f, pode ser escolhida de forma que cada superfície 
onde f é constante seja uma superfície de Cauchy. A8sim, M pode ser /oleado por superfícies 
de Cauchy, E, de forma que sua topologia seja R X E . 
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A.5 Congruências Geodésicas 
Entendemos por congruências, em um conjunto aberto O c M, uma família de curvas tais 
que por cada ponto p E O passe uma e somente uma curva desta família. Se tomarmos os 
vetores tangentes de uma congruência teremos um campo vetorial em O, e similarmente dado 
um campo vetorial contínuo em O podemos construir uma congruência. Com isso em mente, 
podemos definir congruência analítica como sendo aquela que gera um campo vetorial analítico. 
Consideremos uma congruência analítica de geodésicas tipo-tempo, podemos determinar que 
sejam parametrizadas pelo seu tempo próprio, então teremos que todos os vetores tangentes ço. 
obedecerão a relação eaea = -1. Assim, podemos definir o tensor 
que será puramente espacial. Este tensor mede quanto o vetor de deslocamento infinitesimal 
entre duas geodésicas falha em ser transportado paralelamente. Para podemos analisar esta 
congruência definiremos uma métrica espacial 
desta forma ha.b = gachoo é o operador de projeção sobre o subespaço do espaço tangente 
ortogonal a e·. 
Com base nestes tensores podemos definir expansão fJ, cisalhamento u 00 e "twist" wab de 
uma congruência 
1 1 
CTa> = 2: (Ba> + Boo)- SOha>, 
1 w., =:i (B.,- B .. ), 
desta forma podemos decompor o tensor Boo como segue 
1 Ba> = 3oh, + u., + w,. 
A partir da equação de derivação geodésica podemos deduzir equações que determinam 
o comportamento de 8, u00 e w00 • Entre estas equações a que nos interessa é a equação de 
R.aychaudhuri 
df} 1 
e·v,o = dr = -302 - u.,u"' +w.,w"'- R..e"e', 
observe que 
R.,Ç"(' = 87r (T,- ~Tg,) f."e' = 87r (T,Ç"(' + ~T). 
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Esta expressão pode ser considerada não negativa, pois podemos impor duas condições sobre a 
distribuição de massa no espaço. A condição fraca de energia 
e a condição forte de energia 
<•<' 1 T.,, ' :2: -<j.r· 
Assim, temos o seguinte resultado: 
Lema 4 Seja ça o campo tangente de uma congruêcia de geodésicas tipo tempo, hipersuperfície 
ortogonal. Suponha Rabça Ç6 ~ O, se (} admite um valor negativo Oo em um ponto de um geodésica 
da congruência então(} vai para -oo ao longo desta geodésica em um tempo próprio 7 $ 3/IBol· 
Pelo fato de que a congruência ser hipersuperfície ortogonal Wab = O. A condição Rm,Ç"Çb ~ O 
será sempre válida se a equação de Einstein for satisfeita e a matéria obedecer a condição forte 
de energia. O valor -uabaM é sempre menor ou igual a zero. Então a partir da equação de 
Raychaudhuri temos 
dO ~o•<o d7+3 _, 
cuja solução é 
e-1 > e-1 + '!". 
- 3' 
como o-' vai a zero com tempo próprio 7 < 3/lllol, O vai ao infinito simultaneamente. 
Para trabalhar com congruências de geodésicas nulas esbarramos no problema de que não 
existe uma maneira natural de normalizar os vetores tangentes, ka, destas geodésicas. Para 
podermos isolar o deslocamento paralelo entre duas geodésicas e o deslocamento ao longo de 
uma mesma, precisamos criar o espaço V" que contém apenas os vetores de interesse. Para 
construir este espaço iniciamos tomando o subespaço, ~' dos vetores ortogonais a ka em Vp. 
Agora definimos uma relação de equivalência, onde dois vetores, :rfl, if E VP são considerados 
equivalentes se existe c E R tal que xa - ya = cka. Então ~ é o espaço quociente de V,. com 
relação a equivalência definida acima. 
Para definirmos expansão, cisalha.mento e ''twist" de uma congruêcia de geodésicas nulas 
trabalharemos sobre o espaço ~ ao invés de V,, embora não exista uma maneira natural de 
relacionar um vetor arbitrário 1f" E V, com fa E ~ é possível fazê-lo com os vetores tais 
que ff"ka = O, tomando suas classes de equivalência. O mesmo sendo valido para tensores de 
qualquer ranque. 
Após estes algebrismos podemos definir, como no caso de geodésicas tipo-tempo, expansão 
9, cisalhamento Uoo e "twist" Woo da congruêcia de geodésicas nulas. Assim temos h00 e ÊJ00 
como as classes de equivalência de h,. e B.,, respectivamente. Definindo 
(J = hab ÊJab, 
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temos 
. 1 . 
Bab = 2()hab + Ô"ab + WaiH 
pelo mesmo processo usado para obter a equação de Raychauduri obtemos a seguinte equação, 
que é muito similar a anterior 
diJ 1 n2 • ~• • • ab " k"k' d).. = -217 - G'abU + WabW - L'-ab , 
que nos leva ao seguinte lema, parecido com o anterior: 
Lema 5 Seja k« o campo tangente de uma congruência de geodésicas nulas, hipersuperftcie 
ortogonal. Suponha que Rai,kakb 2: O. Se a expansão () assume um valor negativo Oo em 
um ponto de uma geodésica da cnngruência, então (} vai a -ao ao longo desta geodésica com 
comprimento do parâmetro afim À :5 2/IOol· 
A.6 Pontos Conjugados 
Considere uma espaço-tempo (M,gab) onde está definida uma conecção Va e 'Y é uma 
goedésica com tangente v«. A solução da equação de derivação geodésica p,« 
v«Va(vb\7Ú-'c) = -R_CabdJ.LbVaVd 
é chamada de campo de Jacobi. Dois pontos p, q E 'Y são considerados conjugados se existe um 
campo de Jacobi não nulo, que se anule em p e q. Isso significa que uma geodésica infinitesi-
malmente próxima de "( a interceptaria em p e q, embora não seja necessário que exista uma 
geodésica com esta propriedade, pois a definição exige apenas a existência do campo de Jacobi. 
Com o conceito de congruências geodésicas podemos exibir critérios para a existência de 
pontos conjugados. 
Lema 6 Seja (M, gab) um espaço-tempo satisfazendo R,Ç·~• ;:>: O para todo vewr tipo-tempo 
ça. Considere uma geodésica tipo tempo 'Y e p E 'Y. Suponha que a expansão, (J, da congruência 
das geodésicas tipo-tempo, direcionadas ao futuro, que emanam de p, assuma um valor negativo 
90 em r E "I· Então com tempo pr6prio T < 3/IOol a partir de r ao longo de"( existe um ponto 
q conjugado com p, desde que 7 extenda se o sujuciente. 
Este lema pode ser bastande generalizado com base na condição tipo-tempo genérica, isto é, 
dado (M, g .. ) cada geodésica tipo-tempo em M possui"" menos um ponto onde R..c.~·ç' #O. 
Então temos o seguinte lema reformulado 
Lema 7 Seja (M, gab) um espaço-tempo satisfazendo a oondição tipo-tempo genérica e 
R.,t;"~' > O para qualquer vetor tipo-tempa ~·. Então qualquer geodé8ica completa po=i um 
par de pontos conjugados. 
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Os pontos conjugados são importantes pois eles caracterizam as situações em que uma 
geodésica deixa de ser uma curva extrema, ou seja, uma geodésica tip~tempo deixa de ser uma 
máximo local do tempo próprio, ou uma geodésica nula deixa de estar na fronteira do futuro 
de um evento, como mosta o seguinte teorema: 
Teorema 9 Seja 'Y uma curva analítica tipo-tempo oonectando p, q E M. Então uma condição 
necessária e suficiente para que 'Y maximize localmente o tempo próprio entre p e q, sobre a 
variação suave de um parâmetro, é que 'Y seja uma geodésica sem pontos conjugados entre os 
pontos p e q. 
Podemos estender o conceito de pontos conjugados para ponto conjugado a uma hipersu-
perfície tipo-espaço analítica, ou ao menos (]2, E, onde hipersuperfície significa uma subvarie-
dade tridimensional imersa em M. 
Para isso definimos a curvatura extrínsica K4b de E. Considere o campo tangente unitário, 
ea, da congruência das geodésicas tipo-tempo ortogonais a E. Então podemos definir Kab, sobre 
E, como 
K.,=V.('=B ... 
O traço da curvatura extrínsica será denotado por K e definido como K = Ka a = hab Kab· 
Assim temos que K = f} onde () é a expansão da congruência de geodésicas ortogonais a E. 
Um ponto p de uma geodésica"'(, da congruência de geodésicas ortogonais a E, é considerado 
conjugado com E ao longo de 7 se existe um campo de Jacobi que não é zero em E e se anula 
em p. Para caracterizar a 8)Qstência de um ponto conjugado a E temos o seguinte teorema: 
Teorema 10 Seja (M, g.,) um espaço-tempo satisfazendo R,.,ç•ç• ;:: O para todo vetor tipo-
tempo ça. Considere uma hiper$uperficie tipo espaço E com K = () < O em algum ponto q E E. 
Então existe, com tempo próprio 7:::; 3/IKI, um ponto p conjugado com E ao longo da geodésica 
'Y ortogonal a E passando por q, assumindo que 'Y se extenda o suficiente. 
De forma similar ao Teorema 9 temos 
Teorema 11 Seja 7 uma curoa tipo-tempo analítica conectando um ponto q em uma hiper-
superjície tipo-espaço analítica E com um ponto p E M. Então uma condição necessária e 
suficiente paro que 7 maximize o tempo próprio entre p e E sobre a variação suave de um 
parâmetro é que 7 seja uma geodésica ortogonal a E sem pontos conjugadcs entre E e p. 
Para definirmos pontos conjugados de uma geodésica nula, Jl., devemos observar que a 
equação de derivação geodésica 
k'V,[k'V,(k"v.)] =O, 
onde ka é o vetor tangente a Jl., implica que o campo de Jaeobi, V', não pode se anular em 
p, q E p, a menos que kava = O ao longo de toda curva IJ· Por outro lado, se Jli é um campo de 
Ja.cobi então v"+ (a+ M)k" também é, onde a e b são constantes. Portanto, os pontos p e q 
serão conjugados se existir uma campo de Jacobi que seja múltiplo de k" em p e q. Ou seja, ao 
longo de uma geodésica nula JJ os pontos p, q E J1. serão conjugados se, e apenas se, um campo 
V' E V satisfizer a equação de derivação geodésica e se anule em p e q. Com estas definições 
temos o seguinte resultado 
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Lema 8 Seja (M, goo) um espaço-tempo satisfazendo Rabkakb > O para todo vetor nulo ka. 
Considere uma geodésica nula p, e p E p.. Suponha que a expansão (J da congruência composta 
pelas geodésicas nulas que emanam de p assumam um valor negativo 80 em r E J..L· Então com 
comprimento do paromentro afim .À~ 2/[80 [ a partir de r, existe um ponto q conjugado com p 
ao longo de Jl., desde que p, se extenda o suficiente. 
Analogo ao caso tipo-tempo podemos definir a condição nula genérica como sendo a im-
posição de que em toda geodésica nula p. exista ao menos um ponto r E J.L onde Rat,kakb > O 
ou kr,C•l"f'kflk'k' #O onde C""" é o tensor de Weyl. Então temos 
Lema 9 Suponha que (M,g.,;,) satisfaça a condição nula genérica e que 
Rabk4 k6 2:: O para todo vetor nulo ka. Então qualquer geodésica nula completa possui um par de 
pontos conjugados. 
Em comparação aos teoremas que determinam quando uma curva tipo-tempo é um máximo 
local do tempo próprio temos o seguinte teorema 
Teorema 12 Seja J1 uma curva causal analítica e p, q E Jl· Então não existe uma famz"lia de 
curvas causais Àa conectando p e q com Ào = J1 e Àa tipo-tempo para todo a > O, isto é JJ não 
pode ser suavemente deformado em uma curva tipo-tempo, se, e somente se, J1 é uma geodésica 
nula sem pontos conjugados com p ao longo de J1 entre p e q. 
Para geodésicas nulas também é possível definir ponto conjugado a uma superfície S, tipo-
espaço e bidimensional. Porém, agora existem dois vetores nulos direcionados ao futuro ortogo-
nais aS em cada ponto q E S, se Sé orientável então podemos fazer uma escolha contínua em 
S de forma a criar duas famílias de geodésicas nulas que serão referidas como famílias "ingoing'' 
e "outgoing". Se S não for orientável esta escolha pode ser feita localmente. Assim podemos 
enunciar os próximos teoremas 
Teorema 13 Seja (M, gab) um espaço-tempo satisfazendo R..k"k' 2': O paro todo vetor nulo 
ka. Considere S uma subvariedade tipo-espaço analftica e bidimensional tal que a expansão 
9 da congruência composta pelas geodésicas nulas, ~1outgoing" ou ~1ingoing", assuma um valor 
negativo Bo em q E S. Então com parâmetro afim .À < 2/[Bo[, existe um ponto p conjugado com 
S ao longo da geodésica nula, repectivamente "outgoing" ou "ingoing", J1 que passa por q. 
Teorema 14 Seja S uma subvariedade tipo-espaço analítica bidimensional, e J1 uma curva 
causal analítica de S até p. Então uma condição necessária e suficiente para que J1 não possa 
ser suavemente deformada em uma curtJa tipo-tempo ronectando S rom p é que p, seda uma 
geodésica nula sem pontos conjugados a S entre S e p. 
Como uma conseqüência deste teorema e dos resultados sobre espaços globalmente hiperbólico 
temos 
Teorema 15 Seja (M, gab) um espaço-tempo globalmente hiperbólico e considere K uma sub-
variedade espacial bidimensional orientável e compacta de M. Então qualquer p E j (K) está 
em uma geodésica nula direcionada ao futuro que sai ortogonalmente de K e não possui ponto 
conjugado com K entre K e p 
~· ' 
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A. 7 Curvas de Comprimento Máximo 
Temos alguns teoremas que determinam quando uma curva maximiza localmente o tempo 
próprio entre dois pontos p, q E M 
r[ A] = t V t"ta dl, 
onde ta é o vetor tangente da curva causal analítica, ou pelo menos C 1 , À. Queremos agora 
determinar quais as condições de existência para tais curvas. Para isso deveremos estender a 
função r para todas as curvas em C(p,q), para podermos usar os resultados de compacidade 
deste conjunto. 
Inicialmente tomemos o conjunto Õ(p,q) das curvas tipo-tempo analíticas, com topologia 
induzida por C(p, q). Em C(p, q) T pode ser calculado pela fórmula acima, e como este conjunto 
é denso em C(p, q), exceto por algumas geodésicas nulas, poderíamos estender a função 'T 
tomando uma seqüência {A.} em C(p, q) que aproxima continuamente i" E C(p, q) e atribuindo 
Porém, a função r não é contínua em Õ(p, q), porém segundo o próximo lema, ela é semi-
contínua superior 
Lema 10 Considere (M, Yab) um espaço-tempo fortemente causal e p, q E M com q E J+(p). 
Então r é semi-cont(nua superior em ê(p,q). 
Assim podemos estender r como função semi-contínua superior de C(p, q) a C(p, q) tomando 
para i" E C(p, q) uma vizinhança aberta O c C(p, q) e definindo 
T(J1,) = sup{r[A]IA E O, À E C(p,q)} 
e então definindo 
r[J.t] = inf{T[OJI O é uma vizinhança aberta de J1,}. 
Os teoremas anteriores que caracterizavam a curva que ma.ximiza r referiam se apenas a 
curvas analíticas, ou seja, curvas em C(p,q) e não em C(p,q), mas eles podem ser generalizados 
e assim temos 
Teorema 16 Seja (M,gab) um espaço-tempo fortemente causal e p,q E M com q E J+(p) 
e considere a função r definida em C(p, q). Uma condição necessária que r assuma o valor 
máximo em 'Y E C(p, q) é que 'Y seja uma geodésica sem pontos conjugados entre p e q. 
Teorema 17 Seja (M, Yab) um espaço-tempo fortemente causal e p E M com E uma hiper-
superfíeie tipo espaço, anal•'tica e atemporal. Considere a junção T definida em C(p, q). Uma 
condição necessária para que T assuma o valor máximo em 'Y E C(p, q) é que 'Y seja uma 
geodésica ortogonal a .E sem pontos conjugados com E entre E e p. 
Uma característica importante dos espaços globalmente hiperbólicos é que C(p, q) é com-
pacto, além disso sabemos que T é semi contínua superior então podemos aplicar os teoremas 
de existência do máximo. O que implica diretamente nos seguintes teoremas. 
104 APÊNDICE A. TEOREMAS SOBRE SINGULARIDADES 
Teorema 18 Seja (M, 9ao) um espaço-tempo globalmente hiperbólico, com p, q E M e q E 
J+(p). Então existe uma curva "f E C(p,q) para a qual T assume seu valor máximo em C(p, q). 
Teorema 19 Seja (M, gab) um espaço-tempo globalmente hiperbólico, com p E M e E uma 
superfície de Cauchy. Então existe uma curva 'Y E C{~,p) para a qual T assume seu valor 
máximo em C(E,p). 
A.8 Teoremas Sobre Singularidades 
Apresentamos aqui quatro teoremas sobre singularidades baseados na idéia de incompletude 
geodésica. Os dois primeiros demonstram a existência de uma singularidade na origem do 
universo, ou seja, a existência do "big-bang". 
Teorema 20 Seja (M,g.,) um espaço-tempo globalmente hiperb6lico com Raol;"t;' > O para 
todo vetor tipo-tempo, ça. Suponha que exista uma superfície de Cauchy, E, analítica (ou 
ao menos C2) e orientada espacialmente. Para a qual o traço da curvatura extrinsica, para 
a congruência das geodésicas tipo-tempo, normais e orientada$ para o passado, satisfaça K $ 
C < O, em :E, onde C é uma constante. Então nenhuma curva tipo-tempo orientada ao passado 
saindo de :E pode ter comprimento maior que 3/ICI· Na verdade, todas as geodésicas tipo-tempo 
e direcionadas ao passado são incompletas. 
Demonstração: Suponha que exista uma curva tipo-tempo direcionada ao passado, À, saindo 
de E com comprimento maior que 3/ICI. Tome um ponto p em.>. além de 3/ICI no passado de 
E. Pelo Teorema 19 existe uma curva de comprimento máximo r entre p e I:, que claramente 
também tem comprimento maior que 3/ICI. Mas pelo Teorema 17 'I precisa ser urna geodésica 
sem ponto conjugado entre E e p. Mas isso contradiz o Teorema 10 que determina que deve 
existir um ponto conjugado entre :E e p. Portanto a curva À não pode existir. 
Pode se considerar que na verdade este teorema ao invés de provar a existência de uma 
singularidade inicial provaria a inexistência da superfície de Cauchy em um espaço com estas 
características. Mas a hipótese da existência desta superfície pode ser enfraquecida mantendo 
ainda a existência de uma singularidade inicial. Como mostra o próximo teorema. 
Teorema 21 Seja (M, gab) um espaço-tempo fortemente causal com R,t;•t;• >O para todo ve-
tor tipo-tempo. Suponha que ezista uma hipersuperftcie analítica tipo espaço, compacta, atem-
poral e sem borda, S. Tal que para a congruência de geodésicas tipo-tempo, normais e dire-
cionadas para o passado saindo de S nós temos K < C < O. Então ao menos uma geodésica 
inatensível tipo-tempo e direcionada para o passado saindo de S tem comprimento no máximo 
igual a 3/ICI. 
Há outro contexto em que as sigularidades desempenham um papel importante, chamado 
colapso gravitacional. Para apresentarmos um teorema neste contexto temos anteriormente que 
definir '~apped surfa.ce", que consiste em uma subvariedade bidimensional, tipo-espaço, com-
pacta e analítica, T, onde a expansão, 8, de ambos os conjuntos de geodésicas nulas direcionadas 
ao futuro, ortogonais a T, é sempre negativa. Por exemplo, na solução de Schwam.:hlld todas 
as esferas interiores ao horizonte de eventos, são '~apped surface". Assim temos o seguinte 
teorema 
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Teorema 22 Seja (M, Ua&) um espaço-tempo conectado e globalmente hiperbólico com uma 
super./(cie de Cauchy não compacta, que satisfaz Rook«k'J 2. O para todo vetor nulo, ka. Suponha 
ainda que M possui uma ''trapped surface" T. Denote o valor máximo de (J para ambos os 
conjuntos de geodésicas nulas ortogonais em T por ()0 < O. Então pelo menos uma geodésica 
nula, ortogonal, orientada para o futuro saindo de T possui comprimento afim menor ou igual 
a 2/IBol-
Os teoremas anteriores, sobre singularidades, estavam relacionados a situações específicas. 
O próximo teorema demonstra a existência de singularidades em situações muito mais gerais. O 
que é um forte argumento para a hipótese de que as singularidades seja características comuns 
aos espaço-tempos. 
Teorema 23 Suponha um espaço-tempo, (M, goo) que satisfaz estas quatro condições: 
1. flabeaçb > O para todo vetor tipo-tempo, 
2. As condições genéricas tipo-tempo e nulas são satisfeitas, 
9. Não existem curvas tipo-tempo fechadas e 
4. Ao menos uma das três propriedades seguintes vale 
• (M,gab) possui um conjunto atemporal, compacto sem borda, isto é, (M,gab) é um 
universo fechado, 
• (M, Yab) possui uma "trapped surface", ou 
• existe um ponto p E M tal que a expansão, das geodésicas nulas direcionadas para 
o futuro, ou paasado, emanando de p, torne se negativa ao longo de cada geodésica 
desta congruência. 
Então (M,go.h) precisa ter ao menos uma geodésica tipo-tempo ou nula que seja incompleta. 
Sistemas de Coordenadas B 
B.l Cilíndricas 
No início quando apresentamos as equações de Weyl, nos deparamos com o Laplaciano 
em coordenadas cilíndricas com simetria axial (2.7). Apresentamos aqui a definição destas 
coordenadas em termos das coordenadas Cartesianas 
x = rsin cp, y = rcoscp, Z=Z (B.I) 
e com base nesta definição impomos as restrições O < r < oo, O :::;: cp < 21r e -oo < z < oo. 
O Laplaciano é definido em coordenadas Cartesianas como 
v' t/> = if>= + tf>w + tf>, 
e em coordenadas cilíndricas assume a forma 
2 I [ ] I V t/> = - rt/>, • + --,tf>'P"P + tf>v· 
r r 
(B.2) 
(B.3) 
Como estamos impondo a restrição de simetria axial e definindo as coordenadas de modo 
que o eixo de simetria coincida com o eixo r= O, qualquer solução de interesse não dependerá 
da coordenada <p. Podemos então desconsiderar os termos de (B.3) que eovolvam derivadas com 
relação a esta coordenada, temos assim exatamente a expressão (2. 7). Pelo mesmo motivo, esta 
coordenada será omitida no restante deste apêndice. 
As coordenadas cilíndricas não são as únicas adequadas a sistemas com simetria axial. 
Apresentamos aqni uma lista de coordenadas que podem ser úteis em determinadas ocasiões. 
Uma lista mais completa pode ser encontrada em [57]. 
Apresentaremos também as soluções por separação de variáveis para cada um dos sistemas. 
Em coordenadas cilíndricas considerando I/>( r, z) = R(r)Z(z) tenoos 
rK' +I(+ d'rR =O, 
Z' -a'Z =O 
e a solução geral para este sistema é 
a=O R=.4+Binr, 
Z=G+Dz; 
a;iO R=A.7o(iar)+BYo(iar), 
Z=Ceoa+ne-oa. 
(B.4) 
(B.5) 
(B.6) 
(B.7) 
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B.2 Esféricas 
Definimos as coordenadas esféricas, em termos das coordenadas cilíndricas, pela transfor-
mação 
r= R sinO, z=Rcos8 
as novas restrições são O ::; R < oo e O < 9 ::; 1r, e a equação de Laplace fica 
2 2 1 cotO 
'V if> = if>RR + Rif>R + R' if>oo + R'.' if>g. 
Separando as variáveis if>(R, 9) = R(R)e(9) obtemos as equações 
sin 98" +cosO 8' +a: sinO 8 =O 
e a solução geral 
a=O 
a=.\(.\+1) 
R=A+BR-', 
8=C+DQo(cos9); 
- { AR-1/2 + BR-1/'!JJ.p 
R- AR"+ BR-("+1) 
e= CP, (cos 9) + D Q, (cos 9). 
B.3 Esferoidais Prolatas 
, .\ = -1/2, 
, .\i -1/2, 
(B.8) 
(B.9) 
(B.10) 
(B.ll) 
(B.12) 
(B.13) 
Estas coordenadas, que as vezes são chamadas de elipsoidais prolatas, são definidas por 
z = acoshl)cos9 
com O ::; '1 < oo e O ::; 9 ::; ". O Laplaciano torna-se 
'72 if> = a-2 ( sinh 2 '1 + sin 2 9 )_ 
1 
(<f>, + coth '1<1> .. + if>oo + cot 9</>oo) . 
Separando variáveis </>('1, cp, 9) = H('1)e(9) temos 
H" +cothl)H' -p(p+ 1)H =O, 
e• +cot9e'- p(p+ 1)e =o 
então a solução geral será 
H= A P, (cosh '1) + B Q, (coshl)), 
e= CP,(cos9) + DQ, (cosO). 
(B.14) 
(B.15) 
(B.l6) 
(B.17) 
(B.18) 
(B.19) 
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Figura B.1: Coordenadas: Prolatas, Oblatas e Toroidais. 
É comum definir este sistema de coordenadas de uma forma alternativa onde tomamos 
x = cosh 7], y=cosO (B.20) 
as restrições para estas coordenadas serão conseqüentemente dadas por 1 :::; x < oo e -1 $ y $ 
1. Potemos definir este sistema diretamente das coordenadas cilíndricas pela transformação 
r 2 = a'(i' -1)(1- y2), z=axy. 
Neste caso a tranformação inversa é dada por 
X = =.:R.::.,+,:....::.:cR._::.. 
2a 
onde R~= r 2 + (z± a) 2 • 
y= 
R.-R.. 
2a 
B.4 Esferoidais Oblatas 
Também chamado de elipsoidal oblato este sistema defini-se por 
r= acosh(sinO, z = asinh(cosO 
com O s; ( < oo e O s; O < ". A equação de Laplace escreve-se como 
2 2 ( 2 2 )-! V </>=a- cosh (-sinO (</>çç+tanh(</>çç+</>ee+cotO</>ee). 
Separando variáveis</>((, O)= Z(()9(0) temos 
Z" + tanh(Z'- p(p+ l)Z =O, 
e"+ coth09' +p(p+ 1)9 =O 
e solução geral 
Z =AP. (isinh() + B Q,. (isinh(), 
e= CP, (cosO)+ D Q,. (cosO). 
(B.21) 
(B.22) 
(B.23) 
(B.24) 
(B.25) 
(B.26) 
(B.27) 
(B.28) 
Como no caso das coordenadas eferoidais prolatas este sistema também possui uma forma 
alternativa, definida como 
(= sinh(, 1J =cosO (B.29) 
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com as coordenadas restritas a -1 < 1J ~ 1 e O < ~ < co. Ou definindo ili:retamente das 
coordenadas cilindricas 
r 2 = a2 (1 + Ç')(1-172), z = a~1J-
Neste caso a transformação inversa é dada pelas expressões 
,fiz ~= JA K' -./A-K 1J = ,fia , 
onde definimos K = r + z2 - a2 e A = Ji{'l + 4a2 z2. 
B.5 Toroidais 
Podemos definir as coordenadas toroidais pela transformação real 
asinh1) 
r - --;-'---'--:: 
- cosh 1] - cos e 
asin~ 
z = -.,--'=--=---:: 
cosh 17 - cos ~ 
ou, equivalentemente, pela transformação complexa 
. tÇ+i1) z+tr=aco 2 . 
(B.30) 
(B.31) 
(B.32) 
(B.33) 
Em ambos os casos teremos as retrições O < 11 < ao e -1r < Ç < 1r. A transformação inversa é 
dada por 
2za 
tanÇ= 2 2 2' r +z -a 
e o Laplaciano escreve-se como 
j(r2 + z2 - a2)2 + 4z2a2 
efl = ..!....:--,--=-:...._~-­(r-a)2+z2 
v•q, = (cosh17 :- cos~)2 [( sinh17 1>. ) +sinh ( if>f ) ] . 
a2 sinh 1) cosh '1 cos Ç • 17 cosh '1 - cos Ç ( 
(B.34) 
(B.35) 
Para podermos separar as variáveis neste sistema de coordenadas precisamos de uma função 
auxiliar, como segue 1>('1, Ç) = -./cosh1) cos~ H(17)X(Ç), então teremos 
H" +coth17H' +(~-a>) H= O, 
X"+a?X=O 
com soluções dadas por 
a= O H= A 1' -1/2 (cosh17) + B Q-1/2 (cosh17), 
X= C+D~; 
a i' O H= A 1'a-1f2 (cosh 11) + B ~-1/2 (cosh '7), 
X= C sina~+ Dcos~. 
(B.36) 
(B.37) 
(B.38) 
(B.39) 
... '· 
B.6. ESFERAS TANGENTES li! 
B.6 Esferas Tangentes 
Sistema de coordenadas que se define pela transformação 
X 
r= x"+ifi'' Z= JC+ifi' (B.40) 
e a transformação inversa é dada, de forma bastante simétrica, pelas expressões 
r z 
.P=,., ,. +z 
Neste sistema o Laplaciano escreve-se como 
, iJ ( xif>, ) iJ ( if>t ) 
'í1 </> = iJx x" + .P + x iJ!f; x' + .P' · (B.41) 
Como no caso das coordenadas toroidais a separação de variáveis se da segundo a fórmula 
if>(x, !f;)= Jx2 + !f;2 X(x)P(!f;), então teremos 
X' X"+ -+q'X =O, 
X 
P"-q2P=O 
com soluções dadas por 
q=O X=A+Blogx, 
P=C+D!f;; 
q #O X= A :To (qx) +BYo (qx), 
P = c&++ v.-... 
B. 7 Bi-Esféricas 
Podemos definir este sistema de coordenadas pelas relações 
asen8 
r - -.,-----, 
- cosh'7- cosO' 
asenh 1J 
z= . 
coeh '7 - coa 8 
Nestas coordenadas o Laplaciano transforma-se em 
'íl'</>- 8 iJ ( <1>. ) I! ( sen IJif>g ) 
- sen ih} cosh '7 - cos 8 + 1!8 coeh '7 - cos 8 
(B.42) 
(B.43) 
(B.44) 
(B.45) 
(B.46) 
(B.47) 
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e as variáveis separam-se pela relação 
<P('I/,0) = ..jcosh'l- cosOH('I)e(O) 
a equação de Laplace simplificarse nas equações 
H"- G + s(s + 1)) H= O, 
e" +cot09' +s(s+ l)e =o 
com soluções dadas por 
H= Ae•(•+l:) Be-•(•+>J , 
e= CP, (cosO)+ DQ, (cosO). 
(B.48) 
(B.49) 
(B.50) 
(B.51) 
. I 
Soluções M ultipolares c 
Apresentamos neste apêndice alguns resultados sobre as soluções multipolares descritas na 
Seção 4.11, que por serem muito extensos escolhemos não incluí-los no corpo da dissertação. 
C.l Multipólos em Coordenadas Cilíndricas 
Abaixo seguem as fórmulas para as soluções correspondentes aos primeiros termos da ex-
pansão em momentos de Weyl. O caso ao =f. O e ai = O para i > O é a solução de Curzon 
descrita na seção 4.3. Quando ao.• "I O temos 
ao a1z 
.f>,=-R- R3 ' 
9a~r4 2a1r2 ~r2 
v1 = 4R' - --s;; (a,+ aoz)- 2R'. 
Enquanto que quando lZi -=f:. O para i = O, 1, 2 temos 
ao a, z a, ( 2 -~) 
.P.=-R- R'+ 2R' r -2z , 
r'( 2 ) a~r' 
-R' 2a1 + 3aoa, + 2aoa1 z - 2R' . 
Quando a; "I O para i = O, 1, 2, 3 temos 
q, =_ao- a,z +~(r>- 2z") + ~ (3r'z-2z") 
R R' 2R' 2R7 ' 
1225 ~r8 75a,r6 5r4 ) 
"3 = 32 R" - 2R 14 (2a, + a,z) + BR'2 (72~ -15~r2 - 28a1a3r2 + 72a2a3 z 
- 2~10 (16~- 27~r2 - 50a,a,r2 + 24a,a,z -18a1a,r'z -14aoa,r'z) 
-;;. (18~ + 32a1a,- 9a~r' -15aoa,r' + 24a,a,z + 16aoaaz) 
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C.2 Multipólos em Coordenadas Prolatas 
Quando empregamos as coordenadas eferoidais prolatas (B.21) o elemento de linha das 
soluções de Weyl (2.6) é reescrito como 
ds2 = e"~dt'- m2 e'(•-ol(x2 - y2) ( dx' + dy' ) - m2(x2 - 1)(1- y2)c"'drp2 (C.1) 
x2 -1 1-y2 
e suas equações (2. 7)-(2.8) como 
[4>,(x2 -1)). + [4>,(1- y2)], =O, 
v, = 
1
2- y'2 [x(x2 - 1 )4>~ - x(1 - y2)4>~ - 2y(x2 - 1 )4>,4>.] , X +y 
x'-1[(' )' ( 22 2] Vy = 2 2 y X - 1 </>, - y 1 - y )</>y + 2x(l - y )</>z</>y . X +y 
(C.2) 
Neste sistema de coordenadas as equações de Weyl e suas soluções obedecem aos seguintes 
lemas [60] 
Lema 11 Se tjJ e todas as suas derivadas forem livres de singularidade em y e 1 - y2 , isto é 
if>, t/Jz, t/Jy, t/Jz:r;, t/J~, c/Jyy··· '# O paro todos os valores de y e 1 - y2 e v é assintoticamente plana 
lim v(x, y) =O. 
HOO 
Então no eixo de simetria v= O, ou seja, v(x, ±1) =O. 
Lema 12 Se 4> é assintoticamente plana lim 4>(x,y) =O. 
HOO 
Então a solução assintoticamente plana das eqaaçõe.JJ de Einstein em coordenadas esferoidais 
prolatas pode ser calculada por 
v(x, y) = (x'- 1) fY ~(x, u~ du, 
l-1X -u 
onde A(x, y) = y(x2 - 1)4>!- y(1- y2).f, + 2x(1- y').p,.p.. 
Lema 13 Quando introduzimos o sistema de coordenadas radiais 
X=~ -1, y = cos8. (C.3) 
Se as funções métricas forem assintóticas, quando tomamos o limite m --t O o elemento de 
linha { C.1} transforma se na métrica de Minkowski. 
A solução geral para o Laplaciano em coordenadda.s prolatas (C.2) é dado pela expressão 
integral 
4>(x, y) = J.oo [q1 Q, (x) + Pl 'P1 (x)] [b, Q, (y) +c, P, (y)] dl 
onde q,, P•, b, e c, dependem somente do parâmetro 1, p, e Q, são as funções de Legendre de 
1° e 2° tipos de grau i. 
·' ' 
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Impondo que tP e v sejam regulares no eixo de simetria, y = ±1, e assintoticamente planas 
podemos simplificar a expressão acima obtendo 
00 
if>(x,y) =L q. Q. (x) 'P. (y) (C.4) 
n=O 
onde qn são constantes. 
Se tomarmos qo = 1 e Qn = O para todo n ~ 1 e realizarmos a inversão x -+ -x obte-
mos a métrica de Schwarzschild, que pode ser colocada em sua forma canônica pela transfor-
mação (C.3). 
Lembrando que Q. ( -x) = ( -1)•+1 Q. (x) podemos reescrever a equação (C.4) da forma 
00 
if>(x,y) = LHJ"+>q. Q. (x)'P. (y), 
•=<> 
de modo que não precisaremos mais da transformação x -+ -x, para obtermos a métrica de 
Schwarzschild. 
Solução Geral 
A partir dos resultados apresentados na seção anterior podemos apresentar a solução geral 
para as métricas de Weyl em coordenadas eferoidais prolatas. 
00 00 
if> = LHJ"+>q. Q. (x)'P. (y), v= L (-1)m+nqmqnr(mn), (C.5) 
n:::O m,n=O 
onde definimos 
r(mn) = !:_ln ( ~- 12) +(e,+ Em- 2e,<m) 1n (X+ y1) 
2 x -y x-
+(x'- 1) [ x(A.,m !4, Qm + Am,n !4,. Q.)- Cn,m Q. Qm + (1- <n)Sm + <nSm+l 
- ~~ ['Pm- Hrl] + (x2 -1)' [ QmB..,n- !4,.A..,. + n~ 1.Am.nl4.. !4.] • 
['T'] 1 1 
A..,. = L [n- 2k + 1 + n- 2k] Am,n-2k !4.-2k' k=<> 
[~-!] 1 1 
B..,n = L [n- 2k + n- 2k- 1] Bm,n-2k-l !4.-2k-l' 
k=<> 
m.in{n,m-2k-l} 
['T'] (2m- 4k -1)K(m- 2k -1, n, I) [ ] 
A.,m= L L 2(m+ )- 4(k+l)- 1 'Pm+n-2(k+I)-'Pm+••(k+!+l), t=O l=O n 
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[m-1] [•-•] ---r -r min{m-2j-l,n-2j-1} 
B=,n=Bn,m= L; L; L; (2m-4j-1) [1'm+n-2(j+k+l)-l-1'm+n-2(j+k+l)-3] X 
j=O k=O 1=0 
(2n-4k -1)K(m- 2j -1,n- 2k -1,!) 
2(m + n)- 4(j + k + !) - 3 
[~-·] ( 1 1 ) 
Sn = L; n- 2k + n- 2k- 1 [ 1'n-2k-1 + ( -1)"+'] ~-2k-1' 
k=O 
onde K(m, n, k) são os coficientes de Clebsch-Gordan definidos como 
K(m, n, k) = 2m+ 2n- 4k + 1 "'m-•"•"•-• 
2m + 2n4k + 1 Um+n-k 
com a1c = (2kkjl)!! e ~;A: = 1 se n for par e €n =O se n for ímpar. 
Existe também uma representação integral para esta solução [52]. 
Primeiras Soluções Multipolares 
Listamos aqui as primeiras soluções obtidas corno sornas parciais da série (C.5). Quando 
tomamos apenas o primeiro termo geramos a solução de Schwarzschild, que é dada por 
1 x2 -1 
1> =- Qo (x)1'o(Y) = 2in x'+ 1 , 
Como o termo dipolar é desconsiderado, pois sempre pode ser anulado por uma transfor-
mação de coordenadas, a próxima solução é a métrica de Erez-Rozen, que corresponde a solução 
quadrupolar e é definida pelas funções 
1> =- Qo (x) 1'o (y)- a Q, (x) 1', (y) 
=-log---- 3y'-1 3x- log-1 x- 1 a ( ) ( 3x
2
- 1 x- 1) 
2 x+1 4 2 x+1 ' 
1 [ x+1 ( x+1)' x'-1) 
v= 64 A+Blogx_ 1 +C logx_ 1 +Diogx'-y' , 
onde definimos 
A= 12a (y' -1) (16 +4a- 3ax2 -12ay' +27ax'y'), 
B = 12ax (y2 -1) (8+5a- 3ax'- 21ay' + 27ax'y'), 
C= 9a2 (x' -1) (y' -1) (1-x2 -y'+9xV), 
D = 32(1 + 2a+a2). 
! 
.... , 
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A solução octopolar é dada pela expressão 
</> =- !2o (x) Po (y)- a Q2 (x) 1'2 (y) +b Q. (x) 1'3 (y) 
= ~ log x- 1 - ': (3y2 -1) (3x- 3x2 - 1 Iog x- 1) 
2 x+1 4 2 x+1 
b ( 3 3 ) (15x
2
- 4 5x3 - 3x 1 x- 1) 
-4 õy - Y 3 + 2 og x + 1 ' 
1 [ x+1 ( x+1)2 (x"-1) v=-3 A+Biog--+C log- +Dlog 2 2 84 x-1 x-1 x y 
-768b(l+ a) (tanh-1 ~ + tanh-1 ~) J, 
onde 
A= 4 (i' -1) (288a + 72o2 +88b2-54a2x2-2551i'x2+225b2x4-720bxy-1008abxy +1080abx3y-
216a2y"- 440b2y" +486a2x2y" + 33001t'x2y2- 3150b'x4i' + 2160abxy3 -3240abx3y3 +400b'y4 -
5025b2 x2y4 +5625b2x4y4), 
B = 12 (y + 1) (32b + 32ab+48ax + 30a2x + 511?-x -18a2x3 -110b2x3 + 75b2x5 +40by +BBaby-
48""'11- 30a2xy- 511?-xy -120bx'y- 456abx'y + 16a2x'y + llOb'x'y + 360abx4y -751?-x5p-
4011!f' - B6aby' - 126a2xy" - 420b'xy" + 120bx'y" + 456abx'y" + 162a2x'y" +14501?-x'y"-
360abx4y"-1050b'x5y"-120aby3+ 126a2xy3 +420b'xy3 + 1080abx'y' -162a2x3y3 -14501?-x3ll'-
1080abx4 y3 + 5251l-xy4 - 1080abx'y4 - 2300I?-x3y4 + 1080abx4y' +1875b2x5y4 - 525b2xy5 + 
1050b2x5y3 + 120aby4 + 2300l?x3y5 -1875b2x5y5) , 
C= 9 ( x2 - 1) (i' -1) ( 6a2 + 71?- - 6a2:c2 - 20b':c2 + 25b2:c4 - 72obxy + 120abx3y- 6a2y"-
201l-y2 + 54a2:c2i' + 250b2x2y" - 350b'x4y" + 120abxy3 - 360abx3y3 + 251?-y4 - 350b2:c2y4 
+6251?-x4y4) , 
D = 192 (1 +2a+a2 + 1?-). 
E finalmente a solução 1f>-polar é descrita pelas funções 
</> =- Qo (x)Po (y)- a Q2 (x) 1', (y) +b Q. (x) P3 (y)- c Q. (x) P, (y) 
= ~log x- 1 - ':(ai'- 1) (3:c- 3x2 - 1 Iog x - 1) 
2 x+ 1 4 2 x+ 1 
b ( 3 ) (15x2 -4 5x'-3x 1 x-1) -- 5y -3y + og--
4 3 2 x+1 
-~ (35y4 - 30y' + 3) r~ (11x- 21x3) - 35"'4 - 3Qz' + 3 Jog X- 1] 
64 3 2 x+1 ' 
X
2 
-1 ( 1 y) X -1 ( X -1) 2 v=A+Diogx' 2 -2B tanh-1 -+tanh-1 - -Clog-+E log- , 
-y x x x+1 x+1 
onde defurimoo B = b(l +a+ c), D = ~(1 + 2a + a2 + b' + 2c + 2ac + d') e 
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A = ~~~ ( 55296a + 13824a2 + 1689611' + 76800c + 70656ac + 19200c' - 10368a2x' - 48960b'x2 
-80640cx2 -89280acx' -93465c'x2+432001t'x4+60480acx4+ 179550c'x4-99225c'x6 -138240bxy-
193536abxy-403200bcxy+207380abx3y+1235520bcx'y-907200bcx5y -41472a2y2 -844801t'y'-
107520cy'-168960acy' -165120c'y'+93312a2x'y'+6336001t'x2y' +403200cx'y2+ 1267200acx'y'+ 
2191275c'x'y2-604800b'x'y'-1209600acx4y'-5377050 c'x411"+3472875c'x6y'+414720abxy'+ 
1812480bcxy' - 622080abx3y3 - 7476480bcx'y3 +6048000bcx5y' + 768001t'u4 + 215040acy4 + 
403200c'y'-9648001t'x'y4-1915200acx2y4 -7269675c'x'y4+10800001t'x4y4+2116800acx4y4+ 
20396250c'x'y4-14056875c'x•v• -1747200bcxy'+8568000bcx'y"-7560000bcx'y"-313600c'y6+ 
6057625c'x'y6 -18558750 c'x4y6 +13505625c'x6 y6), 
C= 61~ (6144b + 6144ab + 6144bc + 9216ax + 5760a2x+9792b'x+17280cx+23616acx +18005c'x-
3456a2x3-21120b2x' -13440cx' -36480acx3 -48165c'x3 + 144001t'x5 +20160acx5 + 70875c'x5 -
33075c'x7 + 13824by+23040aby+31104bcy-23040bx'y-87552 abx'y-244800bcx2y+69120abx4y+ 
512640bcx4y- 302400bcx6y- 9216axy2 - 29952a2xy2 -904321t'xy2 - 57600cxy2 -184896acxy'-
206100c'xy' + 34560a2x'y' + 29952olt'x3y' +80640cx3y' + 593280acx'y' + 1273140c'x'y' -
2160001t'x'y' -423360acx'y2-2249100 c'x5y2+ 11907ooc' x 7 y2 -7680by' -39936aby3 -101760bcy' + 
23040bx2y' + 294912abx'y' + 1500480bcx2y"- 276480abx4y3 - 3676800bcx4y' + 2318400bcx6y' + 
24192a2xy4+181440 lt'xy4+40320cxy4+3696QOacxy4+749070c'xy4-31104a2x'y4-7200001t'x3y4-
67200cx'y4 -1430400acx3y4 -5497950c'x3y4+56160olt'x'y4 +l108800acx5 y4 +10538850c'x5y4 
-5843250c'x7y4 + 23040aby' + 144000bcy5 - 207360abx'y" - 2566080bcx'y" + 207360abx4y5 
+6860160bcx4y"- 4536000bcx6 y5 -1008001t'xy6 - 208320acxy6 - 993300c'xy6 + 4416001t'x3y6 
+873600acx3y6 + 7954100c'x'u6 - 3600001t'x5y6 - 705600acx5y6 - 16047500c'x'y6 + 9187500 
c'x7 y6 -67200bcy7 + 1310400bcx'y7 -3696000bcx4y7 +2520000bcx6 y7 +437325c'xy8 -3681125c2x3y8 + 
7686875c'x5y8 -4501875c'x7v8), 
E = (x' - 1) (y' -l) (ns2a2 + 1344b2 + 960ac + 1425c' - 1152a2x2 - 3840b2x' - 7680acx2 
8192 
-6675c'r+48001t'x4+6720acx4+16275c'x4-11025c'x6-13824abxy-25920bcxy +23040abx'y+ 
1036sobcx'u - 100800bcx'Ji - ns2a'y' - 3840b'y' - 7680acy' - 6675c'y' +l0368a2x'y' + 
4800ollx'y" + 96000acx'y" + 147225c'x'y'- 6720olt'x'y' - 134400acx'y' -468825c'x'y' + 
385875c'x6y' + 23040abxy' + 103680bcxy' - 69!20abx3y3 - 606720bcx'tf +672oo0bcx'y3 + 
48001t'y4 +6720acy4 +16275c'v4 -67200I>'x2p4 -134400acx'y4 -468825c'x'~4 +1200001t'x4y4 + 
235200acx4y4 +1745625c'x4y4 -1561875c'x"y4 -100800bcx!f+672000bcx3y"-840000bcx5y"-
11025c'y6 + 385875c'x'u6 - 1561875c'x4y6 +1500625c'x6y6) . 
Métodos Numéricos D 
Foram desenvolvidos dois programas, um para o calcular da função v e outro para traçar as 
geodésicas de uma métrica de Weyl. Nas seções seguintes descrevemos os métodos numéricos 
empregados, primeiro os de integração e como eles foram utilizados para calcular v, em seguida 
os métodos para problemas de valor inicial, veja por exemplo [37] e [59]. 
D.l Integração Numérica 
Métodos numéricos para o cálculo de integrais consistem em aproximações do tipo 
(D.l) 
sendo que Ài e xi são constantes que dependerão do método empregado assim como o número 
de termos n. 
O método mais simples é o método do trapézio onde fixamos n = 2, .À1 = À2 = (b- a)/2, 
x1 = a e x2 = b. Temos então a fórmula 
b-a I~ -
2
- [f( a)+ f(b)]. (D.2) 
Se considerarmos, agora, a propriedade aditiva das integrais 
I= l f(x)dx =I; [H' f(x)dx, 
4 i=l 3!> 
(D.3) 
onde Xi é uma partição do intervalo [a, b] de modo que x 1 = a e x,. = b. Poderemos aplicar o 
método numérico independentemente em cada subintervalo obtendo um resultado mais preciso. 
Existem diversas famílias de métodos de integração numérica neste trabalho escolhemos 
implementar os métodos de Gauss, mais precisamente os métodos de Gauss-Legendre e Gauss-
Laguerre. No primeiro método, os valores de Xi são determinados pelas raízes dos polinômios de 
Legendre, e a região de integração deve ser o intervalo [-1, 1]. Quando queremos calcular uma 
integral em um intervalo finito arbitrário [a, b] basta aplicar uma tranaformação na variável de 
integração que leve [a, b] em [-1, 1]. O segundo método é indicado para integrais do tipo 
(D.4) 
e os valores de Xi são as raízes dos polinômios de Laguerre. Em ambos os casos os valores de Ài 
são detenninados de modo a obter a melhor precisão. Todos estes valores são tabelados, veja 
por exemplo [1]. 
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A Integral de Weyl 
A integral que desejamos calcular é 
v = ir r [ ( .P~ - .P~)dr + 2,P, <fozdz] , (D.5) 
que não depende do caminho de integração, r, desde que este caminho esteja totalmente contido 
em regiões onde if> satisfaz a equação (2. 7). Então para calcularmos v numericamente precisamos 
determinar um caminho de integração que passe a distâncias seguras de qualquer singularidade 
de .p. 
Como a função v é determinada a menos de uma constante podemos fixar um ponto qual-
quer, p, no plano r- z e determinar que v(p) = O. Assim calculamos a integral acima (D.5) 
ao longo de algum caminho que leve até p, obtendo o valor de v para qualquer ponto desejado. 
Relembrando a condição de regularidade sobre o eixo z, v = O, vemos que a melhor posição 
para fixar p é no eixo z em uma região onde desejamos impor a regularidade. 
Embora esta escolha seja matematicamente mais adequada, ela apresenta dificuldades para 
sua implementação, pois torna os caminhos de integração mais complexos. Escolhemos então 
trabalhar apenas com as funções 1> que se anulem quando nos afastamos da origem e imple-
mentamos caminhos de integração que se dirigem ao infinito. 
Como para aplicarmos os métodos de Gauss precisamos de valores tabelados, ficamos res-
tritos a um número relativamente pequeno de pontos. Para eliminar este problema usamos a 
propriedade (D.3) e dividimos o caminho de integração em vários subcaminhos. 
O programa que calcula os valores para v foi chamado de Imu, uma contração de Numerical 
Nu. Para utilizá-lo é necessário gerar dois arquivos tipo texto, um que define os pontos onde 
desejamos os valores de v e o outro com a descrição da função t/J. Na leitura destes arquivos os 
espaços extras e as quebras de linha são ignorados, importando apenas a ordem dos valores e 
das palavras chave. 
O arquivo que da malha deve conter o número de pontos. O número 2, indicando que cada 
ponto é descrito por dois valores e em seguida os pares r e z de cada ponto, como mostra o 
exemplo 
4 2 
0.0 0.0 
1.0 0.0 
0.0 1.0 
1.0 1.0 
um arquivo com este conteúdo determina que v deve ser calculada nos quatro pontos (0, 0), 
(1, O), (O, 1) e (1, 1). A malha, empregada para gerar as figuras contidas no texto, cobre a região 
O < r < 2 e -1 < z < 1 e é composta por lo" pontos espaçados igualmente. 
O outro arquivo é composto pela descrição da função t/J, do caminho de integração e dos 
parâmetros para o método numérico. Seguindo o padrão 
Curzon 1.0 0.0 
Diagonal 0.0 1.0 1.0 
IntegralParameters 100 2. O 100 
Este arquivo determina que a função v seja calculada a partir da função cjJ da métrica de 
Curzon (4.2), com m = 1 e Zo = O. O caminho de integração se afastará diagonalmente da 
origem e será dividido em 100 subcaminhos. Estes parâmetros serão melhor descritos a seguir. 
O programa tem algumas soluções pré-<lefinidas, listadas na tabela abaixo. Para calcularmos 
a função v de qualquer uma destas soluções basta substituirmos a palavra chave correspondente 
no exemplo acima. 
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Palavra Chave Parâmetros ~olução t/J 
Curzon m zo Soluçao de Curzon )!:~l Rod m Zo l Barra de comprimento 2l 
Schwarzschild m zo Solução de Schwarzschild (4.4) 
Morgan m Zo a Dil!ço de Morgan-Morga.n (4.25) 
DustDisk zo a Disco de Poeira (4.32) 
Appell m zo a Disco de Appell (4.45) 
Ring m zo a Anel de Leteller-Oliveira (4.48) 
WeylRing m zo a Anel Weyi-Bach (4.50) 
Como este programa foi desenvolvido sob o paradigma da Orientação Objeto a inclusão de 
novas soluções é muito simples, basta para isso definir uma classe, herdeira de WeylPhi, cuja 
definição está na página 134. Esta nova classe deve conter as fórmulas para </>, </>, e <f>,. Então 
ela deve ser incluida na lista de soluções da função InitPhi, que pode ser vista na página 148. 
A principal tarefa do programa é a função v associada com sopreposições das soluções 
conhecidas. Para isso basta utilizar as palavras chave DoublePhi, que indica a sobreposição de 
duas funções c/J, como no exemplo 
DoublePhi 
CUrzon 0.5 0.8 
WeylRing 0.5 0.0 1.0 
Diagonal 0.0 1.0 1.0 
IntegralParameters 100 2.0 100 
ou SuperPhi, para sobrepor um número arbitrário de funções, neste último caso é necessário 
informar o número de funções t/> que estão sendo sobrepostas, como segue 
SuperPhi 5 
Curzon 1.0 -1.0 
Curzon 1.0 0.0 
CUrzon 1.0 1.0 
DustDisk 1.0 2.0 
Ring 1.0 4.0 1.0 
AwayOf 1.0 6.0 
IntegralParameters 100 2.0 100 
Nestas sobreposições a nova função </>é a soma das anteriores e v é calculada diretaroente pelos 
métodos numéricos. 
Existem também duas escolhas pre-definidas para os caminhos de integração. Para incluir 
novos caminhos o processo é similar a inclusão de fimções ifJ, ne:ite caso a classe deve ser herdeira 
de IntegralPath, definida na página 139, e ser iocluída na função Ini tPath, contida na página 
149. 
O camjnbo mais simples parte do ponto, onde se deseja calcular o valor da função v, e segue 
em linha reta para o infinito. Para o utilizarmos, devemos incluir no arquivo de definições a 
linha 
Diagonal o.o 1.0 1.0 
O primeiro número, que chamaremos Zo, determina um plano z = Zo onde esperamos encontar 
singularidades, um anel ou disco por exemplo, de modo que os caminhos de integração serão 
refletidos com relação a este plano, como mostra a Figura D.l. Enquanto os dois últiroos 
detenninam a direção da linha reta e sua escala em relação ao parâmetro da curva., o primeiro 
fixa o iocxeroento da coordenada r quando o parâmetro aumenta de uma unidade e o segundo 
é o equivalente para a COOidenada z. 
O segundo caminho, que chamamos AvayOf, recebe dois parâmetros, como neste exemplo 
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~f--------
-~r------------
Figura D .1: Caminhos de Integração 
AvayOf 1.0 6.0 
O primeiro valor, zo, determina dois planos, z = ±zo, onde esperamos singularidades, assim 
os caminhos se afastarão deles. O segundo valor, v, determina com que ''velocidade" os cami-
nhos devem se afastar dos planos. Estas trajetórias podem ser vistas no segundo gráfico da 
Figura D.l. 
AB últimas informações de que o programa necessita são os parâmetros de integração, que 
são definidos pela linha 
IntegralParameters 100 2.0 100 
Para calcularmos numericamente uma integral sobre um caminho infinito, na verdade nós apro-
ximamos seu valor por um obtido em um caminho finito. O primeiro valor determina o com-
primento deste ca.mjnho, fixando o intervalo que tomaremos para o parâmetro da curva. Como 
este intervalo será grande para obtermos resultados mais precisos ele deve ser dividido em sub-
intervalos, o número destes sub-intervalos é determinado pelo terceiro valor. Como o valor do 
integrando deve decrescer ao longo do caminho, o segundo valor fixa uma taxa de crescimento 
para os sub-intervalos. 
O programa deve ser executado em linha de comando e espera por três nomes de arquivos, 
primeiro o que contém os parâmetros da solução, a malha e o arquivo de saída. Este arquivo 
de saída será tipo texto, os dois primeiros valores serão o número de linhas e o número 2, que 
indica que ele é composto por duas colunas. E então a lista dos valores das funções v e t/J em 
cada ponto, na mesma ordem que eles estiverem no arquivo da malha. 
Como em todo resultado numérico devemos esclarecer os erros encontrados. Porém como 
os resultados foram empregados apenas para a gerru;ão de gráficos, onde a informação desejada 
é mais qualitativa do que quantitativa, consideramos desnecessário apresentar um inventário 
exaustivo dos erros. 
Quando comparamos os resultados numéricos com as soluções exatas os erros foram da 
ordem de lo-5 , o que é suficiente para seu fim. Porém nos pontos muito próximos das sin-
gularidades de tjJ o erro aumenta drasticamente, em casos extremos chegando a valores como-
107, como este comportamento só foi verificado em um número muito pequeno de pontos, seus 
valores foram simplesmente desconsiderados. Outro comportamento patológico correu nos pon-
tos mais ar ... tados d ... singularidades, onde o erro relativo cresce, pois o valor da função v fica 
muito próximo dos valores dos erros. Estes erros não tiveram nenhum tratamento especial, pois 
quando inseridos nos gráficos os valores de v nestas regiões são praticamente nulos. 
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D.2 Problemas de Valor Inicial 
Nesta seção apresentamos os métodos que foram empregados para a re13oluçã.o de problemas 
de valor inicial para equações diferenciais ordinárias, que foram empregados para calcular as 
geodésicas das métricas de Weyl. 
De modo geral um problema de valor inicial é descrito pelo conjunto de uma equação 
diferencial e uma condição inicial, como segue 
y'(t) = f(y, t), y(O) = Yo, 
onde y(t) é um vetor em R" e t é um parâmetro real. 
Numericamente o método mais simples~ e conseqüentemente mais rústico, 
Euler. Neste método a derivada y' é aprrorimada pela diferença 
'(t) y(t +h)- y(t) 
y ,....., h ' 
(D.6) 
é método de 
(D.7) 
onde h é um número real positivo e pequeno. A solução obtida será uma amostragem Yn que 
aproxima y(t.) sendo que tn é definido como tn+l = t. +h e to = O. 
Aplicando a equaçãú (D.6) no ponto tn temos que y'(t.) = f(y(t.),t.). Substituindo este 
resultado na aproximaçãú (D.7) obtemos a relaçãú de recorrência para os valores de Yn 
Yn+l = Yn + hj(y., In)· (D.B) 
Um conjunto de métodos mais sofisticados sãú os métodos de Runge-Kutta. Nestes métodos 
obtem-se uma maior precisão empregando pontos intermediários entre tn e tn+l para calcularmos 
Yn+l· Notando qne de modo geral podemos escrever a solução do problema (D.6) como 
y(t) = Yo + J.' f(y('T), 7) d'T. (D.9) 
Se buscarmos a solução apenas nos pontos de uma malha tn, como descrito acima, teremos 
(D.lO) 
Entãú os métodos de Runge-Kutta são derivados da aplicaçãú de diferentes métodos de intE>-
graçãú para o cálculo desta integral. 
O método de Runge-Kutta de segnnda ordem é obtido aplicando-se a regra do trapézio para 
integrarmos (D.lO). Porém, para que pudéssemos realmente efetuar este cálculo precisaríamos 
do valor de Yn+b como este valor nâl> é conhecido empregramos o método de Euler para calcular 
uma primeira aproximação Yn+t e em seguida calculamos Yn+b como mostra a fórmula abaixo 
Yn+l = Yn + hf(y., In), 
h 
Yn+l = Yn + 2 [f(y., In)+ f(fin+b tn+l).] (D.ll) 
Aplicando métodos de integraçãú mais sofisticados obteremos métodos de Rung~>-Kutta mais 
preciaos. Apresentamos a seguir os métodos de Rung~>-Kutta de terceira ordem 
k, = hf (y., tn) , ( k, h) lo,= hJ Yn + 2'1. + 2 ' ks = hf (Yn- k1 + 2k,,!n +h), 
k, +4ko+ka 
Yn+t=Yn+ 6 (D.12) 
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e quarta ordem 
k, = h f (y., t.) , ( k, h) k, = h f Yn + 2' tn + 2 ' 
k.t = hf (y.- ks, t. +h), 
k1 + 2k, + 2ks + k, 
Yn+l = Yn + 6 
(D.l3) 
Outro método que também é considerado como Runge-Kutta de quarta ordem é definido por 
k, = h f (y., t.) , 
k, = hf (Yn- k,- k,+ks,tn +h), 
k1 +3k, +3k3 +k, 
Yn+l = Yn + 8 . (D.14) 
Calculando as Geodésicas 
O programa que calcula as geodésicas emprega o primeiro método de Runge-Kutta de quarta 
ordem (D.13), embora outros métodos também tenham sido implementados. 
Foram implementadas as equações para as geodésicas tipo-tempo, espaço ou nulas. Restritas 
ao plano r - z ou sobre todo o espaço. A trajetória pode ser calculada completa ou apenas sua 
a projeção espacial. Porém as funções de entrada e saída do programa só foram implementadas 
para calcular as projeções espaciais das trajetórias tipo-tempo. 
Para usarmos o programa, como no C880 anterior, precisamos criar um arquivo tipo texto 
com as especificações necessárias. Este axquivo deve conter 
1. AB equações a serem resolvidas, Newtonianas ou relativísticas, 
2. A condição inicial, as coordenadas r e z, e as derivadas, f e f, das coordenadas com 
relação ao parâmetro afim, 
3. O tamanho do passo para os métodos numéricos, h. Nos exemplos contidos no texto 
foram empregados intervalos de 10-2 ou 10-3 , 
4. O número de passos que o método efetuará, 
5. A função t:/J, que é definida exatamente como no caso anterior e 
6. O caminho de integração que será usado para calcular o valor da função nu no ponto 
inicial. Para os demais pontos onde v for necessária a própria trajetória da geodésica 
será usada como caminho de integração. Porém no caso de soluções para as quais o 
programa conhece a expressão analítica de v este item será ignorado, podendo até mesmo 
ser suprimido do arquivo. 
Estes itens devem ser incluídos no arquivo como mostra o exemplo 
+" •. , 
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Newtonian 
StartPoint 
StepSize 
NumPoints 
DoublePhi 
2.0 0.0 
0.001 
2000 
WeylRing 
Schwarzschild 
Diagonal 
1.0 
1.0 
0.0 
0.0 0.0 
0.0 1.0 
1.0 
1.0 1.0 
Para calcular as trajetórias relativísticas a palavra chave Newtonian deve ser eliminada. 
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Para executar este programa devemos usar o comando weylgeo seguido do nome do arquivo 
com as especificações e um nome de arquivo para a saída de dados. Este arquivo será criado 
de modo que possa ser executado diretamente como um arquivo do Matlab sendo da forma 
g = [ r z 
r z 
r z ] ; 
f=[r z dr dz]; 
A matriz g contém a trajetória da geodésica e f a posição e as derivadas do último ponto 
calculado, para que possamos continuar acompanhando a geodésica a partir de seu último 
ponto. 
D.3 Listagens dos Programas 
A segujr incluimos as listagens dos programas. Começando pelas classes de utilidade geral, 
contidas na sub-seção Biblioteca Auxiliar. Em seguida, apresentamos as que definem as 
soluções de Weyl, bem como as soluções pré-definidas descritas anteriormente. Estas classes 
compõem bibliotecas que são utilizadas pelos dois programas, nnu e weylgeo. 
A sub-seção Calculando v Numericamente engloba as funções que, usando as bibliotecas 
definidas nas sub-seções anteriores, calculam o valor de v para uma lista de pontos. 
Nas duas últimas sulH!eções estão as classes que definem os métodos de resolução de pro-
blemas de valor inicial, para equações diferenciais ordinárias, que podem ser empregados para 
qualquer equação, desde que definida adequadamente. ~ descrições das equações para as 
geodésicas em espaços de Weyl e as equações de movimento Newtonianas. 
Implementações Futuras 
Existem vários pontos em que estes programas podem ser melhorados. O primeiro, e mais 
evidente, é incluir mais potenciais, tais como outros discos de Morgan-Morgan e multi-pólos. 
Outra possibilidade é anexar as bibliotecas de derivação automáticas [6], que permitiriam que 
novas funções 4> fossem inclui das diretamente nos arquivos de especificação, sem a necessidade de 
incluí-las no código do programa, esta opção não foi explorada anteriormente pois os potenciais 
definidos no corpo do programa são avaliados mais rapidamente. 
Quanto a melhorias nos métodos numéricos podemos citar duas. Uma bastante simples e 
já quase completamente implentada e que conciste em usar os métodos Preditor-Conetor de 
Adams, para os problemas de valor inicial. A outra é calcular v empregando um caminho de 
integração que tennine sobre o eixo z. 
Também desejamos implementar funções que calculem os invariantes escalares ou as pro-
jeções do tensor de lliemann nas tetradas naturais. E os planos de Poincaré para as trajetórias 
das partículas de teste. 
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Arquivo core.h 
APÊNDICE D. MÉTODOS NUMÉRICOS 
1•------------------------------------------------------------------------------CC~JÇ&tibility Too1a and. Ge.era1 Definitions 
n•Atonseca L.l, DHJ. I IMECC I WICAMP 
September, 1998 
------------------------------------------------------------------------------•1 lifnde:t CDRE.INCLUDED 
tde'!ine CORE.INCLUDED 
ldfdef __ WIN32 •• 
typedef float real; 
typed.ef ~ong il:l.t integer; 
typedef lULeigned. long i.nt uintegt~r; 
tde1'ill.e IntegerAbs l.abs 
lelae 
typuclef double real; 
typaclef 1nt integer; 
typedef UlUiigned ill.t uinteger; 
Ide-fine IntegerAba abs 
landif 
/I Errar Inquiaitor -> COD!iability X Speed 
/I tdei'ine DlQUISIIQR 
ldet"ine In<Flisition e:.::it{EXIT_FAILURE); 
11tdef IHQUISITOR 
linelude <stdlib.h> 
extarn int InquisitorDK; 
hndit 
.... ., 
Arquivo core.cpp 
1•------------------------------------------------------------------------------Compatibility toola and Gueral. DefinitiOll.a 
D'AtOli.Seea L.A, DMA I DIECC I UIICAI'IP 
Septtllllber, 1998 
------------------------------------------------------------------------------•1 t:inc:lude "eora.hu 
tifdef IJIQUISitOa 
int IaqaisitorOK • 1; 
lendif 
Arquivo nreal.h 
1•-----------------------------------------------------------------------------Nu.aric Weyl Project 
Definition of a·n vector 
by Lnia liberto D'A:fOli.Seca - 28 Qctober 1998 
-----------------------------------------------------------------------------•1 libule:f RBElL..DICI.lJDED 
~fine lilllEAL..IIfCLUDED 
lillclllda <Diath.h> 
lillclllda <iostn-.h> 
tillelwie •cora.h• 
cl.Us RRaal.{ 
publie: 
n.a!O; 
tmeaJ.( cout uintegex n ) ; 
RBeal.( cout uinteger n, CODSt real• ) ; 
tmeaJ.( Cozur!; IEt.ealJ: ) j 
-!llaeal.(){ d.elete Optr; }; 
void Reaet( conat uinteger i ) ; 
int Good.() ccmat { Ht1lrn ptr !• JULL; }; 
uinteger Dia () ccmat { Hturn m:t; }; 
operator real.(); 
liReal.l: opera.tor • ( ccmat real* ) ; I/ ODJ.y for pointers 
IBeaU: operatOl: "' ( cOli.B't IID\eal.t ) ; I! o1. the same aize.. 
IBeal. oparator + ( cOli.B't JlRea1.t ) COJUit; 
liRes.l. operator - ( cOli.Bt JlRea1.t ) cout; 
liball: operator - ( const lleal.l: ) ; 
JReaJ.a operator -• ( cOli.Bt ~ ) ; 
llillllal operator • ( cOli.Bt nel. ) COZUJt; 
rea1.t operatc»:O O; 
real.t open.torO ( c:opt 111nteger ii ) ; 
real open.torO () coaat; 
real operatorO ( cout uinteger ii ) COliSt; 
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friend JIIReal ope:rator • ( c:onat real, eout !IRealJ: ) ; 
real Ma:r: O ; 
r11al. MinO; 
real SlllllO; 
real lrlo:na!lne O ; 
real lim:m'rvoO; 
real lf<m;lut{); 
friend. ostreiiiDI: operator « ( ostreamll:, NRealt ) ; 
friend istreamt operator » ( btrellllll:, IIReaU: ) ; 
protected: 
uinteger Illl; 
real *}ltr; 
}; 
lifdef IHQUISITQR 
&define Ptr_Iest i:t( ptr .. NULL ) lllquiaiti=; 
lcle:tine i_Test if( ptr - NUU. I I i > nn ) InquisitiOll; 
telse 
tdef:ine Ptr_Test 
tdefille i_Test 
.... , 
inline 
inlina 
inlw 
inliu 
inlW 
NReal: :operator real() { Ptr_Teat; J:eturn ptr[O]; } 
realt liR.aal: :operator() O { Ptr_Test; return ptr[O] : } 
real llReal: :opentor() () c:onat { Ptr_Test; ret= ptr[O]; } 
nal.l NReal: :operator() (c:onst ui.nteger i) {i_Test; retur.n ptr[i] ;} 
real !iRaal: :operator() (c:cmat uintegar i)c:ou.t{i_Test; retur.n ptr[il ;} 
Ptr_Test 
i_Test 
Arquivo nreal.cpp 
1•-----------------------------------------------------------------------------NliiDIIriç Weyl Projec:t 
Detinition o:t a-n vec:tor 
by Luis Alberto D'Monnca - 28 Dctober 1998 _________________________________________________________________________ _., 
aill.elwie •nreaJ..h• 
aHdef: IllQUISITDR. 
adafilMI nn._Test i:f( nn - O ) Inqu.U.ition: 
.. ,.. 
tdefilMI llll,.Test 
...... 
HReal,; ;lffleal() ; ml ( l ){ 
try { ptr • IUIV real[ m1. ] ; } 
catelt( • • • ) { ptr • JlfOLL; } 
} 
JReal.: : llbal ( cout llinteger n ) : DD ( n ) { 
nn..Test; 
} 
try { ptr • :aev real[ DD ] ; } 
catelt( . . . ) { ptr • IULL; } 
lill.ea.l: :NReal( coDSt u.t.ntege:r n, conat real* l'l' ) : nn ( n ) { 
nn..Test; 
} 
tey { 
ptr "' lliiV nal[ n ] ; 
IHdaf DIQUISITQR. 
if ( = - ltJU. ) Inquisi torOK "' O; 
oloo 
....,. 
for( um.terr ii • O; ii < •: u- ) 
ptr[ii] • rr[iiJ; 
}catch( • , , ){ ptr • IULL; } 
NRul: :NReal( conat !lieall: orig ) : nn ( orig.ll!l H 
lifcle:t IIQUISITDR 
} 
if( orig.ptr - lltJLL ) InquidtorDK • O; 
.,.  
...... 
t>y{ 
ptr • nev real [ 1111. J ; 
:tor( uizltepr ii • o; ii < :an; ii- ) 
~[ii] • odg.ptr[ii]; 
}catch( ... H ptr • JlULL; h 
void IB.eal.: :Reallt( ccmat 1linteger :1. ) { 
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} 
Dll • i; 
DII_Iest; 
try { ptr : nev real [ IllL ] ; } 
catch( , , • ) { ptr • 111lLL; } 
NBAiaU HRaal:: operatt~r ., ( eonst reta!• n ){ 
l;itclef INQUISITOR 
} 
i:r( = - IIULL ) InquisitorllK .. O; 
.,.. 
lomd.if 
for( uinteger ii = O; ii < mr.; ii++ ) 
ptr[ii] = =CiiJ; 
return •this; 
NBaalt NReal::operator • ( eonst NRealt orig ){ 
8ifd.ef III'QtJISITtiR 
} 
if( Dll l• o;dg.:an ) Iltq,uiaitio:n; 
i:!( orig.ptr -' NULL ) Inquisitor()K • O; 
el.se 
leiidif 
for( uinteger ii • O; ii < :an; ii++ ) 
ptr[ii] "' orig.ptr[ii]; 
retm:n •this; 
Nl\Ral liR.eal: :operator + ( const NRealt S ) const{ 
lifdef INQUISITDR 
} 
if( S.:an !• :rm ) IntJ.uisition; 
"""'" IIReal. R ( IID. ) ; 
for< uinterr u .. o; 11 < lllli ii++ J 
a.ptr[ii • ptr[ii] + S.ptr[ii]; 
return R; 
lil\eal NRee.l: : opan..tor 
NReal R( :an ) ; 
( cout Jlllaalt S ) conat{ 
} 
for( uinterr ii • O; 
R.ptr[ii .. ptr[ii] 
retum R; 
ii < Dllj ii++ 
- S.ptr[ii]; 
I!BaaU lffiillü: :operator - ( cOllSt liRaa.lt S ){ 
:tor( uinteger ii • O; ii < IllLi ii++ ) 
ptr[ii] +• S.ptr[ii]; 
retuzn •thia; 
} 
JlReal.t NIL6al.::operator -• ( col18t NReaU: S ){ 
for( uintepr ii • O; ii < llll.i ii++ ) 
ptr[iiJ -• S.ptr[ii]; 
ret= •this; 
} 
li1leal liReal: :operator • ( const real r ) cOilSt{ 
li1leal R( Ml ) ; 
} 
for( uilt.tepr ii • O; ii < mt.; iH+ ) 
R.pU[iiJ ., r * ptr[ii]; 
rewr:n R; 
li1leal opere.tor • ( cOllBt real r, CODBt lmealt P H 
!lllaal. R( P .Ml ) ; 
} 
for( uinterr i1 • o; 11 < P.llll; ii- ) 
R.ptr[ii '"r • P.ptrEi1]; 
return 11.; 
ostreamt opera.tor << ( ostre..a: os, JIRaaU R ){ 
.i1det IliQlJISITOR 
} 
if( Jl.ptr - liULL ) Illqu.isitorUK • O; 
.,... 
""""" os « a.ptr[OJ; 
for( int 11 • 1; 11 < R.Ml; 11- ) 
os « Q " « R.ptr[ii]; 
rator:D. os; 
istreaml operator )o)o < iatre..a: is, rmeau: a H 
•u.wt UQ11ISITOR 
if ( a.ptr - liOLL > Inquia:itorDK • O; 
oloo 
""""" for( iut 11 • O; ii < R.Ml; 11- ) 
iB )o)o R.pt:l'[iiJ õ 
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return is; 
} 
:nal NReal: :Ma%0{ 
real max • ptr[O]; 
} 
for( int ii • 1; ii < Dlli iH+ ) 
i:t( ptr(ii] > mu ) mu • ptr[ii]; 
rllt'Uzn ma:::~:; 
real NR.eal: :MinO{ 
real. m.in • ptr[O]; 
for( int ii e 1; ii < =: ii++ ) 
} 
if( ptr[ii] < m.in ) llliD. = ptr[ii]; 
retun m,in; 
real NR.eal: :SumO{ 
real &11111 " ptr[O]; 
for( int ii = 1; ii < lllli ii++ ) 
IIUIII - ptr[l.l.] i 
return sum; 
} 
real NReal: :NormDne(){ 
} 
real max "' :rabs( pt:r{O] ) ; 
for( int ii = 1; ii < nn; ii++ ) 
if( faba( ptr[ii] ) > mu ) max • fabs( ptr[ii] ) ; 
return maJ:; 
relll NReal: :!lormTvo(){ 
} 
real 1111111"' pov( ptr[O], 2 ); 
for( int ii • 1; ii < lllli ii++ 
a'lllll - pov( ptr[ii], 2 ) : 
retu.nl Bqrt( BUli ) i 
real NRIIU: :No:rmln:fO{ 
} 
real &'IIID. • taba( ptr[O] ) ; 
for( ill.t ii • 1; ii < nn; ii++ 
1111111. - taba( ptr[iil ) ; 
ret= aum; 
Arquivo function.h 
1•-----------------------------------------------------------------------------!l~rie Weyl PToject 
Dllfinition of flmetion elaaaea 
by Luis Alberto D'Honaeca 
------------------------------------------------------------------------------1 lifnd.e! FtJilCTIIDl_DEFDI'ITIDR.DI'CLUDED 
ldU'ine Fl.JICTIDli.J>EFINITIDR.DICUJDED 
l:include "!!reaJ..h" 
clasa FDacti~{ 
puhlic: 
F1m.c:ti~oo: 
-Flmctioa(){}; 
" 
virtual int RumParamatara(){ rat11m O; }; 
virtual void. SetParamaten ( CCiliBt IReall; ) O: 
virtual void. Destruetor(){}; 
clasa II.IFtmc:ti~: public Plmc:ticm{ 
public: 
~ti~(){}; 
}; 
-RJIFmr.ction(){}; 
virfnml. void. Eval.'Q'teln ( ccmat liRealt In, ~Real& Dut, ccmat real t ){}; 
virtual int Diliiillput (){ retm::u O: }; 
Virtual int DmOutput (){ retur.D. O; }; 
''"'"' 
Arquivo fspecial.h 
1•-------------------------------------------------------------
DC'inition or Special fUD.Ctiona 
by Luis liberto n• HOli.Seea 
18 - XoYelllber - 1998 
---------------------------------------------------------------------------1 li:tndef SPECIIL_PUJlC'l"IOIS.IICLUDBD 
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td.êfine SPECiiL_Ftl]lCTIO!lS. INCLUDED 
liuc:lude <math.]l.> 
li.nclude "core.h" 
/I Mathematical Constanta Definited 
extern const int GausdlDIIPo:inters; 
artern conat int Lagu.arralluiiiPointera; 
arten const real Ge.uasl O ; 
ertern co;nst real Gauaa'il' D; 
eztern I:Ollllt real. Ganasl.p1 O; /I .. Ganaai + 1 
ertern COll.l!lt real LagwtneX O ; 
ertern const :.:eal I.agu8neii%E%p D ; 
/I Spacial FUnctions Det'inited. 
real EllipticK ( cout real li:, real ca • 0.0003 ); 
real DkEU.ipticK ( conat real k, cout uinteger c 1 ) ; 
real. cel ( real qqc, real pp, real aa, real bb, real ea ); 
....,., 
Arquivo fspecial.cpp 
1•-----------------------------------------------------------------------------Definition of Special Eliptic X function 
by Luis Alberto D'!fonaeca 
18 - Rov11111.bar - 1998 
-----------------------------------------------------------------------------•1 ;ti.nclude u:tapecia.l..h" 
11 Const!Qita Def"i.nitions 
conat real. GausslD • { -0,865063307, -0.6794095«58, 
0.148874339, 0.433396394, 
o. 973906528 } • 
GauaaVD "' { 0.149461349, 0.219086363, 
0.295624225, 0.269266719, 
0.066671344 } • 
-0.433395394, 
0.879409668, 
0.289266719, 
0.219086363, 
con.st int GauaaltamPointe:'l' :·~m~~[ 
Gausai_p1D • { 0.134936633, 0.$20690432, 0.666604606, 
1.148874339, 1.433395394, 1.679409568, 
1.973906528 }; f/ Gausa_x + 1 
const i.nt 
C:OlLBt real. 
11 Function De1'initiou 
real. ElliptieK( cCIDSt real. k, real. ca ){ 
return eal( sqrt( 1- k*k ), 1, 1, 1, ea ); 
} 
real. DkEJ.lipticlt( coaat real. k, ccmst uinteger n H 
ra.al I • O, k2 • k • k, 
} 
aize = M_PI_2 I (real)n, 
a:zp2 • aize I 2.0; 
for( uill.tflpr tt '" O; tt < n; tt""" ){ 
real A = tt • aiza; 
for( int ii "' O; ii < GauaaliumPointers; ii++ ){ 
real. a2 • pov( ai.n( .l + Gauaal:_p1[iiJ • a:zp2 ) , 2 ) ; 
I - u:p2 • Gauaa.V[ii] • k • a2 • pov( 1.0 - k2*a2, -1.5 ) ; 
}} 
retv.J::a. I; 
real. cel( real. qqc, real pp, real. aa, real. bb, real. ca ){ 
if( qqc - O ) { returu O; I• error •I } 
:real f, g, q, qc • fabs( qqc ), a • aa, 
} 
b • bb, p • pp, 1 • qc, 11111 • 1.0; 
if(p>O){ 
p • eqrt( p ) ; b • b I p; 
}elao{ 
t ,. qc*q_ci q = 1 - f; g "' 1 - p; f "' t - p; 
q • q • ( b- a • p ); p • aqrt( t I g ); 
a • ( a - b ) I g; b • -q I ( g • g • p ) + a • p; 
} 
vhil1(1){ 
t • a; a • a + b I p; g • 1 I p; b • b + f • g; 
b • b + b; p • g + p; g • em; -. • qc + 11111; 
if( faba( g - qc ) > ( g + ça ) H 
qc • eqrt( .-); qc • qc + qc; e • qc • c; 
} 
el..a1 retu:rn M_PI...2 • ( b + a • .. ) I (- * ( .. + p)); 
} 
~·-· 1 
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Arquivo module.h 
1•------------------------------------------------------------------------------
Dafin:ition o:f integer mod.ule n 
D'A:fonseça L.l, DMA I IMBCC I UBICAMP 
11, HoV'IIIiber, 1998 
-------------------------------------------------------------------------•1 
li111Cle:t MDDULE..INCUIDED 
tdef ine MDOOLE._DiCUJDED 
.illc:lude <math.h> 
•illc:lude "co:n.h" 
U.:ti.D.e -.(v) Integerlba(vlm.od) 
cl.aaa IntModule{ 
pu.bl.ic: 
IntMod.ule ( ) : mod( 
) : mod( 
) : mod.( 
) : mod( 
lO ), 
. '· ), 
•al( 
val( 
..,_, 
o ){}; 
IntModule ( uill.teger m 
IntModule( uill.teger m, integer v 
IntModule( eonat IntMod.ulet o 
-IntModu.laOO; 
o.mod ) , 
"""' 
o ){}; 
IIIII(V) ){}j 
o.val ){}; 
operator integer(){ retuzn val; }; 
void 
ui.D.teger 
SetModule ( uinteger m H mod • m; 
GatMod.ula O { rflturn mod.; }; 
val = mm(val); }; 
uilltager operator 
uillteger operator 
uinteger operator 
uinteger operator 
uintegar operator 
uilltegar operator 
uinteger oparator 
• ( COllSt illtager i Hval • mm( i ) ; return val } 
... ( eonat illteger i Hval • mm( val +i ) ; return val } 
"""' ( COllSt i.nteger i Hval ,. 111111( val -i ) ; return val } 
+ ( conat integer i ){ :ntu:rll .11111.( val +i ) ; }; 
( coast Uteger i ){ return ~~~a( val -i ) ; }; 
• ( conat integer i ){ raturn 11111( val >l<i ) ; }; 
I ( coast i.nteger i H return 11111( val /i ) ; }; 
/I Prafix 
u:ill.teger Clpftrator ++ 
u:ill.tager operator 
/I Poatfir 
ui.ntegt~r oparator ++ 
u:ill.teger operator --
(){val • mm(++val); retur.n val; }; 
(){val • mm(--val); return val; }; 
(intHuill.tegu old. • val; val • mm(++val); 
(intHuill.teger ol.d. .. val; val • mm(--val.); 
~~ivate: uillteger lllOd, val; 
..... " 
Arquivo table.h 
return old; }; 
rflturn old; }; 
1•--------------------------------------------------------------------------General Toola Librarie - Tabla Claaa 
by Luis Al.~o D'lfonseca 
begi.n - 24, August, 1998 
last - 04, October, 1998 
-----------------------------------------------------------------------•1 
•ifnd.e:r TABLE_CLASS_IIiCLUDED 
lcd:efiDe TlBLE_CLASS_IIiCLtmED 
li.uc:lude <iost:ream.h> 
lillclude 8 CO:re ,h" 
linclude "llreal.h" 
tllll!pl&te < class T > clua TTable{ 
pllhl.ic: 
TTablaO; 
TTable( cOliSt uill.tager ) ; 
TTabla ( CODSt uint~, coaat uiJtteger ) j 
TTable ( const TTabhl: ) ; 
wTTable(); 
int good(){ retar:a. VoidPtr !• litiLL; }; 
virtual int Rent ( conat uilt.tepr. ecmst uintegar ) ; 
uint•ger Gett.he8 
uiDtegc GatCol11111DB 
virtual TI: opezator 
Ta opan.tor 
() { retur:D. ll; } ; 
(){ nturn cc; }; 
() ( co:nat uinteger • ccmst uinteger ) ; 
() ( co:nat uinteger ) ; 
friud ost:ra~D~; opera:tor « ( ostreaml;, TTable<T>I: ) ; 
friud istreutl: opan.tar » ( iatrellllli:, TTable<T>t ) ; 
prot41ct41d.: 
TTahl.e( void.•, ccmat uiateger. CODSt uinteger ); 
void. •Vaid.Ptr; 
uiDteger 11, cc; 1/ !l1lllber rd linea and. of col"IIIIDB 
}; 
ieTable; 
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typadAI:t TTable<integer> 
typadef ri'able<uil!.teger> 
/I Inlille Flul.etio:na 
InTable; 
UiTable; 
tckdine x_TTablein_ template< 
~1ne :z:_Trablein( X ) tlllllpl.ate< 
tckdine :z:_TTabla_ template< 
~Une z_TTable( X ) ttmtplate< 
lda:tine T_ptr ((T ot)VoiciPtr) 
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cl.asa T > inline TTablt~<T>: : 
claaa T > inlina X TTable<T>:: 
claaa T > TTable<T>:: 
clus T > X TTa.ble<T>:: 
/I ----------------------------------------------------------------------------lt_l"l'ableln_ TTableO: VoidPt.r( NULL ) , 11( O ) , cc( O ) {} 
x_TTableln_ -TTableO{ delete D T_ptz; } 
::c_l"l'ablallt.( Tt) operator()( cOli.St uin:tttge:r ii H return operator()(ii,O):} 
x_TTablein.. TTa.blll( void• p, const uinteger 1, ccmat uinteger c ) : 
VoidPtr( p ), ll( l ), cc( c }{} 
x_l'iableln( TI: ) operatorO ( const uinteger ii, coD.Bt uillteger jj ){ 
li1def INQIJISITDR 
tl( ii > 11 li jj > cc li VoidPtr - 1roLL ) Inqui.sition; 
.and.it 
retw:u T_ptrr 11 • cc + jj 1; 
} 
/I Templata Flmctions 
r_il'able_ 'l"l'able( collSt uilrt:eger 1 ) : 11( 1 ) , cc( 1 ){ 
lifdt1f INQUISITDR 
} 
if( 11 = O ) Inquisition; 
lomd.if 
try { T_ptr • :a..., T[ 11 ]; } 
catch ( ..• ) { T_ptr • NtJLL; }; 
:z:_liabl.tl_ TTabl•( const UU.t•ger l, cout uill.tt1gar c ) : 11( 1 ) , cc( c ){ 
.ifdtlf INQUISITOR 
} 
if( 11 - O li cc .., O ) lll.quisition; 
...... 
try { T_ptr = :aev TE 11*cc ] ; } 
cateh ( •.• ) { T_ptr • RUU.; }; 
z_liable_ TTable( cmat TTab1et table ) : 11 ( table.ll ) , cc ( tabl.tl.cc ){ 
<ry { 
ui:nteger siztl "' 11*cc; 
T_ptr • Il.fi T[ si:te ] ; 
ifl: table.VoidPtr != NtiLL ){ 
} 
for( uinteger ii ~ O; ii < aize; ii++ ) 
T_ptr[ii] = ((T *)tab1e.VoidPt:r-)[ii]; 
}eatch ( .•• ) { T_ptr • NtJLL; }; 
} 
z_Tl'able( i.nt ) Beset ( com~t ui:nteger 1 , ccmst u.il:r.tegez c ){ 
del.eteO T_ptz; 
ll "' l; CC • c; 
try { t_ptr • nn T[ 11•cc ]; } 
catch { ••• ) { T_ptr = IULL; }; 
retu%n. ( T_ptr !• IIUU. ) ; 
} 
templau< elass T > t~strea.l t~peratt~r « ( t~streaal t~s, 'ITabl.ti<T>t tab H 
•i:fdtlf Ill'QUISITOR 
} 
íf ( tab.VoidPtr - NULL ) ~ito:rOK ,. o; 
.,. . 
...... 
for( uin.teger ii • O; 11 < tab.11; iiT+ ) { 
for( uilltegar jj • O; jj < tab.cc; jj++ ) os « tab(ii,jj) « • •; 
os << emil; 
} 
ratur:n os; 
teaplate< clasa T > is~ operator » ( iat~ 111, lTabl.e<T>l 'tab ){ 
•Hdolf IIIIQUISITOA 
} 
i:f ( tab. VoidPtr - NULL ) III.quiaitorOK "" O; 
'"'' 
""""" for( u:ilt.teger ii ,. O; ii < tab.11; ii++ ) 
for( ui.II.tllger jj • O; jj < tab.cc; jj++ ) ia» tab(ii,jj); 
retorJa ia; 
~ T_ptr 
z_lTablei:a_ 
~ .z_TTable~ 
z_TTahl.e_ 
hllde1 .z_Tiabl.tl 
····' 
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Arquivo ctable.h 
1•------------------------------------------------------------------------------GeneraJ. Toola Librarie - TCo1Table - LoDg Co1UIIIll.s Table Class 
by Luis Alberto D 'Mouaeca 
begi:n - 16, aeptember, 1998 
lut - 04, October, 1998 
------------------------------------------------------------------------------•1 l:if:ndef COLUMli'_ TABLE..III'CLUDED 
~:define COLUMti.TABLE_Ili'CLUDED 
t=inc:lude "table.h" 
template < class T > cle.ss TCo1Tiib1e: public lTabla<T>{ 
public: 
TCo1Tab1e() {}; 
TColTable( const ui:nteger ) ; 
TCo1Table( cout uinteger, cout ui:nteger ); 
TColTable( cout TCo1Tablet: ) ; 
·tcolTiible(); 
virtual i:nt Reset 
virtual. Tt operator ,, 
( const uintegex, 
O ( const uintegu, 
typedef TCo1Table<real> 
typedef TColTable<i:nteger> 
typedef TCo1Tab1e<uinteger> 
ReCo1Table; 
InCo1Tab1e; 
UiCo1Table; 
td.efine Ptrptr ((T••)VoidPtr) 
l:cletine PtrColliiiiD(col) ( (T••)VoidPt:r) [col] 
couat ui:nteger ) ; 
couat ui:nteger ) ; 
l:dafi:ne x_TColTablein tmçlate< cle.sB T > i:oline Tt TCol.Tab1e<T>:: 
li Inline functions 
z:_TColTablein operator()( conat ui:nteger ii, co:nat ui:nteger jj ){ 
lifdef INQUISITOR 
if( ii > 11 [I jj > cc I [ VoidPt:r == NtJLL ) Inquiaition.; 
Oondi1 
r11tur11. PtrCo1uma.(jj) [ii]; 
} 
li Template FunctioDB 
l:d.e:fine x.TCo1Ta.b1e_ 
l:d.e:fine x_TColTable( X 
templ.&te< clasB T > TColTiible<T>:: 
template< de.as T > X TCo1Tabl.e<T>:: 
z:.TColTable_ TCol.Table( conat 
t=ifdef INQUISITOR 
uinteger l, coDBt uill.tegar c ): TTable<T>(1,1){ 
if( li - O ) Inquistion.; 
Oondi1 
try{ 
PtrPtr • ll8Y T•E1J; 
PtrCol-(0) = ... ,.. T[ll]; 
}eatc:h( ..• ){ VoidPtr • IULL; }; 
} 
z:_TColTabla_ TColTiible( conat uinteger 1, couat ui:nteger c ) :lTable<T>(l,c){ 
lifdei' IIQtJISITOil. 
} 
11( li - O I [ cc - O ) I:aquistion: 
"'""" try{ 
PtrPtr = ll8Y T*[cc] 1 
for( uiJ:r.tegu _i i • O; jj <e<:; Jj-) PtrCo111111D(jj) = nev T[ 11 ]; 
}c:atch( ••• ){ Voiahr • WLL; }; 
J:.TColTable_ TColTable( conat TColTablet orig ){ 
11 = orig.ll; cc • orig.cc; 
try{ 
PtrPtr • ll8'll' f* [cc] ; 
for( uiatepr lj • O; jj < cc; jj++ ){ 
PtrCol~;~~~~:~~.(jj • :an t[ ll ] : 
for( i:nt i • O; ii < ll; ii-) 
} 
Pt%Col11111D(Jj)[ii] • ((r-)orig.VoidPtr)[jj][ii]; 
}catc:h ( ••• ) { VoidPtr • lllJLL; }; 
} 
x.TColTable_ -TColTable()'{ 
if( VoidPtr !• RaLL )'{ 
} 
} 
for( Uin~pr jj • o: JJ < cc: jj++ ) 
delate O ~ol'llllll.( ) : 
delete D PtrPtr: 
z_TCol1'e.ble( ~t ) ae .. t ( C®St lliateger 1 • ccmat u.integer c ){ 
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} 
if( VoiclPtr != Nl1LL ){ 
fo:J:( uint~ger jj • O; jj < jj; jj++) 
delate O PtrColUIIUI.{jj); 
delate D PtrPt:r; 
} 
11 "' 1; CC • C:ô 
tey( 
PtrPtr = new I• [c: c] ; 
for( ui.nteger jj • O; jl" < cc:; jj++ ) 
PtrColumn(jj) '"' new T 11 J; 
}ca.tch ( , •• ) { VoiciPt:r • NULL; }; 
retum ( VoidPtr !• NULL ) ; 
l:!m.def PtrPtr 
l:!m.def PtrColliiiiJI 
aundef r_ICol.Iable_ 
tund.ef :.:_Tcol.Table 
.... ., 
Definição das Soluções de Weyl 
Arquivo weylfunc.h 
1•-----------------------------------------------------------------------------li'umeric Weyl Pl::ojeçt 
~finition of virtual classes for impl-t Weyl functiou 
by Luia Al.berto D'Afonseca - 'X7 October 1996 
-----------------------------------------------------------------------------•1 tifnd.ef WEYL_Ftl!I'C'IIDii_DJCLtmED 
tdetine iiEYL_FUNCTIDII'_INCLWED 
•:include n:runcticm.h• 
claas Weyl.Nu: public FunC'tion{ 
public: 
Weylllu()O; 
-lieyl!Ju(){}; 
virtual void. Evaluatein( c~t real r, cOliJit real z, r811.11: nu. ){}; 
}; 
claas WeylPhi: public Function{ 
publ.ic: 
}; 
Weyl.Pb.i(){}; 
-weylPhi()D; 
virtual Weylliu• ED.ctHu (){ return NIJLL; }; 
virtual void Evaluateln( const real r, cOilBt relll. z, 
reaU: phi, reall: drphi, realJ: dzphi 
WeylPhh InitPhi( ist:reeml ia ); 
...... 
Arquivo doublephi.h 
){}; 
, _____________________________________________________________________________ _ 
liumeric Weyl Project 
De:ri.nition o:t virtual cluaea :tor illpl.811Mmt 
Two Suparposed Phi Weyl :tlmctiOlUI 
by Luis .Uberto D'A:fOlUieca- 01 liovellher 1998 
-----------------------------------------------------------------------------•1 ei:tnde:t DOtiBLE_PBI_IJiCIJJDED 
ada:tine DOtlBLE.PBI.IIiCUlDED 
.inclll.de Dv.yl:flmc.li.M 
claaa DoublePhi: public Weyl.Pll.i{ 
~1c: 
DoublePllO: FUstPb.i( litJLL ), SeconãPhH litJLL )0; 
DoublePhi( W.ylPhi•, WeylPhi• ) ; 
"'DouhlePhi (){}; 
void SetPll.i ( WeylPhi•, VeylPhi• ) i 
void SetFU.tPhi ( WeylPhi• ) ; 
void SetSecolldPhi( W~l.Pll.i• ); 
iat ~ra (); 
void SetPara.atera ( ccmst lilleal& ) i 
void Evaluate!ll.( co:a.st real r, const real. z, 
real& ph1, real~: drphi, rea.ll: dçll.i ); 
void Dntruc:torO: 
~: W.yl.Pll.i •FiratPhi, es.cODdPhi; 
in1ilul Dcntbl.aPJU: :DoublePhi( VeylPhi• :t, VeylPhi• • ) : 
-·. ' 
D.3. LISTAGENS DOS PROGRAMAS 
FiratPh1 ( f ) , 5ec0lldl'hi ( 11 ) {} 
inline void DoublePhi: :SetPh1 ( WeylPhi* f, WeylPhi* a ){ 
FiratPhi = f; SecondPhi "' a; 
} 
i.Jil.:ine void. DoublePhi: :SetFiratPhi ( Wayl.Phi• f 
i.Jil.ine void. DoublePhi: :SetSacond.Phi( WeylPhi• s 
i.Jil.i.ne int DoublaPhi: :liUIIIPaz81118te:rs0{ 
J;ifd.af INQUISITOR 
if( FiratPhi - liULL ! ! Secondl'hi '""' NULL ){ 
Inquisit~OK ~ O; 
} 
retu:m O; 
.... , 
){ FirstPhi 
){ Second.Phi • f; }} "' a; 
raturu FirstPhi->ll"IIIDPa:rallletersO + SaCond.Phi->NumPar81D.8tarsO; 
} 
iul.lna void DoublePhi::Evaluatein( COli.St real r, COli.St real z, 
} 
tifdef INQUISITDR 
if ( FirstPhi - NtlLL 
InquisitorOK • O; 
raturn; 
} 
tmuii;f 
real p, dr, d.z; 
raalt phi , realt d.rphi , realt d.zphi ){ 
! ! SecondPhi •• NULL ){ 
FirstPhi·>Evaluatein (r, Z, p, d:r, d.z ); 
SecondPhi->Eva.luatein (r, z, phi, drphi, clzphi ); 
phi ... p; dl:phi += d.r; dzphi ... d.z; 
i.Jil.:ine void. DoublaPhi: :Deatructor(){ 
PiratPhi->DeatructorO; 
Sec~i->Deatructor(); 
delata FiratPhi; 
d..alate SecODdPhi; 
} 
..... ., 
Arquivo superphi.h 
1•-----.-----------------------------------------------------------------------lumezic Weyl Projact 
Dd"b.ition of virtual cl.a.eaaa for :impl.IIIIIBllt 
aeveral SUparpoaad. Phi Weyl functione 
by Luis Alberto D • Afoueca - 01 lio"Vfll!ber 1998 
------------------------------------------------------------------------------1 ti:fndllf stJPEII...PHI.IICLUDID 
J;define SOPER_PHI_IICLUDED 
tincl.nda "veyl.f=.h" 
cleaa SUperPhi: puhl.ic WaylPhi{ 
public: 
SuperPhi ( ui.ntager n ) ; 
•SuparPhi(){ delataO Phi; }; 
void. SatPhi ( u.integer i, WeylPhi• ) ; 
int liQIIIParametara O ; 
void. SetPuu:llters ( COllllt !lllieall ) ; 
void. EvaluatelD.( coaat real r, coaat real z, 
raall: phi, real.& drpb.i, r-.1.1: cb:phi ); 
void Deatructor(); 
ro~tad: miBip.ad :int DD.j WeylPhi .. Phi; 
i.Jil.:Uia void Supu-Phi: :SetPhi ( uintager n, WeylPhi* p ){ 
J;i:fdet IHQUifiiTim 
if( Jl. )oo DD. li Phi - li1JLL ){ 
InquiaitorOK • O; 
ratlll:n; 
Phi[nJ - p; } 
....., 
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Arquivo weylfunc.cpp 
1*-----------------------------------------------------------------------------Numeric Weyl Projee1: 
Definitio.n of virtU4l classes for impltiiii.GDt Phi Weyl. fUII.cti~ 
by Luis Alberto D'Honsec:a - 01 llov.mber 1998 
-----------------------------------------------------------------------------•1 tincludG ~doubphi.h" 
linclud.e •euperphi.h" 
/I --- Double Phi ---
void DoublePhi: :SetParamaters ( co.nat NReall P ){ 
litd.ef INQVISITOR 
if( FiratPhi """ lltJLL li SecoMPhi =- NULL li P.Dilll() != li~aramatera() ){ 
InquisitorDK "' O; 
ratur.n; 
!IReal F( FirstPhi->NlllltPeralllateraO ) , S( SecolldPhi->!hlmParaJDetars() ) : 
int a'WI: = FiratPhi->N'IIIDParllllltl'blrsO; 
} 
for( int 11 .. O; ii < au; ii++ ) F(ii) ., P{ii): 
for( ii = O; ii < SocondPhi->NumParamatera(); ii++ ) S(ii) 
FUstPhi->SetParametera( F ) ; 
SecondPhi->SetP&Z'IQieters( S ) ; 
/I --- Superpoaed Phi ---
SuperPhi::SuperPhi( uinteger n ): nn( Zl ){ 
litdef INQUISITOB. 
} 
if( 1lll - o ){ 
lnquisitorQX • O; 
Phi = NULL; 
ret=; 
} 
'""'"' 
try { PlLi = nev Weyl.Pll.i•[lu!J; } 
C4tch( .•• ){ Piai • RtJLL; } 
iilt SuperPhi: :li1l111Para1Mters0{ 
Sitclef DlQOISITOR 
i:f( Phi = IIULL ) { 
InqnisitorDK = O; 
ret= O; 
} eba { 
for( int kk • O; kll: < liJ1 U: ok; kk:++ ) 
it( Phi[kkJ - N1lLL ){ 
IDquisitorOK • o; 
ret= O; 
} 
int = • O; 
P(ii+am:}; 
f-( :ill.t ii • O; ii < zm; ii++ ) = +- (Phi[iiJ)->Ii'OIIIParulateru(); 
ret= •um; 
} 
voicl SuperPhi::SetParaBII1iers ( co:aat lffiaal.t: P ){ 
Sitcle:t IliQUISITOB. 
} 
if( P.DiD.O !• lhUIParaaetera() ){ 
InquisitorDK = O; 
""""'' 
liReal. •Ptr; 
i.Dt cout • O; 
for( i.Dt pp • O; _pp < nn; pp-t+ ){ 
int &a:~: • (Phi[pp])->li~ters(); 
Ptr • DeW Haeal( an:r. ) ; 
} 
tor( int ii • 01 ii < au~ ii++ ){ 
C•Ptr)(ii) • P(cont); 
cont++; 
} 
(Phi[ppJ}->~tera( *Ptr ); 
delfltfl Ptr; 
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realt phi, real& drpb.i, realt dzphi ) { 
} 
lifd.af III'QUISITDR 
i:t{ Phi .,. NULL H 
InquisitorOK = o: 
return O; 
}else{ 
for( i.nt kk • O; til: < JUl l:t ok; 
if ( Phi [kkJ - NULL ){ 
InquisitorOK • O; 
} 
land.if 
} 
returu O; 
phi = O; drphi = O; dzphi = O; 
pp++ ){ 
.... , 
for( i:a.t pp = O; pp < lUl; 
:real~, d.r, ciz; 
(PhiLpp])->Eval.uatein ( r, :1.:, p, dl:, dz ); 
phi += Pi drphi += dr; dzphi +-o dz; 
} 
void. SuparPhi: :Ot!atruetorO{ 
} 
for( lnt pp "' O; pp < nn; pp++ ){ 
(Phi[pp])·>Daatructor(); 
delete Phi[ppJ; 
} 
Arquivo weylsol.h 
1•-----------------------------------------------------------------------------Humerie Weyl Projeet 
Detinitio.n of virtual classes for :lmpl-.t Weyl Solutions 
by Luis Alberto D'Afonaaca - 'ZT Octobe:r 1998 
-----------------------------------------------------------------------------•1 lifndef WEYL.SDLOTIDII.IR'CI.tlDED 
tdefine WEYL_50LOTitiH.DI'CLUDED 
it:inc:lll.de "'Wylf1mc.h• 
li.JI.clud.e "table.h" 
typedef void (•Ech.oFlmction) ( uinteger ) : 
claaa WaylSol: public Function{ 
public: 
Wayl.Sol( ) : PtPhi( o ) {}; 
WaylSol( WaylPhi• p ) : 
-w.ylSolOD-; 
void. SetWeylPhi ( WaylPhh p }{ PtPhi • p; }; 
void. Evaluatelu ( c:~m~~t real :r, c:cmat real z: ) ; 
void. EvaluateFo:rAll ( TTable<real» Points, T!able<real>• Values, 
Ec:hoFlmt:tion Ec:llo ) ; 
:real Phi (){ re'tllrD. phi; }; 
real i!lu (){ return nu; }; 
rsel Drl'hiO{ ret:un d.rphi; }; 
:real Dzllhi(){ return dzphi; }: 
real. Drllu (){ retm::rr. d.=u; } ; 
:real Dz!lu (){ :retur:D. d.lmu; }; 
void. Destruc:to:r(); 
p:rotected.: 
void SetliUDariR.ti'"IB (( 
void EvaluatePhiin 
virtual void Evaluateluln ( 
WeylPhi• PtPhi; 
C:Oll8t :real ;r ) ; 
c:onat :real :r, c0ll8t 
c:onat real r, c0ll8t 
reel phi, dzphi, d.zphi, 2m, d:nm, d.lmu; }, 
inlille VeylSol::VeylSol( Veyl.Ph.i• p ): PtPhi( p H 
.ifd.et" I!I'QUISITOR 
if ( p - 1i1ULL ) Ino:pisito:rDX • O; 
...... 
} 
real z ); 
real z >.O; 
inlille void. VeylSol: :Evalua.tein ( conat real r, const real z ){ 
Evaluate!hi.In ( r, z ) : 
EvaluatePhiin ( r, z ) ; 
} 
inlille void W..ylSol: :EvaluatePhiill ( comrt real r, c:cmat real. z ){ 
Utoie! IIIQUI$ITOJI. 
if( P1:Phi - lfULt ) Ino:pisitorOK • O; 
., ... 
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} 
····"-' { 
} 
PtPhi ->Evalu.atein 
SetN~ivatives 
X:. z. phi. d.rphi. dzphi ) : 
r ) ; 
inl.ina void WeylSol.: :SetltluDerivativea( cOJI.IIt real r ){ 
d=u ,. r * ( cUphi • clrphi - clzphi • d2phi ) ; 
dznu • 2.0 • r • drphi • dzphi; 
} 
inl.ine void WaylSol: :Destructot"O{ 
PtPhi~>Destructor(); 
delete PtPhi ; 
} 
class Eu.ctWeylSol: public WaylSol{ 
public: 
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EzaetifeylSol.(): Weyl.Sol( O), PtHu( O){}; 
Euc;tWaylSol( WeylPhi• p, WeylHu• n ): WeylSol( p ), Ptliu( n) O: 
-ExactWeyl.Sol ( ){}: 
void SetWeylNu ( li'eylNu• n ){ Ptllu .. n; }; 
void Destructor(); 
protected: 
}; 
void Evalu.ateliu.In const real r, co:aat real z ) ; 
Weyllh.l* Ptllu; 
inJ.ina void En.ctWeylSol: :EvaluateNuin ( conat ree.J. r, const real z H 
•i:td.et" Ili'QUISITOB. 
} 
i:t( PtNu - NUU. ) IllquisitorOX • O; 
.... 
""""'-' 
Pt!l'u->Eolaluatein( r, z, nu ) ; 
inl.ine void. EzactWeylSol: :Destructor(){ 
iiayl.Sol: :DestructorO; 
PtNu->Destructor(): 
d.elete Ptllu; 
} 
hndif 
Arquivo weylsol.cpp 
1•-----------------------------------------------------------------------------Bumeric Weyl Project 
Defi.Dition of virtual claaaea for illlpl-t Weyl Solu.tions 
by Luis .llbexto D'A:tonaeea - 28 Oc:tober 1998 
-----------------------------------------------------------------------------•1 
•i.Ju::l'Wie aveylaol.h" 
adefine R(i) (•Poiltta)(i,O) 
adefi.ne Z(i) (•Poi.n.ta) (i ,1) 
~ine 111(1) (•Yaluea)(i,O) 
•daf~e PHI(i) <•Yalues)(i,1) 
void. YeylSol: :Eval.uataFor.lll ( 
81:td.af IJiiiUISITUi 
TTIIble<real>* Pointa, 
conat ui.ntepr EchoStep, 
TTable<real.>* Values , 
EchoF=ction Echo ){ 
if( Poi.Jita .. RtlLL li Valuea - RtlLL li Eell.o - RtlLL li EchoStep - O ){ 
Inqniait~OK • O: 
retur:a.; 
}ebe if( Poill'tB->Getl.UeaO 
Poi.nta->GetLiuoaO 
Poi.nta->GetColmms () 
Valuea->GetOolmms() 
} 
Inqu.1aitorOK • O; 
retur:a.; 
!• Va1uea->GetliuaO li 
-o li 
, .. 2 li 
!• 6 ){ 
...... 
'llintepr aize • Pointa->Ge'tl.illea(), ii • O; 
. .,
} 
ui.ntepr atop • ( ii + EchoStep > aize)? aize: i1 + EchoStep; 
while( ii < atop ){ 
Evaluatein( lt( i1 ) , Z( ii ) ) ; 
lU Ui) • =: PBI(ii) • pld; ii++: 
} 
icho( ii ) ; 
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while( ii < size ) ; 
} 
Arquivo intepath.h 
1•-----------------------------------------------------------------------------Numeric Weyl Project 
Definition of Integration Path classes 
by Luis Alberto D'Afona11ea - 'Zl llctober 1998 
-----------------------------------------------------------------------------•1 lifudef INTEGIUTIDN_PA'l'HS_INCLtJDED 
ldefine WMEP.IC_WEYL_SOLUTID!l_IllCLUDED 
linelud.. <iostream.h> 
lincluda "fllilC:tion.hn 
class Integ:r:atiolll'ath: public Flmction { 
public: 
Intagrati~ath(){}; 
- Integ:r:ationPath (){}; 
virtual void StartPath ( co:aat nal r, c:onat real z ) ; 
virtual void Evaluatein ( const real. t, realt r, nalJ: z ){}; 
};tected: real :r_init, z_init; 
IntegratioDPath• InitPath( istreamt ia ); 
cl.ua Diagona!Path: public Integn.tionPath{ 
public: 
Diagonal.PathO i 
DiagOD.a1.Path( eout real Zo, conat real ra, ÇODBt real za ); 
-oiagoQBlPath(){}; 
illt !lumParamaters(){ retur.n 3; }; 
vaid SetParameten( CODSt Nll.n.l.t ) ; 1/ zo, r_step end. ;:_step_abs 
void StartPath ( eonst real r, eonat real :1: ) ; 
void Evaluateilt. ( eonat real t, :.:eall: r, realJ: :1: ) ; 
};tected: real. r_atep, z_step, z_abs, :~:o; 
eleas .lvayDfPs:th: public IntegrationPath{ 
publie: 
AwayOfPath( ): 
AwayQfPath( eonat real a, eOlUit real s ) : 
-AwayOfPath(){}; 
int Hlllll'arameten(){ return 2; }; 
AwayDf( 
AwayOf( 
1.0 ) • Speed.( 
a ) , Sp.ed.( 
void s.tParameten( eODSt NReaU: ) ; 1/ AwayDf end. Speed 
void Stu"t:Path ( conat real r, eonet r.U :1: ); 
void Evaluateln ( eout real t, :n~al.l: r, reaU z ); 
};teetecl: real AwayDf, Speecl, ce, Cl, s: 
-o.Ol ) 
-· ) 
iiL1.inlll void. IntegrationPa.th: :Start:Pa.th( eCID.llt real r, eoust real z ){ 
r_init = r; :~:_init "' :~:; 
} 
illlilla DiagoJI4U'ath: :Diagonal.Path(): r_step(1.0), ~abs(1.0), zo(O.O){} 
iDlino 
Diagonal.Path::DiagonalPath( eonat real Zo, eCID.llt real rs, eonat real ZB ): 
r_atep( ra ) , z..aba ( za ) , zo( Zo ) {} 
:l.nline void. Diagonal.Path: :SetParametera( 
lifd.e:r DlQOISITDR 
} 
if( P.DimO I• 2 ){ 
b.quisitorDK • O; 
:r;111turn; 
} 
""""" zo • P(O); r_atep • P(l); z_abs • P(2); 
eonat Naeall: P ){ 
iiL1.inlll void Diagonal.Patll: :StartPath( eonat real r, eonat real z ){ 
r_init • r: z..init • z; 
z_atep • z_ahs • (real) ((z > zo)? 1: -1): 
} 
Ílllill8 void. DiacoaaJ.llath: :Evaluteln( ecmat :nal t, r.all: r, :nalA z ){ 
r • r_init + r_at;.,p • t; z • :z..i,Dj.t + z..atep • t; 
} 
:l.nliDe voicl AvayllfPath: :Setf'aralleters( eout IIBeall" P ){ 
"' 
"' 
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litd.ef Ili'QOISITDR 
if( P.Dim() != 2 ){ 
InquisitorOK • O; 
nturn; 
} 
hndif 
A1illy0f .. P(O); Speed "' - P(l}; 
} 
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in1i.D.e void AwayOfPath: :StartPatll.( const real r, const real z H 
r_init = r; z_illit '" z; 
if( fabs(z) < AwayOf ){ 
Ce • z_init; Cl ,. 0.0; 
}fllllê{ 
} 
Ce = 0.0; Cl • 1.0; S = (z < O)? -1: 1; 
} 
inline void AwayO:fPath: :Evaluatein( const real. t, reall: r, reall: z ){ 
r = r_illit + t; 
z ~ Ce • erp( Spqed • t) + Cl • ( z_init + S • t ); } 
londif 
Arquivo nweylsol.h 
J•-----------------------------------------------------------------------------N1DDIIric Weyl Projeet 
Definition of virtual claaaes for implement Humeric Weyl Soluticns 
by Luis Alberto D'A:foJIJiec& - 27 Dctober 1998 
-----------------------------------------------------------------------------•1 litndaf NUMEalC_WEYL_SOLUTIDN_INCLUDED 
~ine NUMERIC_WEYL_SOLUTION_INCLUDED 
iUnclud.e h...,yluol.h" 
Sinclud.e "1ntepath.h" 
clus NWeylSol: public WeylSol{ 
public: 
) {}; 
p ) {}; 
NWeylSol( ) : WeylSol( 
NWeylSol( WeylPhi• p ): WeylSol( 
HWeylSol( WeyU>h.i• p, conat real 
•JNeylSolOD: 
ro, conat real zo, conat real no ) ; 
virtual i.nt lilDIIParuMote:rsO{ ret=n a; }; 
virtual void SetParameters ( conat lmeall: ) ; 11 Ro, Zo and No 
protected: 
}, 
vo:id. Evaluatelluln ( conat real r, const real :z ) ; 
real Ro, Zo, Ho; 
cLMa Jll111J)Hii'êylSol: public !JWeylSol{ 
puhlic: 
Ju.pNWeylSol(){}; 
JUIIpliiWeylSol( WeylPhi* p ): liWeylSol( p ) O; 
Jmçllíl'eylSol( WeylPhi• p, conat real ro, co=t real zo, cODIIt real no ) ; 
- J1ZIIIplii'ey1Sol00; 
protêcted: 
void Eva.luatduln conat :tea1 r, conat real z ) ; 
}, 
cLMa Aaai.ntliWeylSol: pu.blic JumpWeylSol{ 
puhlic: 
.&ssintlifeylSol(): InPath( O ) O; 
Assint!IWeylSol( WeylPhi•, llltegxationPath+ ) ; 
.&ssintlfWeylSol( WeylPhi•, Ill.tegxaticmPath•, 
const real a. const :real f, conat Uintegar n ) ; 
- AasintiWeylSol()fl; 
virtual int H'IIIDParaeters O { return 3; } ; 
virtual void Set~ters( -t llRRlt ) ; 1/ Size, Paetor 8%14 Bdiv 
vo:id. SetintegratioDPath ( IntegratioDPath* I ){ lltPa.th • I; }; 
voià. Destruetor(); 
proteeted: 
void Evaluatelll'u.In ( conat real r, cout real z ) ; 
}, 
real step, factor; 
uintegu Ddiv; 
IntegratioDPath• lltPa.th; 
li IWeylSol claaa 
iul.iu lhylSol: :lfllflylSol( 
WeylSol( p ) , ao ( ro ) , 
W.,lPhi• p, ccmst real ro, 
ccmat real no ) : 
Zo ( zo ), !l'o (no){} 
ccmst r-r zo, 
' I 
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illl.ine void. Nil'eylSol: :SetP&ralllflteJ:a( ccm.et llReall: P ){ 
lifdef INQOISITOR 
if( P.D:iii.O !• 3 ){ 
Inquisito:r(]K :c O; 
retiUll; 
} 
lend.i:f 
Ro • P(O); Zo = P(1); No= P(2); 
} 
/I Jumpllil'eyl.Sol class 
1.nline JlllllpiWeylSol: :JlllllpNWeylSol( 
lllieylSol( p, ro, zo, no ){} 
WeylPhi*.J'• const real rc, 
conat re zo, const real no ) : 
inline voicl JUIIl'I))IThylSol: :Evaluateliui:D. ( const real r, conat real z ){ 
IN•ylScol: :Evaluateliuin( r, z ) ; 
Ro • r; Zo ~ z; lio • nu; 
} 
/I AasinliWeylSol class 
inline AssintNWeylSol: :AssintllWeylSol( VeylPhi• p, IntegrationPatll* I ) : 
Jl!lllpNWeyl.Sol( p ) , IliPath( I ) {} 
i.nline AssintmieylSol: :AsaintWeylSol( WeylPhi* p, IntegrationPath* I, 
const r.al a, const real f, ccmst ui.nteger n ): 
JqNWeylSol( p ) , IliPath ( I ) , factor ( f ) , ndiv ( n ) , 
step ( pov( a, 1.0/f ) I (real)u ){} 
inline voicl AsaiDtliiieylSol: :SetParaaetera( const JIRealt P ){ 
lifcle:l' INQl)'ISITOR 
} 
i:f( P.DiliiO !• 3 ){ 
lllquiaitorOK • O; 
retum; 
} 
.... ., 
factor • P(l) i 
ndiv ,. (i.nteger)P(2); 
step • pov( f>(O), 1.0/:faetor ) I (real)nd.iv; 
inl.ine void Aaaill.tJI\IeylSol: :Deatruc:tor(){ 
JlllllpHlieylSol: : Deatruc:torO ; 
InPa.th->Dastruc:torO; 
delate InPath; 
} 
8omdi:f 
Arquivo nweylsol.cpp 
1•-----------------------------------------------------------------------------liUIIIIIric Wayl Projaet 
De:finition of virt'Da.l. classes for :ilçl-..mt B-...ric 'lleyl Solutions 
by Luis Ubarto D'!fonsec:a - XI Dctober 1998 
-----------------------------------------------------------------------------•1 8includa ·~ylao~.h" 
8inclwie •tap<~~c:ial.h" 
void liVeylSol::Evaluatelu.In( c:out real r, c:out real. z ){ 
real I "" O, 1 K ( r - ao )/2.0, B • ( z - Zo )/2.0; 
for( illt ii = O; ii < GanaalllmiPoiDters; ii++ ){ 
real 11. • Ro + 1 • GausaX_pl[ii), 
Z • %o + B • Gausai._pi[ii]; 
E.valuatePhii31. ( B., Z ) ; 
I - ( 1 • dnnl + B • cb:o.u ) • 1hlua8W[ii]; } 
nu K lio + I; 
} 
void Aaailltlli'ayl3ol::Evaluatdti.In ( C(l]lSt real r, COJ1Bt real z ){ 
ao = r; Zo • z; lio ,. O; 
real R, Z: 
InPath->StartPath{ r, z ) ; 
foz( iDt ii • O; ii < ndiv; ii++ ){ 
} 
InPath->Eval.uate!J:t.( pov( stept(rul)ii, fac:tor ), a, z ); 
J1IIIIJIRVey1Sol: :Eval.uatelfu.Il:t.( á, Z ) ; 
1/ - GIDIII ~ Kethod. -
IliPath->EvaluaUill.( pov( a~(rul.)(ii-1), factor) + 1, B., Z ); 
rea1 I • O, A • B. -ao, B • Z- Zo; 
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} 
for( ii ~ O; ii < LaguerraNumPointers; ii++ ){ 
R= Ro +A* LaguerreX[ii); 
} 
Z = Zo + B • Laguernl[ii]; 
EvaluatePhiin ( R, Z ) ; 
I+-(A•drnu+B•dznu) 
nu= I- =: 
* LaguerreWxExp [iiJ ; 
Arquivo appell.h 
1•-----------------------------------------------------------------------------Numeric Weyl Project 
Defi.nition of Appall Solution 
by Luis Alberto D'J.foJISeca - 30 Oc:tober 1998 
-----------------------------------------------------------------------------•1 Ufnd.ef lPPEU._50LUTION_DI'CLUDED 
;td.etill.e APPELL_SOLtJTION_DlCLUDED 
Sincl.udoo """'yU=c.h" 
cla.ss AppellPlLi: public: WeylPhi{ 
publi.c: 
AppellPhiO: m( O), zo( O), a2( O) D; 
AppellPhi( conat :n~al M, c:onat n.al Zo, const real A ); 
- AppallPhi () {}; 
int HumParameters(){ return 3; }; 
void. SetParametera ( const HaeaU: ) ; /I M, Zo and. A 
void EvaJ.uatei11( co:~~.~~t real r, cout real. z, 
reaü pll.i, reau drphi, realt dzpl1i ) ; 
f;otectad: real. m, zo, a2; 
i.Dline lppellPhi::AppaUPhi( eOll.at real M, eonat real. 2o, conat real. .A. )l 
m ( M IM_SQaT2 ), %0( 2o ), a2( .A.* A) {}; 
i.Dl.ine void A'p'pe1Uih.i: :SatPa:~:eaeters( conat llaeaU: P ){ 
aUde:f DiQUl:SITOR 
if( P.DimO != 3 ) Inc!uiaiti=; 
hDdtl 
a • P(O) I M_SQRT2; zo = P(1); a2 .. P(2) • P(2); 
} 
inline void AppellPhillEval.uatein( eOli.St real r, cOli.St real z, 
re&U: pbi, re&U: drphi, reall: d2phi H 
real r2 =r • r, Dz = z - zo, Dz2"' Dz • Dz, 
R • r2 + Dz2 - a2, B • R* R+ 4.0 * a2 * Dz2, 
aB • aqrt( B ), A ~ aB +R, 
m.lB • m I ( 2.0 • pov( A, O.S ) * pov( B, 1.S )) , 
.&.r "'2.0 • r • < 1.0 + a I 811 ), 
Az = 2.0 * Dz * ( 1.0 + ( r2 + Dz2 + a2)1 aB ) • 
Br • 4.0 • r * a, 
Bz • 4.0 • Dz • ( 2.0 • a2 + a ) ; 
• • m • aqrt( A I B ) : 
•lllAB * (A • Br- B • .l.r ); 
"'lllAB • (A • B:z ~ B * Az ); 
Arquivo bkhole.h 
I•-~--~-----~--------~--~-~----~-----------------~-~-~---~-~----------R1DIMiric iieyl Project 
DefilUtiOll. o:r Sc:hverzachil.d Sol.UtiOll. 
by Luis Alberto D'J:fonaeca • 30 October 1998 
----~~~------------~-~-~----~----------------------------~----------.. 1 
•if:o.dol:f SCS:WAl\2SCHILll~SDLIJTIOJI.DICUJDED 
~;m. SCHIIB2SCHILD.SOLUTIOII.DICLWED 
·~lude .... ,.~.h" 
cl.aaa Schvarzach.il.dliul publlc Wayl.Ju.{ 
public: 
Sch.Varzachil.dliu(){}; 
Sc:hvarzschildlfu( couat real M, e0ll.8t r-.1 Zo ) ; 
·Sch.varzachil.cUlu() {}: 
iut Hu.l'arlmetera(){ retur:D. 2; }; 
void SetParameters ( couat !IRealJ: ) ; /I M anel. 2o 
void Eva.luatein( CODSt real r, COliSt real z, real.t DU ); 
};tected: :r:eal. ll'l, zp, Zllj 
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public:: 
SehwarzschildPhiO: m2( O ) , ID4( O ) , zp( O ) , :z:a( O ){}; 
SchvarzschildPhi( const real M, const real Zo ) ; 
·schwarzsehildPhi C){}; 
Ur.t NumParametera(){ return 2; }; 
void. SetParametera( c:OliSt JIIReall: ) ; 1/ M and. Zo 
Weyl.Jiu• bac:tNu() { ret= :o.ev Schvarzschildll'u( », zo ) ; }; 
void. Eva.J;u.tein( c:onst real r, c:onat real z, 
raalt phi , reall drphi, reaU dçhi ) ; 
}~otactad: realm, zo, m2, m4, ç, :za; 
illline SchvarzsehildPhi: :SchvarzsehildPhi( const x-eal M, conat real Zo ) : 
m ( M ), zo( Zo ), m2( 2.0 * M ), m4( 4.0 * M * M ), 
zp( Zo-M),zm( Zo+M)O; 
inl.ine void Schvar:zschildPhi: :SetPerameters( conat I!Raal.t P H 
lifdef IlfQUISITOI\ 
} 
if( P.Di.mO '·"' 2 ) Inquiaition~ 
landif 
ualm =P(O), zo:P(1); 
m2 = 2.0 • m; m4 = 4.0 • m • m ; zp • :tQ - m; Zlll = zo + m; 
illl.ilul void Schvan:sehildPhi: :EvaJ.uatein( const real z:, c:out raaJ. z, 
reall: phi, real!: drphi, raallr: clzphi ){ 
} 
real X'2 = r•r, Dzp "'2- zp, Dzm"' z- zat. 
Rp • sqrt ( r2 + Dzp•Dzp ) , 
Rm • aqrt ( l'2 + Dzm•Dzm ) , 
A = m2 I ( pov( Rm + Rp, 2.0) - m4 ) ; 
phi "'0.5 • log(( Rm + Rp - 1112 }/( Rm + Rp + 1112 )); 
drphi ,. .l • r • ( 1.0/&p + 1.0/Rm. ); 
d.zphi = A • ( Oqi/Rp + bzm/Rm ) ; 
/I SehvarzachildNu inl.ine funetions 
inlille SchwarzachildNu: :Schvarzachild!lu( c0Il8t real. M, COilBt real. Zo ) : 
a4( 4.0•K•M ) , zp( Zo - K ) , zm( Zo + M ) {} 
inline void SchiiUZac:hil.dliu: :SetParUM~te:n( const NReaU P ){ 
.ii'def IliQ11ISITOR 
} 
if( P.Oi.m() !,. 2 ) Illquiaition; 
.EIIld.ii' 
real M :o: P(O), Zo • P(1); 
m4 ., 4.0 • K * M; zp • Zo - M; Zlll ,. Zo + K; 
inlille void SchiiUZachildNu: :Evaluatein( const real r, c:Oli.St real. z, reall: nu ){ 
:real r2 • r*r, Dzp • z- zp, Ozm • z- =• 
ap • attrt( r2 + Ozp•Ozp ) , 
Rlll = sttrt( r2 + Dzm•Ozm ) ; 
nu"' 0.6 • log( ( povC Bm + Rp, 2.0)- m4 )/( 4.0 • am • Rp) ); 
} 
.... ., 
Arquivo curzon.h 
1•-----------------------------------------------------------------------------R-ric: Weyl Projec:t 
Definition of CuzzOll. Solution 
by Luis Alberto D'Atonaeca - 28 Dctobar 1998 
-----------------------------------------------------------------------------•1 li:fnda1 CORZOI'_SDLtJTmR.IRCLUD!D 
tdefiJI.fl CORZOJi_sDLUTIOI.DlCI.tmFJI 
•mclude "veylfmlc.h" 
c:lass Cunoa!lu: public Weylliu{ 
p11hl.ic: 
C=cmla.OO; 
Clln:cmlu( cOli.St n.al. m, cOJI.IIt real zo ); M2( Pll ), Zo( zo) O; 
-cun:oalluOOi 
in.t RliiD.ParaMtera(){ retlmt 2; }; 
void S.tPara.atera( COil8t JiReall: ) ; /1 M SJtd. Zo 
void Eval.uatein( COJUit real r, COli.Bt real z, reaU nu ) ; 
cl.ua C.ZZZODI'hi: pnblic Weyl.Pll.i{ 
public:: 
CurzoDI'hi(}: 11( o ), Zo( o) 0; 
CUzzcmPhi( COII8t real. m, cOliBt real zo ): li( m ), Zo( zo ) O; 
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-eurzonPMO{}: 
int llllliiParameter~~ () { ~etur:n 2; } ; 
void Seth:ramete:ra( coiUit lill.edt ) ; /1 M and. Zo 
ileylNu• EzactNu() { ret=n nev Curzonll'u.( M, Zo ) ; }; 
void Evüuatein( conat real r, eonst real. z, 
raalt phi, real& dzp.hi, reaU; dzphi ) ; 
};otected: real M, Zo; 
inl.i.Jul void CurZODJihi: : SatParametara ( const l!ll.eaU; P ){ 
tifde~ INQUISITOR 
if( P.Dim() !• 2 ) Inqv.iaitio.n; 
f'enclif 
M • P(O); Zo • PU); 
} 
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inl.i.Jul void CurzonPhi::Evaluateln( eOILSt real. r, const rea.l z, 
reaU; phi , raaU drphi , reaU; dzphi ){ 
real Dz = z - Zo, R2 = r*r + Dz•Dz, 
Auz ,. M • pow( 11.2, -1.6 ) ; 
phi • -M I sqrt( R2 ) ; ci%phi • r • Au; dzphi • Dz * Aux; 
} 
I/ CUrzonNu inl.i.ne :functions 
inl.ine void CurzonNu: :SetParametera( const Nlleallr; P ){ 
lifdef INQtJISITDR 
if( P.DimO != 2 ) Inquisition; 
...... 
M2 ., P(O)+P(O); Zo • P(1) i 
} 
inlille void Curzollllu: :Evaluatein( const real r, c:onat real z, raalt nu ){ 
real Dz = z - Zo, r2 • r*r, R2 = r2 + Dz+Dz; 
} 
nu •- ( M2*r2 ) I ( 2.0•1\2*112 ); 
...... 
Arquivo dustdisk.h 
1•-----------------------------------------------------------------------------!i'liiiiGric Weyl Projec:t 
Defillition of DustDisk Solution 
by Luis Alberto D'AfOlUieca - 28 Octobe:r 1998 
-----------------------------------------------------------------------------•1 t:ifn.d.ef: OOSTDISK_80LOTIDN_INCLUDED 
ldrline DOSIDISK..SDLUTIDN_DiCLUDED 
linclu.de •11'Byl:tunc:.h• 
claas DustDisklu: public WeylNu{ 
public: 
DustDiskln()fi; 
DustDiskln( const real zz, const real aa )l zo(zz), a2(aa*a.a/16.0) {}; 
"'DustDisk!tu( ){}; 
illt Hl1111Pa%ameters(){ return 2; }; 
void SetParmaatera( coii.Bt liRea.U ) ; 
void. EvaluatailL( coii.Bt real. r, cout real z, real.&: Jlll ); 
};tected.: real zo, a2; 
claas DllatDiskPh.i: public WaylPhi{ 
publ.ic: 
DuatDisli:Phi(): zo( O ). a( O ) {}; 
DuatDiskPhi( conat real zz, COlUit real aa ) : zo( zz ) , a( aa I 2.0 ) {}; 
-oaatDiatPhi(){}; 
int li111d'arametera(){ return 2; }; 
void SetPar~ra( eoii.Bt JRoaU: ); 11 zo IIDd. a 
Wayl.Bu.• Ezs.etluO { return JUnJ DustDisk!lU.( :z;o, a);}; 
void Ewl.uatailL( C:OllSt real r, cODSt real z, 
nau: pb.i, J:eall: drpll.i, :reaü dzphi ) ; 
htec:tad: nal zo. a; 
i:Al.ine void DlzatDiakPhi: :Se"tParlmaters( c:onst lmaall; P ){ 
t:Hde:f DiQI1ISITDR 
H( P.Dim() !• 2 ) InquiaitiO».; 
_., 
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zo : P(O); a = P(l) I 2.0; 
} 
voicl DustDiakPhi: :Evaluataln( COllSt l'llal r, 
real.t phi, naU: cirphi, 
r2 • r * r, Oz ,. z - zo, OIE2 • Dz • Dz, 
am: ,. (reaJ.)((z < zo)? 1: -1) • a • pow( r2 
ccm,st real z, 
rea.lJ; dzphi ){ 
rool 
+ 0:1:2, -2.5 ) ; 
phi •au•Dz•(:t2+Dz2); 
cU;phi • am:: * (-3.0) • r • Dz; 
dzpb.i a- au:z: • ( r2 - 2.0 • Dz2 ) ; 
} 
I/ DuatDisklu i.nl.ine functions 
in.l.ine void. OustDiak!lu: :SetParameters( coiiBt NReaU: P ){ 
aifd.e:f IlíQUISITOR 
if( P.Dim.() != 2 ) Inquisition; 
-if 
zo "' P(O); a2 • P(1)*P(1) I 16.0; 
} 
i.J:ü.inrl voicl DustDiakliu: :Eval.uatein( cOliBt real r, cout real. z, reall: nu ){ 
real :~:2 • r • r, Dz2 • pov( z- zo, 2 ); 
uu • ( a2 • r2"l:2 I pow(Dz2 + r2, 4) ) • ( 1.0 - a.o • Dz2 I r2 ) ; 
} 
-if 
Arquivo morgan.h 
1•-----------------------------------------------------------------------------N~ric Weyl Projeçt 
Defill.ition o:f Moq;an-Korgan IHsk 
by Laia Alberto D•Uouaeca - 31 October 1998 
-----------------------------------------------------------------------------•1 li:fndaf MOBGAii_SOLOTIO!l_DI'CLtJDED 
lclefine MDRGAI_50LUTION.INCLtJDEO 
li.nclucla •nylhne.hu 
clas:s MorganPhi: public WeylPhi{ 
public: 
MorganPhiO: zo( O ) , a2( O ) , aa( O ) , ma( O ) , mda( O } {}; 
Morganl'hi( ccmst real M, ccmst real Zo, ccmst real A ) ; 
-MorganPhi O O; 
illt lumParlUD!Iters(}{ return 3; }; 
void. SetParamatera( const !IRealJ: } : 1/ M, Zo and. A 
void. Evaluatein( const real r, conat real 2, 
reaU: phi, reaU: d:rphi, real.l: d.zphi ) ; 
}~ected: real zo, a2, aa, mza, mda; 
illl.ine void MornnPhi: :SetPar-ters( 
lifclef IIQUISITOR 
tt( P.DiaO !,. 3 ) InqUsition; 
-if 
real A "' P(2); 
ccmst NReal.l: P H 
real A): 
zo • P(1); a2 • .UA; aa • K_SQaT2*faba(J.); ma • P(O)*A; md.a • -P(O)/A; 
} 
i.nl.ine void. Morgam>hi: :Evaluatein( con.st real. r, con.st raa1 z, 
realJ: phi, realJ: ~. realJ: cl2:phi H 
} 
real r2 
• 
•• A 
..,. 
Az 
.. 
• r • r, Dz • z - zo, Dz2 • Dz * Dz, 
• r2 + Dz2 - a2, 
.. sqrt( a.a + 4.o • Dz2 * a2 > • 
•ll+sB, 
•2.0•r • ( 1.0+a/!IIB ), 
• 2.0 * Dz * ( 1.0 + ( r2 + Dz2 + a2 )/ sB ), 
"liiZft. /( sqrt( A) • aa * ( 2.0 * a2 + A)); 
plU. • mda • atan( sqrt( ( 2.0 • a2 ) I A )); 
drphi • Ar • 111& i dzph1 • &z • 111& i 
-.w 
Arquivo realring.h 
1•-------------------------------------------------------
Bl!Mric Weyl Project 
De:f'Uitioa of Tr1le a:mg 
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by Luis Albe%to D'Afonseca - 31 October 1998 
-----------------------------------------------------------------------------•1 lifndef REAL_RING.SOLOTION.INCLODED 
ldefine REAL_RING.SOLUTIOH.IHCLUDED 
liuelude "veyl1~mc: .h" 
linclucie "fspec:illl..h" 
cl.aas RealBingPhi: public Wayl.Phi{ 
public: 
R.ealll.1llgPhi o o; 
RaalltillgPhi( eonst real M, conat real Zo, conat real A ); 
-aealRi.ngPhi()O; 
int lfliiiiParameters (){ return 3; }; 
void SatPuamatera( eout NRea.lt ) ; 1/ M, Zo aml A 
void. Evaluatein( const real. r, co:ast real. z, 
reall: phi, realt drpb.i, rea.U: dzphi ) ; 
}~otacted: real a, zo, am4, a4, a2; 
i.n1ine RealR:ingPhi: :Realll.ingPhi( conat real M, coDSt real Zo, const real A ) : 
a ( A), zo ( Zo ), am4( 4.QeAeM ), a4 ( 4.081 ), a2 ( 2.0eA) {}; 
inl.ine void Reallti.ngPhi : : SetPar81118ten ( conat Raaal.t P ){ 
} 
lifd.ef INQUISITOR 
if( P.Dtm() !z 3 ) Inquiaition; 
lencl.it 
• • P(2); zo • P(1); am4 • 4.0eaeP(O); a4 ,. 4.0•a: a2 • 2.0*&; 
inl.i.ne void RealRingPhi: :Eval.uatein( ccmat real r, const r.al. z, 
ree.a phi, reall: drphi, ree.J.t dzpJ>.i H 
real. a..r = a+ r, 
r2 • 2.0 • r, 
z_zo • z - zo, 
R • a_r*a_r + z_zo•z..zo , 
sR = sqrt( R ), 
R_3 = 8D4 * pov( R, -1.5 ), 
A = - am4 I sR, 
Ar = a..r * R_S, 
Az z_zo * 11._3, 
B "' sqrt( a4 • r ) I sa , 
BR2 B * ll * ll, 
Br = a2 * ( z_zo•z_zo + a•a - r*r ) I BR2, 
Bz "' - a4 * r • z_zo I BR2, 
K_B = EllipticK( B ), 
DK_B "' A * DkEllipticK( B ) ; 
phi • A • K_B; 
drphi = Ar * K_B + DK_B • Br: 
clzphi • Az * K_B + DK_B • Bz; 
} 
...... 
Arquivo ring.h 
1•-----------------------------------------------------------------------------Humeric Weyl Project 
DefiD.ition of Tr1le 1Ung 
by Luis Alberto D•U.....,ec:a - Si October 1998 
-----------------------------------------------------------------------------•1 
.i:fndef RIIiG_SOLllTIOH_IIIICLUDm 
iJclet:i.ne lUiiG.SDLV!IDli_IIIICLtJDED 
•:i.DC:lude "nyl:fuDc .h• 
clua RingPhi: public Weyl.Phi{ 
publ.ic: 
RillgPlliO: zo( O), Jlt82( O). ~~~e.( O), 112( O), a22( O), aa( O){}; 
Ri.DgPhi( cOJUit real M, ccmst real Zo, conat real A ) ; 
-RiqPhiO{}; 
i.nt lfumJ>ara.sters () { :retllrD S; } ; 
void. Set~ters( cout JlfLaall; ) ; li 1!1, Zo and. J. 
void. EvallUltein( cODSt real r, const real z, 
rea1.a phi, realt: drphi, real.t: clzphi ) i 
~~eeted.: rsaJ. zo, -.2, m., a2, a22, sa: 
11-----------------------------------------------------------------------------
mline RillgPhi::1UngPh.i( COliBt real M, cOliBt rea.1 Zo, ccmst real A ): 
zo < Zo L 
111112( M I ( 2.0 • M..SQRT2 ) ) , 
ma ( M I ( 2.0 • J. )), 
a2(A*A), 
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a22( 2.0 * a.2 ), 
sa ( A I fa.bs(A) ){}; 
inline void RingPhi: :SatPerameters( coltBt IIRealt P ){ 
lifd.ef IHQUISITDR 
} 
if( P.Dim() != 3 ) Inctuisiticm; 
lllll.d.if 
real M • P(O), A • P(2); 
zo =P(1); 
ms2 ,. M I ( 2.0 • M_SQRT2 ); 
ma = M I { 2.0 * A l; 
a2 z A * A; 
a22 = 2.0 • a.2; 
sa • A I :fabs(A); 
iD.line void. Ring:Phi: :Evaluatein( cOlUit real r, const real z, 
real r2 =r • r, 
Dz = z - zo, 
real.l phi, reaU: dxphi, raelt: cizphi ){ 
Dz2 ;; Dz • Dz, 
R =:r2+Dz2-a2, 
B = R • R + 2.0 + a22 * Dz2, 
sB • aqrt( B ), 
A =sB+R, 
sA = aqrt( A ), 
Ar • r • ( 1.0 + R I aB ), 11 • Ar I 2.0 
Az • Dz • ( 1.0 + (r2 + Dz2 + a2)/ aB ), 11 = Az I 2.0 
Br = r • R, 11 "' Br I 2.0 
B2 = Dz • ( a.22 + R ) , 11 • Bz I 2.0 
mA "' ( 2.0 • sa /( a22 + A ) - 1.0 I sB ) /sA, 
mB = 2.0 • A • pow( B, -1.5) /sA; 
-= ""1111112 * sA I sB - ma • atu ( 
• ma2 • (Ar • mA+ Br • 11B ); 
sqrt( a22) I sA J; 
• ma2. ( Az. mA+ Bz • .s ); 
Arquivo rod.h 
1•-----------------------------------------------------------------------------!I'UIIIeric Weyl Projeet 
Defi.nitiOJl of SchVarzschild. Solution 
by Luis Alberto D'Atonaaca - 30 Octobar 1998 
-----------------------------------------------------------------------------•1 
•itruiRf ROD_SOI.UTIOII_IIlCLUDF.D 
ltdefizr.e IUID_SOLUTIOli_III'CLtJDED 
f::includa uweyl!unc.hu 
cl.Qs R.odlu: public Weyllu{ 
pllhlic: 
ll.ociiUOO; 
RodiU( COlUit real M, COlUit real Zo, const real L ) ; 
-Rodlu(){}; 
int !l~tera(){ rfi11ZI1 S; }; 
void S.tParametera( c:OJlBt llReal.l: ) ; 
void Eva1uatein( co:a.st nal z:, COJUit 
claas R.odPhi: public ll'eylPhi{ 
~iC: 
&>c!Phi(){}; 
/1 M, Zo and. L 
nal z, nalt nu ) ; 
ELodPhi( o:11l1Bt :real H, cout nal Zo, con.st z:eal L); 
-RodPhi(){}; 
int !lttmPaz:ameters(){ retur.n 3; }; 
void SetPUlllllllters( conat JIBoalt ) ; /I Mo Zo and. L 
V.,-l.Jla.• Ezactllu.() { :retw::n llft" !odNu( m, zo, 1 ) ; }; 
void EvaJ.uatein( COlUit :n!al r, COIIIIt :real Z 0 
reall: phi, reaJ.I: drphi, reaU d:z:phi ): 
};tacted: :real m, 1, zo, lltl, 12, 112, zp, ai 
11---------------------------------------------------------------iDl.iJIAI RodPhi::B.odPhi( coast :real M, const :real Zo, ccmst :real L): 
m (H), zo( Zo ), 1 (L), 1111( H I( 2.0 • L) ), 12( 2.0 • L )• 
m2( 2.0 • M ) , zp( Zo - L ) , zm( Zo + L ) 0; 
inlille void Jlodllhi::Set~n( cout &ali: P ){ 
f:Ude:r Dl'QUISITO& 
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} 
if( P.Dim() !• 2 ) Inquisiti=; 
""""" 
111 "'P(O); zo • P(1); ~ • P(2); ml ""111 /( 2.0 * 1 ); 
l2 "' 2.0 * 1; 1112 = 2.0 • m; zp = zo - 1; zm = zo + 1; 
iiilille void RodPhi: :Eval.uatein( C:Ollat real r, eoust real z, 
realt phi, reall: dlphi , reali: dzphi ){ 
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real r:Z 
Rp 
A 
c 
=r • r, Dzp = z - zp, Dzm = z - zm., 
• sq:rt( r2 + DzptD:ç ) , Rm • sqrt( r2 + Dm.•Dat ) , 
"'Rm+Rp-12,B "'Rm+Rp+l2, 
=JII2/( A • B ); 
} 
phi • :ml • log(A/ll); 
d.rphi • C • r • ( 1.0/Rp T 1.0/Rm. ); 
dzphi • c • ( Dzp/1\p + l>zm/lbl ) i 
/I Rodllu inline functiOlls 
i.nl.i.ne RodRu: :RodJiu( const real M, c:onst real. Zo, c:onat real L ) : 
ml( M•M /( 2.0 * L•L) ), 14( 4.0 *L* L), 
zp( Zo - L ) • zm( :Zo + L ) O 
illline void Rodliu: :SetParameters( c:onst NReaJ.I: P ){ 
.ifdef lii'QUISITOR 
} 
if( P.Dim() != 2 ) Inquisiti011; 
.. , ... , 
ml. • P(O) 
14 = 4.0 
zp "' P(1) 
* P(O) /( 2.0 * P(2) * P(2) ); 
* P(2) * P(2) i 
P(2); zm a P(1) + P(2); 
inlina voicl B.odliu::Eval.uatein( c:oll8t real r, C:OIIBt real z, reall: :a.u ){ 
real. r2 = r • r, Dzp = z - zp, Dzm = z - Zlll, 
Rp • s~( r2 + Ozp•Dzp ) , a. • aqrt( r2 + Dzm•Dzlrl ) ; 
nu • ml • log( ( pow( Rm + Rp, 2.0 ) - 14 )/( 4.0 • RID • Rp ) ); 
} 
""""" 
Arquivo initphi.cpp 
1•-----------------------------------------------------------------------------II\IIIMiric Weyl Project 
DefilLition o'! lll.itia.liza:tor :tunc'liion '!or WeylPhi Class 
by Luis Albvto D'Afoueca - 21 Octobe:r 1998 
-----------------------------------------------------------------------------•1 
•incb.de <fatr.alll.ft> 
•aclude <atring.h> 
aincl.udlo •wey~.h" 
.incl.u.de "clollbplr.i.h" 
•mcl.u.de "Sllperphi.h" 
.incl.u.de "appell.h" 
•tncl.ude "bthole.h" 
•:include •curzon.h" 
.include "cluatdisk.h" 
.include "ao:rgall.h" 
•mclude "real..rillg.h" 
•include "ri.ng.h" 
•include "rod.h" 
aclefine SvitchClus(D!Illle,clua) if(atrcmp(str.-)--c>) return :a.ew clus; 
Weyl.Phi• SetPhiClass( char •str ){ 
} 
SWitichClu;s( "Appell."• Appell.Ph1 ) 
SWi'lich.Cl.us( "Schvarzschild", SchwarzschildPhi ) 
S'ritchClaaa( "CUZZon". CUrzonPhi ) 
SwitchClu;s( "Dila'liD:i.ak", Dlls'tD:i.ll:Ph:i. ) 
SWitchCl.us( "Morgm~.", llorganPhi ) 
SvitchClaaa( •w..y~•. 'QeaJBingPhi ) 
SvitchCl.asa( ·~·, ~ ) 
SvitchCla.s( "R.od , R.odPhi ) 
throv atr; 
voicl Setl'aralnters( istr..t is, WeflPhi* phi ){ 
if( phi->Rl!IDParaMt.raO !• O H 
Deal P( phi->1'1111Pa:raae1:0 ); 
} 
} 
ia >> P; cout << " " << P << endl; 
phi->SetP&rDete:l'l( p ) ; 
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'"" ia >> str; cout « atr; 
/I --- Double Phi ----
if( strcmp( 11tr, "DoublePhi" ) .. O }{ 
ia » str; cout « end.l « str; 
W.ylPhi ~iut " SetPhiCI.aea ( 11tr ) ; 
SetParamatera ( ill, fi:rst ) ; 
ia » str; cout « str; 
WeylPhi •second. • SetPhiCl.ass ( str ) ; 
SetPullllleters ( ia, aecOll.d ) ; 
phi • nev DoublaPhiC first, second. ) ; 
}elas{ // ---- Suparpoaed. Phi ---
if( strc:ap( str, ~SuperPhi" ) ~O ){ 
i.ntegar =: 
} 
i8 » m~.; cout « " n « Im << endl; 
phi = IUIV SuperPhi( Jm ) j 
for( integar ii • O; ii < =: ii- ){ 
ia » str; çout << str; 
} 
WeylPhi *phi..8.U% ,. SetPhiClaas ( str ) ; 
SetPuameters ( ia, phi_au.J: ) ; 
( (SuperPhi•)phi)->SetPhi( i i, phi_au ) ; 
}else{ // ---- Single Phi ----
phi = SetPhiCl.asa( str ) ; 
SetParameters ( ia, phi ) ; 
} 
}catçh( char• etr_error ){ 
cout << "Errar:" << atr_enor << " ia vrong" << endl; 
phi "' lroLL; 
}catch( ••. }{ 
} 
cout << "Errar: Initialization phi errar" « endl.; 
phi "' NULL; 
retu.r:n phi; 
} 
Arquivo iuitpath.cpp 
1•-----------------------------------------------------------------------------!lUIIIIIric Weyl Project 
Defi.nition of Initial.izator f1mc:tion for Integrati.onPath Cl.aaB 
by Luis Alberto D'AfoiUie<:a - 21 November 1998 
-----------------------------------------------------------------------------•1 
•mclllde <fstream..h> 
•inc:lll.de <stri.ng.h;> 
•inc:lude "nvsylsol.h• 
tliefilu! S'ritelLClaas(llBIH,class) if(strcmp(str,nBJM)IIEIIQ) nturn nev elass; 
lnte!l'aticmPath* SatPathClass ( char •atr ){ 
} 
Svitcli.Class ( "Diagonal 11 , Diagoltal.Path ) ; 
SvitchClass( "AnyDf•, AvayOfPath ) ; 
throw str; 
voi.d. SatParameters ( iatnaml; is, IntclgraticmPath* path H 
if( path->luiiiParB!HtersO !~ O H 
JReal PC path->lfl!IIPuameters() ) ; 
} 
} 
is >> P; t:tl\lt « u • << p << endJ.; 
path->SetPsrsll:leters( P ) ; 
IntegrationPath• InitPath( istrelllllt ia ){ 
b.t.çationPath• path; 
char atr [50] ; 
'"" is » str; c:out « str; path • SetPathCl.aQ: ( str ) ; 
s.thraMters ( ia, path ) ; 
}catch( eltax* str_error ){ 
c:out << "ETror:" << str_error « • ia vrong'' << end.l.; 
path • JtlLL; 
}catch( ••• ){ 
} 
cout « •Error: Initia1ization path error• « end.l.; 
path • HULL; 
retun path; 
} 
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Calculando v Numericamente 
Arquivo points.cpp 
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1•---------------------------------------------------------------------------\\ N111118ric Weyl Program. 
daveloped by Luis Alberto D'Afonsaca - DMl I IMECC I UJIICAMP 
September, 1998 
ll---------------------------------------------------------------------------•1 l:includa <fatream.h> 
tinclude 8 C'Iable.hn 
int ReadPoints ( c:ha:r *fil8I18111&, ReColTablel: Points ){ 
int ok • 1; 
} 
ifatre8111. in.file( filGlUIIIIe, io11: ::a.oc:reate li ios: :in ) j 
if( in.file.bad.O ){ 
ok • O; 
cout << "EI:ror 02: File " << filellama << " cloeSJI. •t a::tiat" << endl; 
}else{ 
I/ -- Read.ing liumber of Pointa ---
uinteger lin, col; 
in_file >> lin >> col; 
if( lin < 1 li col != 2 ){ 
olt • O; 
o;out « "Error 03; Fil.e " << filen.ame << " ia bad." << end.l; 
}else{ 
cout << 0N~ber of points ~ " << lill. << endl << endl; 
Points.Reset( lin, 2 ) ; 
if( !Poillta.good() ){ 
ok =O; 
cout << 
}el.se{ // 
} 
} 
in....file 
"Er.ror 06: Not enough memory" 
--- Read.ing tll.e Pointa 
>> Pointa; 
} 
in_file.cloaa(); 
return ok; 
« encll; 
Arquivo param.cpp 
1•---------------------------------------------------------------------------\\ Humaric Weyl Progr8111 
developed by Luis liberto D'Afonseca - DKA I IMECC I WliCAMP 
SaptiiiÚMir, 1998 
ll---------------------------------------------------------------------------•1 td.Dcl.ude <fatrea..h> 
Uaclude <atriDg.h> 
•incl.ude "uveyl.sol..h" 
Weyl.Sol.• Parametera ( char *fil.eJ181118 H 
Weyl.Sol •sol.utiOD. • !IULI.; 
} 
i1atz:eam op..fil.e( fil.-, ioa: :uocz:eate li ioa: :iD ) ; 
if( op_:l'ile.bad() ){ 
cout « •Erroz: 10: File " « fil.anama << " d.oesn't e:z:iat• « end.l.; 
}olso{ 
W.ylPhi *Jihi • InitPhi ( op_f'il.e ) ; 
InteçationPath *JIS.th • InitP:ath( op_fil.e ) ; 
it( phi !• !IULI. t.t path !• !IULI. H 
char atz:[50]; 
op_file » atr; 
if ( atrcmp( "Im:tegral.Paz:ametez:a•, atr ) = O ){ 
real Size, Façt=• lidiv; 
op..fil.e >> Size >> Factor » lfcliv; 
sol.ution = nav lsaill.tmle:ylSol.( phi, path, Size, F'açtor, ldiv ) ; 
}olso{ 
} 
cout << •J:rror 11: Integral. ~tez:a not fOUDd:" << endl.; 
,' 
op..file.cl.oeeO; 
retuz:D soluti<>ll; 
Arquivo nnu.cpp , _____________________________________________________ , \
liaaric Veyl P%ogn~~ - ~z:, 1998 
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dtlvelopad by Luis Alberto D'Afoaseca - DMA I IMECC / ONICAMP 
ll---------------------------------------------------------------------------•1 lillclude <fstream.h> 
li:ru::lud.e <time .h> 
linclud<l <clir.h> 
•in<:lud.e "Clable .h" 
•mclwle "ml'eylsol.h" 
adetine SandBaep 
int Welleome 
WeylSol• Par~~~~~t~terlll 
int aqc ); 
char •tilename ); 
int ReadPoints 
void SaveValues 
void Echo 
char •fileDame, ReColTablet Points ) ; 
( ofstreamt out_fils, ReTableli: Values ) ; 
( uinteger ) ; 
int main( int argc, char •argvD H 
if( !Wellcoae( urge ) ) re'tUrD. -1; 
WeylSol •solution "Panmeters( argv[1] ); 
if( aolutiou :: !ULL ) raturn -1; 
RIIColTable Points; 
if( !ReadPoints( argv[2], Poi.nta ) ){ 
solutiou->Destructor() ; 
return -1; 
} 
f:fblk ti!IÇI; 
if ( find:firat(argv[3] ,l:temp,O) 
cout « uFile " « argv[3] « 
char cc; cin >> cc; 
if ( CC !• 'y' Ü CC !"' 'Y' ){ 
aolutiou->Deatructlll:(); 
return -1; 
} 
} 
ofstre8111. out_file( argv[3] ) ; 
if( out_file.bad.O H 
=OH 
n alredy <tJ:ist. Overwrite (y/n)? ., 
cout << "Erro 04: File 0 << argv[3] << • can't be created" << endl; 
}else{ 
} 
} 
ReTable Va.J.ues( Points.GetLilles(), 2 ); 
if( !Va.J.ues.good.O ){ 
cout « "Error otl: Bot enough !lleiiiO:ry• « encll; 
}else{ 
} 
time_t timeri • time(BULL); 
struct tm *tbloek "' loca.J.tille(atime:ri); 
cout « •Begin - " << asctime(tblock); 
aolutiOIL->Eva.J.uateForAll( ti'oints, I:Va.J.ues, 1000, Echo ); 
time_t tiaerF" time(!IVLL); 
tblock ,. loca.J.time(l:t:lmarF); 
c011.t « •Emf. - " << asctillle(tblock) « "Time elapsed. • " 
« (tilllel:"F - tillle:ri) << " seconcls" << end.l; 
SaveVUues( out_fila, Vlll.uas ) ; 
cout « and.l. « 0 Numeric Weyl concludad " « end.l « endl; 
Utdef Selu1Beep 
cout << '\a•; 
......,. 
out_file.closa(); 
solu.tiOIL->DestructorO; 
delate solution; 
retnr.n O; 
int Wallcc:ae( int argc ){ 
int ok "' 1; 
} 
cout « and.l. << "Jiwaeric W..yl Suit - Program. Humaric Nu" 
« end.1 « "devaloped. by D'MOll&eca L.!, DIU/nmc:C/lJIICIMP"' « end.1 « endl.; 
li -- test the lfurlbar ~ Ars-nts --
if ( arge !• 4 ){ 
olr. .. O; 
} 
cout << and.l. << (( and.l. (( 
(( endl. « 
« endl « 
« end.l. « 
return ok; 
"Error 01: 1'he JUIIIber ~ paramaters ia wrcmg" 
•nus program Vllits:" 
• the :IUIIH of the fila rith solution paramaten" 
• the naae of the file rith list of (r .z) poi:ts anel" 
" the fila llSIII8 for sava output d.ats." << and.l. « e:ri.Cil; 
void SavaVal.ues ( o:tstraad: out_file, TTabl.e<real>t Values ){ 
out_f;i.la « Va.J.uas.GatLiDesO « end.l. « 2 « IIIUil « muU; 
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} 
out.file.setf( ioa: :right I ioe: :seie».tific ) ; 
out.file << Values; 
void Echo ( ui.nteger ii ){ 
} 
cout << 11 " << ii << " pointa d.onea << tm.dl.; 
Resolução de EDOS 
Arquivo edosol.h 
1•-----------------------------------------------------------------------------H..-:~:ie Weyl Project 
De:finition of EDO i.nitial valuea Saber 
by Luis Alberto D 'l:foD8eca 
-----------------------------------------------------------------------------•1 li:tmief EDD.SOLVER.INCLUDED 
lcleti.ne mlll_SDLVER.INCLIJDED 
linclude ~:runetion.h~ 
lincluda "table.h" 
claaa EDDSolver: public RNFunction{ 11 Method of Eu.l.er 
public: 
EDOSolver( RIIFunction* ) ; 
·moSolverO{}; 
voicl Reaet( RSF=tion• ) ; 
void SetStep( const real ) ; 
real GetStepO { retunl. atep; }; 
void StartPo:int( const real t, c:out Naealt P ); 
virtual void Rllll( NReaU: ) ; 
virtual void Run( cCillllt uill.teger llll., Nll.eall: ) ; 
virtual void Run( c:oJtSt ui.nteger mt, Retable •Bist ) ; 
iJJ.tl)im 
1ll.t D111!Dput 
i.Dt DilaOutput 
() { retur:u F->Dimllutput(); }; 
() { returu F->DimOUtput(); }; 
() { return F->Dimllutput(); }; 
protec:ted: 
virtual void Evaluateln ( C:OJUit IIRealt, IIRealt, c:ollSt real ) ; 
RNFunction IIIF; 
real time, step; 
ltiRea1 poi.nt, F_aux; 
}; 
inl.ills EODSolver: :FDQSolver( RI!Func:tiou• f ) : F{ f ) , 
l:ifde1' IBQUISITOR 
{ 
pointO, 
F_a=:O 
if( F - !ltlLL ) Inquisition; 
point.Resat( F->DimDutput() ) ; 
F _au.x.Beset( F->DiiiiDv.tputO ) ; 
} 
lelse 
poil1t( F->DimDutput() ) , 
F_aux( F->DimllutputO ) 
{} 
""""" inl.ine void !OOSolver: :Reset( RIIFunctiOD.* t ){ 
li!def III'QUISITDR 
} 
if( f - JlULL ) Inqu.isitioa; 
........ 
F '"' f; 
poi.nt • DilllO; 
F_a:= • Dia(); 
inl.ilul void BDOSolver: :StartPoiDt( c:oaat real t, c:onat Jaealt P ){ 
time • t; poiat • P; 
} 
inl.ine void EDDSolver: :SetStep( C:OJ1Jit real IltiVBtep H 
&Udaf IIQUISITOR 
if( nevatep <- O ) Inquisition; 
.... 
........ 
atep • aevstep; 
} 
illl.ina void EDOSolver: :Eve.l.uatall:t ( c:onst IReaU P, !IIReall: D.lnfP, c:cmst real. t ){ 
F->Evaluatein( P, nevP, t ) ; li nevP • P' talporarily 
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ne&P "' P + stap • navP; 
} 
11 nevP = P _n+1 
inlille void EDOSolver::l\un( Naealt nevpoillt ){ 
E.val.uatein( point, nevpoint, time ) ; 
point "' nevpoil1t; 
} 
time +• atup; 
'"""" 
Arquivo runge4.h 
1•-------------------------------------------------------------------------
Numeric Wayl Projeet 
Definition of EDD initial valuea Solver 
Fourtll. Ord.er Ringe-Kutta Mtrthod. 
by Luis Alberto D'Afoueea 
-----------------------------------------------------------------------------•1 lifndef RONGE4_IHCLUDED 
~fine RUNGE4_IHCL1JDED 
linclude "ad.oaol.h" 
clas11 ll.V-Ilgfl4: public EDDSolver{ 
public: 
R.unge4( RNFunction• f ) : EDIISolver( f )0; 
-aungv40{}; 
protected.: 
void EvaJ.uatein ( const NRealt, NReall:, const real ); 
}; 
o..di1 
Arquivo edosol.cpp 
1•-----------------------------------------------------------------------------Numeric Weyl Project 
Oafillition of EDD initial ve.lues So~ver 
by Luia A~berto D'Moi~aeea 
-----------------------------------------------------------------------------•1 lindude arunge4.h" 1/ runge4.h alread inc:lude edosol,h 
void EDOSolver: :Rllll( conat ui.Jltegu Im, Jllleali uwP ){ 
for( uinteger ii ,. O; ii < Jlll; ii++ ){ 
Evaluate!n( po:int, nevP, time ); 
point = nevP; 
} 
} 
time - step; 
void EDIISolver: :Run( eonst uinteger mr., ReTahle •Bist ){ 
lifd.ef IIIQUISITOR 
if( Bist->GetLines() !• mr. li Bist->GetColmasO !• 1 ) Inqui~:~ition; 
o..di1 
liReaJ. am::( Dia() ) ; 
uinteger dd • Dim() ; 
for( uintegu ii • O; ii < Jllli ii++ ){ 
Evaluateiu( poiat, au , time ) ; 
for( ui.Jlteger jj • O; jj < dd; jj++) (•Biat)(ii,jj) • a:u(jj); 
point = au::u 
} } 
tima +- step; 
void imge4: :!o7aluatein ( conat liReaU: Pi, JllleaU: P2, const real. t ){ 
lifdef I!JI;IO'ISITOR 
if( Pi.Di.m() !• P2.D:ia() I I P1.Dia0 - O ) Inquisition; 
""""' real aU% • t + atep I 2.0; 
F->Evaluateiu( P1, F_aU%, t }; 
liReal lU "' step • F_am::; 
F->Evaluateln( P1 + K1 • 0.5, F_aU%, am: ); 
liReal 12 = a~ * F_am::; 
F->Eval.uateln( Pl + K2 * 0.5, F_am:, am: ) ; 
liReal K3 • a~ • F_am:.; 
F->Evaluateln( Pl + K3, F.am::, t + 11tep ); 
!lllaal. K4 = atep • F.am::; 
P2 • Pl + ( 1.0/6.0 )•( K1 + 2.0*K2 + 2.0*K3 + K4 ) ; 
} 
Cálculo das Geodésicas 
Arquivo weylgeo.h 
1•-----------------------------------------------------------------------------
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Numaric Weyl Project 
D~inition of Gvodesic: &!uatioaa for Weyl Spaces 
by Luis Alberto D'AfDIIB&Ca 
APÊNDICE D. MÊTODOS NUMÊRJCOS 
begi.n - 06 Rovembar 1996 
-----------------------------------------------------------------------------*1 lifndef WEYL.GEIJDESICS_IIICLlJDED 
ldrlille WEYL_GEODESICS_INCLUDED 
lincluda "fllllction.hu 
t:includa "-..eylsol.h" 
cl.a.ss Weyl.Gaodesic: p!lbli<: RNFunction{ 
public: 
WeylGeodeaic( WeylSol• ); 
·iHiylGaodesic(){}; 
int NumPU8lll(lters(){ retunt 1; }; 
void SetP8X81118ter&( conat NR.ealt P ){ alpba • P(O); }; 
void Tm.ro.odeaic(){ alpha "' 1; }; 
void HullGeodesic(){ alpha "' 0; }; 
void SetTRZPMode O; tr P(i) • { t, r, z, p, t', r', :~<', p• } 
void SetTRZMode 0; // P(i) "' { t, r, z, t•, r', z•} 
void SetRZMode (); // P(i) • {r, z, r•, z' } 
void Evaluatein ( cOliBt NRealt, Jmeall:, const real ) ; 
int Diminput (){ return liim; }; 
int DimOutput 0{ retur:n liim; }; 
void DestructorO; 
protected: 
void. Evaluate_TRZP ( const IIRealt, Niflalt ); 
void. Evaluate_l'RZ ( ccmst NRealt;, NReaU ) ; 
void Evaluate_RZ ( const NRealt;, NReall" ) ; 
}, 
void. (WeylGeodesic:: •EvaluateFimcticm) ( cont~t NaeaU:, llRea.ll: ) ; 
WeylSol• W; 
l"eal alpl&.a; 
int d.im; 
li inlina funeti0l111 
i.Dline WeylGeodesic: :WeylGeodeaic( WeylSol• v ) : 
EvaluateFw:!.cticm( t;WeylGaodeaic: :Evaluate_l'RZP ) , 
w (v), alpha ( 1 ), di.m ( 8) o 
i.nlina void WeylGeodeaic: :Evaluateln ( conat !IR$al.l:; P1, NReaJ..t; P2, coJISt real H 
(this->•EvaluateFunction)( P1, P2 );} 
i.nlina void WeylGeodeaic: :SetTRZPMocJ.a(){ 
cli.m "' 8; 
EvaluataFunction s tWeylGaodaaic::Evaluate_TRZP; 
} 
i.nlina void WaylGeodeaic::SatTRZModa(){ 
dim = 4; 
} 
Eval.uateFunction '" I:WeylGeodesic: : Evaluate_l'RZ; 
i.Dlina void WeylGaodesic: :SatRZKode(){ 
dim .. 4; 
Evaluat.Funetion • t;WaylGeodaaic: :Evaluata_RZ; 
} 
il:ü.ina void WeylGeodeaic: :Dastructor(){ 
W->DaatructorO; 
delate W; 
Arquivo weylgeo.cpp 
1*----------------------------------------------------------------------------
»-:ric Weyl Project 
Deti.niticm o:t Geodaaic Equaticma :tor Weyl Spaces 
by Luis Alberto D'A:tonseca 
begill - 06 JoV8111bw 1998 
-------------------------------------------------------------1 
linclud.e uveylgeo.ha 
li General. Macros 
~iDe v_nu V->liuO 
adefiha v_clrml w->DrHuO 
ldoofiaa v.dmw. \f->Dzliu() 
UefiD.a v_phi W->Phi() 
Uefina v_drphi W->DrPhiO 
ade:till.e v.cb:pb.i W->DzPhi() 
void 'iaylGeocl.eaic: :Eva1uate_'IBZP ( ccmst liRealk P1, lleal& P2 ){ 
W->Eval.Datein( P1(1), P1(2) ); 
:! D.3. LISTAGENS DOS PROGRAMAS 
real OuPhi • v_drphi * P1(5) + v_dzphi * P1(6), 
ez:pHu ~ P1(1) • up( -2.0 • v_nu ), 
a._e:z:p = - alpha * a:z:p( -2.0 • ( w_n.u - v_phi ) ) , 
dr2 • P1(5) * P1(5), dz2 • P1(6) * P1(6), 
dp2 ., P1(7) * P1(7), drz = 2.0 * P1(5) * P1(6), 
r%2 "' 2.0 • P1(1); 
P2(4} = -2.0*P1(4)•DuPhl.; 11 time equaUon 
P2(7} = 2.0*P1(7)•( DuPhi- 1.0/Pl(l) ); 11 8ll.glllar equati® 
P2(5) "' a_eç*W_drphi + dp2*eçNU•( =2*V_drphi + 1.0 ) 11 equ.ation of r 
- drz•( v_dznu - v_dzphi ) - dr2*V_d:nlu T dz2*( v_drnu - 2.0*V_dl:phi ) ; 
P2(6) "" a._e:z:p*V_dzphi T d.p2*n2*ttxpNu - d.r%11<( v_drnu - v_d.rphi ) 1/ equation of z 
- dz2*V_d.zllu T dr211<( v_d.zllu - 2.0*V_4zphi ) ; 
P2(0) = P1(4); P2(1) = P1(6); P2(2) = P1(6); P2(3) m P1(7); 
} 
void WeylGaod.esic: :Evaluate_mz ( comr.t NReall: P1, NReaJ.I: P2 ){ 
W->Evaluataln( P1(1), P1(2) ); 
real DuPhi • v_drphi • Pl(4) T v_dzphi * Pl(S), 
a._a:z:p • - alplm * a:z:p( -2.0 * ( v_nu - w_phi ) ) , 
dr2 • P1(4) * P1(4), dz2 • P1(5) * Pl(S), drz • 2.0 * P1(4) * Pl(S); 
P2(3) 
P2(4) 
P2(6) 
= -2.0 * P1(3) * DuP.hi; /I time e~tion 
"' a._a:z:p*v_drphi - <in•( w_dzll.u - v_dzphi 
+ dz2•( v_drnu- 2.0 * v_drpll.i ); 
,. a_e:z:p*V_4zphi - drz*( v_d:mu - v_d.rphi 
+ dr2*( v_dzllu - 2.0 ,. w_dzphi ) ; 
P2(0) • P1(3); P2(1) a P1(4); P2(2) = Pl(S); 
} 
- dr2•v_drnu // equation of r 
- dz2*V_dzll.u // equati® of :z: 
void WeylGeodaaic: :Evaluate_RZ ( const liReall P1, NRealt P2 ){ 
W->Evaluatein( Pl(O), P1(1) }; 
real a_a:z:p "' - alphla * aç( -2.0 • ( w_nu - v_phi ) ) , 
dr2 = Pl(O) * Pl(O), dz2 = P1(1) • Pi(l), drz = 2.0 • P1(0) * P1(1); 
P2(2) 
P2(3) 
• a_e:z:p*V_dzphi - drz*( w_d.zDu - v_cb::phi 
+ dz2*( v_drnu- 2.0 * w_drphi ); 
,. a_a:z:p*V_dzphi - drz*( w_dnu - v_drphi 
+ dr2•( v_dzuu - 2.0 • w_dzpb.i ) ; 
P2(0) " dr; P2(1) = dz; 
} 
Arquivo newfall.h 
- ~2•w_drnu // equation of r 
) - dz2*V_dznu I I aquation of z 
1•-----------------------------------------------------------------------------R-ric Weyl Projact 
Definition of 1J<twtoni8ll. Moviment Equatio:u for Wflyl Spact~s 
by Luis Alberto D'Afomr.eca 
begill - 01 Karch 1998 
-----------------------------------------------------------------------------•1 ti:fndllf IIEWTO!iiAJi_FAU._IllCLUDED 
tddilul NEWTDNIAli_FAU._DICLUDED 
tincludfl •fullction.hn 
tincludfl "weyillmc.h" 
o;laas li'awtoniaDFal.l: publ.ic RIIF!mction{ 
ptlblic: 
llevtoni.aDFa.ll( WeylPhi• ) ; 
•li'awtonisnPall () {} j 
int ll'IIIIIParameterPO{ ratur:n O; }; 
void SfltParaalhrs( const IRaaU: ){}; 
void S•tRZPHoda (); 11 P(i) • {:r, :z:, p, 
void SetaZMocte 0; 1/ P(i) z {r, z, 
void Evaluatflln ( C1Jll8t NReala, NR.ealJ: , 
illt Dialnput (){ r<ttur:n dilll; }; 
in.t D:!aOutput (){ rt~tunl. dilll.; } i 
void Destructor O l 
r•, z', p' } 
r•, z• } 
comr.t real ) ; 
p:rotected: 
void Evaluata.JlZP ( const IIIReall:, liReall: ) : 
vo1d. Evaluate_RZ ( const Rllhll:, !IRflaU ) : 
void. (hvtoaisnPall: :•EvaluatfiF!metion) ( ccm.st llRflaU:, llRflaU; ) ; 
WeylPhi• P; 
int dia; ,, 
il1liDa Jl'tlwtoaisnPall: : llewtoniaDPall( li""YlPhi • pp ) ; 
EvaluatfiFuuction( tlfawtoniBDFall.: :Evaluate_RZP ) , 
P( pp ), diJt. (6) {} 
inlina void levtonisnPall: :Evaluatflln(ccm.st l8.aül: P1, lliolalt P2, ccmst real) 
{ (thia->*EvaluatfiFiutctioll)( P1, P2 ): } 
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i.nl.ine void Nevtoni!lllFall: :SetBZPMod.e(){ 
d.im"' 6; EvaluateFlmction., t!JevtonisnF'all::Evalue.te_RZP; 
} 
inl.ine void NewtonianFall: :SetRZ!Iod.e (){ 
dim = 4; EvalllllteFunetio:ll : I:Newtoni!lllFall:: Evaluate_RZ; 
} 
illl.ine void. NevtouiuFall: :Destructor(){ 
P->Destruetor(); delete P; 
} 
8end.i:f 
Arquivo newfall.cpp 
1•-----------------------------------------------------------------------------Numaric Weyl Project 
Definition of lievtanian Moviment Equations for Weyl Spaces 
by Luis Albarto D'Monseca 
begin - 01 March 1998 
-----------------------------------------------------------------------------•1 
•include "ne'llfllll.h" 
void Newtoni!lllFall: :Evaluate_RZP ( cOli.St Baeali P1, lmealot: P2 ){ 
real phi , drphi, dzphi, 
n_abs = faba(P1(0)), n_s:ig"' (rea1)((P1(0) >O)? 1: -1); 
P->Evaluatelll{ rr_aba, P1(1), phi, cixphl., dzphi J; 
P2(0) = P1(3); P2(1) z P1(4); P2(2) ., P1(5); 
P2(3) ~ ~-abs•P1(6)•P1(6) drphi * rr_sig; 
P2(4) .. - dzphi; 
P2(6) = - 2.0•P1(3)*P1(6) I rr.abs; 
} 
void. lievtonianF'all.: :Evaluate..RZ ( <:Oli.St NReall: P1, lilWül: P2 ){ 
real. ph.i , d.rphi, d.zphi, 
rr_abs • :fabs (P1(0)), rr.aig • (~al.)( (P1(0) > 0)'!' 1: -1); 
P->Eval.uatein( rr_abs, P1(1), phi, d.%phi, clzphi J; 
P2(0) " P1(2); 
P2(2) " -drphi•rr_sig; 
} 
Arquivo main.cpp 
P2(1) "' P1(3); 
P2(3) • -d.zphi; 
1•-----------------------------------------------------------------------------Cal.c;ul.o d.i!..a Geod.esieaa nu metriea.s d.e Weyl 
por Luis Alberto D'A:fonseea - Nov811bl:'o, 1998 
-----------------------------------------------------------------------------•1 
ainclud.s <fstream.h> 
•iuel.udll <atrillg.h> 
tinelude <d.ir.h> 
ainelude •nveylaol.h" 
aiuelude "weyl.geo.h• 
•iuelude "nev.tall.h" 
tillel.ud.e ":nmge4.h" 
.illelu.d.e "ctable..h" 
RIFUnetion* InitEquation.( istreal: is, Naeal P, int theory ){ 
Weyl.Phi *Jihi • ID.itPhi ( is ) ; if( phi - IIIULL ) retur:n llOLL; 
RIF!mc:tion• eqaations; 
i:f( theory - 1 ){ // !lfiV'toltian 
NevtOAiSDFaU• :a:t = Il.8W" NevtOll.iaDFall{ phi } ; 
:a:t->SetaZKod•O i 
·~tiOli.S • :a:t; 
}elaa{ // llelatbity 
Weyl!Ju *1111 • phi->ED.ctlu{); 
} 
WeylSol *•olution; 
if( nu !• JltJLL }{ aolution • Dn ED.c:tWeyl.Sol( ph.i, ma ) ; 
}else{ 
Intagrati<dlPath *Jia.th "' InitPath( ia ) i i:f( path - NtJLL ) 
AssintllileylSol sol.au:z ( plai, path, 200, 2, 600 ); 
aol_aux.Eval.uateln ( P{O), P(1) ) ; 
real aux • sol_au..RuO; 
path.->Dellt%uc:tor0; 
dalete path; 
aolution • :aev J11111pliWeyl.Sol( phi, P(O), P(1), au:z ) ; 
} 
Weyl.Geocleaic *po • :I1D' 'leyl.Geod.eaie { aolution ) ; 
r;-->Tia&Geod.eaic O; 
s-->SetBZ!Iocle o; 
eqoatioliS • po; 
ratur.a. JltJLL; 
.. ' 
D.3. LISTAGENS DOS PROGRAMAS 
} 
return equations; 
int lll.ll.iu( int Ug<!, char •argvD ){ 
tl( argc '"' a H 
} 
cout « "Error: liumber of parameters V%0Jlg" « endl.; 
retur:n -1; 
ffblk -· i.f ( fiiuffirst(argv[2J ,lt!IIIP,O) = O ){ 
c:out « "File " << argv[2J << Q al.red.y ez:ist. Dverwrite (y/Ji)? •; 
char cc:; ci.n >> cc:; 
} 
if ( CC !• 'Y' 1:1; CC !• 'Y' ) return -1; 
ifstream in_file( argv[l] ); 
if( in_file.bad() ){ 
} 
cout « •Error: File " << argvUJ « " not foundu << endl; 
return -1; 
/I --- liewtonian or Relativistic ---
int theory "' O; 1/ O "' 1\elatiVity or 1 = Newtonian 
eh.ar str[50]; ill_file » atr· 
if( stremp( "Newtonian", atr ) ..,. O ){ 
the~" 1; 
in_file » atr; 
} 
!I --- Start Point 
it( atri:IIJI( "StartPoint", atr ) !• O ){ 
in_file.cloae(); 
cout << "Error: File " « argv[l] « • ia bed" << endl.; 
return -1; 
} 
111\a&l atart( 4 ) ; in_file » start; 
cout << "Start Point ,. [ " « atart « •] • « IQI.dl; 
li --- Step Si~ ---
in_file » atr; 
if( strc:mp( "StepSize", atx ) !• O ){ 
in_file.cloae(}; 
} 
cout « "Error: FiU " << argv[l] « " ia bllda « Glldl; 
return -1; 
real stap,; in..tila » stap; 
cout << 'Stap siza ., u « stap « andl.; 
li -- Numbar of Poi.uts ---
a..flle » str; 
if( st:rcmp( •NumPoilltsu, str ) != O){ 
ilL..fila.clonO i 
} 
cout « •E1:ror: Fila " « argv[l] « " is bad• « andl.; 
ratu;rn -1; 
uilltager llumP; in_file » !lumP; 
collt « •llumber of Points • • << liUIIP << andl; 
li -- Equation --
lUIFunction •aquatiOJIS • InitF.quation( in_ fila, start:, thaory ) ; 
if C aquations - ltiLL ){ 
in_fil.e .clon O ; 
} 
cout « "E1:ror: File a « argv[1] « • is bad• « encll.; 
ratu;rn •i; 
Rtmga4 edo ( equations ) ; 
ado.StartPoint ( O, start ) ; 
edo.SetSt.p ( stap ); 
cout << a ca1C11.11md.o " « end.l.; 
EtaeolTtlble ttlbla( lmaP, eclo.DiJR() ); 
eclo.Rim( limDP 1 &tabl.e ) j 
cont << " salvando • << andl.; 
ofst:ream out_file ( ugv[2] ) : 
i:t( 01lt_fila.bad.() H 
in_fila.clon(); 
cont << •Emir: File " << arr[2] << " can•t by created." << end.l.; 
r41turn -1; 
} 
Oll.t_file.setf( :los: :ript J :los: :sc.tentific ) i 
out.fila << •g. [ ... • << andli 
nmtapr :an • table.GatLilaes() i 
for( uilltegar ii • O; ii < .nn; :li++ 
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} 
out_file « table(ii,O) « u " « table(ii,l) « endl.; 
out_file « u 1; 11 << endl. « andl « "f ,. [ u: 
for( ii =O; ii < tabla.GetColliiiiZUIO; ii++) 
out_file << table(IIll-1,ii) << " "; 
out file « " ] ·" « eiLiiJ.• 
out:fila.cloae(); ' 
c:out << " f:ilD. " << end.l; 
e~tians->Oestructor(); 
delate aqu.ations; 
return O; 
APÊNDICE D. MÊTODOS NUMÉRICOS 
