In many applications of finance, biology and sociology, complex systems involve entities interacting with each other. These processes have the peculiarity of evolving over time and of comprising latent factors, which influence the system without being explicitly measured. In this work we present latent variable time-varying graphical lasso (LTGL), a method for multivariate time-series graphical modelling that considers the influence of hidden or unmeasurable factors. The estimation of the contribution of the latent factors is embedded in the model which produces both sparse and low-rank components for each time point. In particular, the first component represents the connectivity structure of observable variables of the system, while the second represents the influence of hidden factors, assumed to be few with respect to the observed variables. Our model includes temporal consistency on both components, providing an accurate evolutionary pattern of the system. We derive a tractable optimisation algorithm based on alternating direction method of multipliers, and develop a scalable and efficient implementation which exploits proximity operators in closed form. LTGL is extensively validated on synthetic data, achieving optimal performance in terms of accuracy, structure learning and scalability with respect to ground truth and state-of-the-art methods for graphical inference. We conclude with the application of LTGL to real case studies, from biology and finance, to illustrate how our method can be successfully employed to gain insights on multivariate time-series data.
INTRODUCTION
The problem of understanding complex systems arises in many diverse contexts, such as financial markets [23, 29] , social networks [14] and biology [18, 19] . In such contexts, the goal is to analyse the system in order to retrieve information on how the components behave. This requires accurate and interpretable mathematical models whose parameters, in practice, need to be estimated from observations. Mathematically, a system can be modelled as a network of interactions (edges) between its entities (nodes). However, the underlying structure of the variables within the system is usually not known a priori. Nevertheless, observations of the system (i.e., data) incorporate information on the interactions between variables, since they provide measurements of such variables acting in the system. The problem of inferring a network of variable interactions from data is known as network inference or graphical model selection [15, 22] . During the last years, the graphical modelling problem has received much attention, particularly for the availability of an always increasing number of samples that are required for a reliable network inference. Nonetheless, structure estimation of complex systems remains challenging for many reasons. In this work, we want to tackle two aspects: (i) the presence of global hidden (or latent) factors, and (ii) the dynamic of systems that evolve in time. We argue that the inference of a dynamical network encoding a complex system requires a specific attention to both aspects to result in a more realistic representation. In particular, a system may be affected by (latent) factors not encoded in the model. Such factors, acting in the system, influence how the observable entities behave and, hence, how they are connected with each other [10] . The consideration of hidden and unmeasured variables during the inference process emerges as crucial to avoid misrepresenting real-world data [26] . At the same time, a complex system depends on a temporal component, which drives variable interactions to evolve consistently during its extent. This means that the structure can either change or remain stable according to the nature of the system itself. Hence, the understanding of a complex system is bound to the observation of its evolution. This is particularly evident in some applications, such as biology, where the interest could be to understand the response of the system to perturbation [28] .
Related work. Latent variable models have been widely studied in literature, and shown to outperform graphical models that only consider observable variables [8, 11, 33] . At the same time, a set of methods were designed to study the temporal component through the inference of a dynamical network that incorporates prior knowledge on the behaviour of the system [4, 17] . Time-series with latent variables are considered to obtain a single graph which represents the global system [2, 20] . However, to the best of our knowledge, state-of-the-art methods for regularised network inference do not consider simultaneously time and latent variables in the inference of multiple connected networks.
Contribution. In this work we propose latent variable time-varying graphical lasso (LTGL), a model for dynamical network inference where the structure is influenced by latent factors. This can be seen as an attempt to generalise both dynamical and latent variable network inference under a single unified framework. In particular, starting from a set of observations of a system at different time points, LTGL infers an interaction network of the observed variables under the influence of latent factors, while taking in consideration the temporal evolution of the system. The empirical interaction network is decomposed into the true underlying structure of the network and the contribution of latent factors, under the assumption that both observable variables and latent factors interdependence follow a temporal non-random behaviour. For this reason, the model allows to include prior knowledge on the evolutionary pattern of the system. The imposition of such prior knowledge benefits inference and subsequent analysis of the network, accentuating precise dynamical patterns. This is particularly important when the number of samples is low compared to the number of observed and latent variables in the system. In fact, the inference of the network at particular time points exploits the dependence between consecutive temporal states. Such advantage is achieved by a simultaneous inference of all the dynamical system, that, mathematically, translates into imposing constraints on the network behaviour. In this work we provide a set of possible constraints that can be applied independently on both observed and latent components, allowing for a wide range of evolutionary patterns. Figure 1 provides an example of the theoretical model assumed by LTGL. Here, observed and latent variables (x i and z i ) are connected in a slightly different way at each time. Note that the observations of the system only involve variables x i , while the hidden factors z i influence the system without being actually observed. Hence, when analysing samples which are regulated from a dynamical network with hidden factors, it is infeasible to precisely infer the identity of latent variables, but only an estimation of their number and their effect on the global system can be obtained.
Starting from the theoretical model we derived a minimisation algorithm based on the alternating direction method of multipliers (ADMM) [7] . The algorithm is divided into independent steps using proximal operators, which can be solved by closed-form solutions favouring a fast and scalable computation [12, 17, 24] . We also provide the related implementation in a Python framework, based on the use of highly optimised low-level libraries for numerical computation. Experiments on synthetic data show LTGL to achieve optimal performance in relation to ground truth and to state-of-the-art methods for graphical modelling, in terms of accuracy, structure learning and scalability. Moreover, we show the computational efficiency of LTGL while increasing the number of unknowns of the problem and the model complexity. We conclude with the application of LTGL to real-world data sets to illustrate how our method can be successfully employed to gain insights on multivariate time-series data. In particular, we used biological and financial data sets, to show the use of LTGL in different contexts. In the first case, we analysed Escherichia coli response to perturbation, correctly identified by our method. In the latter case, we investigated on a financial data set, to show how the contribution of latent factors is relevant for the understanding of the behaviour of the system.
Outline. The paper is organised as follows. Section 2 includes a background on the reference frameworks for static and dynamical network inference. Section 3 contains the theoretical formulation of the problem and the proposed method. Section 4 describes in details the optimisation algorithm for the minimisation of the functional. Section 5 and Section 6 illustrate the use of our method on synthetic and real data, respectively. Finally, Section 7 concludes with a discussion and future directions.
PRELIMINARIES
Given a graph G = (V, E), where V = {x 1 , . . . , x d } is a finite set of vertices, and E ⊆ V × V is a set of edges, a graphical model is a multivariate probability distribution on x 1 , . . . , x d variables where the conditional independence between two variables x i and x j given all the others is encoded in G [22] . The two variables x i and x j are conditionally independent given the others if (x i , x j ) E and (x j , x i )
E. In what follows, we consider only undirected Gaussian graphical models (GGMs), where (i) there is no distinction between an edge (x i , x j ) ∈ E and (x j , x i ), and (ii) variables are jointly distributed according to a multivariate Gaussian distribution N (µ, Σ). Without loss of generality, we assume µ to be zero, thus the distribution depends only on the covariance matrix Σ [11] . The inverse covariance matrix Θ = Σ −1 , called precision matrix, encodes the conditional independence between pairs of variables. In particular, the precision matrix has a zero entry in the position i, j only if (x i , x j ) E [22] . Hence, we can interpret the precision matrix as the weighted adjacency matrix of G, encoding the dependence between variables.
Network inference. Consider a series of samples drawn from a multivariate Gaussian distribution X ∼ N (0, Σ), X ∈ R n×d . Network inference aims at recovering the graphical model of the d variables, i.e., the interaction structure Θ, given n observed samples. The graphical modelling problem has been extensively tackled in literature by estimating the precision matrix Θ instead of the covariance matrix Σ (as, e.g., [5] ) [15, 30, 34] . This has been shown to improve the graphical model inference, particularly for highdimensional problems [25] . In such contexts, the assumption is that a variable is conditionally dependent only on a subset of all the others. Therefore, the estimation of the precision matrix may be guided by a sparse prior, in such a way to restrict the number of possible connections in the network to improve interpretability and noise reduction. Also, the imposition of a sparse prior on the problem helps with the identifiability of the graph, especially when the available number of samples is low compared to the dimension of the problem. A model for the inference of Θ including the sparse prior is the graphical lasso [15] :
where ℓ is the Gaussian log-likelihood (up to a constant and scaling factor) defined as ℓ(S, Θ) = log det(Θ)−tr(SΘ) for Θ positive definite and S = 1 n X ⊤ X is the empirical covariance matrix. ∥ · ∥ od,1 is the off-diagonal ℓ 1 -norm, which promotes sparsity in the precision matrix (excluding the diagonal).
Latent variable network inference. Often, real-world observations do not conform exactly to a sparse GGM. This is due to global hidden factors that influence the system, which introduce spurious dependencies between observed variables [10, 11] . For this reason, GGMs can be extended by introducing latent variables able to represent factors which are not observed in the data. These latent variables are not principal components, since they do not provide a low-rank approximation of the graphical model. On the contrary, such factors are added to the model in order to condition the statistics of the observed variables. In particular, we consider both latent and observed variables to have a common domain [11] . Let latent variables be indexed by a set H , and observed variables by a set O. The precision matrix Θ of the joint distribution of both latent and observed variables may be partitioned into four blocks: 
Θ O specifies the precision matrix of the conditional statistics of the observed variables given the latent variables, while Θ O H Θ −1 H Θ H O is a summary of the effect of marginalisation over the latent variables. Such matrix has a small rank if the number of latent variables is small compared to the observed variables. Note that the rank is an indicator of the number of latent variables H [9] . The effect of the marginalisation is scattered over many observed variables, in such a way not to confound it with the true underlying conditional sparse structure of Θ O [8] . TypicallyΘ O is not sparse due to the low-rank term, while, with the addition of the latent factors contribution, we can recover the true sparse GGM. For this reason, the graphical lasso in Equation (1) has been extended with the latent variable graphical lasso that includes the inference of a low-rank term, using the form (2), as follows [8] :
HereΘ provides an estimate of Θ O (precision matrix of the observed variables) whileL provides an estimate of Θ O H Θ −1 H Θ H O (marginalisation over the latent variables). Note that S is the empirical covariance matrix computed only on observed variables, since no information on the latent ones is available.
Time-varying network inference. Problems (1) and (3) aim at recovering the structure of the system at fixed time (static network inference). However, complex systems have temporal dynamics that regulate their overall functioning [1, 15] . Hence, the modelling of such complex systems requires a dynamical network inference, where the states of the network are co-dependent. This naturally leads to the idea of temporal consistency, which assumes similarities between consecutive states of the network. In fact, we can assume that, for sufficiently close time points, a system shows negligible differences. During the inference of a dynamical network, temporal consistency may translate into the imposition of similarities among temporally close networks [16] . In particular, graphical lasso with temporal consistency results in time-varying graphical lasso [17] :
where the inference of a network at a single time point i is guided by the states at adjacent time points. The network is encoded in a sequence of precision matrices (Θ 1 , . . . , Θ T ) which model the system at each time point i = 1, . . . ,T . The type of similarity imposed to consecutive time points and its strength are specified by the penalty function Ψ and the parameter β, respectively. Options when choosing Ψ include the following [17] :
Encourages few edges to change between subsequent time points, while the rest of the structure remains the same [12] .
• Group lasso penalty -Ψ = j ∥ · j ∥ 2 . Encourages the graph to restructure at some time points and to stay stable in others [16? ].
• Laplacian penalty -
Encourages smooth transitions over time, for slow changes of the global structure [? ] .
Encourages a block of nodes to change their structure with no additional penalty with respect to the change of a single edge among such nodes. In fact, ℓ ∞ norm is influenced only from the most changing element for each row.
• Row-column overlap penalty -Ψ = min V :A=V +V ⊤ j ∥V j ∥ p . Encourages a major change of the network at a specific time, while in the rest the network is enforced to remain constant. The choice of p = 2 causes the penalty to be node-based, i.e., the penalty allows for a perturbation of only some nodes [? ] .
Dependently from prior assumptions on the problem, one may choose the most appropriate penalty for the data at hand.
In this work we propose a new statistical model for the inference of networks that change consistently in time under the influence of latent factors. We call such model latent variable time-varying graphical lasso (LTGL). LTGL infers the dynamical network of complex systems by decomposing the problem into two parts -similarly to what has been done in [8] for static network inference. We consider two components of the dynamical network: a true underlying structure on the observed variables and the contribution of latent factors. This allows to factor out the contribution of hidden variables, favouring a reliable modelling of the dynamical system. The novelty of our method is the simultaneous inference of a dynamical network with latent factors that exploits the imposition of behavioural consistency on both observed variables interactions and latent influence through the use of penalisation terms. This allows for an easier interpretation of the evolution of the dynamical system while, at the same time, improving its graphical modelling. The two separate (while closely related) components at each time point are obtained by integrating the network inference with the information coming from temporally different states of the network. Formally, let X i ∈ R n i ×d , for i = 1, . . . ,T , be a set of observations measured at T different time points composed by n i samples of d observed variables. (Note that, for each time point i, samples are assumed to be drawn from the probability distribution on the observed variables conditioned on the latent ones.) Let S i = 1 n i X ⊤ i X i be the empirical covariance matrix at time i. The goal is to retrieve a set of sparse matrices Θ = (Θ 1 , . . . , Θ T ) and a set of low-rank matrices L = (L 1 , . . . , L T ) such that, at each time point i, Θ i encodes the conditional independences between the observed variables, while L i provides the summary of marginalisation over latent variables on the observed ones. Consider Equation (3) at a specific time i. Here we want to impose continuity between the structure and the hidden variables contribution in time, therefore we enforce the difference between consecutive graphs to abide certain constraints by adding two penalisation terms. Our LTGL model takes the following form:
where Ψ and Φ are both penalty functions that force the structure of the network to change over time according to a certain behaviour, by acting on Θ and L, respectively. Temporal consistency of both the structure of the network and latent factors contribution is guaranteed by the use of such penalty functions, which benefits the network inference in particular in presence of few available observations of the system. Possible choices for Ψ and Φ are listed in Section 2. Their choice is arbitrary and it is based on the prior knowledge on the respective components evolution in the system. Also, note that Ψ and Φ are independent, which allows LTGL to model a wide range of dynamical behaviours of complex systems.
MINIMISATION METHOD
Problem (5) is convex, provided that the penalty functions Ψ and Φ are convex, and it is coercive because of the regularisers. Thus, Problem (5) admits solutions. Nonetheless, its optimisation is challenging in practice due to the high number of unknown matrices involved (2T , for a total of 2T
unknowns of the problem). A suitable method for the minimisation is ADMM [7] . It allows to decouple the variables obtaining a separable minimisation problem which can be efficiently solved in parallel. The sub-problems exploit proximal operators which are (mostly) solvable in closed-form, leading to a simple iterative algorithm. In order to decouple the involved matrices, we define three dual variables R, Z = (Z 1 , Z 2 ) and W = (W 1 ,W 2 ) and two projections:
The corresponding augmented Lagrangian is as follows:
where U = (U 0 , U 1 , U 2 , U 3 , U 4 ) are the scaled dual variables. The ADMM algorithm for Problem (6) writes down as follows:
R step
The minimisation problem involving the matrix R in (8) can be split into parallel updates, since L ρ (Θ, L, R, Z, W, U) is separable in the variables (R 1 , . . . , R T ). Therefore, each R i at iteration k + 1 is given by:
with
Note that the last equality in (9) follows from the symmetry of R -which also guarantees the log det to be well-defined. Equation (9) can be explicitly solved. Indeed, Fermat's rule yields:
Then the solution to Equation (10) is [12, 17, 32] :
Θ step
Likewise the R step, the update of Θ in (8) can be done in a parallel fashion, as follows:
where δ i j = 1 − δ i j , with δ i j Kronecker delta and
Problem (11) is solved as:
, and S ζ (·) element-wise off-diagonal softthresholding function.
L step
The parallel update of L in (8) can be written as:
where
Note that the last equality in (12) follows from the symmetry of L. Then, the solution to Problem (12) is [24] :
where V k E k V k⊤ is the eigenvalue decomposition of C k i , and
Z and W step
The dual variables Z and W enforce the network to behave in time consistently with the choice of Ψ and Φ, respectively. Z is the dual variable of Θ while W is the dual variable of L. For the sake of brevity, we show only the steps regarding the update of Z -the update of W is analogous. The dual variable Z is defined as (Z 1 , Z 2 ). Such matrices are not separable in Equation (6), thus they must be jointly updated. The update of Z in (8) can be rewritten as follows:
LetΨ
Then, Problem (13) can be solved with an unique update [17] :
The same holds for the W step. Hence, the proximal operator for the update of W 1,i and W 2,i becomes:
For the particular derivation of different proximal operators, see [17] .
Termination criterion
According to [7] , the algorithm is said to converge if the primal and dual residuals are sufficiently small, i.e. if ∥r k ∥ 2 2 ≤ ϵ pri and ∥s k ∥ 2 2 ≤ ϵ dual . At each iteration k these values are computed as follows:
where c = ϵ abs d(5T − 4) 1/2 , ϵ abs and ϵ rel are arbitrary tolerance parameters,
Implementation
The minimisation algorithm is available as a Python framework 1 , fully compatible with the scikit-learn library of machine learning algorithms, providing a straightforward and intuitive interface. The implementation relies on low-level high-performance libraries for numerical computations and it exploits closed-form solutions for proximal operators, leading to a fast and scalable minimisation algorithm even with an increasing number of unknowns.
EXPERIMENTS
We performed experiments on synthetic data assessing the performance of the method in terms of structure recovery and measure of latent variables influence. The performance of LTGL was evaluated with respect to the ground truth and to state-of-the-art methods for graphical inference. In particular, we assessed two aspects of such methods, that are modelling performance and scalability, in separated experiments. Modelling performance was estimated by comparing the inferred graphical model to the true network underlying the data set. During the scalability experiment, instead, we assessed the computational time for convergence needed for increasing problem complexity.
Modelling performance
We evaluated LTGL modelling performance on two synthetic data sets. The ground truth sets of matrices
were obtained by perturbing initial matrices Θ 1 and L 1 , according to a specific behaviour for T − 1 times, with the guarantee that Θ i − L i ≻ 0 and L i ≽ 0 for i = 1, . . . ,T . The initial matrices were generated according to [33] , following the form (2). Θ 1 and L 1 correspond to Θ O and Θ O H Θ −1 H Θ H O , respectively, with Θ H identity matrix and Θ H O = Θ ⊤ O H . Note that, since Θ H has full rank, the number of latent variables is H . In particular, for d observed variables, n samples and T timestamps, we generated a data set X ∈ (R n×d ) T sampled from T multivariate normal distributions X i ∼ N i (0, Σ i ), for i = 1, . . . ,T , and
The first data set was generated by perturbing the initial matrices with a random matrix of small ℓ 2 2 norm. This perturbation assumes the differences between two consecutive matrices to be small and bounded over time, i.e., ∥Θ i − Θ i−1 ∥ F ≤ ϵ for i = 2, . . . ,T . The bound ϵ on the norm is chosen a priori. The update of L i is done maintaining consistency with the theoretical model where
. Therefore, the update is obtained by adding a random matrix with a small norm to Θ O H,i−1 . In this way, the rank of L i remains the same as the number of latent variables and constant over time. Data were generated in R 100 with 10 time stamps, conditioned on 20 latent variables. For each time stamp, we drew 100 samples from the distribution. For this reason, in this setting, the contribution of latent factors is predominant with respect to the network evolution in time.
5.1.2 ℓ 1 perturbation (p 1 ). A second data set was generated according to a different perturbation model. Here, the precision matrix was updated by randomly choosing an edge and swapping its state, i.e., by removing or adding a connection between two variables. This allows for a ℓ 1 -norm evolutionary pattern of the network. Data were generated in R 50 with 100 time stamps, conditioned on 5 latent variables. For each time stamp, we drew 100 samples from the distribution. In this setting, the time consistency affects the network more than the latent factor contribution.
5.1.3 Scores. We evaluated LTGL performance using different scores measuring the divergence of the results from the ground truth. In particular, the performance was evaluated in terms of F 1 score, accuracy, mean rank error and mean squared error. We define as true/false positive the number of correctly/incorrectly existing inferred edges, true/false negative the number of correctly/incorrectly missing inferred edges [18] . The scores are computed as follows.
• F 1 score: indicates the quality of structure inference, as the harmonic mean of precision and recall.
• Accuracy (ACC): evaluates the number of true existing and missing connections in the network correctly inferred with respect to the total number of connections. , with all variable interactions (not self-interacting) set to zero. For LVGLASSO and TVGL, we used their relative original implementations. Also, we ignore the computational time required for hyperparameters selection. LTGL outperforms the other methods for each increasing time and dimensionality of the problem.
• Mean rank error (MRE): estimates the precision on the number of inferred latent variables, based on the rank of the set of matricesL in relation to the ground truth. The MRE score is defined as:
A value close to 0 means that we are inferring the true number of latent variables over time, while, viceversa, a high value indicates a poor consideration of the contribution of the latent variables.
• Mean squared error (MSE): score how close is the inferred precision matrixΘ to the ground truth, in terms of the Frobenius norm:
where Θ (u) denotes the upper triangular part of Θ. 5.1.4 Discussion. Table 1 shows the performance of LTGL compared to graphical lasso (GL) [15] , latent variable graphical lasso (LVGLASSO) [8, 24] and time-varying graphical lasso (TVGL) [17] in terms of F 1 score, accuracy, mean rank error (MRE) and mean squared error (MSE), for both settings with ℓ 2 2 (p 2 ) and ℓ 1 (p 1 ) perturbation. Note that MRE is not available for all the methods since neither GL or TVGL consider latent factors. LTGL and TVGL are used with two temporal penalties according to the different perturbation models of data generation. In this way, we show how the correct choice of the penalty for the problem at hand results in a more accurate network estimation. In both (p 2 ) and (p 1 ), LTGL outperforms the other methods for graphical modelling. In (p 2 ), in particular, LTGL correctly infers almost 99,5% of edges in all the dynamical network both with the ℓ 2 2 and ℓ 1 penalties. Nonetheless, the use of ℓ 2 2 penalty enhance the quality of the inference as expected from the theoretical assumption made during data generation. The choice of a proper penalty for the problem and the consideration of time consistency is reflected also in a low MRE, which encompasses LVGLASSO ability in detecting latent factors (Figure 2 ). In (p 2 ), in fact, the number of latent variables with respect to both observed variables and samples is high. Therefore, by exploiting temporal consistency of the network, LTGL is able to improve the latent factors estimation. Simultaneous consideration of time and latent variable also positively influences the F 1 score, i.e., structure detection. Above considerations also hold for the (p 1 ) setting. Here, LTGL achieves the best results in both F 1 score and accuracy, while having a low MRE. The adoption of ℓ 1 penalty improves structure estimation and latent factors detection, consistently with the data generation model. Such settings were designed to show how the prevalence of latent factors contribution or time consistency affects the outcome of a network inference method. In (p 2 ), where the latent factors contribution is prevalent, network inference is more precise when considering latent factors. In (p 1 ), instead, the number of time points is more relevant than the contribution of latent factors, hence it is more effective to exploit time consistency (both for latent and observed variables), evident from the results of Table 1 . LTGL benefits from both aspects, therefore leading to a noticeable improvement of graphical modelling.
Scalability
Next, we performed a scalability analysis using LTGL with respect to different ADMM-based solvers. We evaluated the performance of our method in relation to LVGLASSO [24] and TVGL [17] , both implemented with closed-form solutions to ADMM subproblems. In general, the complexity of the three compared solvers is the same (up to a constant). The implementation of GL [15] was not included in such experiment, since it is not based on ADMM but on coordinate descent, and therefore it is not comparable to our method. As in Section 5.1, we generated different data sets X ∈ (R n×d ) T with different values of T and d. In particular, d ∈ [10, 400) and T = {20, 50, 100}. We ran our experiments on a machine provided with two CPUs (2.4 GHz, 8 cores each). Figure 3 shows, for the three different time settings, the scalability of the methods in terms of seconds per convergence considering different number of unknowns of the problem (i.e., 2T
with d observed variables and T times). In all settings, LTGL outperforms LVGLASSO and TVGL in terms of seconds per convergence. In particular, the computational time for convergence remains stable disregarding the number of time points under consideration. We emphasise that the most computationally expensive task performed by our solver is represented by two eigenvalue decompositions, with a complexity of O(d 3 ), to solve both R and L steps (Section 4).
Model selection
The hyperparameters of the method have been selected by using a cross-validation procedure. In particular, we used the Monte Carlo Cross-Validation (MCCV) [27] that repeatedly splits the n samples of the data set in two mutually exclusive sets. For each split, n · (1/ν ) samples are labelled as validation set and the remaining n · (1 − 1/ν ) as learning set. For each hyperparameter combination, the model was trained on the learning set and the likelihood of the model was estimated on the independent test set. Finally, we selected the combination of hyperparameters based on the average maximum likelihood of the model across multiple splits of the data set. However, the number of possible combinations of LTGL hyperparameters can be arbitrarily large. In order to avoid the assessment of a grid of models (which can be computationally expensive), we used a Gaussian process-based Bayesian optimisation procedure to choose the best combination of hyperparameters for each analysed data set, based on the Expected Improvement (EI) strategy [31] . In practice, assuming the dynamics of a real system to be unknown, it is possible to select the most appropriate temporal penalty by exploiting the same principles, i.e., via a model selection procedure based on the likelihood of different temporal models.
APPLICATIONS TO REAL DATA
We applied LTGL to two real data sets, to show how the method can be employed to infer useful insights on multivariate time-series data. These data sets measure complex dynamical systems of different (biological and financial) nature, which are usually highly dimensional and feature complicated interdependences between variables. This fact makes them ideal candidates for an analysis using graphical models.
Metabolomic Data
The physiology of Escherichia coli necessitates rapid changes of its cellular and molecular network to adapt to environmental conditions. E. coli is widely studied because of the efficiency in its system response to perturbation. Following the analysis of [21] , we used LTGL on E. coli data to infer network modifications across different time points evaluated before and after the application of environmental condition perturbations. We analysed the behaviour of metabolites, which have been shown to change consistently after the perturbation. Samples underwent one of two types of stress, namely cold and heat stress. Perturbation response detection. We inferred the dynamical network of E. coli metabolites using LTGL with a group lasso (ℓ 2 ) penalty on latent variable contribution and a Laplacian (ℓ 2 2 ) penalty on the observed network. In this way, we allow the latent variables (which, in our model, could represent the stress or other factors) to change their global influence at a specific time point, while remaining stable in all others. At the same time, by conditioning the network on the latent variables, we allow the observed network structure to change smoothly in time. Hence, we expect to see a global shift of the network between the second and third time points, that is when the perturbation has been introduced in the system. Figure 4a shows the temporal deviation between time points, both for Θ, L and the total observed system R = Θ − L. Latent variables temporal deviation reaches a peak at time t 2−3 , right after the application of the perturbation to the system. Instead, the difference between consecutive Θs remains more stable. Consistently, the difference between the observed networks Rs shows a major change at the same time point. Hence we can distinguish the underlying evolving structure of metabolites while detecting the contribution of the latent variables which affect mostly the total system. In accordance with [21] , we observed a interaction between isoleucine, threonine, phenylalanine and 2-aminobutyric acid during the adaptation phase following the stress response (Figure 4b) . Therefore, we can conclude that LTGL successfully inferred a dynamical network which adjusts in response to perturbation, in accordance with our prior knowledge about E. coli behaviour. The highest deviation on the observed network R appears when the stress was applied. This can be decomposed into two parts, the latent factors L and the underlying structure of observed variables Θ.
(b) Structural changes of metabolites interactions before and after the perturbation.
Stock market
Finance is another example of a complex dynamical system suitable to be analysed through a graphical model. Stock prices, in particular, are highly related to each other and subject to time and environmental changes, i.e., events that modify the system behaviour but are not directly related to companies share values [3] . Here, the assumption is that each company, while being part of a global financial system, is directly dependent from only a subset of others. For example, it is reasonable to expect that stock prices of a technology company are not directly influenced by trend of companies on the primary sector. The modelling power of LTGL allows to detect both the evolution of relations between companies and environmental changes happening at a particular point in time. In order to show this, we analysed stock prices 2 during the financial crisis of 2007-2008. The experiment was designed to consider the latent influence of the market drop on technology companies interactions.
Global market crisis detection. We used a group lasso (ℓ 2 ) penalty to detect global shifts of the network. Figure 5 shows two major changes in both components of the network (latent and observed), in correspondence of late 2007 and late 2008. In particular, during October 2008 a global crisis of the market occurred, and this effect is especially evident for the shift of latent variables. Also, the observed network changes in correspondence of the latent variables shift or immediately after, caused by the effect of the crisis on the stock market. The latent factors influence explains how the change of the network was due to external factors that globally affected the market, and not to normal evolution of companies relationships. We further investigated on the causes for the first shift. Indeed, we found that in late 2007 it happened a drop of a big American company that was later pointed out as the beginning of the global crisis of the following year. 
CONCLUSIONS AND FUTURE WORK
In this work, we developed a novel method for graphical modelling of multivariate time-series. The model considers simultaneously the contribution of latent factors and time consistency in evolving systems. Indeed, our work is an attempt to generalise both latent variable and dynamical network inference. To this aim, we impose prior knowledge on the problem through penalty terms that force precision and latent matrices to be consistent in time. The choice of proper penalty terms maintains the convexity of the minimised functional and, along with the coercivity given by the regularisers, it guarantees global convergence of the proposed minimisation algorithm. Our experiments demonstrate the ability of LTGL in the graphical modelling of synthetic and real-world data, where the possibility to decompose the total network into two separated components allows for a better understanding of the underlying phenomenon. We emphasise that our framework is modular in the choice of the penalties, allowing for precise modelling of different and complex behaviours of the system. This allows for a straightforward inclusion of additional penalty terms, based on the prior knowledge on the problem at hand. Possible extensions may involve alternative evolutionary models for different complex systems, e.g. forcing subgroups of variables to behave consistently in time [6] . These could lead to interesting results in time-series clustering and pattern discovery. Further investigations may also head to the inference of the exact contribution of latent factors starting from the L matrices we are estimating, possibly using matrix factorisation methods [13] . Such developments may increase the expression power of the method, leading to advances in data mining and to potential applications in diverse science fields.
