Технологiї самовiдновлення компонентiв операційної системи by Фокiн, О. В.
УДК 004
ТЕХНОЛОГIЇ САМОВIДНОВЛЕННЯ КОМПОНЕНТIВ ОПЕРАЦIЙНОЇСИСТЕМИ.
О. В. Фокiн1,2, а
1Нацiональний технiчний унiверситет України
«Київський полiтехнiчний iнститут iменi Iгоря Сiкорського»,
Фiзико-технiчний iнститут
2Samsung R&D Institute Ukraine (SRK)
Анотацiя
Розглянуто актуальну на сьогоднi проблему монiторингу та вiдновлення операцiйної системи та iснуючi пiдходи, що
можуть забезпечити критерiй доступностi. Розглянуто переваги та недолiки пiдходiв: TTL, перевiрка доступностi,
реактивного самовiдновлення, профiлактичного самовiдновлення. На базi аналiзу розроблена модель монiторингу
та вiдновлення операцiйної системи, яка основана на штучному iнтелектi.
Ключовi слова: системи самовiдновлення, системи монiторингу, операцiйнi системи, штучний iнтелект
Вступ
В даний час вимоги до операцiйних систем стають
усе деталi жорсткiшi, а кiлькiсть компонентiв систе-
ми зростає. Одною з основних вимог до таких систем
є забезпечення ними критерiю доступностi, тому все
бiльше виникає необхiднiсть у системах автоматично-
го монiторингу та самовiдновлення компонентiв ОС,
а також оповiщення користувача та розробника о
виникненнi несправностi при роботi компоненту[1, 2].
У данiй роботi ми пропонуємо модуль для виявлення
аномальної поведiнки компонентiв ОС та алгоритму
дiй для вiдновлення системи в нормальний стан.
1. Iснуючi рiшення
На сьогоднi iснує багато технологiй для монiто-
рингу та самовiдновлення компонентiв операцiйної
системи шляхом прийняття рiшень при вiдмовi одно-
го з них. Такi технологiї застосовуються для забез-
печення доступностi операцiйної системи. Технологiї
самовiдновлення можуть бути реалiзованi на рiвнi за-
стосункiв, системи або апаратному рiвнях.[1, 2, 3, 4]
Для монiторингу компонентiв операцiйної системи
можуть використовуватися такi пiдходи, а саме:
1) Час життя (TTL) [1, 3]
2) Перевiрка доступностi [1]
А для самовiдновлення компонентiв можно видi-
лити наступнi пiдходи:
1) Реактивне самовiдновлення [1]
2) Профiлактичне самовiдновлення[1]
1.1. Пiдхiд монiторингу на основi часу жит-
тя (TTL)
Перевiрки часу життя (TTL) припускають, що
служба або додаток будуть перiодично пiдтверджу-
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вати свою працездатнiсть. Система, яка приймає
сигнали TTL, вiдстежує останнiй повiдомлений стан
для даного TTL. Якщо цей стан не оновлюється
протягом попередньо визначеного перiоду, система
монiторингу передбачає, що служба не виконана i
її необхiдно вiдновити до початкового стану. Якщо
процес, в якому працює служба, завершиться невда-
ло, вiн не зможе вiдправити запит, закiнчиться TTL
i будуть виконанi заходи реагування.[1, 3]
Основна проблема TTL – це те, що програми та
сервiси повиннi бути прив’язанi до системи монiто-
рингу. Впровадження TTL було б одним з антипатер-
нiв мiкросервiсiв, бо ми намагаємося спроектувати
їх так, щоб вони були максимально автономними.
Бiльш того, мiкросервiси повиннi мати чiтку фун-
кцiю i єдину мету. Реалiзацiя запитiв TTL всерединi
них додасть додаткову функцiональнiсть i ускла-
днить розробку.
1.2. Пiдхiд монiторингу на основi перевiрки
доступностi
Пiдхiд на основi пiнгування полягає в тому, щоб
перевiряти зовнiшнiй стан програми або служби. Си-
стема монiторингу повинна перiодично перевiряти
кожну послугу i якщо вiдповiдь не отримана або
змiст вiдповiдi не є коректним, виконати заходи з
вiдновлення.[1]
Пiнгування протилежне до TTL i по можливостi
найбiльш прийнятний шлях перевiрки стану окремих
частин системи.
1.3. Пiдхiд вiдновлення системи на основi
реактивного самовiдновлення
Пiдхiд на основi реактивного самовiдновлення по-
лягає в тому, щоб пiсля того як засоби монiторингу
Всеукраїнська науково-практична конференцiя студентiв, аспiрантiв та молодих вчених
184
зафiксували неправильну поведiнку компоненту си-
стеми або зупинення його роботи через непередбаче-
ну помилку, система вiдновлює свiй стан до заданого.
Доки у нас є всi перевiрки, а також дiї, якi повиннi
бути виконанi в разi збою, ми зводимо час простою
системи до мiнiмуму.[1]
1.4. Пiдхiд вiдновлення системи на основi
профiлактичного самовiдновлення
Iдея профiлактичного лiкування полягає в тому,
щоб передбачити проблеми, якi можуть виникнути
в майбутньому, i дiяти таким чином, щоб уникнути
цих проблем. Простий, але менш надiйний спосiб
прогнозування майбутнього полягає в тому, щоб за-
сновувати припущення на даних в реальному часi.
При такому пiдходi аналiзується час вiдгуку системи,
завантаженiсть процесора, пам’ятi та iнше. [1] Напри-
клад, ми могли б помiтити, що протягом останньої
години використання пам’ятi неухильно зростало i
досягло критичного рiвня, скажiмо, 90%. Це було б
чiткою ознакою того, що послуга, що викликає таке
збiльшення, повинна маштабуватися. Система також
може враховувати бiльш тривалий перiод часу i ро-
бити висновок про те, що щопонедiлка вiдбувається
раптове збiльшення трафiку, i завчасно масштабува-
ти послуги, щоб запобiгти тривалої вiдповiдi.[1]
2. Постановка проблеми
У цiй роботi розглядаються переваги та недолi-
ки рiзних пiдходiв для монiторингу та вiдновлення
компонентiв ОС та на базi цього аналiзу розробка
власної моделi. Так наприклад пiдхiд монiторингу
TTL ускладнює розробку сервiсiв i це пов’язано з
тим, що необхiдно реалiзовувати TTL всерединi са-
мих компонентiв ОС. Цю проблему вирiшує пiдхiд на
базi пiнгування, але його не завжди можна реалiзува-
ти у зв’язку з архiтектурними особливостями деяких
компонентiв. Аналiзуючи усi пiдходи можна зроби-
ти висновок о необхiдностi розробки системи, яка б
була гнучка, тобто могла аналiзувати з яким типом
компоненту вона зараз працює та який оптимальний
пiдхiд обрати для монiторингу та вiдновлення у разi
збоїв.
Об’єктом дослiдження є технологiї самовiдновлен-
ня компонентiв ОС.
Предметом дослiдження є методи монiторингу
компонентiв ОС, та завдання забезпечення досту-
пностi, в яких технологiї самовiдновлення беруть
учать.
2.1. Використання AI у монiторингу та вiд-
новленнi ОС
Використання AI для монiторингу та вiдновлен-
ня системи дуже важливо. На сьогоднi iснує багато
рiзноманiтних сервiсiв, якi вiдрiзняються не тiльки
задачами, якi вони виконують, але i своєю архiте-
ктурою. Неправильно застосовувати однi та тi ж
методи та параметри для рiзних сервiсiв ОС. Систе-
ма монiторингу повинна буду гнучкою та аналiзуючи
усi даннi пiдбирати оптимальнi параметри роботи
усiх своїх компонентiв. Саме використання AI може
розв’язувати цю проблему контролюючи роботу си-
стеми, будуючи портрети сервiсiв на основi даних з
модулiв монiторингу та зберiгання їх у базi даних,
фiксувати неправильну роботу та приймати рiшення
з вiдновлення ОС.
3. Загальна архiтектура
Нашою метою є аналiз та розробка автоматизова-
ної системи для самовiдновлення компонентiв ОС,
яка може автоматично виявити некоректнiсть у ро-
ботi одного з компонентiв ОС та вжити заходiв для
забезпечення доступностi ОС. Цього слiд досягти
шляхом поєднання усiх пiдходiв, якi iснують у да-
ний час та така система не повинна сильно впливати
на продуктивнiсть ОС. Така системи повинна аналi-
зувати сервiс з яким вона працює i на базi отриманих
даних вибирати метод монiторингу та вiдновлення.
3.1. Деталi пiдходу
На базi усiх переваг та недолiкiв рiзних пiдходiв
можна пободувати нову модель системи монiторингу
та вiдновлення ОС. Пiсля того як у системi запу-
скається новий компонент, запропонована модуль
працює по наступному алгоритму на Рисунку1:
1) Модуль «Resource monitoring» повiдомляє мо-
дулю «General function», що у системi почав
працювати новий компонент.
2) «General function» вiдправляє запит до компо-
нента з метою отримати доступнi пiдходи для
монiторингу i в залежностi вiд вiдповiдi пiдклю-
чає TTL модуль, або модуль пiнгування. Модуль
«Resource monitoring» пiдключається завжди, не-
залежно вiд вiдповiдi компоненту системи.
3) Пiсля пiдключення модулiв монiторингу,
«General function» вiдправляє даннi до модуля
AI, який у свою чергу повертає параметри монi-
торингу та починає обробляти даннi з систем
мониторингу. У разi фiксування неправильної
поведiнки компоненту, вiн вiдправляє команду
до «General function» на вiдновлення системи.
4) «General function» починає обробляти команду,
починаючи з параметр «Ignore». Далi модуль
перевiряє значення параметру «Critical» i якщо
вiн буде дорiвнювати значенню «true», систе-
ма негайно виконає процедуру «kill process». У
випадку коли параметр «Critical» дорiвнює зна-
ченню «false» модуль вiдправляє повiдомлення
користувачу системи для прийняття рiшення.
5) Користувач у свою чергу може обрати закрит-
тя сервiсу, або iгнорування. Якщо було обрано
закриття сервiсу, параметр «Critical» прирiв-
нюється до «true». При iгноруваннi параметр
«Ignore» прирiвнюється до «true». Вибiр вiдправ-
ляється до модуля «Resource monitoring» i пiсля
цього ми повертаємося до пункту 4.
Системи та технологiї кiбернетичної безпеки
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Рис. 1. Схема запропонованої моделi монiторингу та вiдновлення ОС
Висновки
Розглянуто рiзноманiтнi пiдходи монiторингу та
вiдновлення операцiйної системи у разi неправильної
роботи одного з її компонентiв, а також переваги та
недолiки цих пiдходiв.
Проведено аналiз та розроблена модель на базi
цих пiдходiв з використанням штучного iнтелекту.
Дана концепцiя стала розширенням модулю самовiд-
новлення операцiйної системи Android у Bluetooth.
В майбутньому, буде реалiзована запропонована
модель та проаналiзовано вплив такої системи на
продуктивнiсть ОС, а також ефективнiсть системи
при розв’язання питання доступностi ОС.
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