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Within the framework of the Composite Operator Method, a three-pole solution for the two-
dimensional Hubbard model is presented and analyzed in detail. In addition to the two Hubbard
operators, the operatorial basis comprises a third operator describing electronic transitions dressed
by nearest-neighbor spin fluctuations. These latter, compared to charge and pair fluctuations, are
assumed to be preeminent in the region of model-parameter space - small doping, low temperature
and large on-site Coulomb repulsion - where one expects strong electronic correlations to dominate
the physics of the system. This assumption and the consequent choice for the basic field, as well as
the whole analytical approximation framework, have been validated through a comprehensive com-
parison with data for local and single-particle properties obtained by different numerical methods
on varying all model parameters. The results systematically agree, both quantitatively and qualita-
tively, up to coincide in many cases. Many relevant features of the model, reflected by the numerical
data, are exactly caught by the proposed solution and, in particular, the crossover between weak
and intermediate-strong correlations as well as the shape of the occupied portion of the dispersion.
A comprehensive comparison with other n-pole solutions is also reported in order to explore and
possibly understand the reasons of such good performance.
1. INTRODUCTION
Although the number of different trials to solve more
or less exactly the two-dimensional Hubbard model1 are
countless and increase steadily since its advent in middle
50s, to time no analytical approximation method can be
considered to have given a clear and definitive answer to
the very many relevant issues raised by this very sim-
ple model. This latter contains only two terms, kinetic
energy and local Coulomb repulsion, that can be cast
in diagonal form in the two quantum-complementary di-
rect and momentum spaces. This intrinsic incompati-
bility leads to many unexpected and very complex fea-
tures still not all known or fully explored, and even less
deeply understood. Together with the more fundamen-
tal and theoretical interest in this model, which is uni-
versally considered the prototypical model for strongly
correlated systems, its relevance to real materials made
the Hubbard model known in the whole solid state com-
munity and well beyond this latter. In particular, the
model has been widely used to describe the archetypi-
cal Mott-Hubbard insulator V2O32 and the cuprate high-
Tc superconductors3,4. The microscopic description of
the anomalous behaviors experimentally observed in the
cuprates, mainly in the underdoped region, in almost all
experimentally measurable physical properties5–39 is still
an open problem. Features not predicted by standard
many-body theory and in contradiction with the Fermi-
liquid framework and diagrammatic expansions, such as
non-Fermi-liquid response, quantum criticality, pseudo-
gap formation, ill-defined Fermi surface, kinks in the elec-
tronic dispersion, . . . , remain still unexplained or at least
controversially debated13,39,40. The Hubbard model is
thought to contain by construction many of the key in-
gredients necessary to explain these anomalous features:
strong electronic correlations, competition between local-
ization and itinerancy, Mott physics, and low-energy spin
excitations.
Numerical approaches41 are fundamental for bench-
marking and fine tuning analytical theories and for es-
tablishing which are those capable to deal with the quite
complex phenomenology of the Hubbard model. Un-
fortunately, numerical techniques cannot explore, be-
cause of their limited resolution in frequency and mo-
mentum, the most relevant regime of model parame-
ters (small doping, low temperature and large on-site
Coulomb repulsion) where one expects strong electronic
correlations to dominate the physics of the system.
As regards analytical and semi-analytical (i.e. embed-
ding a numerical core) theories42, a few are definitely
worth mentioning: the work of Mori43, Hubbard1,44,45,
Rowe46, Roth47, Tserkovnikov48,49, the Gutzwiller
approximation50–69, the slave boson method70–72, the
spectral density approach73,74, the two-particle self-
consistent approach40, the RPA and equations-of-motion
based techniques75–77, the dynamical mean-field theory
(DMFT)78–80, the DMFT+Σ approach81–83 as well as all
cluster-DMFT-like theories84 (the cellular-DMFT85, the
dynamical cluster approximation86 and the cluster per-
turbation theory87).
We have also been developing a systematic approach,
the composite operator method (COM)88,89, to study
highly correlated systems. In the last fifteen years,
COM has been applied to several models and materi-
als: Hubbard90,91, p-d92, t-t′-U93, extended Hubbard (t-
U -V )94, Kondo95, Anderson96, two-orbital Hubbard97,
Ising98, J1 − J299,100, Cuprates101–105, etc The Com-
posite Operator Method (COM)88,89 has the advan-
tage to be completely microscopic, exclusively analyti-
cal, and fully self-consistent. COM recipe uses two main
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2ingredients88,89: composite operators and algebra con-
straints. Composite operators are products of electronic
operators and describe the new elementary excitations
appearing in the system owing to strong correlations.
According to the system under analysis88,89, one has to
choose a set of composite operators as operatorial basis
and rewrite the electronic operators and the electronic
Green’s function in terms of this basis. Algebra Con-
straints are relations among correlation functions dic-
tated by the non-canonical operatorial algebra closed by
the chosen operatorial basis88,89. Other ways to obtain
algebra constraints rely on the symmetries enjoined by
the Hamiltonian under study, the Ward-Takahashi iden-
tities, the hydrodynamics, etc88,89. Algebra Constraints
are used to compute unknown correlation functions ap-
pearing in the calculations. Interactions among the el-
ements of the chosen operatorial basis are described by
the residual self-energy, that is, the propagator of the
residual term of the current after this latter has been pro-
jected on the chosen operatorial basis88,89. According to
the physical properties under analysis and the range of
temperatures, dopings, and interactions you want to ex-
plore, one has to choose an approximation to compute the
residual self-energy. In the last years, we have been using
the n−pole Approximation90–94,97,98,101, the Asymptotic
Field Approach95,96 and the Non-Crossing Approxima-
tion (NCA)102–105.
In this manuscript, we present an original three-pole
approximate solution for the 2D single-band Hubbard
model based on the COM. The not-standard choice of
the third field in the operatorial basis, in addition to the
two Hubbard operators, is justified in detail and validated
a posteriori by the analysis of the correlations develop-
ing in the system. The quite involved self-consistency
scheme is built step by step and the rationale behind
each assumption is given and commented at length. The
results of the proposed overall approximation scheme are
successfully compared with both numerical simulations
and other n-pole approximations so to fully characterize
the solution and individuate strengths, weaknesses and
their sources/causes. The main characteristics and rele-
vant features of the proposed solutions are summarized
as well as future possible improvements are discussed.
The detailed plan of the paper follows.
In Sec. 2, we discuss the model and the proposed
approximation method. In particular, in Sec. 2.1, we
present the Hubbard Hamiltonian and part of the nota-
tion we will be using all over the manuscript. In Sec.
2.2, we motivate the choice of the operatorial basis and
give the corresponding equations of motion. In Sec. 2.3,
we discuss the projection of the currents on the chosen
basis and introduce the polar approximation. In Sec. 2.4,
we derive a closed expression for the electronic Green’s
function of the system and analyze the main relations to
the relevant correlation functions. In Sec. 2.5, we discuss
the normalization matrix of the system and its entries.
In Sec. 2.6, we report the expression of the m-matrix and
analyze its properties. In Sec. 2.7, we discuss in detail the
self-consistency scheme at the basis of the proposed ap-
proximation method and the Algebra Constraints char-
acterizing it. In Sec. 3, we present the results of the
proposed approximation scheme. In particular, in Sec.
3.1, we compare the three-pole approximation presented
in the manuscript with other n-pole approximations. In
Sec. 3.2, we report a comprehensive comparison with dif-
ferent numerical methods for many local properties on
varying all model parameters. In Sec. 3.3, we discuss the
bands and their single and double occupancy in order to
deeper characterize the proposed approximation scheme.
In Sec. 3.4, we report spin, charge and pair correlation
functions and analyze their behavior as function of fill-
ing and on-site Coulomb repulsion. Finally, in Sec. 4, we
draw the conclusions and present a possible outlook. In
App. A, we describe in detail the operatorial-projection
scheme used to get correlation functions of fields not be-
longing to the chosen operatorial basis.
2. MODEL AND METHODS
2.1. Hamiltonian
The Hamiltonian of the original (single-band,
nearest-neighbor-hopping, on-site-Coulomb-repulsion)
two-dimensional Hubbard model reads as
H = −4t
∑
i
c† (i) · cα (i) +U
∑
i
n↑ (i)n↓ (i)−µ
∑
i
n (i)
(2.1)
where
c (i) =
(
c↑ (i)
c↓ (i)
)
(2.2)
is the electronic field operator in spinorial notation and
Heisenberg picture (i = (i, ti)). · and ⊗ stand for the
inner (scalar) and the outer products, respectively, in
spin space. Hereafter, all composite fermionic-like opera-
tors (i.e. composed of an odd number of original elec-
tronic operators) are written in spinorial notation, as
well as all composite bosonic-like operators (i.e. com-
posed of an even number of original electronic operators)
are scalars in the same notation. i = Ri = (ix, iy) is
a vector of the two-dimensional square Bravais lattice,
nσ (i) = c
†
σ (i) cσ (i) is the particle density operator for
spin σ at site i, n (i) =
∑
σ nσ (i) = c
† (i) · c (i) is the
total particle density operator at site i, µ is the chemical
potential, t is the hopping integral and the energy unit
hereafter, U is the Coulomb on-site repulsion and αij is
the projector on the nearest-neighbor sites
αij =
1
N
∑
k
eik·(Ri−Rj)α (k) (2.3)
α (k) =
1
2
[cos (kxa) + cos (kya)] (2.4)
3where k runs over the first Brillouin zone, N is the num-
ber of lattice sites and a is the lattice constant, which will
be set to one for the sake of simplicity. For any operator
Φ (i), we use the notation Φκ (i) =
∑
j κijΦ (j, ti) where
κij can be any function of the two sites i and j and, in
particular, a projector over the cubic harmonics of the
lattice: e.g. cα (i) =
∑
j αijc (j, ti).
2.2. Basis and equations of motion
Following COM prescription88,89, we have chosen a ba-
sic field and, in particular, we have selected the following
composite triplet field operator
ψ (i) =
ψ1 (i)ψ2 (i)
ψ3 (i)
 =
 ξ (i)η (i)
cs (i)
 (2.5)
where η (i) = n (i) c (i) and ξ (i) = c (i) − η (i) are
the Hubbard operators describing the electronic (charge)
transitions with filling variation per site 2 → 1 and
1 → 0, respectively. They will give rise to the upper
(UHB) and the lower (LHB) Hubbard subbands. This
choice is guided by88,89: (i) the hierarchy of the equa-
tions of motion106, and (ii) by the fact that ξ(i) and η(i)
are eigenoperators107 of the interacting (U) term of the
Hamiltonian (2.1). The fields ξ(i) and η(i) satisfy the
following equations of motion
i
∂
∂t
ξ (i) = −µξ (i)− 4tcα (i)− 4tpi (i) (2.6)
i
∂
∂t
η (i) = (U − µ) η (i) + 4tpi (i) (2.7)
where the higher-order composite field pi (i) is defined as
pi (i) =
1
2
nµ(i)σ
µ · cα (i) + c†α (i) · c (i)⊗ c (i) (2.8)
and nµ (i) = c† (i) · σµ · c (i) is the charge- (µ = 0) and
spin- (µ = 1, 2, 3 = k) density operator, σµ = (1, ~σ),
σµ = (−1, ~σ), σk with (k = 1, 2, 3) are the Pauli matrices.
The third operator in the basis, cs (i), is chosen propor-
tional to the spin component of pi (i): cs (i) = nk (i)σk ·
cα (i). Accordingly, we define p¯i (i) = pi (i) − 12cs (i).
The possibility to choose cs (i), or any other operator we
would consider more appropriate, instead of pi(i), which
naturally emerges from the hierarchy of the equations of
motion (2.6) and (2.7), is a very relevant and qualifying
feature of the COM88,89. This feature makes the COM
much more flexible and effective of many other analytical
approximation techniques based on equations of motion.
In particular, the use of cs (i) instead of pi (i) will lead
to a great simplification in the calculations without los-
ing, actually highlighting, the most relevant physics. In
fact, we do expect spin fluctuations to be the most rele-
vant fluctuations, compared to charge and pair ones, in
determining the fundamental response and the impor-
tant features of the system under analysis. We will see
that this assumption is definitely valid in the parameter
regime where the electronic correlations are expected to
be very strong: large U , small doping δ = 1− n and low
temperature T . In absence of correlations, or for the very
weak ones, no type of fluctuations is relevant.
The field cs (i) satisfies the following equation of mo-
tion
i
∂
∂t
cs (i) = −µcs (i) + 4tκs (i) + Uηs (i) (2.9)
where
κs (i) =
(
cα† (i) · σk · c (i)− c† (i) · σk · cα (i)
)
σk · cα (i)
− nk (i)σk · cα2 (i) (2.10)
ηs (i) = nk (i)σk · ηα (i) (2.11)
2.3. Current projection
It is always possible to rewrite the vectorial108 current
J (i) = i ∂∂tψ (i) = [ψ (i) , H] of the basis ψ(i) as
J (i) =
∑
j
ε (i, j)ψ (j, t) + δJ (i) (2.12)
where the first term represents the projection of the
current J (i) on the basis ψ (i). The proportionality
matricial109 function ε (i, j) is named energy matrix: it
resembles the eigenenergy for an eigenoperator of the
whole Hamiltonian107 and it is its best approximation
for an operator that is not an eigenoperator. ε (i, j) can
be computed by means of the equation〈{
δJ (i, t) , ψ† (j, t)
}〉
= 0 (2.13)
where 〈· · · 〉 stands for the thermal average taken in the
grand-canonical ensemble. The constraint (2.13) assures
that the residual current δJ (i) retains/describes only the
physics orthogonal to the one described by the chosen
basis ψ (i). The constraint (2.13) gives
ε(k) = m(k)I−1(k) (2.14)
where
ε (i, j) =
1
N
∑
k
eik·(Ri−Rj)ε (k) (2.15)
and after having defined the normalization matrix109
I (i, j) =
〈{
ψ (i, t) , ψ† (j, t)
}〉
=
1
N
∑
k
eik·(Ri−Rj)I (k)
(2.16)
and the m-matrix109
m (i, j) =
〈{
J (i, t) , ψ† (j, t)
}〉
=
1
N
∑
k
eik·(Ri−Rj)m (k) (2.17)
4Since ψ (i) is made up of composite operators, the nor-
malization matrix I (k) is not the identity matrix as it
happens for the original electronic field operator. I (k)
defines the spectral content of the excitations, as a func-
tion of the momentum k, across the band dispersion. In
fact, COM88,89 has the advantage of easily and expres-
sively describing crossover phenomena through the trans-
fer of weight among composite operators.
Hereafter, we will use the very convenient nota-
tion Iφϕ (i, j) =
〈{
φ (i, t) , ϕ† (j, t)
}〉
, which generalizes
the definition of the normalization matrix (I (i, j) =
Iψψ (i, j)) and of the m-matrix (m (i, j) = IJψ (i, j)) and
provide the operator space of a scalar product.
2.4. Green’s functions
By using the decomposition of the source (2.12) and
neglecting the residual current δJ(i), that is, working
in the framework of a (three-)pole approximation, the
retarded thermodynamic matricial109 Green’s functions
G (i, j) =
〈R [ψ (i)ψ† (j)]〉 = θ (ti − tj) 〈{ψ (i) , ψ† (j)}〉
(2.18)
satisfies the equation(
i
∂
∂ti
− ε (−i∇i)
)
G (i, j) = iδ (ti − tj) I (i, j) (2.19)
By introducing the Fourier transform Fkω [· · · ]
G (i, j) = Fkω [G (k, ω)] (2.20)
=
1
N
∑
k
i
2pi
ˆ
dωeik·(Ri−Rj)−iω(ti−tj)G (k, ω)
(2.21)
the equation (2.19) can be exactly solved in the
frequency-momentum space and gives
G (k, ω) =
1
ω − ε (k) + iδ I (k) =
3∑
m=1
σ(m) (k)
ω − Em (k) + iδ
(2.22)
where Em (k) are the eigenvalues of the energy matrix
ε(k) and, as poles of the Green’s function, serve as
main excitation bands of the system. σ(m) (k) are the
matricial109 spectral density weights per band and can
be computed as
σ
(m)
ab (k) =
3∑
c=1
Ωam (k) Ω
−1
mc (k) Icb (k) (2.23)
where the matrix Ω (k) contains the eigenvectors of ε (k)
as columns. In the paramagnetic phase, to which we will
focus our current analysis, the diagonal terms in spin
space of all matrices involved in the calculation (ε, I, m,
G, σ, C, . . .) are identical as well as all off-diagonal terms
in spin space of the same matrices are zero. Accordingly,
the spin index has been neglected everywhere as both
spin projections give the same result. This holds true for
the energy bands Em too.
The electronic Green’s function Gcc (i, j) =〈R [c (i) c† (j)]〉 = Fkω [Gcc (k, ω)] is given by
Gcc (k, ω) =
2∑
a,b=1
3∑
m=1
σ
(m)
ab (k)
ω − Em (k) + iδ (2.24)
and depicts a scenario with three (m = 1, 2, 3) quasi-
particles with infinite lifetimes. Their dispersions
(Em (k)) and weights (Zm (k) =
∑2
ab=1 σ
(m)
ab (k)) com-
bine to give an electronic self-energy with a two-pole
structure. Such a polar structure, although leading to
an electronic self-energy with a trivial imaginary part,
allows to describe the opening of gaps and the transfer
(the complete loss) of spectral weights between (within)
regions in momentum as efficiently as a full-fledge com-
plex self-energy.
After equation (2.23), it is obvious that the following
sum rule holds
3∑
m=1
σ
(m)
ab (k) = Iab (k) (2.25)
The correlation functions of the fields of the basis
Cab (i, j) = 〈ψa (i)ψ†b (j)〉 can be easily determined in
terms of the Green’s function by means of the spectral
theorem and their Fourier transforms have the general
expression
Cab (k, ω) = 2pi
3∑
m=1
C
(m)
ab (k) δ (ω − Em (k)) (2.26)
C
(m)
ab (k) = [1− fF (Em (k))]σ(m)ab (k) (2.27)
where fF (ω) =
(
e
ω
kBT + 1
)−1
is the Fermi function and
C
(m)
ab (k) is the band component per momentum of the
corresponding same-time correlation function Cab (k) =
3∑
m=1
C
(m)
ab (k). It is worth noting that the complemen-
tary correlation function C˜ab (i, j) = 〈ψ†a (i)ψb (j)〉 can
be easily obtained by means of the very same ingredients
(Em (k) and σ(m) (k)) as
C˜ab (k, ω) = 2pi
3∑
m=1
C˜
(m)
ab (k) δ (ω − Em (k)) (2.28)
C˜
(m)
ab (k) = fF (Em (k))σ
(m)
ab (k) (2.29)
C˜ab (k) =
3∑
m=1
C˜
(m)
ab (k) (2.30)
and that the following very useful relations hold
σ
(m)
ab (k) = C˜
(m)
ab (k) + C
(m)
ab (k) (2.31)
Iab (k) = C˜ab (k) + Cab (k) (2.32)
52.5. Normalization I matrix
The normalization I (k) matrix has the following sym-
metric structure by construction
I (k) =
 I11 (k) I12 (k) I13 (k)I12 (k) I22 (k) I23 (k)
I13 (k) I23 (k) I33 (k)
 (2.33)
In a paramagnetic and homogeneous system, to which
we will focus our current analysis, its entries have the
following expressions
I11 (k) = I11 = 1− n
2
(2.34)
I12 (k) = 0 (2.35)
I13 (k) = 3C
α
ξc +
3
2
α (k)χαs (2.36)
I22 (k) = I22 =
n
2
(2.37)
I23 (k) = 3C
α
ηc −
3
2
α (k)χαs (2.38)
I33 (k) = 4C
α
csc +
3
2
Cηη + 3α (k)
(
fs +
1
4
Cαcc
)
+
3
2
β (k)χβs +
3
4
η (k)χηs (2.39)
where n = 〈n (i)〉 is the filling, χκs = 13 〈nκk (i)nk (i)〉 is the
spin-spin correlation function at distances determined by
the projector κ and fs = 13
〈
c† (i) · σk · cα (i)nαk (i)
〉
is
a higher-order (up to three different sites are involved)
spin-spin correlation function. We have also introduced
the following definitions, which is based on those re-
lated to the correlation functions of the fields of the basis
(2.26): Cφϕ =
〈
φσ (i)ϕ
†
σ (i)
〉
and Cκφϕ =
〈
φκσ (i)ϕ
†
σ (i)
〉
,
where no summation over sigma is intended. β (k) and
η (k) are the projectors onto the second-nearest-neighbor
sites along the main diagonals and the main axes of the
lattice, respectively.
2.6. m-matrix
The m (k) matrix has the following symmetric struc-
ture by construction
m (k) =
 m11 (k) m12 (k) m13 (k)m12 (k) m22 (k) m23 (k)
m13 (k) m23 (k) m33 (k)
 (2.40)
In a paramagnetic and homogeneous system, its entries
have the following expressions
m11 (k) = −µI11 − 4t [∆ + (p+ I11 − I22)α (k)] (2.41)
m12 (k) = 4t [∆ + (p− I22)α (k)] (2.42)
m13 (k) = − (µ+ 4tα (k)) I13 (k)− 4tα (k) I23 (k)
− 2tI33 (k)− 4tIp¯ics (k) (2.43)
m22 (k) = (U − µ) I22 − 4t [∆ + pα (k)] (2.44)
m23 (k) = (U − µ) I23 (k) + 2tI33 (k) + 4tIp¯ics (k) (2.45)
m33 (k) = −µI33 (k) + 2dtIκsc†s (k) + UIηsc†s (k) (2.46)
where ∆ = Cαξξ − Cαηη is the difference between up-
per and lower intra-Hubbard-subband contributions to
the kinetic energy and p = 14 (χ
α
0 + 3χ
α
s ) − χαp is
a combination of the nearest-neighbor charge-charge
χα0 = 〈nα (i)n (i)〉, spin-spin χαs and pair-pair χαp =〈
[c↑ (i) c↓ (i)]
α
c†↓ (i) c
†
↑ (i)
〉
correlation functions. It is
easy to verify that Ip¯ics (k) = α (k) Iαp¯ics , that is, it does
not contain any same-site term and does not extend fur-
ther than nearest-neighbors.
2.7. Self-consistency and Algebra constraints
We can avoid cumbersome and somewhat meaningless
- see in the following - calculations by restricting Iκsc†s (k)
and Iηsc†s (k) to just the local and the nearest-neighbor
terms
m33 (k) ∼= −µI33 (k) + m¯033 + α (k) m¯α33 (2.47)
and by using a couple of Algebra constraints88,89 to com-
pute m¯033 and m¯α33. As a matter of fact, given the very
complicated expressions of the composite fields involved
(cs, κs and ηs), the explicit calculations of Iκsc†s (k) and
Iηsc†s (k) - not reported for the sake of brevity - lead to
the appearance of many unknown higher-order correla-
tion functions. These latter are: (i) not connected to
the chosen basis: not computable in terms of correlation
functions of the basis (2.26), (ii) not present anywhere
else in the calculations: no feedback is established to
and/or from other terms, and (iii) anyway determining
uniquely the values of the cubic harmonics of m33 (k):
fixing their values by any auxiliary approximate method
will be equivalent to fix the values of the cubic harmonics
of m33 (k). Accordingly, we have chosen to fix m¯033 and
m¯α33 directly and discard higher-order cubic harmonics
taking into account the number of Algebra constraints at
our disposal (see in the following). The very same rea-
soning have led us to fix Iαp¯ics in the very same manner.
Moreover, given the overall choice of cutting harmonics
higher than the nearest-neighbor ones, for the sake of con-
sistency, we also neglected the β (k) and η (k) terms in
I33 (k). We checked that this latter simplification does
not lead to any appreciable difference: within the ex-
plored paramagnetic solution, χβs and χηs have not very
6significative values. Finally, it is worth noting that the
energy matrix ε(k) contains the inverse of the normaliza-
tion matrix I (k). This occurrence implies that, although
one would neglect higher harmonics in the normalization
matrix I (k) and in the m (k) matrix, the energy matrix
ε(k) could anyway contain components at all harmon-
ics. At least, if the normalization matrix I (k) is not
restricted just to the same-site term.
It is also worth emphasizing that, although it is al-
ways possible to use approximate methods to estimate
unknown correlators, a systematic use of this latter ap-
proach might induce uncontrolled effects on the self-
consistent scheme that could be hard to estimate by a
posteriori analysis. In this context, Algebra Constraints
offer a very reliable way to fix unknown correlators as
they allow the system to adjust its internal parameters in
order to satisfy algebraic relations or symmetry require-
ments which are valid for any coupling and any value of
the external parameters.
By checking systematically all operatorial relations ex-
isting among the fields of the basis, we can recognize the
following Algebra Constraints
Cξξ = 1− n+D (2.48)
Cηη =
n
2
−D (2.49)
Cξη = 0 (2.50)
Cξcs = 3C
α
ξc (2.51)
Cηcs = 0 (2.52)
where D = 〈n↑ (i)n↓ (i)〉 is the double occupancy. These
relations lead to the following very relevant ones
n = 2 (1− Cξξ − Cηη) = 2
(
C˜ξξ + C˜ηη
)
(2.53)
D = 1− Cξξ − 2Cηη = C˜ηη (2.54)
On the other hand, we can compute χα0 , χαs , χαp
and fs by operatorial projection (see Appendix A),
which is equivalent to the well-established one-loop
approximation88,89 for same-time correlations functions
χα0 ≈ n2 − 2
I11
(
Cαcη
)2
+ I22
(
Cαcξ
)2
Cηη
(2.55)
χαs ≈ −2
I11
(
Cαcη
)2
+ I22
(
Cαcξ
)2
2I11I22 − Cηη (2.56)
χαp ≈
CαcξC
α
ηc
Cηη
(2.57)
fs ≈ −1
2
Cαcξ −
3
4
χαs
(
Cαcξ
I11
− C
α
cη
I22
)
− 2C
α
cξ
I11
(
Cα
2
cξ −
1
4
Ccξ
)
− 2C
α
cη
I22
(
Cα
2
cη −
1
4
Ccη
)
(2.58)
As a matter of fact, the energy matrix ε(k) =
m(k)I−1(k) is assured to have real eigenvalues if the nor-
malization matrix I (k) is semi-positive110. This math-
ematical requirement corresponds to the physical inter-
pretation of the eigenvalues of the normalization matrix
I (k) as spectral weights of the orthogonal, according
to the defined scalar product in the operatorial space,
quasi-particles describing the system under analysis in
the given polar approximation. Then, the presence of χαs
and fs in the normalization matrix I (k) imposes a special
care in evaluating their values and, in particular, in keep-
ing them within their physical bounds (−1 ≤ χαs , fs ≤ 13 ).
Any minimal diversion could lead to a negative eigenvalue
in the normalization matrix I (k) that is both difficult to
explain physically and hard to sustain mathematically: it
can easily lead to complex eigenvalues in the energy ma-
trix ε(k). Accordingly, we have decided to avoid using
Algebra Constraints to fix them, and to fix χα0 and χαp
for the sake of consistency. Algebra Constraints, in the
attempt to preserve the operatorial relations they stem
from, can lead to values of the unknowns slightly off their
physical bounds in the spirit of using them as mere pa-
rameters to achieve the ultimate task of satisfying the
operatorial algebra at the level of averages.
Summarizing, we can fix the unknowns Iαp¯ics , m¯
0
33, m¯α33,
µ, χα0 , χαs , χαp and fs through the set of equations (2.50),
(2.51), (2.52), (2.53), (2.55), (2.56), (2.57) and (2.58).
3. RESULTS
3.1. Characterization within n-pole framework
In Fig. 1 (top panel), we report the behavior of the
parameter p as a function of the filling n for U = 1, 2,
4 and T = 1/6. We subtracted the core, non-fluctuating,
term 14n
2 of the charge-charge correlation component of
p, 14χ
α
0 , in order to be able to better appreciate the ef-
fective intensity of the charge, spin and pair fluctuations.
The relevance of this parameter, taking into account that
we will discuss charge, spin and pair fluctuations in de-
tail in Sec. 3.4, is strictly related to its predominant role
in the characterization of the n-pole solutions available
in the literature. Within Hubbard I solution, its value is
approximated to just 14n
2, which corresponds to a con-
stant value 0 in Fig. 1 (top panel): no charge, spin or
pair fluctuations are taken into account. The two (p > 0
and p < 0) two-pole COM(2p) solutions88,89 are named
after the sign of p as this latter completely controls the
shape of the two Hubbard subbands (see in the following)
and, consequently, the whole physical scenario underly-
ing the dynamics of the system. The three-pole solution
COM(3p) described in the previous section is character-
ized by a negative sign of p− 14n2 and by a value of this
latter very similar to the one that is possible to find by
means of the Roth method47, which is actually based on
the very same formulas (2.55), (2.56) and (2.57). Al-
though Roth uses the same formulas, the value of p and,
in particular, its behavior differs quite much in the most
relevant region of filling where the effect of spin fluctua-
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Figure 1: (top) Parameter p, diminished of the core term 1
4
n2
of its charge-charge correlation component 1
4
χα0 , and (bot-
tom) parameter ∆ as functions of the filling n at U = 1
(dashed lines), 2 (dotted lines) and 4 (solid lines) and T = 1/6
for COM(3p) (black lines), COM(2p,p > 0) (red lines) and
COM(2p,p < 0) (blue lines). Roth solution47 for U = 4 (dot-
dashed green line) is also reported.
tions are expected to be more pronounced. The presence
of a third field in the basis (cs) changes significantly the
values of the correlation functions of the basis and, conse-
quently, those of charge, spin and pair fluctuations. The
negative sign of p− 14n2 in COM(3p) is a clear indication
of the predominance of spin fluctuations, although with
an intensity less pronounced than in COM(2p, p < 0).
Actually, the presence of a minimum (maximum of fluc-
tuation intensity) at a filling significantly lower than 1
and decreasing with increasing U in COM(2p, p < 0) is
difficult to explain as well as the so large positive value of
p in COM(2p, p > 0). As a matter of fact, in COM(2p)
solutions, the parameter p is fixed by an Algebra con-
straint (C12 = 0) and has lost its physical interpretation
inherent to its definition. Its value is just the one nec-
essary to achieve the fulfillment of the Pauli principle at
the one-site level (i.e. n2σ (i) = nσ (i)) that is so rele-
vant to describe correctly the spin fluctuations and, con-
sequently, catch the virtual processes between nearest-
neighbor sites (i.e. the scale of energy of J = 4t2/U). In
COM(3p), p − 14n2 has just the expected behavior: it
smoothly (with respect to Roth, for instance) increases
its negative value on reducing doping.
In Fig. 1 (bottom panel), we report the behavior of the
parameter ∆ as a function of the filling n for U = 1, 2,
4 and T = 1/6. The way to fix this parameter, together
with the one used for the parameter p, and their result-
ing values permit to characterize completely all 2-pole
solutions present in the literature. Chemical potential µ,
the third parameter appearing in any 2-pole treatment,
is always fixed by means of the same equation (2.53) al-
though its value and overall behavior greatly changes ac-
cording to what is used for p and ∆ (see in the following).
Within Hubbard I solution, the value of ∆ is approxi-
mated to just 0: no difference between the kinetic energy
contributions of the two Hubbard subbands is taken into
account. While the difference between COM solutions
as regards this parameter is not so apparent contrarily
to what happens for the parameter p, it is evident that
Roth solution for this parameter reports a behavior quite
peculiar. Such a behavior pairs with the one of the pa-
rameter p and both cannot be easily explained and are
not expected (kinks, changes of concavity, more minima
and maxima).
3.2. Local properties and comparison with
numerical results
In Fig. 2, we report the behavior of the scaled chemical
potential µ−U/2 and of the double occupancy D as func-
tions of the filling n for U = 1, 2 and 4 and T = 1/6. It
is evident the very good agreement for all values of U re-
ported in the whole range of filling n between COM(3p)
and the 12× 12-site qMC111 and 2-site DCA112 numeri-
cal data. The DCA data for the chemical potential show
an apparent change of concavity in proximity of half fill-
ing between U = 1, 2 and U = 4 (Fig. 2 (top row)) that
is correctly caught by COM(3p) and COM(2p, p > 0)
and not by COM(2p, p < 0), Hubbard I and Roth so-
lutions, which always present the same concavity. Roth
solution actually reports a rather evident region of ther-
modynamic instability, dµdn < 0, close to half filling. As a
matter of fact, U = 4 induces already quite strong elec-
tronic correlations, while U = 1, 2 do not: the chemical
potential gets ready to open a gap for higher values of U
and n = 1. COM(2p, p < 0), Hubbard I and Roth so-
lutions not only do not catch the change of concavity in
µ, placing themselves always on the strongly correlated
side, but they also report values of µ quite far from the
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Figure 2: Scaled chemical potential µ − U/2 (top row) and double occupancy D (bottom row) as functions of the filling n for
U = 1 (left column), 2 (central column) and 4 (right column) and T = 1/6 for COM(3p) (black lines), COM(2p,p > 0) (dashed
red line) and COM(2p,p < 0) (dotted blue line). COM results are compared with 12 × 12-site qMC111 and 2-site DCA112
numerical data (red and blue circles, respectively) as well as with the results of DMFT113 (dash-dotted purple line), Hubbard
I (dot-dashed green line) and Roth (dot-dot-dashed magenta line) methods (only at U = 4, right column). The thin black
dashed and dotted lines in central and right columns are COM(3p) results for U = 1 and U = 2, respectively.
numerical ones: their particle counting - actual effective
filling - is definitely far from the exact one. DMFT113 so-
lution does not catch the change of concavity for U = 4
either (it will change concavity only for larger values of
U), but it features values of µ very close to the numer-
ical ones in the whole range of filling n although not so
close as COM(3p) ones in proximity of half-filling, which
is the most interesting region. The change of correlation-
strength regime between U = 1, 2 and U = 4 is also quite
evident in the behavior of the double occupancy D (Fig.
2 (bottom row)). This latter moves from a parabolic-like
behavior somewhat resembling the non-interacting one
(n
2
4 ) at U = 1, 2 (Fig. 2 (bottom-left/central panels)) to
a more elaborated behavior presenting a continuos, but
well defined, change of slope on approaching half filling
at U = 4 (Fig. 2 (bottom-right panel)). Again, COM(3p)
correctly catches these features, while all other presented
solutions do not manage to achieve the same level of
agreement over the whole range of filling. Hubbard I and
Roth solutions report values of the D extremely far from
the numerical ones and always much smaller than these
latter, again confirming a tendency to an excess of cor-
relations present in such solutions. DMFT113 performs
extremely well, with respect to numerical data, at low-
intermediate values of filling, but at intermediate-high
ones features values of D larger than the numerical ones.
This is a clear evidence of a lack of correlations for this
value of U as shown also by the absence of a change in
the concavity of the chemical potential. COM(2p, p < 0)
performs really very well too at low-intermediate values
of filling, but on increasing U it shows an excess of cor-
relations close to half filling (it is actually insulating for
any finite value of U at half filling - see in the following).
COM(2p, p > 0) is in very good agreement with numer-
ical data for U = 1 over the whole range of filling, but
already for U = 2, and even more for U = 4, it is evident
a complete suppression of D at low values of the filling
as well as a small, but visible, discrepancy in the slope
close to half filling for U = 4. COM(3p) evidently has
(see Fig. 2 (bottom-central/right panels)) the capability
to correctly interpolate between the two COM(2p) solu-
tions sticking to COM(2p, p < 0) at low-intermediate
values of filling and even improving on COM(2p, p > 0)
at intermediate-high values of filling.
In Fig. 3, we report the behavior of the internal energy
per site E and of the chemical potential µ as functions
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Figure 3: Internal energy per site E (top) and chemical poten-
tial µ (bottom) as functions of the temperature T for various
values of the filling n (0.5÷0.95) at U = 4 for COM(3p) (solid
lines), 4×4-site Lanczos114 (various symbols except stars) and
2-site DCA112 (stars) numerical data.
of the temperature T for various values of the filling n
(0.5÷0.95) at U = 4. The internal energy per site E has
been computed as
E =
1
N
〈H〉+ µn = 8tCαcc + UD (3.1)
where Cαcc =
∑2
n,m=1 C
α
nm. Given the very good per-
formance already discussed as regards the double occu-
pancy, this can be seen as a check of the capability of
COM(3p) to describe correctly the kinetic energy and, in
general, the coherent transport as a function of the tem-
perature. As regards E (Fig. 3 (top panel)), the agree-
ment between COM(3p) and Lanczos114 is extremely
good at high temperatures, where the correlations are
weaker and Lanczos results are more reliable, and it is
still really very good at low temperatures, where, in par-
ticular for low doping, a consistent increase of the corre-
lations is expected. At any rate, the very small discrep-
ancies at low temperatures and small doping cannot be
attributed to COM(3p) as the analysis of the chemical
potential comparison will clarify. As regards the chemi-
cal potential µ (Fig. 3 (bottom panel)), at high temper-
atures the agreement between COM(3p) and Lanczos114
is again excellent, but at low temperatures and for small
enough doping the discrepancies between analytical and
numerical results are now very much evident and some-
what disturbing. Now, if we add on the same graph (Fig.
3 (bottom panel)) the values obtained for the reported
values of the filling by interpolating by means of cubic-
splines the related DCA results112 (T = 1/6 and U = 4)
from Fig. 2 (top row, right column), we clearly see that
DCA and Lanczos results agree very well only at high
dopings (where also COM(3p) agrees with Lanczos). At
low dopings, DCA results evidently differ from Lanczos
ones and falls almost exactly on the related COM(3p)
lines. It is well known that finite-temperature Lanczos
results at low temperatures are not so reliable (they are
the result of a high temperature expansion41). In this
specific case, they seem to indicate the presence of a clear
tendency towards a metal-insulator transition for values
of U definitely too small: the chemical potential bends
towards values significantly lower than U/2 for very small
doping. Such a behavior is in contrast with the more re-
liable - at least in this region of model-parameter space
- DCA results and with the rehabilitated COM(3p) ones,
which, instead, very well agrees for all values of filling and
shows no tendency towards an impending metal-insulator
transition.
In Fig. 4, we report the behavior of the double occu-
pancy D as a function of the on-site Coulomb repulsion
U for two values of the filling n (1 and 8/9) and four val-
ues of the temperature T (0, 1/16, 1/12 and 1/6). First of
all, it is worth noting that all reported COM solutions
exactly reproduce, by construction, both the U → 0 and
the U → ∞ limits. At half filling (Fig. 4 (top panel)),
COM(3p) results do not show any appreciable difference
between the two reported temperatures (T = 1/16 and
T = 1/6) while numerical data show some difference at
low values of U , where four sets are available at the same
time. At low values of U , COM(3p) results agree very
well with the 12 × 12-site qMC111, 2-site DCA112 and
24 × 24-site qMC116 data, which are definitely more re-
liable of the 4× 4-site qMC115 data because of both the
numerical method used (DCA) and the size of the clus-
ters involved (12 × 12 and 24 × 24). At intermediate-
high values of U , COM(3p) results agree quite well with
both 4 × 4-site qMC115 and 24 × 24-site qMC116 data,
which almost exactly coincide, and agree exactly with
both of them for the higher reported values of U . At
n = 8/9 (Fig. 4 (bottom panel)), the agreement between
COM(3p) and the 3
√
2 × 3√2-site Lanczos117 data is
quite good and improves more and more on increasing
U . On the other hand, the overlap of the reported nu-
merical data at half filling and at n = 8/9 already in the
intermediate range of values of U (we can expect it only
at sufficiently high values of U) is quite suspect and calls
for a revisiting by means of advanced numerical methods
applied to larger clusters. Comparing COM(3p) results
to COM(2p) ones, we immediately see that COM(3p)
overcomes both (i) the very pronounced kink character-
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Figure 4: Double occupancy D as a function of the on-site
Coulomb repulsion U for two values of the filling, n = 1 (top)
and n = 8/9 (bottom), and three values of the temperature T
(0, 1/16 and 1/6) for COM(3p) (black solid and magenta dashed
lines), COM(2p,p > 0) (red dashed line) and COM(2p,p < 0)
(blue dotted line). COM results are compared with 4 × 4-
site qMC115 (black square), 12 × 12-site qMC111 (green up-
triangle), 2-site DCA112 (blue down-triangle), 24 × 24-site
qMC116 (red circle in the upper panel) and 3
√
2 × 3√2-site
Lanczos117 (black circle in the lower panel) numerical data.
istic of COM(2p,p > 0), signaling the opening of the gap
at half-filling and the exit of the chemical potential from
the upper Hubbard band at n = 8/9, and (ii) the ex-
ceedingly small values of D at low and zero doping in
COM(2p,p < 0) already discussed before. The opening
of the gap at half-filling and the exit of the chemical po-
tential from the upper Hubbard band at finite doping are
strictly equivalent processes with respect to the double
occupancy D in COM(2p,p > 0) as the vast majority of
the contribution to D in COM(2p,p > 0) comes from the
upper Hubbard band - see in the following.
3.3. Single-particle properties
In Fig. 5, we report the energy bands Em (k) along the
principal directions of the first Brillouin zone (Γ = (0, 0)
→ X = (pi, 0) → M = (pi, pi) → S = (pi/2, pi/2) →
Γ = (0, 0)) for T = 0.5, U = 8 and three different val-
ues of the filling n = 0.75, 0.87 and 0.94. As regards
COM(3p), the thickness of each band is proportional to
the value of the corresponding electronic spectral den-
sity weight σ(m)cc (k) =
∑2
a,b=1 σ
(m)
ab (k). This latter cor-
responds to the component per band of the momentum
distribution function per spin n (k) at T = 0 for those
bands and momenta below the chemical potential. Such
a decoration shows the effective relevance of each energy
bands, momentum per momentum, with respect to ac-
tual occupation and possible hole/electron doping. For
all three reported values of the filling, COM(3p) results
are in very good agreement with qMC numerical data118
as regards the occupied part of the central band (CB).
It is worth noticing that this is the most reliable portion
of the numerical data as it is close to the chemical po-
tential and tracks the occupied true quasi-particle peak.
The lower band (or relic of a band) found by qMC is
known as shadow band and has very low intensity. An
intensity so low as not to allow a very precise determina-
tion of its position, given the very significative broaden-
ing of the corresponding peaks. At any rate, this struc-
ture is mimed by the LHB in COM(3p), which has a
not-negligible occupation right close to M point. On de-
creasing the doping, this correspondence becomes more
and more faithful up to be almost perfect, except for the
concavity, at the lower value of the doping (n = 0.94).
The portion of the numerical data closer to the chemi-
cal potential at the M point also has not very relevant
intensity, but it is important to describe the way the
system approaches the metal-insulator transition at half-
filling. Unfortunately, this portion of the numerical data
is completely missed by COM(3p) solution. This latter
also presents a finite occupation of the CB between the
two main numerical bands. We can easily recognize that
the upper numerical band (whose intensity is significa-
tive only close to M point) is very well mimed by the
UHB of COM(3p) close to Γ point and by the CB close
to M point. As well as for the numerical shadow band,
on decreasing the doping, the agreement becomes bet-
ter and better up to be really very good at the lower
value of the doping (n = 0.94) close to both Γ and M
points. It is worth reminding that qMC data are more
and more severely affected by the sign problem on in-
creasing doping: high doping results are less reliable and
have larger error bars. As regards the comparison of
COM(3p) solution with COM(2p) ones, it is evident the
great number and the high level of similarities with the
two COM(2p,p < 0) bands. These latter seem to inter-
polate somehow between the three COM(3p) bands. It
is worth noticing that although COM(2p,p < 0) bands
are really very close to the numerical data in proxim-
ity of both the Γ point (LHB) and the M point (UHB),
COM(3p) bands just lie behind the numerical points in
those regions. This clearly shows that the addition of the
third field has definitely improved the overall description
of the dynamics. COM(2p,p > 0) bands are simply too
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Figure 5: Energy bands Em (k) along the principal directions of the first Brillouin zone (Γ = (0, 0)→ X = (pi, 0)→ M = (pi, pi)
→ S = (pi/2, pi/2) → Γ = (0, 0)) for T = 0.5, U = 8 and three different values of the filling n = 0.75, 0.87 and 0.94 for
COM(3p) (variable-thickness black line), COM(2p,p > 0) (thin dashed blue line) and COM(2p,p < 0) (thin dotted green line).
As regards COM(3p), the thickness of each band is proportional to the value of the corresponding electronic spectral density
weight σ(m)cc (k) (see in the text). COM results are compared with qMC numerical data118 (red hollow circles).
different to make any kind of sensible comment.
In Fig. 6 (left and central columns), we report the
energy bands Em (k) along the principal directions of
the first Brillouin zone (Γ = (0, 0) → S = (pi/2, pi/2) →
M = (pi, pi) → X = (pi, 0) → Y = (0, pi) → Γ = (0, 0))
at T = 1/6, U = 4 and two different values of the fill-
ing n = 0.2 and n = 0.9. The thickness of each band
is proportional to the value of the corresponding elec-
tronic spectral density weight σ(m)cc (k) in the top row
and σ(m)22 (k) in the bottom row. After (2.53), (2.54),
(2.29) and (2.30), they are the component per band and
momentum of the filling n and of double occupancy D,
respectively, at T = 0 for those bands and momenta be-
low the chemical potential:
n =
3∑
m=1
n(m) =
3∑
m=1
[
1
N
∑
k
fF (Em (k))σ
(m)
cc (k)
]
(3.2)
D =
3∑
m=1
D(m) =
3∑
m=1
[
1
N
∑
k
fF (Em (k))σ
(m)
22 (k)
]
(3.3)
In Fig. 6 (right column), we report the band component
of the filling n(m) (top-right panel) and of the double
occupancy D(m) (bottom-right panel) as functions of the
filling n for the same values of temperature (T = 1/6) and
on-site Coulomb repulsion (U = 4).
At n = 0.2, we expect a significative reduction of the
correlations given that the average distance between par-
ticles is greater than 2 lattice spacings. For this filling, it
is evident that the bands collecting the vast majority of
the electronic occupancy (Fig. 6 (top-left panel)) are al-
most identical across all reported COM solutions. Look-
ing at n(m) (Fig. 6 (top-right panel)) for the same value
of filling, we immediately realize that actually COM(3p)
is characterized by a small, but finite, occupation of its
LHB, besides the occupation of its CB, which is the
band coinciding with the COM(2p) LHBs. This can
be understood in terms of the proximity of COM(3p)
LHB to the chemical potential at the M point. There,
COM(3p) LHB also features a maximum, that is, a very
high density of states (see in the following). Looking in-
stead at D(m) (Fig. 6 (bottom-right panel)) at n = 0.2
and cross checking with the σ(m)22 (k) spectral density
(Fig. 6 (bottom-left panel)), we can understand why
COM(2p,p > 0) features a vanishing double occupancy
at small fillings (see Fig. 2 (bottom-central/right pan-
els)). Double occupancy is negligible in COM(2p,p > 0)
LHB and all concentrated in the UHB that is all above
the chemical potential at small fillings. COM(2p,p < 0)
and COM(3p) LHBs instead contribute significatively to
the actual value of the double occupancy at all values
of the filling. They contribute almost identically at small
and large fillings and very much similarly at intermediate
fillings although the actual shape of the bands is quite
different away from the M point. As a matter of fact,
LHB is the only occupied band in COM(2p,p < 0) (Fig.
6 (top-right panel)) at all finite values of U (see in the fol-
lowing) and this is the reason why the double occupancy
is so small at intermediate and large fillings. Contrarily,
at large fillings, COM(3p) can count on the contribution
of its CB to the double occupancy, which is greatly en-
hanced by the proximity of the van Hove singularity to
the chemical potential. The composition of these two
contributions to the double occupancy (COM(3p) LHB
and CB ones) and their quite different behavior with fill-
ing (Fig. 6 (bottom-right panel)) can explain the evident
change of slope on approaching half filling (see Fig. 2
(bottom row, right column)).
At n = 0.9, we expect to be close to the apex of
intensity of the electronic correlations. For such a fill-
ing, the occupied (with respect to σ(m)cc (k): Fig. 6 (top-
central panel)) region in energy-momentum space across
the three COM solutions is instead quite different, al-
though some similarities can still be found. In particular,
as regards the regions close to the chemical potential at
the Γ point and along the main anti-diagonal (the X−Y
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Figure 6: Energy bands Em (k) along the principal directions of the first Brillouin zone (Γ = (0, 0) → S = (pi/2, pi/2) →
M = (pi, pi) → X = (pi, 0) → Y = (0, pi) → Γ = (0, 0)) at T = 1/6, U = 4 and two different values of the filling n = 0.2 (left
column) and n = 0.9 (central column) for COM(3p) (variable-thickness black line), COM(2p,p > 0) (variable-thickness red line)
and COM(2p,p < 0) (variable-thickness blue line). The thickness of each band is proportional to the value of the corresponding
electronic spectral density weight σ(m)cc (k) in the top row and to the value of the corresponding spectral density weight σ(m)22 (k)
in the bottom row. Band components of the filling n(m) (top-right) and of the double occupancy D(m) (bottom-right) as
functions of the filling n at T = 1/6 and U = 4 for COM(3p) (black lines: CB solid, LHB dashed), COM(2p,p > 0) (red lines:
UHB dotted, LHB dot-dashed) and COM(2p,p < 0) (blue dot-dot-dashed line).
line). The behavior of n(m) (Fig. 6 (top-right panel))
at n = 0.9 and, in general, at intermediate and large
fillings, clearly shows that COM(3p) CB, which was the
main actor at low fillings, tends to systematically lose
occupation in favor of the LHB. Close to half filling, this
latter eventually exceeds the former in occupation and
collects more and more of it on increasing U (not shown)
while the CB depletes on approaching the metal-insulator
transition. As regards COM(2p,p > 0) instead, UHB
plays a minor role all the way up to the metal-insulator
transition. It collects a small fraction of the electronic
occupation and only above a certain intermediate value
of the filling. Moving to the double occupancy D, it
is worth noticing that the interested regions in energy-
momentum space are quite different. COM(3p) receives
significant contributions from both the LHB, close to the
M point and along the main anti-diagonal (the X − Y
line), and the CB, along the main anti-diagonal (the
X−Y line). COM(2p,p < 0) only from the LHB close to
theM point. COM(2p,p > 0) almost only from the UHB
close to the Γ point. It is now clear why the behavior of
the double occupancy among the three COM solutions is
very similar (almost identical) at small fillings between
COM(3p) and COM(2p,p < 0) - it comes from particles
residing in the very same region in energy-momentum
space - and only accidentally similar between COM(3p)
and COM(2p,p > 0) at large fillings.
In Fig. 7 (top panels), we report the energy bands
Em (k) along the principal directions of the first Bril-
louin zone (Γ = (0, 0) → S = (pi/2, pi/2) → M = (pi, pi)
→ X = (pi, 0) → Y = (0, pi) → Γ = (0, 0)) at T ∼= 0,
U = 8 and two different values of the filling n = 1
and n = 0.9. The thickness of each band is propor-
tional to the value of the corresponding electronic spec-
tral density weight σ(m)cc (k). The corresponding density
of states, N (ω) = 1N
∑
k
{− 1pi= [Gcc (k, ω)]}, is also re-
ported. The latter depends on both the electronic spec-
tral weight, σ(m)cc (k), and the effective velocity in the
band m, vm (k) = ∇kEm (k),
N (ω) =
1
N
∑
k
∑
m
σ(m)cc (k) δ (ω − Em (k))
=
∑
p
∥∥∥vm (k(p)m (ω))∥∥∥−1 σ(m)cc (k(p)m (ω)) (3.4)
where k(p)m (ω) are the zeros of ω − Em (k) = 0.
At n = 1 (Fig. 7 (top-left panel)), COM(3p) CB is
pinned to the chemical potential along the main anti-
diagonal (the X − Y line). The corresponding van Hove
13
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Figure 7: (top) Energy bands Em (k) along the principal directions of the first Brillouin zone (Γ = (0, 0) → S = (pi/2, pi/2) →
M = (pi, pi) → X = (pi, 0) → Y = (0, pi) → Γ = (0, 0)) at T ∼= 0, U = 8 and two different values of the filling n = 1 (left) and
n = 0.9 (right) for COM(3p) (variable-thickness black line), COM(2p,p > 0) (variable-thickness red line) and COM(2p,p < 0)
(variable-thickness blue line). The thickness of each band is proportional to the value of the corresponding electronic spectral
density weight σ(m)cc (k). The corresponding densities of states N (ω) are reported using thick lines and shaded areas of the
same colors: thin dashed, dotted and dot-dashed lines marks the contributions of the various bands. (central-bottom) Energy
bands Em (k) along the principal directions of the first Brillouin zone (Γ = (0, 0) → S = (pi/2, pi/2) → M = (pi, pi) → X = (pi, 0)
→ Y = (0, pi) → Γ = (0, 0)) at T ∼= 0, U = 8 and two different values of the filling n = 1 (central) and n = 0.9 (bottom) for
COM(3p). The thickness of each band is proportional to the value of the corresponding spectral density weight (left) σ(m)11 (k),
(central) σ(m)22 (k) and (right) σ
(m)
33 (k).
singularity in the density of states lies exactly at the
Fermi level and the Luttinger theorem is satisfied. Three
is the minimal number of poles necessary to satisfy the
Luttinger theorem in the Hubbard model. The van Hove
peak at the chemical potential gets weaker and weaker on
increasing U (not shown), completely disappears only for
U → ∞, and its weight becomes almost negligible with
respect to that in the Hubbard subbands for values of U
as large as 12, which is the critical value for the metal-
insulator transition in COM(2p,p > 0). This signals an
absence of a net transition, but it also manifests a clear
tendency towards it.
This is the main drawback of having chosen as third
field cs that is not an eigenoperator of the interacting
term of the Hamiltonian (2.1) and, consequently, does
not interpret exactly the scale of energy of U . Choosing
the whole pi would not have solved this, obviously. The
introduction of cs as third field in the operatorial basis
improves enormously - up to making it practically exact
in many cases - the description of momentum-integrated
quantities. This clearly implies that the overall phys-
ical content of the chosen third field is exactly what
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was needed to definitely improve the two-pole solutions
through a better description of the nearest-neighbor spin-
spin correlations (i.e. of the energy scale of J = 4t2/U).
On the other hand, the analysis of COM(3p) bands shows
that the CB does not reflect correctly the energy scale of
U instead, at least as regards its central portion. On
increasing U , CB stretches out (not shown) keeping its
maximum (the M point) at about U/2 and its minimum
(the Γ point) at about −U/2, that is, within the UHB and
the LHB, respectively, while the spectral weight moves
rapidly from the central portion, pinned at the chemi-
cal potential, towards the extrema. The CB would like
to split in two - following its ξ and η components - and
open up a gap of the order U , but it never manages to
do so up to U →∞ because of its c-like component, that
is, of the component not resolved in U as in a mean-field
treatment of the model.
This is also shown by the spectral weight decoration,
according to the three fields of the basis, of COM(3p)
bands in Fig. 7 (central panel). It is worth reminding
that σ(m)33 (k) does not directly enter σ
(m)
cc (k), yet it is the
best measure of which regions in the energy-momentum
space are more affected by cs. On one hand, the presence
of cs in the basis allows to access those states missing in
the two-pole description and resulting in an almost exact
description of many relevant quantities. On the other
hand, the energy-momentum relation/position of some
of these states is simply wrong on the energy scale of U .
Integrating over momentum this is not so relevant, but
becomes evident resolving the bands of the system. As a
matter of fact, COM(3p) solution performs so well that is
worth analyzing it in detail in order to deeply understand
its relevant ingredients so to have an absolutely preferen-
tial starting point to improve upon it as regards just this
single issue. Along this line, it is very remarkable that
COM(3p) CB exactly coincide with COM(2p,p < 0) LHB
and UHB at the Γ and theM points, respectively, as well
as COM(3p) LHB and UHB are very close (just concav-
ity differs) to COM(2p,p < 0) LHB and UHB at the M
and the Γ points, respectively. It is rather evident that,
as regards the physics of the lower and upper Hubbard
bands, that is, the physics at the scale of energy of U ,
COM(3p) builds upon COM(2p,p < 0). COM(2p,p > 0)
simply describes a different physics and it is very diffi-
cult to compare the two solutions. Looking now at the
density of states, it is clear that COM(3p), as well as
COM(2p,p < 0), features peaks in the LHB and in the
UHB with the expected strong reduction of the band-
width from 8t to something of the order J according to
the reduced mobility of the electrons in a strongly corre-
lated almost-antiferromagnetic background. This is also
reflected by the very strong asymmetry, in shape and oc-
cupation, with respect to the main anti-diagonal in the
LHB and in the UHB.
At n = 0.9 (Fig. 7 (top-right panel)), it is evident that
COM(3p) CB is still almost pinned to the chemical po-
tential along the main anti-diagonal (the X−Y line); the
van Hove singularity lies little below the Fermi level. Ac-
cordingly, changing the filling in this region of low doping
(from n = 0.85 to n = 1) has mainly the effect to induce
a transfer of spectral weight between the bands and be-
tween their components in terms of fields of the basis, as
one would expect in a strongly correlated regime, rather
than shifting the chemical potential more or less rigidly
within the bands, as it could be expected at small fillings
and weak interactions. It is also evident, looking at the
density of states too, that the LHB has still a minor role
with respect to the CB, which collects the vast major-
ity of the occupied states, as also shown by the spectral
weight decoration of COM(3p) bands in Fig. 7 (bottom
panel). It is worth noting that the spin-spin correlations
are already present, but not yet so strong to determine
the reduction of the bandwidth in the energy-momentum
space region shared by CB and LHB. As well as at n = 1,
although less because of the lack of particle-hole symme-
try that is ruling the physics at half filling, COM(3p)
bands are quite close to COM(2p,p < 0) ones.
3.4. Charge, spin and pair correlation functions
In Fig. 8, we report the spin χαs , charge χα0 and pair
χαp nearest-neighbor correlation functions as functions of
filling n and on-site Coulomb repulsion U at T u 0 for dif-
ferent values of U (4, 8 and 12) and n (0.7, 0.8, 0.9 and 1),
respectively. Charge nearest-neighbor correlation func-
tion χα0 has been diminished of its core non-fluctuating
value n2 in order to put all three correlation functions on
the same fluctuation footing and make possible a direct
comparison of their values.
The first and more relevant consideration that can be
drawn looking at both panels at once regards the evident
and net predominance of the spin correlations over the
charge and pair ones in the relevant range of doping and
on-site Coulomb repulsion. This justifies a posteriori the
choice of cs as third field in the basis instead of pi or of
any other of its components (charge or pair).
Spin correlations monotonically increase with filling
reaching their maximum at half filling as expected. On
approaching half filling, an increasing on-site Coulomb
repulsion has two main competing effects. On one side,
one needs a value of U large enough to establish the per-
turbative virtual process at the basis of the appearance
of the scale of energy of J = 4t2/U. On the other side, J
is inversely proportional to U and can simply vanish for
high enough values of this latter or just become too small
to induce strong enough antiferromagnetic correlations
in presence of sufficiently high doping. This occurrence
has the obvious effect to frustrate the antiferromagnetic
order. Too high values of U tend to forbid the virtual
process and to favor a ferromagnetic order at half fill-
ing instead of an antiferromagnetic one. These facts can
explain the quite strange behavior at U = 12, already
somewhat visible at U = 8. Spin correlations are weaker
at U = 12 than at smaller values of U , in particular at
large-intermediate doping, then suddenly increase much
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Figure 8: Spin χαs (black lines), charge χα0 (red lines) and
pair χαp (blue lines) nearest-neighbor correlation functions as
functions of filling n (top) and on-site Coulomb repulsion U
(bottom) at T u 0 for different values of U ((solid lines) 4,
(dashed lines) 8 and (dotted lines) 12) and n ((solid lines) 0.7,
(dashed lines) 0.8, (dotted lines) 0.9 and (dot-dashed lines)
1), respectively. Charge nearest-neighbor correlation function
χα0 has been diminished of its core non-fluctuating value n2.
faster for small enough doping. At half filling, any not
exceedingly small value of J favors an antiferromagnetic
ordering. In order to reach a full understanding of the
reported results, it should be taken into account that we
are studying just the homogeneous paramagnetic phase
and no real ordering can be expected. Charge and pair
correlations feature a maximum around n = 0.5, where a
checkerboard charge order or a double-checkerboard pair
order could establish, and tend to vanish at half filling on
increasing the on-site Coulomb repulsion that quenches
all their fluctuations.
As a function of the on-site Coulomb repulsion U, χαs
presents a behavior that perfectly agrees with the previ-
ous explanation. For small increasing values of U , spin
correlations also increase following the systematic growth
of the number of single-occupied sites. For large increas-
ing values of U , spin correlations decrease following the
systematic reduction of J . In between, χαs crosses its
maximum at a critical value of U that depends on the
value of the filling and on the homogenous-paramagnetic
boundary conditions. In fact, we can expect a higher
critical value if true antiferromagnetic order would be al-
lowed. It can be inferred that, for small enough doping,
the spin correlations will turn positive (ferromagnetic)
for sufficiently high values of U . It is also evident that
half filling is quite special as the spin correlations remain
stronger and antiferromagnetic for much higher values of
U . Charge and pair correlations, instead, systematically
decrease on reducing the doping and increasing the on-
site Coulomb repulsion showing how their fluctuations
completely quench on approaching the metal-insulator
transition.
4. SUMMARY AND OUTLOOK
We have presented and analyzed in detail a three-pole
solution for the two-dimensional Hubbard model within
the Composite Operator method framework. The third
field, after the two Hubbard ones, has been chosen ac-
cording to the hierarchy of the equations of motion, but
picking up only the operatorial term related to spin cor-
relations/fluctuations in order to both simplify the cal-
culations and highlight the most relevant physics. It is
worth noticing that charge and pair operatorial terms
have been just projected on the basis chosen and not
simply neglected. This choice is justified and promoted,
a posteriori, by the very good results obtained in the re-
ported comprehensive comparison with the data obtained
by different numerical methods for momentum-integrated
quantities (e.g. local properties) as functions of all model
parameters (filling, on-site Coulomb repulsion and tem-
perature) as well as for the energy bands of the system.
Spin correlations, as expected, are also shown to be the
most relevant in intensity and the richest in features so to
self-consistently validate the basis choice. The proposed
solution has shown to be able to catch many relevant fea-
tures of the numerical data: the crossover between weak
and intermediate-strong correlations on varying both fill-
ing and on-site Coulomb repulsion, the way to approach
the Mott-Hubbard metal-insulator transition, the pres-
ence and energy position of shadow bands, and the ex-
act shape of the occupied portion of the dispersion. A
comprehensive comparison with other two-pole solutions
has been also reported in order to better understand the
ultimate reasons of the very successful comparison with
the numerical data and to characterize the proposed so-
lution within the n-pole framework. On one hand, it
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is evident that the physical content of the chosen third
field is driving all improvements and seems exhaustive
as regards many relevant properties of the system under
analysis so to grant the right for, actually to call for the
need of, a comprehensive analysis to this solution. On
the other hand, it is also clear that the shape/behavior
of the energy-momentum dispersion close to the chemical
potential at half filling dictated by the actual choice of the
third field suffers from this latter not being an eigenop-
erator of the interacting term of the Hamiltonian. The
field has the right momentum-integrated physical con-
tent, but not the exact momentum-resolved one. This
can definitely be improved with some efforts in reconsid-
ering the algebra of the operatorial fields involved and
we are actually working on this. At any rate, this solu-
tion performs already very well as regards many of the
relevant properties of the analyzed model.
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Appendix A: Operatorial Projection
Any field operator φ (i) can be projected on a set
of fields operators {ψm (i)} featuring Iψmψp (i, j) =
δmpδijIψmψm (e.g. {ξ (i) , η (i)}) through the following
relation
φ (i) ∼=
∑
m
∑
j
Iφψm (i, j)
Iψmψm
ψm (j, t) (A1)
We can rewrite χαs and fs as follows (we extracted first
the component of fs involving only two sites: − 12Cαcξ)
χαs = −
1
3
Tr
〈
φs (i)⊗ c† (i)
〉
(A2)
fs = −1
2
Cαcξ −
1
6
Tr
〈
φs (i)⊗ c†α(β) (i)
〉
− 1
12
Tr
〈
φs (i)⊗ c†α(η) (i)
〉
(A3)
where φs (i) = nαk (i)σk · c (i). (%α (i)⊗)ϕα(β) (i) and
(%α (i)⊗)ϕα(η) (i) stand for an operator ϕ sited on a site
that is nearest-neigbor (α) of site i and second-nearest-
neighbor (β and η, respectively) of the actual site where
the operator % is sited (e.g. %α (i)⊗ϕα(β) (i) : % (i± xˆ)⊗
ϕ (i± yˆ), %α (i)⊗ ϕα(η) (i) : % (i± xˆ)⊗ ϕ (i∓ xˆ)).
Choosing {ξ (i) , η (i)} as set of fields operators
{ψm (i)}, we have the following relevant relations
Iφsξ (i, j) =
3
2
δijχ
α
s + 3αijC
α
cξ (A4)
Iφsη (i, j) = −
3
2
δijχ
α
s + 3αijC
α
cη (A5)
Accordingly, we have the following projection for the field
φs (i)
φs (i) ∼= 3
2
χαs
I11
ξ (i)− 3
2
χαs
I22
η (i) + 3
Cαcξ
I11
ξα (i) + 3
Cαcη
I22
ηα (i)
(A6)
that leads to the following closed relation for χαs (leading
to (2.56))
χαs
∼= −χ
α
s
I11
Cξξ +
χαs
I22
Cηη − 2
Cαcξ
I11
Cαcξ − 2
Cαcη
I22
Cαcη (A7)
and to the expression of fs in the main text (2.58). To
get this latter, we used the geometrical relation Cα
2
φψ =
1
4Cφψ +
1
2C
β
φψ +
1
4C
η
φψ.
In the very same way, we can rewrite χα0 as follows
χα0 = 2n− Tr
〈
φ0 (i)⊗ c† (i)
〉
(A8)
where φ0 (i) = nα (i) c (i). Using the very same set of
fields operators, we have the following relevant relations
Iφ0ξ (i, j) = δij
(
n− 1
2
χα0
)
+ αijC
α
cξ (A9)
Iφ0η (i, j) =
1
2
δijχ
α
0 + αijC
α
cη (A10)
Accordingly, we have the following projection for the field
φ0 (i)
φ0 (i) ∼=
n− 12χα0
I11
ξ (i)+
1
2
χα0
I22
η (i)+
Cαcξ
I11
ξα (i)+
Cαcη
I22
ηα (i)
(A11)
that leads to the following closed relation for χα0 (leading
to (2.55))
χα0
∼= 2n− 2n− χ
α
0
I11
Cξξ − χ
α
0
I22
Cηη − 2
Cαcξ
I11
Cαcξ − 2
Cαcη
I22
Cαcη
(A12)
Once more, we can rewrite χαp as follows
χαp =
〈
φp (i) c
†
↑ (i)
〉
(A13)
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where φp (i) = [c↑ (i) c↓ (i)]
α
c†↓ (i). Using the very same
set of fields operators, we have the following relevant re-
lations
Iφpξ (i, j) = δijχ
α
p + αijC
α
cη (A14)
Iφpη (i, j) = −δijχαp + αijCαcξ (A15)
Accordingly, we have the following projection for the field
φp0 (i)
φp (i) ∼=
χαp
I11
ξ (i)− χ
α
p
I22
η (i)+
Cαcη
I11
ξα (i)+
Cαcξ
I22
ηα (i) (A16)
that leads to the following closed relation for χαp (leading
to (2.57))
χαp
∼= χ
α
p
I11
Cξξ −
χαp
I22
Cηη +
Cαcη
I11
Cαcξ +
Cαcξ
I22
Cαcη (A17)
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