ABSTRACT In its analysis of data it collected in 2006, the Programme for International Student Assessment (PISA) survey by the Organisation for Economic Co-operation and Development (OECD) used a variety of statistical methods to arrive at the 'key findings' that school autonomy, school competition and the public posting of student achievement data were associated with higher student performance. The application of one of the methods PISA used -cross-country correlations -to a wider group of school organisation policies found that the consequential accountability measures of using student achievement data to evaluate teachers and allocate resources to schools were associated with worse student performance. PISA applied the cross-country correlation method more consistently to its 2009 data but did not include in its analysis the relationship between using student achievement data to evaluate teachers and student performance. Secondary analysis revealed significant negative relationships between the two. This selective use of data over 2006 to 2009 raises questions about the objectivity of the OECD and PISA and bolsters the views of critics who believe that PISA actively favours convergence around certain schooling policies.
Introduction
In the polarised debates over education policy in many countries, evidence is highly valued. The triennial Programme for International Student Assessment (PISA) of the Organisation for Economic Co-operation and Development (OECD) is widely considered to provide high-quality evidence-based research and policy advice. Its scoring and ranking of how countries perform on its test attract interest around the world, and policy recommendations arising from PISA's analysis of the data it collects carry great weight.
The growth in large national and international education data-gathering exercises such as PISA invites secondary analysis. This can result in original research using existing data sets. Secondary analysis can also be used to apply scrutiny to existing research, as in this study.
Employing high levels of technical expertise with a large budget and staff, and publishing many volumes of detailed analysis, PISA has great influence within the increasingly globalised processes that determine schooling policies. Key to PISA's credibility is a widely held perception that it conducts its work with great rigour and to high scientific standards. As demonstrated by the secondary analysis carried out for this study, PISA's 2006 and 2009 reports lacked consistency in applying statistical methods and reporting results.
Convergence around Particular Schooling Policies
Education policy convergence is a reality in this era of intensifying globalisation. The form that this convergence takes is heavily influenced by influential actors and dominant policy paradigms. International organisations (IOs) with an interest in education are important players in this process, particularly the OECD and the World Bank (WB).
Debate over Policies around which Policy is Converging
Arguments in favour of these policies are usually advanced in terms of improving educational quality and student outcomes, and making schools more efficient. Sahlberg (2004) writes:
Standardization-oriented reforms ... are based on the assumption that in competitive economic and social contexts the quality of education ... can best be improved by setting high performance standards for teaching and learning then measuring whether these standards have been met. (p. 72) Publishing of test results and other indicators places pressure on schools and teachers to improve measured outcomes. Jacob (2005) , in a study of test scores in Chicago after an accountability policy was implemented in 1996, found maths and reading achievement as measured by standard tests increased sharply.
Making test information public also enables parents to make an informed choice in the context of a competitive schools market (Apple, 2004) . In the early 1990s in the United States, Chubb and Moe's influential Politics, Markets and America's Schools (1990) urged policy makers to see choice as a panacea that would make schools more accountable. Competition, it was argued, improves schools' efficiency and quality, as it does in the business sphere. Analysing Sweden's experience with increased school choice, Sandström and Bergström (2002) found school results improved as a result. In Britain, Bradley and Taylor (2002) found strong evidence that the quasimarket in schooling that developed there in the 1990s led to a substantial improvement in efficiency.
Arguments and findings in favour of these pervasive schooling policies are summarised in Hanushek and Wößmann's 2008 paper for the World Bank, Education Quality and Economic Growth:
• Consequential accountability including merit pay for teachers will improve student performance.
• Countries with a larger share of private schools tend to perform better.
• Choice and competition puts pressure on teachers and schools to perform, lifting student achievement. Their introduction in the Czech Republic and United States has had positive effects on student performance.
• School autonomy is essential to establish an incentive system and has been shown to improve student learning outcomes.
• Strong accountability systems must accompany choice and autonomy and can lead to better student performance. Common criticisms of standard testing and consequential accountability systems are that placing such importance on test results leads to teachers and schools teaching to the test and narrowing their curriculum around those areas that are tested. Rather than increased diversity and responsiveness to local needs, what results is greater uniformity. Also neglected are education's broader goals (Sahlberg, 2004) . Ravitch (2010) writes that in the United States, claims by advocates of consequential accountability that it leads to improvements in learning do not stand up to scrutiny. What has emerged, however, is 'gaming' of results through excluding struggling students from tests, selective admission procedures and cheating. The plateauing of results several years after the introduction of national tests in England is, according to Thrupp and Hursh (2006) , evidence that teachers adjusted to teach to the test but this approach delivered diminishing returns. They go on to state that 'reforms such as target setting divert attention from more fundamental solutions, they are themselves deeply damaging ' (p. 653) . Sahlberg (2004) writes that there is no evidence that school autonomy increases student achievement, and experiences from New Zealand, Chile and the United States where privatisation and competition have been introduced do not support claims that they improve learning. Chile's experience was also examined by Carnoy and McEwan (2000) , who found promotion of a schools market did little or nothing to improve academic performance. Marsh et al's (2011) survey of New York's Schoolwide Performance Bonus Program found no evidence of improved student performance related to the tying of school bonuses and penalties to students' test results. Amrein and Berliner's (2002) analysis of national test results in 18 states in the USA found student learning remains at the same level or goes backwards when high-stakes testing is introduced.
Analysing experiences in New Zealand and England, Apple (2004) found that school choice and accountability through standard testing are likely to exacerbate differences in access and outcomes based on race, ethnicity and class. He believes that schools rather than families end up exercising choice. That is, schools admit students they believe will enhance their test scores and prestige at the expense of ethnic minorities and students with special needs. Ball (2006) writes that constant appraisal of their work and tying of salaries to student test results have been criticised for creating demoralisation, insecurity and guilt among teachers, and making the profession less attractive.
Role of International Organisations
The OECD is one of several IOs that increasingly define the process of globalisation, along with the World Bank, the International Monetary Fund and the World Trade Organisation (Lingard & Grek, 2007; Robertson et al, 2007; Moutsios, 2009 ). For Moutsios (2009) , transnational institutions are now the main contexts which define the major educational aims for most countries. IOs, particularly the WB and the OECD, driven in part by what Resnik (2006) calls an' intrinsic tendency to increase their power and resources' (p. 178), have taken a central role in debates over education policy (Kamens & McNeely, 2010) . What Grek (2009) and Steiner-Khamsi (2004) call externalisation -the setting of national policy in reference to international examples or norms propagated by IOs -is now a reality in much of the world.
The World Bank
Established after World War II to assist development through loans, the World Bank took a greater interest in education from the 1960s, and by the early 2000s it was the single biggest funding provider for education programmes (Heyneman, 2003) . This role gives the bank influence over education policy in countries receiving loans. In the 1980s the bank's 'structural adjustment loans' required recipient countries to implement a policy prescription of deregulation, competitiveness and privatisation, including in education (Robertson, 2008) . By the late 1980s, national testing and assessment regimes were bank policy (Robertson et al, 2007) and its 1990 report Improving Primary Education in Developing Countries (cited at length in Kamens & McNeely, 2010 ) was a strong argument in favour of testing and monitoring. The bank's 2008 report Education Quality and Economic Growth (Hanushek & Wößmann, 2008) insisted on the importance of the former to the latter, and called for choice and competition, school autonomy, consequential accountability for schools and performance pay for teachers.
The Organisation for Economic Co-operation and Development (OECD)
Ostensibly a policy advisory and research body, the OECD exerts great influence over its 34 member countries and indeed non-members, many of which aspire to developed-country status and membership of the organisation (Porter & Webb, 2007) . It has taken an increasing interest in education since the 1980s, and has done so from a strong human capital standpoint. In its own words, 'the prosperity of countries now derives to a large extent from their human capital and, to succeed in a rapidly changing world, individuals need to advance their knowledge and competencies through their lives' (OECD, 2007b, p. 3) .
According to Woodhall, 'The concept of human capital refers to the fact that human beings invest in themselves by means of education, training, or other activities, which raises their future income by increasing their lifetime earnings ' (1997, p. 219) . After being first articulated in the early 1960s, this concept became of great use to education economists and planners as it allowed them to carry out cost-benefit analysis of education funding and calculate returns on investment, both private and social (Woodhall, 1997) . Also, in the early 1960s, the United Nations General Assembly adopted a resolution stressing the importance of education for economic development (Resnik, 2006) . Today the main multilateral organisations influencing global education policies -the World Bank, the OECD, UNESCO -subscribe to a human capital view, meaning they see not only education as a measurable investment but consider that its main purpose should be to generate human resources that will provide an economic return to the individual and the nation (Moutsios, 2009 ). According to Rizvi and Lingard (2006) , the OECD is a key promoter of the concept of the knowledge economy -that is, the concept that knowledge is the 'central intrinsic component of economic production and activity' -and accordingly the economic goals of education are given priority over its social and cultural processes (p. 252).
In line with this standpoint, in the 1980s, basic skills and the collecting and comparison of data on inputs and outcomes became the focus of the OECD's education policy research and analysis (Papadopoulos, 1994) . The first volume of Education at a Glance: OECD indicators was published in 1992 and the first PISA survey conducted in 2000.
The scope and apparent meticulousness of PISA give it credibility and clout (Steiner-Khamsi, 2004; Lingard & Grek, 2007) . PISA benefits from being perceived as autonomous and above local politics, and in the words of Grek (2009) , it has 'achieved a brand that most regard as indisputable ' (p. 25) .
The OECD cannot, however, be characterised strictly as a research organisation publishing disinterested analysis. Its reports mix dry analysis with normative writing that contains many assumptions (Rizvi & Lingard, 2006; Robertson et al, 2007; Kamens & McNeely, 2010) . For example, on the issue of school choice:
When parents and students can choose schools based on academic criteria, schools then compete for students, which in turn, may prompt schools to organise programmes and teaching to better respond to diverse student requirements and interests and so reduce the costs of failure and mismatches. (OECD, 2010c, p. 72) In many observers' eyes the OECD seeks to steer debate, not merely inform it. The measures PISA chooses to collect data on, and conduct and publish analysis of, influence debates, making certain policies visible and obscuring others (Porter & Webb, 2007) . PISA is widely considered to be a powerful force for policy convergence around favoured OECD education policies of measurement indicators, basic skills, performance management and accountability (Steiner-Khamsi, 2004; Rizvi & Lingard, 2006; Porter & Webb, 2007; Grek, 2009 ).
Other Factors Influencing Education Policy Convergence

New Public Management
In many countries, over the past 30 years public-sector management and service provision have been restructured under the guise of what is called 'new public management'. This entails the introduction of business-type models of organisation to the public sector, a push for greater efficiency, empowerment of management at the expense of traditional bureaucratic procedures and ensuring compliance with policy and efficiency goals through targets and benchmarks. The OECD has been a strong advocate of new public management in all areas of public provision (Rizvi & Lingard, 2006; Lingard & Grek, 2007) . Kamens and McNeely (2010) write of increasing demand for so-called evidence-based decision making, something that favours quantitative research and analysis over other forms. The United States' No Child Left Behind Act of 2001, possibly the fullest legislative expression of consequential accountability schooling policies anywhere in the world, contains more than 100 references to scientifically based research (Lauer, 2006) . This preference feeds into what Martens (2007) calls the comparative turn in education policy formulation. That is, analysis using quantitative indicators invites comparison, from which models of best practice are identified and transplanted into other contexts in a form of 'government by comparison ' (p. 54) .
Preference for Scientific and Quantitative Modes of Analysis
Neoliberal Ideology
Neoliberalism is the label commonly applied to a cohesive set of political economic ideas that have strongly influenced policy making in many countries over the last 40 years and that Harvey (2005) sums up as:
A theory of political economic practices that proposes that human well-being can best be advanced by liberating individual entrepreneurial freedoms and skills within an institutional framework characterised by strong private property rights, free markets and free trade. (p. 2) It strongly favours the provision of social needs by private interests rather than publicly run services and believes that competitive markets ensure this happens most efficiently. It favours low taxes, particularly on business, and is opposed to organised labour, which prevents workers being paid a market rate. After the economic crisis of the 1970s, neoliberalism replaced Keynesianism as the dominant economic paradigm in developed countries and within the major international organisations, including the World Bank and the OECD (Robertson, 2008; Turner, 2008; Grant, 2009; Crouch 2011) .
Neoliberal theorists and advocates have well-developed views on education. In Capitalism and Freedom (1962), Friedman wrote of the need for schools to be subject to competition by providing parents with vouchers which could be spent at any school. His schools market would encourage diversity, generate efficiency and pay teachers according to 'merit' and market forces. Ravitch (2010) writes that Friedman's writing underpins the widespread support for school choice in the United States. Kumar and Hill (2009) 
PISA
PISA has been administered every three years since 2000 by the OECD. Randomly sampled students complete a two-hour test designed to assess their competency in science, mathematics and reading literacy. PISA claims not to test students' retention of curriculum-based knowledge but instead assesses 'in terms of the acquisition of broad concepts and skills that allow knowledge to be applied' (OECD, 2006, p. 11) . By quantifying individual students' level of proficiency based on their performance on the test, PISA is able to calculate mean national scores for the three subject domains. These national means are the basis of the country rankings or 'league tables' that generate much interest when released every third December. PISA collects a great deal of contextual information on students' backgrounds and school system characteristics. This is quantified to facilitate analysis using a wide variety of descriptive and inferential statistics.
PISA is one of the largest non-experimental research exercises the world has ever seen and the usual cautions that must be attached to the study of phenomena as they occur in the real world apply. In non-experimental research, 'causation should not be inferred from correlation' (Gorard, 2001, p. 153) , and findings are usually presented in qualified terms and any action recommended by the researcher based on their findings is commonly limited to further investigation (Johnson, 2001) .
Secondary Analysis
Secondary analysis has a well-established place within educational research and has an important role in an era of large data-gathering surveys such as PISA and the Trends in International Mathematics and Science Study (TIMSS). Cook (1974) defines secondary analysis as 'attempts to use existing data from basic research or evaluations to assess the degree of empirical support for major assumptions underlying present practices or alternatives for future policy' (p. 159). Hakim (1982) describes secondary analysis as 'any further analysis of an existing dataset which presents interpretations, conclusions, or knowledge additional to, or different from, those presented in the first report on the inquiry as a whole and its main results' (p. 1).
Secondary analysis is valuable for the new perspectives and freedom it can bring to analysing and rephrasing questions and asking new ones. It can also bring role independence free of any explicit or implicit influence the funder of the original research may have on what is done with the data (Cook, 1974) . The availability of PISA data since the first survey in 2000 has led to greater secondary analysis among educational researchers. Examples include Gorard and Smith's (2004) use of PISA contextual data to investigate school segregation in Europe, Smith's (2007) analysis of PISA results of low-income background students to refute the view that Britain has a long tail of underachievement and Gorard et al's (2006) use of information from the principals survey to investigate patterns of teacher supply.
Secondary analysis is not without its pitfalls. Cook (1974) is critical of Hanushek and Kain's use of data from the landmark 1966 Coleman report Equality in Education on African American twelfth graders in northern states of the USA. While they reached findings that differed from those in the original report, Cook says this is due to sampling bias, or the fact that they selected a subsample of the data that gave them a dramatically different result from the report's general finding. Cook states that such sampling is suspect when no compelling reason for it is advanced. There is also the criticism that original data used in secondary analysis may not be value neutral. How survey questions were phrased and even what questions weren't asked are relevant matters, and the secondary analyst needs to interpret data with a good understanding of how and why the original data collection was carried out (Dale et al, 1988) .
PISA Operations and Data Collection
Fifty-seven nations/education systems participated in PISA 2006, comprising all 30 OECD member countries and 27 partner countries. Although most participating countries sample students from their entire eligible population, China only does so in three discrete areas: Hong Kong, Macao and Shanghai (2009 onwards) . Around 400,000 students participated in the 2006 survey, representing approximately 20 million students in the eligible age bracket of 15 years 3 months to 16 years 2 months at the time of assessment. For 2009 participation expanded to around 470,000 students in 65 countries/education systems, representing about 26 million school-goers (OECD, 2010b) . This age bracket is selected to provide a sample of students who have completed at least six years of formal schooling regardless of their system's policy on starting age (OECD, 2006) . PISA believes it 'monitor(s) the outcomes of education systems in terms of student performance' and 'assesses the extent to which students near the end of compulsory education have acquired some of the knowledge and skills that are essential for full participation in society' (OECD, 2007b, pp. 3, 16) .
PISA also collects extensive detailed contextual information from participating students and schools. PISA's test results and collection of contextual data provide the opportunity to assess performance between countries and to investigate relationships between performance and school and social contexts within and between countries. The OECD carries out substantial analysis using the PISA data. For PISA 2006 this analysis was published in one volume and for 2009 it was spread across six volumes. The data are also made public through the PISA website for use in secondary analysis.
Administration
PISA activity is directed by a governing board (PGB) comprising representatives of all OECD member nations. Contracts for the design and implementation of PISA surveys are awarded to international consortia comprised of public and private educational research bodies (OECD, 2011).
The 2006 PISA report was subtitled 'Science Competencies for Tomorrow's World', and the majority of questions tested students' scientific literacy (54%). Reading and mathematical literacy were also examined (15% and 31% respectively). For 2009, PISA returned its focus to reading, as it had been for the initial survey in 2000 (OECD, 2009) .
In each country PISA appoints a national project manager (NPM). Working from a national centre (NC), the NPM implements PISA procedures and coordinates school-level activities with school co-ordinators (SCs), usually a staff member. PISA is overseen within schools by test administrators (TAs), who cannot be science, reading or mathematics teachers of students being assessed and preferably not staff members of any participating school. The test itself lasts two hours and students receive one of thirteen different questionnaire booklets. Tests are required to be administered to students in a uniform manner to the point of the introduction and explanation given by the TA being read from a prescribed text (OECD, 2009 (OECD, , 2011 .
Translation and Cultural Appropriateness
PISA is taken in each participating country in the local language of instruction. This includes some regional languages/dialects spoken among sub-sections of the population. For PISA 2006, 87 national versions of the test materials in 44 languages were used and in 2009, 101 versions in 45 languages. This required translation from the source languages, English and French, in accordance with strict procedures. Formatting of national versions of the test booklets has to follow as far as possible the layout in the source versions (OECD, 2009 (OECD, , 2011 .
Quality Assurance (QA)
Official operations manuals detail how everyone involved in PISA must perform their function. National-level planning documents are developed by each country from the operational manuals and their content has to be agreed between the NPM and the consortium before being posted on the PISA website. This aspect of PISA's QA process is continually being refined, and for 2009 new spreadsheets and report forms were introduced at this stage to identify issues for follow up and check whether corrections identified earlier had been implemented. Despite this, students' answers to a number of items on particular national versions of the test had to be omitted for the computation of national scores for reasons including mistranslations, confusing translations and poor printing (OECD, 2009 (OECD, , 2011 .
In 2006 
Sampling
The national target population from which PISA draws its samples is all students in the target age bracket (15 years 3 months to 16 years 2 months) who are enrolled in an educational institution. A sample design and size is determined for each country to, in PISA's words, 'maximise sampling efficiency for student-level estimates' (OECD, 2007b, p. 24) . As students are sampled in clusters, PISA calculates design effects introduced by the between-school variance and measurement error for participating countries, and from these, effective sample sizes. This explains why countries with similar target populations can require markedly different sample sizes. In 2006 Sweden with a target student population of 127,036 sampled 4443 students while the Czech Republic with a target of population of 122,764 sampled 5932 students. For reading, the design effect, or inflation of the total variance due to measurement error and complex sampling design, was 5.44 for Sweden and 8.38 for the Czech Republic (OECD, 2009).
The target school population in each country is stratified to improve sampling efficiency and ensure adequate representation of specific groups within a population. Stratification variables include school size, public/private, school type (i.e. academic, vocational) and urban/rural. A minimum of 150 schools has to be selected in each country, or all schools if there are less than 150 eligible. School sampling is conducted by the PISA consortium from a sampling frame of all schools containing eligible students supplied by NPMs and stratified according to agreed criteria. Once a school is sampled the SC sends a list of all eligible 15-year-old students to the NPM. From this list, students are randomly selected to fulfil the target cluster size (TCS), typically 35, or all of those in the target age bracket if the school had fewer eligible students than the TCS (OECD, 2009 (OECD, , 2011 .
Maintaining Precision in the Sample
Exclusions at school level are permitted where remoteness, size or operational factors would create unreasonable difficulty. Within schools students can be excluded on the basis of intellectual disability, physical incapacity, psychological unsuitability or limited proficiency in the language of the test. For PISA 2006, the overall exclusion rate was below 4% in 51 of the 57 countries and below 6% in all countries except Denmark (6.07%) and Canada (6.35%) (OECD, 2007b) . For PISA 2009, the overall exclusion rate was below 4% in 53 of the 65 countries and below 6% in all countries except Canada (6%), Luxembourg (8.15%) and Demark (8.17%) (OECD, 2011, Table  11 .1).
Within a country, 85% of selected schools are required to take part, although replacement schools are allowed if a selected school does not respond. Schools in which less than 25% of selected students participate are regarded as non-respondents and the data from students are not used. Schools with a student participation rate of between 25 and 50% are not considered participating schools but the data from students in these schools are retained and used. A response rate of 80% of all selected students within a country is required (OECD, 2009 (OECD, , 2011 .
The PISA Test, Coding and National Mean Scores
The PISA test lasts two hours. Each student receives one of 13 different questionnaire booklets, with no more than three students in any school group of 35 receiving the same booklet. Item formats vary between multiple choice and those requiring a constructed response ranging from a simple word or number to more detailed explanation. For PISA 2006, the 13 different questionnaire booklets were designed such that science questions comprised 54% of all assessment, mathematics 31%, and reading 15%. This was achieved by assigning questions to one of thirteen item clusters (seven science, four mathematics and two reading). Each booklet comprised four item clusters. In 2009 the booklets were comprised of four clusters assigned from seven reading clusters, three maths clusters and three science clusters (OECD, 2009 (OECD, , 2011 .
Science
PISA developed a comprehensive scientific literacy framework for the 2006 survey and summarises it thus: 'scientific literacy requires an understanding of scientific concepts, as well as the ability to apply a scientific perspective and to think scientifically about evidence' (OECD, 2007b, p. 21) . For the 2009 survey, PISA used the science framework developed for 2006 and selected test items from those used in (OECD, 2011 .
Science questions were framed so as to be relevant and posited within contexts students are familiar with -namely, health, natural resources, environmental quality, hazards and frontiers of science. The three competencies required of students were the ability to identify scientific issues, explain phenomena scientifically and use scientific evidence. Questions were designed to test knowledge both of science and about science and were drawn from the major science fields of physics, chemistry, biology, Earth and space science, and technology (OECD, 2007b) . In PISA a unit begins with a text and/or visual stimulus, which is followed by a number of questions. For questions requiring an open-constructed response, full and partial credits can be awarded (OECD, 2007b) .
Proficiency Levels and Question Difficulty
PISA's assessment of a student's level of proficiency is based on a scale of performance which, for science assessment, is known as the science scale. All science questions have a position on this scale depending on their degree of difficulty. This allows each student to be given a score which is based on the highest level at which they could be expected to answer correctly a majority of the time.
The scale has six levels and is constructed to have a mean score of 500 and a standard deviation of 100 for OECD countries (OECD, 2007b) . The six levels of the science scale correspond to levels of proficiency in the competencies outlined in the science framework. The relative difficulty of questions is estimated by considering the proportion of students getting each question correct (OECD, 2007b) . It is possible to estimate the location of individual students on the scale by giving them a score according to the hardest task they could be predicted to perform with a given probability. Students are placed on the scale at the point where they have a 62% chance of correctly answering questions located at the same point (OECD, 2009).
Reading
Based on the framework developed for PISA 2000, the reading literacy competencies tested for are the ability to:
• Retrieve information;
• Interpret texts; and • Reflect on and evaluate texts (OECD, 2007b) .
Of the 131 reading items used in PISA 2009, 94 were newly developed, with the remainder having been used in earlier surveys (OECD, 2011). PISA's combined reading proficiency scale has five proficiency levels, with a mean score of 500 points and a standard deviation of 100 (OECD, 2007b) .
Mathematics
PISA defines mathematical literacy as 'an individual's capacity to identify and understand the role that mathematics plays in the world, to make well founded judgements and to use and engage with mathematics in ways that meet the needs of that individual's life as a constructive, concerned and reflective citizen' (OECD, 2007b, p. 304) . As with science and reading, PISA tests students' literacy in mathematics in an applied context and is not simply concerned with whether they can perform basic maths functions. The scale used to assess question difficulty/student proficiency in mathematics has six levels and a mean of 500 points with a standard deviation of 100. This scale and the framework for assessing mathematical literacy were developed ahead of PISA 2003, which had mathematical literacy as its focus (OECD, 2009).
Coding of Students' Answers
Uniformity in coding student responses to open-ended items is crucial to PISA's validity and considerable effort is made to achieve this. NPMs have to translate national coding guides and submit them to the consortium for verification. They then have to recruit and train coders, who must have a good understanding of either mid-secondary-level mathematics or science or the language of the test and need to be familiar with ways in which secondary-level students express themselves (OECD, 2009 (OECD, , 2011 .
Completed test booklets are randomly allocated to coders. Each test booklet contains four clusters. A coder is allocated a cluster and then codes it in four different booklets before moving on to another cluster. The design for allocating clusters to coders means that each student's booklet is coded by four different coders (one for each cluster), a way of minimising the effects of any systematic leniency or harshness (OECD, 2009 (OECD, , 2011 .
Weighting
For the purposes of calculating distributions of students' proficiency levels and national mean student scores, it is necessary to weight each student's score so that they represent the correct number of students in the total population. While students are chosen randomly, they do not have the same probability of being chosen. Reasons for this include over-representation of schools with a particular interest (i.e. ethnic or indigenous groups) in the sample design, schools turning out to be larger or smaller than expected (affecting the probability of being sampled) and non-response. With the correct weightings applied, scores of all participating students within a country can be used to calculate a national mean score for each country (OECD, 2009).
Student Contextual Information
Following a short break at the end of the two-hour test, students complete a 30-minute context questionnaire. This asks them to supply information about their background, including their parents' occupation and education level as well as whether their homes contain specified indicators of wealth and educational resources (OECD, 2007b) . Indices are constructed for these variables and standardised to have a mean value for the OECD student population of zero and a standard deviation of one (OECD, 2007b) .
In its 2006 analysis PISA utilised a combined index of economic, social and cultural status (ESCS) to help define student background. This comprised the index of parents' highest educational level (father or mother), the index of highest international socio-economic status of occupational status (father or mother) and the index of home possessions based on the survey of household possessions and educational resources. The ESCS is used in PISA's analysis of the impact of socioeconomic background on student performance. In 2006 it found that across OECD countries, an increase in one standard deviation on the ESCS index was associated with a science score that was 40 points higher (OECD, 2007b) . In 2006 PISA also carried out a hypothetical adjustment of mean national science scores assuming the mean ESCS was equal across all OECD countries. This adjusted scores downwards for countries with an above-average ESCS and upwards for countries with a below-average ESCS (OECD, 2007b) .
For PISA 2009 the national average ESCS ranged from -1.22 in Mexico to 0.47 in Norway and 0.72 in Iceland within the OECD and from -1.55 in Indonesia to 0.42 in the United Arab Emirates and 0.51 in Qatar among partner countries (OECD, 2009). PISA carried out an adjustment of national mean student reading scores, but whereas for 2006 this adjustment (to science scores) was made if the mean ESCS would be equal in all countries, for 2009 a predicted reading performance for a student with a socio-economic background equal to zero (the OECD average) was calculated for each country.
School Contextual Information
Some basic information such as school size or proportion of females enrolled is contained in enrolment data submitted by the school. Other information sought by PISA is obtained through a questionnaire completed by principals and includes: -Admittance policies: the degree to which factors such as residence in the local area, academic record and parents' endorsement of the school's religious philosophy determine students' admittance -Autonomy: Whether decisions about resources and curriculum were made by principals and teachers, a school board or regional or national authorities.
-School Choice: whether the school competes with others in the local area for students, and if so the number.
-Accountability Arrangements: whether achievement data were tracked over time by an administrative authority, whether such data were used in the evaluation of the teachers' or principal's performance, whether the data was posted publicly and whether such data were used in decisions about instructional resource allocation to and within the school. (OECD, 2007b) 
Issues with PISA Methodology
High levels of expertise and great technical capacity are applied to the world's largest study of schooling. In its analysis and technical volumes, PISA explains in great detail how it quantifies student performance and contextual information to enable international comparison. PISA is confident that its methods are sound and its measures of student performance are valid, and is strident in defence of these (Adams, 2003) .
At the same time, PISA advises a general caution in interpreting its results as many important contextual factors cannot be captured by surveys of this kind and thus cause and effect cannot be firmly established. The learning environment of a 15-year-old at the time they undertake PISA is not necessarily the same as that which shaped their learning earlier in their education, and as such the contextual data collected are an 'imperfect proxy for the cumulative learning environments of students' (OECD, 2007b, pp. 214-215) . Smith (2007) , while using PISA data for secondary analysis, sounds a general caution on the limits of cross-national education surveys such as PISA, as:
[t]he virtual absence of cross national educational variables that predict student achievement suggest it is difficult to separate the effect of educational policies and instructional practices from the contexts in which they are developed and implemented. (p. 36) PISA also warns of the need to take into account the limitations of the contextual data gathered through principals' surveys. This is because on average only 300 principals were surveyed in each country in 2006 and 264 in 2009, and the data gathering relies on a principal's assessment of school resource matters such as class size, for which they may not have accurate or up-to-date data (OECD, 2007b) . Caution in regard to the results of the principals' survey should surely extend further to note that they are based on principals' subjective responses to being questioned as to whether they had 'considerable responsibility' for determining such things as course content. In its 2009 analysis PISA acknowledged wider limitations on the value of data collected through its principals' survey (OECD, 2010c).
The age of the target population (15 years and 3 months to 16 years and 2 months) is criticised on the grounds that, particularly in developing countries, many students have already left schooling (Prais, 2003) and the ability of abstract reasoning is still developing (Wuttke, 2007) . Prais (2003) writes that mathematics education in countries such as Germany is likely to be more conceptual at this age compared with Britain, where maths is compulsory only to age 16 and likely to be taught to 15-year-olds with greater emphasis on real-life applications of the kind PISA assesses, and that using age rather than schooling grade to define the target population means children could be spread across up to three grades and at very different stages of development. Adams (2003) defends this choice on the grounds that cross-country differences in pre-school provision and school starting ages mean different grades would have to be selected in different countries, creating a greater comparability problem.
In discussing variation in PISA 2003 student response rates of up to 15% across countries, Wuttke (2007) writes that 'non-response bias can be considerable because the propensity of school principals and students to partake in testing is likely to be correlated with the potential outcome' (p. 9). Prais (2003 Prais ( , 2004 agrees with this likely non-response bias and raises concerns with PISA's method of calculating its response rate, in which replacement schools taking part are included in the calculation of a response rate based on the number of schools that ended up participating as a proportion of the initial school sample size. For Britain in 2000, the initial school response rate was 61%. Fifty-five per cent of replacement schools approached then also took part. PISA gave its response rate as 80%, while Prais believes it should be defined as 57%. Prais (2003) is also critical of PISA's exclusion of schools with 25-50% participation from school-level calculations while the students' individual results were used in the calculation of mean national scores. Adams (2003) acknowledges that the response rates of Britain, whether calculated before or after replacement, were of concern but claims that the direction and magnitude of non-response bias cannot be known and analyses the academic attainment of non-responding British government schools, finding no evidence that they were on average lower achieving. PISA 2003 response rates in Britain and the USA were, according to Smith (2007) , too low for findings to be generalised to the larger population.
In the 2009 survey, school response rates after replacement were below the required level of 85% in the United States and Panama, and the student response rate was below the PISAdetermined 80% requirement in Canada. Despite this, and after what it terms additional analysis, PISA retained results from these countries in the final database and used them in its analysis (OECD, 2011) .
Another target of scholarly criticism is the survey's reliance on item response theory -the assumption that the probability of a correct response depends only on the differences in students' competence and the item's degree of difficulty -with insufficient consideration of the impact of non-competence measures, such as items being easier for one subpopulation than another (Wuttke, 2007) . The related problem of cultural and linguistic bias is raised regularly (Prais, 2003; Goldstein, 2004; Dohn, 2007; Hopmann & Brinek, 2007; Wuttke, 2007) . Goldstein (2004) questions the level of insight provided by the orientation towards mean national scores and country rankings based on relative, not absolute, measures of achievement. Dohn (2007) criticises PISA's failure to verify that statistical levels on its scales of difficulty correspond to actual ones. Prais (2003 Prais ( , 2004 calls for PISA to publish country figures on the correct average scores for each question for a clearer view of countries' educational weaknesses and strengths and to make PISA's scaling technique more transparent. Wuttke (2007) calls PISA's proficiency levels 'arbitrary' and the creation of its scales 'ill documented renormalisation ' (p. 17) .
Other criticisms include gender imbalances in PISA 2003, when only 40.5% of participants in South Korea were girls, and subjective judgement of, and widely varying levels of, exclusions due to intellectual impairment (Wuttke, 2007) .
PISA 2006
Student Performance and School and System Characteristics
As part of its study of school and system characteristics and student performance in science, PISA collected data on the implementation of many school organisation matters, including resources (i.e. class sizes) and grouping policies, and investigated the relationships between these and student results on the PISA test. Relationships between school organisation policies and student performance were investigated using a variety of statistical methods.
Included as 'Key Findings' in PISA 2006's Executive Summary were the following observed relationships:
• 'Across countries, having a larger number of schools that compete for students is associated with better results, over and above the relationship with student background'; • After other factors are taken into account 'there still remains a significant positive association between schools making their achievement data public and having stronger results'; • 'Students in countries where autonomy is more common tend to do better in the science assessment, regardless of whether or not they themselves are enrolled in relatively autonomous schools' (OECD, 2007a, pp. 7-8) .
School Competition
PISA uses individual, school and system/country-level data in its analysis. In its 2006 analysis of school competition effects, PISA determined a school with a high level of competition as one competing with one or more other schools for students, based on responses to the principals' survey. Levels of school choice, defined in this way, varied from 95% of students in Indonesia attending competing schools to 34% in Norway. The OECD average was 75% (OECD, 2007b) . Through a comparison of means, PISA found students at schools with a high level of competition performed on average 17.9 points better on the science scale than those enrolled in non-competing schools. This difference, however, was found not to be statistically significant after accounting for demographic and socio-economic background factors. In analysing school competition at the national level, PISA looked at the change in national mean science scores per countries having an additional 10% of competing schools. After accounting for demographic and social factors, this difference was found to be 6.7 points and statistically significant. (Note: when analysing the effect of system-level factors using this method, PISA considered results statistically significant at the country level if the p-value was below 0.1.) This result is the basis of the PISA 2006 finding on school competition (OECD, 2007b) .
School Accountability Policies
Posting school data publicly was one of nine accountability policies whose relationship with science performance PISA investigated. Based on answers to the principals' survey, schools were classified as posting achievement data publicly or not. The change in score for schools posting was 14.7. After accounting for demographic and social factors this difference was 6.6 and remained statistically significant (OECD, 2007b) . The same analysis method was used to investigate the relationships between science results and whether schools implemented a variety of accountability policies. These were:
• School informing parents of children's performance relative to other students in the school;
• School informing parents of students' performance relative to other schools;
• School informing parents of students' performance relative to national benchmarks; • School using achievement data for evaluating principals;
• School using achievement data for evaluating teachers;
• School using achievement data for allocating resources;
• School with achievement data tracked over time;
For all these variables, no significant relationship was observed.
School Autonomy
The principals' survey asked whether schools had considerable responsibility, whether both schools and regional and/or national education authorities had considerable responsibilities, or whether only regional and/or national education authorities had considerable responsibilities for the following aspects of school management:
• Selecting teachers for hire; • Dismissing teachers; • Establishing teachers' starting salaries; • Determining teachers' salary increases;
• Formulating the school budget;
• Deciding on budget allocations within the school; • Establishing student disciplinary policies; • Establishing student assessment policies;
• Approving students for admission to the school; • Choosing which textbooks are used; • Determining course content;
• Deciding which courses are offered.
Based on answers to these survey questions, PISA developed three indices of school autonomy: school autonomy in staffing; school autonomy in budgeting; and school autonomy in educational content. In analysis at the school level, autonomy in educational content and budgeting showed no significant relationship with student performance. A significant positive relationship between autonomy in staffing and student performance was negative (although not significant) after demographic and social factors were accounted for (OECD, 2007b, pp. 252-253) .
PISA also investigated the relationship between autonomy and student performance at the system level. Cross-country correlations were calculated between the percentage of schools in countries having considerable responsibility ('school only' and 'school and government') for each of the above and student performance in science. As Table II shows, the correlations were positive and statistically significant in the case of every variable except establishing and determining teachers' salaries. This predominance of statistically significant positive correlations between these various aspects of school autonomy and science performance is the basis for the finding that 'the data suggest that in those countries in which principals reported, on average, higher degrees of autonomy ... the average performance in science tends to be higher' (OECD, 2007b, p. 249 ).
Aspect of school management
Cross-country correlation between the percentage of schools having considerable responsibility ('school only' and 'school and government') and science performance Formulating the school budget 0.47* Dismissing teachers 0.32* Selecting teachers for hire 0.43* Establishing teachers' starting salaries 0.20 Determining teachers' salary increases 0.22 Deciding on budget allocations within the school 0.54* Establishing student disciplinary policies 0.41* Establishing student assessment policies 0.43* Approving students for admission to the school 0.27* Choosing which textbooks are used 0.51* Determining course content 0.52* Deciding which courses are offered 0.58* *Correlation coefficient is statistically significant at the 5% level (p<0.05). At the system/country level, PISA also calculated the effect of a one-standard-deviation increase in the system average of the three school autonomy indexes in relation to student performance, finding significant positive relationships in the case of budgeting and educational content autonomy (OECD, 2007b, p. 253) .
Secondary Analysis using PISA 2006 Data
PISA 2006 collected student, school and system/country-level contextual data and its findings are based on analysis of data collected at all of these levels. In the case of autonomy, school-level analysis had found no significant relationship with student performance but country-level analysis, including correlations, did, enabling PISA to make a 'key finding'. Multi-level analysis -school and system/country -was also carried out to investigate the relationship between school competition and student performance. Although no significant relationship was observed at the school level (after accounting for demographic and social factors), school systems with a higher proportion of competitive schools had significantly higher student performance. For reasons not explained in the PISA 2006 Analysis volume, this multi-level analysis was not used to investigate the relationship between accountability arrangements and student performance. For accountability arrangements, PISA found a positive relationship involving one policy -posting achievement data publicly -analysed at the school level and left it at that. No cross-country-level analysis was carried out, or if it was, it was not published.
Investigation of the PISA 2006 Data volume and the PISA website revealed the availability of data on the degree to which countries implemented a number of school organisation policies. This was expressed as the percentage of students within a country studying at schools which operate under a given policy, based on school principals' answers to survey questions. This availability enabled the calculation of cross-country correlations between the degree of implementation of selected school accountability and other policies and performance in science, reading and mathematics. This would expand the use of cross-country correlations very similar to those used to investigate the effect of a range of school autonomy variables on student performance to a broader range of schooling policies:
• The percentage of children in schools posting achievement data publicly;
• The percentage of children in schools where the governing board exerts direct influence over decision making about staffing. This is a measure of local autonomy and independence from centralised control. Other measures of autonomy are not included, as PISA published crosscountry correlations between these and student performance.
• The percentage of children in private schools;
• The percentage of schools competing for students with two or more other schools in the same area; • The percentage of students in schools where the principal reported that achievement data are being used in decisions about instructional resource allocation to the school. This is a measure of the prevalence of consequential accountability measures targeted at schools; • The percentage of students in schools where the principal reported that achievement data are being used for evaluation of teachers' performance. This is a measure of the prevalence of consequential accountability measures targeting teachers, including performance pay. Relationships between these policies and student performance were analysed in all three subject domains and using the PISA-derived mean science scores if the mean ESCS would be equal in all OECD countries. Correlations were tested for by calculating the Pearson correlation coefficient (r) between the levels of implementation of the selected policies and student performance. A significance level of 0.05, the same level applied by PISA, was used to test the significance of correlations, although it is also reported where results are significant at the p<.01 level.
Results of Secondary Analysis using 2006 Data
Results of correlations can be seen in Table III . The significant positive cross-country correlations between performance and percentage of schools competing with two or more other schools were consistent with PISA's system-level finding on competition. OECD, 2007b, p. 184; OECD, 2007c, pp. 165, 168, 173-174, 180. The correlations between the implementation of the two consequential accountability policies and student performance are negative and significant for all measures of student performance. Schoollevel analysis of the effect of these had shown no significant relationships.
Summary
PISA 2006 employed a variety of statistical methods and used data aggregated at different levels and different significance tests to arrive at its key findings on relationships between school and system characteristics and student performance. Not adequately explained in PISA's official documents are the reasons for the variation in statistical methods and level of data used. This secondary analysis applied the cross-country correlation method PISA used with a range of autonomy variables to a wider range of schooling policies and their relationship with student performance. These included consequential accountability policies, the introduction of which is often controversial and vigorously debated. The use of student achievement data for teacher evaluation would encompass performance pay systems which are commonly forced on teachers against their will. The use of student achievement data for resource allocation would include a lot of measures contained in the United States' No Child Left Behind Act, which has been the subject of much scholarly debate.
If PISA had applied its analysis methods consistently to its 2006 data, using its own criteria for what constitutes a key finding, it would have been able to reveal two more such findings:
• Students in countries where the use of student achievement data for teacher evaluation is more common tend to do worse; and • Students in countries where the use of student achievement data for resource allocation is more common tend to do worse.
2009
PISA's Analysis and Results
Reading was the main focus of the 2009 survey, with science and mathematics also tested. Again, students and school principals completed the questionnaires that provided the contextual information used by PISA in its analysis. In its analysis of relationships between school organisation policies and learning outcomes, PISA made greater use of cross-country correlations with the 2009 data. In doing so it carried out a number of analyses using the 2009 data that I had first carried out using the 2006 data and presented as part of a master's thesis seminar at the University of Oulu in November 2008. The PISA 2009 Table IV .2.1, Correlations between System-level Characteristics and Educational Outcomes (OECD, 2010c) , can be considered an expanded version of Table III in this article, used to present results of correlations using PISA 2006 data.
In making broad use of the method I had employed and discontinuing many of its more detailed statistical analyses, PISA 2009 achieved a consistency in its methods that was notably absent in 2006. PISA expresses its confidence in the 'robustness and sensitivity' of its findings and states that 2009 system-level correlations were found to be consistent with those from 2006, which were arrived at using more sophisticated statistical techniques (OECD, 2010c, p. 30) .
As can be seen in Table IV , PISA carried out correlations between reading performance and countries' average index of school responsibility for curriculum and assessment and average index of school responsibility for resource allocation.
The index of school responsibility for curriculum and assessment is a composite measure of schools' autonomy over establishing student assessment policies, choosing textbooks, determining which courses are offered and the content of those courses. The index of school responsibility for resource allocation is a composite measure of schools' autonomy over appointing and dismissing teachers, establishing teachers' starting salaries and salary raises, formulating school budgets and allocating them within the school. These indices are created to have a mean of zero and a standard deviation of one for all OECD countries and are calculated using principals' questionnaire answers.
From these, PISA calculated national average scores on the indices and used these in its crosscountry correlations with student reading performance. PISA calculated that the correlation coefficient between reading performance and average index of school responsibility for curriculum and assessment was 0.46 across all countries and 0.45 across OECD countries, and that in both cases it was statistically significant at the 5% level (p<0.05). In 2009, PISA introduced calculations of each of the cross-country correlations after accounting for the effect of gross domestic product (GDP) per capita on reading performance in each country -an adjustment based on average national income rather than using national student average ESCS, for which PISA had collected data. After accounting for national income, correlations between average index of school responsibility for curriculum and assessment and reading performance remained positive and significant for all countries and within the OECD. This, PISA found, was a 'clear relationship' that enabled it to find that '[i]n countries where schools have greater autonomy over what is taught and how students are assessed, students tend to perform better' (OECD, 2010b, pp. 14, 41) . No significant relationship was observed between greater autonomy to allocate resources and student performance (OECD, 2010b). Significant negative correlations were observed between reading performance and the percentage of students attending schools that use student assessment or achievement data for the following accountability purposes across all participating countries: The correlation between schools using student assessment or achievement data to allocate resources and student performance remained significant after accounting for national income. When calculated for OECD countries only, these relationships were not significant (OECD, 2010c, Annex B1).
Secondary Analysis using PISA 2009 Data
Through the six PISA 2009 volumes and the PISA website, data were made available that allowed the same secondary analysis to be carried out as was done using PISA 2006 data. The same correlations as in 2006 were calculated between the selected school organisation variables and performance in the three subject areas (national average scores in reading, maths and science) and a PISA-predicted reading score for a student with an ESCS equal to zero for each country. There was one exception, with data on the proportion of students in schools where the governing board exerts direct influence over decision making not being available. PISA's adoption of cross-country correlation to analyse relationships between school organisation policies and student performance, in addition to vindicating my use of the method, meant that my secondary analysis repeated some correlations PISA had already carried out. In all cases bar one the results were identical: across all countries, correlation between reading performance and percentage of students in schools that compete varied by .01.
Results of Secondary Analysis using 2009 Data
The results of secondary analysis using PISA 2009 results are collated in Table V Tables IV.3 .8a, IV.3.9, IV.3.13.
The cross-country correlations between the percentage of students in schools using student achievement data for teacher evaluation and resource allocation and student performance were negative and significant for all measures of performance. When repeated for OECD countries only, as shown in Table VI , the correlation between the use of achievement data for teacher evaluation and mathematics performance was negative and significant.
Summary
By adopting the broad use of cross-country correlations to analyse relationships between school organisation policies and student performance, PISA achieved a consistency that it lacked in 2006. PISA reported on how resources, policies and practices are related to student performance in Volume IV of the six 2009 analysis volumes. In the case of school autonomy over educational matters, positive significant correlations with reading performance across all countries and within the OECD, both before and after accounting for national income, form the basis of the finding that such autonomy is related to better student performance. In its discussion of this finding, PISA references the results table IV.2.1 in Annex B1 of Volume IV, that contains the relevant correlations. The decision to leave the results of other correlations involving school organisation policies in that table within the annex makes less visible the negative correlations across all countries between implementation of certain school accountability policies and reading performance, which remain in the results table, unremarked upon. As they involve some of the accountability policies around which there is global convergence and much debate, arguably the significant results should have been given more prominence and discussion in Volume IV.
With PISA's broad adoption of the cross-country correlation method I first used on 2006 data, repeating the secondary analysis using some of the same variables involved crossover with PISA's work, although with one notable exception. PISA did not perform the cross-country correlation between the use of student achievement data for teacher evaluation and reading performance, or if it did, it did not publish the results. This is unsatisfactory as PISA collected the data to enable this analysis to be done and it could have been added to the list of correlations in Table IV .2.1. This table included a correlation between reading performance and the use of student achievement data to monitor teacher practices, a policy which was not mentioned in PISA's 2006 Analysis volume and which does not attract the same interest from researchers and educators as use of achievement data for evaluating teachers, which encompasses the use of teacher performance/merit pay. The negative and significant correlation between implementation of this policy and all measures of performance across all countries, and the significant negative correlation with mathematics performance within OECD countries revealed by the secondary analysis, suggest that, where it is implemented, students may tend to perform worse. At the very least, the results suggest that this policy should be treated with caution and that its relationship with learning outcomes should be subject to more study.
Conclusion
Despite its many critics, PISA retains an influential position in shaping schooling policy around the world. Its findings and recommendations carry great weight in national policy debates, where they are usually cited absent the cautions on interpretation contained in PISA reports.
This secondary analysis of PISA data shows that consistent application of its cross-country correlation method to school organisation policies using 2006 data would have revealed two more 'key findings': that the consequential accountability policies of using student achievement data to evaluate teachers and to allocate resources were associated with worse student performance.
In PISA 2009, the more consistent use of cross-country correlations to look at relationships between school organisation policies and student performance was an improvement. Concerns still remain, however, with the manner in which results were reported, with negative correlations involving accountability policies -including the use of student achievement data to allocate resources -left unremarked on in tables in an annex. The decision to leave the use of student achievement data to evaluate teachers out of published correlations is inexcusable, considering that the relevant data had been collected. Secondary analysis showed this policy to again be associated with worse student performance across all participating countries, and within the OECD in the case of mathematics. These consequential accountability policies are often controversial where implemented. The reporting by PISA of negative relationships with student performance for 2006 and 2009, as would have occurred had the cross-country correlation method been applied consistently and the results reported in a clear and uniform manner, would have consequences for the take up of these policies.
Inconsistent use of statistical methods in its 2006 analysis and selective reporting of its 2009 analysis, and the fact that over both surveys attention has been drawn to positive findings for school autonomy, competition and accountability measures while negative results for consequential accountability policies have been hidden or played down leave PISA and the OECD open to criticism that their work does not meet the highest standards of objectivity and favours certain schooling policies. DAN MURPHY is a journalist based in Melbourne, Australia who writes on education and industrial relations. This article is based on research he carried out while studying in the Master's Programme in Education and Globalisation at the University of Oulu, Finland. Currently he is seeking support for an expanded research project involving detailed secondary analysis of PISA results and analysis from 
