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Cognition is a trait of great evolutionary importance in complex organisms, but the driving 
factors of its evolution are still poorly understood. It is proposed that different formula 
variants of the encephalization index (brain to body weight ratio) might be able to serve as 
predictive indicators of intelligence between species, but this remains highly controversial, 
predominantly because of their inability to reliably validate empirical knowledge. Another 
proposed predictive index for intelligence has been the total neuron count in animals’ brains. 
There is, though, a lack of comparative and quantitative behavioral data in support of any 
of the proposed models, especially across non-human mammals. 
 
Total neuron count is controlled by the process of neurogenesis during development, which 
is directly involved in shaping brain’s dimensions. It is known that neural stem cells 
increasingly shift from proliferative divisions towards differentiating (or neurogenic) divisions 
during development. One possible approach to alter cortical topology is by manipulating the 
stem cell division in order to generate more neurons. It has previously been shown that one 
of the main factors known to influence the type of cell division mode is the length of the cell 
cycle and specifically the length of G1 phase. The main constituents driving progression 
through G1 phase are Cdk4 and Cyclin D1 (4D for simplicity) and overexpression of these 
proteins in neural stem cells results in a shortening of their cell cycle, leading to expansion 
of the progenitor cell pool at the expense of newborn neurons. Upon silencing 4D, 
development is allowed to continue normally and thus, the excess of progenitor cells 
ultimately contributes to an increased generation of neurons. Intriguingly, transient 4D 
overexpression during corticogenesis in transgenic mice leads to the development of brains 
with increased encephalization index as a result of an increase in the total neuron count, 
without altering cortical lamination or preventing cortical layering. 
 
In this study, I further characterize the effects of developmentally-induced 4D neurogenesis 
in the developing and adult mouse brain. Moreover, with the use of different cognitive tests 
designed to assess differences in processes such as learning, spatial navigation, motor 
coordination, and context discrimination, I attempt to identify quantifiable changes in these 
processes between mice with increased neuron count and controls. I hypothesize that a 
general intelligence ranking between groups can be obtained by analyzing collective data 
from several tests. Altogether, my work provides a better understanding of the contribution 
of increased neurogenesis both in developmental processes of the cortex as well as in 






Kognition ist eine Eigenschaft, die von großer evolutionärer Bedeutung für komplexe 
Organismen ist, wobei die treibenden Faktoren ihrer Evolution noch schlecht         
verstanden sind. Es wird vermutet, dass verschiedene Formelvarianten des 
Enzephalisationsquotienten (Verhältnis von Gehirn zu Körpergewicht) als vorhersagende 
Indikatoren für die Intelligenz von Spezies dienen könnten. Allerdings ist dies immer noch 
sehr umstritten, vor allem wegen ihrer Unfähigkeit zuverlässig empirische Daten zu 
validieren. Ein anderes vorhersagendes Maß für Intelligenz war bislang die Gesamtzahl an 
Neuronen in dem Gehirn des Tieres. Jedoch gibt es einen Mangel an vergleichenden und 
quantitativen Verhaltensstudien, die eine dieser Modelle unterstützen würden, vor allem 
zwischen nicht-menschlichen Säugetieren. 
 
Die Gesamtzahl an Neuronen wird durch den Prozess der Neurogenese während der 
Entwicklung kontrolliert, die direkt in der Formung der Gehirnausdehnung involviert ist. 
Neurale Stammzellen wechseln bekanntermaßen von proliferativen Zellteilungen zu 
differenzierenden (oder neurogenen) mit steigender Zahl während der Entwicklung. Ein 
möglicher Ansatz, die kortikale Topologie zu verändern besteht darin, die Stammzellteilung 
zu manipulieren, um mehr Neuronen zu generieren. Es wurde zuvor bereits gezeigt, dass 
einer der Hauptfaktoren für die Beeinflussung der Art der Zellteilung die Länge des 
Zellzyklus ist, spezifisch die der G1 Phase. Die Hauptkomponenten, die den Fortschritt der 
G1 Phase vorantreiben sind Cdk4 und CyclinD1 (4D) und Überexpression dieser Proteine 
in neuralen Stammzellen resultiert in einer Verkürzung ihres Zellzyklus, was zu einer 
Expansion der Vorläuferzellen führt auf Kosten von neugeborenen Neuronen. Nach 
Stoppen der Überexpression von 4D wird die Entwicklung normal fortgesetzt und folglich 
trägt der Überschuss an Vorläuferzellen zu einer erhöhten Generierung von Neuronen bei. 
Interessanterweise führt die transiente Überexpression von 4D während der Kortikogenese 
in transgenen Mäusen zu der Entwicklung von Gehirnen mit erhöhtem 
Enzephalisationsquotient als ein Ergebnis einer erhöhten Gesamtzahl an Neuronen ohne 
die kortikale Laminierung zu verändern oder kortikale Schichtung zu beeinflussen. 
 
In dieser Studie habe ich die Effekte der während der Entwicklung induzierten 4D 
Neurogenese im sich entwickelnden und im erwachsenen Gehirn weiter charakterisiert. 
Außerdem habe ich versucht, mit der Nutzung von verschiedenen kognitiven Tests, die 
gestaltet waren, Unterschiede in Prozessen wie Lernen, räumliche Navigation, 
Motorkoordination und Kontext-Unterscheidung zu untersuchen, quantifizierbare 
 
v 
Unterschiede zu identifizieren in diesen Prozessen zwischen Mäusen mit erhöhter 
Neuronenzahl und Kontrolltieren. Ich habe die Hypothese aufgestellt, dass ein allgemeines 
Intelligenz-Ranking zwischen Gruppen erhalten werden kann, indem kollektive Daten von 
mehreren Tests analysiert werden. Zusammengefasst bietet meine Arbeit ein besseres 
Verständnis für den Beitrag von erhöhter Neurogenese sowohl zu Entwicklungsprozessen 
des Kortex als auch zu Tierkognition und -verhalten. 
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1 Chapter 1. Introduction 
 
 
1.1   Early development  
 
In mammals, upon egg fertilization by sperm, a totipotent cell called zygote is formed. The 
zygote, then, undergoes a series of early cleavage divisions that will produce a number of 
cells called blastomeres without a change in the total embryo size (Cockburn and Rossant, 
2010). The first three divisions produce an embryo of eight blastomeres which are 
phenotypically similar (Marikawa and Alarcón, 2009). It is argued that up to this stage all 
cells are totipotent, able to contribute to all three initial embryonic lineages (Cockburn and 
Rossant, 2010). In mice, around embryonic day 2.5 (E2.5) at the stage of 8 cells before the 
fourth cleavage division, blastomeres compact to form a structure termed morula (Marikawa 
and Alarcón, 2009). The first clear lineage segregation process occurs at this time, during 
which the outer, exposed cells will progressively acquire an extra-embryonic identity, 
eventually giving rise to the trophectoderm (TE) which will later form the placenta. The inner, 
engulfed cells, on the other hand, will give rise to the inner cell mass (ICM) which will later 
contribute to the development of the embryo proper and the yolk sack (Roberts et al., 2003).  
 
Figure 1.1: Early stages of embryonic development in mouse  
The first zygote divisions increase the number of blastomeres without total embryo size change (left in light 
blue). At E3.5 the first lineage segregation occurs with the trophectoderm (TE) cells engulfing the inner cell 
mass (ICM) cells, forming the blastocyst. The ICM further divides to epiblast (EPI) cells and primitive endoderm 
(PE) cells by E4.5. After implantation, at E5.5, EPI develops a cup-like structure surrounded by the visceral 
endoderm, forming the egg cylinder. (Adapted from Davidson et. al, 2015) (Davidson et al., 2015) 
  
At the time of the fifth cleavage (around E3.5), the external TE cells start transferring fluid 
inside the embryo (Nichols and Smith, 2012). Thus, small cavities start to form between 
some of the blastomeres that will expand and merge later into one large cavity. This fluid-
filled cavity is called blastocoel and the embryo at this stage is called blastocyst. Around 
E4.5, just before implantation, the second lineage decision can be observed, where the ICM 
a
Chapter 1. Introduction 
2 
 
will segregate in two distinct lineages: the primitive endoderm (PE) and the epiblast (EPI). 
The PE will form a monolayer facing the blastocoel, while the EPI gets positioned in the 
area between the TE and the PE. The EPI will later give rise to the embryo proper, while 
the PE will form the visceral and parietal endoderm (Cockburn and Rossant, 2010). After 
implantation, circa E5.5, the embryo forms a structure called egg cylinder in which the 
epiblast is formed as a cup-like structure surrounded by the visceral endoderm (VE) 
(Rossant, 2004). A schematic overview of the early stages of embryonic development is 
provided in figure 1.1.   
 
From E6.5 until E8.0, a process termed gastrulation takes place in the egg cylinder, during 
which cells from the epiblast ingress and migrate through a medial rostro-caudal band, 
called primitive streak (Gilbert, 2003)(figure 1.2A). It is this migration of the epiblast cells 
that specifies the three germ layers which will later form the different tissues of the 
developing organism; the endoderm, the mesoderm and the ectoderm (figure 1.2B). The 
endoderm is the innermost layer and will eventually form the digestive tract, several organs 
including lungs, pancreas and liver, a number of endocrinal glands, as well as the epithelial 
lining of several internal organs. The mesoderm lies between the endoderm and the 
ectoderm and is responsible for the formation of several structures including the skeletal 
system, the muscular system, the circulatory system as well as connecting tissues. Finally, 
as the name suggests the ectoderm is the outer-most layer, which will develop into the 
epidermis and the neural plate (Kandel, 2012). (Liu et al., 2018)(Anon n.d.) 
 
 
Figure 1.2: Gastrulation of the murine embryo and the formation of the three germinal layers          
A: Formation of the primitive streak during gastrulation (orange area). (Adapted from Liu et. al, 2018)                          
B: Specifivation of the three germinal layers from EPI cells at the primitive streak. (Adapted from Nho, 
http://www.devbio.biology.gatech.edu) 
A B 




1.2  Formation of the neural tube 
 
Following gastrulation, cells in the anterior part of the mesoderm thicken and subsequently 
form a rod-like structure, the notochord (figure 1.3A). The notochord in turn signals the 
neighboring ectoderm cells to thicken and form the neural plate. The ectoderm cells secrete 
bone morphogenic proteins (BMPs) which act in a paracrine manner, promoting an 
epidermal fate. The cells of the notochord though secrete BMP antagonists, allowing the 
proximal field of the ectoderm to commit to a neural fate (Gilbert, 2003). In a process called 
neurulation, the neural plate folds in to form the neural tube around E7.5. The midline of the 
neural plate bends towards the notochord, while its edges move dorsally creating folds. 
These folds define the border of the neural plate and will give rise to the neural crest cells 
that will then delaminate and later differentiate into skull bones and the peripheral nervous 
system (Campbell et al., 2005). Around E8.5, the neural plate edges fuse together to 
generate a hollow neural tube filled with cerebrospinal fluid, beneath the surface ectoderm 
(figure 1.3B). It is the neural tube that will ultimately form the spinal cord and the ventricular 
space of the brain (Rubenstein and Rakic, 2013).  
 
At E9.0, before the caudal part of the neural tube is closed, the already folded rostral part 
undergoes rapid proliferation generating enlargements which form three vesicles, namely 
the prosencephalic (or forebrain) vesicle, the mesencephalic (or midbrain) vesicle and the 
rhombencephalic (or hindbrain) vesicle. By E10.5, the caudal part of the neural tube has 
fully closed and the forebrain region is further divided into the telencephalon (which will later 
form the cerebrum and the hippocampus) and the diencephalon (from which the thalamus, 
hypothalamus and the optic cup of the retina originate). Concomitantly, the hindbrain 
separates into the metencephalon (precursor of the pons and cerebellum), and the 
myelencephalon (precursor of the medulla oblongata) (Gilbert, 2003). Together with the 
spinal cord (formed by the caudal part of the neural tube) these subdivisions comprise the 
main functional regions of the central nervous system (Kandel, 2012). These functional 
domains are the products of progressive patterning of the neural tube and the following 










Figure 1.3: Formation of the notochord and the neural tube  
A: Stages of notochord formation. Mesodermal cells thicken, invaginate and eventually form a distinct rod-like 
structure, called notochord, which will guide the formation of the neural tube. (Adapted from Balmer et. al, 2017). 
B: Formation and patterning of the neural tube. Ectodermal cells proximal to the notochord thicken into the 
neural plate. The latter bends its midline towards the notochord, generating folds. This brings the two ends of 
the neural plate together, forming the neural crest upon closure of the plate into the neural tube. Neural crest 
cells then separate from the ectoderm and delaminate in order to form much of the peripheral nervous system. 
The ectoderm cells secrete BMPs, whereas the notochord cells secrete Shh (Adapted from Shparberg et. al, 











1.3   Patterning and compartmentalization of the developing brain 
 
The entirety of the mammalian nervous system derives from a restricted region of the 
ectoderm. In order to establish the highly elaborate structures in the emerging brain, a 
meticulous orchestration of locally secreted signals, along with the expression of specific 
sets of genes within the ectodermal cells is necessary. The first fundamental step in 
committing to the neural program of development is the decision of the ectodermal cells to 
become neural in lieu of epidermal. As presented above, this decision is dependent on the 
local distribution of BMP inhibitors that suppress the epidermal fate promoted by BMPs 
secreted in the ectoderm (Gilbert, 2003).  
 
1.3.1 Patterning on the rostro-caudal axis 
 
As soon as the neural tube starts forming, even before its closure, its cells begin to acquire 
regional characteristics that point to a rostro-caudal patterning (figure 1.4A). This patterning 
is dependent on morphogen gradients (signals that can direct different cell fates at different 
concentration thresholds), initially secreted by the mesoderm and endoderm as well as from 
organizing centers embedded within the neural tube after its closure (Kandel, 2012). Wnt 
signaling is one of the most important factors in this process. The mesodermal cells flanking 
the caudal region of the tube express high levels of Wnt, whereas the endoderm close to 
the rostral region secretes Wnt inhibitors. This generates a gradient in Wnt signaling activity 
that follows the rostro-caudal axis. Wnt inhibition in the rostral field is crucial for the initial 
patterning of the telencephalon (Rubenstein and Rakic, 2013). Another factor present in 
high amounts in the caudal region is retinoic acid (RA). RA in combination with fibroblast 
growth factors (FGFs), is required for patterning the different spinal cord segments (Maden, 
2006). 
 
1.3.2 Patterning on the dorso-ventral axis 
 
An additional important morphogen factor is Sonic hedgehog (Shh) signaling. Shh is 
secreted by the notochord and the floor plate and its inductive activity directs the ventral 
identity along the neural tube, thus guiding a dorso-ventral gradient. The telencephalic 
vesicle for instance, is later subdivided into dorsal (pallial) region which will form the cerebral 
cortex, and ventral (subpallial) region which will form the basal ganglia (Tiberi et al., 2012). 
Commitment to the dorsal fate requires the activity of morphogens such as BMPs and FGFs 
along with Gli proteins (a class of zinc finger transcription factors). In the subpallial region 
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Shh modulates Gli function, thus promoting the ventral identity. Conversely, in the pallial 
region, BMP and Wnt signals secreted from the epidermal ectoderm and the roof plate are 
involved in the dorsal identity, promoting neocortical characteristics (Kandel, 2012) (figures 
1.3B & 1.4B). 
 
 
Figure 1.4: Patterning on the rostro-caudal and the dorso-ventral axes of the developing brain  
A: BMP and Wnt antagonists from the mesodermal rostral part as well as Wnts and retinoic acid (RA) from the 
endodermal caudal part generate a rostro-caudal gradient. FGF8 is also involved in the patterning and regional 
compartmentalization processes. B: Shh secreted by the notochord cells and Wnts along with BMPs secreted 
from the roof plate and the ectodermal dorsal part generate gradients along the dorso-ventral axis. (Adapted 
from Petros et. al, 2011).   
(Petros et al., 2011) 
1.3.3 Integration of signal gradients into transcription programs 
 
Cells in different regions of the neural tube integrate the information relayed by such 
morphogen gradients by expressing distinct sets of transcription factors (TFs) according to 
their distance from each signal source (Gilbert, 2003). TFs are proteins that contain DNA 
binding domains and regulate the transcription rate of specific genes (Latchman, 1997). 
Several TFs which regulate the size and identities of different brain compartments have 
been identified. Some of the most notable TFs related to the pallial subdivisions are 
B 
A 




CoupTFI, Dmrta2 (Dmrt5), Emx2, Lef1, Lhx2, Pax6, and Sp8. Even though morphogen 
gradients are translated into the expression of specific TFs, the latter are also expressed in 
gradients along those subdivisions. This begs the question on how such gradients are 
ultimately interpreted in a robust manner to form clearly defined cortical regions. In a recent 
line of studies, it was suggested that enhancer regulatory elements integrate TF gradient 
expression at pallial protodomains and translate it into the activation of specific gene 
combinations (Pattabiraman et al., 2014). In turn, this differential gene activation restrains 
the developmental potential of each domain by committing the recipient cells to specific 
neural fates.  In this manner, the cells can acquire distinct identities in response to a 
relatively small number of secreted signals (such as Wnt, BMP, FGF and RA) in different 
areas at different times and thus, the neural tube becomes subdivided into functionally 
specific domains.  
 
 
1.4   Neural stem cells 
 
In the early neural tube, the neural plate is composed by an epithelium layer of cells, called 
neuroepithelial cells. These are elongated cells that are connected by processes to the 
apical (or pial) surface on one side and the basal (or lumenal) surface on the other side of 
the tube. They exhibit typical epithelial features, forming junctional complexes at the lumen 
and exhibiting a polarized apico-basal distribution of cellular components, thus forming a 
pseudostratified epithelium termed neuroepithelium. These are the neural stem cells 
(NSCs) that give rise to all neural lineages that will constitute the central nervous system 
(Götz and Huttner, 2005). 
 
At around E9.5, the junction coupling at the lumen is gradually loosened and the NSCs start 
expressing the intermediate filament nestin (Nes), which is a hallmark marker of neural stem 
cells (Malatesta et al., 2008). NSCs exhibit a distinct behavior during the progression of 
their cell cycle, termed interkinetic nuclear migration (INM). The nuclei move basally during 
the G1 phase and undergo through the S phase while residing at the basal surface. After S 
phase, they move back towards the apical surface during the G2 phase where they will 
undergo mitosis. This nuclear movement, coupled with the asynchronous cell cycle phase 
of different NSCs, is why the neuroepithelium seems stratified even though at this stage it 
is only comprised by a single cell layer of cells (Götz and Huttner, 2005) (figure 1.5). INM is 
dependent on a centrosome microtubule motor system and it has been argued that it serves 
in regulating the exposure of each cell in different proliferative vs differentiating 
microenvironments (Taverna and Huttner, 2010). 




Figure 1.5: Interkinetic nuclear migration (INM)  
NSCs move basally during G1, undergoing S at the basal surface. Then, they move apically during G2, 
undergoing mitosis (M) at the apical surface. Cell bodies in different stages of the cell cycle occupy different 
positions on the apico-basal axis, generating the illusion of stratification in this single cell thick layer (adapted 
from Tsunekawa et. al, 2006). 
(Tsunekawa et al., 2006) 
1.4.1 Apical progenitors 
 
Upon closure of the neural tube NSCs undergo symmetric divisions and proliferate rapidly, 
thus expanding the progenitor pool and forming the ventricular zone (VZ), which is the 
proliferative compartment of the developing brain (Angevine et al., 1970).  Around E10.5, 
the NSCs start dividing asymmetrically, maintaining a proliferative pool while they give rise 
to the first wave of neurons. The progenitors generated by these asymmetric divisions lose 
their tight junctions and start expressing astroglial markers. These progenitors are called 
radial glial cells (RGCs) and they have a more restricted lineage fate potential while they 
still retain nestin, Pax6 and Sox2 expression, adherent junctions and their apico-basal 
polarity (Götz and Huttner, 2005). In the murine dorsal pallium this process is concluded by 
E12.0, by which time most of the progenitors exhibit astroglial characteristics (Noctor et al., 
2002). NSCs and RGCs together are the main proliferative cell population and due to their 
apical mitosis, they are termed as apical progenitors (AP) (Taverna and Huttner, 2010). 
Apart from their proliferative capacity, these cells also serve as scaffolds for the newborn 
neurons which migrate basally along their basal processes (Malatesta and Götz, 2013) 
(figure 1.6).  
 
1.4.2 Basal progenitors in the dorsal telencephalon 
 
In the dorsal telencephalon, RGCs generate a second type of neural progenitors which are 
called basal progenitors (BP) (Haubensak et al., 2004). These cells lose their apical and 
basal processes and therefore do not undergo INM. Instead, they migrate basally, forming 
a second proliferative compartment above the VZ, termed as subventricular zone (SVZ), by 
E13.0 (Miyata et al., 2004). BP lose their astroglial markers as well as the proliferation 




marker Sox2 and they are characterized by the expression of the transcription factor Tbr2 
(also known as Eomes), the main marker used to identify BP (Englund et al., 2005). They 
are able to undergo symmetric proliferative divisions but the vast majority of them 
undergoes symmetric differentiating divisions, generating two neurons (Kriegstein and 
Alvarez-Buylla, 2009) (figure 1.6). AP cells can also generate another type of progenitors 
that lose the apical process while retaining their contact to the basal lamina. These cells are 
known as basal radial glial cells (bRGCs). Although bRGCs are abundant in human, they 
are only present in minor proportions in mice (Shitamukai et al., 2011). Interestingly, these 
cells are proposed to be responsible for the neocortical expansion and folding through 
evolution (Hansen et al., 2010).  
 
 
Figure 1.6: Neural progenitors in the dorsal telencephalon 
Apical progenitors (AP) proliferate or give rise to neurons and basal progenitors (BP), depending on their division 
mode. They form the ventricular zone (VZ) and provide scaffolding for the migration of newborn neurons through 
the intermediate zone (IZ), towards the cortical plate (CP). BPs are transient progenitors that lose their apical 
process and reside above the APs, forming the subventricular zone (SVZ) (adapted from Aprea & Calegari, 
2012). 
(Aprea and Calegari, 2012) 
1.4.3 Modes of cell division 
 
The potential of progenitors to proliferate and expand the progenitor pool, as well as to 
differentiate into cells that are more committed, is highly dependent on the mode of cell 
division. As mentioned before, the progenitors in the developing brain can divide either 
symmetrically (generating two identical cells), or asymmetrically (generating two cells of 
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different identity). Moreover, a symmetric division can either be proliferative (generating two 
cells of same identity as the parent cell), or differentiating (generating two cells that are 
identical to each other but different from the parent cell). Likewise, an asymmetric division 
can be self-renewing (when one cell has the same identity with the parent cell whereas the 
other doesn’t), or differentiating (when both daughter cells are different than the parent cell 
and also different from each other) (Taverna et al., 2014). The different types of cell division 
modes are illustrated in figure 1.7. As with any other developmental program, tight 
regulation of the division modes across development is pivotal for the maintenance of the 
progenitor pool and for generating the appropriate amounts of differentiated cells that will 
constitute the adult brain and decide its final size. Although the processes of proliferation 




Figure 1.7: Modes of stem cell division 
Stem cells can divide either symmetrically (left side), or asymmetrically (right side), generating identical or 
disparate daughter cells respectively. Likewise, a division can be proliferative/self-renewing (top side) or 
differentiating (bottom side), when the daughter cells are the same or different type in respect to the mother cell. 
As development proceeds, there is a shift from proliferative towards increasing differentiating divisions. 
 
 
1.5   Neurogenesis in dorsal telencephalon 
 
Upon establishment of the dorsal (pallial) telencephalic domain, the latter is subsequently 
specialized into four regions. These are the dorsal pallium (origin of the neocortex), the 
medial pallium (origin of the hippocampal primordium and the hem), the lateral pallium 
(origin of the piriform cortex) and lastly, the ventral pallium (origin of the antihem and the 

















earlier in the spinal cord (peaking around E11.5) (Barry and McDermott, 2005), in most 
parts of the brain including the dorsal telencephalon, this process starts around E10.5 with 
the first round of AP undergoing asymmetrical divisions, reaching a peak around E14.5. 
While neurogenesis is generally concluded before birth, the process continues postnatally 
in some areas such as the hippocampus (Altman and Bayer, 1990). 
 
Of particular interest in this study is the neocortex, the most recent evolutionary addition to 
the mammalian brain. This structurally complex site, occupies the biggest part of the dorsal 
telencephalon and is involved in higher cognitive functions such as sensory perception, 
voluntary movement, spatial reasoning, conscious thought, episodic memory and in 
humans, language (Rakic, 2009). Through evolution, the mammalian neocortex has 
expanded dramatically. The size and complexity of the neocortex in human compared to 
other mammals make this part of the brain an attractive candidate for studies addressing 
the uniqueness of mental prowess seemingly stemming from it (Molnár and Pollen, 2014).  
 
1.5.1 Layering of the neocortex 
 
The neocortex is organized in six distinct layers which are populated by projection excitatory 
neurons and interneurons (Greig et al., 2013). The projection neurons, which guide axons 
in distant brain regions, are generated from AP and BP progenitors in the dorsolateral 
telencephalon and migrate basally from the VZ and the SVZ to the cortical plate (CP), 
through an intermediate zone (IZ), where they are organized in layers. Each of these layers 
is formed by neurons generated in distinct time points, express distinct markers and form 
distinct connections to other parts of the brain (Tiberi et al., 2012). On the other hand, the 
interneurons, which are mainly inhibitory and modulate the action of the excitatory neurons, 
are generated in the ventral telencephalon and migrate from there to the neocortex (Greig 
et al., 2013).   
 
As already mentioned above, the first wave of neurons in the dorsal telencephalon are 
generated around E10.5. These neurons form the preplate and are promptly joined by 
another type of neurons that are generated mainly in the hem, called Cajal-Retzius neurons. 
This leads to the division of the preplate into two regions; the subplate and the marginal 
zone (Rubenstein and Rakic, 2013). These neurons will form the layer I of the neocortex 
which will further regulate the migration of the following newborn neurons and their 
organization into the remaining five layers of the CP (Gaiano, 2008). This happens in a so 
called “inside-out” manner, meaning that the earliest newborn neurons from this point 
forward will form the deeper layers VI and V, whereas the neurons born later will form the 
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upper layers IV, III and II respectively (Kriegstein and Alvarez-Buylla, 2009). This process 
concludes around E17.5, with the generation of the last few neurons that will populate 
Layers II/III. (Angevine and Sidman, 1961). At the end of this neurogenic phase, the 
progenitors in VZ/SVZ start generating astrocytes and oligodendrocytes until early postnatal 
stages (Mukhtar and Taylor, 2018). Eventually, the progenitor pool of AP and BP gets 
depleted, leaving a single cell layer of ependymal cells in place of the VZ and SVZ. The 
process of neurogenesis and layering of the neocortex is illustrated in figure 1.8. The SVZ 
is only sustained in the lateral ventricles of the brain where it will maintain a niche of 
progenitors capable of generating olfactory neurons during adulthood (Mérot et al., 2009). 
 
 
Figure 1.8: Layering of the developing neocortex. 
APs initially proliferate before they give rise to the subplate (SP) neurons (in purple), which together with Cajal-
Retzius (CR) neurons (in orange) originating from the hem, guide the formation of the rest cortical layers. Deeper 
layer VI and V neurons are generated earlier, followed by upper layer IV and II/III neurons, illustrated by different 
colors. Around E17, neurogenesis gradually halts and astrocytes start to generate (Adapted from Greig et al., 
2013). 
 
1.5.2 Neural subtypes 
 
As already mentioned, there are two broad classes of cortical neurons. The first are small 
GABA (γ-aminobutyric acid) containing interneurons, which make local connections and 
provide inhibitory inputs to the second class of cortical neurons, i.e., projection neurons 
(Zecevic et al., 2011). The latter are larger glutamatergic neurons of pyramidal shape that 
relay information between distal parts of the neocortex and other regions of the CNS. They 




can be broadly subdivided into three major classes. The first class comprises the intra-
telencephalic neurons which, as their name suggest, project axons within the 
telencephalon. They do so ipsilaterally and/or contralaterally through the corpus callosum 
(callosal projection neurons) and they populate layers II to VI. The second class of projection 
neurons are the pyramidal tract neurons, otherwise known as subcerebral projection 
neurons. They mainly populate layer V and project to subcerebral destinations, including 
brainstem, spinal cord, midbrain and the striatum. Finally, the last class of projection 
neurons are the cortico-thalamic neurons that project to different dorsal thalamic regions 
and populate layer VI (Harris and Shepherd, 2015). Occasionally, the latter two classes are 
grouped together in some studies, as subcortical projection neurons. Below is a list of some 
neural markers, relevant for the present thesis. 
 
1. Satb2 as a callosal projection neuron marker. 
 
Satb2 is a chromatin remodeling protein that regulates gene expression, required for normal 
development of callosal projection neurons (neurons projecting axons across the corpus 
callosum) (Leone et al., 2015). It is abundantly expressed across all layers of the neocortex 
as well as in other non-cortical brain regions (Huang, 2014). Inactivation of Satb2 in mutant 
neurons results in them acquiring Ctip2 expression, whereas ectopic expression of Satb2 
in neural stem cells decreases Ctip2 expression. Satb2 has been shown to directly bind the 
regulatory loci of Ctip2 inhibiting its expression, thus promoting the formation of callosal 
projection neurons over subcerebral projection neurons (Alcamo et al., 2008). Nevertheless, 
some neurons in newborn animals have been demonstrated to express both of these 
markers as a result of the action of another protein, Lmo4, which prevents Satb2 from 
binding the Ctip2 locus by altering this DNA region (Harb et al., 2016). 
 
2. Ctip2 as a subcerebral projection neuron and deep layer marker 
 
Ctip2, also known as Bcl11b, is a zip finger TF (Leid et al., 2004). It is a major downstream 
effector of another zip finger TF, Fezf2, which is crucial for the specification of subcerebral 
projection neurons and naturally serves as an additional marker for these types of neurons 
which reside in the deeper layers V and VI. Mutation of either of the aforementioned genes 
disrupts the formation of the corticospinal tract (Chen et al., 2005) and the emerging 
neurons display instead properties of callosal projection neurons and upregulated 
expression of Satb2. Alternatively, ectopic expression of either of those genes in layer II/III 
neurons causes their axons to project subcortically instead of cortico-cortically (Chen et al., 
2008). Apart from being abundantly expressed in corticospinal motor neurons (a subset of 
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subcerebral projection neurons), Ctip2 is also known to control the differentiation of medium 
spiny neurons in the striatum, which are also critical in motor control, and thus, has gained 
a lot of attention for studies related to neurodegeneration and spinal cord injury (Arlotta et 
al., 2005; Arlotta et al., 2008). Lastly, Ctip2 is also expressed in hippocampal subregions, 
olfactory bulb and cortex and other regions of the developing CNS, as well as in the thymus 
(Leid et al., 2004).  
 
3. Lhx2 as an upper layer marker 
 
Lhx2 (LIM homeobox 2) is a transcription factor that is considered crucial for the cerebral 
cortical fate. Lhx2 is expressed in the VZ and SVZ during corticogenesis as well as in post-
mitotic neurons of the upper layers VI and II/III (Molyneaux et al., 2007). Nonetheless, its 
importance extends beyond the specification of upper layer neurons. Of note, studies have 
illustrated that it is required for the formation of the neocortical progenitor domain and that 
Lhx2 mutant mice exhibit an absence of neurons in all layers, with the neocortex being 
replaced by an expanded cortical hem, granting the TF the characterization of “cortical 
selector” (Monuki and Walsh, 2001). Indeed, Lhx2 promotes Pax6 expression by binding to 
its enhancer, while also repressing BMP and Wnt signaling, inhibiting non-neural fates (Hou 
et al., 2013). Thus, Lhx2 probably has a double role in development: first, it is required to 
establish a cortical identity in the progenitors, while later on it is involved in upper layer 
neuron differentiation (Molyneaux et al., 2007). Postnatally, Lhx2 positive neurons largely 
overlap with Satb2 positive neurons in layers II-IV, whereas there is no overlap with Ctip2 
positive neurons (Zembrzycki et al., 2015). Additionally, Lhx2 has been shown to be 
necessary in suppressing astrogliogenesis and promoting neurogenesis in the developing 
hippocampus (Subramanian et al., 2011). Other notable upper layer markers include Cux1, 
Cux2 and Svet1 (Molyneaux et al., 2007). 
 
4. NeuN as a mature neuron marker 
  
NeuN is a neuron specific nuclear protein across vertebrates. It is the protein product of the 
Fox-3 gene and functions as a splicing factor (Kim et al., 2009). It is expressed in the vast 
majority of neural types in mice with the exception of cerebellar Purkinje cells, olfactory bulb 
mitral cells, and retinal photoreceptor cells (Mullen et al., 1992). Its expression starts as 
neurons mature, typically after downregulation of DCX expression. The entire range of 
functions of this protein is still unclear, but the fact that it is expressed solely in the nervous 
system while it has never been detected in glial cells has led to its broad use as a specific 
mature neuron marker (Gusel’nikova and Korzhevskiy, 2015). 




1.6   Adult neurogenesis 
 
Until the second half of the 20th century it was commonly agreed that neurogenesis is a 
process limited only to embryonic and early postnatal development, grinding to a halt by 
adulthood. In 1928 Ramon y Cajal, the father of modern neuroscience, proclaimed that “In 
the adult centers the nerve paths are something fixed, ended and immutable. Everything 
must die, nothing may be regenerated”. In the onset of ‘60s though, Altman provided 
evidence of generation of newborn neurons in adult rats and guinea pigs as well as in the 
cortex of cats (Altman, 1962; Altman, 1963). This though, was not well accepted at the time 
and in fact, his claim for the existence of adult neurogenesis was ridiculed, even though in 
1965 he provided histological evidence of newly-formed dentate gyrus granule cells in the 
hippocampus of the adult rat (Altman and Das, 1965), as well as evidence of new postnatal 
granule cell neurons in the olfactory bulb (Altman, 1969). Since then, thousands of studies 
have been published on the topic and it is widely accepted that neurogenesis persists in the 
adult mammalian brain in two restricted areas; the SVZ of the lateral ventricles and in the 
dentate gyrus (DG) of the hippocampus.  
 
1.6.1 The adult subventricular zone 
 
The SVZ of the lateral ventricles consists of a 3-4 cell thick layer that is separated from the 
ventricular cerebrospinal fluid by a layer of ependymal cells (Mirzadeh et al., 2008) and is 
the richest source of NSCs in the adult brain (Lim and Alvarez-Buylla, 2014). The NSCs 
there are surrounded by neural progenitors and neuroblasts (figure 1.9B). The latter are 
known to migrate through the rostral migratory stream (RMS) to reach the olfactory bulbs 
(OB), located in the most rostral part of the forebrain (figure 1.9A). There, they will mainly 
differentiate into γ-aminobutyric acid (GABA)-ergic interneurons (Ponti et al., 2013). There 
are indications that NSCs from the adult SVZ can also generate astrocytes and 
oligodendrocytes, albeit in a much lesser extent (Menn et al., 2006). Recent studies have 
shown that in a subset of mouse embryonic neural progenitor cells, the cell cycle slows 
between embryonic day E13.5 and E15.5 while other embryonic neural progenitors continue 
to divide rapidly (Furutachi et al., 2015). Another study revealed that the same subset of 
cells remain largely quiescent until they become reactivated postnatally as adult NSCs 
(Fuentealba et al., 2015). As the name suggests, the OB is the area responsible for odorant 
perception. Despite the continuous supply of neurons from the SVZ, the OB maintains a 
relatively stable number of neurons. This is the result of a continuous process of cell death 
and replacement which is believed to be crucial for odor discrimination, innate olfactory 
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responses as well as olfactory learning and memory (Gheusi et al., 2000; Sakamoto et al., 
2011; Sakamoto et al., 2014). Interestingly, specific activation of postnatally born neurons 
using optogenetic tools in mice has shown to enhance difficult odor discrimination and 
improve memory (Alonso et al., 2012). Additionally, a more recent study provided evidence 
that induced increase of adult neurogenesis can lead to improved  discrimination between 
highly similar odorants (Bragado Alonso et al., 2019). 
 
1.6.2 The hippocampus 
 
The hippocampus is a complex bilateral structure, part of the limbic lobe of the brain, with 
important functions in learning, memory, spatial navigation and emotional responses 
(O’Keefe et al., 1971; Tyng et al., 2017). Its name comes from the Greek word ιππόκαμπος 
which translates to seahorse. It is an extension of the temporal part of the cerebral cortex, 
that can be easily distinguished as a formation of densely packed neurons of a 
characterizing shape (Anand and Dhikav, 2012). The hippocampus is arguably the most 
extensively studied part of the brain. Anatomically, it is composed by two interlocking parts: 
the hippocampus proper (also known as cornu ammonis, or CA) and the dentate gyrus 
(DG). The former is subdivided in three regions, namely CA1, CA2 and CA3. Other regions 
of the general hippocampal formation include the subiculum, presubiculum, parasubiculum, 
and the entorhinal cortex (EC). The hippocampus resembles in some extent other cortical 
structures, but in many important ways it is unique. It is one of the very few areas in brain 
that receives highly processed information from multiple neocortical sources and further 
processes it through the passage of this information in a unidirectional manner: from the EC 
to the DG, from there to CA3 and from there to the CA1 which projects to the subiculum but 
also feedbacks back to the EC. The hippocampal network is suited for receiving input from 
all sensory modalities and then further mixing it or comparing it. (Andersen et al., 2006). (Li 
and Xie, 2005; Johnson et al., 2009) 
This highly detailed field patterning is suggested to be intrinsic to the embryonic mouse 
hippocampus as early in development as the time that the first hippocampal neurons are 
born at E10.5 in the caudomedial cortical primordium (Tole and Grove, 2001). This is well 
before the first, early structures of the hippocampal formation can be visually distinguished, 
around E16-E17 (Ciofi Luzzatto et al., 1988). Presumptive CA1 and CA3 fields can already 
be identified between E14.5 and E15.5 in the mouse, a week before the fields are 
morphologically distinct (Tole et al., 1997). Importantly, the hippocampal DG houses the 
second adult stem cell niche of the brain. These neural stem cells, populate the subgranular 
zone (SGZ) which is a thin layer of cells (type I cells) located between the granular cell layer 
(GCL) and the hilus of the DG (figure 1.9A,C). Even though the hippocampus development 




is not over until early postnatal stages, it is proposed that a common neural progenitor 
population exclusively contributes to dentate neurogenesis throughout development and 
adulthood (Berg et al., 2019). In a sense, the hippocampal niche of adult neurogenesis is in 
place well before true adulthood and the transition from developmental neurogenesis to 
adult neurogenesis coincides with the time the young mice start to become active (Nicola 
et al., 2015). Much like the developmental neural stem cells, adult NSCs express nestin and 
they present glial features, such as GFAP expression and provide scaffolding 
(Kempermann et al., 2004). They remain mostly quiescent, dividing rarely and most likely 
asymmetrically, generating fast proliferating, transit amplifying neural progenitors (type II 
cells) which lack glial features (Ehninger and Kempermann, 2008; Hodge et al., 2008). The 
latter produce neuroblasts (type III cells) which are slowly proliferating cells that express 
DCX and represent a transitional stage from progenitors to immature neurons (Ehninger 
and Kempermann, 2008; Hsieh, 2012). Eventually, type III cells generate immature neurons 
that migrate to the GCL while they mature for at least 4 weeks, eventually starting 
expressing NeuN (Zhao et al., 2006; Hsieh, 2012). Adult neurogenesis in the hippocampus 
is believed to be important for cognitive functions such as learning, memory and emotional 
behavior (Kempermann, 2008). Increase of hippocampal neurogenesis has shown to 
improve learning and memory (Kempermann et al., 1997; Berdugo-Vega et al., 2020), 
whereas a reduction in neurogenesis has the opposite effect (Shors et al., 2001; Garthe et 
al., 2009).  
 
 
Figure 1.9: Adult neural stem cell niches of the mouse brain 
A: Sagittal view of the adult mouse brain. The two stem cell niches, namely the subventricular zone (SVZ) and 
the subgranular zone (SGZ) of the dentate gyrus (DG) of the hippocampus are highlighted in blue. Newborn 
neurons from the SVZ migrate through the rostral migratory stream (RMS) to reach the olfactory bulbs (OB) 
where they will integrate (adapted from Johnson et. al, 2009). B, C: Coronal views of the two stem cell niches. 
The SVZ is a few cells thick layer separated from the lateral ventricle (LV) fluid by a single cell layer of ependymal 
(E) cells. The structures of both niches formed by NSC (pink), intermediate progenitor (green) and newborn 
neuron (cyan) populations are further illustrated (adapted from Li & Xie, 2005). 
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1.7  Cell cycle dynamics and fate commitment 
 
The most defining characteristic of a stem cell is its ability to either multiply itself or 
differentiate into different cell types upon cell division. As we’ve already discussed so far, 
the mode of the cell division, along with the speed of cell division as we’ll see shortly, are 
important factors for the fate decision of proliferation versus differentiation. Tight regulation 
of these processes is crucial not only for ensuring the correct formation of tissues during 
development, but also for maintaining homeostasis and tissue integrity, as well as in 
response to injury or malfunction during adulthood. This involves periods of alternating 
quiescence/cell cycle re-entry and proliferation/differentiation paradigms. Deregulation of 
the cell cycle can lead to serious conditions, including cancer. A brief synopsis of the cell 
cycle process along with its most notable key regulators with emphasis on G1 stage is 
provided below, followed by an overview of its relation in fate decision. 
 
1.7.1 The cell cycle and its regulation 
 
The cell cycle is defined as the sequential process by which a cell grows in size, duplicates 
its genome and then divides into two daughter cells. The cycle can be divided into four 
distinct phases. The first stage in this cycle is G1, a period in which the cell starts to 
synthesize cellular macromolecules and expands in size. This is followed by DNA synthesis 
and the eventual duplication of the genome in the cell, a process known as S phase. The 
cell then grows further in preparation for its division and this is the G2 phase. The cycle 
culminates in the M phase, when the cell undergoes mitosis and divides into two daughter 
cells (Poon, 2016). A cell can exit this cycle after mitosis, entering a phase known as G0. 
This can be a reversible situation, as is the case for quiescent stem cells; or irreversible, in 
the case of post-mitotic cells (Coller, 2007).  
 
Progression through each phase of the cell cycle depends on the action of oscillating cyclin 
dependent kinases (Cdks) and their associated Cyclins. Cdks are serine/threonine kinases, 
able to promote DNA synthesis and chromosome segregation by phosphorylating key 
targets (Gao and Liu, 2019). Generally, progression from one cell cycle phase to the next 
depends on coordinated activation and inactivation of these oscillators in a unidirectional 
manner. Cdk activation depends on binding with their associated Cyclins, which have 
earned their name because of their cyclic (periodic) expression during the cycle, in contrast 
to Cdks whose levels remain constant (Breeden, 2003). Entering and exiting cell cycle 
phases depends on the synthesis and degradation, respectively, of different Cyclins 




(Schafer, 1998). This creates distinct checkpoints in the cycle, during which the cell can halt 
the progression to the next phase if defects in DNA integrity or spindle formation are 
detected. When a cell is unable to fix such a defect, it exits the cell cycle, thus avoiding to 
inherit this defect to its progeny and propagate it (Poon, 2016).  
 
Entering the cell cycle depends strictly on the integration of extracellular mitogenic growth 
factors. During the early G1 phase, the cell integrates the mitogenic signals and starts 
synthesizing the required cycle machinery. Interruption of the mitogenic signals leads to a 
rapid exit from the cycle. The assimilation of growth factors promotes the expression of 
Cyclin D (Planas-Silva and Weinberg, 1997). Cyclin D has a short half-life of about 30 
minutes which coupled with its strong dependance on mitogenic factors, enable Cyclin D to 
act as a mitogenic sensor (Poon, 2016). Early in G1 phase, retinoblastoma protein (pRb) 
binds with E2F, a family of TFs necessary for the transcription of genes critical for S phase 
entry (Henley and Dick, 2012). Active Cyclin D/ Cdk4/6 complexes bind and mono-
phosphorylate pRb and partially inactivate it (hypo-phosphorylated form), freeing the E2F 
TFs (Narasimha et al., 2014). The E2F then are able to promote the expression of 
downstream Cyclin E, which binds and activates Cdk2 and the resulting complex further 
phosphorylates pRb (hyper-phosphorylated form), resulting in its complete inactivation. This 
generates a positive feedback loop, in which E2F and Cyclin E are able to activate their 
own expression (Johnson et al., 1994). At this stage, known as the restriction point (R), the 
cell becomes independent of external stimuli and commits to progress through the cycle 
(Zetterberg et al., 1995). Adding another level of control, Cdk2 is normally bound by CIP/KIP 
proteins, a family of Cdk inhibitors whose expression is controlled by p53. When DNA is 
damaged, p53 is able to halt the cell cycle in this way, while it recruits DNA repair proteins 
and is also able to mediate apoptosis when repair deems not possible (Shaw, 1996). In a 
normal situation, continuous degradation of p53 coupled with sequestration of CIP/KIP 
proteins by Cyclin D, allows the progression of the cycle (Choi and Anders, 2014).  
 
Hyper-phosphorylation of pRb by Cdk2/ Cyclin E allows H2E to transcribe Cyclin A and 
DNA polymerase genes together with several other genes and this marks the transition to 
the S phase. Cyclin A binds Cdk2, replacing Cyclin E. Cdk2/ Cyclin E/A complexes activate 
MCM2-7 helicase which unwinds DNA at the origin, allowing the DNA polymerases and the 
rest of the replication machinery modulated by E2F to initiate DNA synthesis. After 
replication of DNA, cyclin E gets degraded. At the same time, Cdk2/ Cyclin A phosphorylate 
members of the E2F, thereby inactivating them and terminating the transcription of genes 
involved in S phase. This mechanism ensures that the DNA will be replicated only once per 
cycle (Poon, 2016). Upon successful replication of DNA, the cell is allowed to enter G2. 
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During this phase it will grow a bit further and begin synthesizing proteins in anticipation of 
the mitotic phase (M). This stage also marks another checkpoint that ensures DNA integrity 
just before mitosis. In the event of DNA damage, the inhibitory kinase Chk1 inactivates 
Cdc25 phosphatase, which leads to a cycle halt until the damage is controlled (Moore et 
al., 2003). Active Cdc25 can then activate Cdk1 which becomes a new target for Cyclin A. 
The Cdk1/ Cyclin A complex further activates Cdc25, creating another positive feedback 
loop (Morgan, 2006). This process leads to the activation of Cyclin B which forms a complex 
with Cdk1. The end of G2 phase is marked once the Cdk1/ Cyclin B complex levels reach 
a certain threshold, after which M phase sequences are irreversibly triggered, resulting to 




Figure 1.10: The cell cycle 
A: Schematic representation of the cell cycle and its different phases (annotated in different colors). The CDK-
Cyclin complexes regulating the cycle are depicted, located proximally to the stage they regulate. B: Focus on 
the main factors regulating the G1 phase of the cycle. External mitogenic cues drive the expression of Cyclin D, 
which forms complexes with CDK4/6 that phosphorylate pRb, allowing E2F to promote the expression of Cyclins 
E and A. The latter form complexes with CDK2 which further phosphorylate pRb, progressing the cycle past the 
restriction point (R), after which point the cell is no longer dependent to external stimuli in order to replicate. 
CDK2 is additionally regulated by p53, adding an integrity checkpoint (modified from Poon, 2016). 
 
1.7.2 Relevance of cell cycle in fate decisions 
 
Whereas the polarity and intracellular distribution of cell components has been implicated 
in the decision between symmetric and asymmetric divisions in several types of stem cells, 
including NSCs (Taverna et al., 2014), there is increasing evidence that the length of the 
cell cycle can affect the decision between proliferation and differentiation (Ohnuma and 
Harris, 2003; Liu et al., 2019). This correlation has been reported in several different stem 
cell lineages (Lange and Calegari, 2010). Specifically for neural progenitors, it has been 
observed that neurogenic divisions are characterized by longer cell cycle compared to 
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proliferative divisions, an effect that is attributed to a lengthening of the G1 phase (Calegari, 
2005). Moreover, artificial lengthening of G1 has proven to be sufficient to trigger 
differentiation (Calegari and Huttner, 2003; Borghese et al., 2010), suggesting that cycle 
length represents a cause rather than a consequence in neurogenesis (Calegari and 
Huttner, 2003). Conversely, acute overexpression of Cdk4/ Cyclin D1 (termed as 4D 
hereafter) complex (Lange et al., 2009), as well as Cyclin D1 alone (Pilaz et al., 2009) 
shortens G1 length and leads to a delay in neurogenesis. These observations lend support 
to the “cell cycle length hypothesis”, a model postulating that the length of G1 is a critical 
determinant in fate decisions (figure 1.11). According to the model, the cell requires a certain 
G1 length threshold in order to timely accumulate the sum of fate determining factors that 
will drive its differentiation. When a cell does not reach this threshold, it will proliferate 
instead (Calegari and Huttner, 2003). Concomitantly, proliferating neural progenitors are 
characterized by longer S phase than progenitors committed to differentiate, suggesting 
that they instead invest more time into quality control of replicated DNA (Arai et al., 2011). 
To date, virtually all G1 regulators have been shown to affect neurogenesis in some way 
(Hindley and Philpott, 2012). (Salomoni and Calegari, 2010) 
 
 
Figure 1.11: The cell cycle length hypothesis 
The length of G1 phase of the cell cycle is related to the fate of cell divisions. A halted G1 is essentially the G0 
phase, where the cell is quiescent and no division occurs. The generation of highly specialized differentiated 
cells, such as neurons, requires a longer time and thus a slower and longer G1. Conversely, proliferation requires 
less preparation from the cell resulting in a faster, thus shorter G1 (adapted from Salomoni & Calegari, 2010).  
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1.8  Manipulation of gene expression in vivo 
 
Up until the end of the last century, selection of traits in an organism was possible only by 
selective breeding methods. Just a couple of years after the cracking of the genetic code in 
1966, scientists discovered the existence of restriction enzymes able to cleave DNA in 
specific sites based on the sequence of the latter (Kelly and Smith, 1970). The construction 
of biologically functional plasmids that could be expressed and cloned in E.coli was a reality 
by 1973 (Cohen et al., 1973). Just a mere year later, the generation of the first transgenic 
mouse was announced (Jaenisch and Mintz, 1974), shortly followed by the development of 
the first viral vector system (Nussbaum et al., 1976). Today both of these methods have 
been developed to such an extent, that it is possible to generate organisms conditionally 
expressing or silencing specific genes in selected cell types, enabling control of gene 
expression in a spatiotemporal manner. In addition, the emergence of new methods based 
on CRISPR/Cas9 allow scientists to specifically induce or correct a mutation in vivo, as well 
as to induce epigenetic modifications in selected sequences (Yuanwu Ma et al., 2014). 
 
1.8.1 Engineering of gene expression 
 
In order to better understand a biological process, it is often helpful to alter some of its 
suspected key components and observe the different outcomes. Silencing and forced 
expression of selected genes in different contexts has proven to be crucial in understanding 
their multitude of functions. However, most genes are not constantly expressed and their 
function can differ in different tissues. This creates the need for spatiotemporal control of 
such manipulations.  
 
One method that has been widely used to that end utilizes the action of target-specific 
recombinases. Cre is a commonly used recombinase, that recognizes special palindromic 
DNA sequences termed LoxP. When Cre comes across LoxP sites, it binds them and 
catalyzes DNA strand hydrolysis, recombination and ligation. (Sauer and Henderson, 1988). 
Depending on the localization and orientation of the LoxP sites, it is possible to invert, delete 
or translocate a selected sequence flunked by LoxP (floxed sequence) (Gaj et al., 2014) 
(figure 1.12). Inducible Cre activation became possible with the development of the Cre-
ERT2 variant, in which Cre is fused to a mutant form of the estrogen receptor (ER) and can 
only be activated by Tamoxifen. Once Tamoxifen is introduced, binds to the ER and the 
Cre-ERT2 complex is able to translocate to the nucleus allowing Cre to perform ablation of 
floxed sequences (Feil et al., 1997). Expression of Cre-ERT2 under control of tissue-specific 




promoters allows for spatial control, while the timing of recombination depends on the 
introduction of Tamoxifen. With the introduction of floxed stop-cassettes upstream of a gene 
instead of floxed genes, it became possible to also activate gene expression in addition to 
silencing it (Zhang et al., 2012). Of note, an important aspect of this system is that 
recombination performed in this method is definitive and thus, its effects are irreversible. 
 
Figure 1.12: The Cre-loxP system 
Cre guides the recombination in regions flunked by loxP sequences. The orientation of the loxP sites dictates 
the type of the recombination. Repeated sites of the same orientation lead to the excision of the incorporated 
sequence. Conversely, repeated sites of opposite directions lead to the inversion of the DNA sequence. LoxP 
sites in different DNA strands result in translocation of the downstream sequences (adapted from Dallas et.al, 
2018).   
(Dallas et al., 2018) 
Another popular method for inducible gene expression makes use of the tetracycline-
dependent transactivator protein (tTA). The latter binds to the tetracycline-responsive 
promoter element (TRE) and drives the expression of target genes located downstream in 
the absence of tetracycline and its derivatives (Tet-off system) (Gossen and Bujard, 1992). 
A newer variation of this method makes use of reverse tetracycline-dependent 
transactivator (rtTA), which conversely to tTA can only be activated after binding to 
tetracycline (Tet-on system). With this system, gene expression of TRE controlled genes 
can be induced with the introduction (rather than absence) of tetracycline, or one of its 
derivatives (e.g., doxycycline), while specificity can be achieved by controlled expression of 
rtTA under tissue-specific promoters (Gossen et al., 1995). Both variations of this method 
are reversible as reintroducing or removal of tetracycline allows the system to return to its 
original state (figure 1.13). Furthermore, the more recent development of bidirectional 
tetracycline-responsive promoter elements allows for simultaneous transcription of two 
genes in opposite directions (Sammarco and Grabczyk, 2005). Simultaneous gene 
expression can also be achieved with the use of 2A peptides. Several genes linked by 2A 
sequences can be transcribed by a single promoter, generating a polyprotein which 
promptly gets segregated to individual gene products thanks to the self-cleavage capacity 
of the 2A peptides (De Felipe et al., 2006).  




Figure 1.13: The Tet-off and Tet-on inducible systems 
A: The Tet-off system. Tetracycline-dependent transactivator protein (tTA) is generated under the control of a 
promoter of choice and binds to a tetracycline-operator (tetO) promoter element, allowing transcription of the 
downstream transgene. The introduced Doxycycline (Dox) binds to tTA, blocking the transgene expression.      
B: The Tet-on system. Reverse tetracycline-dependent transactivator (rtTA) protein is generated under the 
control of the selected promoter. RtTA is able to bind to the tetO promoter element and initiate transgene 
transcription only after forming a complex with Dox (adapted from Zhang et. al, 2017). 
(Zhang et al., 2017) 
1.8.2 Viral vectors 
 
Viral vectors have been used extensively for many decades as gene delivery vehicles, 
especially with regard to their potential in gene therapy (Lukashev and Zamyatnin, 2016). 
The most commonly used vectors for gene transfer are retroviruses, lentiviruses, 
adenoviruses (Ads) and adeno-associated viruses (AAV). Deciding on the best viral vector 
depends on the application, since each of them presents its own limitations and advantages 
in terms of infectivity, ability to integrate transgene in host genome, maximum packaging 
size, immune response and how lasting their effect is (Chen et al., 2018).  
 
Retroviral and lentiviral vectors alike, use single stranded RNA (ssRNA) that gets reverse-
transcribed into DNA and integrates into the host genome. In order for integration to happen 
though, retroviruses need the disruption of nuclear membrane, which happens during 
mitosis. Thus, they can only infect dividing cells, a feature that can be either advantageous 
or disadvantageous, depending on the situation (Warnock et al., 2011). In contrast, 
lentiviruses do not pose this restriction and are able to infect both dividing and non-dividing 
cells. The maximum packaging size of both is about 9 kb, but the titer typically decreases 
as the size of the construct increases. They evoke minimal immune reaction, and have a 
broad tropism, allowing high infectivity rates (Warnock et al., 2011; Chen et al., 2018). Once 
viral DNA gets integrated, long lasting transgene expression can be achieved, although it 
can become silenced in some cases (Rivella et al., 2000). Last but not least, the main 
disadvantage of both systems is insertional mutagenesis at the site of integration, an event 
that can lead to disruption in activity of proximal host genes (Poletti and Mavilio, 2018). 
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Ads are double-stranded DNA (dsDNA) viruses. The adenoviral vectors can accommodate 
the packaging of large constructs up to 30 kb. They infect dividing and non-dividing cells 
alike and their genomic material is maintained as episome in the nucleus. Therefore, they 
pose minimal risk of insertional mutagenesis, but exhibit reduced levels of expression 
(Rauschhuber et al., 2012; Chen et al., 2018). They infect a broad spectrum of cells, 
however they evoke strong immune reaction and the inflammatory response can lead to 
loss of transduced cells (Brunetti-Pierri et al., 2004; Chen et al., 2018). Lastly, AAVs are 
non-pathogenic viruses which use ssDNA and are able to infect both dividing and non-
dividing cells. Being non-pathogenic makes them popular, as they are not only safer to use, 
but also pose as attractive candidates for gene therapy applications. Their packaging 
capacity is less than 5 kb though, which is rather limited. They require helper viruses to 
infect host cells and replicate. This has been exploited in recombinant AAVs to easily create 
different serotypes with broad tropism. The immune response they evoke is low and their 
genetic material remains as episome, which minimizes the risk of insertional mutagenesis. 
Their episomal DNA can be stably expressed in non-dividing cells, but is quickly lost in 
dividing cells (Chen et al., 2018).  
 
1.8.2.1 The 4DG lentiviral system 
 
A lentiviral delivery system has been previously developed that allows the expression of 
Cdk4, CyclinD1 and GFP (4DG) under the control of a ubiquitin promoter and separated by 
2A peptides (figure 2.1). Notably, when Cdk4/CyclinD1 (4D) overexpression was induced 
in the adult murine hippocampi after stereotaxic injection of the 4DG lentiviral construct, an 
increased proliferation of neural progenitors in expense of neurogenesis was observed 
(Artegiani et al., 2011). Moreover, the construct was further refined to flox the 4D transgenes 
between LoxP sites and was injected in nestin-cre mice, allowing for conditional inactivation 
of the transgenes upon tamoxifen administration. Intriguingly, the transitory 4D 
overexpression led to increased neurogenesis among the expanded progenitor pool 
(Artegiani et al., 2011). The same lentiviral system was used in a more recent study to 
demonstrate that increased neurogenesis in the adult hippocampus by means of 4D 
overexpression results in improved learning and memory compared to control mice infected 
with a GFP construct (Berdugo-Vega et al., 2020).  
 
1.8.3 Transgenic mouse models 
 
The development of transgenic mouse models almost half a century ago enabled the 
scientific community to study the functions of different genes in whole animals. Today, there 
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are several transgenic mouse line repositories, providing researchers around the globe with 
a highly versatile toolbox that can be adapted to the needs of individual experiments. There 
are two methods for generating transgenic mouse lines, homologous recombination and 
pronuclear injection.  
 
In homologous recombination embryonic stem cells from the blastocyst are transfected with 
constructs which surround the transgene with sequences that are homologous to genomic 
DNA sequences of the desired target locus. As a result, some recipient cells will replace 
part of the DNA in the target locus with the transgene. Successfully modified ESCs can then 
be selected and reintroduced to mouse blastocysts, leading to development of chimeric 
mice. The latter are subsequently crossed with wild type (WT) mice in order to test germline 
transmission and the offspring positive for the transgene are derived entirely from the 
modified ESCs (Bouabe and Okkenhaug, 2013). Although this method is costlier and time 
consuming, it allows for targeted insertions, reducing the risk of adverse effects. 
 
In pronuclear injection, the transgene DNA constructs are microinjected into pronuclei of 
fertilized mouse oocytes (Gordon et al., 1980). This method is efficient both in time and 
cost, but lacks in specificity in terms of number and loci of integration events, increasing the 
risk of undesired insertional mutagenesis. A recently developed variation of this method 
allows for transgenesis by targeting the microinjected construct to predetermined sites in 
the genome that can safely harbor exogenous DNA with the use of molecular tools such as 
the Cre-lox system in pre-designed mouse lines (Schilit et al., 2016). 
 
1.8.3.1 The 4D transgenic mouse lines 
 
A transgenic mouse line allowing inducible overexpression of Cdk4 and CyclinD1 (4D) was 
previously developed by means of pronuclear injection (Nonaka-Kinoshita et al., 2013). This 
system makes use of the Tet-on method, with the 4D transgenes being located upstream 
and downstream of a bidirectional minimal Tet promoter and linked to luciferase and RFP 
respectively by self-cleaving 2A peptides. This line was crossed with the previously 
described nestinrtTA mouse line (Mitsuhashi et al., 2001), allowing for reversible and specific 
4D overexpression in NSCs upon treatment with doxycycline (figure 1.14). Intriguingly, 
transient 4D overexpression during corticogenesis (E11.5 – E15.0), led to an initial 
expansion of the BP population, followed by an increase in neurogenesis and a subsequent 
increase in brain size after doxycycline withdrawal (figure 1.15).  






Figure 1.14: The 4D double transgenic mouse line 
RtTA protein is synthesized under the control of Nestin promoter in NSCs. When Dox is introduced, it binds with 
rtTA and activates a bi-directional tet-operating promoter element (Tet-Op). This guides the expression of Cdk4 




Figure 1.15: Transient 4D over-expression leads to an increase in neurogenesis 
When 4D is over-expressed, the basal progenitor pool (round green) is expanded in expense of newborn 
neurons (in blue). When the over-expression ceases, the expanded progenitors generate an excess of neurons 
compared to the physiological condition. 
 
More recently, a triple transgenic variation with the same 4D transactivator was developed 
by crossing it with the previously described lines ROSA26rtTA-flox (Belteki et al., 2005) and 
nestinCreERT2 (Imayoshi et al., 2008) by (Bragado Alonso et al., 2019). Notably, the 
generation of the double transgenic ROSA26rtTA-flox x 4D line in the process, enabled the 
overexpression of 4D in any given tissue by crossing it with the appropriate Cre driver 
mouse line. In this study, the effect of inducible 4D overexpression on adult NSCs of the 
SVZ was addressed. Excitingly, transient 4D overexpression led to the expansion of 
progenitor pool also in this niche, followed by increased neurogenesis. The supernumerary 
neurons were integrated in the OB upon maturation, and the 4D positive transgenic mice 
exhibited an improvement in odorant discrimination (Bragado Alonso et al., 2019).  
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According to Cambridge dictionary, cognition is “the use of conscious mental processes”, 
whereas according to Oxford Learner’s Dictionaries it is defined as “the process by which 
knowledge and understanding is developed in the mind” (“Cognition”). Likewise, the 
definition of intelligence according to the former dictionary is “the ability to learn, understand, 
and make judgments or have opinions that are based on reason”, whereas according to the 
latter it is "the ability to learn, understand and think in a logical way about things; the ability 
to do this well” (“Intelligence”). In fact, a quick online search will reveal to the reader that 
each source provides a similar yet unique definition for each of these terms, often reflecting 
an anthropocentric point of view. In the words of the theoretical neurophysiologist William 
H. Calvin, “We will never agree on a universal definition of intelligence because it is an 
open-ended word, like consciousness” (Calvin, 1998). One thing that we can appreciate 
though, is that both of the above definitions for intelligence pose the ability to learn as a 
main criterium. This would be in agreement with the views of Arthur R. Jensen, who argues 
that the historical conceptual separation between intelligence and learning is an anomaly in 
the development of scientific psychology, since no clear distinction can be made in these 
processes which, in fact, reflect common factors (Jensen, 1989). Research on intelligence 
and its measurement has historically been quite controversial to say the least, as was the 
receival of The Bell Curve (Herrnstein and Murray, 1994). The resulting heated controversy 
led to the signing of a joint statement by 52 professors, experts in the “intelligence field” 
titled: the “Mainstream Science on Intelligence”; in an attempt to “inject some scientific rigor 
into an increasingly vitriolic and wrongheaded controversy concerning intelligence” 
(Gottfredson, 1997). For this thesis, I adopted a basic non-anthropocentric definition for 
cognition, as “the processes related in acquiring information that is used to guide behavior”. 
Similarly, as intelligence I chose to adopt the broadly accepted psychometric term of 
“general intelligence” (also known as g factor), originally proposed by the English 
psychologist Charles Spearman (Spearman, 1927).  
 
1.9.2 The g factor 
 
The idea of the g factor stems from the empirical observation that virtually all correlations 
between mental abilities tend to be positive (Bouchard, 2014). Spearman observed positive 
correlations in students’ performance ratings across a variety of seemingly unrelated 




subjects and he proposed that these correlations emerge due to the existence of an 
underlying general mental ability which permeates all kinds of cognitive tests. He termed 
this general intelligence factor as g factor, or simply g. Such a matrix of positive correlations 
is called a positive manifold and it basically conveys that individuals who perform well in 
one cognitive test will usually perform well also in other cognitive tests. For battery tests 
that are designed for human, such as any intelligence quotient (IQ) test, g factor accounts 
for 40-50% of the variance in the performance between individuals, thus, such tests are 
often seen as measures or estimates of g (Floyd et al., 2009; Deary et al., 2010). Evidence 
for general intelligence in non-human and even non-primate animals is continuously 
amassing, with bumblebees exhibiting cognitive flexibility by improving on observed 
behaviors (Loukola et al., 2017), sheep that recognize human faces from photographs 
(Knolle et al., 2017) and racoons being surprisingly innovative in an Aesop’s Fable paradigm 
(Stanton et al, 2017), just to name a few recent ones. Consequently, general intelligence 
seems to be a more fundamental biological property that stresses reasoning ability and 
behavioral flexibility both in humans and non-human animals (Bouchard, 2014; Burkart et 
al., 2017). Results from several lines of study support the notion that the g factor is heritable 
and relates to brain size (Sternberg, 2012; Bouchard, 2014). In fact, the correlation of brain 
size with intelligence is not a new idea and has been a matter of research and debate for 
many decades now (Jerison, 1985).  
 
1.9.3 Brain size and intelligence 
 
Inarguably, the brain is a metabolically expensive organ. Although a typical human brain 
comprises only 2% of the total body weight, it accounts for 20% of total energy consumption 
while at rest (Camandola and Mattson, 2017). This implies that animals which evolved 
larger brains than their relatives of similar body size, must either pay this metabolic cost by 
increasing the energy turnover, or by a trade-off with other energetically costly functions, 
such as body homeostasis maintenance, digestion, locomotion or reproduction (Aiello and 
Wheeler, 1995). This “expensive brain” hypothesis has been researched across different 
species and has gathered empirical evidence (Isler and van Schaik, 2006; Navarrete et al., 
2011; Kotrschal et al., 2013; Kuzawa et al., 2014). What could have driven evolution to 
adopt such a costly solution? The “cognitive buffer” hypothesis suggests that the purpose 
of a larger brain is to buffer individuals against environmental challenges by providing them 
with augmented processing capacity, which allows for the emergence of novel, flexible 
behaviors that ultimately increase the chances of survival (Jerison, 1985; Deaner et al., 
2003; Sol, 2009). Specifically for primates, whose neocortices underwent dramatic 
expansion, the “social brain” hypothesis was proposed, claiming that the increase in brain 
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size is more causally related with the social complexities found in their communities, rather 
than with the need of foraging and hunting (Humphrey, 1976; Dunbar, 1998; Dávid-Barrett 
and Dunbar, 2013). Extending this theory, the “Machiavellian intelligence” hypothesis posits 
that expanded neocortices and enhanced cognitive abilities evolved so quickly in hominids 
due to intense social competitions which led to the contrivance of new and more effective 
strategies in order to gain social success, including manipulation, deception and alliance 
formation (Gavrilets and Vose, 2006; Whiten and van de Waal, 2017). 
 
As already mentioned, there is increasing evidence that the g factor correlates with brain 
size, though this is a matter that still remains debated, since it lacks serious empirical 
support by data from experimental manipulations. In the case of humans, where the 
development of technologies such as magnetic resonance imaging (MRI) and the 
standardization of IQ tests allow the measurement of both the brain’s dimensions and the 
intelligence of individuals, data seem to support the notion that g is heritable and related to 
brain size, but fails to explain why men and women exhibit on average the same intellectual 
capacity despite their brains being different in size (Rushton and Ankney, 2009; Sternberg, 
2012; Brouwer et al., 2014; Ritchie et al., 2015; Vuoksimaa et al., 2015). The whole picture 
is still unclear, but a meta-analysis of 88 studies revealed that even though the strength of 
the positive association between IQ and brain size has been overestimated in the literature, 
it still remains robust even after accounting for different kinds of dissemination bias 
(Pietschnig et al., 2015). Across other taxa, intra-species studies are rather rare, though the 
scarce published evidence points in the same direction (Maklakova et al., 2011; Kotrschal 
et al., 2013). Nevertheless, such studies are often received with skepticism, either 
questioning the quality of their methodologies or questioning the whole notion altogether 
(Healy and Rowe, 2007; Chittka and Niven, 2009; Healy and Rowe, 2013). Inter-species 
studies have also been very limited and although they too support the main notion, are 
likewise accepted with skepticism due to the lack of commonly accepted methodology in 
measuring intelligence across different species and due to the failure of previously proposed 
indexes for the prediction of intellectual capacity to recapitulate empirical observations 
(Healy and Rowe, 2007; Benson-Amram et al., 2016; Burkart et al., 2017). 
 
1.9.4 Predictive indexes of intellectual capacity 
 
While positive correlations between brain size and intelligence are recurring, it becomes 
immediately apparent that this cannot be the whole picture. Within mammals for once, 
humans have much smaller brains than whales and elephants and monkeys have much 
smaller brains than ungulates, relationships that certainly do not reflect their relative 




intellectual capacities (Cairό, 2011; Dicke and Roth, 2016). As expected, bigger bodies 
usually come with bigger brains, so it was naturally proposed that the ratio between brain 
size over body size (relative brain size) should be used as an intelligence estimate instead 
of the absolute brain size. This certainly fits the empirical observations better, but still falls 
short. For example, while an average human has about 1.86% brain-to-body mass ratio, 
the tiny shrew exhibits the biggest known ratio of 10%, suggesting that it should be five 
times smarter. Similarly, obese people weighing more than 150 kg would have a ratio that 
would suggest intelligence levels comparable to chimpanzees (Cairό, 2011). This led to the 
proposition of the encephalization quotient (EQ) as an alternative measure (Jerison, 1985). 
EQ takes into account allometric effects as it calculates the brain mass divided over the 
expected brain size for a particular body mass (Peñaherrera Aguirre et al., 2017). This puts 
the human, much to his own relief, back in the top of the intellectual pyramid and creates 
more agreeable rankings, but this convention is also inconsistent. For instance, this model 
is also somewhat sensitive in fat amount changes and still fails to accommodate for different 
brain sizes across sexes (Cairό, 2011). Additionally, it generates debated rankings among 
some non-primates (Dicke and Roth, 2016) and it has been found to be less potent predictor 
than overall brain size among non-human primates (Deaner et al., 2007). Alternative 
approaches propose cortical thickness or cortical surface area as indicative measures, but 
these are also met with skepticism (Narr et al., 2007; Dicke and Roth, 2016; Peñaherrera 
Aguirre et al., 2017). A concurrent view proposes, instead, the total number of neurons in 
the brain, combined with neuron packing density, interneural distance and the axonal 
conduction velocity, as a more indicative measure for estimating intelligence, since it seems 
to fit empirical observations better than all previously proposed models (Herculano-Houzel, 
2009; Dicke and Roth, 2016).  The recent development of a technique that allows for reliable 
estimations of total neural cell count in brains in a much more time efficient manner 
compared to traditional stereological counting methods, enabled the collection and 
comparison of brain neuron counts across 75 species (Herculano-Houzel, 2017). In the last 
study, the author calls for comparative, quantitative behavioral data, indicating them as the 
missing link that can help put the pieces together. I propose the 4D mouse line, as an 
appropriate model for performing such behavioral tests investigating the possible effects of 
the total neuron count in cognitive capabilities, by inducibly increasing neurogenesis during 
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1.10 Aim of the thesis 
 
This project is divided into two parts:  
 
In the first part, I will attempt to further characterize the effects of 4D guided increased 
neurogenesis during development and to further explore this technique’s limits and 
potentials. To this end, I firstly address the question of up to which point this method can be 
pushed in order to increase the effect of neuronal expansion. In this regard, I make use of 
heterozygous and homozygous 4D transgenic mice as well as mice injected with the 4DG 
virus during embryonic development. Secondly, I probe how the timing of 4D 
overexpression is subsequently affecting the type of neurons generated, in an attempt to 
alter the cortical layer proportions. Thirdly, I investigate how different are the expanded 
cortices of 4D transgenic in terms of transcriptome, with the use of single cell sequencing 
data. Then, I proceed to answer whether the effects of progenitor expansion and increased 
neurogenesis during development in 4D mice persist through adulthood. Therefore, I 
analyze the cortices and both adult stem cell niches in the brain of the 2-month-old 4D 
mouse. Lastly, I will present a pilot experiment attempting to increase neurogenesis in 
specific brain areas, while those are forming during development. For this, I generated triple 
transgenic lines, guiding 4D overexpression under the control of enhancer elements that 
are activated in specific sets of cells and time windows during brain development and I 
explored the intriguing case of the hippocampus. 
 
In the second part, I employ the 4D mouse as a model to scope whether the induced 
increased neurogenesis during development is reflected in terms of cognitive behavior in a 
variety of tests comprised of 4D female mice competing against their control sisters. I argue 
that this closed system created by the inbreeding of the strain and the use of mixed 
genotype litters enables me to investigate the effects of increased neurogenesis while 
background variance is greatly reduced. Furthermore, by running a combination of four 
different battery tests in total, I aim to acquire an indication of the general intelligence (g 
factor) ranking among the two groups. All cognitive tests utilized in this thesis are well-
established and found often in high-end published studies and all protocols and paradigms 
used in this thesis are adopted from the literature. They test the aptitude of mice in a range 
of cognitive tasks, such as sensory motor competence, learning and memorization potential, 
spatial navigation skills, the ability to discriminate between similar contexts and the ability 
to predict future outcomes based on past experience.  
 
Ultimately, I aim to present my findings on the ever-controversial question “Is bigger better?” 




2 Chapter 2. Materials and methods 
 
 
   Materials  
 
2.1.1 Bacteria, cell lines and mouse strains 
 
Bacteria, cell or mouse line Supplier 
One Shot Top-10 E.coli Thermo Fisher 
293T cells Gift from the Lindemann lab 
Lenti-X™ 293T Cell Line Takara Bio 
C57BL/6JRj Janvier Labs 
nestinrtTA / tet-biCdk4-luc/CyclinD1-RFP (Nonaka-Kinoshita et al., 2013) 
Hs643CreERT2-GFP (Pattabiraman et al., 2014) 
ROSA26loxP(rtTA)-GFP / tet-biCdk4-luc/CyclinD1-RFP (Bragado Alonso et al., 2019) 
Ai9 (RCL-tdT) Gift from the Ader lab 
 






pczVSV-G (viral envelope) (Pietschmann et al., 1999) 
pCD/NL-BH (gag-pol) (Mochizuki et al., 1998) 
p6nts-GFP-nls (GFP-nls) (Artegiani et al., 2011) 
p6nts-Cdk4-2A-cyclinD1-2A-GFP-nls   
(4D-GFP-nls) 
(Artegiani et al., 2011) 
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2.1.3 Primers used for genotyping 
 
Transgene detected Sequence 
nestinrtTA 
5’ AGAGCTGCTTAATGAGGTCG 3’ 
5’ GTCCAGATCGAAATCGTCTAG 3’ 
tet-biCdk4-luc/CyclinD1-RFP 
5’ GCCATCCACGCTGTTTTGAC 3’ 
5’ GCTTTGTCCAGGTATGTCCTCAGG 3’ 
ROSA26loxP(rtTA)-GFP 
5’ GAGTTCTCTGCTGCCTCCTG 3’ 
5’ CGAGGCGGATACAAGCAATA 3’ 
5’ AAGACCGCGAAGAGTTTGTC 3’ 
Hs643CreERT2-GFP 
5’ CATCACCACAGGGAGTGCAG 3’ 
5’ AGTGCTGCCTCTGACCTCAT 3’ 
 
Table 2.3: Primers used for genotyping 
 
2.1.4 Chemicals, buffers and culture media 
 
Chemicals and buffers for general use were purchased from Invitrogen, Life Technologies, 
Merck, Roche or Sigma-Aldrich. Standard buffers, buffers used for histology or 
immunohistochemistry and culture media are presented below. 
 
Buffer Composition 
Phosphate buffer (PB) 110 mM Na2HPO4/NaH2PO4 
in H2O 
pH = 7.4 
Phosphate buffer saline (PBS) 137 mM NaCl 
2.7 mM KCl 
10 mM Na2HPO4 
1.8 mM KH2PO4 
in H2O 
pH = 7.4 
TAE  Purchased as 50xTAE  
diluted 1:50 in H2O 
 
Table 2.4: Standard buffers 




Buffer / Solution Composition 
Antigen retrieval buffer 4 mM sodium citrate 
6 mM citric acid 
in H2O – pH = 6.0 
Blocking-permeabilization buffer 0.3% Triton-X-100 
10% Donkey serum 
in PBS 
Cryoprotectant solution 25% Ethylene glycol 
25% Glycerol 
50% PBS 2X 
DAPI (1000x) 0.1% w/v DAPI 
in PBS 
DNA denaturalization solution HCl 2M 
in H2O 
Fixation buffer 4% Paraformaldehyde 
in PB 
pH = 7.4 
Incubation buffer 0.3% Triton-X-100 
3% Donkey Serum 
in PBS 
Quenching solution 0.1M Glycine 
in PBS 
pH = 7.4 
Sucrose solution 30% w/v sucrose 
in PBS 
Washing buffer 1 0.15% Triton-X-100 
In PBS 
 
Washing buffer 2 3% w/v BSA 
in PBS 
 pH = 7.4 
 








LB medium (CRTD media kitchen) 10 mg/ml NaCl 
10 mg/ml Bacto-tryptone 
5 mg/ml Bacto-yeast extract 
in H2O 
Cell culture growth medium DMEM (Gibco) 
10% Fetal bovine serum 
100 U/ml Penicillin-streptomycin 








Antigen Species Dilution Supplier Catalog number 
BrdU rat 1:250 Abcam ab6326 
BrdU mouse 1:250 Invitrogen MA3-071 
Ctip2 rat 1:400 Abcam  ab18465 
GFP goat 1:500 Rockland  600-101-215 
Lhx2 rabbit 1:400 Abcam ab24337 
NeuN rabbit 1:600 Abcam  ab104225 
RFP rat 1:500 Chromotek  5F8 
RFP mouse 1:300 Rockland 200-301-379 
s100β rabbit 1:400 Abcam  ab14688 
Satb2 mouse 1:600 Abcam 51502 
Sox2 rat 1:100 Invitrogen 14-9811-82 
Tbr2 rabbit 1:500 Abcam  ab183991 
 
Table 2.7: Primary Antibodies 
 
Secondary antibodies were IgG raised in donkey (against goat, mouse, rabbit and rat), 
conjugated to different fluorophores (DyLight, Alexa or Cyanines), all purchased from 
Jackson Immunoresearch and used at a 1:1000 dilution.  
 
 




2.1.6 Enzymes and kits 
 
Product Supplier 
Click-iT EdU Alexa Fluor 647 Imaging Kit  ThermoFisher Scientific 
Endofree Plasmid Maxi Kit Qiagen 
iQ SYBR Green Supermix  Bio-Rad 
Neural Tissue Dissociation Kit Miltenyi Biotec 
REDExtract-N-Amp™ Tissue PCR Kit  Sigma-Aldrich 
Q5 High-Fidelity 2X Master Mix NEB 
 
Table 2.8: Enzymes and kits 
 
 




Genomic DNA was isolated from either tail or ear-punch tissue with the use of REDExtract-
NAmpTM Tissue PCR Kit (Sigma-Aldrich) according to manual’s instructions. The extracted 
genomic material was amplified by standard PCR reactions with the use of appropriate 
primers (table 2.3) and then run through electrophoresis in agarose gel (1.5%) in 1x TAE 
for visualization.  
 
2.2.2 Viral preparation 
 
Lentiviruses carrying either the 4DG or the control (GFP) construct (figure 2.1) were 
produced as described by Artegiani (Artegiani et al., 2011; Artegiani et al., 2012). Briefly, 
cultured 293T cells were co-transfected with one of the two transfer vectors mentioned 
above, along with plasmids coding for the HIV-1 gag/pol and VSV-G viral proteins in 
proportions 1:1:1. 24 hours later, the culture medium was replaced with serum-free medium. 
The latter was collected another 24 hours later, to isolate floating viral particles by ultra-
centrifugation at 25.500 rpm for 4 hours. The viral particle pellet was resuspended in 250 μl 
PBS per every 40ml of conditioned medium. This solution was further concentrated with the 
use of centrifugal filters (Amicon). This yielded 30-40 μl of final virus suspension per 80 ml 
of conditioned medium per construct. The titer of the viral suspension generated by this 
method was in the order of magnitude of 107 – 108 IU/ml, as assessed by FACS analysis.  





Figure 2.1: The 4DG and GFP constructs for lentiviral infection. (adapted by Artegiani et al., 2011) 
 
For the generation of higher viral titer suspensions, Lenti-X 293T cells (Takara Bio) were 
transfected instead as described above and the collected conditioned medium was 
concentrated using the Lenti-X Concentrator (Takara Bio) according to the manual 
instructions. Briefly, the collected conditioned medium was centrifuged at 500 g for 10 
minutes, and the supernatant was suspended in 1 volume of concentrator solution per 3 
volumes of supernatant. This suspension was mixed gently and stored at 4o C overnight 
and next day the samples were centrifuged at 1500 g for 45 minutes. The viral particle pellet 
was then resuspended in 300 μl PBS. The viral titer obtained by this method was in the 
order of magnitude 108-109 IU/ml, as assessed by FACS analysis.  
 
2.2.3 Animal handling, surgery and drug administration 
 
All mice were kept in standard cages with a 12-hour light cycle and provided with water and 
food ad libitum. All procedures were performed according to local regulations and approved 
by the “Landesdirektion Sachsen” (TVV 39/2015 and TVV 56/2018). For cycling cell labeling 
by nucleoside analogs, BrdU and EdU (Sigma-Aldrich) were dissolved in PBS and 
administered by intraperitoneal (i.p.) injections (50 and 5 mg/Kg, respectively). 
 
2.2.3.1 Backcrossing of the nestinrtTA / tet-biCdk4-luc/CyclinD1-RFP (nestinrtTA / tet-bi4D)    
4D mouse line  
 
Double transgenic lines generated as described by Nonaka (Nonaka-Kinoshita et al., 2013) 
were back-crossed for more than 6 generations with C57BL/6JRj mice in order to alter the 
initial genetic background. The resulting double heterozygous generations were inbred in 
order to obtain mice of 3 different genotypes (nestinrtTA +/+ / tet-bi4D +/+, nestinrtTA +/+ / tet-bi4D +/- 
and nestinrtTA +/+ / tet-bi4D -/-) for colony maintenance and experimental procedures. For every 
experiment, tet-bi4D -/- mice were used as internal controls. For developmentally-induced 4D 
experiments, 9-tert-butyl doxycycline (Echelon Biosciences, hereafter Dox) was dissolved 
in DMSO (Life Technologies), dH2O and corn oil (1:1:10) and was injected subcutaneously 
(s.c.) (100 mg/kg) twice per day in pregnant females. The duration of the treatment was 




always from E11.5 to E15, unless specified otherwise. For embryonic and juvenile (P14) 
brain histology experiments, both females and males were selected. For adult brain 
histology, (2 months old) only male mice were used, and for cognitive tests only females.  
  
2.2.3.2 Lentivirus injection in the telencephalic ventricle 
 
For lentiviral infection, freshly thawed viral suspension was loaded into a glass capillary 
(World Precision Instruments) together with Fast Green FCF (for visualization of the 
targeted area, Sigma-Aldrich). C57BL/6J E13.5, E12.5 or E11.5 pregnant females were 
initially anesthetized with isoflurane and placed on a heated surgery pad (Rothacher 
Medical) at 38o C. An incision was performed through the skin and abdominal muscles to 
expose the uterus. 1-2 μl of viral suspension was injected through the uterus, chorion, 
amnion and dorsal telencephalon into the lateral ventricle using a pneumatic picopump, 
(World Precision Instruments). The uterus was placed back into the abdominal cavity, the 
abdominal muscles were sutured and the skin opening was clipped closed. The incision 
was then disinfected with povidone-iodine and Rimadyl (Pfizer) was promptly injected 
subcutaneously to minimize suffering. The animals’ condition was monitored closely after 
surgery. 
 
2.2.3.3 Generation of the triple transgenic hs643CreERT2 / ROSA26rtTA-flox / tet-bi4D 
mouse line (4Dhippo mouse line) 
 
Three mouse lines that express CreERT2 and GFP under the regulation of                    
respective enhancer elements (hs348, hs636 and hs643) proposed to be involved in 
compartmentalization of the brain, generated by (Pattabiraman et al., 2014) were purchased 
from MMRRC Repository. The aforementioned lines were then crossed with Ai9 mice in 
order to validate specific Cre expression and identify affected regions. To this end, pregnant 
mice from these breedings were administered tamoxifen as described at the end of this 
section, and tdTomato/GFP expression was assessed in E19.5 brains (figure S.5). Line 
hs643CreERT2 was selected for further experimentation, since this enhancer is known to be 
active after E11.5 (coinciding with the 4D activation window) and is shown to be expressed 
specifically in cells that will form the hippocampus later in development (Pattabiraman et 
al., 2014). To this end, heterozygous hs643CreERT2 +/- were crossed with double homozygous 
ROSA26rtTA-flox +/+ / tet-bi4D +/+, a previously described mouse line (Bragado Alonso et al., 
2019). The resulting pups were either hs643CreERT2 +/- / ROSA26rtTA-flox +/- / tet-bi4D +/- (hereafter 
also referred to as 4Dhippo, due to the specific expression in the hippocampus), or 
hs643CreERT2 -/- / ROSA26rtTA-flox +/- / tet-bi4D+/-. In the former line, Cre is produced only in cells 
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that actively express hs643. In these cells, after tamoxifen administration, the stop cassette 
blocking rtTA expression is removed by Cre recombination. Doxycycline can then bind rtTA 
when administered and activate 4D overexpression. In the hs643CreERT2 -/- littermates 
instead, Cre is not produced, thus rtTA expression cannot occur and 4D expression is 
blocked regardless of treatment. The latter genotype was thus used as internal 4D- control. 
This is further illustrated in figure 2.2. For 4D experiments, Cre was activated with one of 
the methods described below at E10.5 and 4D overexpression was induced by Dox 




Figure 2.2: Generation of the 4Dhippo triple transgenic line  
Note that this paradigm allows for the generation of internal controls (right), where the lack of Cre means that 
administration of Tamoxifen does not lead to rtTA activation, and therefore Dox cannot activate the 4D 
transgenes. 
 
For CreERT2 activation during development, pregnant dams were treated either with 
Tamoxifen or 4-Hydroxytamoxifen (4-OHT). Tamoxifen (Sigma-Aldrich) was dissolved in 
corn oil with 10% v/v of ethanol to a concentration of 50 mg/ml and 300 μl were administered 
by gavage once at E10.5. It is known that embryonic tamoxifen administration frequently 
leads in fetal death around the time of delivery (Pattabiraman et al., 2014), therefore, to 
increase pup survival, perinatal embryos (E19.5 – E20) were removed from the uterus and 
placed along P0.5 foster litters. This increased survival but is a laborious and inefficient 
method for repeated generation of experimental animals. 4-OHT is biologically active at 
much lower concentrations, so it was investigated whether it would increase pup survival if 
used as alternative treatment. 4-OHT (Sigma-Aldrich) was dissolved in corn oil with 10% 
v/v ethanol to a stock concentration of 5 mg/ml. The solution was then diluted in corn oil to 




either 0.5 mg/ml or 0.1 mg/ml and 100 μl of the drug solution were administered by i.p. 
injection at E10.5. Both treatments resulted in healthy litters. The higher concentration 
treatment (0.5 mg/ml) did not result in higher 4D activation (judged by RFP expression), 
thus the lower concentration was further used for histology and cognitive experiments. Only 
males treated with 4-OHT were used for adult histology analyses and only females treated 
either with tamoxifen or 4-OHT were used for Morris water-maze experiments. 
 
2.2.4 Sample collection 
 
2.2.4.1 Embryonic samples 
 
Pregnant females were anesthetized with isoflurane and sacrificed by cervical dislocation. 
An incision was performed through the skin and abdominal muscles to expose and remove 
the uterus which was placed in ice cold PBS. The embryos were dissected for brain 
collection. Positive 4D embryos were identified under a fluorescence dissection microscope 
by RFP expression and 4DG or GFP virus infected embryos and 4Dhippo  by GFP expression. 
Brain samples for histological analysis were fixed overnight in 4% PFA at 4o C and then 
cryoprotected in 30% sucrose in PBS at 4o C overnight before being embedded in Tissue 
Freezing Media (TBS-Triangle Biomedical) and snap-frozen on dry ice. The frozen brains 
were sectioned coronally into 20 μm thick slices with a cryostat (NX70 Thermo Scientific) 
and collected on Superfrost Plus adhesive microscope slides in 6 sets (one every six 
sections per set) from the olfactory bulbs until the end of cortex. In brain samples for single 
cell sequencing, the meninges were removed from the dissected brains and the lateral 
cortices were isolated. The cortical tissue cells were dissociated using Papain-based Neural 
Tissue Dissociation Kit (Miltenyi Biotech), according to the manufacturer’s instructions. 
Cells were resuspended in ice-cold PBS up to a concentration of ca 1000 cells/μl and 7-
AAD (BD Pharmingen, 1:100) was added for the discrimination of dead cells. The samples 
were then promptly handed to the sequencing facility of CRTD.  
 
2.2.4.2 Adult samples  
 
For juvenile (P14) and adult (2 month) brain analyses, mice were anesthetized with an i.p. 
injection of Ketamine / Xylazine solution and perfused intracardially with 4% PFA at 4o C as 
follows. As soon as the mice reached deep anesthesia level (assessed by lack of toe-
pinching reflex), the thorax was opened and the beating heart was exposed. A blunt needle 
connected to a pump was first inserted into the left cardiac ventricle, an incision in the right 
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atrium was made promptly and then 0.9% (w/v) NaCl solution was pumped through the 
circulatory system to remove blood. Subsequently, the pump was switched to 4 % PFA for 
tissue fixation. Once the body was stiff, perfusion was ceased, the mice were dissected and 
the brains were collected and treated further with 4% PFA overnight at 4o C. On the next 
day, the brains were washed twice with PBS and stored in PBS at 4o C. Before sectioning,  
brains were embedded in 3% low melting agarose (Invitrogen) and 40 μm coronal sections 
were collected in sets of 6 as described before using a vibratome (Leica). The collected 




For immunohistochemistry, sections either already mounted on glass slides (embryonic 
samples) or free-floating (adult samples) were first washed in PBS and treated with antigen 
retrieval solution (table 2.5) for 1 hour at 70o C, permeabilized in 0.5% Triton X-100 in PBS 
for 20 minutes and quenched with 0.1M glycine for 30 minutes. The samples were then 
incubated for 1 hour in blocking solution (10% donkey serum and 0,3% Triton X-100 in PBS) 
at room temperature before overnight incubation at 4o C in primary antibody solution (3% 
donkey serum and 0,3% Triton X-100 in PBS). In the case of co-immunolabeling of BrdU, 
the samples were postfixed with 4% PFA for 30 minutes and incubated in quenching 
solution for additional 30 minutes at room temperature before being treated with DNA 
denaturation solution (HCl 2M) for 30 minutes at 37o C. They were then incubated again in 
blocking solution, before overnight incubation with the appropriate anti-BrdU primary 
antibody in the conditions described above. The next day, the samples were washed in 
0.15% Triton X-100 in PBS before overnight incubation with secondary antibody solution 
(3% donkey serum and 0,3% Triton X-100 in PBS). In the case of co-staining for EdU, the 
Click-iT EdU Alexa Fluor 647 Imaging Kit (ThermoFisher Scientific) was used at this stage 
according to the supplier’s instructions. Cell nuclei were counterstained with DAPI for 10 
minutes at room temperature. At this point, the free-floating sections were also placed on in 
glass slides and the sections were mounted using Aqua-Poly/Mount (Polysciences).  
 
2.2.6 Image acquisition and Cell quantifications 
 
Immunohistochemistry images were acquired with the use of an automated apotome 
microscope (Zeiss ApoTome-Zeiss). When required, stacks of different focal planes or tile 
mosaics were acquired using the microscope optical sectioning system. The stitching of tile 
mosaics and the generation of maximal intensity projections of focal planes when necessary 
were performed with the use of the ZEN software (Zeiss). Images were further processed 




with Photoshop CS3 (Adobe), Affinity Photo (Serif) and/or Fiji-ImageJ for cell quantification. 
For cortical quantifications, cortical columns of 120 μm width were selected from 
stereologically equivalent sections for cell counting. For adult SVZ cell quantification, 
stereologically equivalent sections were selected and the whole perimeter of the SVZ was 
quantified for each focal plane individually. In the case of adult hippocampal DG 
quantifications, the sum of all cells from 5 stereological sections (collected in 1 every 6 
section-sets as described above) along the DG area was measured. 
 
2.2.7 Single cell sequencing analysis 
 
For this experiment, single cell suspensions of dissociated lateral cortices prepared as 
described in 2.2.4.1, were handed to CRTD’s sequencing facility for single cell sequencing 
(10x SingleCell Transcriptome, 10x Genomics) using the NovaSeq 6000 S1 Reagent Kit 
(Illumina). 13629 cells from control 4D-/- and 10453 cells from 4D+/- cortices were 
encapsulated with a mean of 6185 and 8591 reads per cell respectively. Transcriptome 
sequencing data were filtered and normalized by Andreas Petzold. Briefly, the reads were 
mapped to the genome and annotated from Ensembl before being loaded into Seurat. Cells 
and genes were filtered such that only cells with a minimum of 500 unique gene reads and 
maximum 10% load of mitochondrial RNA were selected and only genes appearing at least 
in 10 cells were included in the analysis. After filtering, the size of the Seurat object included 
15277 unique reads across 7580 cells for 4D-/- and 15326 unique reads across 7429 cells 
for 4D+/-. The data was then natural-log transformed with a standard log normalization and 
additionally, further normalized with SCTransform. The top 3000 variable genes in the 
dataset were used for further Principal Component Analysis (PCA) and 20 Principal 
Components (PCs) were selected after generating a PC “Elbow plot”. The cells were then 
clustered using Seurat according to similar expression patterns. To partition the graph into 
highly interconnected parts, cells were iteratively grouped together using the Leiden 
algorithm. UMAP was used to visualize the cell clusters in 2D space. The distribution of 
cells in clusters was assessed to identify differences in cluster sizes between groups. Then, 
marker genes differentially expressed in one cluster compared to all other clusters were 
identified, based on raw “RNA” data and the method “MAST”. Resulting p-values were 
adjusted using the Bonferroni method. For functional enrichment analysis of marker genes, 
the “enrichR” R-package was used to access a wide range of databases. In this manner, 
the top enriched terms per gene-set and database were identified. Lastly, using the Mouse 
Cell Atlas (Han et al., 2018), the cell types were estimated according to their transcriptional 
programs. This enabled to study the relative populations of different cell types across the 
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two datasets. The data was further visualized and processed with the use of Loupe Cell 
Browser (10x Genomics). 
 
2.2.8 Cognitive tests  
 
For all cognitive tests, nestinrtTA +/+ / tet-bi4D +/- mice were crossed with C57BL/6J in order to 
acquire roughly equal groups of nestinrtTA +/- / tet-bi4D +/- (4D+/-) and nestinrtTA +/- / tet-bi4D -/-    
(4D-/-) animals. The latter group served as controls. Pregnant dams from these crossings 
received Dox twice per day from E11.5 to E15, as previously described. Only females 8-11 
weeks old (at the first day of experiment) were used for the tests. For each test, different 
cohorts of mice were used, with the exception of Rotarod. In this case, mice were first 
trained in the rotarod and one week later they were tested either on the water-maze or in 




The accelerating rotarod (Intelli-Bio) was used for assessing motor coordination in 4D mice. 
The apparatus consists of a 3 cm thick cylinder with a rough surface that facilitates grip, 
separated by 20 cm diameter disks into 5 cm wide lanes. This setup is positioned 20 cm 
above platforms/switches that detect when a mouse falls on them. Before the test, the 
cylinder was set to rotate stably at 4 rpm and the animals were habituated for 5 minutes. 
For the actual test, the cylinder was initially set to rotate at a constant 4 rpm until all mice 
were placed in respective lanes facing forward at which point the trial started and the 
cylinder started accelerating up to 40 rpm in 300 seconds. The timer for each lane was 
automatically stopped once the mouse fell on the platform/switch. The latency to fall 
measured in seconds was used as the readout. This was repeated for three trials with a 15-
minute interval between trials. For assessing the learning process over time, the same mice 
were tested for a total period of 5 days, 3 trials per day as described after habituation. For 
each mouse, the average performance among the 3 trials per day was calculated and for 
each day, the average performance of all mice per group was reported. 
 
2.2.8.2 Morris Water-maze 
 
The water-maze consisted of a circular pool (1.89 m in diameter) with a platform submerged 
ca 1.5 cm below the water’s surface, which was kept at 19-20°C and made opaque with a 
white non-toxic solution. Before each experiment the animals were acclimated to the testing 




room for 30 minutes. Mice were trained to find the location of the hidden platform as 
previously described (Garthe and Kempermann, 2013), with a training period of 3 days (6 
trials per day) and a 2 day period of reversal learning (6 trials per day). Each day, the mice 
were dropped from a different position and each trial had a maximum duration of 2 minutes. 
Trials finished when the mice spent over 3 seconds on the platform, or at the end of the 2-
minute period, when they were guided to the platform location before being transferred to a 
separate holding cage illuminated by warm red light. An interval of at least 20 minutes was 
observed between trials. The animals’ coordinates in the pool were tracked with the help a 
video camera by Ethovision software (Noldus), enabling the calculation of latency until first 
contact with the platform, velocity and pathlength, as well as the total trajectory path for 
each animal, allowing for strategy assessment. On the first day of reversal phase, the 
position of the platform was changed to the opposite quadrant, in order to assess relearning. 
The old platform location was defined as perseverance zone. Strategy analysis was 
performed manually, blindly, by using the criteria described by Garthe (Garthe and 
Kempermann, 2013) (figure 4.4), as well as in an automated way by using the Rtrack 
package in Rstudio (figure S.6, figure S.7). The latter method was significantly faster and 
unbiased but less precise overall, especially during the first 5-8 trials of the test, as it 
estimates the strategy by taking into account the whole trajectory instead of the trajectory 
until first contact with the platform. It is often the case early in the test, that mice do not wait 
for more than 3 seconds on the platform which is needed for the trial to be considered over 
by the tracking software and the additional trajectory can be misleading in this context. 
 
2.2.8.3 Fear conditioning  
 
Both fear conditioning paradigms described here were performed using a Multiconditioning 
System apparatus (TSE) consisting of a soundproof shuttle box with a metal grid floor. 
Before each experiment, the animals were acclimated to the testing room for 30 minutes. 
Context A consisted of an internal box in the apparatus, with two opposing transparent and 
two dark Plexiglas walls. The external shuttle box was closed, ventilated and illuminated 
internally. For context B, the internal box was replaced with another characterized by black 
and white striped Plexiglas walls, illuminated by ambient light as the doors of the apparatus 
were left ajar during testing and the internal lights were deactivated. Additionally, each 
context was cleaned before each trial with a different cleaning agent (either with a 70% 
ethanol or non-alcoholic antiseptic solution) providing different olfactory cues in each 
context. Inside the apparatus, the coordinates of the mice were tracked with the use of infra-
red sensors and a video-camera.   
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For the fear extinction test, the mice were each placed in context A on day 0 for 3 minutes. 
After this period an electric foot-shock (2 seconds, 0.75 mA) was delivered through the 
metal grid floor. The mice were then returned to a holding cage 15 seconds later and placed 
back to their home cage 10 minutes after that. Conditioning was confirmed by re-exposition 
to the same context for 3 minutes the following day and assessment of the freezing 
response. For fear extinction, mice were re-exposed to the same context weekly for a total 
duration of 8 weeks (days 2 to 9) in the absence of foot-shock. For the context discrimination 
test, mice were fear-conditioned in context A as described before. On the following day (day 
1), mice were re-exposed to context A and exposed for the first time to the novel context B, 
in the absence of foot-shock. Alternating A-B and B-A exposures were performed daily as 
depicted in figure 4.6 for each consecutive day for a total duration of 9 days (days 2 to 9) 
with a stable interval time of 1 hour between context placement. For this test, the mice 
always received a foot-shock in context A and never in context B. The levels of freezing 
time were measured by the manufacturer’s software, and were used as a readout of the 
stress of the mouse. The average freezing time per group per test day was plotted. For the 
calculation of context discrimination ratio, the following formula was applied: (Freezing time 
in A – B) / (Freezing time in A + B). In this manner, a score of 0 indicates complete lack of 
discrimination (same freezing behavior between contexts), whereas a score of 1 indicates 
perfect discrimination (freezing time in the context B is 0). 
 
2.2.9 Statistical analyses 
 
Cell quantifications were performed on at least 3 replicates from at least 2 different litters 
(only exception being the quantification illustrated in figure 3.21, where 2 replicates of BrdU+ 
cell count were obtained). Data is reported as Mean ± SD and statistical significance is 
calculated by two-tailed unpaired Student’s t test in comparisons of 2 conditions and by 
one-way ANOVA and Holm-Sidak post-hoc test for multiple comparisons. For cognitive 
tests, between 9-16 replicates per group from at least 3 different litters were used as 
indicated in the respective figures. Data is reported as Mean ± SD (SEM in graph error bars, 
unless specified otherwise) and significance was calculated by 2-way ANOVA (for evolution 
of performance over consecutive trials or days), post-hoc Fisher’s test or two-tailed unpaired 
Student’s t test, as appropriate (for difference in performance in specific trials or days) and 
Wald test of odd ratios (OR) assessed by logistic regression (for use of navigational 
strategies). Differences were considered to be significant when p-value < .05. 
 
 




3 Chapter 3. Results – Part I  
Further characterization of the developmentally-induced-4D 
brain: potentials and limitations 
 
 
3.1  Primary 4D overexpression effect on progenitors is dose dependent, 
but secondary effect on neurogenesis is not 
 
Transient 4D overexpression during corticogenesis has previously been shown to result in 
increased proliferation in the basal progenitor pool without altering the number of apical 
progenitors in 4D transgenic mice. As a consequence, neurogenesis is reduced during 4D 
overexpression, but upon arrest of the induced overexpression the opposite is observed, 
with the excess of progenitors contributing to increased numbers of cortical neurons in the 
late prenatal stages (E18.5). Moreover, around weaning age (P21), brains of 4D transgenic 
mice exhibit an increased brain/body mass ratio and circa 8% increase in cortical surface 
(Nonaka-Kinoshita et al., 2013). Additionally, the same study reported that an extended 4D 
overexpression at higher levels with the use of high-titer 4DG lentiviruses resulted in a more 
profound expansion of cortical surface, measured at around 57%, suggesting that there 
might be a 4D dose dependency on the effects observed in neurogenesis. However, the 
effects of this method on neural progenitor and cortical neuron populations were not 
investigated. 
 
In order to address whether the expansion of neural progenitors and the concomitant 
expansion of cortical neurons are affected by the level of 4D overexpression, I sought to 
recapitulate the same line of histological analyses on the prenatal brain, but this time in a 
paradigm of increasing 4D overexpression levels. To this end, I utilized transgenic mice 
both heterozygous and homozygous for the 4D transgene, as well as mice injected with the 
4DG lentivirus. Results from the analyses in the transgenic mice are presented below, 
followed by my findings regarding the applicability of 4DG lentiviruses in this setting. 
 
3.1.1 Transient 4D overexpression increases cycling basal progenitor pool in a 
dose-dependent manner in 4D transgenic mice 
 
The first observable effect of 4D overexpression during corticogenesis is an increase in 
neural progenitors (Nonaka-Kinoshita et al., 2013). To assess how different 4D 
overexpression levels affect this result, 9-tert-butyl doxycycline (Dox) was injected twice per 
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day, from E11.5 to E15, in order to induce 4D during corticogenesis and a pulse of BrdU 
was administered in E15.5, 5 hours prior to embryonal brain fixation, in order to label cycling 
cells. Histological analysis of homozygous (nestinrtTA +/+ / tetbi4D +/+) and heterozygous 
(nestinrtTA +/+ / tetbi4D +/-) for the 4D transgene, as well as from control (nestinrtTA +/+ / tetbi4D -/-) 
embryos were performed. Specifically, the relative abundance of apical progenitors (AP, 
Sox2+), basal progenitors (BP, Tbr2+) and cycling cells (BrdU+) in the ventricular (VZ) and 
subventricular (SVZ) zones was assessed. The total number of BrdU+ cycling cells 
increased linearly from 4D-/- to 4D+/- (114.43 ± 6.5 and 142.86 ± 18.23 respectively) and from 
there to 4D+/+ (182.89 ± 31.13), indicating indeed a dose-dependency effect (ANOVA test 
for linear trend: F1,20 = 37.58, p < .0001) (figure 3.1A). A similar pattern was also observed 
in the overall population of Tbr2+ BPs (4D-/- : 161.33 ± 11.99; 4D+/- : 195.17 ± 15.29; 4D+/+ : 
241.83 ± 19.37; ANOVA test for linear trend: F2,15 = 39.05, p < .0001) (figure 3.1B). 
Interestingly, the number of Tbr2+ cells in VZ was similar in 4D+/- vs 4D+/+ (95.67 ± 13.09 
and 103.33 ± 12.16 respectively, not significant – ns) and the excess of those cells in 4D+/+ 
is a result of an expanded SVZ (99.5, ± 7.67 and 138.5 ± 19.43, respectively, t45 = 4.87, p 
< .0001). In contrast, the total populations of Sox2+ APs remained stable (4D-/- : 210.67 ± 
26.31; 4D+/- : 216 ± 18.74; 4D+/+  215.71 ± 19.27; ANOVA test for linear trend: F1,10 = 0.1, 
ns) (figure 3.1C,D).  
 
 
Figure 3.1: BP populations increase in a dose-dependent manner after 4D, APs remain stable.  
Quantifications of BrdU+ (A) and Tbr2+ (B) cell populations as markers for cycling cells and BPs respectively. 
C,D: Quantifications of Sox2+ (C)  and Sox2+/Tbr2- cells (D) as markers of APs. Bars represent SD, * p < .05;    
** p < .01; ***  p < .001; **** p < .0001. 
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These data come in agreement to previous findings that AP populations remain unchanged 
in 4D+ compared to control mice (Nonaka-Kinoshita et al., 2013) and additionally, suggest 
that the level of 4D overexpression positively correlates with the size of BP populations of 
the cortex in a dose-dependent manner.  
 
 
   
Figure 3.2: Fluorescence images of progenitor populations in E15.5 cortical columns among different 
4D genotypes. A: BrdU+ (magenta) and Tbr2+ (green) cell populations. B: Sox2+ (magenta) and Tbr2+ (green) 
populations are illustrated.  
 
3.1.2 Neurogenesis is reduced in a dose-dependent manner during active 4D 
overexpression 
 
It has been established that while 4D overexpression is active, the expansion of the 
progenitor pool takes place in the expense of neurogenesis, resulting in a reduction of 
neurons in the developing cortical plate (Nonaka-Kinoshita et al., 2013). Since the 
progenitor pool seems to increase in a dose-dependent manner in response to 4D, I 
A 
B 
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investigated whether this effect is reflected also in terms of neurogenesis reduction. To this 
end, columns from E15.5 embryos were analyzed, this time from animals that received a 
pulse of BrdU at E12.5. The number of BrdU+ cells, along with the number of Ctip2+ neurons 
in the CP were compared among the same three genotypes. The number of cells that were 
cycling in E12.5, hence BrdU+, and have migrated since to the CP was lower between 4D+ 
and control mice, but above the threshold of statistical significance (4D-/- : 97.5 ± 20.17; 4D+/- 
76.67 ± 8.91; 4D+/+ : 78.2 ± 18.87; one-way ANOVA: F2,12 = 0.1, p = .08; post-hoc test for 
multiple comparisons: 4D-/- vs 4D+/-, t12 = 2.34, p = .10; 4D-/- vs 4D+/+, t12 = 2.01, p = .11). 
Also, even though the number of E12.5 BrdU labeled cells that reached the CP is similar 
between 4D+/+ versus 4D+/- (post-hoc test for multiple comparisons: 4D+/- vs 4D+/+, t12 = 0.18, 
ns) (figure 3.3, top), the total number of young Ctip2+ neurons populating this region by 
E15.5 was reduced in a dose-dependent manner (4D-/- : 217.17 ± 18.64; 4D+/- : 185.25 ± 
27.48; 4D+/+ : 140.33 ± 14.74; ANOVA test for linear trend: F1,10 = 26.61, p = .0004) (figure 
3.3, bottom). In summary, these results suggest that during 4D overexpression the rate of 
proliferative vs differentiating divisions increases further in 4D+/+ compared to 4D+/- mice, 




Figure 3.3: Neurogenesis is reduced while 4D is “on” 
A: Quantification of BrdU+ cells (birth-dated at E12.5, top) and Ctip2+ neurons (bottom) in the CP of cortical 
columns among different 4D genotypes. B: Fluorescence images of BrdU+ cells (magenta, top), Ctip2+ neurons 
and Tbr2+ progenitors (red and green respectively, bottom). Cortical columns were analyzed at E15.5. Note that 









3.1.3 Upon 4D overexpression arrest, neuron output is increased similarly in 4D+/+ 
and 4D+/- at the end of corticogenesis 
 
In order to assess the effect of increasing 4D levels on neurogenesis after the 
overexpression is ceased, pregnant mice were injected with Dox twice per day from E11.5 
until E15 as before, and embryo brains were collected and analyzed at E18.5. A pulse of 
BrdU was administered at E15.5 to track the fate of cycling progenitors after 4D is “off”. The 
number of BrdU+ cells that have reached the CP since E15.5 was increased significantly in 
4D+ compared to control mice (4D-/- : 58.67 ± 13.31; 4D+/- : 107.67 ± 10.79; 4D+/+ : 118.25 ± 
11.1; one-way ANOVA: F2,14 = 45.0, p < .0001; post-hoc test for multiple comparisons:       
4D-/- vs 4D+/-, t14 = 5.83, p < .0001; 4D-/- vs 4D+/+, t14 = 9.28, p < .0001) and was similar 
between 4D+/+ and 4D+/- (post-hoc test for multiple comparisons: 4D+/- vs 4D+/+, t14 = 1.32, 
ns) (figure 3.4A, top). This resembled the earlier situation observed in figure 3.3. The 
number of remaining Tbr2+ progenitors in the VZ and SVZ remained increased in 4D versus 
control mice (4D-/- : 63.67 ± 7.23; 4D+/- : 92.0 ± 15.98; 4D+/+ : 100.83 ± 4.71; one-way ANOVA:      
F2,13 = 25.3, p < .0001; post-hoc test for multiple comparisons: 4D-/- vs 4D+/-, t13 = 4.69,             
p = .0008; 4D-/- vs 4D+/+, t13 = 6.88, p < .0001)  and the progenitor pool appears to be bigger 
in 4D+/+ versus 4D+/-, though this difference was not statistically significant (post-hoc test for 
multiple comparisons: 4D+/- vs 4D+/+, t13 = 1.46, ns) (figure 3.4A bottom).  
 
 
Figure 3.4: Analysis of E18.5 cortical columns among the three genotypes after 4D inactivation 
A: Quantifications of BrdU+ cells (birth-dated at E15.5) in the CP (top) and Tbr2+ progenitors in the VZ/SVZ 
(bottom) among different 4D genotypes. B: Fluorescence images of BrdU+ cells (magenta) and Tbr2+ 
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Interestingly, the number of Ctip2+ neurons in the E18.5 CP was significantly higher in 4D 
mice (4D-/- : 228.8 ± 19.36; 4D+/- : 272.25 ± 19.24; 4D+/+ : 275.56 ± 14.78; one-way ANOVA: 
F2,15 = 13.04, p = .0005; post-hoc test for multiple comparisons: 4D-/- vs 4D+/-, t15 = 3.8,             
p = .0035; 4D-/- vs 4D+/+, t15 = 4.92, p = .0006), in line with previous observations (Nonaka-
Kinoshita et al., 2013), but the same neuron populations appear to be comparable between 
cortical columns of homozygous and heterozygous 4D animals (post-hoc test for multiple 
comparisons: 4D+/- vs 4D+/+, t15 = 0.32, ns) (figure 3.5A, top). The same pattern was 
observed for Satb2+ neuron populations (4D-/- : 196.2 ± 16.33; 4D+/- : 306.75 ± 61.59; 4D+/+: 
319.11 ± 71.82; one-way ANOVA: F2,15 = 7.21, p = .0064; post-hoc test for multiple 
comparisons: 4D-/- vs 4D+/-, t15 = 2.75, p = .029; 4D-/- vs 4D+/+, t15 = 3.68, p = .007; 4D+/- vs 
4D+/+, t15 = 0.34, ns) (figure 3.5A, bottom). Given the dose-dependent 4D effects observed 
in the neural progenitor pools, this result was somewhat unexpected. Collectively, the sum 
of the data presented so far not only validate previously reported findings from 4D 
transgenic mice of a different genetic background (see materials and methods), but also 
extend these observations by suggesting that the 4D levels directly affect the number of 
progenitors by increasing the rate of proliferative versus neurogenic divisions in a dose 
dependent manner. This leads to denser and more expanded progenitor regions in the 
cortex. The expanded progenitor pools then, even though being unequal in size between 
homozygous and heterozygous 4D mice, contribute to comparable amounts of neurons in 
the CP of perinatal embryo brains.  
 
 
Figure 3.5: Analysis of neuron populations in E18.5 cortical columns after 4D inactivation 
A: Quantifications of Ctip2+ (top) and Satb2+ neurons (bottom) in the CP among different 4D genotypes.               
B: Fluorescence images of Ctip2+ (red) and Satb2+ neurons (green) in cortical columns. Note that these neuron 









3.1.4 Induction of 4D overexpression during development with the use of 4DG 
lentiviruses reveals drawbacks in the method’s applicability in this context 
 
Previously published data have shown that the 4D effects on neurogenesis can be reliably 
reproduced in adult mouse brains with the use of stereotaxic injections of 4DG lentivirus 
(Artegiani et al., 2011; Berdugo-Vega et al., 2020). Moreover, a profound brain size 
expansion was reported with the use of the same lentiviral system during development, by 
injecting 4DG viruses in the telencephalic ventricles of developing E13.5 mouse embryos 
(Nonaka-Kinoshita et al., 2013). However, the effects of this method in neurogenesis were 
not addressed. Here, I sought to repeat this methodology and compare its effects in 
proliferation/differentiation with those of the transgenic mouse model. To this end, 4DG virus 
were injected in the ventricles of E13.5 C57BL/6JRj embryos as previously described 
(Artegiani et al., 2011; Nonaka-Kinoshita et al., 2013), and brains were collected at E15.5. 
Numerous attempts with different viral batches revealed that no homogeneous infectivity 
could be achieved, with the infected cells usually clustering in different brain regions, both 
in rostro-caudal and dorso-ventral axes of the brain (figure 3.6A, figure S.1). This hinted to 
the possibility that even this high viral titer was not enough to guarantee a more 
homogeneously spread infectivity. Therefore, even more concentrated lentiviral batches 
were generated, by adapting and optimizing the preparation process as described in the 
methods section of this thesis. Additionally, viral injection was performed also at earlier time 
points, i.e., at E12.5 and E11.5 to maximize the chances of a 4D effect during early 
neurogenesis. This resulted in much more homogeneous infectivity across the brain, 
encouraging for cortical analysis (figure 3.6B). The viability of embryos injected either with 
the 4DG or the control GFP lentivirus at the earliest time point, E11.5, was remarkably 
reduced (data not shown). More importantly, among the mice injected at any timepoint with 
the high-titer virus, which survived birth and reached weaning stage (P21), all of them were 
hydrocephalic to an extend that the brains were visibly damaged profoundly (figure 3.6C) 
regardless of the virus they were injected with (4DG or GFP). This comes in agreement with 
previous observations that very high titers and constitutively active viruses can be toxic 
(Watson et al., 2002; Cronin et al., 2005). Therefore, this study was unable to successfully 
replicate previous findings regarding this technique’s potential to generate larger mouse 
brains and it was deemed not applicable in order to study developmental neurogenesis in 
this context; at least not without further optimization that would achieve the highest possible 
infectivity with the least possible toxicity. 
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Figure 3.6: Infection of brains with the 4DG virus. A: Fluorescence image of E15.5 brain infected with 4DG 
virus (infected cells in green, titer in the range of 107 -108 TU/μl) at E12.5 B: Fluorescence image of E15.5 brain 
infected with high titer 4DG virus (infected cells in green, titer in the range of 108-109 TU/μl) at E12.5. Note that 
the spread in this situation is extended and more homogeneous. C: P21 Brains infected with either 4DG or GFP 













3.2   Timing of 4D overexpression and cortical layer formation 
 
During corticogenesis, newborn neurons migrate from the VZ/SVZ towards the CP using 
the basal processes of APs as scaffolds (Nadarajah et al., 2001). There, they will form layers 
depending on the time of their birth, with the earliest-born neurons occupying the deeper 
layers, while the later-born neurons migrate through the deep layers to form the upper layers 
(Greig et al., 2013). It has also been demonstrated that 4D induction disrupts the process 
of neurogenesis by increasing the rate of proliferation versus differentiation among neural 
progenitors, but cortical development is resumed after 4D overexpression ceases, resulting 
in brains with coherent cortices (Nonaka-Kinoshita et al., 2013). However, it is still unclear 
whether the expanded progenitor pool contributes homogeneously by generating neuron 
subtypes of all layers, or if different neuronal outputs can be attained by inducing 4D 
overexpression at different time points during corticogenesis. To investigate this, 4D 
overexpression was induced in two distinct time-windows by administering Dox in pregnant 
4D transgenic mice either from E11.5 to E13, or from E13.5 to E15. Both groups of mice 
were injected with one pulse of BrdU at E13.5 and one pulse of EdU at E15.5, in order to 
label cycling progenitors at both timepoints. Cortical columns were then analyzed at E18.5 
and P14. A schematic overview of the above experiment is illustrated in figure 3.7. For the 
purposes of this experiment, as deeper layers were defined layers VI and V, since Ctip2+ 
neurons form a distinctive boundary between layers V and IV (Molyneaux et al., 2007). 
Likewise, as upper layers were defined the layers IV and II/III above that boundary. This 
type of analysis divides the CP in two roughly equal in size regions. Layer I was not 
considered here, as it is formed earlier by neurons that do not originate in the cortex (Jian 
Ma et al., 2014) Additionally, the population of Satb2+ neurons, which occupy both of the 
above regions, was measured in both deeper and upper cortical layers. In the next sections, 
I focus on the analysis performed for 4D+/- versus control 4D-/- littermates at day P21, since 
by that stage brain development is over and the final output can be assessed. Nevertheless, 
the analysis of E18.5 cortices offers an earlier snapshot of the conditions shortly after Dox 
withdrawal, and can be potentially useful for comparisons with the already described 
situation at E18.5 in 4D mice that have received the full Dox treatment from E11.5 to E15. 
Therefore, graphs illustrating quantifications at this stage are offered in the supplementary 
materials section of this thesis (figure S.2). Similarly, since the neuronal output of 4D 
homozygous mice appears to be similar to that of heterozygous mice, the analysis results 
related to the former group are omitted here but can also be found in the supplementary 
materials section (figure S.3). 
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Figure 3.7: Schematic representation of early (E4D) and late (L4D) treatment paradigms 
 
3.3.1 4D induced at different timepoints guides the expansion of different cortical 
progenitor subsets  
 
The labeling of cycling cells at E13.5 and E15.5 by BrdU and EdU respectively, offers the 
possibility to compare the amounts of neurons in the CP that originated at these different 
time points. This enables to discern whether early (E4D hereafter) and late (L4D hereafter) 
4D activation contribute differently in the neuronal output. Indeed, as expected, the number 
of BrdU+ cells (cycling at E13.5) is significantly increased only after E4D activation, even 
though there was a marginally significant increase also after L4D activation (4D-/- : 146.78 
± 24.45; E4D+/- : 231.33 ± 24.85; L4D+/- : 187.67 ± 30.29; one-way ANOVA: F2,12 = 13.01,   
p = .001; post-hoc test for multiple comparisons: 4D-/- vs E4D+/-, t12 = 4.96, p = .001; 4D-/- vs 
L4D+/-, t12 = 2.4, p = .07; E4D+/- vs L4D+/-, t12 = 2.1, p = .07) (figure 3.8). Interestingly, the 
number of EdU+ cells is increased only after L4D activation (4D-/- : 105.5 ± 14.61; E4D+/- : 
92.75 ± 23.51; L4D+/- : 131.33 ± 25.11; one-way ANOVA: F2,10 = 3.26, p = .008; post-hoc 
test for multiple comparisons: 4D-/- vs E4D+/-, t10 = 0.99, ns; 4D-/- vs L4D+/- t10 = 1.83, ns; 
E4D+/- vs L4D+/-, t10 = 2.53, p = .09). This implies that most cycling progenitors at E13.5, 
even though expanded during E4D treatment, have already ceased proliferation by E15.5 
and thus, a different subset of cells are labeled by EdU at E15.5 that are only expanded 
upon L4D activation. 










Figure 3.8: Cycling progenitor populations after E4D and L4D activation 
A: Quantifications of BrdU+ (labeled at E13.5) cells (top) and EdU+ (labeled at E15.5) cells (bottom) from P14 
brains. B: Fluorescence images of BrdU and EdU cell distributions in control (left), E4D (middle) and L4D (right) 
cortical columns at P14. Bars represent SD, *** p < .001. 
 
3.3.2 4D induced at different timepoints guides the expansion of different cortical 
neuron subsets    
 
In order to assess whether E4D and L4D activation contribute differently in the formation of 
cortical layers, effects on the Ctip2+ population which almost exclusively occupy the deeper 
layers under normal circumstances were assessed. The total number of Ctip2+ cells along 
the cortex was increased after both E4D and L4D (4D-/- : 226.43 ± 34.33; E4D+/- : 304.25 ± 
23.74; L4D+/- : 297.25 ± 29.38; one-way ANOVA: F2,12 = 10.95, p = .002; post-hoc test for 
multiple comparisons: 4D-/- vs E4D+/-, t12 = 4.04, p = .005; 4D-/- vs L4D+/-, t12 = 3.67,  p = .006; 
E4D+/- vs L4D+/-, t12 = 0.32, ns) (figure 3.9A). Taken together with observations from figure 
3.8, this indicates that the “late” cycling progenitors, even though they constitute a different 
subset than the “early” cycling progenitors, are still capable of generating deeper layer 
neurons in 4D mice. This either means that portion of the “late” progenitors have not fully 
committed to the upper layer neuron fate, like previously proposed to be the case as cortical 
development proceeds (Frantz and McConnell, 1996), or that a portion of the progenitors 











Figure 3.9: Quantifications of Ctip2+ neuron population distribution after E4D and L4D activation 
A: Total Ctip2+ populations along cortical columns. B: “Ectopic” Ctip2+ neurons located in the upper layers.       
C: Ctip2+ neuron distribution in deep cortical layers. Bars represent SD, * p < .05; ** p < .01. 
 
Normally, a very limited number of Ctip2+ neurons can also be found in the upper cortical 
layers as well, suggesting that these neurons might have been generated later. In order to 
probe whether the timing of 4D activation affects the final location of the supernumerary 
Ctip2+ neurons, I measured the number of those neurons residing “ectopically” in upper 
layers versus in the respective deeper layers both after E4D and L4D activation. Intriguingly, 
even though the majority of excess of Ctip2+ neurons in both conditions occupied the deeper 
layers (4D-/- : 205.8 ± 20.42; E4D+/- : 269.5 ± 23.7; L4D+/- : 254.25 ± 22.28; one-way ANOVA: 
F2,10 = 10.47, p = .004; post-hoc test for multiple comparisons: 4D-/- vs E4D+/-, t10 = 4.32,        
p = .005; 4D-/- vs L4D+/-, t10 = 3.28, p = .017; E4D+/- vs L4D+/-, t10 = 0.98, ns) (figure 3.9C), a 
significant increase of this population was observed in the upper layers only after L4D 
activation (figure 3.9B). A more modest increase, above the statistical significance 
threshold, was also observed in these neurons after E4D (4D-/- : 20.6 ± 10.67; E4D+/- : 36.25 
± 11.21; L4D+/- : 43.0 ± 7.88; one-way ANOVA: F2,10 = 5.92, p = .021; post-hoc test for 
multiple comparisons: 4D-/- vs E4D+/-, t10 = 2.31, p = .08; 4D-/- vs L4D+/-, t10 = 3.31, p = .023; 







































































Correspondingly, I analyzed the number of Lhx2+ neurons after both treatments, as 
indicative of later-born, upper layer neuron population (Yang et al., 2019). The total Lhx2+ 
neuron population exhibited a marginally significant increase after L4D induction (4D-/- : 
251.2 ± 15.39; E4D+/- : 248.0 ± 27.93; L4D+/- : 288.75 ± 22.4; one-way ANOVA: F2,10 = 4.41, 
p = .042; post-hoc test for multiple comparisons: 4D-/- vs E4D+/-, t10 = 0.22, ns; 4D-/- vs L4D+/- 
t10 = 2.56, p = .07; E4D+/- vs L4D+/-, t10 = 2.63, p = .07) (figure 3.10A). This, in combination 
with figure 3.8A, implies that the 4D effect is already over by E15.5 after early Dox treatment 
and doesn’t affect the generation and distribution of later-born neurons that appear in similar 
proportions as in control mice. In contrast, these cells are generated after this timepoint, 
and thus, are only expanded after late Dox treatment.  
 
In like manner to what described above, a limited number of Lhx2+ neurons physiologically 
occupy the deeper cortical layers. Disambiguating between upper layer Lhx2+ neurons and 
“ectopically” located in deeper neurons, revealed that the number of these neurons in the 
deeper layers remains unchanged in both 4D situations (4D-/- : 57.8 ± 8.04; E4D+/- : 60.75 ± 
2.75; L4D+/- : 55.5 ± 5.57; one-way ANOVA: F2,10 = 0.74, ns) (figure 3.10C). This shows that 
the 4D effect in Lhx2+ neurons is specific for the L4D condition and is evident only in the 
upper layers (4D-/- : 193.4 ± 19.41; E4D+/- : 187.25 ± 26.87; L4D+/- : 232.0 ± 16.59; one-way 
ANOVA: F2,10 = 5.35, p = .026; post-hoc test for multiple comparisons: 4D-/- vs E4D+/-,                
t10 = 0.43, ns; 4D-/- vs L4D+/- t10 = 2.71, p = .043; E4D+/- vs L4D+/-, t10 = 2.98, p = .041), in 
agreement to the described notion of progressive fate restriction in corticogenesis (Desai 
and McConnell, 2000). 
Figure 3.10: Quantifications of Lhx2+ neuron population distribution after E4D and L4D activation 
A: Total Lhx2+ populations along cortical columns. B: Lhx2+ neurons located in the upper layers. C: “Ectopic” 
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Unlike Ctip2+ and Lhx2+ neurons which almost exclusively occupy the deeper and upper 
cortical layers respectively, Satb2+ neurons can be found throughout the CP in mice (Huang, 
2014). More importantly, their distribution between upper and deeper layers seems to be 
more or less equal between the two regions in control mice. Therefore, the total counts of 
Satb2+ neurons as well as their populations in either region for both 4D conditions were 
compared, in order to check whether they would occupy layers in different proportions after 
each treatment. A modest increase trend of the total count of these neurons was evident 
after E4D activation, though not statistically significant (4D-/- : 435.0 ± 39.55; E4D+/- : 502.0, 
SD = 24.63; L4D+/- : 451.75 ± 43.2; one-way ANOVA: F2,9 = 2.98, p = .10; post-hoc test for 
multiple comparisons: 4D-/- vs E4D+/-, t9 = 2.41, p = 0.11; 4D-/- vs L4D+/-, t9 = 0.66, ns; E4D+/- 
vs L4D+/-, t9 = 1.72, ns) (figure 3.11A). Dissecting the same quantifications between upper 
and deeper layers proved to be more revealing (figure 3.11B). E4D induction results in an 
increase of the deeper layer population of Satb2+ neurons, compared to cortices from L4D 
brains (4D-/- : 218.2 ± 37.01; E4D+/- : 261.67 ± 7.37; L4D+/- : 197.75 ± 21.79; one-way 
ANOVA: F2,9 = 4.59, p = .042; post-hoc test for multiple comparisons: 4D-/- vs E4D+/-,                
t9 = 2.13, p = 0.12; 4D-/- vs L4D+/-, t9 = 1.09, ns; E4D+/- vs L4D+/-, t9 = 2.30, p = .044). In 
contrast, L4D induction leads to an increase of this population specifically in the upper 
layers, though the trend is not statistically significant (4D-/- : 216.8 ± 18.78; E4D+/- : 232.25 
± 25.15; L4D+/-: 254.0 ± 25.47; one-way ANOVA: F2,10 = 2.93, p = .10; post-hoc test for 
multiple comparisons: 4D-/- vs E4D+/- t10 = 1.0, ns; 4D-/- vs L4D+/-, t10 = 2.41, p = .10; E4D+/- vs 
L4D+/-, t10 = 1.34, ns) (figure 3.11C). Nevertheless, this indicates that the proportions of 
these neurons among upper and deeper layers can be preferentially altered by selectively 
inducing 4D at different time points. Indeed, the ratio of deeper over upper layer Satb2+ 
neurons is evidently altered between E4D and L4D cortices (4D-/- : 1.01 ± 0.19; E4D+/- : 1.09 
± 0.05; L4D+/- : 0.78 ± 0.06; one-way ANOVA: F2,9 = 5.26, p = .031; post-hoc test for multiple 
comparisons: 4D-/- vs E4D+/-, t9 = 0.80, ns; 4D-/- vs L4D+/-, t9 = 2.54, p = .062; E4D+/- vs L4D+/-
t9 = 3.0, p = 0.044). Of note, while both situations are within the spread of normal distribution 
observed in control mice, they cluster alongside the two extremes of this distribution, making 
the difference between them statistically significant (figure 3.11D). 






Figure 3.11: Quantifications of Satb2+ neuron population distribution after E4D and L4D activation 
A: Total Satb2+ populations along cortical columns. B: Satb2+ neurons located in the Deeper layers. C: Satb2+ 
neuron distribution in deep cortical layers. D: Distribution ration of Satb2+ neurons in deeper over upper cortical 
layers. Bars represent SD, * p < .05 
 
Collectively, the data presented above describe a situation in which activating 4D at different 
time points leads to expansion of different subset of progenitors. Moreover, deeper layer 
neurons could be generated after both time windows of 4D overexpression, whereas upper 
layer neurons could be generated by late cycling progenitors. While the second observation 
comes in agreement with the previously suggested restriction of late cerebral cortical 
progenitors to an upper-layer fate (Frantz and McConnell, 1996), the first is not 
characteristic of a progressive restriction in fate potential by neural progenitors during 
cerebral cortical development, as has been described in the past (Desai and McConnell, 
2000). This might indicate that a remaining subset of progenitors “programmed” to generate 
deeper layer neurons was still cycling at the time of L4D activation. Additionally, while E4D 
activation leads to a neuron count increase almost exclusively in deeper layers, L4D 
preferentially expands the upper layer neuron populations. This not only means that the 4D 
technique can prove useful in studies addressing the processes underlying cortical 
development, but with appropriate refinements, it can potentially serve as a robust tool 





















































































Figure 3.12: Fluorescence images of Ctip2 (green), Lhx2 (magenta) and Satb2 (red) neuron distributions 
in P14 cortical columns.  
 
   
3.3 Single cell sequencing analysis reveals denser gene clusters related to 
neurogenesis among 4D transgenic mice 
 
It is well established now, that the E18.5 cortex of the 4D transgenic mouse is populated by 
an increased number of neurons. I also presented evidence supporting that after transient 
4D overexpression, different subsets of neurons are expanded, depending to the timing of 
4D activation. In order to obtain a better image of the cell distribution in the 4D as compared 
to the control cortex, single cell sequencing analysis across the whole cortex was 
performed. Briefly, brains from 4D+/- and 4D-/- mice treated with Dox from E11.5 to E15 as 
before were collected at E18.5. Cortices were isolated and processed into single cell 
suspensions that were then used for RNA extraction and single cell sequencing. After the 
sequencing data were filtered and normalized, cells were clustered according to gene 




expression patterns into 19 clusters. A schematic visualization of the ensuing clusters is 
presented in figure 3.13. Analysis of cluster cell distribution revealed the existence of 
clusters with significantly increased cell counts among 4D and control samples (table S.1). 
Then, genes that are differentially expressed in each cluster compared to the other clusters 
were identified (table S.2). For example, cluster 1 was the most populated cluster in the 4D+ 
sample and at the same time the one most upregulated between 4D+ and control samples 
(Odds Ratio, OR = 2.66; p value = 1.3e-92). Among the top characteristic markers for cluster 
1 most are related to neurogenesis as revealed by gene ontology (GO) terms, already 
hinting to increased neurogenesis in the 4D+ cortex (table S.5). 
 
 
Figure 3.13: UMAP cells, colored by cluster identity 
 
Then, the identities of all cell types in both samples was estimated depending on their 
transcriptome, with the use of the Mouse Cell Atlas (Han et al., 2018). A visualization of the 
top cell types identified along all clusters is presented in figure S.4. Indeed, cluster 1 
comprised almost exclusively by cortical neurons and interneurons, further hinting an 
increased neural count in the 4D cortex (table S.4). As expected, analysis of the cell type 
distribution among 4D+ and control samples revealed that the cell composition in both 
conditions was largely the same (figure 3.14). Intriguingly though, almost all neural cell 
types were found slightly increased in the 4D sample compared to the control (table 3.1). 
Interestingly, exceptions were the (non-cortex-originating) interneurons and astrocytes. The 
rest upregulated cell types in the control sample were of non-neuronal lineages. Since the 
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samples are normalized by size and the cell types represent percentages over the sample 
totals, it is expected to find other cell types increased in the control sample if the percentage 
of most neuron types is increased in the 4D sample. Lastly, the percentages of amacrine 
and Cajal-Retzius neurons were equal between the samples. Collectively, these data 
confirm that most neuron populations are increased in the 4D cortex, with the vast majority 




Table 3.1: Distribution of cells per cell type per condition among 4D and control E18.5 cortices.  
Cell population proportions increased in 4D mice are highlighted in orange and the ones decreased in green. 






Figure 3.14: Cell type compositions along clusters 
A: 4D-/-, B: 4D+/-. Note that cells form denser clusters along the locations of clusters 1 and 4 in 4D brains. 
 
 
3.4 Effects of developmentally induced 4D neural progenitor expansion on 
the adult murine brain 
 
Before proceeding with cognition tests in adult 4D mice, it was important to determine if the 
observed effects are persisting in adulthood, i.e., whether the neuronal count remains 
increased in the adult cortex. Moreover, it was intriguing to establish whether 4D activation 
during development causes any effects in the adult stem cell niches of the murine brain, the 
SVZ of the lateral ventricles and the hippocampus. Studies have shown that the adult NSCs 
are populations of embryonic neural progenitors that have become quiescent before or soon 
after birth (Fuentealba et al., 2015; Imaizumi et al., 2016; Berg et al., 2019). Therefore, the 
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NSC niches. For this reason, the same Dox treatment from E11.5 to E15 was applied in 
4D+/- and control 4D-/- mice, as previously described. Additionally, four weeks after birth, the 
subjects were injected with BrdU, twice per day for the duration of one week, in order to 
label progenitors cycling during this period in the two aforementioned niches. To provide 
enough time for neurogenesis to occur among the labeled progenitors and for the newborn 
neurons to mature, the brains were collected and analyzed 4 weeks after the end of BrdU 
treatment. A schematic representation demonstrating the pipeline is provided in figure 3.15.  
 
 
Figure 3.15: Schematic representation of treatment paradigm for testing 4D effects on the adult brain 
 
This paradigm not only allows to ascertain the relative stem cell pool sizes between 4D and 
control mice, but to also evaluate the output of adult neurogenesis. Importantly, at the time 
of brain fixation, the mice were of the same age as the mice that took part in the cognitive 
tests presented in the next chapter, reflecting concurrent histological conditions.  
 
3.4.1 Neural populations remain increased in the adult cortex of 4D mice 
 
Even though it has been extensively demonstrated that 4D activation during development 
leads to a marked up increase in cortical neuron populations, it still remained unknown 
whether this is a long-lasting effect, or if the numbers return to physiological levels 
eventually, perhaps due to increased apoptosis. This would be expected if the excessive 
neurons are not functionally integrated or if they project aberrantly (Fricker et al., 2018; 
Kellermeyer et al., 2018; Hollville et al., 2019). In this regard, I compared the number of 
Ctip2+ and Satb2+ neurons in cortical columns among 4D+ and control 4D- mice, as 
previously done for the perinatal brain. The analysis revealed that indeed, the cortical count 
of Ctip2+ (4D-/- : 68.33 ± 2.88; 4D+/- : 141.0 ± 13, t4 = 9.45, p = .0007)  and Satb2+ neurons 
(4D-/- : 236.67 ± 21.82; 4D+/- : 413.33 ± 4.93, t4 = 13.68, p = .0002) remained significantly 
increased in 4D compared to control mice (figure 3.16). This suggests that the 
supernumerary neurons generated with this technique successfully integrate and mature in 
the adult brain, potentially adding in the functional output processed by different neocortical 
regions.   





Figure 3.16: Effect of 4D activation during development in cortical Satb2+ and Ctip2+ neurons 
A: Quantification of Ctip2 neurons (top) and Satb2 neurons (bottom) in cortical columns of 2-month-old mice. 
B: Fluorescence images of the same neuron populations in 4D and control mice. Bars represent SD,                        
*** p < .001 
 
3.4.2 Adult neural stem cell populations are increased in both neurogenic niches of 
4D mice 
 
From this point forward, it was intriguing to examine the two adult stem cell niches and 
compare for the number of actively cycling progenitors between 4D+ and control mice. As 
explained in the introduction chapter, after neurogenesis is concluded in early postnatal 
stages, the SVZ is maintained only in the lateral ventricles, constituting a stem cell niche 
that provides new neurons to the olfactory bulbs through the RMS throughout life (Alvarez-
Buylla and Garcıá-Verdugo, 2002). Since prenatal 4D mice are characterized by denser 
VZ/SVZ regions, it is possible that this effect is sustained also in the adult SVZ, contributing 
in an expanded adult NSC pool. Additionally, even though all the analyses presented above 
have focused on the 4D effects in the cortex, theoretically 4D overexpression takes place 
after Dox treatment in any Nestin+ neural stem cell. Several studies have previously 
suggested that the NSCs from both adult neurogenic niches have embryonic origin 
(Fuentealba et al., 2015; Imaizumi et al., 2016; Berg et al., 2019). Therefore, it is logical to 
investigate the neural progenitor populations also in the adult hippocampus, the second 
adult stem cell niche of the brain, since their number after 4D activation might have 
increased as well. To this end, the number of NSCs (Sox2+/s100β-) was measured both in 
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Intriguingly, the number of NSCs appeared to be marginally significantly increased in the 
SVZ of 4D mice (4D-/- : 795.0 ± 46.13; 4D+/- 1193.67 ± 295.51, t4 = 2.31, p = .08) (figure 
3.17). Moreover, a statistically significant increase was also observed in the DG of the 
hippocampus as well (4D-/- : 480.67 ± 37.90; 4D+/- : 590.0 ± 32.74, t4 = 3.78, p = .019) This 
suggests that the expanded progenitor pools do not get entirely depleted after 4D 
inactivation, and instead maintain denser, more populated progenitor regions, at least in the 
two stem cell niches of the 2-month-old mouse brain.   
 
The fact that the adult NSC pools remain expanded in 4D mice points to the possibility that 
neurogenesis could be increased in the two adult neurogenic brain regions too. This would 
mean that 4D mice not only acquire more cortical neurons after activation of the transgenes 
during development, but they are also able to produce more new neurons later in adulthood 
due to the increased reservoir (Kase et al., 2020). Since adult neurogenesis in the 
hippocampus is involved in numerous cognitive functions that are related to learning and 
memory (Kempermann, 2008; Deng et al., 2010), it is reasonable to assume that its 
condition will affect several readouts of the behavior tests presented in the next chapter. 
Consequently, it was of great interest to investigate whether the rate of adult neurogenesis 
is increased in 4D mice, as a result of the expanded progenitor pool in the DG. To this end, 
the number of neurons generated from cycling progenitors labeled 4 weeks prior to brain 
fixation (Brdu+/NeuN+) in the DG were compared among 4D+ and control mice. Indeed, a 
tendency for increased numbers of adult born neurons in the DG of 4D mice in comparison 
to control mice was observed, with this difference being just above the threshold of statistical 
significance (4D-/- : 131.33 ± 25.81; 4D+/- : 188.67 ± 28.57, t4 = 2.58, p = .06) (figure 3.17). 
This could potentially hint that the hippocampus of 4D mice is more plastic, able to adapt 
better in dynamic situations that require learning and memorization; by generating and 
committing more new neurons towards these processes, similarly to what has recently been 
demonstrated to be the case for mice whose hippocampus was expanded by 4D 
overexpression during adulthood (Berdugo-Vega et al., 2020) 
  
Figure 3.17: Effect of 4D activation in stem cell populations of the two stem cell niches of the adult brain  
A: Quantification of Sox2+/s100β- cells in the SVZ of the lateral ventricles of 2-month-old mice. B: Quantification 
of Sox2+/s100β- cells in the SGZ of the DG in the hippocampus of 2-month-old mice. C: Quantification of adult-











    
Figure 3.18: Fluorescence images depicting the effects of developmentally-induced 4D on the adult stem 
cell niches of the 2-month-old mouse brain. 
A: Staining of Sox2+/s100β- NSCs in the SVZ of the lateral ventricles. B: Sox2+/s100β- NSCs in the SGZ of the 
DG in the hippocampus. C: Staining of NeuN+/BrdU+ (labeled 4 weeks prior to analysis) neurons in the DG of 
the hippocampus. Sections from control mice are depicted on the left, whereas from 4D mice on the right side 
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3.5 4D overexpression in specific subsets of cells of the developing brain 
is possible with the use of regulatory enhancer elements 
 
We know that it is possible to expand the neural progenitor pool and eventually increase 
neurogenesis in the developing brain by overexpressing 4D among nestin+ NSCs (Nonaka-
Kinoshita et al., 2013). It is also possible to use this technique to expand other cell 
populations from the neuronal lineage, like for instance oligodendrocytes, with the use of 
different promoters to guide 4D overexpression, such as Sox10 for the given example 
(unpublished data). Furthermore, the use of lentiviruses have enabled the induction of 4D 
in specific regions of the adult brain with the use of stereotaxic injections (Artegiani et al., 
2011). It deemed intriguing therefore to test the possibility of being able to selectively induce 
4D in specific subsets of cells during development, that would eventually constitute potential 
areas of interest. It is easy to envision several interesting studies that could stem from the 
possibility of generating brains with specifically expanded cortical regions and even 
subregions, or even amygdala, or hippocampus. In a recent line of studies, it was revealed 
that different enhancer elements are activated in distinct subsets of cells during brain 
development and compartmentalization (Visel et al., 2013). In the same line of studies, the 
identification of several of those elements allowed the generation of mouse transgenic lines 
that express CreERT2 under the control of a given enhancer. Then, by crossing these lines 
with a Cre reporter line, the authors were able to generate fate maps, which interestingly, 
revealed the existence of certain enhancer elements that are expressed in subsets of cells 
that later form very well-defined regions in the adult brain (Pattabiraman et al., 2014).  
 
 
Figure 3.19: Fluorescence image of E19.5 brain section 
Stained are the cells that actively express the hs643 enhancer (green) at the time of fixation and the cells 
generated from the latter population since E10.5 (red). Both populations occupy the region that will later 









In order to test the possibility that this technique could be used in combination with the 4D 
methodology, our lab acquired three of those transgenic Cre mouse lines, which were 
validated by in house crossing with a reporter line (figure 3.19, figure S.5). Thereafter, these 
lines were crossed with a different double transgenic 4D mouse line (ROSA26rtTA-flox x          
tet-bi4D), previously generated in house (Bragado Alonso et al., 2019). The resulting triple 
transgenic lines allow for specific and temporal induction of 4D overexpression only in cells 
that physiologically express the selected enhancer at a given time, by enabling rtTA 
expression upon tamoxifen administration, and subsequently, 4D overexpression by Dox 
administration (figure 2.2). I then performed a pilot experiment attempting to specifically 
activate 4D in the developing hippocampus with the use of enhancer element hs643. This 
enhancer has been shown to be expressed highly in E11.5 and the cells it is expressed in 
at that time give rise to the cells constituting the hippocampal region (Pattabiraman et al., 
2014) (figure 3.20). Tamoxifen was injected in E10.5 pregnant 4D mice in order to enable 
rtTA expression, and Dox was administered twice per day from E11.5 to E15, to force 4D 
overexpression. Microscopy images of brain sections from E19.5 perinatal embryos 
indicated successful 4D expression specifically in the hippocampal region (figure 3.20A). 
Further analysis of the adult brain using this technique, was hampered though, by the fact 
that embryonic tamoxifen administration frequently leads in fetal death around the time of 
delivery (Ved et al., 2019). In order to circumvent this, 4-OHT was used instead of 
tamoxifen, since it allows for Cre activation at much lower concentrations, hopefully 
reducing the mortality effect. This resulted in a more limited 4D activation in the 




Figure 3.20: Fluorescence image of hippocampal regions of triple transgenic 4Dhippo line 
A: P0 hippocampal region after Cre activation by Tamoxifen injection at E10.5. B: E19.5 hippocampal region 
after Cre activation with 4-OHT injection at E10.5. Cells expressing Cre under the regulation of enhancer hs643 
are depicted in green and cells with active 4D transgene in red. Dox was administered from E11.5 to E15 in 
both situations in order to induce 4D overexpression. Scale bars: 200μm 
Tamoxifen at E10.5 
Analysis at E19.5 
4-OHT at E10.5 
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3.5.1 Specific 4D expression in hippocampal precursors during development 
reflects in increased neurogenesis during adulthood 
 
The successful generation of a transgenic line that allows for specific 4D activation in the 
developing hippocampus, enabled to test for possible effects in the adult hippocampi of 
these brains. Triple-transgenic 4D pregnant mice were injected once with 4-OHT at E10.5 
and with Dox twice per day from E11.5 to E15. During this period the embryonic dentate 
progenitors are known to emerge, which will proliferate before adopting adult RGC-like 
properties during early postnatal development (Berg et al., 2019). After birth, mice were 
administered with BrdU twice per day for one week at the age of 8 weeks, in order to label 
the cycling cells at this time-window. Brains were collected and fixed 5 weeks later, so that 
neurogenesis could proceed and newborn neurons would have enough time to mature in 
the DG of the hippocampus (Kempermann et al., 2003). Similar to previous experiments 
presented, the size of adult stem cell pool was estimated by counting NSCs                              
(Sox2+/s100β-) in the SGZ of the DG across serial brain sections. Correspondingly, the 
effect on neurogenesis was assessed by counting birth-dated neurons generated by BrdU+ 
cycling progenitors (BrdU+/NeuN+). The ensuing analysis revealed that at the time of BrdU 
administration, neurogenesis was indeed increased in the hippocampus, with the DG of 4D+ 
mice hosting more mature neurons generated at that time than the DG of control mice           
(4D-/- : 107.0 ± 19.8; 4D+/- : M = 174.67 ± 20.55, t3 = 2.58, p = .035) (figure 3.21A). This 
preliminary data was exciting, as it serves as a proof of concept that 4D could be activated 
selectively in desired brain regions, allowing for the design of several experiments 
addressing neurogenesis or brain function. Interestingly though, the number of remaining 
progenitors at the time of brain fixation was similar in the SGZ of the DG between 4D+ and 
control mice (4D-/- : 382.67 ± 50.52; 4D+/- : 407.0 ± 95.6, t4 = 0.39, ns) (figure 3.21B). This 
observation could possibly mean that the progenitor population is initially expanded, but 
eventually this limited excess in the neurogenic reserve gets depleted and the NSC 
population count returns to basal levels (Kempermann, 2008; Kase et al., 2020). 
 
Figure 3.21: Quantifications of neurogenesis and NSC population in the hippocampus of 4Dhippo mice 
A: The number of NeuN+/BrdU+ (labeled 5 weeks prior to brain collection) was measured as indicative of 
neurogenesis rate in the niche. B: The number of Sox2+/s100β- cells was measured to assess the NSCs 











































Figure 3.22: Fluorescence images depicting the longer-term effects of 4D induced specifically in the 
developing hippocampus 
A: Staining of Sox2+/s100β- NSCs in the SGZ of the DG as an indication of NSC population in the hippocampus 
of 2-month-old mice. B: Staining of NeuN+/BrdU+ (labeled 5 weeks prior to brain collection) neurons in the DG 
of the hippocampus. Sections from control mice are depicted on the left, whereas from 4D mice on the right side 
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4 Chapter 4. Results – Part II 
Effects of developmentally-induced enhanced neurogenesis 
on adult murine cognition 
 
 
The fact that transient 4D activation during corticogenesis results in increased neurogenesis 
and cortical neuron expansion is established by now both by previous studies (Nonaka-
Kinoshita et al., 2013) and by experiments performed in the present work. In the last chapter 
I presented evidence that this method has lasting effects in the 2-month-old adult cortex 
too. This implies that the supernumerary neurons observed in the cortices of prenatal and 
perinatal 4D mice not only have survived, but have likely integrated in the connectome of 
the cortex as well, as they would have probably undergone apoptosis otherwise (Fricker et 
al., 2018; Hollville et al., 2019). If these neurons are established in the circuitry, it is tempting 
to hypothesize that they would assist in the processing and refinement of the information 
flow and perhaps, provide advantages in certain situations (Harris and Shepherd, 2015). 
Intriguingly, we also saw evidence that inducing 4D during development has implications in 
the adult NSC niches of the brain. Neurogenesis in the adult SVZ is involved in odor 
discrimination as well as olfaction learning and memory (Gheusi et al., 2000; Sakamoto et 
al., 2014). Likewise, neurogenesis in the adult hippocampus has been implicated with 
functions such as memory formation and retention, contextual and navigational learning 
(Zhao et al., 2008). What’s more, when discussing the proposed predictive indexes for 
intellectual capacity, we saw that arbitrary formulas, such as the EQ, are characterized by 
serious shortcomings when attempting to fit in data from empirical observations. Instead, 
the total neuron count and the efficiency of their organization are posing an attractive 
alternative (Herculano-Houzel, 2017). Developmentally induced 4D neurogenesis can 
serve as a fitting method to test this hypothesis.  
 
Therefore, in order to probe whether the excess of neurons in the 4D transgenic mouse 
ultimately affects in a measurable way its cognition, while at the same time tackling whether 
the total neuron count can serve as a predictive index of intellectual capacity, I performed 
an array of 4 well established mouse behavior tests. It has been previously supported that 
in order to obtain a better approximation of the g factor, it is crucial to perform multiple and 
diverse tests (Plomin, 2001). Thus, the battery tests chosen here, were designed to assess 
different aspects of cognition and the sum of their results can serve as a primary estimation 
of the g factor ranking among 4D and control mice. Similarly to the histology experiments 
presented in the last chapter, as controls I used 4D-/- littermates of 4D+/- mice from the same 




sets of breedings. The use of such internal controls reduces the noise from other factors 
such as the genetic background and gestation and nurturing conditions prior to testing. The 
tests performed were: 
 
1. Rotarod, as a measure of motor coordination capabilities. 
2. Morris water maze, to assess spatial navigation skills as well as learning and 
memory capacity, all while involving physical skills too. 
3. A fear extinction test variation of fear conditioning, aimed to assess memory 
retention over time. 
4. A context discrimination test variation of fear conditioning, designed to assess as, 
the name aptly suggests, the capability of the mice to discriminate between similar 
contexts and to anticipate future outcomes based on past experience. 
 
To avoid the possibility that the test themselves would affect the outcomes of other tests, 
different sets of mice were used for tests 2, 3 and 4, and only rotarod was performed in 
combination with tests 2 and 3, always taking place one week prior to the other test. 4D 
overexpression was enforced by administering Dox twice per day from E11.5 to E15. All 
tests were performed in mice aged 2-3 months old at the time of the start and only female 
mice were used in these experiments.  
 
 
4.1 4D mice exhibit improved motor coordination behavior in a Rotarod test 
 
Motor coordination is one of the most basic functions in animals. Hence, from one point of 
view it was relevant to assess whether altering the cortical topology would cause an 
impairment in this vital function. From another point of view, the expansion of cortical neuron 
populations and the underlying expansion of cortical regions that are involved in locomotion 
(such as the primary motor cortex, premotor cortex, primary somatosensory cortex and the 
posterior parietal cortex) might confer a higher plasticity potential, perhaps even improving  
the physiological situation (Peters et al., 2017; Papale and Hooks, 2018; Svoboda and Li, 
2018). It was very interesting, therefore, to test whether 4D mice could perform as well, or 
maybe even better, in a test involving motor coordination and balance. The rotarod is a test 
that has been used widely in studies on mice, especially in the contexts of traumatic injury 
and neurodegeneration (Brooks et al., 2012). In the present study, female mice aged 
between 8-10 weeks old were tested in a paradigm of increasing difficulty with an 
accelerating rod. The subjects were initially habituated on a stably rotating rod at 4 rpm. For 
the actual test, mice were placed again on the stably rotating rod, which then accelerated 
from 4 to 40 rpm in the course of 300 seconds. Each mouse had 3 trials on the test and the 
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average latency until fall for each mouse was used as a readout of its performance. 
Interestingly, 4D mice were able to remain for a longer period on the accelerating rod, 
outperforming control mice by a statistically significant margin (4D-/- : 34.54 ± 18.46; 4D+/- : 
60.07 ± 34.82, t30 = 2.59, p = .015) (figure 4.1).  
 
 
Figure 4.1: Assessment of rotarod performances between 4D and control mice 
The performances of mice were scored according to the average latency in seconds until fall. Bars represent 
SD, * p < .05. 
 
This was somewhat unexpected, since the subjects didn’t have much opportunity to learn 
and improve on their performance in such a brief time. Therefore, I proceeded to repeat the 
same test for a course of 5 days in total, in order to obtain and compare the learning curves 
among the two groups for this test. Interestingly, both groups exhibited remarkably similar 
learning curves, but 4D mice maintained a better overall performance on every given test 
day (figure 4.2). Statistical analysis confirmed that the difference between the two groups 
over the period of 5 days was significant (2-way ANOVA, time F= 16.13, p < .0001, group           
F1,30 = 8.93, p = .006). This paints a situation in which both groups are learning and 
improving their performance on the rotarod at the same rate and magnitude, but the 4D 
mice have an ab-initio advantage, which they maintain over time against control mice. 
 
Figure 4.2: Assessment of rotarod performances between 4D and control mice over a longer period 
Performances were scored as before, according to the average latency in seconds until fall. Mice had 3 trials 
per day and the total duration of the test was 5 consecutive days. Bars represent SEM ** p < .01. 




✱ 4D+/-  n = 16
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4.2  4D mice perform better in a Morris water-maze test 
 
The Morris water-maze is a test employed commonly in studies related to the hippocampus 
and its physiology, as it involves memorization of environmental cues for spatial navigation, 
processes heavily implicated with this brain formation (Jarrard, 1993; Eichenbaum, 2017). 
In the last chapter, I presented evidence that the DG in the hippocampus of 2-month-old 4D 
mice contains an increased amount of NSCs, which in turn, contribute to an increased rate 
of neurogenesis. Thus, the Morris water-maze posed as an attractive paradigm for testing 
whether the “boosted” 4D brains provide any advantage in this context. Previous findings 
suggest that an increase in adult neurogenesis can improve the performance of rodents in 
such maze paradigms (Van Praag et al., 1999; Berdugo-Vega et al., 2020). Additionally, as 
the name implies, the water-maze test involves swimming, a function that directly relies on 
motor coordination and is suggested to make use of the same network as walking (Bem et 
al., 2003). Therefore, this parameter is also appealing to observe, given previous results on 
the Rotarod test. More importantly perhaps, the skills assessed by this test, such as 
memorization, adaptability and spatial navigation, are inherently related to the general 
intelligence notion and can provide a valuable input in the attempt to rank the two groups.  
 
Briefly, mice were trained for three days (6 trials per day) to find the location of a submerged, 
hidden from view platform in a circular water-filled tank, by using visual cues from the 
surrounding environment. After the end of this learning phase, the position of the platform 
was reversed and the ability of the mice to learn the new location over the period of two 
days was assessed. The adaptive process of learning the position after reversal has been 
hypothesized to be a neurogenic-dependent gauge of flexible learning (Garthe et al., 2009). 
Interestingly, the average daily latency from the start of each trial until the time of first 
contact made with the platform by each mouse, reveals that the 4D+ mice were significantly 
quicker in locating the hidden platform over the course of the test (2-way ANOVA, time          
F = 10.19, p < .0001, group F1,21 = 4.70, p = .042) (figure 4.3A). Analysis of the swimming 
pathlengths revealed no difference between the two groups (2-way ANOVA, time F = 22.96, 
p < .0001, group F1,21 = 1.56, ns), with the only exception being the last day of the test, when 
4D mice used on average shorter paths to the new location (post-hoc Fisher’s test for        
day 5, t = 2.67, p = .015) (figure 4.3C). Instead, 4D mice were generally quicker in making 
contact with the platform as a result of swimming faster than control mice (2-way ANOVA, 
time F = 1.18, ns, group F1,21 = 1.56, p = .07) (figure 4.3B). These data, in combination with 
the results obtained from the rotarod test, suggest that 4D mice might be more competent 
in tasks relying on motor coordination.    
 




Figure 4.3: Assessment of water-maze performances between 4D and control mice 
A: Daily average latency in seconds until first contact with the platform. B: Average daily swimming velocity in 
cm/s per group. C: Average distance in cm covered until first contact with the platform. D: Schematic depiction 
of test parameters, illustrating starting positions and platform location. Bars represent SEM, * p < .05. 
 
So far, the analysis of the swimming pathlength provided a first indication that 4D mice 
managed to learn better the new location of the hidden platform after reversal at the end of 
the test. This metric alone though is insufficient for extracting useful information and 
evaluating the ability of each mouse to orientate itself and navigate through the maze. 
Therefore, I performed an analysis of the strategies employed by mice over the course of 
training and reversal phases of the test, using the methodology previously described by 
Garthe et al., 2009. This revealed a gradual progression from random and egocentric 
navigation strategies (independent of environment, based on self), towards allocentric 
strategies (based on environmental cues, independent of self) (Vorhees and Williams, 2014; 
Wang et al., 2020) for both test groups (figure 4.4A). Interestingly, during the training phase 
of the test, 4D mice presented a 69% increase in the usage of more precise allocentric 
strategies (odds ratio, OR = 0.83, p < .0001) (figure 4.4B). Even more intriguingly, after 
platform reversal, 4D mice adapted better to the new situation by exhibiting 72% less 
perseverance (preference in the old platform location) (odds ratio, OR = -1.49, p = .0004) 
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and learned the new position faster and more robustly than control mice, as revealed by the 
profound difference in the use of allocentric strategies, of +107% (odds ratio, OR = 1.08,    
p < .0001) (figure 4.4B). Collectively, this data strongly implies that 4D mice can process 
the information from environmental cues more efficiently in order to orientate and navigate, 
compared to control mice, as are able to adapt better in the new situation introduced after 
reversal of the platform.  
 
Figure 4.4: Assessment of strategies used during water-maze test between 4D and control mice 
A: Schematic depiction of strategy usage percentages for control (top) and 4D mice (bottom) Dotted line 
represents platform reversal after 3 days of training period. Each strategy is denoted by different color code.       
B: Analysis of allocentric strategies percentages before and after platform reversal, as well as perseverance 
between the two groups (bars on top graph represent SD). C: Schematic illustration of strategy color coding in 
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4.3 4D mice retain contextual associations for longer period during a fear 
extinction test 
 
Next, I proceeded with a fear extinction variation of fear conditioning. These types of tests 
are designed in order to index the acquisition and extinction of learned fear (LeDoux, 2000; 
Chang et al., 2009). The test was performed using the methodology previously described 
in another study (Sahay et al., 2011), but with adapted timepoints, in order to assess the 
retainment/replacement of the contextual memory over a prolonged period (8 weeks). 
Briefly, the mice were introduced to a novel enclosed environment (context) in a Multi 
Conditioning System apparatus, and their movements were monitored for the duration of 
the test. On the first day of the test (Day 0), each mouse was placed in the context and 
monitored for 3 minutes before a single mild foot shock was delivered through the grid floor 
(fear conditioning). On the next day (Day 1 of the test), the same mice were introduced 
again in the same context and monitored for 3 minutes without receiving a foot shock at the 
end of this period (fear extinction). The freezing behavior was analyzed as a measure of 
fear levels for each mouse (Anagnostaras et al., 2000). The same test was then repeated 
once per week for 8 weeks in total (Days 2-9), to measure the freezing behavior associated 
with the context over time, in the absence of the fear inducing stimulus (figure 4.5B). The 
average freezing behavior was very similar in both groups for the first 4 timepoints. From 
day 5 onward, the behavior between the groups started diverging, with 4D mice exhibiting 
increased freezing time on average compared to control mice until the end of the test period 
(2-way ANOVA, time F = 12.51, p < .0001, group F1,18 = 2.53, p = .13; post-hoc Fisher’s test 
for day 6: t = 2.49, p = .014, day 8: t = 2.39, p = .018, day 9: t = 2.50, p = .013) (figure 4.5A). 
These observations suggest that 4D mice retained for a longer period the association of the 
context with the initial fear stimulus after conditioning.  
 
 
Figure 4.5: Performance assessment between 4D and control mice in a fear extinction test 
A: Scoring of average freezing time percentage per day per group. B: Schematic illustration of test paradigm. 
Fear conditioning on day 0 and fear extinction tests took place once per week for 9 weeks, starting one day after 
conditioning. Bars represent SEM, * p < .05. 
A B 




4.4 4D mice discriminate better between similar contexts in a fear 
conditioning test 
 
Lastly, I used a context-discrimination variation of fear conditioning test, in order to assess 
whether any of the groups was able to discriminate better between similar contexts as 
opposed to generalizing after conditioning (Dunsmoor and Paz, 2015). To this end, the 
same apparatus as before was used for fear conditioning. The paradigm adopted here was 
previously described by Sahay et al., 2011. Briefly, the mice were initially introduced to the 
same context described in the previous experiment (context A), where they received a foot 
shock after 3 minutes (fear conditioning - Day 0). On the next day (Day 1 of the test), the 
mice were introduced again to context A and the freezing behavior was monitored until the 
induction of the foot shock 3 minutes later. After that, they were placed back to their home 
cage and one hour later, they were introduced to a novel, similar context (context B) for the 
same duration of time. Context B was comprised of the same apparatus with the stainless 
grid floor, but the plexiglass walls inside had different patterns on them. Additionally, the 
doors were left ajar during the test and the apparatus was lit with ambient light from the 
environment instead of using the internal light. In this context, the mice did not receive a 
foot shock. The apparatus was cleaned before each trial with a different agent for each 
context, introducing different olfactory cues associated with them. From the next day on and 
for 8 days (Days 2-9 of the test), the mice were introduced to both contexts each day at a 
randomized order. Mice always received a foot shock at the end of the trial in context A and 
they never received one in context B. The paradigm described above is schematically 
illustrated in figure 4.6A.  
 a  
 
Figure 4.6: Context discrimination performance between 4D and control mice 
A: Schematic depiction of context alternation per day. Context A (red) was always accompanied by a foot-shock 
(fear conditioning), whereas context B (blue) was not. Test was repeated daily for 9 days after initial fear 
conditioning (day 0) B,C: Average freezing time percentage per context per day. Performance of control mice 
is presented on the left graph and on the right graph for 4D mice. Bars represent SEM (B) or SD (C). 
A 
B C 
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Analysis of freezing behavior in each context revealed that after Day 2, mice from both 
groups were displaying increased freezing behavior in context A compared to context B, 
indicating that both groups were able to discriminate between the contexts (2-way ANOVA, 
4D-/- time F = 1.90, p = .1, group F1,24 = 2.53, p < .0001; 4D+/- time F = 1.28, ns, group           
F1,30 = 2.53, p < .0001) (figure 4.6B). Interestingly, the freezing time in context B the first 
time the mice were introduced to it (day 1) was not only in the same range as the freezing 
time in context A for the same day, but also very similar between 4D and control mice 
(35.12% ± 20.93 and 37.78% ± 10.68 respectively; t = 0.41, ns). This implies that the 
immediate response to the similar context B was to generalize, a common reaction for both 
tested groups. Nevertheless, from Day 5 and until the end of the test, 4D mice exhibited an 
increase in the freezing time difference between the two contexts, whereas control mice 
maintained a relatively stable freezing behavior associated with each context, until the end 
of the testing period. This is better reflected after calculating the discrimination ratio 
(Freezing context A - Freezing context B) / (Freezing context A + Freezing context B). A score of 0 
indicates complete lack of discrimination (same freezing behavior between contexts), 
whereas a score of 1 indicates perfect discrimination (freezing-level in the context B is 0) 
(Sahay et al., 2011). Indeed, discrimination ratio analysis reveals a statistically significant 
increase in the discrimination ability of 4D mice, an effect mainly attributed to the second 
half of the test duration, as the ratio was comparable in both groups for the first 5 days of 
the test (2-way ANOVA, time F = 12.85, p < .0001, group F1,27 = 6.89, p < .014; post-hoc 
Fisher’s test for day 6: t = 3.18, p = .004, day 7: t = 2.31, p = .032, day 8: t = 2.93, p = .009) 
(figure 4.7).  
 
Figure 4.7: Context discrimination ratio scores between 4D and control mice per test day 
The discrimination ratio was calculated as (Freezing time in context A - Freezing time in context B) / (Freezing 
time in context A + Freezing time in context B). Bars represent SEM. * p < .05; ** p < .01; *** p < .001 
 
Taken together, all tests described above revealed significant differences between 2-month-
old 4D and control mice. This suggests indeed a functional integration of the supernumerary 
neurons generated with this method. More importantly, the collective results from this 
diverse array of tests suggest an increase in the g factor in 4D mice compared to controls.  




4.5 Mice with 4D induced specifically in the developing hippocampus 
adapted better after platform reversal in a Morris water-maze 
 
In the previous chapter, I presented evidence from a pilot experiment that mice which had 
undergone 4D overexpression specifically in the developing hippocampus exhibited 
increased hippocampal neurogenesis in early adulthood. Therefore, in order to probe 
whether these 4Dhippo mice would display a functional advantage against control mice, the 
same paradigm of Morris water-maze as described above was used. Previous work on 4D 
overexpression specifically in the adult hippocampus has revealed that 4D mice exhibited 
an increased trend in allocentric strategy use after platform reversal and a significant 
reduction in perseverance (Berdugo-Vega, unpublished data). Additionally, other studies 
have shown that an increase of hippocampal neurogenesis in young mice via enriched 
environment resulted too in an increase of allocentric strategies and a reduction in 
perseverance in water-maze (Garthe et al., 2016). Therefore, it was interesting to explore if 
similar results can be obtained after 4D activation in the developing hippocampus too. In 
order to increase statistical power, 2-month-old female mice treated either with Tamoxifen 
or 4-OHT at embryonal day E10.5, were pooled together among 4D+ and control mice, even 
though the magnitude of the 4D effect appeared to be different with each method (figure 
3.21). Analysis of the pathlengths (2-way ANOVA, time F = 3.15, p = .035, group                     
F1,18 = 0.0008, ns), latency (2-way ANOVA, time F = 7.49, p = .0004, group F1,18 = 0.0008, 
ns) and velocity (2-way ANOVA, time F = 2.99, p = 0.44, group F1,18 = 0.48, ns) between 
4Dhippo and control mice did not reveal any statistically significant differences between the 
two groups. Nevertheless, 4Dhippo mice seemed to perform better after reversal of the 
platform, as can be appreciated by the decreases in average latency and pathlength for this 
stage of the test (figure 4.8A,B). This fact was better appreciated after strategy analysis, 
performed in the same manner as described above. Indeed, 4Dhippo and control mice did not 
show any differences in the percentage of allocentric strategy use during the training period 
(1% increase). Moreover, unlike in studies mentioned above, after platform reversal, the 
perseverance levels observed between the two groups was also similar (3% decrease). 
Interestingly though, 4Dhippo mice exhibited a 41% increase in usage of allocentric strategies 
compared to controls after reversal, explaining the shorter pathlengths observed in that 
stage (odds ratio, OR = 0.53, p = .045) (figure 4.8E,F). Collectively, these observations 
suggest that the 4Dhippo mice displayed improved ability in flexible learning after platform 
reversal, whereas the swimming speed and learning performance during training were not 
affected. This is rather interesting, and suggests a different behavioral pattern alteration 
than observed in mice who had undergone 4D-induced neurogenesis in the whole brain.  
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Figure 4.8: Assessment of water-maze performances between 4Dhippo and control mice 
A: Daily average latency in seconds until first contact with the platform. B: Average daily swimming velocity in 
cm/s per group. C: Average distance in cm covered until first contact with the platform. D: Schematic explanation 
of test parameters, illustrating starting positions and platform location. E: Schematic depiction of strategy usage 
percentages for control (top) and 4Dhippo mice (bottom) Dotted line represents platform reversal after 3 days of 
training period. Strategy color coding is same as before. F: Difference in usage of allocentric strategy 
percentages before and after platform reversal, as well as perseverance in 4Dhippo compared to respective 










5 Chapter 5. Discussion 
 
 
In this work, I characterized the effects of developmentally-induced increase in 
neurogenesis by transient overexpression of two G1 proteins, Cdk4 and Cyclin D1 (4D).       
I explored in greater depth the histological effects of this manipulation in the developing 
neocortex and how different levels or timing paradigms of 4D overexpression affect the 
generation of different neuron populations. Furthermore, I addressed the persisting 
implications of the technique in the adult brain and its NSC niches. Moreover, I proposed a 
method for specifically inducing 4D in specific cohorts of cells in the developing brain in a 
proof-of-concept experiment. Last but not least, I employed a battery of cognitive tests in 
adult 4D mice in order to assess whether the increased neuron count in the brain would 
affect their performance. I hypothesized that collective results from multiple tests can assist 
in establishing a ranking among 4D mice and controls in terms of g factor. The results 
obtained are providing evidence in favor of some conclusions. These are discussed below. 
 
 
5.1 4D dosage affects the magnitude of neural progenitor pool expansion 
and timing of the overexpression dictates the subpopulations affected 
 
It is known from previous studies, that a transient overexpression of the 4D proteins in NSCs 
results first in an expansion of the neural progenitor pool and subsequently, to an increase 
in the number of neurons originating from the progenitor excess (Artegiani et al., 2011). The 
fact that 4D overexpression via lentiviral injection during development appeared to result in 
a profound increase in encephalization (57%) when compared to the 4D+/- transgenic mouse 
(23%) in another study (Nonaka-Kinoshita et al., 2013), implied that there might be a dose 
dependency effect involved. The author reported that the brains generated with this method 
were megalencephalic, an effect partially explained by hydrocephaly, accompanied by an 
average increase of 42% in cortical tissue too. However, in experiments performed in the 
present study, application of the same methodology did not result in an adequate viral 
infection like previously described for GFP expressing lentiviruses (Artegiani and Calegari, 
2013), whereas further increase of the viral titer by an order of magnitude resulted in 
extended hydrocephaly and impaired brain development. While viral vectors are a reliable 
and potent tool for transgene expression in the adult brain with the use of stereotaxic 
injections (Artegiani et al., 2012), homogeneous infection of the embryonic brain via 
injection directly in the ventricular cavity, accompanied by its healthy development proved 
trickier to accomplish.  
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Nevertheless, the results obtained from hemizygous and homozygous transgenic 4D mice 
were more informative regarding the dose dependency analysis. Indeed, while 4D 
overexpression was enforced, a strong dose dependency effect was observed in BPs 
whose population expanded at a higher degree in 4D homozygous mice. This suggests that 
the rate of proliferation vs differentiation in these cells is differentially altered depending to 
4D dosage, and that higher amounts of these G1 phase proteins ensure that even fewer 
cells will differentiate instead of proliferate. Not surprisingly, the conclusion that more 
progenitors are proliferating rather than differentiating in this situation was also reflected in 
the concomitant reduction of early born neurons in the E15.5 CP, which was more profound 
in homozygous 4D mice. The fact that the population of E12.5 BrdU labeled cycling cells 
that have reached the CP by E15.5 was similar in 4D+/+ and 4D+/- brains might seem counter-
intuitive at a first glance, though. This can be explained however, by the fact that those cells 
are labelled just 24 hours after first Dox treatment thus, even though 4D is known to have 
reached maximum expression at that stage, its effects on the cell division mode would be 
still just starting to manifest. This is corroborated by the fact that the difference in the 
progenitor populations between control mice and 4D+/+ or 4D+/- was not particularly strong.  
 
Even more interesting though, is the fact that after silencing of the 4D transgene, the number 
of neurons that have reached the CP in E18.5 was not different between homozygous and 
heterozygous 4D mice. This can be potentially described by two non-mutually-exclusive 
possibilities. Firstly, 4D+/+ neural progenitor cells likely contain higher numbers of the 4D 
proteins at the end of Dox treatment, and assuming the clearance of the protein complex 
remains stable, it would take a longer time for 4D levels to return to physiological levels in 
these mice, therefore extending the number of progenitor cells that proliferate in favor of 
differentiating. This would imply that neurogenesis is delayed a bit further in this situation 
as compared to 4D+/-, providing neurogenesis a head-start in the latter condition. This would 
be in accordance to previous observations, that actively increasing the amount of 4D 
proteins in progenitor cells prevents the physiological downregulation of cyclin D1, thereby 
preventing the lengthening of their G1 phase (Lange et al., 2009). At the same time, when 
Cdk4 and Cyclin D1 levels are back to the physiological levels in both situations, assuming 
that the minimum time required for a successful neurogenic division is in the same range 
across a given progenitor population (Nowakowski et al., 1989; Takahashi, 1995), equal 
amounts of BPs in 4D+/+ and 4D+/- would likely result in the generation of comparable 
numbers of neurons, regardless of the genotype. This is of course partly compensated by 
the fact that 4D+/+ brains contain a larger number of progenitors at E15.5 contributing in the 
neurogenesis process, but at the same time they have a longer ground to cover, as at the 
same stage the number of neurons in the CP is reduced even further. Collectively, under 




this model, after Dox withdrawal the BPs in 4D+/+ cortices would proliferate for a longer 
period and then generate neurons at the canonical speed but in higher numbers, trying to 
fill a less-populated CP. This would help explain why E18.5 cortices contain similar numbers 
of neurons in the CP of 4D+/+ and 4D-/- mice. Of note, corticogenesis is normally concluded 
around E18.5, at which stage progenitors start generating astrocytes and oligodendrocytes 
instead (Miller and Gauthier, 2007). Previous findings suggest that 4D overexpression does 
not influence the timing of this checkpoint (Lange et al., 2009). Therefore, if the switch 
happens at the same stage in both conditions, this implies that the final output of 
corticogenesis would be comparable between homozygous and heterozygous 4D animals 
in the situation described above.  
 
Data obtained for the 4D homozygous mice in the experiment described in chapter 3.2 on 
cortical layering (discussed in more detail next) can offer some useful insight for the issue 
at hand here (figure S.3). Expectedly, early Dox treatment from E11.5 to E13.5 (E4D) in 
homozygous 4D animals, led to an increase only in the in the Ctip2+ deeper layer neurons. 
This was the same pattern as observed for heterozygous 4D animals, but to a smaller 
extent. Interestingly, a considerable increase was observed in some cases in the (normally 
upper layer residing) Lhx2+ neurons located in the deep layers after the same treatment. 
This too, might hint a situation where neurogenesis starts a bit later in 4D+/+ compared to 
4D+/- brains and therefore, some of the later differentiated progenitors have committed to 
generate upper layer neurons which however, occupy deeper layer positions too, 
compensating for an even less populated CP than in 4D+/-. This would come in agreement 
to observations supporting that the specification of distinct neural cell types is more tightly 
linked to their birthdate rather than their laminar position even though both are 
transcriptionally co-regulated to some extent (Steindler and Colwell, 1976; Caviness, 1982; 
Kwan et al., 2012). Intriguingly though, late 4D activation from E13.5 to E15.5 (L4D) in 4D+/+ 
animals did not alter significantly any of the analyzed neuron populations. This was much 
different than what was observed in the hemizygous 4D mice, where L4D treatment led to 
an increase in all upper layer populations. Similar patterns were also observed in the E18.5 
mice as well (figure S.2). Although somewhat unexpected, these results recapitulate and 
reinforce the results obtained after the full Dox treatment discussed above. Specifically, it 
seems that a further delayed neurogenesis after L4D activation in homozygous animals 
only offers enough time to the excess of progenitors to populate the upper layers with the 
physiological amounts of neurons before corticogenesis halts. This would imply that L4D 
activation might even be detrimental if not just irrelevant for neurogenesis in homozygous 
4D mice, and mainly E4D activation is contributing to the total neuron increase in 4D+/+ 
compared to control mice. That would also help explain why there is no apparent 4D dose 
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dependency effect observed in neurogenesis in 4D mice after the full Dox treatment. Taken 
together, these observations portray a situation where the 4D effect on the expansion of 
progenitors is indeed dose dependent, but the secondary effect in terms of neurogenesis is 
not. The mechanism I propose to explain these observations is that 4D+/+ brains need to 
compensate for a further reduced neurogenesis during 4D overexpression in a potentially 
more limited amount of time before the switch to astrogenesis takes place. Conclusively, 
these data taken together indicate that the homozygous 4D mice offer no apparent 
advantage against the heterozygous 4D mice in the context of final neuron count output. 
Instead, they suggest that increasing even more the load of 4D proteins during 
corticogenesis could even be detrimental, if this holds true. 
 
Dissecting the total Dox treatment traditionally used for 4D mouse generation into early and 
late treatment paradigms (E4D and L4D), allowed me to study how the excess of 
progenitors in the 4D cortex contribute in the layer formation process. This study is the first 
to address the specificity of neuronal output after 4D overexpression. Since the timing of 
cortical neuron generation in the physiological condition correlates with their final position 
in the CP (Leone et al., 2008), I investigated whether different 4D activation timing 
paradigms would result in selective expansion of different layer regions. This was very 
interesting, because deeper cortical layers are highly comprised of subcortical projection 
neurons and upper layers mainly by cortico-cortical and callosal projection neurons 
(Srinivasan et al., 2012). These diverse neurons have different functions in the brain and 
are proposed to originate from distinct progenitor subpopulations (Govindan and Jabaudon, 
2017). The possibility to selectively increase the relative proportions of different sets of 
neurons by manipulating different sets of progenitors, can be exploited in several future 
studies on brain development, as well as in function assays. The first indication that this 
might be possible, came with the observation that indeed different sets of progenitors are 
expanded after early or late activation, establishing thus, that the 4D effect on BPs can be 
selectively induced in different subsets of the latter according to activation timing. The next 
observation worthy of a closer examination is that both E4D and L4D activation led to an 
increase of the deeper layer neuron population. At a first glance, this seems like it might 
contradict previous studies proposing that late cortical progenitors are restricted to upper 
layer fates by intrinsic programs (Frantz and McConnell, 1996; Desai and McConnell, 2000). 
Instead, this probably reflects that by the time L4D overexpression effects start to manifest 
(between E14 and E15), there are still some remaining progenitors left cycling in the VZ/SVZ 
committed to generate layer V neurons that are Ctip2+. This is possible, as the different 
generations of progenitors overlap (Molyneaux et al., 2007). Therefore, at the beginning of 
layer IV neuron generation, which L4D was designed to target, 4D overexpression can also 




expand any remaining “early” progenitors. Figure 5.1 below, provides a schematic 
illustration of the concept described above. Presumably, an even later L4D activation by 12-
24 hours would not result in the same Ctip2+ neuron expansion, as it would target almost 
exclusively the progenitors committed to form upper layer neurons. Additionally, the fact 
that L4D activation leads to a significant increase of “ectopically” located Ctip2+ neurons in 
the upper layers, suggests that the excess of these late-differentiated neurons of “early-
fate” might start occupying upper positions after saturation of the deeper layers. Once again, 
this would be in accordance to observations supporting that the specification of distinct 
neural cell types is more tightly linked to their birthdate rather than their laminar position 
(Steindler and Colwell, 1976; Caviness, 1982; Kwan et al., 2012). Notably, even though re-
specification in some extent of subplate neurons has been reported before (Friedlander and 
Torres-Reveron, 2009), as well as activity-dependent neurotransmitter re-specification 
(Spitzer, 2012), re-specification to a different projection neuron type has not been reported 





Figure 5.1: Schematic illustration of sequential neuron generation by cortical progenitors. 
Projection neurons in the mouse cortex are generated sequentially and occupy the CP in an “inside-out” fashion 
(top). Different colors describe different fates of neurons generated at different times during corticogenesis 
(bottom). The two 4D treatment paradigms are indicated. Note that the effect of 4D overexpression on the cell 
cycle does not take place immediately, but can generally be appreciated ca 1 day later. (Modified from 
Molyneaux et al., 2007) 
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Perhaps not surprisingly on the other hand, the populations of Lhx2+ neurons that mainly 
occupy layers II/III (Yang et al., 2019) were specifically expanded only after L4D activation 
and only in the upper layers. This proves that indeed, it is possible to selectively expand 
neurons of a specific cortical region by inducing 4D overexpression at the right 
developmental window of time and comes in agreement to previous observations on 
progressive restriction in fate potential (Desai and McConnell, 2000). This was further 
validated after analysis of callosal projection Satb2+ neurons which can be found throughout 
all cortical plate (Huang, 2014). In this case, the ratio of the deeper/upper layer populations 
of Satb2+ neurons was significantly altered between E4D and L4D. Together, these results 
sketch a situation in which, in agreement to the standing view regarding fate commitment 
of cortical neuron progenitors, expanding different subsets of cycling cells results to the 
expansion of distinct subsets of cortical neurons depending to their intrinsic programs at the 
time of 4D activation. This is interesting, as it implies that refining of the 4D overexpression 
timing allows the engineering of cortical layer formation, enabling thus, a plethora of 
developmental and functional studies on specific neural progenitor cohorts and, in extend, 
their associated cortical neurons subpopulations. Moreover, it serves as an initial indication 
that there is a uniform expansion of neurons after the full 4-day 4D overexpression from 
E11.5 to E15. 
 
Data from single cell sequencing in E18.5 corroborates the latter hypothesis. Until now, it 
was only known that the E18.5 4D mouse cortex contains more neurons compared to 
controls and that this applies both to subcortical Ctip2+ and to callosal Satb2+ neurons. 
Single cell analysis allows to characterize the cellular composition of the developing mouse 
cortex in 4D mice in a manner that conventional immunohistochemistry approaches cannot 
(Loo et al., 2019). Clustering of single cells according to their transcriptional signatures after 
normalization of the datasets, immediately revealed the existence of clusters of different 
density between the two conditions. This means that some cell populations were 
represented in higher numbers in 4D compared to control cortices and vice versa. 
Interestingly, clusters significantly upregulated in the 4D sample were characterized by 
marker genes related to neurogenesis as can be appreciated by functional enrichment 
analysis. Using the Mouse Cell Atlas (Han et al., 2018) to approximate the cell type identities 
among all clusters according to their transcriptome signatures, allowed to assess which cell 
types were more represented in each sample, offering thus, a more general picture of the 
cell distribution in the 4D cortex. In this type of analysis, cells are described as percentages 
against the total amount of cells in that sample after normalization, therefore, it was perhaps 
not surprising that there were not statistically significant differences between the two 
samples as they were both representing normalized representations of the entirety of 




exactly the same brain formation. The fact that the relative cell composition was not 
profoundly perturbed in the 4D cortex provides perhaps an indication of a healthy and 
functional tissue. It is noteworthy though, that the vast majority of cell types over-
represented in the 4D sample were cortical neuron subpopulations or neural progenitor 
populations. In contrast, the cell types over-represented in the control sample were 
astrocytes, interneurons and non-neural-lineage cell types. This implies that in the E18.5 
4D cortex only the cells related to neurogenesis are expanded and specifically, mainly those 
involved in corticogenesis. Importantly, it appears that many different cortical neuron 
subtypes were expanded in the 4D sample (table S.3), suggesting that the 4D neurons 
contribute in a pluralistic manner to the composition of the cortex instead of increasing the 
population of a limited number of cell subtypes. Of note, considering the data from that 
analysis collectively, the 4D sample was comprised 54.3% by neurons versus 49.5% in the 
control sample (excluding neurons identified as GABA interneurons, amacrine neurons, 
hypothalamus neurons and Cajal-Retzius neurons, which all are considered to origin from 
different parts of the brain) (Wonders and Anderson, 2006; Cherry et al., 2009; Jian Ma et 
al., 2014). Similarly, the 4D sample was comprised 12.1% by cells identified as neural 
lineage progenitor subtypes (radial glial cells, oligodendrocyte precursor cells and 
ependymal cells) versus 8.6% in the control sample. Taken together, two thirds of all the 
cells in the 4D cortex sample (66.4%) were comprised by cells identified as cell types 
associated with the 4D phenotype (i.e., neural progenitor cells and neurons generated in 
corticogenesis), versus 58.1% in the control sample. This collective 8.3% relative difference 
of the aforementioned cell types is considerable, in spite of the fact that it cannot be 
statistically assessed in this manner. Perhaps not coincidentally, this increase resembles a 
lot the reported increase of encephalization in the E18.5 4D+/- mouse, previously measured 
at a rounded 8% (Nonaka-Kinoshita et al., 2013). The acquisition of this sequencing dataset 
enables further future analyses on the relevant distribution of specific gene markers of 
interest (or combinations of them), without the laborious need of repeating different marker 
stainings and/or additional animal manipulations each time. Additionally, repeating the 
same method in different developmental stages and comparing the results between 
datasets, much like previously performed in WT mice (Telley et al., 2016; Loo et al., 2019), 
would provide in the future an invaluable source of data describing the implications of 
transient 4D overexpression in brain development across time. 
 
Taken into account together, results from the sum of these experiments enable for an 
improved characterization of the way 4D overexpression acts in neurogenesis during 
development. In a nutshell, overexpression of the 4D proteins during corticogenesis leads 
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to neural progenitor expansion in a dose dependent manner, but the ensuing increase in 
neurogenesis does not follow the same motif. Moreover, the timing of the overexpression 
dictates which subpopulations of progenitors will expand, enabling thus the conditional 
engineering of cortical layering and reinforcing the existing premise of progressive 
restriction in progenitor fate potential during cortical development (Desai and McConnell, 
2000; Leone et al., 2008). Therefore, enforcing 4D overexpression over a period in which 
committed progenitors related to several cortical-layer fates are cycling, appears to trigger 
the expansion of all associated neuron types. 
 
 
5.2 Effects of augmented neurogenesis during development persist in early 
adulthood and affect the process of adult neurogenesis 
 
Before performing cognitive tests in mice who underwent transient 4D overexpression 
during development, it was crucial to establish that the described effect on neurogenesis 
was long-lasting and present at the time of testing. In addition, it was also interesting to 
assess the condition of the two adult stem cell niches in the 4D mice, as adult neurogenesis 
has been repeatedly indicated to be involved in cognition (Seib and Martin-Villalba, 2015). 
A first, preliminary evidence that the 4D effects might be persisting, was previously provided 
by measuring a remarkable 23% increase of encephalization in P21 4D mice (Nonaka-
Kinoshita et al., 2013). This was confirmed here, by measuring the populations of Ctip2+ 
and Satb2+ neurons in cortical columns of 8-week-old mice. The fact that both of these 
neuron types remained significantly increased suggests that these neurons have been fully 
incorporated at this stage and are functional, having avoided apoptosis (Fricker et al., 2018; 
Hollville et al., 2019). This would justify the working hypothesis for testing cognition, since 
the neocortex not only houses the processing centers of sensory modalities, but increasing 
evidence implicates it also in learning and intelligence (Dalmay et al., 2019; Hawkins et al., 
2019).  
 
Even more exciting though, was the evidence that both adult NSC niches of the 4D brain 
maintained an expanded pool of neural progenitors. Previous studies have demonstrated 
that all adult NSC of the hippocampus have a unique common embryonic origin. This cell 
population starts emerging at E11.5 in the dentate neuroepithelium, generates exclusively 
granule neurons during development and then forms a quiescent progenitor pool postnatally 
(Berg et al., 2019). In fact, the different “types” of adult neural progenitors referred to often, 
are rather manifestations of different maturation stages of the same original population 
(Kempermann et al., 2015). Similarly, the NSC of the adult SVZ have been previously 




demonstrated to have embryonic origin too, becoming quiescent and “set aside” from other 
embryonic NSCs (Fuentealba et al., 2015; Furutachi et al., 2015) as reserves for adult 
neurogenesis. Since developmental 4D overexpression has been shown to expand the 
progenitor pools and that this effect is still present at the perinatal E18.5 brain at the end of 
corticogenesis, it is tempting to assume that the expanded progenitor reserves around the 
time of birth ultimately contribute to expanded adult neural progenitor pools, in agreement 
to the set-aside hypothesis.  
 
Equally significant was the evidence of increased rate in adult neurogenesis in 4D mice, at 
least in the hippocampus, suggesting that a higher number of the NSC in this niche was 
actively cycling. Previous studies have demonstrated that this effect can also be observed 
in mice after activity or environment enrichment (Kempermann et al., 1997; Van Praag et 
al., 1999). Here, the effect was intrinsic and it would be interesting to address whether and 
to which extend these two methods might have an additive effect. An intriguing prospect 
also arises in the context of ageing. Adult neurogenesis has been shown to decrease with 
ageing (Kempermann et al., 1998). In fact, the observed reduction is exponential until the 
9th month of life and neurogenesis is almost completely absent after the 18th (Ben Abdallah 
et al., 2010; Seib and Martin-Villalba, 2015). On the other hand, increasing adult 
neurogenesis has already been shown to be able to rejuvenate the ageing brain and 
counteract cognitive decline (Seib et al., 2013; Trinchero et al., 2019; Berdugo-Vega et al., 
2020). It is therefore compelling to hypothesize that in 4D mice who have ab initio more 
adult NSCs reserves right after development and exhibit increased adult neurogenesis at 
least in the hippocampus, the age-related cognitive decline might start to manifest later in 
life in the 4D mice, or at a decreased rate. Addressing this hypothesis could provide useful 
insights regarding the importance of the conditions during embryonic development, as well 
as of the initial size of the adult NSC reservoirs in relation to the parameters guiding 
cognitive decline in ageing. 
 
 
5.3 It is possible to selectively increase neurogenesis in specific cohorts      
of neural progenitors during development 
 
As we saw above, selectively expanding neural progenitor subpopulations by refining the 
temporal window of the transgene expression can enable the engineering of cortical 
layering. This inspired the possibility of increasing neurogenesis in even more specific 
groups of cells, not only in a temporal manner but also according to their intrinsic 
developmental programs. The identification of enhancer elements that regulate gene 
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expression in different subsets of cells during brain development provided a useful piece of 
the puzzle regarding early specification processes and early brain compartmentalization 
(Visel et al., 2013). The subsequent generation of multiple transgenic mouse lines driving 
Cre expression under these regulatory elements (Pattabiraman et al., 2014) allowed me to 
combine this with the 4D technique, enabling fascinating future perspectives. Here, I offered 
a proof-of-principle demonstration that the expansion of cell populations in highly specific 
brain regions during their development can be achieved. The hippocampus was selected 
as a template for this pilot experiment because it provides several advantages. Specifically, 
it’s a highly distinctive, well-defined formation, allowing to easily assess the method’s 
specificity. Additionally, the related enhancer element is highly active at E11.5, time of 
traditional 4D overexpression onset (Pattabiraman et al., 2014), while at the same 
developmental stage, the progenitor cells that will later form the adult NSC pool have been 
shown to start emerging (Berg et al., 2019). This enabled the comparison with previous 
analyses performed for the adult 4D mouse, and allowed me to collect preliminary data on 
a relevant cognitive test that was already available in house. The potential uses of this 
method in this and other brain regions will allow to address questions both of developmental 
and functional/behavioral nature. Conventionally, functional studies in the brain have being 
relying to loss-of-function paradigms in order to extract useful conclusions. Most of our 
knowledge about the hippocampus function for example, as well as many other brain 
regions, comes from brain trauma cases that resulted in impaired cognitive functionality. 
Characteristic is the famous case of patient H.M. in the 1950s, which helped to establish 
key principles about the organization of memory (Squire and Wixted, 2011). The method 
described here allows the designing of gain-of-function experiments as well in diverse brain 
regions, offering an alternative approach that can be supplementary to the traditional 
methodology.  
 
Excitingly, even though Cre recombination was rather limited in the brains used for 
histological quantifications for the reasons discussed in chapter 4.5, a significant effect on 
adult hippocampal neurogenesis was still evident. Interestingly though, the number of NSCs 
in the DG was similar between 8-week-old 4Dhippo and control mice. This might suggest that 
the limited 4D activation achieved by the method employed here for recombination was 
enough to expand the progenitor pool initially, but this limited surplus was depleted after a 
wave of increased adult neurogenesis. This would be in agreement with studies suggesting 
that adult NSCs have a rather limited self-renewal capacity and get progressively depleted 
in both adult NSC niches (Encinas et al., 2011; Calzolari et al., 2015). In any case, the 
qualitative validation of 4D activation in the developing hippocampus, accompanied by an 
observed phenotype in adult neurogenesis and an observed behavior change in a water-




maze experiment (discussed in more detail later), provide enough encouraging evidence 
that this technique is feasible and worthy of exploring further its potential applications in 
other brain regions too. In the future, it might be worthwhile to generate transgenic mouse 
lines that will drive directly the expression of rtTA under the control of the enhancer element 
of choice and then, cross these lines with the existing tet-bi4D line. In this manner, Cre 
recombination is not necessary and 4D can be induced strongly, safely and reliably with the 
administration of tetracycline and its derivatives, as in the nestinrtTA / tet-bi4D line, avoiding 
the drawbacks of tamoxifen administration.  
 
 
5.4 Cell cycle manipulation: a novel approach towards appreciating the 
implications of the total neuron count in cognitive function  
 
The employment of the 4D technique to artificially increase neurogenesis in cognitive 
studies is a fairly new endeavor. So far it has been exploited only in studies addressing 
adult neurogenesis in the two related NSC niches, showing very promising results regarding 
the method’s applicability in ageing and/or regeneration-oriented questions (Bragado 
Alonso et al., 2019; Berdugo-Vega et al., 2020). Here, I propose its use as a potent tool that 
also allows to address questions of developmental nature, either in specific regions or 
cohorts of cells, or for brain development in general. Moreover, it can help shed some more 
light in long-debated and controversial topics, such as the implication of brain size in 
cognition and intelligence. One proposed predictive index for intellectual capacity that has 
not seen yet evidence against it, has been the total neuron count (Roth and Dicke, 2005; 
Herculano-Houzel, 2009; Harrigan and Commons, 2014). However, approaches for reliable 
estimation of the total neuron count in a given brain, have been largely hampered by the 
fact that it is a laborious, time-consuming process and naturally, usually requires the 
removal of the organ from the rest of the organism, thus this process is not easily combined 
with cognitive tests on large cohorts of animals. The 4D technique in transgenic animals 
provides a method to selectively expand neuron populations during development in a 
reliable, reproducible and spatiotemporal manner. This circumvents the necessity of 
estimating total cell counts a posteriori, via the generation of brains with increased relative 
proportions, establishing therefore, the categorization of tests subjects a priori. The fact that 
every single cognitive test presented in this study revealed significant changes in animal 
behavior after neuronal expansion provides enough evidence to conclude, at least, that the 
total neuron count increase led to certain behavioral changes. These, in turn, indicate the 
existence of underlying functional changes. Whether these changes conferred an 
advantage or a detriment in the present experiments is a matter discussed in the next 
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session. Regardless, I argue that in this light, manipulation of the cell cycle program as a 
means to increase neurogenesis during development can be an effective and versatile tool 
for studies assessing the correlation of the total amount of single processing units (in a 
given region or in general) with cognitive function. The fact that the 4D technique has been 
previously proven to work also in other animal models, such as in the case of the 
gyrencephalic ferret, where an increase in cortical folding was also observed (Nonaka-
Kinoshita et al., 2013), enables the envisioning of comparative studies too, since several 
cognitive tests can be appropriately adapted to suit different organisms. In the words of 
Herculano-Houzel: “what the field badly needs are more systematic quantitative studies of 
behavior and cognition […] in search of an answer to the simple, but elusive question: what 
does it mean to have a bigger brain?” (Herculano-Houzel, 2017). Here, the 4D technique 
was exploited to address precisely that question. 
 
 
5.5 Mice with artificially enhanced developmental neurogenesis rank higher 
than control littermates in terms of g factor 
 
In the introduction, I described the concept of general intelligence, or g factor, first 
formulated by Spearman. (Spearman, 1927). The notion stems from the empirical 
observation that individuals who perform well in one cognitive task will often perform well in 
other, different cognitive tasks too. This positive manifold is hypothesized to emerge due to 
the existence of an underlying general mental ability which permeates all kinds of cognitive 
tasks. According to previous reports, about 55-60% of the individual variance in tests of 
cognitive ability in mice can be attributed to g (Plomin, 2001). The author of that study 
supports that in order to assess g, three prerequisites must be fulfilled. Firstly, measures 
need to be reliable at the level of the individual, and secondly, large samples are required 
to attain adequate power for individual-variability statistics as compared with species-
universal statistics. Lastly, the third requirement is that g must be assessed by a battery of 
diverse measures rather than rely on a single one, as g resides in the covariance between 
measures. Therefore, in order to establish a ranking of g between mice with increased 
neuron count and controls, I performed 4 different tests, each one assessing a different 
cognitive function or sets of functions. The rotarod, the Morris water-maze and fear 
conditioning tests in mice are paradigms commonly employed in scientific research. 
Usually, they are encountered in disease models, where the effects of a complication and/or 
the potential rescue with a drug or a therapy can be assessed (Tanila, 2018) and they all 




have well defined readouts. NestinrtTA +/+ / tetbi4D -/- littermates from the same sets of 
breedings were used as internal controls, in order to account for inter-strain variation.  
 
It has been speculated that quantitative differences in homologous circuitry may allow 
different functional specialization in different areas, for example, regarding how sensory 
processing is modulated by behavior (Harris and Shepherd, 2015). It was interesting thus, 
to investigate this hypothesis in the 4D mouse, as it suggests that the increase in number 
of single processing units in the brain associated with the various sensory modalities and 
with motor control could result in a more refined processing of the information and potentially 
more refined motor coordination (Peters et al., 2017; Svoboda and Li, 2018). Moreover, 
there are numerous studies on human which support that motor coordination correlates with 
cognitive function, however this is largely unexplored in other mammals (Forster et al., 
1996; Fernandes et al., 2016; Almosawi et al., 2018; Invernizzi et al., 2018). The rotarod is 
a test used widely to assess motor coordination in rodents and can be accommodated for 
the evaluation of motor skill learning (Shiotsuki et al., 2010). In the test performed here, the 
average latency to fall (in seconds) remained higher in the 4D mice throughout the duration 
of the test, indicating better motor coordination skills among this test group. Interestingly, 
the learning curve was strikingly similar in both groups, suggesting that the skill learning 
process took place at the same rate for both. This portrays a situation in which 4D mice did 
not reveal an improvement in terms of learning, but instead had an ab initio advantage in 
motor coordination skills, establishing thus an improved performance on the test, which they 
maintained until the end of it. This could speak in favor of the hypothesis that an increased 
number of neurons allows for better refinement of the information processing, possibly due 
to an increased plasticity, which in turn enables more precise motor coordination (Harris 
and Shepherd, 2015; Athalye et al., 2017).  
 
A similar motor behavior discrepancy was observed in the water-maze. There, the patterns 
of the average swimming velocity per group over the total duration of the test remained 
remarkably similar. When the average velocity decreased on one day in 4D animals, it was 
similarly decreased also in control mice and vice versa. Much like in the rotarod test though, 
the 4D mice maintained a stable difference in the average swimming velocity per day. The 
observed increase in swimming velocity is unlikely to be a result of increased stress levels 
while in the maze, as 4D mice exhibited less thigmotaxis behavior, indicative behavior of 
stress and/or anxiety (Huang et al., 2012). Swimming speed depends of course also on 
other factors, related to the musculoskeletal system, but motor coordination plays a crucial 
part in this process too. Evidence suggests that swimming is a function that makes use of 
the same network as walking (Bem et al., 2003), hence this might explain why mice who 
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performed better in the rotarod were also more competent swimmers. The observed 
statistically significant difference in the daily average latency until contact with the platform 
between the groups was not a result of shorter pathlengths thus (which would indicate 
improved navigation performance), but a product of the swimming velocity discrepancy 
instead. Of note, commonly used parameters, such as latency or pathlength, are behavioral 
readouts unable to describe the brain processes taking place during testing (Garthe and 
Kempermann, 2013), and can sometimes be misleading. This can be appreciated after 
considering the strategy analysis results for this test. Indeed, even though the average 
pathlength per day turned out to be similar between groups, 4D mice exhibited a rather 
remarkable increase of more precise, allocentric strategies in navigating towards the hidden 
platform throughout the test, revealing improved spatial orientation and navigation skills, as 
well as memorization capability, evident from a more efficient learning of the hidden platform 
location (D’Hooge and De Deyn, 2001; Vorhees and Williams, 2006; Rogers et al., 2017). 
Additionally, the fact that 4D mice increase further the relative use of precise strategies 
versus controls after platform reversal, combined with a significant reduction in 
perseverance, indicate that they were able to adapt faster and more effectively in the novel 
situation (Garthe et al., 2009; Terry, 2009). This behavioral pattern after platform reversal 
has been reported before in mice with increased adult neurogenesis (Garthe et al., 2016). 
Taken together, these results are characteristic of improved performance in this test and 
provide an indication of a cognitive advantage in 4D mice against the control group for the 
skills assessed here, i.e., motor coordination, spatial navigation and flexible learning. 
Interestingly, 4Dhippo mice submitted to the same test at the same age showed a relative 
increase of allocentric strategies compared to controls only after platform reversal. This 
suggests that the limited increase in neurogenesis achieved specifically in their hippocampi, 
much like in previous studies (Berdugo-Vega et al., 2020), enabled the 4Dhippo mice to adapt 
better and learn more effectively the new platform position, without showing any difference 
in swimming performance or in the learning process of the first platform location. This was 
different from 4D mice with increased neurogenesis throughout the brain. As mentioned 
above, more flexible learning after reversal is related to adult hippocampal neurogenesis. 
In that light, it is appealing to hypothesize that the reason for this discrepancy between 4D 
and 4Dhippo mice, is that even though information processing is improved in the 
hippocampus in both situations, the input/output network in the latter case should remain 
the same as in control animals. Hence, the improved motor-coordination and initial learning 
are more likely to be unrelated to adult hippocampal neurogenesis but to other expanded 
groups of brain neurons. 
 




The observation that 4D mice adapt better after platform reversal in the water-maze can 
also prove helpful in translating better the results of the fear extinction test. In this instance, 
the 4D mice exhibited an increased freezing behavior relative to the control group for the 
second half of the test (figure 4.5). In this test, the average freezing time is used as a readout 
of stress/fear (LeDoux, 2000; Chang et al., 2009). Usually, fear conditioning tests are 
employed in studies addressing adult neurogenesis (Seo et al., 2015). In this study though, 
the protocol was adapted to test the animals over a prolonged time, as there is evidence 
that hippocampal neurogenesis only impacts recently acquired, and not remotely acquired 
memories, which are less sensitive to changes in hippocampal neurogenesis levels (Gao 
et al., 2018) and their efficient recall depends more on cortical function (Terranova et al., 
2019). The diversification of the behavioral response 4 weeks after the fear inducing 
stimulus (day 5), sketches the existence of a common learning phase during which, mice 
from both groups retained the memory of the fear stimulus. From that day forward, control 
mice exhibited gradually reduced freezing behavior. This can potentially be translated as 
improved adaptation to the new situation (extinction of the fear stimulus) by the control mice, 
usually reported in situations of increased adult neurogenesis in traditional shorter-term 
paradigms (Catlow et al., 2013). Alternatively, it might suggest that the 4D mice retained for 
longer term the memory of the potential danger associated with the context at the beginning 
of the test, whereas the controls did not. This would mean that the 4D mice were able to 
remember better that several weeks before, a threatening experience associated with the 
context they were introduced to took place, while control mice might have forgotten about it 
due to its prolonged absence. If anything, strategy analysis after platform reversal in the 
Morris water-maze provided evidence that 4D mice could adapt much better in the novel 
situation presented to them in that context. This provides more support to the second 
hypothesis, suggesting that the 4D mice did indeed retain for longer the memory of the fear 
stimulus. Regardless, it is logical to assume that in a real-life situation, an increased 
awareness associated with a threat experienced in a given context in the past would likely 
provide a survival advantage to a given individual.  
 
In the case of context discrimination test, mice from both groups were introduced to two 
similar but distinct contexts. One was always accompanied by a fear-inducing stimulus (A) 
whereas the second was never (B). This test is designed to assess the discrimination 
between similar patterns (pattern separation) as opposed to generalization based on 
similarity (pattern completion) (Dunsmoor and Paz, 2015). Here, both groups were evidently 
able to discriminate between the two similar contexts, as they both exhibited increased 
freezing time in the context associated with the fear stimulus. Interestingly, even though the 
freezing time was close to 0% in both groups before the first introduction of the fear stimulus 
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(day 0) in context A, the freezing time was never so low in context B, despite of the fact that 
the stimulus was never introduced there. In fact, the freezing time in context B the first time 
the mice were introduced to it (day 1) was not only in the same range as the freezing time 
in context A for the same day, but also almost identical between the two groups. This shows 
that the common immediate response to the similar context was to generalize, indicative of 
pattern completion (Dunsmoor and Paz, 2015). From day 6 forward, 4D mice exhibited a 
further increase of freezing behavior in context A, synchronous to a further decrease of 
freezing behavior in context B, both of which they maintained until the end of the test period. 
It appears that at this point, 4D mice achieved an improvement in the pattern separation 
process, an effect reflected in their measured discrimination ratio, which was significantly 
different between the two groups. It seems thus, that after day 6 of the test, 4D mice were 
able to both discriminate better than controls between similar contexts and to anticipate the 
outcome of each encounter based on previous experience. Previous studies have related 
this behavior pattern with increased adult neurogenesis (Sahay et al., 2011; Clemenson et 
al., 2015; Besnard and Sahay, 2021). 
 
Taken together, the results of the cognitive tests performed in the present study suggest 
that the 4D mice, characterized by an increased count of neurons in the brain, exhibited 
improved motor-coordination skills, better spatial navigation skills, as well as the capability 
to locate faster and more effectively new targets, a longer retention of a contextual memory 
and improved context discrimination ability. Some of these tasks, such as spatial navigation 
and context discrimination ability are traditionally correlated to adult neurogenesis, which 
evidence reveals to be increased in 4D animals. Despite this, adult neurogenesis alone is 
probably not sufficient to account for the improvement in other skills assessed here, such 
as motor coordination and remote memory retaining. It is therefore, attractive to propose 
that both the increase in total neuron count and the observed increase in adult neurogenesis 
contributed in the behavior patterns that distinguish 4D animals in the present study. 
Assessing individual test results can sometimes be tricky due to possible different 
interpretations by different observers. Remarkably corroborating the positive manifold 
notion though, when considered collectively, the results from the sum of cognitive tests 
make the g factor ranking between the two groups easier and more reliable: mice with 
artificially enhanced developmental neurogenesis appear to rank higher than control 
littermates in terms of g in this study. This in turn, serves as a small piece in the larger 
puzzle, seemingly in agreement with the hypothesis that the total neuron might be able to 
serve as a predictive measure of intellectual capacity (Herculano-Houzel, 2009; Dicke and 
Roth, 2016). From this scope, the answer to the ever-lasting question if bigger is better, 
when it comes to brains and numbers of neuron units, the answer appears to be yes. 




5.6 Future outlook 
 
The potential applications of the methodology presented in this work appear to be numerous 
and fascinating. In light of the cognitive test results obtained here, it seems justified to 
extend further the kinds of skills tested in 4D mice. As already discussed, in order to reach 
better approximations of the g factor, it is pivotal to perform as many and as diverse tests 
as possible (Plomin, 2001; Bouchard, 2014). Nowadays, there are several groups and 
facilities around the globe specialized precisely in this task, by performing a plethora of 
behavior tests in rodents in a standardized and systematic manner. It would be very 
interesting for instance, to perform tests related to other sensory modalities or cognitive 
skills. For example, object recognition or visual cliff tests can be employed to assess vision 
acuity and olfactory or acoustic tests for their respective modalities. It would be appealing 
also to include social interaction tests, such as ultrasonic vocalization system and sociability 
cages in order to study from a different point of view the relation of total neuron count to 
social skills and behaviors. This is particularly interesting also in regards of brain 
compartmentalization. Optimization of the methodology for activating neurogenesis in 
specific cohorts of cells using regulatory enhancer elements and the employment of such 
specialized tests could provide additional insight on the function of specific brain formations, 
such as the visual cortex or the amygdala to name just a few. Next it would be important to 
explore if the observations from such experiments can be recapitulated also in more species 
other than rodents. This is important if we want to draw more general and widespread 
conclusions regarding neuron count and its relation to cognitive function. The development 
of transgenic lines has become more feasible and efficient than a few decades ago and the 
case of the ferret showed that in larger animals also the use of viral infection with stereotaxic 
injections is possible, something that it was not possible here for perinatal mice (Nonaka-
Kinoshita et al., 2013). Comparative studies, via the application of tests that can be adapted 
accordingly to suit different organisms would provide very useful pieces of information in 
the endeavor to understand the evolutionary aspects of intellectual capacity.  
 
Thereupon, it is important to characterize even better the implications of developmentally-
induced enhanced neurogenesis on the adult mouse brain. Here, evidence of denser adult 
cortical mini-columns and of enhanced neurogenesis in the hippocampus of the young adult 
4D mouse was provided. An aspect which is appealing to explore next, is the impact of the 
initial NSC reservoirs and neuron expansion on ageing, as briefly discussed before. 
Repeating the same methodology presented here for different age groups will clarify 
whether the increased neural redundancy or the developmental expansion of adult NSCs 
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can delay the age-related cognitive decline. Another compelling topic to research is the 
electrophysiological parameters characterizing the expanded 4D brain in comparison to the 
physiological situation. The development of implantable multielectrode arrays for in vivo and 
non-implantable for in vitro experiments will enable dissecting the electrophysiological 
properties of the mouse brain (Taketani and Baudry, 2006; Bhandari et al., 2010). Our group 
is already taking steps towards this direction, and the outlook is truly exciting. Additionally, 
the construction of comprehensive maps of connections within an organism's nervous 
system has been possible in the emerging field of connectomics (Bock et al., 2011). These 
two approaches will help us explore in greater depth how the 4D brain is differentially 
processing the incoming information before translating it in an observed behavior.  
 
Altogether, the findings presented in this thesis and the engrossing perspectives of the 
experiments yet to come will contribute to our better understanding of the brain’s universe 


































Figure S.1: Infection with the 4DG or GFP lentivirus 
A: Infection with the lower titer virus suspension (107-108 IU/μl). Infection was either high and local (left) or low 
and homogeneous (right). B: Infection with the higher titer virus suspension (108-109 IU/μl) is higher and 
homogeneous throughout the brain. 4DG infected brains are depicted on top and GFP on the bottom both in A 








Figure S.2: Deeper and upper layer neuron counts after E4D or L4D in the E18.5 brain 
Deeper layer neurons (Ctip2+, top) and upper layer neurons (Lhx2+, bottom) population analysis in cortical 
columns for different 4D genotypes. Counts after E4D are depicted on the left side and counts after L4D on the 





























































































Figure S.3: Neuron population counts in different layer regions after E4D or L4D activation in the P14 















































































































































Figure S.4: UMAP depiction of cell type distribution across clusters. Single cell sequencing of the E18.5 
cortex. Numbers inside the graph denote cluster identity. Selected sell types are depicted in red across the 








Figure S.5: E19.5 brain section images of Ai9 mice crossed with 3 different lines driving Cre expression 
under different enhancer elements. Td tomato is depicted in red and CreERT2-GFP in green. Each row depicts 
different regions across the rostro-caudal axis from top to bottom. Each column specifies a different enhancer 
Cre-line with hs636 on the left, hs348 in the middle and hs643 on the right column. GFP cells express Cre at 
the time of fixation, td Tomato cells represent cells generated from Cre+ cells since the time of recombination. 














Figure S.6: Water-maze strategy analysis with the Rtrack software.  
A: Schematic representation of strategy usage per day in 4D-/- (top) and 4D+/+ (bottom) mice. Color code for 
strategies is provided. B: Relative change in allocentric strategy use during training (green) and reversal 
(orange) or perseverance (red) in 4D+/- mice compared to controls. Odds Ratio analysis. ** p < .01; *** p < .001  
 
Figure S.7: Manual vs Rtack analysis of water-maze strategy usage  
A: Allocentric and perseverance strategy analysis with manual scoring. B: Same analysis with Rtrack software 

















Table S.1: Number of cells per cluster per sample after single cell sequencing of 4D and control E18.5 
cortices. Total cell count per cluster as well as percentage representation over total are provided. Statistical 
significance in differential cluster density across samples is calculated after Odds Ratio analysis (p values shown 
















Cluster number cell count percentage % OddsRatio p value cell count percentage % OddsRatio p value
Cluster_1 670 8,84 0,38 1,00E+00 1521 20,47 2,66 1,30E-92
Cluster_2 1501 19,8 2,59 2,80E-86 646 8,7 0,39 1,00E+00
Cluster_3 1273 16,79 2,88 1,90E-87 487 6,56 0,35 1,00E+00
Cluster_4 449 5,92 0,48 1,00E+00 857 11,54 2,07 8,00E-35
Cluster_5 509 6,72 0,65 1,00E+00 738 9,93 1,53 5,00E-13
Cluster_6 415 5,47 0,51 1,00E+00 755 10,16 1,95 3,10E-27
Cluster_7 459 6,06 0,77 1,00E+00 575 7,74 1,3 2,60E-05
Cluster_8 319 4,21 0,51 1,00E+00 584 7,86 1,94 2,00E-21
Cluster_9 577 7,61 10,85 5,00E-112 56 0,75 0,09 1,00E+00
Cluster_10 190 2,51 0,49 1,00E+00 373 5,02 2,06 2,20E-16
Cluster_11 232 3,06 1,72 3,40E-07 134 1,8 0,58 1,00E+00
Cluster_12 176 2,32 0,97 6,20E-01 177 2,38 1,03 4,20E-01
Cluster_13 198 2,61 1,54 8,60E-05 127 1,71 0,65 1,00E+00
Cluster_14 124 1,64 0,6 1,00E+00 199 2,68 1,65 6,50E-06
Cluster_15 102 1,35 1,1 2,80E-01 91 1,22 0,91 7,70E-01
Cluster_16 191 2,52 Inf 6,50E-58 NA NA 0 1,00E+00
Cluster_17 130 1,72 11,76 6,00E-27 11 0,15 0,09 1,00E+00
Cluster_18 36 0,47 0,5 1,00E+00 70 0,94 1,99 4,10E-04







Table S.2: Top differentially expressed genes (DEGs) in each cell cluster 
 
cluster gene avg_log2fc p_val_adj pct.1 pct.2
1 Neurod2 1.505 0.0e+00 0.791 0.248 cluster gene avg_log2fc p_val p_val_adj pct.1 pct.2
1 Igfbpl1 1.422 0.0e+00 0.992 0.648 8 Ube2c 2.792 0.0e+00 0.0e+00 0.774 0.095
1 Sstr2 1.420 0.0e+00 0.435 0.076 8 Cenpf 2.657 0.0e+00 0.0e+00 0.815 0.086
1 Unc5d 1.415 0.0e+00 0.444 0.077 8 Pclaf 2.587 0.0e+00 0.0e+00 0.891 0.095
1 Pou3f2 1.382 0.0e+00 0.837 0.402 8 Mki67 2.480 0.0e+00 0.0e+00 0.839 0.046
1 Rnd2 1.328 0.0e+00 0.503 0.124 8 Prc1 2.305 0.0e+00 0.0e+00 0.724 0.051
1 Ttc28 1.316 0.0e+00 0.804 0.351 8 Cks2 2.272 0.0e+00 0.0e+00 0.781 0.092
1 Sema3c 1.304 0.0e+00 0.524 0.121 8 H2afx 2.245 0.0e+00 0.0e+00 0.924 0.215
1 Sox11 1.302 0.0e+00 1.000 0.876 8 Hist1h2ap 2.236 0.0e+00 0.0e+00 0.647 0.035
1 Epha5 1.276 0.0e+00 0.806 0.388 8 Birc5 2.189 0.0e+00 0.0e+00 0.831 0.064
1 Nfib 1.091 0.0e+00 0.952 0.696 8 Cdca8 2.166 0.0e+00 0.0e+00 0.829 0.070
1 Mir99ahg 1.076 0.0e+00 0.838 0.445 8 Tpx2 2.138 0.0e+00 0.0e+00 0.766 0.050
1 Gria2 1.073 0.0e+00 0.872 0.436 8 Cenpa 2.114 0.0e+00 0.0e+00 0.678 0.074
1 Neurod6 1.067 0.0e+00 0.707 0.269 8 Pbk 2.075 0.0e+00 0.0e+00 0.807 0.052
1 Meis2 1.044 0.0e+00 0.960 0.620 8 Smc2 2.064 0.0e+00 0.0e+00 0.865 0.110
1 Sox4 0.724 0.0e+00 0.997 0.884 8 Cdk1 2.055 0.0e+00 0.0e+00 0.759 0.059
2 Dbi 1.335 0.0e+00 0.895 0.604 8 Smc4 2.026 0.0e+00 0.0e+00 0.836 0.104
2 Fabp7 1.111 1.6e-319 0.891 0.648 8 Ccnb1 1.991 0.0e+00 0.0e+00 0.640 0.041
2 Ckb 1.050 1.9e-294 0.849 0.679 8 Ccna2 1.990 0.0e+00 0.0e+00 0.756 0.042
3 Serf1 0.605 5.7e-251 0.420 0.508 8 Hist1h1b 1.983 0.0e+00 0.0e+00 0.589 0.023
3 Dpysl2 0.631 3.4e-238 0.616 0.701 8 Nusap1 1.942 0.0e+00 0.0e+00 0.698 0.035
3 Gap43 0.920 4.1e-228 0.473 0.457 8 Rrm2 1.920 0.0e+00 0.0e+00 0.771 0.082
4 9130024F11Rik 2.265 0.0e+00 0.833 0.140 8 Cenpe 1.914 0.0e+00 0.0e+00 0.631 0.035
4 Gria2 1.707 0.0e+00 0.977 0.454 8 H2afz 1.907 0.0e+00 0.0e+00 1.000 0.813
4 Satb2 1.680 0.0e+00 0.601 0.071 8 Hist1h2ae 1.902 0.0e+00 0.0e+00 0.598 0.043
4 Nrp1 1.587 0.0e+00 0.701 0.168 8 Cdca3 1.880 0.0e+00 0.0e+00 0.713 0.046
4 Bhlhe22 1.516 0.0e+00 0.750 0.201 8 Cdc20 1.860 0.0e+00 0.0e+00 0.567 0.047
4 Ttc28 1.485 0.0e+00 0.900 0.371 8 Spc25 1.767 0.0e+00 0.0e+00 0.669 0.031
4 Neurod2 1.477 0.0e+00 0.888 0.274 8 Kif11 1.763 0.0e+00 0.0e+00 0.664 0.028
4 Neurod6 1.450 0.0e+00 0.859 0.283 8 Hmgn2 1.755 0.0e+00 0.0e+00 0.987 0.432
4 Cntn2 1.441 0.0e+00 0.602 0.112 8 Spc24 1.690 0.0e+00 0.0e+00 0.712 0.050
4 Zbtb18 1.420 0.0e+00 0.852 0.313 8 Tuba1b 1.622 0.0e+00 0.0e+00 0.948 0.366
4 Myt1l 1.324 0.0e+00 0.851 0.303 8 Racgap1 1.598 0.0e+00 0.0e+00 0.695 0.064
4 Tsc22d1 1.264 0.0e+00 0.956 0.556 8 Tmpo 1.570 0.0e+00 0.0e+00 0.926 0.271
5 Dlx6os1 2.463 0.0e+00 0.731 0.101 8 Hmmr 1.553 0.0e+00 0.0e+00 0.559 0.024
5 Nrxn3 2.361 0.0e+00 0.796 0.143 8 H2afv 1.508 0.0e+00 0.0e+00 0.996 0.615
5 Arx 2.090 0.0e+00 0.634 0.139 8 Knl1 1.501 0.0e+00 0.0e+00 0.583 0.022
5 Dlx1 1.980 0.0e+00 0.620 0.113 8 Incenp 1.496 0.0e+00 0.0e+00 0.618 0.044
5 Sp9 1.863 0.0e+00 0.592 0.105 8 Fbxo5 1.415 0.0e+00 0.0e+00 0.556 0.023
5 Dlx2 1.793 0.0e+00 0.580 0.099 8 Anp32e 1.414 0.0e+00 0.0e+00 0.907 0.282
5 Pfn2 1.508 0.0e+00 0.832 0.565 8 Kif23 1.411 0.0e+00 0.0e+00 0.540 0.018
6 Fabp7 3.376 0.0e+00 1.000 0.656 8 Ckap2l 1.403 0.0e+00 0.0e+00 0.554 0.025
6 Ptprz1 3.034 0.0e+00 0.977 0.311 8 Hjurp 1.385 0.0e+00 0.0e+00 0.746 0.143
6 Aldoc 2.957 0.0e+00 0.899 0.111 8 Cks1b 1.361 0.0e+00 0.0e+00 0.743 0.128
6 Apoe 2.953 0.0e+00 0.962 0.301 8 Aspm 1.349 0.0e+00 0.0e+00 0.449 0.019
6 Mt3 2.913 0.0e+00 0.985 0.288 8 Pimreg 1.346 0.0e+00 0.0e+00 0.511 0.028
6 Dbi 2.670 0.0e+00 0.998 0.616 8 Kif15 1.343 0.0e+00 0.0e+00 0.530 0.022
6 Hes5 2.610 0.0e+00 0.778 0.099 8 Lockd 1.341 0.0e+00 0.0e+00 0.588 0.059
6 Slc1a3 2.609 0.0e+00 0.932 0.165 8 Sgo2a 1.330 0.0e+00 0.0e+00 0.493 0.020
6 Plpp3 2.559 0.0e+00 0.913 0.153 8 Kif22 1.327 0.0e+00 0.0e+00 0.529 0.023
6 Mfge8 2.455 0.0e+00 0.889 0.155 8 Mis18bp1 1.309 0.0e+00 0.0e+00 0.501 0.021
6 Cst3 2.441 0.0e+00 0.999 0.597 8 Ccnb2 1.298 0.0e+00 0.0e+00 0.492 0.030
6 Fgfbp3 2.385 0.0e+00 0.686 0.082 8 Aurkb 1.297 0.0e+00 0.0e+00 0.523 0.017
6 Ptn 2.314 0.0e+00 0.990 0.719 8 Tacc3 1.295 0.0e+00 0.0e+00 0.542 0.036
6 Ttyh1 2.303 0.0e+00 0.832 0.102 8 Cenpm 1.270 0.0e+00 0.0e+00 0.597 0.051
6 Cspg5 2.216 0.0e+00 0.899 0.189 8 Ckap2 1.263 0.0e+00 0.0e+00 0.505 0.030
6 Qk 2.207 0.0e+00 0.944 0.318 8 Esco2 1.249 0.0e+00 0.0e+00 0.482 0.018
6 Cpe 2.196 0.0e+00 0.852 0.346 8 Mxd3 1.223 0.0e+00 0.0e+00 0.488 0.027
6 Bcan 2.180 0.0e+00 0.634 0.066 8 Knstrn 1.202 0.0e+00 0.0e+00 0.485 0.032
6 Phgdh 2.162 0.0e+00 0.891 0.160 8 Hmgb1 1.153 0.0e+00 0.0e+00 1.000 0.833
6 Ddah1 2.150 0.0e+00 0.862 0.195 8 Kif4 1.121 0.0e+00 0.0e+00 0.446 0.016
6 Ndrg2 2.127 0.0e+00 0.860 0.174 8 Bub1b 1.118 0.0e+00 0.0e+00 0.470 0.019
6 Atp1a2 2.111 0.0e+00 0.821 0.111 8 Cdca2 1.117 0.0e+00 0.0e+00 0.441 0.012
6 Tnc 2.098 0.0e+00 0.615 0.050 8 Ndc80 1.101 0.0e+00 0.0e+00 0.445 0.012
6 Pea15a 2.085 0.0e+00 0.897 0.226 8 Plk1 1.067 0.0e+00 0.0e+00 0.398 0.015
6 Lxn 2.074 0.0e+00 0.669 0.085 8 Nuf2 1.041 0.0e+00 0.0e+00 0.455 0.021
6 Ednrb 2.008 0.0e+00 0.664 0.086 8 Shcbp1 0.980 0.0e+00 0.0e+00 0.411 0.015
6 Cd9 1.990 0.0e+00 0.882 0.221 8 Melk 0.927 0.0e+00 0.0e+00 0.395 0.015
6 Gstm1 1.921 0.0e+00 0.625 0.076 9 Hbb-bs 6.794 0.0e+00 0.0e+00 1.000 0.240
6 Clu 1.902 0.0e+00 0.578 0.063 9 Hba-a1 6.095 0.0e+00 0.0e+00 0.948 0.080
6 Mt1 1.891 0.0e+00 0.789 0.148 9 Hba-a2 5.859 0.0e+00 0.0e+00 0.935 0.064
6 Slc4a4 1.879 0.0e+00 0.557 0.053 9 Hbb-bt 5.844 0.0e+00 0.0e+00 0.788 0.051
6 Vim 1.837 0.0e+00 0.932 0.357 10 Neurog2 2.829 0.0e+00 0.0e+00 0.710 0.058
6 Slc9a3r1 1.835 0.0e+00 0.725 0.093 10 Eomes 2.485 0.0e+00 0.0e+00 0.769 0.062
6 Ckb 1.826 0.0e+00 0.993 0.679 10 Mdk 1.562 6.3e-194 9.9e-190 0.918 0.406
6 Glud1 1.767 0.0e+00 0.780 0.190 11 Cldn5 4.295 0.0e+00 0.0e+00 0.721 0.025
6 Acot1 1.765 0.0e+00 0.849 0.208 11 Igfbp7 4.224 0.0e+00 0.0e+00 0.883 0.023
6 Aldh1l1 1.736 0.0e+00 0.588 0.040 11 Col4a1 3.780 0.0e+00 0.0e+00 0.825 0.038
6 Mmd2 1.704 0.0e+00 0.752 0.153 11 Bsg 3.768 0.0e+00 0.0e+00 0.902 0.547
6 Mlc1 1.644 0.0e+00 0.587 0.043 11 Col4a2 3.341 0.0e+00 0.0e+00 0.757 0.029
6 Gpm6b 1.635 0.0e+00 0.963 0.490 11 Gng11 2.996 0.0e+00 0.0e+00 0.770 0.026
6 Scd2 1.627 0.0e+00 0.859 0.345 11 Fth1 2.280 0.0e+00 0.0e+00 0.978 0.913
6 Asrgl1 1.624 0.0e+00 0.676 0.114 12 Olig1 3.883 0.0e+00 0.0e+00 0.960 0.093
6 Nkain4 1.619 0.0e+00 0.625 0.097 12 Olig2 2.912 1.2e-302 1.8e-298 0.816 0.062
6 Slc6a11 1.614 0.0e+00 0.412 0.029 12 Pdgfra 2.329 8.7e-202 1.4e-197 0.473 0.012
6 Fjx1 1.576 0.0e+00 0.734 0.160 13 C1qb 3.982 0.0e+00 0.0e+00 0.800 0.020
6 AW047730 1.536 0.0e+00 0.608 0.098 13 Tyrobp 3.781 4.3e-303 6.8e-299 0.717 0.018
6 Mid1ip1 1.535 0.0e+00 0.672 0.122 13 C1qa 3.835 2.2e-283 3.4e-279 0.686 0.016
6 Sox9 1.523 0.0e+00 0.747 0.156 14 Zbtb20 2.337 0.0e+00 0.0e+00 1.000 0.659
6 Vcam1 1.509 0.0e+00 0.519 0.048 14 Nfix 1.646 1.4e-172 2.2e-168 1.000 0.628
6 Fads2 1.503 0.0e+00 0.664 0.133 14 Kcnk1 1.221 6.5e-145 1.0e-140 0.483 0.026
6 Cd81 1.503 0.0e+00 0.933 0.447 15 Col1a1 4.350 1.6e-291 2.5e-287 0.788 0.003
6 Tsc22d4 1.496 0.0e+00 0.658 0.132 15 Col3a1 4.538 1.8e-272 2.8e-268 0.777 0.009
6 Tst 1.460 0.0e+00 0.567 0.068 15 Col1a2 4.426 1.3e-269 2.1e-265 0.741 0.013
6 Smpdl3a 1.456 0.0e+00 0.515 0.058 16 Ttr 8.597 0.0e+00 0.0e+00 1.000 0.222
6 Rgcc 1.416 0.0e+00 0.562 0.081 16 Ecrg4 3.908 6.6e-203 1.0e-198 0.743 0.062
6 Oat 1.409 0.0e+00 0.658 0.124 16 Folr1 3.127 1.5e-198 2.4e-194 0.597 0.004
6 Pdpn 1.381 0.0e+00 0.529 0.055 17 Hsp90aa1 2.165 1.7e-162 2.6e-158 0.922 0.790
6 Dtna 1.351 0.0e+00 0.474 0.048 17 Nudc 2.455 4.4e-156 6.9e-152 0.752 0.398
6 Sox2 1.296 0.0e+00 0.867 0.298 17 Dynlrb2 3.528 5.6e-152 8.8e-148 0.603 0.012
6 Sparc 1.165 0.0e+00 0.699 0.158 18 Ctsd 4.581 3.2e-249 5.0e-245 1.000 0.194
7 Bcl11b 2.439 0.0e+00 0.793 0.252 18 Hexb 5.061 1.7e-232 2.7e-228 1.000 0.045
7 Foxp1 2.435 0.0e+00 0.498 0.175 18 Lgmn 4.415 7.2e-232 1.1e-227 1.000 0.085
7 Meg3 2.432 0.0e+00 0.940 0.409 19 Reln 4.707 6.9e-116 1.1e-111 0.895 0.022
8 Top2a 3.154 0.0e+00 0.900 0.072 19 Ndnf 3.712 3.8e-94 5.9e-90 0.825 0.012







Table S.3: Cell subtypes identified in each single cell sequencing dataset.  
Only cells with at least 10 counts in one of the datasets are shown. 
 
Cell Type Control 4D
Astrocytes_Aldoc high(E18-Brain) 933 855
Astrocytes_Ccnb1 high(E18-Brain) 206 238
Cajal-Retzius neuron cells(E18-Brain) 34 30
Choroid plexus epithelium(Neonatal_Brain) 94 0
Cortical neurons (E18-Brain) 1127 1085
Dopaminergic amacrine neuron(E18-Brain) 97 100
Endothelial cell(E18-Brain) 121 89
Endothelial cells(Arc-Me) 23 4
Ependymal cell(Fetal_Brain) 11 0
Ependymal cells (E18-Brain) 121 193
Erythroblast_Hbb-bh1 high(Fetal_Brain) 352 39
Erythrocyte(E18-Brain) 59 35
GABA-Interneurons(E18-Brain) 788 736
GABAergic neuron_Htra3 high(E18-Brain) 984 1028
GABAergic neuron_Lhx6 high(E18-Brain) 126 192
GABAergic neurons(Neonatal_Brain) 12 0
Glutamatergic neurons (E18-Brain) 857 963
Hypothalamic ependymal cell(Neonatal_Brain) 27 7
Hypothalamus neuron(E18-Brain) 164 185
Immature neuron(E18-Brain) 77 88
Macrophage(Neonatal_Brain) 5 21
Macrophage/Microglia(E18-Brain) 89 121
Neuron_cellcytle high(E18-Brain) 419 443
Neuron_Fam19a2 high (E18-Brain) 134 227
Oligodendrocyte precursor cells(E18-Brain) 161 198
Pyramidal neuron cell(Neonatal_Brain) 13 0
Radial glia cell_Gdf10 high(E18-Brain) 54 45
Radial glia cell_Id3 high(E18-Brain) 139 158
Radial glia cell_Neurog2 high(E18-Brain) 167 196
Stromal cell_Dcn high(Neonatal_Brain) 36 49
Stromal cell(E18-Brain) 42 33
Stromal cell(Fetal_Brain) 17 16





Table S.4: Distribution of cells per cell type per cluster.  
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