We study the nonhomogeneous boundary value problem for Navier-Stokes equations of steady motion of a viscous incompressible fluid in a three-dimensional bounded domain with multiply connected boundary. We prove that this problem has a solution in some axially symmetric cases, in particular, when all components of the boundary intersect the axis of symmetry.
Introduction
Let Ω be a bounded domain in R 3 with with multiply connected Lipschitz boundary ∂Ω consisting of N + 1 disjoint components Γ j : ∂Ω = Γ 0 ∪. . . ∪Γ N , and Γ i ∩ Γ j = ∅, i = j. Consider in Ω the stationary Navier-Stokes system with nonhomogeneous boundary conditions      −ν∆u + u · ∇ u + ∇p = 0 in Ω, div u = 0 in Ω, u = a on ∂Ω.
(1.1)
The continuity equation (1.1 2 ) implies the necessary compatibility condition for the solvability of problem (1.1):
where n is a unit vector of the outward (with respect to Ω) normal to ∂Ω and F j = Γ j a · n dS.
Starting from the famous paper of J. Leray [22] published in 1933, problem (1.1) was a subject of investigation in many papers (see, e.g., [1] , [2] , [7] - [12] , [17] - [20] , [25] - [34] , etc.). However, for a long time the existence of a weak solution u ∈ W 1,2 (Ω) to problem (1.1) was proved only under the condition
or for sufficiently small fluxes (see [22] , [19] - [20] , [8] , [34] , [17] , etc.). Condition (1.3) requires the net flux F j of the boundary value a to be zero separately across each component Γ j of the boundary ∂Ω, while the compatibility condition (1.2) means only that the total flux is zero. Thus, (1.3) is stronger than (1.2) (condition (1.3) does not allow the presence of sinks and sources). For a detailed survey of previous results one can see the recent papers [14] or [27] - [28] . In particular, in the last papers V.V. Pukhnachev has established the existence of a solution to problem (1.1) in the three-dimensional case when the domain Ω and the boundary value a have an axis of symmetry and a plane of symmetry which is perpendicular to this axis, moreover, this plane intersects each component of the boundary.
In this paper we study the problem in the axial symmetric case. Let O x 1 , O x 2 , O x 3 be coordinate axis in R 3 and θ = arctg(x 2 /x 1 ), r = (x A function f is said to be axially symmetric if it does not depend on θ. A vector-valued function h = (h θ , h r , h z ) is called axially symmetric if h θ , h r and h z do not depend on θ. A vector-valued function h = (h θ , h r , h z ) is called axially symmetric without rotation if h θ = 0 while h r and h z do not depend on θ.
We will use the following symmetry assumptions.
(SO) Ω ⊂ R 3 is a bounded domain with Lipschitz boundary and O x 3 is the axis of symmetry of the domain Ω.
(AS) The assumptions (SO) are fulfilled and the boundary value a ∈ W 1/2,2 (∂Ω) is axially symmetric.
(ASwR) The assumptions (SO) are fulfilled and the boundary value a ∈ W 1/2,2 (∂Ω) is axially symmetric without rotation. Denote by Ω j the bounded simply connected domain with ∂Ω j = Γ j , j = 0, . . . , N. Let Ω 0 be the largest domain, i.e., Ω = Ω 0 \ ∪ N j=1Ω j .
Here and henceforth we denote byĀ the closure of the set A.
Let Γ j ∩ O x 3 = ∅, j = 0, . . . , M,
We shall prove the existence theorem if one of the following two additional conditions is fulfilled: On Fig.1 we show several possible domains Ω. In the case (a) all fluxes F 0 , F 1 and F 2 are arbitrary; in the case (b) fluxes F 0 , F 1 , F 2 are arbitrary, while the flux F 3 has to be nonnegative, but there are no restriction on its size; in the case (c) fluxes F 0 , F 1 are arbitrary, while F 2 and F 3 has to be "sufficiently small".
The main result of the paper reads as follows. Theorem 1.1. Let the conditions (AS), (1.2) be fulfilled. Suppose that one of the conditions (1.4) or (1.5) holds. Then the problem (1.1) admits at least one weak axially symmetric solution u ∈ W 1,2 (Ω). If, in addition, the conditions (ASwR) are fulfilled, then the problem (1.1) admits at least one weak axially symmetric solution without rotation.
(For the definition of a weak solution, see Section 2.1.) The analogous results for the plane case were established in [14] .
The proof of Theorem 1.1 uses the Bernoulli law for a weak solution of the Euler equations and the one-side maximum principle for the total head pressure corresponding to this solution (see Section 3). These results were obtained in [13] for plane case (see [14] for more detailed proofs). The proof of the Bernoulli law for solutions from Sobolev spaces is based on recent results obtained in [3] (see also Section 2.2).
The short version of this paper was published in [15] . The preprint version of this paper see in [16] .
Notations and preliminary results
By a domain we mean an open connected set. Let Ω ⊂ R 3 be a bounded domain with Lipschitz boundary ∂Ω. We use standard notations for function spaces:
In our notation we do not distinguish function spaces for scalar and vector valued functions; it is clear from the context whether we use scalar or vector (or tensor) valued function spaces. H(Ω) is subspace of all solenoidal vector fields (div u = 0) fromW 1, 2 (Ω) with the norm u
Working with Sobolev functions we always assume that the "best representatives" are chosen. If w ∈ L 1 loc (Ω), then the best representative w * is defined by
w(z)dz, if the finite limit exists; 0 otherwise,
w(z)dz, B r (x) = {y : |y − x| < r} is a ball of radius r centered at x.
Further (see Theorem 3.4) we will discuss some properties of the best representatives of Sobolev functions.
Some facts about solenoidal functions
The next lemmas concern the existence of a solenoidal extensions of boundary values and the integral representation of the bounded linear functionals vanishing on solenoidal functions. Proof. Let A 0 ∈ W 1,2 (Ω) be solenoidal extension of a from Lemma 2.1. Put
Clearly, each A i is also solenoidal extension of a and the estimate (2.1) holds for A i with the same c (not depending on i). By construction
Take a weakly convergence sequence
. Then by construction div A = 0, A| ∂Ω = a, and the estimate (2.1) holds. From (2.2) it follows that A(θ + 2πj m , r, z) = A(θ, r, z) for all m, j. Hence A is axially symmetric.
Lemma 2.3. Let the conditions (ASwR), (1.2) be fulfilled. Then there exists a solenoidal extension A ∈ W 1,2 (Ω) of a such that A is axially symmetric without rotation and the estimate (2.1) holds.
(Ω) be solenoidal extension of a from the previous Lemma 2.2. Then by classical formula
Here ∂Ã θ ∂θ = 0 because of axial symmetry. Define the vector field A = (A θ , A r , A z ) by the formulas
Then by construction A is axially symmetric without rotation, A| ∂Ω = a, and the estimate (2.1) holds. From (2.3) it follows that div A = 0. Lemma 2.4 (see [31] ). Let Ω ⊂ R 3 be a bounded domain with Lipschitz boundary and R(η) be a continuous linear functional defined onW 1,2 (Ω). If
Lemma 2.5. If, in addition to conditions of Lemma 2.4, the domain Ω satisfies the assumption (SO) and
, then the function p is axially symmetric.
Proof. Take the function p from the assertion of Lemma 2.4.
Since p is unique, we obtain the identity p(x) ≡ p θ 0 (x).
Lemma 2.6 (see [20] ). Let Ω ⊂ R 3 be a bounded domain with Lipschitz boundary and let A ∈ W 1,2 (Ω) be divergence free. Then there exists a unique weak solution U ∈ W 1,2 (Ω) of the Stokes problem satisfying the boundary condition U| ∂Ω = A| ∂Ω , i.e., U − A ∈ H(Ω) and
Moreover,
Lemma 2.7. If, in addition to conditions of Lemma 2.6, the domain Ω satisfies the assumptions (SO) and also A is axially symmetric, then U is axially symmetric too.
Proof. Let U be a solution of the Stokes problem from Lemma 2.6. For θ 0 ∈ [0, 2π] define the function U θ 0 by the formula U θ 0 (θ, r, z) := U(θ − θ 0 , r, z). By construction,
where η θ 0 (θ, r, z) := η(θ + θ 0 , r, z). Because of the uniqueness, we obtain the identity U(x) ≡ U θ 0 (x).
Lemma 2.8. If, in addition to conditions of Lemma 2.6, the vector field A is axially symmetric without rotation, then U is axially symmetric without rotation too.
Proof. Take the function U = (U θ , U r , U z ) from the assertion of Lemma 2.6 and define η = (η θ , η r , η z ) by the formulas
Then from Lemma 2.7 it follows the inclusion η ∈ H(Ω) (see also the formula (2.3)). Consequently, from (2.4) we obtain
But by the direct calculation
Formulas (2.6), (2.7) imply the required equality U θ ≡ 0.
has the following symmetry properties:
Proof. The property (2.8) can be proved in the same way as Lemma 2.7 and the property (2.9) as Lemma 2.8.
Lemma 2.10. The following inclusions are fulfilled:
Proof. by direct calculation.
Assume that a ∈ W 1/2,2 (∂Ω) and let conditions (1.2), (AS) (or (ASwR) ) be fulfilled. Take the corresponding axially symmetric functions A, U from the above Lemmas. Denote w = u−U. Then the problem (1.1) is equivalent to the following one
By a weak solution of problem (1.1) we understand a function u such that w = u − U ∈ H(Ω) and
Because of Riesz representation theorem for any w ∈ H(Ω) there exists a unique function T w ∈ H(Ω) such that the right-hand side of the equality (2.13) is equivalent to T w, η H(Ω) for all η ∈ H(Ω). Obviously, T is a nonlinear operator from H(Ω) to H(Ω).
Lemma 2.11. The operator T : H(Ω) → H(Ω) is a compact operator. Moreover, T has the following symmetry properties:
(2.14)
Proof. The first statement is well known (see [20] ). The statements about symmetry follow from the above Lemmas.
Obviously, the identity (2.13) is equivalent to the operator equation in the space H(Ω): First we recall some classical differentiability properties of Sobolev functions.
Lemma 2.14 (see Proposition 1 in [5] ). Let ψ ∈ W 2,1 (R 2 ). Then the function ψ is continuous and there exists a set A ψ such that H 1 (A ψ ) = 0, and the function ψ is differentiable (in the classical sense) at each x ∈ R 2 \ A ψ . Furthermore, the classical derivative at such points x coincides with ∇ψ(x) = lim
Here and henceforth we denote by H 1 the one-dimensional Hausdorff mea-
The next theorems have been proved recently by J. Bourgain, M. Korobkov and J. Kristensen [3] .
2 be a bounded domain with Lipschitz boundary and
. . , N(y). Each S j is either a cycle in D (i.e., S j ⊂ D is homeomorphic to the unit circle S 1 ) or it is a simple arc with endpoints on ∂D (in this case S j is transversal to ∂D ).
Theorem 2.2. Let D ⊂ R
2 be a bounded domain with Lipschitz boundary and ψ ∈ W 2,1 (D). Then for every ε > 0 there exists an open set V ⊂ R and a function g ∈ C 1 (R 2 ) such that H 1 (V ) < ε, and for each x ∈D if ψ(x) / ∈ V then x / ∈ A ψ , the function ψ is differentiable at the point x, and ψ(x) = g(x), ∇ψ(x) = ∇g(x) = 0.
We shall say that a value y ∈ ψ(D) is regular if it satisfies the condition (iii) of Theorem 2.1 and ψ(x) / ∈ V for some g, V from Theorem 2.2. Note, that by above Theorems almost all values y ∈ ψ(D) are regular.
Euler equation
We will study the Euler equation under the following assumptions.
(E) Let the conditions (SO) be fulfilled. Suppose that some axially symmetric functions v ∈ W 1,2 (Ω) and p ∈ W 1,3/2 (Ω) satisfy the Euler system
for almost all x ∈ Ω. Moreover, suppose that
Of course, on P + the coordinates x 2 , x 3 coincides with coordinates r, z. From the conditions (SO) one can easily see that (S 1 ) D is a bounded plane domain with Lipschitz boundary. Moreover, C j := P + ∩ Γ j is a connected set for each j = 0, . . . , N. In other words, the family {C j : j = 0, . . . , N} coincides with the family of all connected components of the set P + ∩ ∂D. Theorem 3.1. Let the conditions (E) be fulfilled. Then
In particular, by axial symmetry,
Lemma 3.1 (e.g., [17] , [26] ). Under conditions of Theorem 3.1, the following estimate
holds, where the constant δ 1 depends on Ω only.
One of the main purposes of this Section is to prove the following fact.
Theorem 3.2. Under conditions of Theorem 3.1, the equalities
are fulfilled.
To prove the last Theorem, we need some preparation, especially, a version of Bernoulli Law for Sobolev case (see below Theorem 3.3).
From the last equality in (3.3) and from (3.2) it follows that there exists a stream function ψ ∈ W 2,2 loc (D) such that
We have the following integral estimates:
By identities (3.8), we can rewrite the last formula in the following way:
by Sobolev Embedding Theorem ψ ∈ C(D ε ). Hence ψ is continuous at points
Denote by Φ = p + λ 0 |v| 2 2 the total head pressure corresponding to the solution (v, p). Obviously,
By direct calculations one easily gets the identity
for almost all x ∈ D.
Theorem 3.3. Let the conditions (E) be valid (see the beginning of this Section). Then there exists a set A v ⊂ P + such that H 1 (A v ) = 0 and for any compact connected
then the identities
hold. To prove Theorem 3.3, we need some preliminaries.
Lemma 3.2. Let the conditions (E) be fulfilled. Then the inclusion
holds.
Proof. Clearly, p is the (unique) weak solution to the Poisson equation
By the results of [4] ∇v · ∇v ⊤ belongs to the Hardy space H 1 so that by Calderón-Zygmund theorem for Hardy's spaces [32] G ∈ W 2,1 (Ω). LetḠ ∈ W 1/3,3/2 (∂Ω) be the trace of G on ∂Ω and let p * ∈ C ∞ (Ω) be the solution to the problem
in Ω,
By the uniqueness theorem
and it is easy to deduce that
Consider the stream function ψ. From (3.2), (3.8) we have ∇ψ(x) = 0 for H 1 -almost all x ∈ ∂D \ O z . Then from the Morse-Sard property (see Theorem 2.1) it follows that for any connected set
Then by (S 1 ) (see the beginning of Section 3)
Remark 3.1. Since ∇ψ = 0 on ∂D \ O z (in the sense of traces), we can extend the function ψ to the whole half-plane P + :
The functions v, p, Φ can be extended to P + as follows:
Then the extended functions inherit the properties of the previous ones. Namely, formulas (3.3), (3.8)-(3.13), (3.19) are fulfilled with D, D ε replaced by P + and
respectively.
For r 0 > 0 denote by L r 0 the straight line parallel to the z-axis:
Working with Sobolev functions we always assume that the "best representatives" are chosen. The basic properties of these "best representatives" are collected in the following Theorem 3.4. There exists a set A v ⊂ P + such that:
moreover, the function ψ is differentiable at x and ∇ψ(x) = (−rv z (x), rv r (x));
(iii) For all ε > 0 there exists an open set U ⊂ R 2 such that H 1 ∞ (U) < ε, A v ⊂ U, and the functions v, Φ are continuous in P + \ U;
(iv) For each x 0 = (r 0 , z 0 ) ∈ P + \ A v and for any ε > 0 the convergence
holds, where
(v) Take any function g ∈ C 1 (R 2 ) and a closed set F ⊂ P + such that ∇g = 0 on F . Then for almost all y ∈ g(F ) and for all the connected components K of the set F ∩ g −1 (y) the equality K ∩ A v = ∅ holds, the restriction Φ| K is an absolutely continuous function, and formulas (3.3), (3.13) are fulfilled H 1 -almost everywhere on K.
Most of these properties are from [6] . For the detailed proof of Theorem 3.4 see, e.g., [14] Below we prove that for the set A v from Theorem 3.4 the assertion of Bernoulli Law (Theorem 3.3) holds. Before we need some lemmas.
Lemma 3.4. For almost all y ∈ ψ(P + ) the equality
holds, and for each continuum
2 By continuum we mean a compact connected set.
Proof.
Fix any ε > 0 and consider a function g ∈ C 1 (R 2 ) and an open set V with H 1 (V ) < ε from Theorem 2.2 applied to the function ψ| Pε , where the rectangle P ε was defined by formula (3.24). Put F = P ε \ ψ −1 (V ). Then ψ(x) = g(x) and ∇ψ(x) = ∇g(x) = 0 for any x ∈ F . Thus, by Theorem 3.4 (v) for almost all y ∈ ψ(P ε ) \ V = g(F ) and for any connected component K of the set {x ∈ P ε : ψ(x) = y} the equality K ∩ A v = ∅ holds and the restriction Φ| K is absolutely continuous, moreover, for any
(the last equality is valid because ψ(x) = const on K and, hence, ∇ψ(γ(t)) · γ
. So, we have Φ(x) = const on K. In view of arbitrariness of ε > 0 we have proved the assertion of the Lemma.
We need also some technical facts about continuity properties of Φ at "good" points x ∈ P + \ A v .
Lemma 3.5. Let x 0 ∈ P + \A v . Suppose that there exist a constant σ > 0 and a sequence of continuums
Proof. Without loss of generality we may assume that the projection of each K j on the O r -axis is a segment I j ⊂ [r 0 − ρ j , r 0 + ρ j ] of the length 1 2 σρ j (otherwise the corresponding fact is valid for projection of K j on the O z -axis, etc.) So by Theorem 3.4 (iv) for any ε > 0 we have I j −{r 0 }∩E(x 0 , ε, ρ j ) = ∅ for sufficiently large j. Thus |β j − Φ(x 0 )| < ε for sufficiently large j. Lemma 3.6. Suppose for r 0 > 0 the assertion of Lemma 3.3 is fulfilled, i.e., the equality L r 0 ∩ A v = ∅ holds, p(r 0 , ·), v(r 0 , ·) are absolutely continuous functions, and formula (3.26) is valid. Let F ⊂ R be a compact set such that
and Φ(r 0 , α) = Φ(r 0 , β) for any interval (α, β) adjoining F (3.30)
by the rule g(z) = Φ(r 0 , z). By construction, g(·) is an absolute continuous functions, and from (3.30) it follows that g(α) = g(β) for any interval (α, β) ⊂ [z ′ , z ′′ ] adjoining F . Since by definition the absolutely continuous function g(z) is differentiable almost everywhere and it coincides with the Lebesgue integral of its derivative, we obtain
and the interval (µ, ν) contains only a finite number of points from F .
Consider now the closed set
in any neighborhood of the point z there exist infinitely many points from F }.
It follows from (3.32) that
According to the properties (ii) in Theorem 3.4, the function ψ is differentiable at any point (r 0 , z), z ∈ (z ′ , z ′′ ). From this fact and identity (3.29) we obtain ψ z (r 0 , z) = 0 for all z ∈ F ∞ . Using (3.8), we can rewrite the last fact in the form v r (r 0 , z) = 0 for all z ∈ F ∞ . Then, in view of formula (3.26), we immediately derive
Summing formulas (3.33) and (3.34), we get
The last relation is equivalent to the target equality Φ(r 0 , z ′ ) = Φ(r 0 , z ′′ ). The Lemma is proved.
Proof of Theorem 3.3.
Step 1. Because of Remark 3.1 we can assume without loss of generality that a continuum K is a connected component of the set {x ∈ P : ψ(x) = y 0 }, where y 0 ∈ R, P ⊂ P + is a rectangle P := {(r, z) : r ∈ [r 1 , r 2 ], z ∈ [z 1 , z 2 ]}, r 1 > 0, and ψ(x) ≡ ξ 0 , Φ(x) ≡ p 0 for each x ∈ ∂ * P , where we denote
Put P • = Int P = (r 1 , r 2 )×(z 1 , z 2 ). For ε > 0 denote by K ε the connected component of the compact set {x ∈ P : ψ(x) ∈ [y 0 − ε, y 0 + ε]} containing K. Clearly, K ε → K in Hausdorff metric as ε → 0. By Theorem 2.1 and Lemma 3.4 for almost all ε > 0 the set P
• ∩∂K ε is a finite disjoint union of C 1 -curves and functions ψ, Φ are constant on each of these curves. From the last two sentences by topological obviousness it follows that for each component 
Hausdorff metric as j → ∞, and for any x ∈ U i there exists an index j x such that x and K lie in the different connected components of the set P \ K i j for j ≥ j x . From these facts using Lemma 3.5 it is easy to deduce that for any U i there exists a limit β i = lim j→∞ β i j such that
Step 2. We claim that for almost all r 0 ∈ (r 1 , r 2 ) the identities
hold. Indeed, let r 0 ∈ (r 1 , r 2 ) satisfying the assertion of Lemma 3.3 and
follows that Φ(r 0 , α) = Φ(r 0 , β) for any interval (α, β) ⊂ [z ′ , z ′′ ] adjoining F . Thus the target identity (3.36) follows directly from Lemma 3.6.
Step 3. We claim that there exists β 0 ∈ R such that
for each component U i (see formula (3.35)). The proof of this claim splits in two cases. 3a) Let K ∩ ∂ * P = ∅. Then by construction (see the beginning of Step 1) y 0 = ξ 0 , K ⊃ ∂ * P , Φ| ∂ * P ≡ p 0 , and from (3.35)-(3.36) it is easy to deduce that
From the last fact and from (3.35)-(3.36) it is easy to deduce that β i ≡ β 1 . Formula (3.37) is proved completely. Now we can rewrite (3.35)-(3.36) as follows:
Φ(r, z) = β 0 for almost all r ∈ (r 1 , r 2 ) and for any (r, z) ∈ K, (3.39) (where β 0 is equal either to p 0 or to β 1 ).
Step 4. We claim that
The proof of the claim splits in two cases. 4a) Let there exists δ > 0 such that for any t ∈ (−δ, δ) the inequality K ∩ {(r 0 + t, z) : |z − z 0 | ≤ |t|} = ∅ holds. Then the equality (3.40) follows from (3.39) and the assertion (iv) of Theorem 3.4. Namely, fix ε > 0 and take t ∈ (−δ, δ) ∩ E(x 0 , ε, ρ) (this intersection is nonempty for sufficiently small ρ) such that L r 0 +t ∩ A v = ∅ and the identity (3.39) is fulfilled for r = r 0 + t, i.e., Φ(r 0 + t, z) = β 0 for any z such that (r 0 + t, z) ∈ K.
(3.41)
By construction, |t| < ρ. By our assumption 4a) there exists a point (r 0 + t, z t ) ∈ K such that |z t −z 0 | ≤ |t| < ρ. From Theorem 3.4 (iv) it follows that |Φ(r 0 + t, z t ) − Φ(x 0 )| < ε. Using (3.41), we finally obtain |β 0 − Φ(x 0 )| < ε.
4b) Let the assumption 4a) be false. Then there exists a sequence 0 = t k → 0 such that
We can assume without loss of generality that each segment {(r 0 + t k , z) :
Then it is easy to deduce that for sufficiently large k each set Cl( .
Proof of Theorem 3.2.
To prove the equalities (3.7), we shall use the Bernoulli law and the fact that the axis O z is "almost" a stream line. More precisely, O z is a singularity line for v, ψ, p, but it can be accurately approximated by usual stream lines (on which Φ = const).
First of all, let us simplify the geometrical setting. Put
and consider an extension of ψ, Φ toD by formulas of Remark 3.1. Then the extended functions ψ, Φ inherit the properties of the previous ones. Namely, the Bernoulli Law (see the assertion of Theorem 3.3) and (3.10)-(3.12) hold with D, D ε replaced byD,D ε , respectively. Below we will use these facts only. So, we may assume, without loss of generality, that N = M, i.e., that D = D is a simply connected plane domain. From (3.10) it follows that there exists a sequence r i → 0+ such that the convergence 
where
Then from (3.20) and (3.44) we conclude that
In particular, ξ 0 = · · · = ξ M , i.e.,
Our plan for the rest part of the proof is as follows. First, we prove that for any x ∈ P + ∩D there exists a set U(x) such that
Notice that ψ| P + ∩∂U (x) = ξ 0 does not depend on x, while Φ| P + ∩∂U (x) = β(x) can a priory depend on x. However, finally we prove that β(x) ≡ p 0 for all x ∈ P + ∩D. This fact will easily imply the target equalities (3.7). OnD i define an equivalence relation by the rule x ∼ i y ⇔ ∃ a continuum 3 K ⊂D i such that ψ| K ≡ const and both x, y do not belong to the unbounded connected component of the open set R 2 \ K. By U i (x) denote the corresponding class of equivalence. Illustrate this definition by some examples.
i is homeomorphic to the circle and ψ| K ≡ const, then x ∼ i y ∀x, y ∈ U, where U is a bounded domain such that ∂U = K.
For each x ∈D i the following properties of the relation ∼ i hold (for the proof of them, see Appendix).
. Because of topological obviousness
Then from (V ∼ ), (3.47)-(3.48) and (3.51) we conclude that the identity (3.49) holds.
From the Bernoulli Law (see Theorem 3.3) it follows that
Fix any point y * ∈ P + ∩ ∂U(x) \ A v and j such that y * ∈D j \ L j . By construction (see the properties (VII ∼ )-(VIII ∼ ), (3.52) ) there exists a sequences of continuums K i ⊂D j ∩ ∂U i (x) and points y i ∈ K i such that K i ∩ L j = ∅ for all sufficiently large i, y i → y * , and K i converges to some set K with respect to the Hausdorff metric as i → ∞. Hence y * ∈ K, K is a compact connected set, ψ| K ≡ ξ 0 = const, and
Again by the Bernoulli Law it follows that
Then from (3.53)-(3.54), the connectedness of K, K i , and from the continuity properties of Φ (see Theorem 3.4 (iii) ) we conclude that the convergence
Because the right-hand side of the last equality does not depend on the choice of y * ∈ P + ∩ ∂U(x) \ A v , we have proved the identities (3.50) with β(x) = lim i→∞ β i (x). Now let r 0 > 0 satisfying the assertion of Lemma 3.3 and the conditions (r 0 , z ′ ), (r 0 , z
To finish the proof of the theorem, we need to show that
Then by construction z ′ , z ′′ ∈ F and the set F is compact. Indeed, denote
. Therefore x 0 ∈ ∂U(x 0 ), i.e., z 0 ∈ F . So, we prove that z ′ , z ′′ ∈ F and that the set F is compact. Now from (3.49)-(3.50) the identities (3.29)-(3.30) hold. Thus by Lemma 3.6 we have the target equality (3.56).
In particular, during the last proof we established the following assertion.
Lemma 3.7. Assume that the conditions (E) be fulfilled. Let K i be a sequence of compact sets with the following properties: K i ⊂D ∩ P + , ψ| K i = const, and let there exist
Let U ⊂ R 2 be a domain with Lipschitz boundary. We say that the function f ∈ W 1,s (U) satisfies a weak one-side maximum principle locally in U, if ess sup
holds for any strictly interior subdomain U ′ (Ū ′ ⊂ U) with the boundary ∂U ′ not containing singleton connected components. (In (3.57) negligible sets are the sets of 2-dimensional Lebesgue measure zero in the left esssup, and the sets of 1-dimensional Hausdorff measure zero in the right esssup.) If (3.57) holds for any U ′ ⊂ U (not necessary strictly interior) with the boundary ∂U ′ not containing singleton connected components, then we say that f ∈ W 1,s (U) satisfies a weak one-side maximum principle globally in U (in particular, we can take U ′ = U in (3.57)). Proof. Let the conditions of Theorem 3.5 be fulfilled. Then from [13, Theorem 2] (see also [14] for more detailed proof) it follows that ( * ) f or any subdomain U ⊂ D such thatŪ ∩ O z = ∅ the f unction Φ|Ū satisf ies the weak one − side maximum principle globally.
To prove the estimate (3.58) in the whole domain D we will use the same methods as in the proof of Theorem 3.2. First of all, we simplify the situation: as above define the domainD by equality (3.43) and extend the functions We have two possibilities:
Then, by Lemma 3.7, p * = p 0 , and we obtain a contradiction with the assumption (3.59).
(II) There exists i 0 such that K * i 0 ∩ L i 0 = ∅. Then the sequence K * i stabilizes after i = i 0 , i.e.,
Now consider the family of sets U i (x * ) defined during the proof of Theorem 3.2. From (3.53) it follows that
(the last convergence follows from Lemma 3.7). Take i 1 ≥ i 0 sufficiently large such that
But the last inequalities contradict the assertion (*). The proof is complete.
The proof of Existence Theorem
Consider first the axially symmetric case with possible rotation. According to Lemma 2.12, in order to prove the existence of the solution to problem (1.1) it is enough to show that all possible solutions to the operator equation
are uniformly bounded in H AS (Ω). We shall prove this estimate by contradiction, following the well-known argument of J. Leray [22] (this argument was used also by many other authors, e.g. [19] , [20] , [12] , [1] , see also [14] ). Suppose that the solutions to (4.1) are not uniformly bounded in H AS (Ω). Then there exists a sequence of functions w k ∈ H AS (Ω) such that νw k = λ k T w k with λ k ∈ [0, 1] and J k = w k H(Ω) → ∞. Note that w k and the corresponding axially symmetric pressures p k ∈ L 2 AS (Ω) satisfy the following integral identity
for any η ∈W 1,2 (Ω). Here U is an axially symmetric solution to the Stokes problem (see Lemmas 2.6-2.7).
Denote
hold for anyΩ ′ ⊂ Ω (the detailed proof of the above estimates see, for example, in [14] ). Extracting a subsequences, we can assume without loss of generality that
Multiplying the integral identity (4.2) an arbitrary fixed η ∈W 1,2 (Ω) by J −2 k and passing to a limit as k → ∞, yields that the limit functions v and p satisfy the Euler equations
(the details of the proof see, for example, in [14] ). From equations (4.6) and from inclusions (4.4), (4.5) it follows that p ∈ W 1,3/2 (Ω). Thus the assumptions (E) from the beginning of the Section 3 are fulfilled. Moreover,
Using the compact embedding H(Ω) ֒→ L r (Ω), r < 6, we can pass to a limit as k → ∞ in equality (4.7). As a result we obtain
From the last formula and Euler equation (4.6), we derive
Because of (3.4) the last equality could be rewritten in the following equivalent form
Now using (1.2) and (3.7) from (4.10) we derive
Consider, first, the case (1.5). If the condition (1.5) is fulfilled with
ν, where δ 1 is a constant from Lemma 3.1, then from (4.11) and (3.6) it follows a contradiction (recall that v H(Ω) ≤ 1, λ 0 ∈ [0, 1]). Thus, the proof the case (1.5) is complete.
Consider now the case when condition (1.4) is fulfilled. Then the equality (4.11) takes the following form:
(4.12)
From (1.4), (4.12) it follows that
Consider the identity
Integrating the above identity by parts in Ω, we get
Hence,
The total head pressures Φ k = p k + λ k 2 |u k | 2 for the Navier-Stokes system (1.1) satisfy the equations
Hence it is well known (see, e.g., [24] ) that Φ k satisfy the one-side maximum principle locally in Ω. (the last equality follows from the conditions N = M + 1 and (4.13) ). Then it follows from (4.14) that
and we obtain the contradiction with (4.13), which proves Theorem in the case of condition (1.4) .
If the boundary value a is axially symmetric without rotation, the proof of Theorem 1.1 is just the same as in the first part; we need only to use Lemma 2.13 instead of Lemma 2.12.
Appendix
Let us prove the topological properties (III ∼ )-(VIII ∼ ) of the equivalence class U i (x), x ∈D i , which were used in the proof of Theorem 3.2. (III ∼ ) Indeed, if U i (x) ∋ y j → y, then by definition there exists a sequence of continuums K j such that ψ| K j = const and x, y j do not belong to the unbounded connected component of the set R 2 \ K j . Without loss of generality we may assume that K j converge with respect to the Hausdorff metric to the set K. Then K is a continuum, ψ| K = const, and it is easy to see that neither x nor y belongs to the unbounded connected component of the open set R 2 \ K. (IV ∼ ) Fix any y ∈ U i (x). Take the corresponding set K from the definition of x ∼ i y. Then K ⊂D i is a compact connected set such that ψ| K ≡ const and both x, y do not belong to the unbounded connected component of the open set R 2 \ K. Denote by V j the family of connected components of the open set R 2 \ K. Let V 0 be an unbounded component. Since the domain D i is simply connected, we haveV j ⊂D i for each j = 0. Hence by definition of ∼ i we obtainV j ⊂ U i (x) for each j = 0. By construction, each set K,V j is connected and K ∩V j = ∅. From these facts we conclude that the set S y = K ∪ j =0V j is connected and the inclusions {x, y} ⊂ S y ⊂ U i (x) hold. The last assertion and arbitrariness of y ∈ U i (x) imply the connectedness of U i (x).
(V ∼ ) To prove the property ψ| ∂U i (x) = const, we may assume, without loss of generality, that x ∈ ∂U i (x). Fix any y ∈ ∂U i (x). Take the corresponding set K from the definition of x ∼ i y and the sets V j from the proof of property (IV ∼ ). Then it is easy to see that x, y ∈ K.
(5.16) Indeed, if for example y / ∈ K, then y ∈ V j for some j = 0. But by construction V j is an open set and V j ⊂ U i (x). These facts contradict the assumption y ∈ ∂U i (x). This proves the inclusion (5.16). From (5.16) and the assumption ψ| K ≡ const we obtain the required equality ψ(y) = ψ(x).
Using similar elementary arguments, it is easy to prove the next two properties (VI ∼ )-(VII ∼ ). Therefore, we shall prove in detail only the last property (VIII ∼ ).
(VIII ∼ ) Suppose the formula (3.51) is not true, i.e.,
Hence, Denote by K j ⊂ ∂B j the cycle separating the set B j from infinity, and denote by U j the bounded domain such that ∂U j = K j . Then by construction ψ| K j ≡ const, K 0 ∩ K j = ∅, and K 0 ⊂ U j . Consequently,
(5.21)
On the other hand, by property (II ∼ ) all points of U j are ∼ i equivalent. The last assertion contradicts the formula (5.21) and the definition of U i (x). The property (3.51) is proved.
