Introduction
In order to improve safety on road and to protect road transport infrastructure, some restrictions on size and weight are imposed on trucks. Because the sensors are not very expensive in comparison with the other technologies and easy to install, techniques for weighiig trucks in motion have been intensively studied recently [ 1,2]. They have been improved in accuracy but are still not sufficiently precise for enforcement use. This paper considers the use of arrays of weigh-in-motion (WLM) Victor DOLCEMASCOLO DESE (LCPC) 58 Boulevard Lefebvre 75732 Paris Cedex 15 victor.doleemascolo@lcpc.fr sensors to determine axle weights to a degree of precision higher than realized to date.
Neural networks are known as very powerful methods for modeling non linear functions and are very efficient to learn h m data. It seems then reasonable to attempt to model such problem using neural network In this paper, a neural model is used to fuse multiple sensor measurements into a single and precise estimate of static weight.
This approach is not new [3,4,5]. Neural networks have been used for numerous engineering problems, and are particularly suited to problems involving noisy and non linear correlated data. But to produce a efficient neural model, we used a method able to find a model structure that captures very precisely the underlying WIM data dynamic. We chose to use genetic algorithm because this stochastic optimisation method is very efficient to find an optimal solution even when the cost function to "ise is complex. This way, the model is both very precise in terms of average relative error and generalize correctly the estimation on new data.
Simulations were carried out in order to test the robustness of using a neural network in WIM. They consisted of 8000 simulated runs of a rigid two-axle truck passing over a numerically generated pavement with different loads.
More precisely, 6000 runs were used for training, and 2000 kept for test purposes.
These rims were carried out to test four elements of using a neural network for WIM. Firstly, how well it could leam the pattern of spatial repeatability and therefore increase the accuracy of results. It was also sought to determine what is the optimal number of sensors needed for an optimal estimation. Secondly, it was required to see what influence does the data in the training set have on the accuracy achieved in the test set
The model of truck dynamic
In this section, the basic equations of the model of trucks, used for computed the simulated data, are succinctly presented. Especially, it shows that the computation of the dynamics axle weights, with a known and controlled environment, is not an easy task. The inverse problem which we are interested in and we want to solve by fusing multiple sensors, is then even more difficult.
The model of truck developed here does not take into account the dynamics of the connection between the tractor and its trailer. It is only possible to model the heavy lorries with 2 or 3 axles, without trailer.
The principles of the dynamic applied to the movement of the vehicle's body gives us :
Where V, denotes the velocity vector of the center of gravity (CG), and v2 the rotational velocity of the vehicle body. Both of them are given in the local system.
The suspensiodtyre block will be represented by a global stifkess and damping factor [6], as presented on the figure 1. Figure 1 .: suspensiodtyre block
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The expression of the force and the moment generated by this block is thus:
M = P A F
Where K and C denotes the stBness and the damping factor of the suspensiodtyre block. In this equation, P is the position of this block compared to the center of gravity and AL is the lengthening of the suspension compared to the equilibrium position.
Model analysis
Within the h e w o r k of weight in motion, it is not necessary to preserve all the degrees of fkedom of the model developed previously. We made some simplitications while preserving realistic outputs. In particular, it could be noted that: 0 Weight in motion is always performed in straight l i e , therefore we can remove the movements relating to side motion.
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Because of their design, the sensors used for this application measure the dynamic weight of an axle. To consider the rotational movements of the case compared to the longitudinal axis does not improve the precision.
Others models of vehicle exist and offer results much more precise (with a more complex dynamic) that the one presented here. Nevertheless, in the frame of our realworld application, the model has to be both realistic and fast enough to simulate the evolution of heavy truck on a track. This model has also to be able to automate the tasks of dynamic initialization, and to perform an automatic backup of the results. Indeed, the WIM application by fusion of sensors requires a great number of data for calibration.
The figure 2 presents the road unevenness use as input of the truck modeling. This profile, which characterizes the vertical mode of the model, is typical for motorways. The total variations of these curves decrease when the mass increases, behavior observed in the real world. m were randomly varied for each of the simulated runs.
Speed was varied according to statistics observed on several French national road, using a normal distribution with a mean of 1 W s and a standard deviation of 3.
In order to ensure that the neural network could be properly trained, each of the 4 sets of data created was relatively large. Each set consisted of 8000 runs of a 2-axle truck, with each sensor giving a WIM weight, resulting in 16000 axle measurements for each set of sensors.
Neural networks approach
Most of nonlinear models based on polynoms, wavelets or neural networks, have the universal approximation ability, In the frame of WIM application, we focus on a problem that can be viewed as a nonlinear regression with The model described in this section appears sufficiently realistic for the WIM application. The general behavior reproduces that observed at the time of series of measurement or simulations. Moreover the execution of a simulation is fast, which makes it possible to create a large training set.
The simulations were carried out, using our software, for repeated rum of a rigid 2-axle truck passing over a numerically generated pavement (see figure 2 ). An array consisting of 9 virtual sensors at 1.5m centers was created, 21m from the start of the road profile. The truck properties units by hl, h2,. .., h,, and we decide an arbitrary order relation: h, can connect to hj, only if lSSj&. The input units receive no connection, but can connect to each hidden unit and to the output unit, and the output unit can be connected to any other units. The units sum the values provided by the previous units, weighted by the synaptic coefficients, and apply a transfir Jirnction.
Because we perform regression, we conventionally associate linear transfer function to the input and output units, and a sigmoid transfer function (such tanh) to the hidden units. First of all, we split the data into three sets: a learning set, a validation set and a test set, and to emphasize the ability of generalization, each architecture is evualuated following the same scheme [ 101: The probability of choosing an operator depends on the performance of the accuracy of the neural models previously generated by it. Parent selection is made using the fitness (performance on the validation set) of the architectures. The more accurate this fitness is, the higher is the probability of picking up the related architecture.
This method is high time consuming, because a large amount of trainings are computed. But in general, this algorithm yield very well adapted models.
Static weight estimation
The method consists in learning how to estimate efficiently static weight, axle by axle, using WIM data.
The static weight of the whole truck is reconstructed afterwards, by summing up the related axle weight estimations. For this task, 8000 examples data are available The data set is split into 3 parts. One part (4000 samples randomly extracted ) is used to compute the synaptic weights of the neural networks. Those data are included in the "learning set". 2000 samples are used to evaluate the pedormance of the model on novel data (the validation set) and allow to compute the fitness in the frame of the genetic algorithms. Finally, 2000 samples are used for evaluation purposes of the accuracy of the static truck weight estimation.
Several variables, provided by the sensors are used as input of the neural networks with a total of 3*(# sensors)
The observed speed,
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In order to find the most suitable structure of neural networks able to yield the best static weight estimation an optimisation is performed by genetic algorithms using a population of 20 neural networks (with different structures). The whole optimization process is a very high consuming process (more than 1 hour of computation on a lGhz PC) but the performance for each generation of neural networks significantly increases.
The dynamical weight of the considered axle, recorded by the Merent sensors
The distance between the axles
Results
A neural network model is designed for each truck axle and a set of sensors (from 1 to 9). The synaptic weights are obtained by using gradient descent method (conjugate gradient) and the structure is optimized by genetic algorithms.
For this last process, the figure 10 shows an example of the evolution of choosing the best operator during the convergence towards the best architecture. On this graphic, the x-axis denotes the number of iterations and the y-axis the probabilities related to each operator (value over 1000). We can remark that these probabilities significantly vary, and that the mutation to 1 and the crossing over seem particularly useful (the structure need to be more connected). .\\ -.* Finally, the neural model that provide the most precise static weight estimation (after the model selection processing), has 21 inputs from 7 sensors and 43 synaptic weights. The results in terms relative error is very interesting for this kind of application (around 1.8%) and the neural model is much more precise than the linear regression with the same input (5.2 1 %).
It is also interesting to note that the multi-sensor fusion is much more efficient when using neural networks that h e a r regression. The gain &om 1 sensor to 7 sensors is up to 4% for the neural modeling versus 0.6% for the linear one. it seems that the neural networks can manage very efficiently the add of information of several sensors. Furthermore, within the frame of this application, we c m conclude that the number of usell sensors stands around 7 ( figure 11 ).
An interesting effect raises also about the standard deviation, showed figure 12. There is a clear gain also in terms of variance of the static weight estimates. As for the relative error, the variance greatly drops down for the neural networks while it remains almost constbt with the linear regressions.
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Conclusions
We have presented in this paper a real-world application.
of multiple sensors fusion by neural networks. The neural model is used to combine multiple sensor measurements. into a single and precise estimate of static weight.
In particular the neural network is able to identify any underlying trends such as those due to spatial repeatability and to allow for them in its estimate of static weight. The results show that the neural model is particularly efficient in comparison of a standard linear regression and clearly fuse more effectively the measurements provided by the dzerent sensors.
The possibility of separating the axle weights into weight divisions seems promising. This could be especially suited when using WIM system for legal weight enforcement, as it is only the heavier axle weights that are of importance.
Finally the idea of not needing calibration factors reduces the effort involved in recalibrating sensors periodically and also the possibility of incorrectly calibrating the sensors.
