We have re-examined the contribution of electronic matrix elements (V 1 ) between the primary electron donor and the accessory bacteriochlorophylls in the active (A) and inactive (B) branches of bacterial reaction centers (RC) to the unidirectional light-induced electron transfer (ET) (a preliminary report was recently given by Kolbasov and Scherz in Photosynthesis: Mechanisms and Effects; Garab, G., Ed.; Kluwer Academic Publishers: Dordrecht, 1998; Vol. II; pp 719-722). Our calculations showed that V 1 B 2 is probably smaller by 3 orders of magnitude than V 1 A 2 in Rb. sphaeroides and by at least 1 order of magnitude in Rps. Viridis. These phenomena reflect the quantum interference and mutual cancellation of the resonance integrals corresponding to different ET pathways between atoms of P and the accessory bacteriochlorophyll in the inactive branch.
Introduction
In photosynthetic reaction center (RC) light induces ET from a bacteriochlorophyll (BChl) dimer termed the special pair (P), to an initial acceptor, bacteriopheophytin (H), through an intermediate BChl molecule called the accessory bacteriochlorophyll. The RC contains two accessory BChls (B A and B B ) and two bacteriopheophytins in approximately 2-fold symmetry. Yet ET always proceeds along one branch (termed the "A" branch). [1] [2] [3] According to the nonadiabatic theory of ET, the rate of the reaction is proportional to the product of two independent terms: the nuclear (or Franck-Condon) factor and the square of the electronic matrix transfer element. 4 The Franck-Condon factor (FC) is associated with the energetics of the ET reaction and represents the probability of nuclear conformations allowing electronic transitions among molecules with particular redox potentials. The electronic matrix element, V, measures the coupling between the electron wave functions of the donor and the acceptor. It determines the probability of an electronic transition occurring at a favorable medium conformation.
Theoretical and experimental studies thus far have concentrated mostly on the FC term, assuming that the unidirectional electron flow relies on differences in the energies of states P*BH, P + B -H, and P + BH -in the two branches. [5] [6] [7] [8] [9] Asymmetrical charge distribution between the two halves of P*, resulting from differences in the protein environment, was also proposed to have a role in the unidirectional ET. 6, 7, [10] [11] [12] However, mutated RC, in which one of the BChls comprising the special pair is replaced by the more oxidative bacteriopheophytin (thus forming the so-called "hetero dimer"), did not show electron transfer in the B branch.
Although the role of V in controlling the ET asymmetry has attracted less attention, several recent studies have pointed out differences between the calculated V A and V B that could significantly contribute to the observed asymmetry. 8, [13] [14] [15] Here we have re-examined V for P/B A and P/B B using the coordinates of Rb. sphaeroides, at a resolution of 2.2 Å, 16 and of Rps. Viridis at a resolution of 2.3 Å 17 from the Protein Data Bank. 18 Electronic couplings (EC) are classified either as throughspace ECs or through-bond ECs. 19 The through-bond coupling can be calculated by using the standard sets of basis functions of quantum chemistry. These basis functions have been specifically developed for the reliable determination of the electronic properties of chemically bound atoms. Thus, they provide a reasonable representation of the electronic wave functions at distances (from the nuclei) that are smaller or equal to the bond length. However, these standard basis sets are not designed for calculating the coupling through an interval of space that is larger than the bond length. In particular, they fail to represent the tails of the wave functions. Although these tails contribute only slightly to the energies of the electronic states and spectra, they are key factors in determining the through-space electron transfer. If the distance dependence has not been properly considered, the through-space couplings appear to be underestimated, and thus, the role of the through-bond couplings may be overestimated.
The EC for the initial ET in the bacterial RC probably occurs through space, because no protein matter fills the closest pathway between the tetrapyrrole molecules of the RC. Here, the details of the electronic wave function tails are of prime importance. In one approach, V 2 (R) is deduced from the logarithmic dependence of the electron-transfer rate, k ET on R, where R is the distance between the molecules of the donor and acceptor for many donor/acceptor pairs, 20 where γ is the decay parameter. Curry et al. 21 obtained a value of 1.47 for γ based on pathways through bonded atoms. Moser et al. 20 suggested a value of 1.4 based on experimental ET rates in proteins. Expression 1 is probably oversimplified because it does not consider the forms, symmetries, and relative orientations of the interacting orbitals. In through-space coupling, the symmetries of the coupled orbitals are of prime importance. For example, if the wave functions of the coupled molecules consist of alternating positive and negative parts, their products also consist of alternating domains that may cancel each other. The overlap value critically depends on the relative positions of the molecules.
The complicated dependence of the molecular couplings (MC) on the relative positions of the donor and acceptor is difficult to deduce from the empirical rate constants. In fact, some properties of the couplings should be predefined on a theoretical basis. One such approach is to use the LCAO approximation, with MC being the linear combination of atomic couplings (AC) summed over all pairs of atoms, weighted by the atomic coefficients of the atoms in the donor and acceptor molecular orbitals (MO). This approach accounts for the forms and symmetries of the MOs involved. The angular dependence for ACs may be taken from theory, whereas the distance dependence fits to the experimental data. Warshel and Parson and Alden et al. 22, 23 suggested several semiempirical expressions for ACs that are partially based on empirical data for donors and acceptors at relatively large separations.
Although semiempirical equations for the distance dependence of ACs may be very useful, they cannot be derived in a straightforward way from the experimentally available distance dependence of MCs. Importantly, MCs always decay faster than the ACs from which they are constructed, the same way as the electrostatic interaction between dipoles decreases faster than that of single charges.
The other approach is to calculate the couplings entirely on theoretical grounds. Scherer et al. 8 used slowly decaying wave functions in combination with INDO/S calculations, but the details of these calculations were not reported. Some calculations that are not based on the LCAO approximation were proposed, 24, 25 but they failed to describe the molecular orbitals to a good precision. In 1986, Kühn suggested a method based on LCAO and a different set of atomic wave functions. 26 A major advantage of these wave functions was their relatively slow decay. Unfortunately, at the time Kühn performed his original calculation, the atomic structure of RC had not been determined to a sufficient resolution, and to our knowledge Kühn never applied his method to a better resolved structure. The recent release of new coordinates, combined with the realization of the physical drawbacks in current calculations motivated us to reapply Kühn's type calculations (with a few modifications) to RC from wild type and mutated Rps. Viridis and Rb. sphaeroides. We ignored the contribution of hyperconjugated saturated groups (such as methyls) to V, because there is still no agreement whether the hyperconjugated groups play any significant role in the intermolecular couplings in RC. The opinions vary from total neglect of the hyperconjugated group 22 to assigning to them the main contribution. 14 Also it is not clear whether hyperconjugated groups facilitate the MCs by extending the MOs 14 or the "hole transfer" through occupied hyperconjugated groups contributes negative components to the MC. 27 We assume that when the through-space atomic couplings are properly considered, the extension of the MOs is not necessary for having a reasonable estimate of the coupling.
Methods
This section presents the calculation of the matrix elements for ET among P and B for bacterial RCs. The calculation relies on the method suggested by H. Kühn, 26 with a few modifications. It considers three electronic states in the RC: |P*BH〉, |P + B -H〉, and |P + BH -〉. The matrix elements for the first successive step of the initial ET were defined as where H′ represents a perturbation that mixes the states. We assumed that in the simplified, one-electron treatment, the wave functions of |P*BH〉, |P + B -H〉, and |P + BH -〉 can be represented as the LUMOs of P, B, and H, respectively. The LUMOs were calculated as linear combinations of the atomic p orbitals. The matrix element is presented by a linear combination of the twoatom resonance integrals S ij where b i and b j are the atomic LCAO coefficients for the LUMO of the donor and acceptor, respectively.
Kühn suggested using linear combination of atomic orbitals centered on the antinodes of the molecular wave function. However, we used a combination of atomic orbitals centered on atoms, since this method has higher flexibility in considering the conjugated branch chains of the BChls. For calculating the AC, we used the simple Hückel set of coefficients, 28 because they usually yield the same electronic distribution as that obtained using more sophisticated methods, 27 such as the ab initio calculation. 29 Calculation of the resonance integrals using Kühn's method is described in the Appendix. The calculated integrals depend on two parameters: the ionization potential of the donor in the medium, I, and the fast (optical) dielectric constant, D e . The value of D e should be corrected by the local-field factor, f 2 . 23, 30 Since f 2 /D e is not very different from 1, we substituted the value of 1 for D e .
The ionization potential, I, was deduced from the redox potential measurements of RC. The ground-state redox potential of P in RC of Rb. sphaeroides and Rps. Viridis versus the normal hydrogen electrode (NHE), E NHE (P/P + ), is about 0.50. [31] [32] [33] Hence, the ionization potential of P in the first excited singlet state is 34 where ∆∆G sol is the difference between the solvation energies of neutral and ionized P within the protein matrix, h is Planck's constant, ν is the 1 S 0-0 frequency of P, 4.44 eV is the NHE ionization potential in a vacuum, 35 and e is the elementary charge value (positive, in esu units). As already mentioned, the differences in solvation energies of similar cofactors of the A and B branches were recently considered to be important for the unidirectionality of the ET. [7] [8] [9] However, in calculating the ionization potentials, we can neglect these differences because ∆∆G sol is proposed to be of the order of 0.1 eV, 7,36,37 which is not important for the matrix element calculation. Using eq 4, I was assigned a value of 3.5 eV.
Substituting the assigned values of D e and I in eqs A6 and A7 and the values of a and n into eq A9 of the Appendix, we obtain the following formula for the interatomic resonance integral for the first step of ET in bacterial RC, if P is the donor and B is the acceptor (in eV)
where d ji is the interatomic distance (Å), cos X i is the x-direction cosine of the p-orbital of the ith atom; the z axis points along the line connecting the two atoms. Following this approach, we considered P* to be a single donor in calculating V 1 . The resonance interaction between its two monomeric halves splits the two pairs of orbitals (LUMOs and HOMOs) into four. 38 In particular, the LUMO splits into two combinations, (+) and (-), where LUMO(+), the lower energy one, is given by where Φ PA and Φ PB are the monomers' LUMOs. The probability of finding the excited electron within the ith monomer is c i 2 . Thus, the matrix elements for the first ET step in the A and B branches are where V PABA is the coupling of the monomer P A to B in the active branch. The resonance interaction between the monomers is as large as 0.15-0.2 eV, 39, 40 which is large enough to consider LUMO(+) as a single coherent state.
The distribution of electron densities among the A and B monomers of P* is controversial. 11, 22, 38, [41] [42] [43] We assumed that in the wild type RC the excited electron is equally distributed. Interaction with an external electric field makes the electron distribution in P* nonsymmetrical 8 because of different potentials created by this field at P A and P B . The potentials in the field of charged or polar residues are calculated by considering atoms as point charges screened by the medium, which is represented by the slow (nuclear) dielectric constant. Alden et al. 23 proposed that the slow dielectric constant at a distance r from the charge is given by where r o is equal to 4 Å, and D is the macroscopical dielectric constant corresponding to infinite distance. Thus, the effect of the environmental charges q n on the energy of a particular MO orbital is where b i represent the orbital coefficients corresponding to the ith atom, r in is the distance between the ith atom and the nth charge, and e is the elementary charge (in esu units, positive).
For deriving the polarizability of the LUMO(+) of P, we used the simple Hückel approach as described by Artz et al. 40 The LUMOs of the two monomers were considered to be two one-electron states having nondiagonal coupling matrix elements, . 22 for Rps. Viridis. Here, we used the value of 170 meV for the LUMOs of both species. The resulting 2 × 2 Hamiltonian matrix was diagonalized to obtain the coefficients c A and c B of the LUMO(+). We assumed that in the wild type RC E A and E B were equal, and in the modified RC one of these energies was changed by ∆R < 0. It was also assumed that in heterodimers ∆R ) -0.2 eV, which is the difference between the reduction potentials of BPha and BChla. 34 In M201 Gly f Asp mutant, ∆R was calculated as the difference of the electrostatic potentials created by the charged Asp residue, using eq 9. In M210 Tyr f Phe and L168 His f Phe, ∆R was calculated from the change of the oxidation potential caused by the mutation, ∆E (OX) . We assumed that the energies of the HOMO and LUMO of the monomer change by the same value, ∆R, and the couplings between the HOMOs and the LUMOS, , are both equal to 170 meV. Figure 1 presents the corresponding scheme of the energy levels, where LUMOs and HOMOs are split into two pairs of eigenstates. The eigenenergy, E (+) , of the LUMO(+), corresponds to the reduction potential of P, and the eigenenergy of the HOMO(-), E (-) , corresponds to the oxidation potential:
, and ∆E (RED) are the changes of the oxidation and reduction potentials, respectively and e is the elementary charge (in esu units, positive).
The value of ∆R can be calculated from ∆E (-) by substituting ∆R -∆E (-) for ∆E (+) in eq 10 Importantly, at the present level of calculations, the model assumes that |∆E (-) | < and B A is not significantly affected. A decrease of ∆E (+) then results in the equal increase of the ∆G for the ET: ∆∆G ) -∆E (+) . ) ∆R -∆E (-) . According to the Marcus equation, 44, 45 the rate constant, k ET , is where the Franck-Condon factor, FC, in the high-temperature limit, depends on ∆G as follows:
Here, λ is the reorganization energy, kT is the Bolzmann factor, and h is Planck's constant. Recent measurements by Volk et al. 46 and the calculation of Sim and Makri 47 suggested that ∆G WT for the first step of ET in the wild type Rb. sphaeroides is -0.05 eV. We assumed that the ET in the wild-type RC is activationless; thus, the reorganization energy λ ) -∆G WT .
Substituting these values and ∆E (+) (in eV) into (13) and assuming that in the wild-type RC E A and E B are equal, the change of the FC factor because of mutation is given by (for Figure 1 . Splitting of the monomers' orbitals of P in the wild type (solid) and modified (dashed) RC.
If E A or E B increases, the ET process is in the inverted Marcus region. 44, 45 No further calculations were carried out for FC in this region. Table 1 presents the calculated matrix elements V 1 for lightinduced electron transfer between P*, B A , and B B , in Rps. Viridis and Rb. sphaeroides for symmetrical electron distribution in the two monomeric halves. Figure 2 illustrates the dependence of the calculated matrix elements on the distribution of electron density in the LUMO(+). Figure 3 presents the dependence of V 1A on the distance between P and B A . Here, B A has been translated along the axis connecting the geometrical centers of P and B A . Interestingly, for this particular coordinate V 1A appears to have a shallow maximum around the native configuration of pigments.
Results
For experimental proof of our calculations, we were looking for mutations that can change the electron density distribution between the two halves of P*. These include formation or breakage of a hydrogen bond to P, formation of a heterodimer by substitution of BPh for one of the monomers of P, or polarization of P by charged or polar groups. Table 2 presents empirical and predicted ratios between the rate constants for mutated and wild-type RCs, considering changes in V 1 . Here c B 2 is the squared coefficient of P B in the LUMO(+), c A 2 + c B 2 ) 1. In calculating the ratio between the rate constants of electron transfer in the wild type, heterodimer containing mutants, and RC mutated at the M210 position, we estimated the changes in the FC using eq 14. In calculating FC, we ignored the fact that here V is not independent of nuclear motions. Two mutations were reported to promote ET in the B branch (to a maximum value of about 10-15% of the active branch of the mutant). Table 3 shows the reported results and our predicted rate constants for these mutants. The values in Tables 2 and 3 were calculated as follows. The mutants under discussion may be divided into two groups. The first group consists of mutations of M210 and M201 (M203 in Rb. sphaeroides). These mutations modify the electric field around P and thereby strongly affect the polarization of P* without changing its coordination or hydrogen bonding to the protein matrix. In Phe-M210, the OH dipole of Tyr is missing, consequently decreasing the energy of LUMO(+). Since this dipole is positioned close to P A *, we think that this mutation reduces the energy of P A *. The Asp-M203 probably introduces a negatively charged residue closer to P B * than to P A *, shifting the electron density to P A . Czarnecki et al. 48 have provided some spectroscopic evidence that the Asp is ionized. Although the negative Asp should destabilize P, the observed oxidation potential in this mutant is the same as in the wild type, 49, 50 indicating an additional stabilization that compensates for the electrostatic repulsion. The energy difference between the two halves of P* in this mutant was calculated using eqs 8 and 9, and a value of 5 for D. 51 In calculating the electrostatic effect of the mutation, we positioned the Asp within the protein matrix of Rb. sphaeroides so that sterical hindrance with nearby residues was minimal. The negative charge was equally distributed between the carboxylic oxygen atoms.
The second group consists of mutants in which well-defined chemical modification was the reason for the energy difference between the monomeric LUMOs. In L173 His f Leu and M200/202 His f Leu, 52,53 the mutation resulted in substituting BPh for BChl. The other mutant of this group is L168 His f Phe. 54 Here, the oxidation potential is known. After estimating c B 2 , we derived the corresponding matrix elements from Figure  2 , using in the case of Rb. capsulatus the values calculated for Rb. sphaeroides.
Discussion
Most current studies suggest that differences in the redox energies of the electron carriers in the two branches of RC account for the unidirectional electron flow. Here, we reexamined the theoretical contribution of differences in the overlap matrix elements. Our calculations show that V 1B 2 is probably smaller by 3 orders of magnitude than V 1A 2 in Rb. sphaeroides and by at least 1 order of magnitude in Rps. Viridis. The most interesting result of these calculations is the cancellation of V 1B in Rb. sphaeroides because of the quantum interference and mutual cancellation of the resonance integrals corresponding to different ET pathways between atoms from P and B (Table 1 ). Zhang and Friesner 15 showed by more elaborate calculations that V 1A /V 1B for Rps. Viridis can reach a value of 14 for the same reason, indicating that the differences in the overlap matrix elements are key factors regarding the unidirectional electron flow in both organisms.
The difference of the matrix elements in the A and B branches reflects two main features of the bacterial reaction centers. (1) The difference in the cofactors' positions, which do not fully match in the two species. In Rps. Viridis, the asymmetry may be described as a 5°rotation of P around an axis through the centers of B A and B B , relative to the symmetry of the P, B A , B B system as a whole. This results in different distances between P and the accessory BChls in the two branches. The closest distance between the conjugated systems of these cofactors is about 0.7 Å smaller in the A branch than in the B branch. In Rb. sphaeroides there is no difference of the distances, but there is a pronounced difference between the relative positions of the acetyl groups of P B and P A . (2) The asymmetrical distribution of electron density in LUMO(+). Apparently, the dependence of V 1 on this factor is similar in the two organisms (Figure 2 ) but shifted upward in Rps. Viridis. This shift may reflect our simplified calculations of the orbitals of P, in which the electron density on the vinyl group of P B may be underestimated.
Since the atomic structure of the bacterial RC had been published, several groups performed matrix element calculations. Table 4 compares the results of these calculations with ours. The nonunitary ratios between the V values in the active and inactive branches of Rps. Viridis were determined by all groups, although the absolute V values were quite different. The larger V A could be explained by the smaller distance between P and B A , compared to that between P and B B . However, the situation is not so simple in Rb. sphaeroides where the distances are almost equal. The calculated V values and their decay rates with the donor/ acceptor distance strongly depend on the basis functions used in each calculation. Correctly chosen distance dependencies are of prime importance, since they determine the order of magnitude of the resulting coupling, whereas the exact treatment of the perturbation that mixes the functions is probably less important. The functions used by the different groups in calculating the overlap matrix elements are given in Table 4 , and most of the functions decay fairly rapidly. Several reports have already discussed this issue. 8, 11, 13, [55] [56] [57] In the semiempirical calculations, the decay rate of the atomic wave function relies on the approximately exponential decay observed for long-range electron transfer. As depicted in Figure 3 , the exponential decay does not hold for the distances that are relevant to the P/B distances in bacterial RC. We have noted that the atomic matrix elements generally decay more slowly than the molecular ones. This discrepancy may also account for the relatively small V values obtained, e.g., by Parson and Warshel. 57 Ivashin et al., 14 in their recent calculations, probably did not consider the tails of the wave functions and therefore could have underestimated the through-space couplings. This may be the reason their results depend, to a large extent, on the presence of the intermediate nonconjugated atomic groups that serve as bridges. In contrast, Scherer and Fischer used slowly decreasing expressions for the resonance integrals in their recent calculations 8 and obtained large values for the matrix elements (Table 4) . These values are very close to those obtained in the present study for Rps.
Viridis.
The calculated distance dependence of V 1 ( Figure 3 ) deviates significantly from an exponential. It has a maximum near the native position of the molecules, and decays faster at long distances than at short ones. Interestingly, the experimental couplings in protein analyzed by Dutton et al. obey the same rule. 58 These couplings could be better described by eq 1 with two different decay parameters, γ, for short and long distances, 0.9 and 2.05, respectively. The value of 1.4 for γ published by Moser et al. 20 is therefore the average value.
Another problem in calculating the values of V concerns the identity of the primary donor; is it a supermolecule or two coupled monomers that interact separately with the accessory pigments? The small couplings obtained by our group and Zhang and Friesner 15 for the inactive branch of RC were obtained only because P* was treated as a single coherent state. The couplings of B B with the monomers of P have been added by considering their signs, according to eq 7. Apparently, the zero matrix element in the B branch is the result of canceling the couplings with the two monomers. If the monomers are independent, the squares of the couplings should be added into a positive, nonzero value. Furthermore, our calculations predict that for cancellation of V B , an equal participation of the monomers in the LUMO-(+) is required. If the absolute values of the coefficients c in eq 7 were not equal, the summation of the individual coupling elements would be nonzero. Still, the relatively slow change of V 1B with the value of c B 2 , when c B 2 is around 0.5, guarantees that V 1A /V 1B remains very large. Interestingly, Zhang and Friesner 15 also added equal contributions of P A and P B and obtained a relatively small value for V 1B .
The absolute values for the individual couplings of the two monomers of P with B A differ, and therefore their sum differs from zero. Here, the sum again depends on the relative contributions of P A and P B to the LUMO(+). The coupling of B A with P B is stronger than with P A , so when the electron density shifts from P A to P B , the matrix transfer element V A increases. This makes V A sensitive to changes of the polarization of the special pair and may account for the influence of the medium on the electronic coupling.
Experiments with mutated RCs support the dependence of V A and V B on the electronic distribution in the LUMO(+) of P, in which the charge density has been shifted from one side to the other. Such mutations may introduce or remove hydrogen bonds and electric charges near P or B. Mutations that change the number of hydrogen bonds with only one unit in P may show a clear and more distinct effect. The other mutations should alter the electrostatic field around the cofactors, and they are more complicated to consider. In this paper, we discuss two such mutations: M201/203 Gly f Asp 49, 50 and M210 Tyr f Phe. [59] [60] [61] Both mutations should influence the ET rate in the A and B branches (Tables 2 and 3) .
When considering the M201 Gly f Asp mutation, we have followed the literature in assuming that an Asp residue under biological conditions is usually negatively charged. 62 The negative charge should destabilize the electrons in P. However, according to the literature, the oxidation potential of P* in the mutant is practically the same as in the wild type. Though there is some contradiction in the experimental data, we suppose that the Asp is ionized, as shown by Czarnecki et al. 48 We have assumed that because of the Asp interaction with P, the electron density moved from P B to P A . As mentioned above, we assume that the Asp substitution does not significantly affect the energy of B A -, This assumption may be proven wrong in more accurate calculations. Yet, in the absence of accurate structural information we could not calculate the putative effect of this substitution and, therefore, did not try to estimate ∆G here. In calculating the electrostatic interaction of Asp M201 with P*, Asp M201 was positioned so that sterical hindrance of the Asp carboxylic residue was avoided. In our model, the distances between the Asp atoms and all the other atoms were all kept larger than 3 Å. 63 Another mutation that might have an electrostatic effect on P involves substituting Phe for Tyr at M210 and thereby removing the dipole of the OH group. Having examined the RC atomic structure, neither hydrogen bond dissociation nor structural changes are expected to follow this mutation. Unfortunately, we cannot reliably predict the change of ∆G in the A branch using the redox potential of P, because B -should be also strongly influenced. Alden et al. 64 predicted an increase of ∆G in the mutant relative to the wild type because of destabilization of B A -. The satisfactory agreement between the calculated and experimental ET rates in the A branch for wild type and mutated RC (Table 2 ) supports the suggested significance of V but does not rule out a significant contribution of ∆G to the observed changes of ET rates. It seems to us that in the B branch ( Table  3 ) the changes of the ET rates depend more strongly on the matrix elements. Here, the coefficients c in eq 7 change because of the changing electric field. Thus, the resultant electronic coupling becomes nonzero. As seen in Figure 1 , V B in Rb. sphaeroides increases to the first approximation linearly with polarization, and the rate constant increases as V 2 . Consequently, at small polarizations, the rate constant in the B branch grows slowly.
Consider the energetics of the ET in the B branch in these mutants. 49, 65 Both mutation sites M201 and M210 are far from B B and probably do not influence its electronic energy levels. The oxidation potential in M201 Gly f Asp is the same as in the wild type, and in the other mutant it is 30 meV more positive than in the wild type. Therefore, ∆G of the ET in the B branch of these mutants is probably the same or larger than in the wild type. Thus, the energetical changes cannot explain the increase of k B /k A in the mutated RC unless one assumes that it slows down the ET from P to B A .
Appendix: Calculation of the Interatomic Resonance Integrals (after H. Ku 1hn 26 )
Each pairwise atom-atom matrix element is calculated as follows:
where f D and f A are the one-electron wave functions of donor and acceptor atoms, respectively, H′ is the perturbation Hamiltonian, equal to the approximate effective atomic potential in atomic units given by where r is the distance from the center of the nucleus and Z is the effective charge of the atomic core. For carbon atoms, Z equals 3.25.
The wave function of the perturbing atom that is calculated only at small distances (r < R π , where R π is the van der Waals radius of a π-electron) from the atomic center can be represented by a Slater function (all equations are in atomic units) where cos Θ is the angular dependence of the atomic p-orbital; is a normalization constant.
The electron wave function at large distances (r > R π ) from the atomic center is the solution of the Shrödinger equation for U ) -q 2 /(Dr), if the electron is in the field of the charge q. This is true for the following wave function (the parameters in eqs A5-A8 are in atomic units):
The exponential dependence on r, exp(-ar), in the vicinity of the acceptor's atoms can be approximated as a linear dependence on x j , exp(-ad ij )(1 -ax j ), where d ij is the distance between the donor's and acceptor's atoms and x j is the coordinate with zero on the acceptor's atom and its axis directed from the donor to the acceptor's atom. Substituting (A2-A8) in (A1) and integrating numerically in the vicinity of the acceptor's atom within the sphere with a radius of R π gives the value for the interatomic resonance coupling element (in eV) as a function of the interatomic distances (in Å) and direction cosines of the atomic p-orbitals (axis Z is directed from the ith atom toward the jth atom), 
