Introduction
Air pollution is a complex issue, fuelled by multiple sources ranging from vehicular exhaust, industrial emissions, emissions from fossil fuels, construction activities to domestic activities. Air pollution may cause pernicious effects on human health, especially in areas with high population density. Forecasting air quality is one of the most sought after topic of research today for urban air pollution studies and specifically for prediction of pollution episodes i.e. high pollutant concentrations causing adverse health effects [1] . Air quality models play a vital role in all aspects of air pollution control and air quality planning, where prediction is a major component [2] . Air quality forecasts provide the public with air quality information which allows people to take precautionary measures to avoid or limit their exposure to unhealthy levels of air pollution. Hence it is quite essential to predict criteria pollutants.
Urban air pollution involves physical and chemical process ranging over a wide scale of time and space. In order to model the urban systems, extensive data such as emissions from various sources (stationary and mobile), influence of buildings and other obstacles, meteorology of the area, information about turbulence profile, heat flux , previous values of the pollutants etc. is required. It is practically very difficult to collect the above-mentioned data (except pollutant concentrations), hence temporal models are handy in such situations. They can be used easily for forecasting purpose because historical sequence of the pollutant concentrations is readily available from pollution control authorities of the country. Air pollution is a time dependent phenomenon which further justifies the use of time series approach for forecasting criteria air pollutants.
Several techniques are available to predict future pollutant concentrations, including fixed box methods, linear regression methods, computational fluid dynamics (CFD) simulation, artificial intelligence etc. Conventional technique like numerical method require detailed source information and consume a lot of time and effort to forecast and also found to be weak particularly when used to model nonlinear systems [3] . This leaves a scope for another approach like data driven techniques which are found to be suitable to model nonlinear systems.
Artificial Neural Networks (ANN) are already been regarded as a cost effective method to achieve the prediction of air pollutants in time series and have become popular since last decade [4] . The literature reveals that Genetic Programming (GP) a relatively new approach has been applied successfully to solve complex Civil Engineering problems such as structural optimisation, soil classification, prediction of scour depth of circular piles, algal bloom prediction and also for prediction of climate change. Better predictive capabilities of GP have also been reported, especially for the peak values for wave forecasting [5] . Air pollution happens to be the complex civil engineering problem hence an attempt is made to assess the success of GP for air quality prediction.
The present work aims at forecasting criteria pollutants such as Oxides of Sulphur (SOx), Oxides of Nitrogen (NOx) and Respirable Suspended Particulate Matter (RSPM) concentration one day in advance for one of the polluted metropolitan city (Pune) of India, using ANN as well as GP and comparing them with respect to their accuracy of forecast.
The article is divided into ten sections including references. Section one is introduction, section two explains the important aspects of Artificial Neural Networks. Section three gives glimpses of Genetic Programming. Section four highlights the motivation behind this work whereas section five cites literature references pertaining to application of ANN & GP for air quality prediction. Section six describes various aspects of study area & also mentions about data collection and quality. Section seven is all about model development and assessment using various performance indicators. Section eight gives results of the models and discussion based on results. Section nine concludes the article and mention about the future scope based on the results. The last section lists the references.
II. Artificial Neural Networks (ANN)
Artificial Neural Networks (ANN) are intelligent systems that have the capacity to learn, memorize and create relationships among the data. ANN is made up by simple processing units, the neurons, which are connected in a network by a large number of weighted links where the acquired knowledge is stored and over which signals or information can pass.
These interconnected neurons combine the input parameters, the strength of such combination is determined by comparing with 'bias' and executing a result in proportion to such a strength. ANNs learn by example hence it is trained first with examples by using various algorithms which converge the solution by reducing the error between the network output and the target by distributing the performance error between the weights and biases associated with each neuron. Then the network is tested for unseen inputs [6] .
Artificial Neural Networks map any random input with random output by self learning, without any fixed mathematical form assumed beforehand and without necessarily having knowledge of the underlying physical process. The ANN model is given in Fig. 1 
Where , sum = ( X 1 W 1 +X 2 W 2 + ….. ) + 
Where, X 1 , X 2 , … = Inputs, W 1 , W 2 , … = Weights, = Bias Before its application, the network is required to be trained and this is done by using a variety of training algorithms, like standard Backpropagation, Conjugate Gradient, Quasi-Newton and LevenbergMarquardt etc. For more information about ANN , readers are referred to [7] .
All training algorithms are basically aimed at reducing the global error, E, between the network output and the actual observation, as defined below:
Where O n is the network output at a given output node and O t is the target output at the same node. The summation is carried out over , all output nodes for a given training pattern and then for all patterns.
For general applications of ANN in atmospheric sciences, readers are referred to [8] . The present paper uses three layered Feed Forward Back Propagation network to predict SOx, NOx and RSPM levels in Pune ( State:-Maharashtra of India ) one day in advance using commercial software MATLAB.
III. Genetic Programming (GP)
Genetic Programming (GP) is a search algorithm based on principle of Darwin's theory of evolution. It is a generalization of genetic algorithms which starts with an initial population composed by a set of individuals randomly created. The fitness of the individuals is evaluated and then the parents are selected out of these individuals The parents are then made to yield 'offsprings' through the process of crossover, mutation and reproduction. Creation of 'offsprings' is continued in an iterative manner till a specified number of 'offsprings' are produced in a generation and further till another specified numbers of generations are created. Resulting offsprings (equation or program) at the end of the process is the required solution of the problem. Detailed explanation of concepts related to GP can be found in [9] . Fig. 2 shows the typical process of Genetic programming.
The present paper uses GP as a data driven approach to predict SOx, NOx and RSPM levels in Pune (State:-Maharashtra of India) one day in advance using commercial software Discipulus.
IV. Motivation
Air pollution is a nonlinear problem which consists of interaction of various atmospheric elements. The process is complex & difficult to be mapped with linear models. ANN models usually present better performance than the linear ones but they are included in a group called black box models due to limited interpretation.
In the air quality forecasting, especially, the selection of optimal input subset becomes a tedious task due to high number of measurements from heterogeneous sources and their non-linear interactions. Moreover, due to a complex interconnection between the input patterns of ANN and the architecture of ANN (related to the complexity of the input and output mapping, the amount of noise and the amount of training data), the selection of ANN architecture must be done simultaneously. These aspects require the formulation of search problem and the investigation of search techniques which are capable of facilitating model development work and resulting more reliable and robust ANN models. In this context, the GP has proven to be a powerful technique due to its ability to solve linear and non-linear problems by exploring all regions of the state space and exploiting promising areas through genetic operations.
Considering the characteristics of air pollution problem & the advantages of GP, an attempt is made in this paper to test the feasibility of GP for air quality modelling.
V. Literature References
ANN is one of the proven tools in the field of Air pollution forecasting, where as GP is relatively a new approach which is evident from following literature references.
Three ANN models were tried for hourly predictions of PM 10 at Athens on the basis of hourly data measured for two years [10] . First model consisted of MLP with ANN, which used full set of input parameters (temperature, relative humidity, wind speed and wind direction), second MLP ANN model used the only input parameters as are suggested by Genetic Algorithm optimisation procedure and the third model without meteorological input variables (time series) . Authors have got better results with GA MLP model. PM 10 daily average prediction for above and below threshold values at Sweden using hourly data of principal air pollutants and meteorological parameters was carried out by using three layered ANN and also by SVM [11] . According to their study the accuracy of ANN model is about 80% and increases with input parameters. Integrated ANN model was developed to forecast the maxima of 24 hour average of PM 10 concentration one day in advance for five monitoring stations in Chile using meteorological parameters as input and ultimately authors found the ANN tool as satisfactory [12] .Barai and Dixit have developed various types of neural networks such as SOFM, CPDM, RNM and SNCM in order to forecast CO,PM, NOx and SO 2 for long (annual) and short (daily) term horizon and found that SOFM are the best amongst the alternatives available [3] .
Jose C. M. Pires et.al,(2010) have used multigene genetic programming for one day ahead prediction of PM10 in Portugal [13] .
J. C. M. Pires et.al; (2011) have tried GP to predict next day hourly average concentration of O 3 for Portugal and have found that GP could identify the significant inputs for O 3 prediction [14] .
There are no other evidences of application of GP for air pollution forecasting for any metropolitan city of India. The present work attempts to use GP approach for one day ahead prediction of indicator pollutant forecasting.
VI. Study Area and Data
Pune is one of the fastest developing metropolitan cities in India which generates about 181.957 tonne of toxic waste daily [15] . It is located on the Deccan Plateau at the confluence of Mula Mutha Rivers and at an elevation of about 560m above mean sea level at Karachi. Location sketch of Study area can be found in Fig. 3 . Accelerating growth in the transport sector, a booming construction industry and a growing industrial sector are responsible for deteriorating air quality of the city, which has resulted into bad health impacts.
Under National Ambient Air Monitoring Program (NAMP) and also State Ambient Air Monitoring Program(SAMP), the upper limits set for daily average concentration of SOx, NOx and RSPM by CPCB (Central Pollution Control Board, India) and MPCB (Maharashtra Pollution Control Board) are 80, 80 and 100 µg/m 3 respectively. Since last few years it has been observed that the upper limits have been crossed for SOx , NOx and RSPM with a maximum value recorded as high as 195 , 138 and 370 µg/m 3 respectively . The present study aims at predicting values of SOx, NOx and RSPM, 1 day in advance which can provide an indication about the prevailing air quality on the next day.
Data used for the study consists of daily average values of SOx, NOx and RSPM concentrations recorded for the period of January 2005 to December 2011 by MPCB under SAMP for Pune (Maharashtra State, India) .The values are recorded using High Volume Sampler, by Improved West and Gaeke Method for SOx , Sodium Arsenite Method for NOx and by Filter paper method for RSPM. As the previously measured data of the above mentioned criteria pollutants is only used for this work the data driven approaches of Artificial Neural Networks and Genetic Programming are employed to develop the SOx, NOx and RSPM forecast models one day in advance and the results are compared for forecasting accuracy.
VII. Model Development
Input data selection for air quality models can be done in a variety of ways such as Correlations, Sensitivity analysis, Principal Component Analysis and also by trial and error. As air pollution is a time dependent phenomenon, a record of seven antecedent values of the pollutant concentrations were considered; which represent a picture of pollution concentration for the preceding week, which will have impact on the future trends of pollutant. Out of the seven previous values, the most influential inputs were identified using correlation analysis. A correlation coefficient of each antecedent value in a cumulative way is calculated with the targeted output and it was found that three, four and three antecedent values prove to be the optimum inputs for SOx, NOx and RSPM models respectively. Table 1 highlights the optimum number of input parameters for SOx , NOx and RSPM models.
ANN model
The available data was of total 2548 values of daily average concentration of SOx, NOx and RSPM spanning over the year [2005] [2006] [2007] [2008] [2009] [2010] [2011] .Three ANN models were developed namely ANN SOx, ANN NOx and ANN RSPM for one day ahead prediction of the criteria pollutants. Symbolically models can be written as
Criteria Used for ANN Based Pollutant Forecast Models
For the present study, couple of trials for deciding data division were taken. Training and testing dataset, varying from 40 % -85% (for training and remaining data for testing) were taken and found that 75% data for training and 25 % of data for testing (for NOx and RSPM models) and 80% data for training and 20% for testing (for SOx model) yields better result . Hence the same data division is used for the study. Readers are requested to refer Khare and Nagendra , (2007) for more details of the training and testing data division [16] . Table 2 indicates the criteria used for ANN models in the present study. The MATLAB Neural Network toolbox is used to develop models based on above criteria.
GP Model
Three GP models were developed namely GP SOx, GP NOx and GP RSPM for the same data and the data division for which the best results were obtained for respective ANN models; so that they can be compared. The GP models were developed on selection of major control parameters such as fitness function in terms of mean square error, initial population size, mutation frequency and the crossover frequency. Table 3 indicates the GP parameters used for the present study .The commercial software Discipulus [17] was used to develop the GP models.
Model Assessment
The testing performance of all six models was assessed by plotting time series plots as well as by statistical parameters like correlation coefficient (r), root mean square error (RMSE) and descriptive statistics (d).
Correlation Coefficient (r) is a measure of the trends of predicted values as compared to the observed (measured) values. It is independent of the scale of the data. Higher value of r indicates better result and r = 1.00 indicates a perfect correlation.
The root mean square error (RMSE) is a measure of the differences between values predicted by a model or an estimator and the values actually observed. RMSE is a good measure of accuracy .These individual differences are also called residuals and the RMSE serves to aggregate them into a single measure of predictive power. Lesser value of RMSE is preferred.
The 'd' is a descriptive statistics. It reflects the degree to which the observed variate is accurately estimated by the simulated variate. The'd' is not a measure of correlation or association in the formal sense, but rather a measure of the degree (based on ensemble average) to which the model predictions are error free. At the same time, 'd' is a standardized measure in order that it may be easily interpreted and cross-comparisons of its magnitudes for a variety of models, regardless of units, can readily be made. It varies between 0 and 1.A computed value of 1 indicates perfect agreement between the observed and predicted observations, while 0 connotes complete disagreement.
Out of the three statistical measures, r and d are the measures of goodness of fit whereas RMSE is an absolute error measure. The model evaluation based on 'r' mostly fails due to the presence of 'lag' between source emission quantity and the ambient pollutant concentration. The 'lag' is due to adverse meteorological conditions (inversion) which implies the accumulation of pollutants in the ambient environment during 'odd' hours of the day when there are no source emissions [16] . In such a situation, for air quality models d statistics appears to be the most relevant measure as it would signify whether the models are error free.
VIII. Results and Discussion
Owing to numerous advantages of ANNs such as adaptive learning, self organisation, real time operation, capability of handling nonlinear systems etc, they are used in this study as the benchmarking tool for one day ahead prediction of criteria pollutant in Pune city. The prediction is also carried out by a relatively new approach of GP by testing for unseen inputs and the qualitative and quantitative performance is judged by means of correlation coefficient, root mean square error and d statistics between the observed and forecasted values and also by plotting the time series plots between the same.
The ANN as well as GP model exhibited a reasonable performance in testing between the observed and forecasted pollutant concentrations, for all the models, which is evident from the mentioned performance indicators (Table 4) .
From the times series plot (Fig. 4) for SOx, it can be clearly seen that ANN models work well as compared to GP for prediction of one day ahead concentration of SOx but in ANN we define the structure initially and weights are found by learning algorithm, whereas in GP the functions are defined and it would result into the optimal solution .Thus the solution given be GP is always optimal which is not the case with ANN. This fact is verified by increased value of r and d and decreased RMSE as compared to ANN model. Hence, it can be concluded that GP works better compared to ANN for SOx.
Considering the time series plot for NOx (Fig. 5 ) it can be seen that both (ANN as well as GP) models worked well but GP models are even better for prediction of peak values, where ANN was found to be insufficient. r and d values for GP model are higher than those for ANN model, where as RMSE is lesser as compared to ANN model. Time series plot for RSPM (Fig. 6) indicates that both the models (ANN as well as GP) could work well for one day ahead RSPM prediction (except for few peaks).Statistical measures also indicate that r and d values are higher for GP model and RMSE is lower as compared to ANN model.
Out of the three statistical performance indicators, d value is the most relevant criteria as it accounts for the lag due to adverse meteorological conditions. Air pollution is a complex phenomenon, wherein lag effect is required to be considered for forecasting models. All the GP models show higher value of d as compared to respective ANN models, which justifies that GP can be used for Air pollution forecasting.
IX. Conclusion and Future Scope
The criteria pollutant forecasting temporal models are developed for Pune city (Maharashtra State, India) using data driven approaches of Artificial Neural Networks and Genetic Programming with a lead time of one day. Both the tools worked reasonably well in terms of prediction accuracy for the dataset of 2005-2011 . The GP technique seems to work better than ANN . GP being a relatively new approach , needs to be explored further for short term as well as long term forecast of criteria pollutants with certain considerations such as climatic conditions, seasonal variations . 
