This paper is concerned with the numerical solution of a Karush-KuhnTucker system. Such symmetric indefinite system arises when we solve a nonlinear programming problem by an Interior-Point (IP) approach. In this framework, we discuss the effectiveness of two inner iterative solvers: the method of multipliers and the preconditioned conjugate gradient method. We discuss the implementation details of these algorithms in an IP scheme and we report the results of a numerical comparison on a set of large scale test-problems arising from the discretization of elliptic control problems.
Introduction
The aim of this paper is to discuss the effectiveness of some iterative algorithms for solving the symmetric indefinite system that arises when we solve by an Interior-Point (IP) approach a large scale nonlinear programming (NLP) problem, of the form min f (x) g 1 (x) = 0 g 2 (x) ≥ 0,
where x ∈ R n , f (x) : R n → R, g 1 (x) : R n → R neq , g 2 (x) : R n → R m are twice continuously differentiable and the first and second derivatives of the objective function and constraints are available. The idea of IP methods is based on the introduction of a slack vector s ∈ R m and on the transformation of the original problem in to a sequence of problems * This research was supported by the Italian Ministry for Education, University and Research (MIUR), FIRB Project RBAU01JYPN.
with logarithmic barrier function, depending of a positive penalty parameter ρ that asymptotically goes to 0:
The basic step of an IP scheme is to determine by one Newton-type iteration an approximate solution of the nonlinear system that gives the Karush-KuhnTucker (KKT) optimality conditions of the problem (2) 
with
or, in a more concise notation, T . For a detailed explanation of an IP scheme see [11] , [26] , [22, Section 14] . The more time-consuming task of the k-th iteration of an IP method consists in applying a step of the Newton algorithm to system (3), determining the numerical solution of the following Newton linear equation
H(v)
where, omitting the index iteration k, the jacobian matrix of H(v) is given by
, B = −∇g 1 (x) and C = −∇g 2 (x). Here Q is the Hessian matrix of the Lagrangian function of the problem (2), ∇ 2 f (x), ∇ 2 g 1,i (x), ∇ 2 g 2,i (x) are the Hessian matrices of the function f (x) and of the i-th component of the constraints g 1 (x), and g 2 (x) respectively; then, λ 1,i and λ 2,i are the i-th component of λ 1 and λ 2 respectively.
Let assume H (v) be a nonsingular matrix. The strategy used in the IP method updates the iterate by a convenient damping parameter which guarantees that λ 2 and s are preserved strictly positive at any iteration. From the last block of equations of (4) 
with α = ∇f (x) − ∇g 1 (x)λ 1 − ∇g 2 (x)λ 2 and β = −g 1 (x). By a further substitution from the third block equation, we have
Then, the system can be written in condensed form
and
Both the systems (6) or (7) are symmetric and indefinite and they can be solved by the sparse Bunch-Parlett triangular factorization ( [4] ), that combines dynamic reordering for sparsity preserving and pivoting technique for numerical stability (see routine MA27 of HSL Library ([10])). Nevertheless, for large scale NLP problems, the size of these systems is large and, even if the coefficient matrices are sparse and the sparsity is exploited, the computation of the exact solution by direct methods can be very expensive in terms of CPU time and storage requirements. In Table 1 we report the numerical results, in terms of number of iterations (it.) and execution time (in seconds), of the IP method that uses the routine MA27 for solving (7) , obtained on a subset of test-problems described in Table 2 . Only the test-problems of smallest size (n+neq up to 100000) can be solved, but the execution time very quickly increases. For larger test-problems (not reported in Table 1 ), we observed a failure after a few iterates, due to fill-in of the factor which exceeds the available memory. Indeed, the Gauss factor computed by the routine MA27 does not depend only on the matrix structure and at each iteration the fill-in can change. For the above reasons, in the framework of direct methods, much efforts have been performed to avoid the use of MA27 for large scale NLP problems. Some 25] ), so that a Cholesky-like factorization can be obtained. At the start of the IP scheme, the a-priori determination of a sparsity preserving reordering of the coefficient matrix (taking into account only of its structure) and of the symbolic Cholesky factor is carried out. Then, at each iteration the factor is computed, without using pivoting technique, saving a lot of CPU time. The reduction of a coefficient matrix into a quasidefinite form is obtained by a regularization technique, consisting in to perturb this matrix by adding a convenient diagonal matrix R. Different ways to construct R are proposed: see, for example, [26] , [24] , or [1] . In this last paper, R is dynamically computed by a very simple procedure, that can be easily included in the implementation of the Cholesky factorization: when a critical pivot is reached, this is perturbed by a small quantity with a convenient sign. Nevertheless, the use of regularization requires additional recovery procedures and several factorizations (for example to individuate a perturbation as small as possible ( [26] ) or to implement an iterative refinement if the computed solution of the perturbed system is not satisfactory ([1]), etc.). A different approach that avoids modifications of the matrices of the subproblems is to use iterative inner solvers for (6) or (7), that exploit the sparsity of the involved matrices, solving approximately the inner subproblems, so that unnecessary inner iterations can be avoided when we are far from the solution.
In some recent papers, the IP scheme combined by an inexact inner solver can
is quasidefinite if S and U are symmetric positive definite matrices. A quasidefinite matrix is strongly factorizable, i. e. a Cholesky-like factorization LDL T (with a diagonal matrix D and a lower triangular matrix L with diagonal elements equal to one) exists for any symmetric permutation of the quasidefinite matrix. The diagonal matrix D has a number of positive (negative) diagonal entries equal to the size of S (U respectively).
be viewed as an Inexact Newton method scheme ( [9] , [7] , [3] ). From this interpretation, it is possible to deduce a suitable adaptive stopping rule for the inner solver that assures the global convergence and the local superlinear convergence of the whole outer-inner scheme.
In this paper we discuss about the effectiveness of two iterative methods for the solution of symmetric indefinite systems, that allow an a priori symbolic factorization avoiding the pivoting technique needed in the MA27 subroutine. In particular, in Section 2, we consider the iterative Hestenes' multipliers scheme. This algorithm leads the solution of the system (7) to that of a sequence of smaller symmetric positive definite systems, so efficient sparse Cholesky codes can be used. In Section 3, we propose two different implementations of the preconditioned conjugate gradient (PCG) algorithm for (7) with the preconditioner described in [16] (see also [17] ). The solution of the systems related to the preconditioner is performed by a sparse Cholesky factorization in the first case and by a sparse Cholesky-like factorization in the second version. This last version does not require the computation of matrix-matrix products as in the first version and in the Hestenes' multipliers scheme. By using a regularization technique, we dynamically compute a preconditioner that admits a Cholesky-like factorization, maintaining the well known features of the efficient sparse Cholesky codes. In the Section 4, numerical results obtained by a code implementing the IP method combined with Hestenes' multipliers scheme or PCG algorithm, are given for a selection of very large test-problems, arising from the discretization of semielliptic control problems in [19] , [20] , [21] . In this case, we deal with NLP problems with equality and simple box constraints, with very sparse and structured matrices in (5). The IP method combined with the PCG algorithm that uses the second version of the preconditioner (IP-PCG2) enables us to efficiently solve semielliptic control problems with size n+neq up to 700000.
2 The Hestenes' multipliers scheme for the solution of the condensed KKT system
When we have to solve NLP problems as those in [19] , [20] , [21] , where the inequality constraints are simple box constraints, it is convenient to reduce the inner linear system (4) in the form (7); indeed, in this case, the term C T S −1 Λ 2 C of the matrix A is easily computable since it is a diagonal matrix.
It is well known that, if B
T is a full row-rank matrix, the coefficient matrix of Setting y 1 = ∆x and y 2 = ∆λ 1 , the system (7), can be viewed as the Lagrange necessary conditions for the minimum point of the following quadratic problem
This quadratic problem can be solved efficiently by Hestenes' multipliers scheme ( [13, p. 308] ), that consists in updating the dual variable by the rule
where χ is a positive parameter (penalty parameter) and y
minimizes the augmented lagrangian function of the quadratic problem
This means that y
1 is the solution of the linear system of order n
Note that, since B T has full row-rank, the null space of BB T is equal to the null space of B T ; then the matrix A is positive definite on the null space of BB T . Then, it is immediate the following theorem. This result enables us to solve the system (8) by applying a Cholesky factorization. In order to choose the parameter χ, we observe that, for any x = 0, we must have
for any natural norm and also for the Frobenius norm · F , and 
In general it is difficult to determine an estimate of τ min . Numerical evidence shows that a good approximation of τ min is min(1, t min ), where t min is the minimum diagonal entry of the matrix B T B, although t min ≥ τ min . Furthermore, in order to avoid that the value of χ is too small (the matrix is not positive definite) or too large (too ill-conditioned system), it is convenient to use safeguards. In the numerical experiments of the last section, the following value of χ produced good results:
Now, we discuss the implementation of the method. We assume that the hessian matrix Q of the lagrangian function and the jacobian matrix B T of the equality constraints are stored in a column compressed format ( [23] ). The matrices A and Q have the same structure and are different only for the diagonal entries, since we assume that the inequality constraints are box constraints and, consequently, (8)) have a negligible computational complexity. In order to execute only necessary operations to form T , it is convenient to execute a preprocess procedure that builds a data structure which stores the indices of the nonzero entries of the lower triangular part of the symmetric matrix T . For any nonzero entry t ij , i ≤ j of T , in the same data structure we also store the pairs of indices of the elements of B and B T that give a nonzero contribution in the scalar product forming the entry, as depicted in Figure 1 . The preprocess routine also computes the symbolic Cholesky factorization of the sparse, symmetric and positive definite matrix T . To exploit the sparsity of T , its factorization can be obtained by a very efficient Fortran package (version 0.3) of Ng and Peyton (included in the package LIPSOL, downloadable from www.caam.rice.edu/˜zhang/lipsol). This package a priori computes the symbolic factor of T (i.e. the indices of the nonzero entries of L n and the information to form these entries), using the multiple minimum degree ordering of Liu to minimize the fill-ins in L n and the supernodal block factorization to take advantage of the presence of the cache memory in modern computer architectures ( [14] ). The a priori procedure of Liu for the reordering of T and the computation of its symbolic factorization is executed only one time in the preprocess routine. In conclusion, the time for solving an NLP problem by the IP method combined with Hestenes' multipliers method is subdivided in two part, the preprocess time, that is the time needed to determine the data structure of the nonzero entries of T and to compute the symbolic Cholesky factorization of T , and the time for computing the solution (solution time). We observe that the preprocess time is dependent on the strategy used to perform the matrix-matrix products needed in the method for computing T . Following our approach, the time needed for building the data structure of indices described above and in Figure 1 is the 99% of the whole preprocess time. Then, exploiting the data structure, the matrix-matrix product performed at each iteration has a cheap computational cost, at most the 15% (the 5% for the larger problem sizes) of the whole solution time.
The Preconditioned Conjugate Gradient method for the solution of the KKT system
A different approach for solving the inner system arising at each step of an IP scheme uses a Preconditioned Conjugate Gradient (PCG) method, as suggested in [16] (see also [9] , [8] , [17] , [2] , [6] ). As in the previous section, we propose to solve the condensed form of the system (7) instead of the reduced form (6), but, unlike as it arises for the Hestenes' multipliers scheme, in this case we can avoid to explicitly compute the matrix
Indeed, at any step of the PCG scheme, the matrix A is required only in the matrix-vector product t = M p, where
The product M p can be executed by sparse matrix-vector products only, using a temporary arrayt to store the partial results:
As preconditioner in the PCG scheme, we can consider the indefinite preconditioner in [16] :
where we assume thatĀ is a positive diagonal approximation of A. For sake of completeness, we report the main theoretical results about the preconditioner (10)(for further details and proofs of the following theorems, see [16] ). 
where k is the spectral condition number of
In the implementation of the PCG scheme, we can choose the diagonal matrix A = diag(ā ii ) as follows
At any step of the PCG scheme, we have to compute the solution of the system
We can determine the solution of this system in two different ways that produce a very different performance, especially for large scale problems.
In the first case (IP-PCG1), at the beginning of the PCG method we compute the symmetric positive definite matrix T = B TĀ−1 B and its Cholesky factorization T = L neq L T neq ; then, computingM −1 by means of (10), the solution of (13) can be determined by the following procedure
where t 2 is an neq-vector used to store the partial products.
As in the implementation of Hestenes' method, a preprocess routine can build a data structure that stores the information needed to compute the nonzero contribution to each nonzero scalar product. The preprocess routine can also determine the minimum degree reordering of the matrix T and its symbolic Cholesky factor. For these last tasks and for computing the elements of L neq , we can use the package of Ng and Peyton. With this approach, the preprocess phase is generally less expensive than that of the IP method combined with the Hestenes' multipliers scheme, even for NLP problems with equality and box constraints. Indeed, we have to compute the entries of the matrix T and to solve systems with T as coefficient matrix, whose size is neq instead of the size n of the matrix A + χBB T , where neq < n. Also in this case, the time to determine the data structure for the indices of the nonzero entries of T is the 99% of the whole preprocess time. Now, we discuss the other way to implement the PCG algorithm that avoids the computation of the matrix-matrix product B TĀ−1 B. We call this second version of the PCG algorithm IP-PCG2. We observe that the matrixM can be factorized in a Cholesky-like form
where L n+neq is a lower triangular matrix with diagonal entries equal to one and D is a nonsingular diagonal matrix. In order to reduce the fill-ins in the lower triangular factor, we can perform a minimum degree reordering of the matrix M . But, it is not assured that the symmetrically permuted matrix PM P T can be factorized in the Cholesky-like form. Nevertheless, we can obtain a factorization in the form (14) if we use for the matrixM the regularization technique described in [1] ; in other words, instead of using the preconditionerM , we compute the factorization of
where R 1 and R 2 are non negative diagonal matrices such that PM P T admits a factorization of the form (14) . The computation of R 1 and R 2 can be obtained during the factorization procedure. If a pivot d i is too small
where is the machine precision. The dynamic computation of the elements of R 1 and R 2 reduces the perturbation to a minimum. This approach is used in [2] for linear and quadratic programming problems with equality and box constraints. The Cholesky-like factorization ofM can be obtained by a modification of the Ng and Peyton package. In particular, we modify the subroutine PCHOL so that we compute L n+neq DL T n+neq with diagonal elements of L n+neq equal to 1. Consequently, it is necessary to construct suitable subroutines (MMPYM and SMXPYM) to update the blocks of the factor L n+neq , and to modify the subroutine BLKSVT for the computation of the solution of the system
The routines for performing the minimum degree reordering, for determining the supernodes and for the computation of the symbolic factor are unchanged. Consequently, the effectiveness of the package of Ng and Peyton due to a suitable use of the cache memory is maintained. This new package, called BLKFCLT, is downloadable from dm.unife.it/blkfclt.
Numerical Results
In order to evaluate the effectiveness of the Hestenes' multipliers scheme and the two versions of the PCG method, a Fortran 90 code, implementing the IP method described in [3] with different inner solvers, has been carried out on HP zx6000 workstation with Itanium2 processor 1.3 GHz and 2 Gb of RAM. The code has been compiled with a +O3 optimization option of the Fortran HP compiler. In this code, the hessian matrix Q of the lagrangian function and the jacobian matrices B T and C T of the equality and inequality constraints are stored in a column compressed format ( [23] ).
The Newton IP method stops when
or when (see [26] )
where "gap" is the difference between the primal function f (x) and the dual function
The inner solvers stop if the residual of the system (7) at the k-th iteration is such that
or if a maximum number is reached; for the Hestenes' multipliers scheme, the maximum number is fixed equal to 15, while for the PCG method, it is equal to the size of the system n + neq; for the value of δ k see [3] . Numerical experiments have been carried out using the code on a set of semielliptic control problems described in [19] , [20] and [21] . These problems by a suitable finite-difference discretization can be transcribed into large scale finitedimensional NLP problems, where the objective function often is a quadratic form, the elliptic state equation and the Dirichlet and/or Neumann boundary conditions become equality constraints and the control and state constraints are simple box constraints. Then, in all test-problems, the matrix CS −1 Λ 2 C T is a simple diagonal matrix whose computation is inexpensive for any inner solver. In Table 2 , we report the references of the considered test-problems. The 'B' symbol in 'TPB*-N' indicates that the problem has a boundary control, while the distributed ones are indicated with the letter 'D'. The number of variables n and the number of the equality constraints neq depend on a parameter N which represents the number of the mesh points for each dimension of the square domain of the control problem. The suffix in the name of the test-problems is the value of N . In Tables 3 and 4 , for each test-problems, we report the values of n, neq, the number of lower (nl) and upper (nu) bounds and the number of nonzero entries nnzq and nnzb of Q and B respectively. Then, in Table 5 we have:
• for the Hestenes' scheme (IP-Hestenes) the number nnzhes of the nonzero entries of the lower triangular part of A + χBB T and the number Lhes of the nonzero entries of its Cholesky factor;
• for the first version of the PCG method (IP-PCG1) the number nnzpcg1 of the nonzero entries of the lower triangular part of B TĀ−1 B and the number Lpcg1 of the nonzero entries of its Cholesky factor;
• for the second version of the PCG method (IP-PCG2) the number nnzpcg2 of the nonzero entries of the lower triangular part ofM and the number Lpcg2 of the nonzero entries of D and of the strictly lower part of the Cholesky-like factor L n+neq .
We observe that, in IP-Hestenes, because of the structure of B, the matrixmatrix product BB T does not give rise to an excessive number of nonzero entries and the matrix A + χBB T is very sparse with a density at most equal to 0.1%. Furthermore the ratio of the nonzero entries in the Cholesky factor and in the lower part of the matrix A + χBB T is at most equal to 15.3. The same considerations hold in IP-PCG1 for the matrix-matrix product B TĀ−1 B and its Cholesky factor. Furthermore, the nonzero entries of B TĀ−1 B and of its Cholesky factor are less than those of A + χBB T and of its Cholesky factor respectively. For the case IP-PCG2, the number of nonzero elements of the matrix D and of the Cholesky-like factor L n+neq are not significantly different from those of the Cholesky factor ofM for IP-PCG1. In Tables 6, 7 , 8, 9, 10 we report the results of the Newton IP method when we use as inner solvers the Hestenes multipliers' scheme (IP-Hestenes), the first version (IP-PCG1) and the second version (IP-PCG2) of the PCG method. In this table, it represents the number of outer iterations of Newton IP method. The total number of inner iterations of the inner solver is reported in brackets. For IP-Hestenes and IP-PCG1, the execution time, expressed in seconds, is subdivided into two parts, the preprocess time and the time for computing the solution (solution time). We recall that the preprocess routine performs the computation of the data structure employed at each iteration for the matrixmatrix product and the symbolic factorization of the matrix. The 99% of the preprocess time is spent in building the data structure for the matrix-matrix product. The results obtained show the effectiveness of the second version of the PCG solver (IP-PCG2), above all for very large-dimensional and sparse NLP problems. The code is efficient from the point of view of the memory usage and of the execution time. In the case of IP-Hestenes and of IP-PCG1, the more expensive computational task is the preprocess phase, which is dependent on the strategy used to perform the matrix-matrix products and on the size of the resulting matrices. Then, even if the IP-PCG2 code could perform more inner iterations than the IP-PCG1 version, the number of outer iterations is about equal in the two version of the IP method. Consequently the absence of the preprocess phase in the IP-PCG2 makes this method more efficient. In some problems, when the meshsize is large, the number of outer iterations of the IP-Hestenes is large. A possible reason of this behaviour could be the ill conditioning of the matrix A + χBB t . Indeed, at some iterations, the Hestenes inner solver cannot reach the required tolerance. In these cases, the inner iterations are anyway stopped after 15 steps, but the solution misses to satisfy the required tolerance (we observed that the residual is about 10 times grater). Obviously, in these situations, (TPB1,7,10, TPD3,6 for example) the direction provided by the Hestenes inner solver is not a "good" direction, and the algorithm "corrects" this mistake by performing more outer iterations. Otherwise, we have a failure of the algorithm (see TPD1,2). In other cases (TPB8 for example), the situation is different, the Hestenes solver provides the solution satisfying the required tolerance but the number of outer iterations is grater than for the IP-PCG1 and IP-PCG2, and the previous explanation does not hold. In the Table 11 we report some results, obtained by professor H. Mittelmann at the Arizona State University [18] , of a comparison, in terms of execution time (in seconds) of the IP-PCG2 method with the version 3.1 of KNITRO-D (direct inner solver) and of KNITRO-I (iterative inner solver) [5] for solving the test problem TPB1. The numerical experiments have been carried out on a 3.2MHz Pentium 4 and the tolerance for KNITRO solvers has been set to 10 −9 , in order to obtain the same precision on the final value of the objective function. Indeed, with these settings, the minimum computed by KNITRO coincides with the resulting value of IP-PCG2 on 8 significant figures, while with a tolerance of 10 −8 , the value produced by KNITRO is greater than the resulting value of IP-PCG2. Table 11 shows that the better performances in terms of time are given by IP-PCG2 and for N = 499 KNITRO does not get the solution.
Conclusions
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