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Abstract
Joint distribution matching (JDM) problem, which aims
to learn bidirectional mappings to match joint distributions
of two domains, occurs in many machine learning and com-
puter vision applications. This problem, however, is very
difficult due to two critical challenges: (i) it is often difficult
to exploit sufficient information from the joint distribution to
conduct the matching; (ii) this problem is hard to formulate
and optimize. In this paper, relying on optimal transport
theory, we propose to address JDM problem by minimizing
the Wasserstein distance of the joint distributions in two do-
mains. However, the resultant optimization problem is still
intractable. We then propose an important theorem to reduce
the intractable problem into a simple optimization problem,
and develop a novel method (called Joint Wasserstein Dis-
tribution Matching (JWDM)) to solve it. In the experiments,
we apply our method to unsupervised image translation and
cross-domain video synthesis. Both qualitative and quantita-
tive comparisons demonstrate the superior performance of
our method over several state-of-the-arts.
1. Introduction
Joint distribution matching (JDM) seeks to learn the bidi-
rectional mappings to match the joint distributions of un-
paired data in two different domains. Note that this problem
has many applications in computer vision, such as image
translation [39, 22] and video synthesis [3, 33]. Compared
to the learning of marginal distribution in each individual
domain, learning the joint distribution of two domains is
more difficult and has the following two challenges.
The first key challenge, from a probabilistic modeling per-
spective, is how to exploit the joint distribution of unpaired
data by learning the bidirectional mappings between two dif-
∗Equal contributions.
†Corresponding author
ferent domains. In the unsupervised learning setting, there
are two sets of samples drawn separately from two marginal
distributions in two domains. Based on the coupling theory
[21], there exist an infinite set of joint distributions given two
marginal distributions, and thus infinite bidirectional map-
pings between two different domains may exist. Therefore,
directly learning the joint distribution without additional
information between the marginal distributions is a highly
ill-posed problem. Recently, many studies [39, 36, 16] have
been proposed to learn the mappings in two domains sepa-
rately, which cannot learn cross-domain correlations. There-
fore, how to exploit sufficient information from the joint
distribution still remains an open question.
The second critical challenge is how to formulate and
optimize the joint distribution matching problem. Most ex-
isting methods [19, 26] do not directly measure the distance
between joint distributions, which may result in the distri-
bution mismatching issue. To address this, one can directly
apply some statistics divergence, e.g., Wasserstein distance,
to measure the divergence of joint distributions. However,
the optimization may result in intractable computational cost
and statistical difficulties [8]. Therefore, it is important to de-
sign a new objective function and an effective optimization
method for the joint distribution matching problem.
In this paper, we propose a Joint Wasserstein Distribution
Matching (JWDM) method. Specifically, for the first chal-
lenge, we use the optimal transport theory to exploit geome-
try information and correlations between different domains.
For the second challenge, we apply Wasserstein distance to
measure the divergence between joint distributions in two
domains, and optimize it based on an equivalence theorem.
The contributions are summarized as follows:
• Relying on optimal transport theory, we propose a novel
JWDM to solve the joint distribution matching problem.
The proposed method is able to exploit sufficient informa-
tion for JDM by learning correlations between domains
instead of learning from individual domain.
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• We derive an important theorem so that the intractable
primal problem of minimizing Wasserstein distance be-
tween joint distributions can be readily reduced to a simple
optimization problem (see Theorem 1).
• We apply JWDM to unsupervised image translation and
cross-domain video synthesis. JWDM obtains highly qual-
itative images and visually smooth videos in two domains.
Experiments on real-world datasets show the superiority
of the proposed method over several state-of-the-arts.
2. Related Work
Image-to-image translation. Recently, Generative ad-
versarial networks (GAN) [10, 4, 29, 5, 11], Variational
Auto-Encoders (VAE) [18] and Wasserstein Auto-Encoders
(WAE) [31] have emerged as popular techniques for the
image-to-image translation problem. Pix2pix [13] proposes
a unified framework which has been extended to generate
high-resolution images [34]. Besides, recent studies also
attempt to tackle the image-to-image problem on the un-
supervised setting. CycleGAN [39], DiscoGAN [16] and
DualGAN [36] minimize the adversarial loss and the cycle-
consistent loss in two domains separately, where the cycle-
consistent constraint helps to learn cross-domain mappings.
SCANs [20] also adopts this constraint and proposes to use
multi-stage translation to enable higher resolution image-to-
image translation.
To tackle the large shape deformation difficulty, Gokaslan
et al. [9] designs a discriminator with dilated convolutions.
More recently, HarmonicGAN [37] introduces a smoothness
term to enforce consistent mappings during the translation.
Besides, Alami et al. [1] introduces unsupervised attention
mechanisms to improve the translation quality. Unfortu-
nately, these works minimize the distribution divergence
of images in two domains separately, which may induce a
joint distribution mismatching issue. Other methods focus
on learning joint distributions. CoGAN [23] learns a joint
distribution by enforcing a weight-sharing constraint. How-
ever, it uses noise variable as input thus can not control the
outputs, which limits it’s effect of applications. Moreover,
UNIT [22] builds upon CoGAN by using a shared-latent
space assumption and the same weight-sharing constraint.
Video synthesis. In this paper, we further consider cross-
domain video synthesis problem. Since existing image-
to-image methods [39, 16, 36] cannot be directly used in
the video-to-video synthesis problem, we combine some
video frame interpolation methods [38, 14, 25, 24] to syn-
thesize video. Note that one may directly apply existing
UNIT [22] technique to do cross-domain video synthesis,
which, however, may result in significantly incoherent videos
with low visual quality. Recently, a video-to-video transla-
tion method [3] translates videos from one domain to another
domain, but it cannot conduct video frame interpolation.
Moreover, Vid2vid[33] proposes a video-to-video synthesis
method, but it cannot work for the unsupervised setting.
3. Problem Definition
Notations. We use calligraphic letters (e.g., X ) to denote the
space, capital letters (e.g., X) to denote random variables,
and bold lower case letter (e.g., x) to be their corresponding
values. We denote probability distributions with capital
letters (i.e., P (X)) and the corresponding densities with bold
lower case letters (i.e., p(x)). Let (X , PX) be the domain,
PX be the marginal distribution over X , and P(X ) be the
set of all the probability measures over X .
Wasserstein distance. Recently, optimal transport [32] has
many applications [2, 35]. Based on optimal transport theory,
we provide the definition of Wasserstein distance and then
develop our proposed method. Given the distributions PX
and PG, where PG is generated by a generative model G,
the Monge-Kantorovich problem is to find a transport plan
(i.e., a joint distribution) P∈P(PX , PG) such that
W(PX , PG)= inf
P∈P(X∼PX ,X′∼PG)
EP [c(X,X ′)] , (1)
where c(·, ·) is a cost function and P(X∼PX , X ′∼PG) is a
set of all joint distributions with the marginals PX and PG,
respectively. In next section, we use Wasserstein distance to
measure the distribution divergence and develop our method.
In this paper, we focus on the joint distribution match-
ing problem which has broad applications like unsupervised
image translation [39, 22] and cross-domain video synthe-
sis [33, 3]. For convenience, we first give a formal definition
of joint distribution and the problem setting as follows.
Joint distribution matching problem. Let (X , PX) and
(Y, PY ) be two domains, where PX and PY are the marginal
distributions over X and Y , respectively. In this paper, we
seek to learn two cross-domain mappings f : X → Y and
g : Y → X to construct two joint distributions defined as:
PA(X,Y ′) and PB(X ′, Y ), (2)
where Y ′=f(X) and X ′=g(Y ). In this paper, our goal is to
match the joint distributions PA and PB as follows.
Joint distribution matching problem. Relying on optimal
transport theory, we employ Wasserstein distance (1) to mea-
sure the distance between joint distributions PA and PB,
namelyW(PA, PB). To match these two joint distributions,
we seek to learn the cross-domain mappings f and g by
minimizing the following Wasserstein distance, i.e.,
Wc(PA, PB)= min
P∈P(PA,PB)
EP [c(X,Y ′;X ′, Y )], (3)
where P(PA, PB) is the set of couplings composed of all
joint distributions, and c is any measurable cost function. In
the following, we propose to show how to solve Problem (3).
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Figure 1. General training and testing scheme of Joint Wasserstein Distribution Matching for unsupervised image translation and cross-
domain video synthesis. Training scheme: given real data X and Y , we learn cross-domain mappings (i.e., G2 ◦ E1 and G1 ◦ E2) to
generate samples Y ′ and X ′ such that the generated distributions can be close to real distribution. Moreover, latent distributions generated
by Auto-Encoder (i.e., G1 ◦ E1 and G2 ◦ E2) should be close to each other. Testing scheme: given two video frames (i.e., xbegin and
xend) in the source domain, we extract their embeddings zbegin and zend, then we synthesize two videos in two domains by mapping linear
interpolations to the corresponding frames. More details for these two tasks can be found in Subsection 4.1.
4. Joint Wasserstein Distribution Matching
In practice, directly optimizing Problem (3) would face
two challenges. First, directly optimizing Problem (3)
would incur intractable computational cost [8]. Second, how
to choose an appropriate cost function is very difficult. To
address these, we seek to reduce Problem (3) into a simpler
optimization problem using the following theorem.
Theorem 1 (Problem equivalence) Given two determinis-
tic models PG1(X
′|Z) and PG2(Y ′|Z) as Dirac measures,
i.e., PG1(X
′|Z=z)=δG1(z) and PG2(Y ′|Z=z)=δG2(z) for
all z∈Z , we can rewrite Problem (3) as follows:
Wc(PA, PB)= inf
Q∈Q1
EPXEQ(Z1|X)[c1(X,G1(Z1))] (4)
+ inf
Q∈Q2
EPY EQ(Z2|Y )[c2(G2(Z2), Y )],
where we define Q1={Q(Z1|X)| Q∈Q˜, PY=QY } and
Q2={Q(Z2|Y )| Q∈Q˜, PX=QX} as the sets of all prob-
abilistic encoders, respectively, where Q satisfies the set
Q˜={Q|PZ1=QZ1 , PZ2=QZ2}.
Proof See supplementary materials for the proof. 
Optimization problem. Based on Theorem 1, we are able
to optimize Wasserstein distance by optimizing the recon-
struction losses of two auto-encoders when the generated
joint distributions can match real joint distributions. Specifi-
cally, letRx(F ) andRy(F ) be the reconstruction losses of
two auto-encoders (G1◦E1 and G2◦E2), respectively, and
let the models be F={E1,E2,G1,G2}, we optimize Problem
(4) as follows:
min
F
Wc(PA,PB) = Rx(F ) +Ry(F ),
s.t. PX = QX , PY = QY , PZ = QZ ,
(5)
where PX , PY and PZ are real distributions, and QX , QY
and QZ are generated distributions. By minimizing Problem
(5), the two reconstruction losses Rx(F ) and Ry(F ) will
be minimized, meanwhile the generated distributions can
match real distributions. The details of objective function
and optimization are given below.
Algorithm 1 Training details of JWDM.
Input: Training data: {xi}Mi=1 and {yj}Nj=1.
Output: Encoders E1, E2, decoders G1, G2 and discrimi-
nators Dx, Dy, Dz .
Initialize: Models: E1, E2, G1, G2, Dx, Dy, Dz .
repeat
Update Dx, Dy, Dz by ascending:
λxd(PX , QX) + λyd(PY , QY ) + λzd(PZ , QZ)
Update E1, E2, G1, G2 by descending Loss (6)
until models converged
Objective function. With the help of Theorem 1, intractable
Problem (3) can be turned into a simple optimization prob-
lem. To optimize Problem (5), we propose to enforce the
constraints (i.e., PX=QX , PY=QY , PZ=QZ) by introduc-
ing distribution divergences to measure the distance between
generated and real distribution. Specifically, given two Auto-
Encoders G1◦E1 and G2◦E2, and let F={E1,E2,G1,G2},
we can instead optimize the following problem for joint
distribution matching problem:
min
F
Wc(PA,PB) = Rx(F ) +Ry(F ) (6)
+λxd(PX , QX)+λyd(PY , QY )+λzd(PZ , QZ),
where d(·, ·) is arbitrary distribution divergence between two
distributions, and λx, λy and λz are hyper-parameters. Note
that the proposed objective function involves two kinds of
functions, namely the reconstruction loss (i.e.,Rx andRy)
and distribution divergence (i.e., d(PX , QX), d(PY , QY )
and d(PZ , QZ)). We depict each of them as follows.
(i) Reconstruction loss. To optimize Problem (6), the re-
construction loss should be small, it means that the recon-
struction of any input should be close to the input for the
source and the target domain. As shown in Figure 1, the
reconstruction of x in the source domain can be derived
from Auto-Encoder (i.e., G1(E1(x))) and cycle mapping
(i.e., G1(E2(G2(E1(x))))). Similarly, the reconstruction in
the target domain can be learned in the same way. Taking the
source domain as an example, given an input x, we minimize
the following reconstruction loss
Rx(F ) =Eˆx∼PX [‖x−G1(E1(x))‖1
+ ‖x−G1(E2(G2(E1(x))))‖1] ,
(7)
where Eˆ[·] is the empirical expectation. Note that the first
term is the Auto-Encoders reconstruction loss and the second
term is the cycle consistency loss [39, 22]. For the target
domain, the lossRy(F ) can be constructed similarly.
(ii) Distribution divergence. From Theorem 1, the con-
straints enforce that the generated distributions should be
Algorithm 2 Inference for cross-domain video synthesis.
Input: Testing data in the source domain: {xbegin,xend},
the number of interpolation frames n.
Step 1: Video frame interpolation
zbegin = E1(xbegin), zend = E1(xend)
zmid = ρzbegin+(1−ρ)zend, ρ∈( 1n , ..., n−1n )
xmid = G1(zmid)
Synthesized video: {xbegin, {xmid}nmid=1,xend}
Step 2: Video translation
ybegin=G2(zbegin),ymid=G2(zmid),yend=G2(zend),
Synthesized video: {ybegin, {ymid}nmid,yend}
equal to the real distributions in the source and target do-
main. Moreover, the latent distributions generated by two
Auto-Encoders (i.e., G1 ◦E1 and G2 ◦E2) should be close
to the prior distribution. Therefore, there are three distribu-
tion divergence for the optimization, As shown in Figure 1.
Note that they are not limited to some specific distribution
divergence, e.g., Adversarial loss (such as original GAN and
WGAN [2]) and Maximum Mean Discrepancy (MMD), etc.
In this paper, we use original GAN to measure the divergence
between real and generated distribution. Taking d(PX , QX)
as an example, we minimize the following loss function,
d(PX , QX) = max
Dx
[
Eˆx∼PX [logDx(x)]
+ Eˆx˜∼QX [log(1−Dx(x˜))]
]
,
(8)
where x denotes a sample drawn from real distribution PX ,
x˜ denotes a sample drawn from generated distribution QX ,
andDx is a discriminator w.r.t. the source domain. Similarly,
the losses d(PY , QY ) and d(PZ , QZ) can be constructed in
the same way. 1
4.1. Connection to Applications
JWDM can be applied to unsupervised image translation
and cross-domain video synthesis problems.
(i) Unsupervised image translation. As shown in Figure 1,
we can apply JWDM to solve unsupervised image translation
problem. Specifically, given real data x and y in the source
and target domain, respectively, we learn cross-domain map-
pings (i.e., G2 ◦E1 and G1 ◦E2) to generate samples y′ and
x′. By minimizing the distribution divergenceWc(PA, PB),
we learn cross-domain mappings
y′ = G2 ◦ E1(x) and x′ = G1 ◦ E2(y), (9)
whereE1 andE2 are Encoders, andG1 andG2 are Decoders.
The detailed training method is shown in Algorithm 1.
1Please find more details in supplementary materials.
(ii) Cross-domain video synthesis. JWDM can be applied
to conduct cross-domain video synthesis, which seeks to
produce two videos in two different domains by performing
linear interpolation based video synthesis [14]. Specifically,
given two input video frames xbegin and xend in the source
domain, we perform a linear interpolation between two em-
beddings extracted from xbegin and xend. Then the interpo-
lated latent representations are decoded to the corresponding
frames in the source and target domains (see Figure 1 and
Algorithm 2). The interpolated frames in two domains are
xmid=G1 (zmid) , ymid=G2 (zmid) , (10)
where zmid=ρE1(xbegin)+(1−ρ)E1(xend), ρ ∈ (0, 1), xmid
denotes the interpolated frame in the source domain and ymid
denotes the translated frame in the target domain.
5. Experiments
In this section, we first apply our proposed method on un-
supervised image translation to evaluate the performance of
joint distribution matching. Then, we further apply JWDM
on cross-domain video synthesis to evaluate the interpolation
performance on latent space.
Implementation details. Adapted from CycleGAN [39],
the Auto-Encoders (i.e. G1◦E1 and G2◦E2) of JWDM are
composed of two convolutional layers with the stride size of
two for downsampling, six residual blocks, and two trans-
posed convolutional layers with the stride size of two for
upsampling. We leverage PatchGANs [13] for the discrim-
inator network. 2 We follow the experimental settings in
CycleGAN. For the optimization, we use Adam solver [17]
with a mini-batch size of 1 to train the models, and use a
learning rate of 0.0002 for the first 100 epochs and gradually
decrease it to zero for the next 100 epochs. Following [39],
we set λx=λy=0.1 in Eqn. (6). By default, we set λz=0.1
in our experiments (see more details in Subsection 5.3).
Datasets. We conduct experiments on two widely used
benchmark datasets, i.e., Cityscapes [7] and SYNTHIA [27].
• Cityscapes [7] contains 2048×1024 street scene video
of several German cities and a portion of ground truth
semantic segmentation in the video. In the experiment,
we perform scene ↔ segmentation translation in the
unsupervised setting.
• SYNTHIA [27] contains many synthetic videos in dif-
ferent scenes and seasons (i.e., spring, summer, fall
and winter). In the experiment, we perform season
translation from winter to the other three seasons.
2See supplementary materials for more details of network architectures.
Evaluation metrics. For quantitative comparisons, we
adopt Inception Score (IS), Fre´chet Inception Distance (FID)
and video variant of FID (FID4Video) to evaluate the gener-
ated samples.
• Inception Score (IS) [28] is a widely used metric for
generative models. By using the class predition infor-
mation of Inception-V3 [30], IS can be used to evaluate
the quality and diversity of the generated samples.
• Fre´chet Inception Distance (FID) [12] is another
widely used metric for generative models. FID can
evaluate the quality of the generated images because it
captures the similarity of the generated samples to real
ones and correlates well with human judgements.
• Video variant of FID (FID4Video) [33] evaluates both
visual quality and temporal consistency of synthesized
videos. Specifically, we use a pre-trained video recog-
nition CNN (i.e. I3D [6]) as a feature extractor. Then,
we use CNN to extract a spatio-temporal feature map
for each video. Last, we calculate FID4Video using the
formulation in [33].
In general, the higher IS means the better quality of translated
images or videos. For both FID and FID4Video, the lower
score means the better quality of translated images or videos.
5.1. Results on Unsupervised Image Translation
In this section, we compare the performance of the pro-
posed JWDM with the following baseline methods on unsu-
pervised image translation.
• CoGAN [23] conducts image translation by finding a
latent representation that generates images in the source
domain and then rendering this latent representation
into the target domain.
• CycleGAN [39] uses an adversarial loss and a cycle-
consistent loss to learn a cross-domain mapping for
unsupervised image-to-image translation.
• UNIT [22] learns the joint distribution of images in
different domains. It is trained with the images from
the marginal distributions in the individual domain.
• AGGAN [1] introduces unsupervised attention mech-
anisms that are jointly trained with the generators and
discriminators to improve the translation quality.
Comparisons with state-of-the-art methods. We con-
duct experiments on five image translation tasks on
Cityscapes and SYNTHIA, such as scene2segmentation, seg-
mentation2scene, winter2spring, winter2summer and win-
ter2fall. Quantitative and visual results are shown in Table 1
and Figure 2, respectively.
UNITCycleGANCoGANInput AGGAN
seg2scene
scene2seg
winter2spring
winter2summer
winter2fall
Tasks Ours
Figure 2. Comparisons with different methods for unsupervised image-to-image translation on Cityscape and SYNTHIA.
Table 1. IS and FID scores of different methods for unsupervised image-to-image translation on Cityscape and SYNTHIA.
method scene2segmentation segmentation2scene winter2spring winter2summer winter2fallIS FID IS FID IS FID IS FID IS FID
CoGAN [23] 1.76 230.47 1.41 334.61 2.13 314.63 2.05 372.82 2.28 300.47
CycleGAN [39] 1.83 87.69 1.70 124.49 2.23 115.43 2.32 120.21 2.30 100.30
UNIT [22] 2.01 65.89 1.66 89.79 2.55 88.26 2.41 89.92 2.46 85.26
AGGAN [1] 1.90 126.27 1.66 115.87 2.12 140.97 2.02 152.02 2.32 124.38
JWDM (ours) 2.42 21.89 1.92 42.13 3.12 82.34 2.86 84.37 2.85 83.26
Quantitative Comparisons. From Table 1, JWDM is able
to learn a good joint distribution and consistently outper-
forms the considered methods on all the image translation
tasks. On the contrary, CoGAN gets the worst results be-
cause it cannot directly translate the input images but sam-
ples latent variables to generate the target images. For Cycle-
GAN and AGGAN, because they cannot exploit the cross-
domain information, the translated images may lose some
information. Besides, UNIT is hard to learn a good joint
distribution so that the results are worse than our JWDM.
Visual Comparisons. From Figure 2. CoGAN translates
images with the worst quality and contains noises. The trans-
lated images of CycleGAN and AGGAN are slightly worse
and lose some information. Besides, the translation result
of UNIT is better than the above three comparison meth-
ods, but its translated image is not sharp enough. Compared
with these methods, JWDM generates more accurate trans-
lated images with sharp structure by exploiting sufficient
cross-domain information. These results demonstrate the
effectiveness of our method in directly learning the joint
distribution between different domains.
5.2. Results on Cross-domain Video Synthesis
In this experiment, we apply our proposed method to
cross-domain video synthesis by performing video frame in-
terpolation and translation in two different domains. Specifi-
cally, we use the first and ninth video frames in the source
domain as input and interpolate the intermediate seven video
frames in two domains simultaneously.
We consider several state-of-the-art baseline methods,
including UNIT [22] with latent space interpolation and
several constructed variants of CycleGAN [39] with different
Figure 3. Comparisons of different methods for scene↔ segmentation translation on Cityscapes. We first synthesize a video of street scene
and then translate it to the segmentation domain (Top), and vice versa for the mapping from segmentation to street scene (Bottom).
Table 2. Comparisons of different methods for cross-domain image-to-video synthesis on Cityscapes and SYNTHIA.
Method scene2segmentation segmentation2scene winter2spring winter2summer winter2fallIS FID FID4Video IS FID FID4Video IS FID FID4Video IS FID FID4Video IS FID FID4Video
DVF-Cycle [24] 1.43 110.59 23.95 1.34 151.27 40.61 2.09 152.44 42.22 2.07 160.69 42.43 2.44 163.13 41.04
DVM-Cycle [14] 1.36 50.51 17.33 1.26 116.62 40.83 1.98 129.80 38.19 1.99 140.86 36.66 2.19 129.02 36.64
AdaConv-Cycle [25] 1.29 33.50 14.96 1.27 99.67 30.24 1.91 117.40 23.83 2.10 126.01 20.62 2.18 110.52 16.77
UNIT [22] 1.66 31.27 10.12 1.89 76.72 29.21 2.14 96.40 23.12 2.13 108.01 24.70 2.30 97.73 20.39
Slomo-Cycle [15] 1.84 27.35 8.71 1.89 59.21 27.87 2.27 93.77 21.53 2.41 96.27 20.19 2.36 94.41 15.65
JWDM (ours) 1.69 22.74 6.80 1.97 43.48 25.87 2.36 88.24 21.37 2.46 77.12 17.99 2.50 87.50 14.14
view synthesis methods. For these constructed baselines, we
first conduct video frame interpolation and then perform
image-to-image translation. All considered baselines are
shown as follows.
• UNIT [22] is an unsupervised image-to-image transla-
tion method. Because of the usage of a shared latent
space, UNIT is able to conduct interpolations on the
latent code of two domains to perform video synthesis.
• DVF-Cycle combines the view synthesis method
DVF [24] with CycleGAN. To be specific, DVF pro-
duces videos by video interpolation in one domain, and
CycleGAN translates the videos from one domain to
another domain.
• DVM-Cycle uses a geometrical view synthesis DVM
[14] for video synthesis, and then uses CycleGAN to
translate the generated video to another domain.
• AdaConv-Cycle combines a state-of-the-art video in-
terpolation method AdaConv [25] with a pre-trained
CycleGAN model. We term it AdaConv-Cycle in the
following experiments.
• Slomo-Cycle applies the video synthesis method Su-
per Slomo [15] to perform video interpolation in the
source domain. Then, we use pre-trained CycleGAN
to translate the synthesized video frames into the target
domain. We term it Slomo-Cycle in this paper.
Quantitative Comparisons. We compare the perfor-
mance on Cityscapes and SYNTHIA and show the results
in Table 2. For IS, our JWDM achieves comparative per-
formance on scene2segmentation task, while achieves the
best performance on other four tasks. Moreover, JWDM
consistently outperforms the baselines in terms of both FID
and FID4Video scores. It means that our method produces
Figure 4. Comparisons of different methods for season translation on SYNTHIA. Top row: the synthesized video in the winter domain.
Rows 2-4: The corresponding translated video in the domains of the other three seasons, i.e., spring, summer and fall.
frames and videos of promising quality by exploiting the
cross-domain correlations. The above observations demon-
strate the superiority of our method over other methods.
Visual Comparisons. We compare the visual results of
different methods on the following three tasks. 3
(i) Visual results on Cityscapes. We first interpolate videos
in the cityscape domain and then translate them to the seg-
mentation domain. In Figure 3, we compare the visual
quality of both the interpolated and the translated images.
From Figure 3 (top), our proposed method is able to produce
sharper cityscape images and yields more accurate results
in the semantic segmentation domain, which significantly
outperforms the baseline methods. Besides, we can drawn
the same conclusions in Figure 3 (bottom).
(ii) Visual results on SYNTHIA. We further evaluate the
performance of our method on SYNTHIA. Specifically, we
synthesize videos among the domains of four seasons shown
in Figure 4. First, our method is able to produce sharper
images when interpolating the missing in-between frames
(see top row of Figure 4). Second, the translated frames in
the spring, summer and fall domains are more photo-realistic
than other baseline methods (see the shape of cars in Figure
3Due to the page limit, more visual results are shown in the supplemen-
tary materials.
4). These results demonstrate the efficacy of our method in
producing visually promising videos in different domains.
(iii) High-frame-rate cross-domain video synthesis. We in-
vestigate the performance of high-frame-rate video synthesis
on Cityscapes. Unlike traditional video synthesis studied in
the previous section, we use two consecutive video frames in
the source domain as input, and interpolate the intermediate
7 frames, i.e., 8× frame rate up-conversion. The synthesized
results are shown in Figure 5. 4
In this experiment, we take segmentation frames as the
source domain and scene frames as the target domain to
perform cross-domain video synthesis. First, we compare
the quality of interpolated images in the source domain (see
bottom row of Figure 5). It is clear that our method is able to
interpolate better frames than most video synthesis methods
trained with the ground-truth intermediate frames. Second,
we also compare the translated frames in the target domain
(see middle row of Figure 5). From Figure 5, our method
is able to generate sharper images in the target domain with
the help of well learned joint distribution. Last, we show
the entire video sequence in the top row of Figure 5. The
proposed JWDM is able to produce smooth video sequence
in two domains simultaneously.
4Due to the page limit, we only show one synthesized frame of the video
for different methods, see supplementary materials for full translated video.
JWDM (ours)UNITFirst Input frame AdaConv-CycleDVM-CycleDVF-Cycle Last input frame
Generated 8x high-frame-rate video sequence by JWDM
SloMo-Cycle
Street scene
Segmentation
(Interpolated)
Figure 5. Comparisons of different methods for high-frame-rate image-to-video synthesis, segmentation2scene. Top: generated 8× high-
frame-rate video sequence by JWDM. Middle: Interpolated frames of different methods in the target domain. Bottom: Interpolated frames
of different methods in the source domain.
Table 3. Influence of λz for the adversarial loss on Z . We compare
the results of winter↔summer in terms of FID and FID4Video.
λz
winter2summer summer2winter
FID FID4Video FID FID4Video
0.01 94.91 20.29 107.65 18.90
0.1 77.12 17.99 89.03 17.36
1 89.07 21.04 102.18 18.63
10 101.07 23.66 108.47 20.50
5.3. Influence of λz for Adversarial Loss on Z
In this section, we evaluate the influences of the trade-off
parameter λz over the adversarial loss on Z in Eqn. (6).
Specifically, we compare FID and FID4Video with different
λz on the winter↔summer image translation task. The value
of λz is selected among [0.01, 0.1, 1, 10]. The quantitative
results are shown in Table 3.
From Table 3, JWDM achieves the best performance
when setting λz to 0.1. When increasing the value of λz to
1 and 10, the performance degrades gradually. The same
phenomenon happens when decreasing λz to 0.01. This
means that when setting λz = 0.1, we can achieve better
trade-off between the optimization over latent space and data
space, and thus obtain better performance.
6. Conclusion
In this paper, we have proposed a novel joint Wasserstein
Distribution Matching (JWDM) method to match joint dis-
tributions in different domains. Relying on optimal transport
theory, JWDM is able to exploit cross-domain correlations to
improve the performance. Instead of directly optimizing the
primal problem of Wasserstein distance between joint distri-
butions, we derive an important theorem to solve a simple
optimization problem. Extensive experiments on unsuper-
vised image translation and cross-domain video synthesis
demonstrate the superiority of the proposed method.
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Supplementary Materials for “Joint Wasserstein Distribution Matching”
1. Proof of Theorem 1
Proof We denote by P(X∼PX , X ′∼PG1) and P(Y∼PY , Y ′∼PG2) the set of all joint distributions of (X,X ′) and
(Y, Y ′) with marginals PX , PG1 and PY , PG2 , respectively, and denote by P(PA, PB) the set of all joint distribution of PA
and PB. Recall the definition of Wasserstein distanceWc(PA, PB), we have
Wc(PA, PB) = inf
pi∈P(PA,PB)
E(X,Y ′;X′,Y )∼pi[c(X,Y ′;X ′, Y )] (11)
= inf
pi∈P(PA,PB)
E(X,Y ′;X′,Y )∼pi[c1(X,X ′)] + inf
pi∈P(PA,PB)
E(X,Y ′;X′,Y )∼pi[c2(Y ′, Y )]
= inf
P∈PX,X′
E(X,X′)∼P [c1(X,X ′)] + inf
P∈PY,Y ′
E(Y ′,Y )∼P [c2(Y ′, Y )] (12)
= inf
P∈P(PX ,PG1 )
E(X,X′)∼P [c1(X,X ′)] + inf
P∈P(PY ,PG2 )
E(Y ′,Y )∼P [c2(Y ′, Y )] (13)
=Wc1(PX , PG1) +Wc2(PG2 , PY ).
Line (11) holds by the definition ofWc(PA, PB). Line (12) uses the fact that the variable pair (X,X ′) is independent of
the variable pair (Y, Y ′), and PX,X′ and PY,Y ′ are the marginals on (X,X ′) and Y, Y ′ induced by joint distributions in
PX,Y ′,X′,Y . In Line (13), if PG1(X ′|Z) and PG2(Y ′|Z) are Dirac measures (i.e., X ′=G1(Z) and Y ′=G2(Z)), we have
PX,X′=P(PX , PG1), PY,Y ′=P(PY , PG2).
We consider certain sets of joint probability distributions PX,X′,Z1 and PY,Y ′,Z2 of three random variables (X,X ′, Z1) ∈
X×X×Z and (Y ′, Y, Z2) ∈ Y×Y×Z , respectively. We denote by P(X∼PX , Z1∼PZ1) and P(Y∼PY , Z2∼PZ2) the set
of all joint distributions of (X,Z1) and (Y,Z2) with marginals PX , PZ1 and PY , PZ2 , respectively. The set of all joint
distributions PX,X′,Z1 such that X∼PX , (X ′, Z1)∼PG1,Z1 and (X ′⊥X)|Z1, and likewise for PY,Y ′,Z2 . We denote by
PX,X′ and PX,Z1 the sets of marginals on (X,X ′) and (X,Z1) induced by distributions in PX,X′,Z1 , respectively, and
likewise for PY,Y ′ and PY,Z2 . For the further analyses, we have
Wc1(PX , PG1) +Wc2(PY , PG2)
= inf
P∈PX,X′,Z1
E(X,X′,Z1)∼P [c1(X,X
′)]+ inf
P∈PY ′,Y,Z2
E(Y ′,Y,Z2)∼P [c2(Y
′, Y )] (14)
= inf
P∈PX,X′,Z1
EPZ1EX∼P (X|Z1)EX′∼P (X′|Z1)[c1(X,X
′)] (15)
+ inf
P∈PY ′,Y,Z2
EPZ2EY∼P (Y |Z2)EY ′∼P (Y ′|Z2)[c2(Y
′, Y )]
= inf
P∈PX,X′,Z1
EPZ1EX∼P (X|Z1)[c1(X,G1(Z1))]+ infP∈PY ′,Y,Z2
EPZ2EY∼P (Y |Z2)[c2(G2(Z2), Y )]
= inf
P∈PX,Z1
E(X,Z1)∼P [c1(X,G1(Z1))]+ inf
P∈PY,Z2
E(Y,Z2)∼P [c2(G2(Z2), Y )] (16)
= inf
P∈P(X,Z1)
E(X,Z1)∼P [c1(X,G1(Z1))]+ inf
P∈P(Y,Z2)
E(Y,Z2)∼P [c2(G2(Z2), Y )] (17)
= inf
Q∈Q1
EPXEQ(Z1|X)[c1(X,G1(Z1))]+ inf
Q∈Q2
EPY EQ(Z2|Y )[c2(G2(Z2), Y )], (18)
where Q1={Q(Z1|X)|QZ1=PZ=QZ2 , PY=QY } and Q2={Q(Z2|Y )|QZ1=PZ=QZ2 , PX=QX} are the set of all proba-
bilistic encoders, where QZ1 and QZ2 are the marginal distributions of Z1∼Q(Z1|X) and Z2∼Q(Z2|Y ), where X∼PX and
Y∼PY , respectively.
Line (14) uses the tower rule of expectation and Line (15) holds by the conditional independence property of PX,X′,Z .
In line (16), we take the expectation w.r.t. X ′ and Y ′, respectively, and use the total probability. Line (17) follows the
fact that PX,Z1=P(X∼PX , Z1∼PZ1) and PY,Z2=P(Y∼PY , Z2∼PZ2) since P(PX , PG1),PX,X′,Z1 and PX,Y depend on
the choice of conditional distributions PG1(X
′|Z1), while PX,Z1 does not, and likewise for distributions w.r.t. Y and G2.
In line (18), the generative model Q(Z1|X) can be derived from two cases where Z1 can be sampled from E1(X) and
E2(G2(E1(X))) when QZ1=QZ2 and PY=QY , and likewise for the generative model Q(Z2|Y ). 
2. Optimization Details
In this section, we discuss some details of optimization for distribution divergence. In the training, we use original GAN to
measure the divergence d(PX , QX), d(PY , QY ) and d(PZ , QZ), respectively.
For d(PX , QX), we optimize the following minimax problem:
min
F
max
Dx
[
Eˆx∼PX [logDx(x)] + Eˆx˜∼QX [log(1−Dx(x˜))]
]
(19)
=min
F
max
Dx
[
Eˆx∼PX [logDx(x)] + λEˆx∼PX [log(1−Dx(G1(E2(G2(E1(x)))))))] + (1−λ)Eˆy∼PY (1−Dx(G1(E2(y))))
]
,
where Dx is a discriminator w.r.t. X , and λ ∈ (0, 1).
For d(PY , QY ), we optimize the following minimax problem:
min
F
max
Dy
[
Eˆy∼PY [logDy(y)] + Eˆy˜∼QY [log(1−Dy(y˜))]
]
(20)
=min
F
max
Dy
[
Eˆy∼PY [logDy(y)] + λEˆy∼PY [log(1−Dy(G2(E1(G1(E2(y)))))))] + (1−λ)Eˆx∼PX (1−Dy(G2(E1(x))))
]
,
where Dy is a discriminator w.r.t. Y , and λ ∈ (0, 1).
For d(PZ , QZ), it contains d(PZ , QZ1) and d(PZ , QZ2) simultaneously, we optimize the following minimax problem:
d(PZ , QZ1)=min
E1
max
Dz
[
Eˆz∼PZ [logDz(z)] + Eˆx∼PX [log(1−Dz(E1(x)))]
]
,
where Dz is a discriminator w.r.t. Z, and z is drawn from the prior distribution PZ . Similarly, the another term d(PZ , QZ2)
can be written as
d(PZ , QZ2)=min
E2
max
Dz
[
Eˆz∼PZ [logDz(z)] + Eˆy∼PY [log(1−Dz(E2(y)))]
]
.
3. Network Architecture
The network architectures of JWDM are shown in Tables 4 and 5. We use the following abbreviations: N: the number of
output channels, Nz: the number of channels for latent variable(set to 256 by default), K: kernel size, S: stride size, P: padding
size, IN: instance normalization.
Table 4. Auto-Encoder architecture.
Encoder
Part Input→ Output shape Layer information
Down-sampling
(h,w, 3)→ (h,w, 64) CONV-(N64, K7x7, S1, P3), IN, ReLU
(h,w, 64)→ (h2 , w2 , 128) CONV-(N128, K3x3, S2, P1), IN, ReLU
(h2 ,
w
2 , 128)→ (h4 , w4 , 256) CONV-(N256, K3x3, S2, P1), IN, ReLU
Bottleneck
(h4 ,
w
4 , 256)→ (h4 , w4 , 256) Residual Block: CONV-(N256, K3x3, S1, P1), IN, ReLU
(h4 ,
w
4 , 256)→ (h4 , w4 , 256) Residual Block: CONV-(N256, K3x3, S1, P1), IN, ReLU
(h4 ,
w
4 , 256)→ (h4 , w4 , 256) Residual Block: CONV-(N256, K3x3, S1, P1), IN, ReLU
(h4 ,
w
4 , 256)→ (h4 , w4 , 256) Residual Block: CONV-(N256, K3x3, S1, P1), IN, ReLU
(h4 ,
w
4 , 256)→ (h4 , w4 , 256) Residual Block: CONV-(N256, K3x3, S1, P1), IN, ReLU
(h4 ,
w
4 , 256)→ (h4 , w4 , 256) Residual Block: CONV-(N256, K3x3, S1, P1), IN, ReLU
Embedding Layer (h4 ,
w
4 , 256)→ (h4 − 7, w4 − 7, Nz) CONV-(Nz , K8x8, S1, P0), IN, ReLU
Decoder
Embedding Layer (h4 − 7, w4 − 7, Nz)→ (h4 , w4 , 256) DECONV-(N256, K8x8, S1, P0), IN, ReLU
Bottleneck
(h4 ,
w
4 , 256)→ (h4 , w4 , 256) Residual Block: CONV-(N256, K3x3, S1, P1), IN, ReLU
(h4 ,
w
4 , 256)→ (h4 , w4 , 256) Residual Block: CONV-(N256, K3x3, S1, P1), IN, ReLU
(h4 ,
w
4 , 256)→ (h4 , w4 , 256) Residual Block: CONV-(N256, K3x3, S1, P1), IN, ReLU
(h4 ,
w
4 , 256)→ (h4 , w4 , 256) Residual Block: CONV-(N256, K3x3, S1, P1), IN, ReLU
(h4 ,
w
4 , 256)→ (h4 , w4 , 256) Residual Block: CONV-(N256, K3x3, S1, P1), IN, ReLU
(h4 ,
w
4 , 256)→ (h4 , w4 , 256) Residual Block: CONV-(N256, K3x3, S1, P1), IN, ReLU
Up-sampling
(h4 ,
w
4 , 256)→ (h2 , w2 , 128) DECONV-(N128, K3x3, S2, P1), IN, ReLU
(h2 ,
w
2 , 128)→ (h,w, 64) DECONV-(N64, K3x3, S2, P1), IN, ReLU
(h,w, 64)→ (h,w, 3) CONV-(N3, K7x7, S1, P3), Tanh
Table 5. Discriminator network architecture.
Layer Input→ Output shape Layer information
Input Layer (h,w, 3)→ (h2 , w2 , 64) CONV-(N64, K4x4, S2, P1), Leaky ReLU
Hidden Layer (h2 ,
w
2 , 64)→ (h4 , w4 , 128) CONV-(N128, K4x4, S2, P1), Leaky ReLU
Hidden Layer (h4 ,
w
4 , 128)→ (h8 , w8 , 256) CONV-(N256, K4x4, S2, P1), Leaky ReLU
Hidden Layer (h8 ,
w
8 , 256)→ ( h16 , w16 , 512) CONV-(N512, K4x4, S2, P1), Leaky ReLU
Hidden Layer ( h16 ,
w
16 , 512)→ ( h32 , w32 , 1024) CONV-(N1024, K4x4, S2, P1), Leaky ReLU
Hidden Layer ( h32 ,
w
32 , 1024)→ ( h64 , w64 , 2048) CONV-(N2048, K4x4, S2, P1), Leaky ReLU
Output layer ( h64 ,
w
64 , 2048)→ ( h64 , w64 , 1) CONV-(N1, K3x3, S1, P1)
4. More Results
4.1. Results of Unsupervised Image-to-image Translation
In this section, we provide more visual results for unsupervised image-to-image translation on SYNTHIA and Cityscapes
datasets. The results are shown in Figure 6 and Figure 7.
Compared with the baseline methods, JWDM generates more accurate translated images with sharp structure by exploiting
sufficient cross-domain information. These results demonstrate the effectiveness of our method in directly learning the joint
distribution between different domains.
额外增加结果1：
UNITCycleGANCoGANInput AGGAN Ours
seg2scene
scene2seg
winter2spring
winter2summer
winter2fall
Tasks
Figure 6. Comparisons with different methods for unsupervised image-to-image translation on Cityscape and SYNTHIA.
额外增加结果2：
UNITCycleGANCoGANInput AGGAN Ours
seg2scene
scene2seg
winter2spring
winter2summer
winter2fall
Tasks
Figure 7. Comparisons with different methods for unsupervised image-to-image translation on Cityscape and SYNTHIA.
4.2. Results of Unsupervised Cross-domain Video Synthesis
In this section, we provide more visual results for cross-domain video synthesis on SYNTHIA and Cityscapes datasets.
Note that we use the first and eighth video frames in the source domain as input and interpolate the intermediate seven video
frames in two domains simultaneously.
Figure 8, Figure 9 and Figure 10 are video synthesis results on winter→ {spring, summer and fall}. Figure 11, Figure
12 and Figure 13, Figure 14 are two sets of video synthesis results on photo↔segmentation respectively. Evidently, both
visual results on SYNTHIA and Cityscapes datasets show that our method produces frames and videos of promising quality
and consistently outperforms all the baselines.
UNIT
DVF-Cycle
DVM-Cycle
AdaConv-Cycle
Ours
Figure 8. Comparisons of different methods for season winter→spring translation on SYNTHIA dataset. The figure shows all frames of a
video synthesized and translated by these mehtods.
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DVF-Cycle
DVM-Cycle
AdaConv-Cycle
Ours
Figure 9. Comparisons of different methods for season winter→summer translation on SYNTHIA dataset. The figure shows all frames of a
video synthesized and translated by these mehtods.
UNIT
DVF-Cycle
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Ours
Figure 10. Comparisons of different methods for season winter→fall translation on SYNTHIA dataset. The figure shows all frames of a
video synthesized and translated by these mehtods.
UNIT
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Ours
Figure 11. Comparisons of different methods for photo→segmentation translation on Cityscapes dataset. The figure shows all frames of a
video synthesized and translated by these mehtods.
UNIT
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Ours
Figure 12. Comparisons of different methods for segmentation→photo translation on Cityscapes dataset. The figure shows all frames of a
video synthesized and translated by these mehtods.
UNIT
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DVM-Cycle
AdaConv-Cycle
Ours
Figure 13. Comparisons of different methods for photo→segmentation translation on Cityscapes dataset. The figure shows all frames of
another video synthesized and translated by these mehtods.
UNIT
DVF-Cycle
DVM-Cycle
AdaConv-Cycle
Ours
Figure 14. Comparisons of different methods for segmentation→photo translation on Cityscapes dataset. The figure shows all frames of
another video synthesized and translated by these mehtods.
