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Abstract
Suppose that A is an n n positive definite Hermitian matrix. Let X and Y be n p
and n q matrices, respectively, such that XY 0. The present article proves the fol-
lowing inequality,
XAY YAY ÿYAX6 k1 ÿ kn
k1  kn
 2
XAX;
where k1 and kn are respectively the largest and smallest eigenvalues of A, and Mÿ
stands for a generalized inverse of M. This inequality is an extension of the well-known
Wielandt inequality in which both X and Y are vectors. The inequality is utilized to
obtain some interesting inequalities about covariance matrix and various correlation
coecients including the canonical correlation, multiple and simple correlations. Some
applications in parameter estimation are also given. Ó 1999 Elsevier Science Inc. All
rights reserved.
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1. Introduction
Let A be an n n positive definite Hermitain matrix and x and y be n 1
vectors satisfying xy 0. The Wielandt inequality (see, e.g. [4; 7, p. 443])
asserts that
xAyj j26 k1 ÿ kn
k1  kn
 2
xAxyAy; 1:1
where k1 P    P kn are the eigenvalues of A. Moreover there exists an or-
thonormal pair of vectors x and y for which equality holds in (1.1). Let
u1; . . . ;un be the orthonormal eigenvectors of A corresponding to
k1 P    P kn. In fact, when x ( u1  un)=

2
p
and y (u1 ÿ un)

2
p
equality
holds in (1.1).
Eaton [5] rediscovered (1.1). Householder [9] observed that when
y  xx Aÿ1xÿ xAÿ1xÿ x (1.1) becomes the following Kantorovich in-
equality
xAx  xAÿ1x
xx 2 6
k1  kn 
4k1kn
2
1:2
see, for example [19, p. 44].
The Wielandt inequality (1.1) is an improvement on the general Cauchy–
Schwarz inequality which is
xAyj j26 xAxyAy 1:3
for every pair of vectors x and y.
The last decade has witnessed considerable progress in the study of the
Cauchy–Schwarz inequality (1.3), in particular, in the matrix version and its
applications in statistics. Marshall and Olkin [10] and Baksalary and Puntanen
[2,3] presented some matrix versions involving a positive definite or semidefi-
nite matrix. Mond and Pecaric [11] and Pecaric et al. [14] derived some general
Cauchy–Schwarz type inequalities. Thus there are several matrix versions of
the Cauchy–Schwarz inequalities (1.3) in the literature. In contrast to this fact,
there has not been any matrix version of the Wielandt inequality in the liter-
ature yet. The purpose of this paper is to present a matrix version of (1.1) and
its applications to statistics.
In Section 2, we shall derive a matrix version of the Wielandt inequality and
other useful inequalities which are obtained as straightforward corollaries.
Section 3 presents several statistical applications of our main results which
involve some interesting inequalities about correlation coecients and co-
variance matrix.
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2. A matrix version of the Wielandt inequality
For any m n matrix B, we shall use Bÿ to stand for a generalized inverse of
it, i.e., Bÿ satisfies BBÿB  B: B denotes its unique Moore–Penrose inverse
which is a generalized inverse satisfying BBB  B; BB  BB and
BB  BB. Readers may refer to [17,20] for more details. We shall intro-
duce the following conventions used throughout this paper. MB denotes the
column space (range) of B and PB  BBBÿB denotes the orthogonal pro-
jector onto MB. A P 0 > 0 means that A is a non-negative definite
(positive-definite) Hermitian matrix. A P B stands for A P 0; B P 0 and
Aÿ B P 0.
The main result of this paper is stated in the following theorem.
Theorem 1. Let A > 0 be an n n matrix, k1 and kn be its largest and smallest
eigenvalues, u1 and un be the associated orthonormal eigenvectors, and X and Y
be n p and n q matrices satisfying XY  0. Then
XAY YAY ÿYAX6 k1 ÿ kn
k1  kn
 2
XAX 2:1
with equality if
1
k1
PXu1 
1
kn
PXun  cu1  un 2:2
for scale k and MY  MIÿ PX.
In order to prove Theorem 1, we need the following lemma.
Lemma 1.
ABÿC  ABC; for all Bÿ 2:3
if and only if
MA  MB and MC  MB: 2:4
The proof of Lemma 1 can be found in [16, Lemma 2.2.4 and Complement
13, p. 437].
Remark 1. In view of Lemma 1, the left-hand side of (2.1) is invariant with
respect to the choice of generalized inverse YAYÿ. Therefore (2.1) is
equivalent to
XAYYAYYAX6 k1 ÿ kn
k1  kn
 2
XAX: 2:5
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Lemma 2. Let A be an n n matrix and B be an m n matrix such that
BB  In. Then
BAB   BAB:
This may be proved by direct validation.
Lemma 3. Let A P 0 be n n, X be n p matrices and MX  MA. Then
XXAÿXÿX  Aÿ ANNANÿNA; 2:6
where N  Iÿ PX.
Both sides of (2.6) are invariant with respect to the choice of the involved
generalized inverse. In fact they are two equivalent expressions of the covari-
ance matrix of the best linear unbiased estimator of Xb in the linear model
y  Xb e; Ee  0; cove  A, whereas MX  MA. This inequality is
available in the statistical literature (e.g., [1, p. 162] and (3.2) of [3, p. 287]).
We are now in a position to prove Theorem 1.
Proof of Theorem 1. Pre- and post-multiplying (2.1) by X XX ÿand XX ÿX,
respectively, would yield
PXAYYAYÿYAPX6 k1 ÿ knk1  kn
 2
PXAPX: 2:7
It is obvious that (2.1) and (2.7) are equivalent. It is therefore sucient to prove
the latter. It is in turn sucient to show that for any a 2 Cn
aPXAYYAYÿYAPXa6 k1 ÿ knk1  kn
 2
aPXAPXa
or equivalently
aPXAY Y
AY ÿYAPXa
aPXAPXa
6 k1 ÿ kn
k1  kn
 2
:
Since both k1 and kn are positive,
k1 ÿ kn
k1  kn
 2
6 1:
Thus the above inequality is also equivalent to
1ÿ a
PXAYYAYÿYAPXa
aPXAPXa
P 1ÿ k1 ÿ kn
k1  kn
 2
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or
aPXAPXaÿ aPXAY YAY ÿYAPXa
aPXAPXa
P
4k1kn
k1  kn2
:
Note that
NNANÿN P YYAYÿY;
where N  Iÿ PX, thus it suces to show
aPXAPXaÿ aPXAN NAN ÿNAPXa
aPXAPXa
P
4k1kn
k1  kn2
: 2:8
By Lemma 3 (2.8) reduces to
aXXAÿ1XÿXa
aPXAPXa
P
4k1kn
k1  kn2
: 2:9
To prove (2.9), consider the singular value decomposition of X
X  HD G;
where H is an n r matrix with HH  Ir, G is a p  r matrix with GG  Ir
and D is an r  r diagonal matrix with positive diagonal elements and
r  rankX. In view of Lemma 2, it can be shown that
XXAÿ1XÿX  HHAÿ1Hÿ1H:
Since PX  HH; if we put t  Ha, then (2.9) becomes
tHAÿ1Hÿ1t
tHAHt
P
4k1kn
k1  kn2
: 2:10
It can be shown using the Cauchy–Schwarz inequality (1.3) that
tt26 tHAÿ1Ht  tHAÿ1Hÿ1t
and with equality holding if and only if
HAÿ1Ht  ct 2:11
for scalar c. Hence we have
tHAÿ1Hÿ1t
tHAHt
P
tt2
tH  AHt  tHAÿ1Ht
 x
x2
xAx  xAÿ1x P
4k1kn
k1  kn2
; 2:12
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where x  Ht and xx  tHHt  tt, and the last inequality follows from
the Kantorovich inequality (see, e.g., [7, p. 452], or [19, p. 44]). Since equality
holds in (2.12) when x  u1  un=

2
p
, (2.2) follows from (2.11). This com-
pletes the proof of Theorem 1.
Remark 2. If p  q  1, (2.1) reduces to (1.1).
Remark 3. The Cauchy–Schwarz counterpart of (2.1) is
XAYYAYÿYAX6XAX;
which holds for any n p matrix X and n q matrix Y.
Corollary 1.
XAYYAYÿYAX6 jÿ 1
j 1
 2
XAX;
where j  k1=kn is the so-called condition number of A.
Let A be an n n positive definite Hermitian matrix and be partitioned as
A  A11 A12
A21 A22
 
; 2:13
where A11 is p  p and A22 is q q; p  q  n. The matrix A11 ÿ A12Aÿ122 A21 is
said to be the Schur complement of A22 in A and is usually denoted by
‘‘ A=A22 ’’. The term ‘‘Schur Complement’’ and the notation ‘‘ A=A22 ’’ were
introduced by Haynsworth [6]. In statistical literature, however, authors usu-
ally prefer the notation A112 to A=A22  for simplicity. The Schur complement
is also very useful in statistics. Quellelle and Styan [13,17] presented an ex-
cellent survey for the Schur complement and its statistical applications.
From Theorem 1, we shall obtain an important inequality concerning the
Schur complement which is a refinement of the well-known fact A112 > 0 for
A > 0 due to Haynsworth [6].
Theorem 2. Let A > 0 with partition (2.13). Suppose that k1 and kn are the largest
and smallest eigenvalues of A. Let j  k1=kn. Then
A12A
ÿ1
22 A216
k1 ÿ kn
k1  kn
 2
A11; 2:14
or equivalently
A11:2  A11 ÿ A12Aÿ122 A21 P
4j
j 1 2 A11: 2:15
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Proof. Inequality (2.14) follows from Theorem 1 by taking the n p matrix X
to be
Ip
0
 
and n q matrix Y to be 0
Iq
 
. Subtracting both sides of (2.14)
from A11 will lead to (2.15). h
3. Applications to statistics
In this section we will derive some inequalities concerning various correla-
tion coecients and covariance matrices using the results obtained in the
previous section.
(1) Correlation coefficients. We shall first consider the canonical correlations
between the random vectors u and w which are p  1 and q 1 respectively and
have joint covariance matrix
cov
u
w
 
 R  R11 R12
R21 R22
 
: 3:1
Applying Theorem 2 would yield
R12R
ÿ1
22 R216
k1 ÿ kn
k1  kn
 2
R11; 3:2
where k1 and kn are the largest and smallest eigenvalues of R. It follows from
(3.2) that
Rÿ1=211 R12R
ÿ1
22 R21R
ÿ1=2
11 6
k1 ÿ kn
k1  kn
 2
Ip: 3:3
Without loss of generality we may assume p 6 q and rank(R12  p. Denote by
q1 P    P qp the canonical correlation coecients of u and w. It follows from
(3.3)
qi <
k1 ÿ kn
k1  kn ; i  1; . . . ; p: 3:4
Corollary 2.
qH 
Yp
i1
q2i 6
k1 ÿ kn
k1  kn
 2p
 jÿ 1
j 1
 2p
; 3:5
where qH is the well-known Hottelling [8] correlation coefficient and j  k1=kn is
the condition number of R. (3.5) establishes a relation between the Hottelling
correlation coefficient of two random vectors and the condition number (or ei-
genvalues) of their joint covariance matrix.
S.-G. Wang, W.-C. Ip / Linear Algebra and its Applications 296 (1999) 171–181 177
Now we move to the multiple correlation. If p 1, we replace
R11;R12 and R21 in (3.1) by r11; r12 and r21, respectively. It then follows from
(3.3)
q2u;w 
r012S
ÿ1
22 r21
r11
6 k1 ÿ kn
k1  kn
 2
 jÿ 1
j 1
 2
; 3:6
where qu;w> 0 is the so-called multiple correlation coecient.
Corollary 3.
qu;w6
k1 ÿ kn
k1  kn 
jÿ 1
j 1 3:7
and equivalently
j P
1 qu;w
1ÿ qu;w
3:8
(3.7) and (3.8) establish interesting relations between the condition number of the
covariance matrix and the multiple correlation of a random variable u and a
random vector w. When qu;w ! 1; j goes to infinity and vice versa. This fact
shows that the condition number and multiple correlation have the same function
in regression diagnostics.
Similar results may be obtained directly from Wielandt inequality (1.1) for
simple correlations.
Suppose that z  z1; . . . ; zp0 is a random vector with covariance matrix
covz  R  rij. Put A  R, x  0; . . . ; 0; 1; 0; . . . ; 00 and y 
0; . . . ; 0; 1; 0; . . . ; 00 in (1.1), where 1 is at the ith and jth positions, re-
spectively, we shall obtain
r2ij
riirjj
6 k1 ÿ kn
k1  kn
 2
 jÿ 1
j 1
 2
for all i 6 j
or equivalently
Corollary 4.
qij
 6 k1 ÿ kn
k1  kn 
jÿ 1
j 1 ; 3:9
where qij denotes the simple correlation coefficient between zi and zj and
j  k1=kn is the condition number of R. Similarly, we may rewrite (3.9) as
j P
1 qij
 
1ÿ qij
  3:10
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(3.9) or (3.10) characterizes an important relation between the simple correlation
coefficient of any two components of a random vector and the condition number
or eigenvalues of its covariance matrix.
(2) Covariance matrix. Suppose that u and w are p  1 and q 1 random
vectors with joint covariance matrix as defined in (3.1) and S > 0 (with
probability 1) partitioned as
S  S11 S12
S21 S22
 
; 3:11
is an estimator of R, where S11 is p  p. In view of Theorem 2, we shall have
S112 P
4j
j 12 S11; 3:12
S12S
ÿ1
22 S216
jÿ 1
j 1
 2
S11; 3:13
where j is the condition number of S. Further if S has the Wishart distribution
W n;R, then ([12, pp. 93, 117])
S112  Wpnÿ q;R112;
S11  WP n;R11
and further when R12  0,
S12S
ÿ1
22 S21  Wpq;R11:
Hence (3.11) and (3.12) establish some interesting relations among these
Wishart matrices. These matrices appear quite often in statistical literature, in
particular, in linear models and multivariate analysis. In what follows we shall
present an example to explain their practical applications.
(3) Covariance adjusted estimator. Suppose that T1 is a p  1 statistic and T2
is a q 1 statistic with expectations ET1  h and ET2  0, respectively, and
joint covariance matrix
cov
T1
T2
 
 R  R11 R12
R21 R22
 
:
Assume that R > 0. If R12 6 0, then as an unbiased estimator of h, T1 can be
improved. In fact, the estimator
h  T1 ÿ R12Rÿ122 T2
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is the best unbiased estimator in the class
A  ~h : ~h
n
 T1  AT2; E~h  h; A is p  q non-random
o
[15]. h is called the covariance adjusted estimator of h. This estimator has
several optimality properties and applications in linear models [20,18]. It is
obvious
cov h  R11:26 cov T1:
Thus the matrix
R12R
ÿ1
22 R21  cov T1 ÿ cov h
may be considered as a measure of the gain of the estimator h. Hence matrices
S11;S112 and S12S
ÿ1
22 S21 are estimators of covT1, cov(h) and the gain of h,
respectively. Although S1126S11 holds always, (3.12) gives a lower bound for
S112. On the other hand (3.13) establishes an upper bound for the estimated
gain of h. Both bounds are related to S11 and the condition number of S. We
may regard R12R
ÿ1
22 R21
 = R11j j as the relative gain of h, which may be estimated
by S12S
ÿ1
22 S21
 = S11j j. It follows from (3.13) that an upper bound for this esti-
mated relative gain is given by the following corollary.
Corollary 5.
S12S
ÿ1
22 S21
 
S11j j 6
jÿ 1
j 1
 2p
3:14
in which the upper bound tends to 1 as j!1.
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