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We perform a theoretical study of finesse limitations of a Fabry-Perot (FP) cavity occurring due
to finite size, asymmetry, as well as imperfections of the cavity mirrors. A method of numerical
simulations of the eigenvalue problem applicable for both the fundamental and high order cavity
modes is suggested. Using this technique we find spatial profile of the modes and their round-trip
diffraction loss. The results of the numerical simulations and analytical calculations are nearly
identical when we consider a conventional FP cavity. The proposed numerical technique has much
broader applicability range and is valid for any FP cavity with arbitrary non-spherical mirrors which
have cylindrical symmetry but disturbed in an asymmetric way, for example, by tilt or roughness
of their mirrors.
PACS numbers: 95.55.Ym, 42.60.Da, 42.79.Bh, 42.65.Sf
I. INTRODUCTION
A Fabry-Perot (FP) cavity is one of the best known
physical objects in linear optics covered in multiple text-
books [1–4]. At the simplest level it is considered as a
single dimension (1D) structure having two mirrors char-
acterized with integral power transmission T and atten-
uation R. A solution of a 1D wave equation with the
boundary conditions taking into account the mirror prop-
erties describes the structure completely. This considera-
tion, though, is not very accurate is applied to a realistic
system. A stricter analysis of the cavity is more involved.
It requires consideration of the finite size and shape of
the cavity mirrors and calls for a two dimensional (2D)
model that takes diffraction into account [1, 3]. The at-
tenuation frequently slips away from the 2D analysis and
is introduced by hand in a way similar to the oversimpli-
fied 1D picture. The question about optimization of the
cavity to reduce the attenuation and achieve the highest
possible finesse was not studied in detail, especially for
the realistic cases of slightly non-symmetric cavities. The
sources of loss were identified and evaluated numerically
[5–7], but no in-depth investigation was performed. In
this paper we fill the gap and report on the detailed ana-
lytical and numerical investigation of the FP cavity loss
factors based on the fundamental wave optics effects.
Two spherical mirrors having the same symmetry axis
and separated by a macroscopic distance is the simplest
and well known optical model of a FP cavity. Gaussian
beam is formally an accurate presentation of the modes in
a FP cavity with infinite in transversal direction spherical
mirrors. For a cavity with finite sized spherical mirrors
Gaussian beam still remains a good approximation of the
spatial distribution of the power in the cavity modes, as
confirmed by numerical simulations. This assumption al-
lows estimating analytically the diffraction loss. It can
be done by evaluating the relative part of the incident
light power that is not reflected by the mirror, using so
called clip approximation [1, 8, 9]. We can also apply the
clip approximation in order to estimate analytically the
loss appearing due to small tilt of the mirrors [10, 11]
or inhomogeneous thermal heating of the mirror surface
[12]. On the other hand, this approximation is not ac-
curate for higher order optical modes (HOOM) and only
numerical calculations help in this case.
Realistic FP cavities have a large density of high finesse
modes and the fundamental mode family, characterized
with a single intensity peak in the plain orthogonal to
the cavity axis, is one of them [1, 13]. It is possible to
reduce the observable spectral density of modes by opti-
mizing the input-output optics preventing excitation of
the high-order modes of a linear cavity. However, the
intrinsic multimode spectrum is detrimental in multiple
nonlinear applications. High-order modes lead to mode
competition in lasers [14] as well as unwanted nonlinear,
e.g. opto-mechanical, instabilities. The later ones are ob-
served, for instance, in gravitational wave detectors such
as Advanced LIGO (aLIGO) [15–17] where high intracav-
ity optical power leads to the excitation of the mechanical
modes of the mirrors and generation of associated opti-
cal harmonics localized in the high-order optical cavity
modes [18, 19]. Reduction of the optical spectral den-
sity suppresses the process [20, 21]. An accurate analyt-
ical description of the modes of the cavities with non-
spherical mirrors does not exist and numerical modeling
is essential to find the eigenfrequencies, attenuation, and
field profile of the cavity modes. The proposed here ap-
proach helps solving the problem.
The are several algorithms for numerical solution of the
eigenvalue problem of a FP cavity with non-spherical mir-
rors. The numerical simulations using 2D or 3D models
call for a significant computing time and do not converge
fast enough [22–24]. It was shown that the eigenvalue
problem of a 3D FP cavity with arbitrary shaped mir-
rors with axial symmetry can be reduced to 1D model
[26] by application of Hankel Transform for computation
of axial symmetric modes and a Matlab code is freely
available [27]. In this paper we generalize this method
for non-axially symmetric HOOM with dependence ei`φ
on azimuthal angle φ (integer ` is non-zero). We ap-
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2ply this method for calculation of normal modes of a FP
cavity with non-spherical (but axially symmetric) mir-
rors and its diffraction losses. Furthermore, we apply a
successive approximation method to evaluate the diffrac-
tion loss produced by small shape perturbations and tilt
of a cavity mirror utilizing results of 1D numerical cal-
culations considering it as a zero-order approximation.
While we utilize aLIGO cavity parameters in our simu-
lation, our analysis is valid for any type of a FP cavity
with loss limited by diffraction, mirror misalignment as
well as imperfections.
The paper is organized as follows. We describe a phys-
ical model of a 3D FP cavity and formulate the associate
eigenvalue problem in Section II. An analytical model of
the FP with spherical mirrors is presented in Section III.
To obtain numerical estimate for the loss of the modes we
use a well tabulated example of LIGO cavity. Numerical
simulation method of finding loss of a FP cavity having
axial symmetry is described in Section IV. In Sections V
and VI we describe an analytical approach of evaluating
finesse of an asymmetric FP cavity with tilted mirror as
well as rough mirror surface.
II. MODEL
Let us consider a FP cavity consisting of two identical
mirrors separated by distance L, as shown in Fig. 1. For
the sake of simplicity we introduce dimensionless variable
x and parameters b, am as follows:
x =
r
b
, b =
√
L
k
, k =
2pi
λ
, am =
rm
b
, (1)
where r is the distance from the center of the mirror in
the plane of the mirror (radial coordinate), b is the scal-
ing factor, λ is the optical wavelength, rm is the radius
of the mirror. The geometrical profile of the mirrors is
described by dimensionless parameters h1,2 having mean-
ing of a deviation of the mirror surface in the direction
orthogonal to the mirror plane
h1,2 = k y1,2, (2)
where y1,2 is an actual physical (dimensional) deviation.
Selection of the mirror planes and distance between them
has certain flexibility since the mirrors are not flat. We
postulate the planes to be parallel. The distance L be-
tween the planes is large enough (L  rm) to apply the
paraxial approximation.
Fresnel diffraction theory allows one to find a distri-
bution of the electric field of an electromagnetic wave at
any point of space if distribution of the field is known
in a plane. For instance, the field distribution Φ2(~x2) in
plane 2 (see Fig. 1) defines distribution Φ1(~x1) in plane
1. It can be evaluated via Fresnel integral with kernel
L
~x1
φ1 ~x2
φ2
1 2
L
h1(x1)
h2(x2)
FIG. 1: The field distribution Ψ2(~x1) in plane 1 can be found
from the distribution Ψ2(~x2) in plane 2 using the Fresnel in-
tegral (3). Inset: FP cavity with axially symmetric mirrors,
which shapes characterised by deviations h1(x1), h2(x2).
G(~x1, ~x2) presented in dimensionless form as follows
Φ1( ~x1) =
∫
G( ~x1, ~x2)Φ2( ~x2)d ~x2 (3a)
G( ~x1, ~x2) = − i
2pi
exp
(
i
[ | ~x1 − ~x2|2
2
])
(3b)
where ~x1 and ~x2 are dimensionless radius vectors on
planes 1 and 2, shown in Fig. 1, and the integration is
performed over plane 2.
A. Fourier and Hankel Transforms
Since Eq. (3) is a convolution, the following formulas
are valid for the Fourier transforms Φ˜1,2 of distributions
Φ1,2
Φ˜1(p, q) = G˜(p, q) Φ˜2(p, q), (4)
Φ˜1,2(p, q) =
1
2pi
∫
Φ1,2(xc, yc) e
−ipxc−ipyc dxc dyc, (5)
G˜(p, q) =
−i
2pi
exp
(
− iρ
2
2
)
, ρ =
√
p2 + q2. (6)
Here parameters xc, yc represent Cartesian coordinates
in planes 1 and 2. We use Fourier transform in a “sym-
metric” representation (5) with the normalization factor
1/(2pi) in front of the both the direct and the inverse
transforms (not 1/(2pi)2 in front of the direct transform
only, as in the traditional form). We also assume that the
mode field distributions have axial symmetry of order `,
so the field amplitudes can be presented as
Φ1,2(xc, yc) = Φ
(`)
1,2(|x1,2|) ei`φ1,2 , (7)
where |x1,2|, φ1,2 are polar coordinates. In this case the
Fourier transform may be simplified to the Hankel trans-
form
Φ˜1,2(p, q) = (−i)`ei`θ Φ(`)1,2(ρ), (8)
Φ
(`)
1,2(ρ) =
∫ ∞
0
J`(ρx) Φ
(`)
1,2(x)x dx = H`Φ
(`)
1,2, (9)
3where x ≡ |x1,2| stands for the spatial dimensionless ra-
dial coordinate, J` is the Bessel function of the first kind
of order `. As shown above, it is convenient to introduce
an operator H` to write the Hankel transform Φ
(`)
1,2(ρ) of
functions Φ
(`)
1,2(x).
The expression for the inverse Hankel Transform can
be represented in a similar way as
Φ
(`)
1,2(x) =
∫ ∞
0
J`(ρx) Φ
(`)
1,2(ρ) ρ dρ = H
−1
` Φ
(`)
1,2 (10)
Using the operator notations we rewrite Eq. (3) for the
radial functions Φ1,2 in a short from
Φ
(`)
1 = PplaneΦ
(`)
2 , Pplane = H
−1
` G˜H`, (11)
where Pplane, H`, H−1` are the integral operators and G˜
is a function.
B. Axial symmetric mirrors
We consider a FP cavity represented by curved axial
symmetric mirrors 1 and 2 defined by dimensionless pa-
rameters h1(x1) and h2(x2) (2), where x1,2 ≡ |~x1,2|. For
a particular case of spherical mirrors with curvature radii
Rc1,c2 these parameters are equal to
hsph1,2 =
x21,2
2ρ1,2
, ρ1,2 =
Rc1,c2
L
. (12)
We obtain for the paraxial approximation of the field
distributions Ψ1,2 of the cavity modes of order `
Ψ1,2(~x1,2) = Ψ
(`)
1,2(x1,2) e
i`θ, (13a)
Ψ
(`)
1 (x1) = Φ
(`)
1 (x1) e
−ih1 , (13b)
Ψ
(`)
2 (x2) = Φ
(`)
2 (x2) e
ih2 , (13c)
where Φ1,2 are the field distributions in planes 1 and 2,
and Ψ1,2 are the field distributions on surfaces of the
mirrors.
Using (11) we present radial distribution Ψ
(`)
1 (~x1) via
Ψ
(`)
2 (~x2) in the operator form
Ψ
(`)
1 = P
2→1
forward Ψ
(`)
2 , (14)
P2→1forward =
(
R1H−1` G˜H`R2
)
, R1,2 = e−ih1,2 (15)
The same relation can be written in a form of integral
equation
Ψ
(`)
1 (x1) =
∫
g(x1, x2) Ψ
(`)
2 (x2)x2 dx2 (16a)
g(x1, x2) = −i`+1J`(x1x2)× (16b)
× exp
(
i
[
x21 + x
2
2
2
]
− ih1(x1)− ih2(x2)
)
.
In the case of the identical mirrors we assume that the
spatial profile of the field does not change over the round
trip: Ψ1(x) = ΛΨ2(x) (where Λ is a complex number)
and introduce Ψ(x) ≡ Ψ2(x). To find the spatial field
distributions of an eigenmode of the cavity we have to
solve an eigenvalue problem
ΛΨ(x1) =
∫
g(x1, x2) Ψ(x2)x2 dx2. (17)
The integral in (17) is taken over the mirror surface, Λ is
the eigenvalue that contains information both about the
frequency and corresponding attenuation of the cavity
mode of interest, Ψ(x) is the eigenfunction showing the
spatial distribution of the field at the mirror surface.
Similarly, for the case of non-identical mirror we have
to find the modification of the field distribution after the
round trip propagation of a wave in the cavity and pos-
tulate that the field distribution does not change. The
eigenvalue problem can be written in the operator form
ΛΨ(`) = Pround Ψ(`), (18)
Pround = P1→2forward · P2→1forward = (19)
=
(
R2H−1` G˜H`R1
)(
R1H−1` G˜H`R2
)
(20)
We see that matrices R1,2, accounting mirror’s profile,
are included twice.
TABLE I: Parameters of the aLIGO FP cavity
Parameter Value
Arm length, L 4 km
Optical wavelength, λ 1064 nm
Intracavity power, P 800 kW
AS00 mode round trip loss, L 0.41 ppm
D10 mode round trip loss, L 10 ppm
Characteristic cavity length b =
√
Lλ/2pi 0.0260 m
Radius of mirrors, R 0.17 m
Dimensionless mirror radius am = R/b 6.53
Radius w of laser spot at the mirror 0.06 m
Radius w0 of laser beam at the waist 0.0115 m
Curvature radius of spherical mirrors, Rc 2076 m
Geometric parameter g = 1− L/Rc of the cavity −0.92649
Gouy phase, arctan
[
(b/w0)
2
]
1.378
C. Numerical values
We utilize original aLIGO FP cavity parameters in our
numerical simulations and assume a symmetric case us-
ing the same radii of curvatures for ITM and ETM. The
parameters are listed in Table I. In this article we are
interested primarily in the fundamental attenuation and
study diffraction loss of the main mode of a LIGO in-
terferometer. It is known to be 0.45 ppm corresponding
4to a FP cavity with perfect spherical mirrors (without
roughness or tilt).
It will be worth noting, though, that the round trip loss
of an aLIGO interferometer is measured to be around
100ppm. The round trip loss calculated using coated
mirror surface maps and large angle scattering measure-
ments can account only 40 ppm. Further study is needed
to understand this discrepancy.
III. GAUSSIAN APPROXIMATION OF FP
CAVITY MODES
Gaussian beams [1–4] represent exact solutions of (17)
for a FP cavity with spherical mirrors which are indefi-
nitely large in transversal direction. The ”infinite” spher-
ical mirrors do not have any practical sense and Gaus-
sian modes can be approximately applied for a finite sized
spherical mirror if its radius, rm, is much larger than ra-
dius w of the beam spot on the mirror. The dependence
of amplitude of the electromagnetic field on the distance
r from the beam center is ∼ e−r2/w2 , so it is reasonable
to assume that the mirror is infinite if r/w > 3. In what
follows we consider the case of high finesse cavity and
derive an analytical expression useful for an approximate
evaluation of the optical loss due to the finite mirror size.
A. Cavity losses in the clip approximation
To find the loss of a high finesse cavity we first solve
(17) and find the eigenfunction of the cavity field in the
lossless approximation. The round trip diffraction loss
of each mode with known field distribution Ψ(x) at the
mirror surface can be estimated then by the so called clip
approximation. In this approximation we evaluate the
part of the field of the eigenmode that is not confined by
the mirror and consider it as a loss per single reflection.
Mathematically it means that the power loss per round
trip is
Lclip = 2
∫∞
am
|Ψ(x)|2x dx∫∞
0
|Ψ(x)|2x dx , (21)
where Ψ(x) is one of Laguerre-Gaussian solution of (17)
for FP cavity with infinite large spherical mirrors, and
factor 2 comes from the presence of two mirrors in the
cavity.
For the parameters of a FP cavity listed in Table I the
diffraction loss of the main Gaussian mode is
L0 = 2 exp
(
−2r
2
m
w2
)
' 0.21 ppm. (22)
where ppm stands for the part per million. We have
found that the exact numerical simulation shows that
the mode has approximately twice larger diffraction loss
(see Tables I and Table II below). It means that the clip
approximation is suitable rather for a qualitative, not
quantitative, analysis.
B. Loss due to mirror tilt in the clip approximation
The clip approximation is useful to understand loss
occurring in a FP resonator with tilted mirrors. The tilt
results in the geometrical mismatch between the pump
light and the resonator as well as in the decrease of the
finesse and quality factor of the resonator. In this section
we analyze both effects.
The resonant steady state amplitude B of the field in-
side an ideal FP cavity can be expressed through the
amplitude A of the incident wave as (for example, see
[1])
B =
2
√
T
T + L0 ·A, (23)
where T is power transmittance of input mirror (IM), end
mirror (EM) is assumed to be perfectly reflecting, L0 is
round trip diffraction loss, which may be calculated in
the clip approximation (21).
Let us consider a FP cavity with two identical spherical
mirrors one of which (for instance, the end mirror, EM)
is tilted by a small angle θ, as shown on Fig. 2. A small
tilt produces change of optical axis position (AA’ instead
of QQ’) while field distributions on mirrors are shifted:
ψ˜IMB = ΨB(x− δxIM, y), (24)
ψ˜EMB = ΨB(x+ δxEM, y) (25)
Here and below we denote by tilde distributions for cavity
with tilted EM.
We present the amplitude of the field B˜ inside the cav-
ity with tilted EM (in resonance) in a way similar to
Eq. (23):
B˜ =
2
√
T A˜
T + L˜0
, (26)
to take into account two reasons of decrease of amplitude
B˜ inside tilted cavity comprising decrease of the effective
pump amplitude due to mode mismatch for the cavity
O O′Rc
A
A′
θ
δL
IM EM
δxIM
δxEM
L
θ′
R
FIG. 2: A Fabry-Perot cavity with two identical spherical
mirrors with curvature radii Rc, δL = 2Rc − L. Radii of
mirrors are R. The end mirror (EM) is tilted by small angle
θ. As the result the axis of the cavity shifts from OO’ to AA’.
The mode center becomes closer to the mirror edge and the
loss due to diffraction of the beam increases.
5and the external pump as well as increase of the diffrac-
tion loss. The decrease of the effective pump amplitude
due to the mode mismatching occurs because the field
distribution of the pump light does not coincide with the
shifted distribution of the cavity mode. As a result, the
input amplitude A in the formula (23) should be replaced
by smaller one A˜ [25]:
A˜ = A ·
∫
ΨAΨ˜B d~r ' A
(
1− θ
2
θ2A
)
, (27)
θA '
√
2w δL
R2c
,
∫
|Ψ˜B |2 d~r ' 1 . (28)
The increase of diffraction loss L˜0 results from the re-
duction of the spatial overlap between the cavity mode
and the mirror. The modified loss value can be estimated
by the clip approximation [25]:
L˜0 = L0
(
1 +
θ2
θ2perm
)
, (29)
θperm ' δLw
2
√
2RcR
√
R2c + (L−Rc)2
' δLw
2
2R2cR
. (30)
Here we accounted that a) δxIM = R
2
c/δL × θETM and
δxEM = Rc(L−Rc)/δL×θETM , b) the round trip loss is
proportional to δ2xIM + δ
2
xEM , c) for aLIGO parameters
L − Rc ' Rc. Here we introduce θperm so that at θ =
θperm round trip loss increases by 2 times.
Substituting (28, 29) into (26) we obtain an expression
for the decrease of the intracavity amplitude when the
mirror is tilted
B˜ ' 2
√
T A
T + L0 ·
(
1− θ
2
θ2eff
)
, (31)
1
θ2eff
=
1
θ2A
+
L0
T + L0 ·
1
θ2perm
. (32)
This field amplitude decrease will be observed in the
pumped cavity in the steady state. The decrease of the
finesse of the cavity, though, is defined by the θperm which
can be estimated for the LIGO FP cavity (see Table I for
the parameters) as
θgeomperm ' 0.37 · 10−6 (33)
Presented here estimation is an approximate one and dif-
fers by a few times from the results of a more accurate
successive approximation technique (see the detailed for-
mulas in Sec. V and in Appendix B). The difference can
be explained by the sensitivity of the field distribution
inside of the cavity on the mirror tilt. The derivation of
the formulas (28, 29) is based on the assumption of the
tilt-insensitive Gaussian distribution as well as known po-
sition of the mode axis shift in the cavity with the tilted
mirror. The successive approximation technique takes
the change of the eigenmode geometrical profile into ac-
count and the resultant loss becomes more pronounced.
For example, for the numerical parameters listed in Ta-
ble I we obtain an estimate
θsaGperm ' 1.1 · 10−6. (34)
We see that the loss values (33) and (34) differ by about
3 times. The difference becomes even larger for the case
of a cavity with non-spherical mirrors. The main reason
that the clipping approximation underestimates the ac-
tual loss is due to the Airy pattern like tail induced by
the finite aperture of the mirrors. For example, even if
initially beam on mirror 2 has Gaussian shape, the field
on mirror 1 coming from mirror 2 is not a Gaussian, but
it has a long non Gaussian tail induced by the finite size
mirror 2.
IV. NUMERIC SIMULATION OF A FP CAVITY
To perform the numerical simulations taking into ac-
count diffraction loss we assume that the field distribu-
tion of a mode is limited by a circle of dimensionless
radius a which is larger than the cavity mirror radius am
(1). We introduce window parameter S as
S =
a
am
> 1. (35)
Optimal selection of the free parameter S is discussed in
Section IV H 4.
A. Orthogonal basis
We consider the axial symmetry modes of order ` (7)
and find a complete orthogonal basis of functions ϕ
(`)
k (x)
in order to evaluate radial distributions Ψ
(`)
1,2(x) of the
modes. We select this basis in form
ϕ
(`)
k (x) = J`
(
ξk
x
a
)
, (36)
where k is the index of the function (a natural number).
The coefficients ξk are selected in a way to achieve the
basis orthogonality. We define scalar product as
〈
ϕ
(`)
k (x), ϕ
(`)
n (x)
〉
= 2pi
a∫
0
ϕ
(`)
k (x)ϕ
(`)
n (x)x dx = (37)
=
a2
ξ2n − ξ2k
[
ξnJ`+1(ξn)J`(ξk)− ξkJ`+1(ξk)J`(ξn)
]
(38)
Here formula (1.8.3.10) from [28] was utilized to derive
this expression. We require the basis to be orthogonal〈
ϕ
(`)
k (r), ϕ
(`)
n (r)
〉
= 0, if n 6= k (39)
6This condition is fulfilled if coefficient ξn is a solution of
equation
PJ`(x)−QxJ`+1(x) = 0, (40)
where P , Q are arbitrary numbers (c.f. the analogue
presented for ` = 0 in [26]).
The decomposition is possible according to the Steklov
theorem applied to the Sturm-Liouville problem. The or-
thogonal basis has unlimited number of orthogonal func-
tions. For the sake of simplicity we use a finite set of
basis modes in our simulations {ξk}Nk=1 with N = 512 or
N = 1024. Dependence of calculated numerically diffrac-
tion losses from N is presented below on Fig. 3. It is easy
to see that the result of simulation does not change more
than 10% if N > 500.
B. Normalization
It is convenient to normalize the orthogonal basis we
have selected. One may calculate〈(
ϕ(`)n (r)
)2〉
= 2pi
a∫
0
J2`
(
ξn
r
a
)
rdr ≡ pia2N (`)n , (41)
where N (`)n is a dimensionless parameter defined as
N (`)n =
{
J2` (ξn)
(
1 + PQξ2n
[
P
Q − 2`
])
if Q 6= 0,
J2`+1(ξn) if Q = 0
(42)
for arbitrary P and Q. The expression (1.8.3.12) [28] was
utilized to perform the analytical integration.
The Hankel Transform function Ψ
(`)
1,2(ρ) can be decom-
posed using the orthogonal basis in a similar way
ψ
(`)
k (ρ) = J`
(
ξk
ρ
b
)
(43)
defined in a finite circle of radius b.
The scalar product of basis functions ψ
(`)
k can be pre-
sented as〈
ψ
(`)
k (ρ), ψ
(`)
n (ρ)
〉
= (44)
= 2pi
b∫
0
J`
(
ξk
ρ
b
)
J`
(
ξn
ρ
b
)
ρdρ = pib2N (`)n δnk .
Here constant N (`)n is defined by the same formula (42).
Therefore, we can present any function Ψ(`)(x) and its
Hankel Transform Ψ
(`)
(ρ) as expansion in series over the
introduced orthonormal basis
Ψ(`)(x) =
∞∑
k=1
ckϕ
(`)
k (x), Ψ
(`)
(ρ) =
∞∑
k=1
dkψ
(`)
k (ρ) (45)
where ck and dk are decomposition coefficients.
C. Discrete Hankel Transform
We consider function Ψ(`)(x) with axial symmetry of
order ` defined in a circle with radius a and its Hankel
Transform Ψ
(`)
(ρ) defined in a circle with radius b
Ψ(`)(x) =
∫ b
0
J`(ρx) Ψ
(`)
(ρ) ρ dρ (46)
This is a finite-sized Hankel Transform, so the integration
limit is finite, unlike the one in Eq. (9).
By substituting (45) into (46) we obtain
Ψ(`)(x) =
∞∑
k=1
dk
∫ b
0
J`(ρx) J`
(
ξk
ρ
b
)
ρ dρ (47)
Selecting sampling points x = ξk/b in (47) and using
orthogonality (44) we find
Ψ(`)
(
ξk
b
)
= dk
b2N (`)k
2
. (48)
Hence, expressing dk from (48) we can rewrite (45) in
form
Ψ
(`)
(ρ) =
∞∑
k=1
2
b2N (`)k
Ψ(`)
(
ξk
b
)
J`
(
ξk
ρ
b
)
(49)
Finally, selecting ρ = ξα/a we obtain
Ψ
(`)
(
ξα
a
)
=
∞∑
k=1
2
b2N (`)k
Ψ(`)
(
ξk
b
)
J`
(
ξkξα
ab
)
(50)
This is a discrete Hankel Transform of order ` presented
as a discrete linear operation acting on vector Ψ(`)
(
ξk
b
)
and giving output vector Ψ
(`)
(
ξα
a
)
expressed as a matrix
product
Ψ
(`)
(
ξα
a
)
=
∞∑
k=1
H
(`,+)
αk Ψ
(`)
(
ξk
b
)
(51)
H
(`,+)
αk =
2
b2N (`)k
J`
(
ξkξα
ab
)
(52)
Formula for reciprocal discrete Hankel Transform can be
derived in a similar way:
Ψ(`)
(
ξk
b
)
=
∞∑
α=1
H
(`,−)
αk Ψˆ
(`)
(
ξα
a
)
(53)
H
(`,−)
αk =
2
a2N (`)α
J`
(
ξkξα
ab
)
(54)
D. A finite basis selection
Let us discuss several important properties of the dis-
crete Hankel Transform introduced above and select a
7basis convenient for the numerical simulations. The num-
ber of discrete points rk/b (ρk/a) in the direct (Hankel)
space is assumed unlimited. The wave functions are de-
fined inside of finite circles of radii a and b. It leads to
the restriction
ξk
b
≤ a, ξα
a
≤ b ⇒ ξk ≤ ab (55)
It is convenient to select upper index N and window ra-
dius a in the direct space so that
b =
ξN
a
. (56)
Then discrete points xk in the direct space and the points
ρα in Hankel space can be selected as
xk =
ξk
ξN
a, xN = a, (57)
ρα =
ξα
a
, ρN = b =
ξN
a
(58)
In this case the the infinite sums in (51, 53) should be
replaced with finite ones (1 . . . N) and matrices H(`,±)
become
H
(`,+)
αk =
2a2
ξ2NN (`)k
J`
(
ξkξα
ξN
)
, (59)
H
(`,−)
αk =
2
a2N (`)α
J`
(
ξkξα
ξN
)
(60)
In general case the truncated matrixes are inconvenient
for numeric simulations since
H(`,+) ×H(`,−) 6= I 6= H(`,−) ×H(`,+). (61)
This property leads to a divergence of the iterative
calculations. Instead we utilize matrices H(`,+) and(
H(`,+)
)−1
in the direct and reciprocal Hankel Trans-
form. It is also possible to select the complimentary
(H(`,−) and
(
H(`,−)
)−1
) matrix pair. The relative dif-
ference between the solutions found in these two ways
for the fundamental mode (AS00) of a lossless FP cavity
does not exceed 10−13 for N = 512.
The finite discrete Hankel Transform operators H(`,+)
and
(
H(`,+)
)−1
(or H(`,−) and
(
H(`,−)
)−1
) represent
the integral Hankel Transform operators H`, H−1` (9, 10).
We use the discrete Hankel Transform operators because
they can be presented in the matrix form. It is convenient
for numeric simulations.
E. Discrete propagator of evolution from mirror to
mirror
Using the convolution theorem we perform the same
analysis as in Sec. II and obtain a discrete analogue of
the integral operator Pplane (11)
P
(`)
plane =
(
H(`,+)
)−1
G˜H(`,+) (62)
where G˜ is a Fourier Transform of Green function in
the paraxial approximation (compare with G˜ in (6) using
(58)):
G˜αβ = exp
(
− i
2
· ξ
2
α
a2
)
δαβ (63)
The discrete propagator P
(`)
plane describes evolution of
the light beam propagating from a plane 1 to plane 2 (see
Fig. 1).
F. Attenuation matrix
In order to write the forward trip propagator P
(`) 2→1
forward
for evolution of the light propagating from mirror 2 to
mirror 1 we repeat the procedure described in subsection
II B. As a result we obtain
Ψ
(`)
1 = P
(`) 2→1
forwardΨ
(`)
2 , (64)
P
(`) 2→1
forward = R1P
(`)
planeR2. (65)
Formula (64) is suitable to evaluate the radial part Ψ
(`)
1
of field distribution on mirror 1 (presented as a finite
column of numbers) using the (known) radial part Ψ
(`)
2
of the field distribution on mirror 2 through a matrix
product. The assumption of the axial symmetry of order
of ` allows reducing the 2D diffraction problem to a 1D
one. This is an advantage of the proposed method.
The attenuation matrices R1,2 in (65) account for cur-
vature, reflectivity and finite size of mirrors. For axial
symmetric mirrors these matrices are diagonal
(R1)kn = exp
[− ih1(xk)]Dk δkn (66)
Here the first multiplier is analogues to multiplier R1 in
(15) (we assume perfectly reflected mirror), the coeffi-
cients Dk represent the diaphragm function which sets
radius am of the mirror
Dk =
{
1, if xk ≤ am,
0, if xk > am
(67)
The radius am is S times less than the radius a of the sim-
ulation area (35). This is necessary to take the diffraction
loss into account.
The round trip evolution of light in the FP cavity (from
mirror 2 to mirror 1 and backward) is described by prop-
agator
P
(`)
round = P
(`) 1→2
forwardP
(`) 2→1
forward = (68)
=
(
R2P
(`)
planeR1
)(
R1P
(`)
planeR2
)
. (69)
8The attenuation matrices R1 and R2 are included twice
due to the fact that each matrix describes mirror geomet-
rical profile which adds an additional phase. Formally,
this is a consequence of the relation (68) between the
round trip and forward trip propagators (compare with
(18)).
Formula (69) can be generalized to account reflection
loss of each mirror by formal modification of formula (66):
(R˜1)kn = exp
[− ih1(xk)]Dk√Rk δkn (70)
where Rk is amplitude coefficient of refraction of mirror
depending on radial coordinate.
Expression (69) may be simplified if the mirrors are
identical (R1 = R2 ≡ R)
P
(`)
round =
(
RP
(`)
planeR
)2
(71)
G. Eigenvalue problem in the discrete basis
Propagation of light in a FP cavity is accompanied by
diffraction loss due to a finite size of the mirrors and opti-
cal attenuation in the mirrors. It means that the overall
amplitude of the light beam decreases from a round trip
to a round trip. We assume that the spatial profile of
the eigenmodes of the cavity does not change and set the
eigenvalue problem to find it
ΛΨ(`) = P
(`)
roundΨ
(`), L = 1− |Λ|2 (72)
where L is round trip loss and Ψ(`) is an eigenmode of the
optical cavity. In case of the ideal mirrors (zero optical
loss in the mirror coating) only diffraction loss remains
valid. The propagator P
(`)
round depends on the azimuthal
number ` of the mode.
Therefore, in this section we introduced a framework
for a numerical analysis of the eigenvalue problem of a
FP cavity. The approach is suitable for a FP cavity as-
sembled with mirrors having arbitrary axially symmetric
profile. The propagator P
(`)
round is a finite matrix. The
original infinite space eigenvalue problem reduces to a
finite eigenvalue problem for matrix P
(`)
round.
H. Accuracy of the numerical approach
To evaluate the accuracy of the numerical simulation
performed using the described above approach we i) com-
pare the result of the numerical simulation with the result
of the analytical approximation and ii) evaluate the sta-
bility of the numerical scheme by varying the parameters
of the simulation.
The evaluation of the method accuracy using the re-
sults of the analytical calculations is not very accu-
rate. An analytical solution in paraxial approximation
(Laguerre-Gaussian beams) is valid only for a cavity as-
sembled by a very large (strictly speaking, infinite) spher-
ical mirrors. For a radius of the mirror larger than the
beam radius one can approximately use a Laguerre-Gauss
beam approximation for the eigenfunctions and estimate
the diffraction loss in the clip approximation (21). The
analytical clip approximation underestimates the actual
loss due to the Airy pattern-like tail induced by the finite
aperture of the mirrors (see also explanation in the end
of Sec. II).
1. Comparison with numerical clip approximation
Numerical solution of the eigenvalue problem (72) for
a cavity with axially symmetric mirrors results in eigen-
functions (field distribution on the mirror) and diffrac-
tion loss. For the particular case of a cavity with spheri-
cal mirrors numerical results can be compared with both
the analytical and numerical clip approximation. In what
follows we compare i) the diffraction loss evaluated nu-
merically solving the eigenvalue problem formulated in
this paper (72) and ii) the diffraction loss found from the
clip approximation applied to a numerical solution of the
eigenfunction problem for a lossless FP cavity.
The numerical clip approximation is formulated as fol-
lows. Using the function Ψ` found numerically at the
spherical mirror surface of a lossless cavity we calculate
the distribution after forward trip Ψforward` = P
(`)
forwardΨ`
which is non-zero both at the mirror surface and outside
of it. We then define the diffraction loss as a fraction
of energy flux (∼ |Ψforward` |2) propagating outside of the
mirror and energy flux falling on the mirror (compare
with (21)):
Lclip = 2
a∫
am
∣∣P(`)forwardΨ`∣∣2xdx
a∫
0
∣∣P(`)forwardΨ`∣∣2xdx . (73)
We found that the difference between the diffraction
loss calculated numerically from i) the clip approximation
Lclip and, ii), the solution of the eigenvalue problem L
is negligibly small. In particular, the parameter Lclip is
smaller than the parameter L by no more than a percent,
as indicated by the results presented in Table II. (This is
not the case for clip approximation found from analytic
consideration (22) with truncated Gaussian beam.)
Numerical values from Table I are utilized in the simu-
lations. The axio-symmetric modes denoted as AS0j are
characterized with zero orbital momentum ` = 0, index
j stands for the radial mode number. The fundamen-
tal mode family has j = 0. The dipole modes, denoted
as D1j, are characterized with ` = 1 and radial mode
number j. For axial symmetric mode
It worth noting that the estimation of the round
trip losses found with the analytical clip approxima-
tion (21) using the parameters listed in Table I gives
9TABLE II: Diffraction loss (in ppm) for various modes of an
aLIGO FP cavity (Table I) found numerically using (72) with
number of points N = 512 and window parameter (35) S = 2
as well as and using the clip approximation (73). The relative
difference between the results of the calculations is less then
10−3.
AS00 AS01 AS02 AS03 D10 D11 D12
S 2.0029368342816 2.0009795519293
L 0.40737 164.48 6202 99216 8.8913 1040.14 29688
Lclip 0.40699 164.40 6209 101810 8.8899 1040.18 29682
L0 ' 0.21 ppm for the fundamental mode (22). This
is about two times smaller if compared with the numer-
ically simulated losses presented in Table II (0.46 ppm).
The reason of this discrepancy will be studied elsewhere.
2. Energy conservation test
To verify the validity of the numerical simulation we
have to prove that the energy flux of light coming from
one mirror (∼ ∫ ∣∣Ψ`∣∣2) is equal to flux falling on both
the opposite mirror and the area outside it (energy con-
servation law). It is convenient to introduce a divergence
parameter σ estimating our method accuracy
σ =
a∫
0
∣∣P(`)forwardΨ`∣∣2xdx
am∫
0
∣∣Ψ`∣∣2xdx − 1 (74)
The parameter is zero in the ideal case. Our method
has a limited simulation area and, hence, it is expected
that (74) slightly different from zero. We can neglect
by this difference if it is much less than the diffraction
loss. We found that in the case of a cavity with spherical
mirrors with aLIGO parameters (Table I) the divergence
parameter σ is smaller than the diffraction loss L by at
least 3 orders for each mode within a FP cavity. There-
fore, the proposed simulation technique is valid from the
energy conservation law perspective.
3. Accuracy dependence on the selected free parameters
The accuracy of the numerical simulation depends on
the on number of points N , selection of the coefficient
ratio PQ as well as the window parameter S. We verify
this dependence for an aLIGO FP interferometer (Table
I). As shown in Fig. (3) the observed difference between
the attenuation values found in cases of N = 512 and
N = 1024 is less than 4%. The simulation time increases
as O(N3) [36], but the change of the number N by 10%
results in variations of the simulated attenuation by less
than a 1%. Hence the number N = 512 is good enough
for the majority of calculations for the cavity with se-
lected parameters.
FIG. 3: Dependence of the numerically found diffraction loss
of the axial symmetric modes AS00 and AS01 on the quanti-
zation number N . The physical parameters were taken from
Table I. The free parameters S = ξN
ξN/2
' 2 and P/Q = 1
were selected.
4. Window parameter S and ghosts solutions
FIG. 4: Unphysical solutions of the eigenvalue problem
(”ghosts”). Blue dots stand for the real part of the solution,
green dots imagine part of them (close to horizontal axis). As
we can see envelopes of such solutions are similar to profile of
axiosymmetric and dipole modes. Losses of them are on the
order of 10−2 ppm.
The numerical solution of the eigenvalue problem (72)
results in a number of solutions with non-physically small
attenuation. These ghost solutions are characterized
with unrealistic oscillations of the mode amplitude along
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the radial coordinate. The envelope of the oscillations
is identical to the profile of the corresponding Laguerre-
Gaussian mode of the cavity (see example in Fig. 4).
For the window parameter S ' 2 (35) we have seen
about 30 ghosts with relatively small loss. The number
of these ghosts dramatically decreases for a larger win-
dow parameter (S > 5). The most probable reason of the
ghost solutions is the numerical Fourier transform lead-
ing to appearance of the high frequency components in
the spectrum [30–32], caused by unfulfillment of Nyquist–
Shannon–Kotelnikov sampling theorem conditions. Re-
call Hankel is based on Fourier transform (4) and it has
the same aliasing problem as the FFT-based numerical
calculation. When one FP cavity is calculated, there are
alias FP cavities around as shown on Fig. 5. For values
S  1 the influence of alias is negligible, where as for
S ' 1 influence of alias cavities is strong, because large
part of light from alias cavities return.
a am
FIG. 5: Calculation of FP cavity using Fourier transform
means that there are alias cavities around shown by dashed
lines.
On the other hand, usage of a large window parame-
ter S has an obvious disadvantage because of the corre-
sponding small number of points located at the mirror
surface and, hence, bad accuracy of the simulation. Re-
ally, an increase of the window parameter S at a fixed
total number of points N leads to the reduction of the
effective number Nmir of points falling on the mirror in
accordance with
Nmir ' am
a
·N = N
S
. (75)
It is more convenient to cope with the oscillating solu-
tions by setting a low-pass spatial filter removing the
ghosts.
An arbitrary selection of the value of the parameter
S may lead to an unwanted effect of branching of the
attenuation value found numerically. The results of a
numerical simulation of the diffraction loss as a function
of window parameter S are shown in Fig. 7. We see that
oscillations of the loss value reaches almost 30%. Let us
stipulate how to use the window parameter S correctly
to avoid the oscillations.
xi1
xiN
a
. . . . . .
ξγ+1
ξN
a
ξγ
ξN
a
am a = amSa
′
m
xi1
xiN
a1
. . . . . .
ξγ+1
ξN
a1
ξγ
ξN
a1
am a1 = amS1a
′
m1
a)
b)
FIG. 6: a) Window parameter S should be define as (77) to
avoid error in calculations due to mismatch between effective
radius a′m of mirror (defining diaphragm function Dk (67))
but not radius am of mirror (35). b) The same radius am and
slightly larger window parameter S1 > S.
FIG. 7: Influence of small variations of the window parameter
S on simulated numerically diffraction loss of the AS00 mode.
Here the aLIGO parameters (Table I) along with N = 512
and P/Q = 1 are utilized.
We select the mirror radius am with parameter S and
find the diaphragm radius a = amS. The parameter a
coincides with root ξN whereas am may not coincide with
any root ξj . For instance, let am be localized between
two discrete points
ξγ
ξN
a < am <
ξγ+1
ξN
a). It means, that
effective mirror’s radius a′m = ξγa/ξN is smaller than am
(see Fig. 6a). Hence, the effective window parameter S′
is larger than S
S′ =
ξN
ξγ
> S (76)
If we increase window parameter from S to S1 a tiny bit,
the both the diaphragm a1 and effective radius of the
mirror a′m1 > a
′
m also increase as shown on Fig. 6b.
Obviously, the diffraction loss value found by the sim-
ulation depends not on the radius am of mirror but on
the effective radius a′m (or a
′
m1). The larger is the effec-
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FIG. 8: Influence of the window parameter S on the numeri-
cally simulated value of the diffraction loss of the mode AS00
for the fixed number Nmir = 256 of points on mirror. Here
we used aLIGO parameters of cavity (Table I) with P/Q = 1.
Mode loss vanishes at S = 1 because points describing tail of
the mode are not taken into account.
tive radius the smaller is the diffraction loss. Hence, the
diffraction loss should be smaller for the larger window
parameter (S1) than for the smaller one (S). Figure 7
illustrates this statement.
To avoid this problem one has to always select the
window parameter correctly so that the mirror radius
am coincides with a discrete point belonging to the set ξi
in accordance with the rule
S =
ξN
ξγ
. (77)
Such a selection corresponds to the bottom edge of the
curve of Fig. 7.
There exists a finite set of possible values of S is we
adopt Eq. (77). A dependence of the simulated numeri-
cally diffraction loss of the mode AS00 on parameter S for
the fixed Nmir = 256 (75) and properly selected S (see
formula (77) and Fig. 8) as well as for the fixed number
of points in Fourier space N = 512 (Fig. 9) shows the
general accuracy limitation of the simulation technique as
the result depends on the S selection. The variation of
the S value leads to fluctuations of the mode loss reach-
ing not more 5% near the point S ' 2.5 (instead of 30%
when S is selected inappropriately, as shown in Fig.7).
The parameter 2.5 corresponds to the optimal distribu-
tion of the number of points corresponding to the body
and the tail of the mode. The simulated loss increases
for the large S since the number of points covering the
body of the mode decreases. Extensive tests show that
S = 2 ÷ 3 and N ≥ 512 are the most suitable values for
simulations of the aLIGO FP cavity with acceptable cal-
culation time. Simulations of cavities of different struc-
ture requires optimization. The choice of the ratio P/Q
FIG. 9: A dependence of the simulated numerically diffrac-
tion loss of the mode AS00 on the parameter S. The loss is
found for the fixed number N = 512 of the points in Fourier
space. Here we used aLIGO parameters of cavity (Table I)
with P/Q = 1.
does not impact the simulation accuracy. For instance,
the diffraction loss for the parameter ranging from 2 to
1/2 differs no more than 1% for different HOOM.
V. SENSITIVITY TO SMALL TILTS
Practical applications of FP cavities with non-spherical
mirrors [5–7] often call for an evaluation of the stability
of the cavity with respect to small tilt of the mirrors
[20, 21, 33, 34]. A direct simulation of the cavity with
tilted mirror is hindered by the asymmetrical morphology
of the system.
Let us assume that the end mirror is tilted by a small
angle θ, as shown in Fig. 2. The eigenvalue problem is
formulated similarly to Eq. (16) by taking into account
the phase shift β due to the tilt
λ˜2n,`Ψ˜n,`(~x1) =
∫
g(~x1, ~x2)e
2iβΨ˜n,`(~x2)d~x2, (78)
where g(~x1, ~x2) is a propagator of non-perturbed prob-
lem and phase shift β ≡ θkr cos(φ) = θ√kLx2 cos(φ) is
produced by the mirror tilt, φ is azimuthal angle.
Since the tilt angle is small we use expansion e2iβ '
1 + 2iβ − 2β2 + ... ≡ 1 + δ(~x2). Also we assume that the
parameters of a mode of such a perturbed cavity Ψ˜n,`(~x)
can be expressed as an expansion over modes of the non-
perturbed cavity Ψn,`(~x)e
i`φ in a form
Ψ˜n,`(~x) = Cn`Ψn,`(~x)e
i`φ +
∑
k 6=n,m 6=`
CkmΨn,m(~x)e
imφ
The method of successive approximations allows evalu-
ating the value L˜00 of the fundamental axial symmetric
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mode for cavity
L˜00 ' L00
[
1 +
(
θ
θperm
)2]
,
1
θ2perm
=
kLSU
L00 (79)
SU ≡ <
U00,00 − 2 ∑
k∈Z+
λ2k1
∣∣Uk1,00∣∣2
λ2k1 − λ200
 , (80)
U00,00 ≡
∫
ψ∗00(x2)ψ00(x2)x
3
2 dx2, (81)
Uk1,00 ≡
∫
ψ∗k1(x2)ψ00(x2)x
2
2 dx2, (82)
here Z+ is a set of integer non-negative numbers. See
details in Appendix B. The sense of θperm is simple: at
θ = θperm round trip loss increases by 2 times.
For parameters listed in Table I we have found an es-
timate for tilt angle θperm (79) which doubles diffraction
loss of the fundamental optical mode AS00 of the FP
cavity
θperm ' 0.6 · 10−6. (83)
Note that the estimation (33), obtained from the geo-
metrical analysis, gives angle θgeomGperm about two times
smaller. Whereas estimation (34), obtained from suc-
cessive approximation using truncated Gaussian modes,
gives θsaGperm about 2 times larger. The estimate (79) based
on the numerically calculated mode profiles seems more
reliable as compared with estimates based on truncated
Gaussian distributions (formally valid for infinite mirrors
only).
VI. SENSITIVITY TO SMALL ROUGHNESS
Roughness of the mirror surface is another reason of
increase of the loss of the optical modes of a realistic
FP cavity. The problem can be handled in a way sim-
ilar to the case of the tilted mirror (78), but the phase
shift radial dependence β(r, ϕ) in this case is arbitrary
(Fig.10). A method of successive approximations allows
to find the influence of the roughness on the eigenvalue of
the fundamental optical FP mode (AS00) and evaluate
the increase of the loss of the mode due to the nonideal-
ity of the cavity mirror. We assume that the roughness
is small is compared with λ/F , where F is the finesse of
FIG. 10: A typical roughness of spherical profile of an aLIGO
mirror measured in meters after tilt and curvature subtraction
using a standard mathematical approach [29].
the cavity and write
e−2iβ = δ1 + δ2 + δ3 + . . . , (84)
λ˜200 = λ
2
00 +
(
λ˜200
)(1)
+
(
λ˜200
)(2)
+ . . . , (85)(
λ˜200
)(1)
= λ200V
(1)
00,00, (86)
V
(1)
00,00 ≡
∫
ψ∗00(x1) δ1(~x1)ψ00(x1)x1 dx1 dφ1, (87)(
λ˜200
)(2)
= λ200∆V, (88)
∆V ≡
V (2)00,00 − 2 ∑
k,m∈Z+
λ2km
λ200 − λ2km
·
∣∣∣V (1)km,00∣∣∣2
 ,
(89)
where λ2km are the unperturbed eigenvalues of the cavity.
It is convenient to tune the system so that V
(1)
00,00 = 0
by selecting the zero averaged level of roughness and
then evaluate all the other matrix elements relatively
this level. Details of the calculations are discussed in
Appendix C. The perturbed by toughness roundtrip loss
may be expressed as L˜00 = 1−
∣∣λ˜200∣∣2 using Eq. (89).
We evaluated the perturbed value of loss for the cav-
ity mirrors characterized with various roughness maps
β(r, ϕ) of aLIGO mirrors [29] and found that the rough-
ness does not increase the loss by more than 3 ppm (for
the roughness map shown on Fig. 10 the added loss is
about 1.6 ppm). The added loss value does not depend
on variation of the mirror shape [21] due to similarity of
the profile of the fundamental modes of the FP cavities.
We are performing a more detailed study with the goal
to figure out the source of the excessive loss in a realistic
aLIGO cavity and the results will be published elsewhere.
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VII. CONCLUSION
We have performed a detailed study of diffraction loss
of a realistic Fabry Perot cavity. A method for numerical
analysis of both the eigenmodes and complex eigenvalues
of high finesse Fabry-Perot cavities assembled by axial
symmetric mirrors with arbitrary profile and finite size is
proposed and described in detail. This method is efficient
for both the fundamental and high order optical modes
of the cavity. We use the method to find the finesse of
the cavity utilizing parameters of aLIGO interferometer
for numerical estimations.
Only radial dependence of the field distributions on
mirror needs to be evaluated in our approach. It takes
much smaller time if compared with a direct solution of a
2D problem. We show that our method can be utilized to
find loss of a FP cavity with small non-axial asymmetry
perturbation of its mirrors, in particular, for evaluation of
diffraction loss of a Fabry-Perot cavity with tilted mirror
and mirrors with small roughness. The technique could
be useful for explanation of the observed in experiment
round trip loss in the aLIGO interferometers as it allows
estimation of the attenuation due to excessive scattering
as well as mode mismatch in the cavities. This study will
be published elsewhere.
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Appendix A: Derivation of Eq. (16)
Here we derive equation (16) from (3). Let write (3)
in polar coordinates using presentations (3):
Ψ1(x1) e
i`φ1 = − i
2pi
∫ ∞
0
x2 dx2
∫ 2pi
0
dφ2× (A1a)
× exp
(
i
[ |x21 + x22 − 2x1x2 cos(φ1 − φ2)
2
])
×
×Ψ2(x2) ei`φ2 (A1b)
Then we multiply both sides of (A1) by e−iφ1 and inte-
grate over variable η = φ2−φ1 using known integral for-
mula for Bessel function (for example, see formula 21.8.18
in [35]):∫ 2pi−φ1
−φ1
ei
(
`η+x1x2 cos η
)
dη = 2pi i` J`(x1x2) . (A2)
The integral (A2) does not depend on φ2 because under
integral function has period 2pi.
After substitution we obtain (16).
Appendix B: Successive Approximation Method for
Calculations of Tilt Stability
After multiplying (78) by Ψ∗00(~x1) or by Ψ
∗
nl(~x1)e
−imϕ1
and averaging over d~x1 we obtain set of equations:(
λ˜200 − λ200
)
C00 = λ00
∑
k,m∈Z+
λkmCkmV00,km (B1)(
λ˜200 − λ2nl
)
Cnl = λnl
∑
k,m∈Z+
λkmCkmVnl,km, (B2)
Vnl,km ≡
∫
Ψ∗nl(~x1)e
−ilϕ2δ(~x1)Ψkm(~x1)eimϕ1d~x1 (B3)
For main axial symmetric AS00 mode we apply method
of successive approximations for calculation matrix ele-
ments V00,km. Expanding in series δ(~x) ' δ(1) +δ(2) + . . .
we carried out:
δ(1) = 2iβ = iθ
√
kLx2
(
eiφ2 + e−iφ2
)
,
δ(2) = −1
2
θ2kLx22
(
2 + ei`2φ2 + e−i`2φ2
)
,
V
(1)
00,km = δ(±1)m 2pii θ
√
kL
∫
ψ∗00(x2)ψk1(x2)x
2
2 dx2,
V
(2)
00,km = −θ2kL
(
δm0 2pi
∫
ψ∗00(x2)ψk0(x2)x
3
2 dx2
+ δm(±2) 2pi
1
2
∫
ψ∗00(x2)ψk2(x2)x
3
2 dx2
)
.
The next step is expansion in series over successive
orders of smallness:
λ˜200 =
(
λ˜200
)(0)
+
(
λ˜200
)(1)
+
(
λ˜200
)(2)
+ . . . ,
Cmn = C
(0)
mn + C
(1)
mn + C
(2)
mn + . . .
We put at initial approximation of zero order of the
smallest parameter θ: C
(0)
00 = 1 = δ0mδ0n, C
(0)
n` = 0.
So it is easy to get eigenvalue of our problem:
∼ θ0 :
(
λ˜200
)(0)
= λ200,
∼ θ1 :
(
λ˜200
)(1)
= λ200V
(1)
00,00 ≡ 0,
∼ θ2 :
(
λ˜200
)(2)
= λ200
V (2)00,00 − 2 ∑
k∈Z+
λ2k1
∣∣V (1)k1,00∣∣2
λ200 − λ2k1

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Summing up the first three approximations of eigen-
value:
λ˜200 = λ
2
00
1 + V (2)00,00 − 2 ∑
k∈Z+
λ2k1
∣∣Vk1,00∣∣2
λ200 − λ2k1

where
∣∣V (1)00,km∣∣2 ≡ −δ(±1)mθ2kL ∣∣∣∣2pi ∫ ψ∗k1(x2)ψ00(x2)x22 dx2∣∣∣∣2
In terms of losses which are equal to L00 = 1−
∣∣λ00∣∣2
we can rewrite this expression as
L˜00 = L00 + <
−V (2)00,00 + 2 ∑
k∈Z+
λ2k1
∣∣Vk1,00∣∣2
λ200 − λ2k1
+ . . .
(B4)
Z+ is set of non-negative integer numbers.
From this formula we obtain (79) and (80). Note, the
multiplier 2 in (80) appears due to two terms in sum. It
corresponds to account of dipole modes e±iϕ.
Appendix C: Successive Approximation Method for
Calculations of Roughness Stability
Using analogical approach as in Appendix B and
taking into account that roughness of specular surface
β(r, ϕ) has an angular dependence we obtained that
(
λ˜200 − λ200
)
C00 = λ00
∑
k,m∈Z+
λkmCkmV00,km (C1)(
λ˜200 − λ2nl
)
Cnl = λnl
∑
k,m∈Z+
λkmCkmVnl,km, (C2)
Vnl,km ≡
∫
Ψ∗nl(~x1)e
−ilϕ2δ(~x1)Ψkm(~x1)eimϕ1d~x1 (C3)
Expanding in series e−2iβ ≡ δ(x, ϕ) ' δ(1) + δ(2) + . . .
and assuming smallness of β we carried out that:
V
(1)
00,ml ≡
∫
Ψ∗00(x1) δ1(~x1)Ψml(x1)e
−i`ϕ x1 dx1 dφ1
(C4)
V
(2)
00,00 ≡
∫
Ψ∗00(x1) δ2(~x1)Ψ00(x1)x1 dx1 dφ1 (C5)
Further we expanded eigenvalue in series over succes-
sive orders of smallness:
λ˜200 =
(
λ˜200
)(0)
+
(
λ˜200
)(1)
+
(
λ˜200
)(2)
+ . . . ,
Cmn = C
(0)
mn + C
(1)
mn + C
(2)
mn + . . .
We put at initial approximation of zero order of the
smallest parameter θ: C
(0)
00 = 1 = δ0mδ0n, C
(0)
n` = 0.
And then:
∼ β0 :
(
λ˜200
)(0)
= λ200,
∼ β1 :
(
λ˜200
)(1)
= λ200V
(1)
00,00,
∼ β2 :
(
λ˜200
)(2)
= λ200
V (2)00,00 − 2 ∑
k,m∈Z+
λ2km
∣∣V (1)km,00∣∣2
λ200 − λ2km

Summing up three steps of approximation of eigen-
value, we get:
λ˜200 = λ
2
00
1 + V (1)00,00 + V (2)00,00 − 2 ∑
k,m∈Z+
λkm
∣∣Vkm,00∣∣2
λ00 − λkm

(C6)
We want to note that presence of the multiplier 2 in
relations (89, C6) is due to accounting two conjugate
modes with angular dependence e±imϕ.
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