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( 1 . 1 )  
I .  I ntroduct ion.  
- v A u + g r a d p + ( u . V ) u = f  i n n  , 
d i v u = O  i n n  , 
(1.2) a(u,v> + b, (v ,p)  = <f,v> , 
b2(u,q) = 0 . 
f ramework and p rove  that i t  i s  well-posed i f  and only i f  several in f -sup conditions a re  satisfied : 
two f o r  the f o r m  a and one fo r  each of  the fo rms  b, and b, . We shal l  also analyze i t s  discretization 
and state general e r r o r  estimates which can be appl ied t o  a number of  numer i ca l  methods. Our 
hope i s  that  this abst ract  va r ia t i ona l  f o rmu la t i on  w i l l  be used f o r  o ther  equations i nvo l v ing  
weighted spaces. 
In  t he  p a r t i c u l a r  case of  the discret izat ion of the Stokes problem by spectral  methods, i n  
order  t o  obtain a well-posed problem, we have to e x h i b i t  the spur ious modes o f  the pressure,  i . e .  
the modes wh ich  cancel the discrete gradient. Thus, we de r i ve  an appropr ia te choice for the space 
of  discrete pressures and we can prove that the in f -sup conditions a re  satisfied. The resu l t s  we 
obtain are v e r y  s i m i l a r  to the corresponding ones for the Legendre methods (see [ B M M Z ] ) .  The 
convergence estimates can be extended to  the Navier-Stokes equations wi thout  d i f f i cu l t y .  
An out l ine of the paper i s  as follows. Section I I i s  devoted to an abstract var ia t ional  problem 
w i t h  inf-sup conditions. I n  Section I I I ,  we state a var ia t ional  formulat ion of  the Stokes problem i n  
weighted Sobolev spaces, the weight o f  wh ich  i s  the Chebyshev one. I n  Section I V ,  we study a 
Galerkin spectral  method to discret ize t h i s  problem. The spectral  collocation method for the Stokes 
problem i s  thoroughly analyzed i n  Section V .  The r e s u l t s  a r e  extended i n  Section V I  t o  the f u l l  
Navier-Stokes equations thanks to a f ixed point  theorem. 
Notat ions : The n o r m  of any Banach space E i s  denoted by II.IIE , w h i l e  <.  ,.> i s  the dual i ty  pa i r i ng  
between E and i t s  dual space E' .  F o r  any p a i r  (E,F) o f  Banach spaces, L(E,F) represents the space of  
continuous l i nea r  mappings f r o m  E in to  F .  We mean by A o B the tensor ia l  product of  any sets A 
and B i n  a Banach space, w h i l e  A@, i s  the tensor ia l  product of  A by i tse l f .  
For any domain A i n  Rd and fo r  any rea l  number s, we use the classical h i l b e r t i a n  Sobolev 
spaces HS(A) ,  the no rm o f  which i s  denoted by l l . l l s .  
I n  a l l  that  fo l lows, c ,  c' . . .  are generic constants, independent of the discret izat ion.  
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( 1 1 . 1 )  
I I. An a b s t r a c t  v a r i a t i o n a l  sustem . and i t s  aDDroximat ion.  
V v E X ,  , a(u,v) + b,(v,p) = <f,v> , 
V q E M, , b,(u,q) = <g,q> . 
I n  order  to study t h i s  p rob lem,  l e t  us introduce the l i nea r  operators  A E L ( X 2  , X i )  and 
Bi E L (  Xi ,Mi )  (i = 1 , 2) associated w i t h  the fo rms  a and bi by the re la t ions 
(11.2) V u E X, , V v E X ,  , <Au,v> = a(u,v) , 
(11.3) V u E X i ,  V q E M i ,  <Biu,q> = bi(u,q) ; 
we denote by BT E L (  Mi , X i )  (i = 1 , 2) the adjoint  operator of Bi . 
For any g i n  Mf (i = 1 , 2), we define the closed af f ine space 
(11.4) Ki(g) = { v E Xi ; V q E Mi , bi(v,q) = <g,q> } , 
and we note that  the subspace Ki = Ki(0) i s  the kernel  o f  the operator Bi . Moreover we introduce 
the l i nea r  mapping IT : X ;  -+ K; defined fo r  each f E X ;  b y  
F ina l l y ,  we denote b y  K; the polar set of  K,  i .e . ,  the kernel  of the mapping IT. 
Let us define the operator A : X, x M, + X ;  x M; by the re la t ion 
(11.5) V v E K, , < U f , v >  = <f,v> . 
(11.6) A(u,P) = (Au + B:p , B,u) ; 
then ( I  I. 1 ) i s  equivalent to 
(11.7) A(u,P) = (f,g) . 
We can p rove  the fo l lowing theorem : 
Theorem I I. 1 :The operator A is an isomorphism from X, x M, onto X i  x M; i f  and only i f  
the followingconditions (C,)and (Ci) (i = 1 , 2)aresatisfied 
(C,) I T A :  K, -+ K; isan isomorphism , 
(ci> there existsa constant oi > o ,such that for any q E M~ , IIBTqIIx: > biIIqIIMi . 
P r o o f  : We assume f i r s t  that  conditions (C,) and (Ci) (i = 1 , 2) are satisfied, and we prove that A 
i s  an isomorphism. Given f i n  X; and g i n  M; , l e t  us observe that by (C,) and [ B r ,  Thm 0.1 ] there 
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exists T i n  X, such that B,; = g and llull 
i n  K, such that n A u ,  = TTf - TTAu, and one has 
d IlgllMi. Moreover by (C,) there exists a unique uo 
x2 
11uo llX26 ( Ilf 1,; 119 IIM; ) ’ 
Let  us set u = u + u, . The element f - Au belongs to K i  , hence by (C,) and the Closed Range 
Theorem, the re  ex is ts  a unique p i n  M, such that BTp = f - Au , Thus we have proved that A i s  
onto. I t  i s  s t ra igh t fo rward  to  check that A i s  one t o  one, and since i t  i s  continuous because so are 
A ,  B: and B, , we conclude that A i s  an isomorphism by using the Open Mapping Theorem. 
A ( 0 , q )  = (BTq,O); hence, f r o m  the cont inu i ty  o f  A - ’ ,  we obtain 
Conversely,  l e t  us suppose that  A i s  an i somorph ism.  F o r  each q i n  M ,  , we have 
l \ q l \ M 1  d 11 A-l\\.l/B:q\\)(; B 
wh ich  i s  (C, )  , On the other hand, fo r  each g i n  M; , l e t  us set (w,q) = A-’(O,g). Then the 
mapping : g - tw  i s  continuous f r o m  M; in to  X,  and i s  such that B,w = g, Thus we have (C,), using 
[ B r ,  Thm 0.11. Now we  p r o v e  that  n A  i s  an i s o m o r p h i s m .  Given f i n  K ;  , l e t  us set 
(w  ,q) = A-’(f  , O ) .  Then w belongs to  K, and sat isf ies 
since I7B: i s  equal t o  0. Thus I I A  i s  onto. F ina l l y ,  l e t  w in  K, be such that TTAw = 0 ;  by (C,) and 
I l A w  = TTf - TT B:q = TTf = f , 
I the Closed Range Theorem, the re  exists q i n  M, such that  B , q  = - Aw. Thus A ( w , q )  i s  equal t o  
( O , O ) ,  hence, w i s  equal t o  0, i.e., TTA i s  one to one. This  concludes the proof of  the theorem. 
Remark I I .  1 : By wel l -known resu l t s  of funct ional  analysis, we can express condition (C,) i n  a 
var ia t ional  f o rm.  Prec ise ly ,  (C,) i s  equivalent to the fo l lowing condition (see, e.g. [Ba] )  : there 
exists a constant c(, > 0 such that 
(11.9) V V E  K l \  ( 0 )  , sup a(u,v)  > 0 . 
By the Open Mapping Theorem t h i s  i s  also equivalent to the existence o f  a constant c(, > 0 such 
that 
u E K, 
( 1 1 . 1  1 )  V U E  K, \ {O}  , sup a(u,v) > o , 
V E  K, 
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(11.17) 
I f  K, ( o r  K2) a r e  f i n i t e  dimensional spaces, then the relat ion (11.9) o r  (11 .1  1 )  can be replaced b y  
the requi rement  that 
(11.12) d i m K ,  = d i m  K,. 
S i m i l a r l y ,  we can w r i t e  the condition (Ci) (i = 1 ,  2) equivalently as fo l lows : there exists a 
constant @i > 0 such that 
kf v, E X, ,  , a,(u, , v,) + b,,(v, , P,) = <f, , v,> 
v 96 E M25 8 b25(~6  1 S,) = <g, i qb) I 
These are the f o r m s  under wh ich  the conditions (C,) and (Ci) (i = 1 , 2) a re  usual ly checked i n  the 
applications. 
Fo l l ow ing  the p roo f  of  Theorem 11.1  one can easi ly est imate the  n o r m  o f  the inverse 
isomorphism A-’  i n  t e r m  of the constants associated w i th  the fo rms  a and bi 
Denoting b y  y the norm of a : 
a(u,v) , 
IluIlx2 IIvIlxl (11.14) y =  SUP U € X 2 ’ V E X 1  
we have the fo l lowing resu l t .  
C o r o l l a r u  II. 1 :Assume that hypotheses ( l l . 8 ) ,  (II.9)and ( 1 1 . 1  3I i  (i = 1 ,  2) hold. Then, the 
solution (u ,p)ofproblern (11 .1 )  satisfies the following estimates 
(11.15) I I U I I X 2  < Cx;’Ilfllx; + s;’ (l+Cx;’x)l lgllM; 1 
( 1 1 . 1 6 )  l lpI/M1 < s i ’  ( 1 + a i 1 y )  I l f l l X ;  @ i ’ @ i ’ y ( l + C x y ’ y )  11g11Mh ’ 
11.2. The f i n i t e  d i m e n s  i ona l  aDp r ox i m a t i  o n .  
W e  want  to approx imate problem ( 1 1 . 1 )  by  a f i n i t e  dimensional system. T o  t h i s  end, we 
introduce a discret izat ion parameter 6 > 0,  and we assume we are given closed subspaces Xi, and 
Mi, (i = 1 ,  2) contained i n  Xi and Mi  respect ive ly .  The continuous b i l i n e a r  f o r m s  a and b i  are 
approx imated b y  th ree  cont inuous b i l i n e a r  fo rms  a, : X2,  x X , ,  + R and bib : Xi, x Mi, --f U? 
(i = 1 ,  2). 
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( I  I. 17) to be well-posed, as stated i n  Theorem I I. 1 .  More  prec ise ly ,  f o r  any g i n  MI (i = 1 , 2 ) ,  we 
introduce the af f ine subspace 
( I  I .  1 8) 
and we set Ki, = Kib(0). We make the fo l lowing assumptions : 
a) there exists a constant (xlg > 0 such that 
Ki, (g) = { V, E Xi, ; V qb E Mi, , bi, (v, ,q, 1 = <g,q, > 1 I 
(11.20) V V,E Kl,\ ( 0 )  , sup ab(ug,v,) > O  ; 
uti K2, 
t h i s  second condi t ion,  i f  Kl, and K2, are f i n i t e  dimensional, can be equivalently replaced by 
(11.21) dim K,,=dim K2b ; 
b )  there exists a constant bib > 0 (i = 1 , 2 )  such that 
Moreover, we denote b y  
the norm of the f o r m  a, 
J1,3. Error estimates. 
We assume now that there ex is t  a solut ion (u,p) to  problem ( I  I .  1 ) and a solut ion (u, , p,) t o  
problem (I I .  17). We want t o  der ive a general e r r o r  estimate between them. 
F i r s t ,  we estimate how an element of Ki(g) can be approximated b y  an element of K,,(g,), for 
any g and g, given i n  M,: . 
P r o u s i t i o n  1 1 . 1  : Assume that hypothesis ( I  1.22)i holds. For any element v in Ki(g), the 
followingestimate is satisfied: 
. .  
-7  - 
(11.26) 
P r o o f  : Let v, be any element i n  Xi,. By ( l l .22) i  and [ B r ,  Thm 0.11, there  ex is ts  z, i n  Xi, such 
that 
( I  1.27) V qb E Mi, , bia(zb , q,) = bi5(Vb , q,) - <gs I qb> 
C lear ly ,  the element w, = v,- zg belongs to  Ki,(g,) and satisf ies 
(11.29) 1IV-W,IIxi G I IV-VgI Ix i  + IIzbIIxi 
Thanks to  ( I  I .27), we W r i t e  
' qs E Mi, 3 b. ( 2 ,  , qb) = - bJV-V, , 9,) - (bi-bis)(Vs , qb) + <9-9& 1 q,> ; 
hence, using ( I  I .28) and the cont inu i ty  of bi yields 
The last  inequali ty, together w i t h  ( l l .29),  gives the proposit ion 
Next, we der ive the main error estimate for u-us . 
Theorem 11.7 : Assume that hypothesis ( I  I .  1 9 )  holds. Then the solutions ( u  ,p) of ( 1  I .  1 )and 
(u, I P g  ) of ( I  I .  17), satisfy the following estimate 
- 8  - 
(11.32) 
P r o o f  : Le t  w, be any element i n  K2,(g6). By ( I  I .  19), we have 
a,(u,-w, , 2,. = a(u-v, , 2,) + a,(v,-w, , 2,) + (a-a,)(v, , 2,) + bl(z, , p-q,) 
+ (b l -b l& ) (Z&  1 q,) - <f-f, p z,> 
which gives the theorem 
Remark  11.7 : Sometimes i t  can be useful to make a f u r t h e r  assumption on the f o r m  b,, , which 
w i l l  always be satisfied i n  the applications we have i n  mind. It w i l l  a l low us to predic t  an opt imal 
ra te  of  decay fo r  the e r r o r  u-u, even i n  the case where Mi, i s  a bad approx imat ion o f  M i .  Thus we 
assume that there ex i s t s  a subspace ?Il, of M 1 ,  such that  the f o r m  bl, i s  i n  fact defined on 
X,, x vl ,  and satisfies 
(11.33) 
( I n  applications, h,, w i l l  be a subspace of  M, containing M,, and such that the elements o f  M, can 
be approximated i n  an opt imal way by elements o f  fl,,). Then, we can replace 
b' v, E K,, , V qs E h l ,  , bl,(v,, q,) = 0 . 
i n f  by 
in f_  i n  the r ight-hand side of (11.30). 
q b  E M 1 6  
Now, we indicate a remarkable case i n  wh ich  estimate (11.30) can be s impl i f ied.  The resu l t  
fo l lows easily f r o m  (11.32). 
Corollaru 11.3 : Assume that hypothesis ( I I .  1 9) holds and that 
- 9  - 
(11.34) K1, c K, . 
Then the solutions ( u  ,p)of ( I  I. 1 )and (u, , p, )of (I I. 17), satisfy the following estimate 
(11.35) 
1 <f-f, , z,> + sup 
2,  E x1, IIZ, llx 
F ina l l y ,  an e r r o r  estimate fo r  p-p6 is provided by the fo l lowing resu l t .  
Theorem 11.3 :Assume that hypotheses ( I I . 19 )and  ( I l .ZZ ) ,ho ld .  Then the solutions ( u , p ) o f  
( I  I. 1 )and (us , p,)of (I I. 17), satisfy the following estimate 
(11.36) 
1 <f-f, , 2,) II 2, llx + sup 2, E x1, 
P r o o f  : Let qs be any element i n  M1,, B y  ( l l . Z Z ) l  , w e  have 
-10- 
This ,  together w i t h  (l1.30), proves the theorem 
Remark  11.3 : Assume that  hypotheses ( 1 1 . 1  9) and ( l l . 22 ) i  hold and that  the discrete f o r m s  a, 
and bi, (i = 1 , 2) are the res t r i c t i ons  to the spaces of d iscret izat ion of the continuous fo rms  a and 
b i  (i=l, 2) respec t i ve l y ,  and that  f and f, coincide. Then, the  p r e v i o u s  est imates can be 
substancially s imp l i f i ed  as fo l lows : 
and 
- 1  1 -  
( 1 1 1 . 1 )  
I I I. V a r i a t i o n a l  f o r m u l a t i o n  of t he  Stokes DrOblem i n  weiahted 
Sobolev sDaces. 
- v A u + g r a d p = f  i n n  , 
d i v u = O  i n n  , 
I I I .  1 .  The we iah ted  sDaces and t h e  homoaeneous Stokes p r o b l e m .  
Let us b r i e f l y  reca l l  some basic ma te r ia l  about weighted spaces o f  Chebyshev type (for 
denotes the Chebyshev weight on the 2 -112 f u r t h e r  detai ls,  see e.g. [CHQZ][MaZ]). I f  Q ( L )  = (1-5 
i n te rva l  1- 1 , I [ ,  l e t  
2 L e ( - l  , 1 >  = { cp : 3 - 1 , 1 [  --+ R ;In 'p2(C) Q(C) d5 < +m 1 
be the Lebesgue space associated w i t h  the measure @ ( C )  dl;, provided w i t h  the inner  product 
( 1  I I .3) 
and the n o r m  I I . I lo,e = ( . , . l e  . 
A scale of  weighted Sobolev spaces i s  defined as fo l lows : for any integer m 2 0, H,"(- 1 , 1 )  
i s  the subspace of  L:(-l , 1 )  of the funct ions such that t h e i r  d i s t r i bu t i ona l  der ivat ives o f  order 
(IP ,de = In cpW q(C) e ( C )  d5 
1 /2 
< m belong to L ; ( - l ,  1 )  ; i t  i s  a H i l b e r t  space f o r  the i nne r  product as 
1 /2 m 
\ \ q \ l m , ~  = ( zk = O  l $ l f , p  ) 
where 
( 1  I I .5) I 'p Ik,e = Ildkcp/dCk \ I O $  
For  a r e a l  number s = m + cx, 0 < LY < 1 , we define H i ( -  1 , l  ) as the 
ociated w i t h  the no rm 
nterpolat ion space between 
- 12- 
s.e ’ 
H Y ( - l  , 1 )  and H Y + ’ ( - l  , 1 )  of index cx (cf. [ L M ] ) ;  we denote i t s  no rm by )I.II 
F ina l l y ,  we  can apply a ro tat ion and a t rans lat ion to define s i m i l a r  Sobolev spaces on any 
segment o f  length 2 i n  R2. We use the same notations as before to indicate them, as w e l l  as the i r  
norms. 
The gener ic po int  i n  the square fl w i l l  be denoted by x = ( x , y ) .  We introduce the vert ices 
a, , J E i2/4Z, of n (where aJ+l fo l lows a, counterclockwise),  and ca l l  TJ the edge w i t h  vert ices 
aJ-l  anda, ; for any edge TJ , J E Z/4Z, n, i s  the u n i t  outward normal  to n on TJ and T~ the uni t  
vector orthogonal to nJ , directed counterclockwise. 
4 n  IV 
F iaure I I I. 1 
The square fl 
The Chebyshev weight on fl i s  defined as w ( x )  = @(x )  e(y) .  Let 
L:(O) = { v : 0 -+ [R ; In ,P~(x )  W(X)  dx < +m } 
be the Lebesgue space associated w i t h  the measure w ( x )  dx, provided w i t h  the i nne r  product 
( I  I I . 6 )  
and the norm )I .llo,w = (. ,.), . 
Next, a scale of weighted Sobolev spaces i s  defined as fo l lows : f o r  any integer m 2 0 ,  
H:(fl) i s  the subspace of L:(fl) of  the funct ions such that t h e i r  d i s t r i bu t i ona l  der ivat ives of 
order < m belong to L i ( f l )  ; i t  i s  a H i l b e r t  space for the i nne r  product associated w i t h  the norm 
(,P ,@)m = In cp(x) *(x)  ~ ( x )  dx
1 /2  
1 12 rn (111.7) II,PIlrn,, = ( c, :o I & )  , 
where 
- 13- 
( I l l .  13) 
k k - j  2 
(111.8) lglk,, = ( cj=o IIakg/ax'ay Ilo,,, )1'2 . 
F o r  a rea l  number s = m + a, 0 < M < 1 ,  we define Hi(n) as the in te rpo la t ion  space between 
H:(n) and H:"(fl) of index M ;  we denote i t s  no rm by 11.1(5,,,. 
Being concerned w i t h  homogeneous D i r i ch le t  boundary conditions, for any integer m 2 1 ,  
we consider the  closed subspace of the functions of H:(n) wh ich  vanish on the boundary an 
together w i t h  a l l  t h e i r  der ivat ives of order up to  m-1 ( the  traces being defined i n  the sense of 
[ L M ] )  ; t h i s  space, denoted by H:,,(n), i s  the closure o f  D(n) under the no rm o f  HZ(f2) (see 
[ B M ,  Prop.  11.91). Due to  the Poincare inequali ty, an equivalent norm on i s  the seminorm 
I . l r n , , ,  . The dual space of  H;,,(n) w i l l  be denoted b y  HLrn(Q) ; whenever the space L:(O) i s  
ident i f ied to  i t s  dual space, we have for instance 
(111.9) H;(O) = { f + a g a x  + a w a y ,  (f,g,h) E [ L ; ( ~ ) I ~  1 . 
V V V E X ,  v I n  g r a d u . g r a d ( v w ) d x - J n  d i v ( v w )  p d x = < f , v >  , 
V q c M , ,  In d i v u q w d x = O  . 
- 14- 
( I  I I .  16) 
Note that we have 
( I  I I .  17) 
and 
(111.18) K , = { v E X  ; d i v v = O i n f l }  . 
b2(v,q> = - (d iv  v,q), = - In div v q 0 dx 
K ,  = { v E X ; d iv  (vw) = 0 i n  fl } 
We have at  once the fo l lowing resul t .  
. ,  P r o D o s i t i o n  I l l .  L : The forms a : X x X + I? and bi : X x Mi -+ R (i = 1 , 2) are continuous. 
P r o o f  : I t  i s  a s t r a i g h t f o r w a r d  consequence o f  t h e  c o n t i n u i t y  o f  t h e  mapp ing  : 
‘p --f 0 - l  grad ( ‘pw) f rom HA,,(fl) i n to  L:(fl). I n  order t o  p rove  t h i s  r e s u l t ,  we w r i t e  
x / ( l  - x 2 )  
w - ’  g rad  (‘pa) = g rad  IP + cp [ u / i l - u 2 i ]  
and, due to Hardy ’ s  inequal i ty  (see [N ,  Chap. 6 ,  Lemme 2.1]) ,  the t e r m s  ‘p x / ( 1 - x 2 )  and 
‘p y / (  1 -y2) can be bounded by the no rm of ~p i n  HL,,(fl) (see [CQZ, Lemma 1.21 for details). 
Thus, i n  order  t o  apply Theorem 1 1 . 1  to problem ( l l l . l3) ,  we have t o  check the inf-sup 
conditions (l l .8)(l l .9) and ( 1 1 .  13)i (i = 1 ,  2). 
111.2. The inf-sur, c o n d i t i o n  f o r  a. 
Let us f i r s t  deal w i t h  the f o r m  a. For some technical reasons, we introduce the weighted 
Sobolev spaces re la t i ve  to the i nve rse  of  the Chebyshev weight : for any rea l  number s > 0, the 
spaces H;/J - 1 , 1 )  a re defined i n  the same way as the spaces H i ( -  1 , l  ) w i t h  e replaced by 1 / e  and 
provided w i t h  the n o r m  ~ ~ . ~ ~ s , l , p  ; the spaces H;,,(n> a r e  defined i n  the same way as the spaces 
H:(fl) w i th  w replaced by l / w  and provided w i t h  the n o r m  )I.lls,l,w ; f o r  any integer m 2 0, we 
denote b y  HY/,,,(fl) the c losure of  D ( 0 )  under the no rm \ ~ . ~ ~ m , l ~ ,  . We recal l  the fo l lowing resu l t  
due to [BM].  
Lemma 1 1 1 .  I : For any integer m 2 0 ,  the mapping : ~p + w 1 I 2  ‘p is an isomorphism from 
HZ,o(fl) onto H r ( f l )  and from H r ( f l )  onto HY,,,,(fl) . 
Now, we are i n  a position to  prove the fo l lowing proposi t ion.  
P roDos i t i on  I 11.2 : There exists a constant 0: > 0 such that 
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P r o o f  : Let us s t a r t  w i t h  ( 1 1 1 . 1  9). I f  u belongs to  K, , then there ex is ts  lp i n  H i ( f l )  such that 
u = c u r l  lp (see e.g. [ G R ,  Chapter 1, Thm 3.11); since u i s  i n  X ,  lp belongs i n  fact t o  H i , , ( f l ) .  
Def inev  = 0-' cu r l  ($0 ) .  B y  Lemma I l l .  1 ,  $0 belongs to H?/,,,(fl), hencev belongs to  H:,,(n), 
w i t h  
IIvII1*, G c IIUII,., ' 
Moreover,  
a(u,v) = v In ( c u r l  u) ( c u r l  ( vu) )  dx = v In Alp A(lpw) dx . 
According to  [ M M ,  Lemma 3.21, the re  exists a constant c > 0 such that 
In Alp A(lp0) dx 2 c 119 
I n  order  to  check ( l l I , Z O ) ,  we use a s i m i l a r  argument. I f  v belongs to K, , then there exists 
(0) such that v u  = c u r l  q.~ .  We set u = c u r l  (q~o- ' ) ,  so that u belongs to K, , and we 
. 
We conclude that ( I  I I .  1 9) holds. 
q.I in Hl/w,O 
conclude as before. 
for bi (i = 1 .  7). I 11.3, The i n f - s u p  c o n d i t i o n  . .  
Next,  we  check the in f -sup condition (11.1 3)i fo r  the f o r m s  bi (i = 1 , 2 ) .  T o  t h i s  end, we 
reca l l  some trace and regu la r i t y  resu l t s  i n  weighted Sobolev spaces, due t o  [ B M ] .  
W i t h  the notations o f  F igure I l l .  1 , we have the fol lowing lemmas. 
Lemma 111.2 [ B M ,  Thm 11.31 : The traceoperator R :  v -+ ( VlrJ ) J E z / 4 z  is l inear continuous 
from the space HA(fl) onto the subspace o f  n E B / 4 z  H3'4( r  e J) of the functions ( lp ) E z/4z 
satisfying 
(111.21) V J E Z/4ZL, lpJ(aJ) = qJ+l(aJ) . 
Moreover, the operator R admits a continuous r ight  inverse. 
Lemma 111.3 [ B M ,  Thm 11.41 : The trace operator S :  v +- ( VlrJ , av /anJ  )J  sz /4z  is  linear 
continuous from the space H i ( 0 )  onto the subspace of nJ Ez /4z  (H,7l4(rJ) x H,3l4(rJ))  of the 
functions ( q~ , x )J E z/4z satisfying 
i 
-16- 
( I  11.23) 
emma 111.4 [BM,  Thm 11.2] : The trace &rator T :  v + ( vlrJ , av /anJ  )J  cz /4z  is linear 
x H::p4(rJ)) of 
qJ , uJ )J E z14z satisfying ( I I I .2 1 ) . Moreover, the operator T adm i ts a 
continuous from the space H?,,(O) onto the subspace of 
the functions 
E z14z 
- A q = x  i n n  
I ~ = O  o n a n  . 
continuous r ight  inverse. 
Now, we are  i n  a posit ion to prove the fo l lowing propositions. 
P r o ~ o s i t i o n  111.3: There exists a constant b2 > 0 such that 
P r o o f  : Let q be any function i n  M2 . We consider the unique solut ion ~p o f  (111.23) w i t h  1 = q, for 
which we have 
II Ip 112, G c II qllo,, 
We want to  f i nd  a funct ion \~r i n  H:(n) such that 
(111.27) c u r l  q = - grad ~p on an , 
o r  equivalent 1 y 
(111.28) V J E Z/4Z, aq/arJ = - aIp/anJ and a$/anJ = a Ip /a rJ  = 0 on rJ . 
To th i s  end, we set 
(111.29) \Irl(al) = 0 , 
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( ~ 1 . 3 1 )  VJ E z / ~ z ,  (aq/an,+,>(a,> = (aq/ar,>(a,> = o , 
(aq/an,>(aJ) = - (aq/ar,+,>(a,) = o . 
Remark I l l .  1: Note that the proof of Proposi t ion 111.2 u t i l i zes  the condition In q(x) dx = 0 i n  
the de f i n i t i on  (111.12) of  M,, 
P r o D o s i t i o n  I I I . 4  : There exists a constant > 0 such that 
P r o o f  : The p roo f  i s  s i m i l a r  t o  the prev ious one. Given any funct ion q i n  M, , denote b y  rp the 
- 1 8 -  
solut ion of the D i r i c h l e t  problem (111.23) w i t h  1 = q o .  Since qo i s  i n  L:,w(fl), Lemma 111.5 
imp l i es  that cp belongs to  H:/u(f2), w i t h  
Next ,  we bu i l d  up a funct ion q i n  H:,w(f2) such that again (111.27) holds. F i r s t ,  we define i t s  
t race on an by (111.29) and (111.30). By Lemma 111.4, alp/anJ belongs t o  H::%(T,) c L ’ ( r , ) ,  
thus qJ i s  well-defined and belongs to H:::(rJ). Moreover ,  since q i s  i n  M, , qJ satisfies 
Apply ing again Lemma 111.4, we see that there exists a function q i n  H:,w(fl) sat is fy ing 
l ld12,1/u d c 11~110,, ’ 
J E z/4z, qJ(aJ) = qJ+l(aJ> , 
q = q J  and a q / a n J = o  o n r , ,  J E  Z / ~ Z  
and such that 
(111.35) llqll2,1/u LJcH/47L IIqJ115/4,l/p 11~112,1/u ’ 
The function i = grad ~p + c u r l  q belongs to  X and satisf ies 
( I  11.36) ~ ~ ~ ~ ~ l , l ~ u  C llqllo,u . 
F ina l l y ,  w e s e t v  = io - ’ .  By Lemma I l l .  
llvII1,, d c llill,,,/u I 
whi le  on the other hand div (vu)  = div < 
b, (v ,q)  = Jn  q2 ~ ( x )  dx . 
This proves the proposit ion. 
I 
= - q o ,  so that 
m r k  111,7 : Here, we have used the condition In q(x) w ( x )  dx = 0 i n  the def in i t ion ( I l l .  1 1 )  
o f  M, . 
I 11.4. The e x i s t e n c e  and uniqueness r e s u l t s .  
Thanks t o  Proposi t ions 111.2, 111.3 and 111.4, we can apply Theorem 1 1 . 1  t o  the var ia t ional  
problem ( I 1  I. 13), and obtain the main resu l t  o f  t h i s  section. 
Theorem I l l ,  1 : For each f in X’ ,  there existsa unique variational solution (u,p) in X x M, to 
the Stokesproblem ( I l l .  1 ) ( l l l .2 ) .  Moreover, the following inequality is satisfied for a constant 
c > o  
( 1  11.37) Ilull,,, + IIPllo,w d c l l f l l ~ -  
R e m a r k  111.3: I n  the Stokes problem ~ l l l . l ) ( l l l , Z ) ,  the pressure i s  defined up t o  an additive 
constant. In the var ia t ional  problem ( I  I I .  131, t h i s  constant i s  f ixed b y  the condition 
(111.38) In p(x)  W ( X )  dx = 0 
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V J E Z/4Z, 
(wh ich  i s  not the usual one - see [GR, Chapter I ,  Thm 5.1 ] [ B M M 2 ,  (V.2)] f o r  instance). 
qJ(a,) = qJ+,(aJ> > 
(aqJ/arJ>(aJ> = - ( q J t l  ' nJ+l) , 
(qJ . nJ> (a,) = (aqJ+ l /a rJ t l ) (aJ )  ' 
We conclude t h i s  section w i t h  the case of non homogeneous D i r i c h l e t  boundary conditions, 
wh ich  we w r i t e  i n  the f o r m  
( 1 1 1 . 3 9 )  u = q J  on r J ,  J E  Z / ~ Z  . 
The fo l lowing resu l t  holds. 
Theorem 111.2: Foreach f in X '  andforeach (qIJ)JEz/4z in fl E z14z He (rJ) satisfying 314 
(111.40) v J E Z/4Z, qJ(aJ)  = ~ J + I ( ~ J )  
(111.41) C J ~ z / 4 z  I rJ  q J . n J d a = o  I 
there exists a unique variat ional solution (u ,p )  in [H;(O)I~ x M to the Stokes problem 
( I  I I. 1 ) ( I  I I .39). Moreover, the following inequality is satisfied for a constant c > 0 
(111.42) IIUIIl,, + IIPIIo,, C ( I I f  Io(# + C j E z / 4 ~  I I ~ P J I I ~ / ~ , ~  ' 
- 20- 
(111.49) 
p rob lem (111.13) w i t h  <f,v) replaced b y  <f,v> - a(u, ,VI. Clear l y ,  the p a i r  (U = ;+ub , p) i s  
solut ion o f  t hes tokes  problem ( 1 1 1 . 1  )(111.39) and sat isf ies (111.42). 
V v E X ,  a(b',v) + b,(v,p) = <f,v) - a(u i  , v) , 
v q E M, , b2(6',q) = - b,(u;, 9) . 
-21 - 
I V .  A G a l e r k i n  method f o r  t he  Stokes p rob lem.  
Henceforward, we f i x  an integer N 2 3. I n  th is  section, we w i l l  study the convergence 
p roper t i es  of  a spectral  Galerk in  approximat ion t o  problem ( I  II. 1 3 ) .  Such a method i s  never used 
i n  p rac t i ca l  computations - being less ef f ic ient  than a tau o r  a collocation scheme. However, we 
consider i t  here because i t  i s  the s implest  method which can be handled b y  the theory of  Section I I 
and i n  wh ich  the main d i f f i cu l t i es  are present. 
I V .  1 .  The d i s c r e t e  D r o b l e m .  
We look f o r  an approximate solut ion of  ( I  I I .  131, the components o f  wh ich  a re  algebraic 
po lynomia ls  of  degree 6 N i n  each var iab le.  This  solution w i l l  be defined b y  a Galerk in  method 
using the var ia t ional  f o rmu la t i on  of  Section 1 1 1 .  A suitable orthogonal basis i n  order  to study the 
a lgor i thm consists o f  the Chebyshev polynomials o f  the f i r s t  k ind.  
Let us begin b y  reca l l i ng  some basic mater ia l  about Chebyshev expansions. We denote by 
T,(x), m = 0,  1 ,  ... t h e  Chebyshev polynomia ls  of t he  f i r s t  k ind .  They a r e  defined by 
T,(x) = cos ( m  Arcos x ) ,  and sat isfy the orthogonality re la t ion 
( I V . 1 )  j-l T m ( C ) T n ( C ) ( l - C  ) d C = c m ( n / 2 ) 6 m n  , m > O , n > O  , 
where  co i s  equal t o  2 and c, i s  equal t o  1 f o r  m b 1 ,  and 6mn denotes the Kronecker  symbol.  
Moreover ,  f o r  any m 2 1 , the Chebyshev polynomials satisfy the d i f ferent ia l  equation 
( I V . 2 )  V C c ] - l , l [ ,  ( ( 1 - C  ) TJC))'+m2T,(C)(1-C ) - 0  
and the re la t ions 
2 -1/2 1 
2 112 2 -1 /2  - 
( IV.3)  b' 5 E ] - 1 , 1 [ ,  T,+1(<> = 2 C T,(C) - T,,,-l(C) , 
( IV .4 )  V C E 3 - 1 , 1 [ ,  T,(C) = T;,+,(C)/2(m+l) - T X 1 ( C ) / 2 ( m - 1  1 . 
Let PN( - 1 ,l ) denote the space o f  the algebraic po lynomia ls  of  degree < N i n  one var iab le,  
r e s t r i c t e d  t o  t h e  i n t e r v a l  3 - 1  , I [ .  Each cp i n  P N ( - l  , 1 )  can be expanded as 
cp(C)  = c,=o cp, T,(C), w i t h  
P i ( - l  , 1 )  w i l l  be the subspace P N ( - l  , 1 )  n H:(-l , 1 >  of the polynomia ls  vanish ing at the end 
points 5 = 1 .  
Next ,  we denote b y  PN( fl) = [PN( - 1 ,l ) I B 2  the space of t he  algebraic polynomials i n  R2 
N , .  
1 2 -112 ( I V . 5 )  i, = (2/ncrn)  1 - 1  ~ p ( t , )  T,(C) ( 1  -C ) dC , O  < m < N . 
which a re  of  degree < N i n  each var iab le.  F ina l l y ,  we set P i ( f l )  = PN(f2) n H:(fl). 
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(IV.6) N V v E X, , v In grad  uN . grad (vu) dx - In div (vu) p dx = <f,v> , 
VqqEP,(O), 1,divu N q u d x = O  . 
IV.2. The s D u r i o u s  modes o f  t h e  p r e s s u r e .  
Spur ious o r  "pa ras i t i c "  modes of  the p ressu re  a r e  those components of  t he  numer i ca l  
pressure that a re  not control led b y  the discrete equations which approximate the Stokes system, 
Paras i t i c  modes i n  f i n i t e  di f ference o r  f i n i t e  element methods have longly been investigated (see 
e.g. [ G R ] ) .  In spectral  methods, attention on such a problem was f i r s t  brought b y  Y.  MORCHOISNE 
[ M o l .  The cha rac te r i za t i on  o f  s p u r i o u s  modes f o r  v a r i o u s  s p e c t r a l  methods o f  m ixed  
Fourier-Legendre o r  f u l l y  Legendre type has been ca r r i ed  out by [ B M M  1 ] [ B M M 2 ] .  
Our aim i s  to character ize the polynomials q i n  P N ( f I )  which sat is fy ,  respect ively fo r  i = 1 
o r  2, the fo l lowing condition 
(IV.7), V v E X, , bi(v,q) = 0 . 
Let Zi, denote the subspace of a l l  q i n  PN( f2 )  f o r  w h i c h  (IV.7), holds. I t  i s  c lear  that  such 
polynomials cannot v e r i f y  ( 1 1 . 1  3> i .  Moreover,  i f  M,, contains a non t r i v i a l  element of  Z,, , the 
pressure i n  the solut ion of the discrete problem i s  not unique, 
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Let us f i r s t  deal w i t h  the fo rm b, defined by ( I l l .  15). We r e c a l l  that  the polynomials T;, 
m = 1, ..., N+1, f o r m  a basis of P N ( - l  , 1 >  which,  due to  (IV.1) and ( IV.2),  i s  orthogonal w i t h  
respect t o  the i nne r  product 
(IV.8) ( U ~ V ) , , ~ = [ - ,  u ( S ) v ( t )  (1 - t  ) dC . 
Prec ise ly ,  one has 
(IV.9) 
2 1/2 1 
2 1 I-1 T S C )  T$S) (1 -t2)ll2 d t  = ( K O )  m 6, , m > 0,  n 2 0 . 
I emma I V .  1 : The dimension of the subspace Z,, is equal to 8.  
N 
P r o o f  : Let  us expand each q i n  z 1 N  as q(x) = zmn=, i,, T,(x)T,(y). Condition (IV.7), i s  
equivalent to the conditions 
( iv .  i o )  v v E P&), In ( a ( v o ) / a x )  q dx = o 
( iv.  i 1) v v E P,@), In ( a ( v o ) / a y )  q dx = o . 
Let us consider f i r s t  (IV. 10). A basis i n  P;(Cl) i s  given b y  the polynomials 
(IV. 12) vm,(x> = (1 -x2> T;(x) [Tn(y>-Ta~,,(y>] , 1 G m G N-1 , 2 G n G N , 
w h e r e  cc(n) i s  equal t o  0 i f  n i s  even and to 1 i f  n i s  odd ( w e  use he re  the  fact  that  
T,(f 1) = ( ?  1 )"). F rom equation (IV.2) and the orthogonality condi t ion ( I V .  l ) ,  i t  i s  clear that 
(IV. 10) i s  equivalent to the set of  re la t ions 
(IV. 13) imn - ca(,) irna(,) = 0 , 1 G m < N-1 2 < n g N . 
W o r k i n g  out condi t ion (IV.1 1 )  i n  a per fect ly  symmet r i c  way,  we end up w i t h  another set of 
re la t ions,  namely 
(IV. 14) $., - ca(,) Ga(,,, = 0 , 2 G m G N, 1 6 n < N-1 
and 
. 
The re la t ions (IV. 13) and (IV. 14) prov ide an orthogonal basis f o r  Z,, . Th is  i s  given b y  the 
f o u r  modes T,(x)To(y), T,(x)T,(y), T,(x)T,(y) and T,(x)T,(y) (s ince the corresponding 
coeff ic ients do not appear i n  (IV. 13) and (IV. 14)), and by four  o ther  po lynomia ls ,  the non-zero 
Chebyshev coefficients of  which a re  respect ively io, , G l 0  ,i1 , and io2 p l u s  the coefficients defined 
f r o m  these b y  the re la t ions (IV. 13) and ( I V .  14). This proves the lemma. 
The next  lemma a l lows us to  f i n d  another basis for  z 1 N  , wh ich  i s  easier to handle. 
Lemme IV.2 : The set of a l l  elements in PN( - 1 , l  )which are  orthogonal w i th  respect to the 
inner product ( ,  ,. ) e  to the space P ( -  1 ,I ) is the subspace o f  dimension 2 spanned by 
{ T I ; J I ; + ,  1 .  
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P r o o f  : Each p o l y n o m i a l  ~p i n  P , ( - l , l )  s a t i s f y i n g  r p ( k 1 )  = 0 can be w r i t t e n  as 
~ ( c )  = ( 1-c2) G ( c ) ,  where  $ belongs to P N - 2 ( - l  > l ) .  Expanding (p according to  the basis 
i s  orthogonal to  TI; and TI;+l . On the other hand, the 
subspace P l ( - l  , 1 )  = { cp E P,(-l , 1 )  ; rp(k1) = 0 } has codimension 2, hence the lemma i s  
proved. 
and using (IV.9), we see that { 'm}l S m s N - 1  
C o r o l l a r u  I V .  : The set of  a l l  elements in P,(n) which are orthogonal w i th  respect to the 
inner product (.,.),to the space { v E P,(n) ; v ( +  1 ,+ 1 )  = O } is the subspace of dimension 4 
spanned by { TI;, TI;+, 
P roo f  : Each polynomial  v i n  P N ( n )  sat isfy ing v ( +  1 ,+ 1 )  = 0 can be w r i t t e n  as v = w + z ,  w i t h  
v (x,y) E fi, w(+ 1 ,y) = z(x,+ 1 )  = 0 
(take for  instance w(x,y)  = (( 1 + y ) / 2 )  v (x  , 1 )  + ( (  1 - y ) / 2 )  v ( x  , - 1 )  and z = v - w).  Hence, i t  
fo l lows from Lemma IV.2 that { TI;, TI;+l }@2 i s  orthogonal to  { v E PN(n)  ; v ( +  1 ,+ 1 )  = 0 } .  On 
the other hand, since t h i s  space has codimension 4, the co ro l l a ry  i s  proved. 
Noting that ,  i f  v belongs to X, , then 0-l d iv  ( v u )  belongs to P N ( n )  and i s  equal t o  0 i n  
( +  1 ,+ 11, and recal l ing the proof  of  Lemma I V .  1 , we obtain the fo l lowing character izat ion.  
proD os i t i on  I V .  1 : The subset Z,, is the vector space of dimension 8 spanned by { To , T, }02 
andby { TI;,  TI;,^ 
R e m a r k  I V . 1  : Note that  the basis i n  { TI;, TI;+, } @ 2  i s  a s i m p l e  l i n e a r  combinat ion of  the 
orthogonal basis of  Z,, defined i n  the proof of  Lemma I V .  1 , as i t  can be seen by using (IV.4). 
We consider now the f o r m  b, defined by ( I l l .  10). F i r s t ,  we reca l l  the fo l lowing r e s u l t ,  due 
to  [BMMZ, C o r o l l a i r e  V . 1 1 .  Let  us for a w h i l e  denote b y  Lm , m = 0 ,  1 ,  . . .  the Legendre 
polynomials. 
Lemma IV.3 : The range of X, by the divergence operator is the subspace D, of P N ( n )  of 
codimension 8 defined by 
( I V .  1 5) D, = { r E PN(f2) ; r(+ 1 ,f 1 = 0 and V q E { Lo , L, }02, In r ( x )  q(x) dx 1 0 } , 
R e m a r k  IV.2 : The lemma can also be established b y  a proof  s i m i l a r  t o  the one o f  Lemma IV.2, 
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by using the proper t ies of the Legendre polynomials. 
We can now character ize the space z2N . Let us introduce the polynomia l  qN i n  PN( - 1 , I  ) 
defined b y  
1 1 
( I V .  16) v ‘p p N ( - 1  ) ,  1 - 1  q N ( C )  ‘ p ( c )  e ( c )  dt, = 1 - 1  q ( c )  dC 
( i . e .  q, i s  the orthogonal p ro jec t i on  of 1 / e  onto P,(-l , 1 )  w i t h  respect t o  the i n n e r  product 
P r o D o s i t i o n  I V 7 : The subset Z,, is the vector space of dimension 8 spanned by { q, , T, }02 
andby { TI;, TI;+1 }@,. 
(.,.), >. 
P r o o f  : The subspace Z,, i s  prec ise ly  the orthogonal space to  D, i n  PN(n) w i t h  respect t o  the 
i nne r  product (.,.), . I t  fo l lows that Z,, has dimension 8. Next,  f r o m  ( I V .  15) and Lemma IV.2, we 
deduce that Z,, contains the subspace spanned by {TI ; ,  TI;+, }02. I n  order  t o  obtain the remain ing 
components, we have to t rans late the orthogonal i ty re la t i on  i n  ( I V .  16) i n  t e r m s  o f  the i nne r  
product (. ,.),. T o  t h i s  purpose, we observe that,  for any ‘p i n  PN(- 1 ,l 1 ,  i f  X i s  the coeficient of LN 
i n  r ,  we have (see [DR, § 1,131) 
1 
1:l q(C) LN(C) dC = X 1 - 1  C N  L,(C) dC = 2, (N!)2 1 ( Z N ) !  ( N + 1 / 2 )  
(IP ST,) = (tN,T,), = X r[ TN , 
so that  
1 
( l V . 1 7 )  v I p E P N ( - l , l ) ,  I-1 ‘p(C>L,(S)d< = [ 2 N ( N ! ) 2 / ( 2 N ) !  (N+1/2)](q,TN), 
Using t h i s  p roper t y  and the def in i t ion ( I V .  16) o f  qN , we deduce f rom ( I V .  1 5 )  that  Z,, contains the 
subspace spanned by { q, , T, }@,. 
F i n a l l y ,  l e t  us check that  the polynomials TI;, TI;+, , qN and T, a r e  l i n e a r l y  independent 
(wh ich  w i l l  i m p l y  that  the 8 elements of  { q, , T, }02 U { TI;, TI;+, }02 are l i n e a r l y  independent). 
Assume that 
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Remark  IV.3 : I n  t h i s  w o r k ,  we a re  not concerned w i t h  the Stokes problem i n  the cube 1 - 1 ,  1 [ 3 ,  
However,  note tha t ,  i n  the  three-dimensional  case, t he  dimension of the space Zi, (i = 1 ,  2) 
depends on N : i t  i s  equal t o  12N+4. Indeed, by the same techniques as i n  [BMM2, §5], i t  i s  an easy 
mat ter  to  p rove  that z 1 N  ( resp. z2N) i s  spanned by { T, , T, lB3 ( resp. { q, , T, lB3) and by the 
( 12N-4) independent modes of 
[ { T i  2 Th+1 } @ { T i  8 T h + 1  }@pN(-l ,I)] U [ {  T i  1 T i + ,  }@pN(-l 11 ) @ {  T i  1 T L + 1  } ]  
U [ P N ( - ~  , I ) @ {  T k ,  T L + 1  I@{ TI;, T;+1 11 
1'4.3. An i n f  SUD c o n d l t l o n  f o r  t h e  forms b. (i = 1 .  2). . .  - 
The character izat ion ca r r i ed  out i n  the prev ious section suggests the most d i rec t  choice o f  
the test  and t r i a l  spaces M,, and M2, for the pressure.  Prec ise ly ,  we choose fo r  Mi, the orthogonal 
complement to Zi, i n  PN(n) (i = 1 , 2 ) ,  i.e. 
(IV.l 
Due to (IV.7), , Mi, i s  characterized as 
(IV.19) M , , = { o - '  d i v ( v w ) , v E X , }  
and 
(IV.20) M,, = { div v,  v E X, } . 
Note also that Mi, i s  contained i n  Mi (i = 1 , 2). 
Mi, = { q E PN(f2) ; V r E Zi, , (q , r )w = 0 } . 
I n  order to check the inf-sup conditions ( I  1.22)i f o r  bi over the spaces X, x Mi, (i = 1 , 2 ) ,  
we apply an abstract  r e s u l t  of tensor algebra due to [Be, Chapter V ,  Appendix B ] ,  which we recal l  
here, Let H be a H i l b e r t  space, and denote by ( , , , )  i t s  i nne r  product and by 1 1 . 1 1  the corresponding 
norm.  For any p a i r  of planes A and B i n  H , we define the gap between A and B as the quantity 
(IV.21) 6(A,B) = in f  { II'p-$I[ ; 'p E A, $ E B and II'pII = Il$ll = 1 } . 
Setting 
(IV.22) 'q(A,B) = SUP { (IP ,$) ; cp A, E B and IIcpII = bd1 = 1 } , 
one has 
(IV.23) 62(A,B) = 2 ( 1 -q (A ,B) )  . 
m m a  IV.3:  Let (A,B) be a pair  of planes in H,  the intersection of which is (0). Any 
element q in HB2 which belongs to (A  ) and to ( can be wr i t ten 
(IV.24) q = r + s  , 
where r and s belong to A1@B1 and B1@A1 respectively and satisfy 
@2 1 
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P r o D o s i t i o n  IV.3 : Let the space Mi, be defined by ( I V .  1 8>, , There exists a constant B ,  > 0 
independent of N such that 
P r o o f  : I n  the space H = P N ( - l  , 1 )  provided w i t h  the i nne r  product ( ,  ,.)@ , define A = { To , TN } 
and B = { TI;, T;+l } ,  and reca l l  that ,  due to Lemma IV.2, B1 i s  the space ( 1  - C 2 >  P,-,(-l , l). 
According to Proposi t ion I V . 1 ,  Mi, i s  equal to (A  @2 ) 1 n (BO2)'. Since N i s  2 3, A B i s  {0} ,  
hence, by the prev ious lemma, each q i n  Mi, can be w r i t t e n  as i n  (lV.24), w i t h  
(IV.27) r ( x , y >  = ( 1  - Y  ) Cml a,(y> T,(x) ,am E p N - 2 ( - 1  , 1 )  , 
and 
2 N - 1  
2 N - 1  
(IV.28) S(X,Y)  = ( 1  -X ) C,=l b,(x> T,(y) I bn E pN-2(-1 ,I) . 
Using (IV.2), we w r i t e  
2 1/2 , - l  2 -1/2 xm, a,(y) T,(x) ( 1 -x  ) 
2 112 2 1/2 N - 1  
ru = ( 1 - y  1 
= ( a / a x > [ ( i - x  ) ( I - y  ) Cml a,(y> T;(x)/m2] = a ( v o ) / a x  , 
where v ,  defined by 
2 2 N - 1  2 v (x>  = - ( 1 -x ) ( 1 -y ) E, , a,(y> T;Wm , 
belongs to P;(fl),  Moreover,  we have 
Ilav/axll,,, < c Ila(v~)/axll(),/, = c IIr~IIO,~/, < c' Ilrllo,, t 
and, by the Poincare inequal i ty ,  IIvllo,, G c IIrll0,,. Using the fo l lowing i nve rse  inequal i ty [CQl , 
Lemma 2.1 1 ,  val id  f o r  any rea l  numbers r and s, 0 < r < s, 
Zs-r )  
(IV.29) 'd cp E P & f l > '  llcplls,, G c N lldlr,u I 
we can contro l  the n o r m  ~~ .~ \o , ,  of av /ay  by 
W o r k i n g  out i n  a symmet r i c  way f o r  the component s of q, we end up w i t h  an element v = (v,w) of  
X, sat is fy ing 
(IV.30) 
(so that b,(v,q) = ~~q~~&J and 
(IV.3 1 ) 
2 
IIav/aYIIo,, G c N IIrllo,, . 
0 - l  div ( vu )  = - q 
2 IIvll,,, < c N ( Ilrllo,, + IIsllo,, ) ' 
I t  r ema ins  to  estimate the gap (IV.2 1 )  between A and B.  To t h i s  end, set cp = 1, To  + X, T, 
i n  A and I+ = p l  TI; + p2 T i  +1 i n  B.  F rom ( I V .  1 )  and (IV.9), i t  fo l lows that 
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+ Xg/2) and \lql\i,p = n: (N3 + (N+1)  3 2  u ) . 
(1'4.32) IIIplli,p = r[ (1, 
Moreover,  we have 
( T o  , T;)p = 0 i f  m i s  even and ( T o  , Tk)p = n: m i f  m i s  odd , 
( T N  , = 0 and ( T N  , TN+l)p = n: (N+1)  , 
so that  
(IV.33) I (V ,V )e  I < ( 1x1 I I F 1  I N + I 1 1  I I F 2 1  (N+1)  + 1x21 I U 2 I  (N+1)  ) 
F rom (IV.32) and (IV.33), we conclude that 
(IV.34) b' 'P E A ,  v E B, l(wde1 < c N-"* ll'Pllo,e Ild/o,p . 
Since for N 2 3 the polynomials To  , T, , T1; and T i + ,  are l i n e a r l y  independent, 6(A,B) i s  greater 
than 0 .  Then, due to  (IV.22), (IV.23) and (IV.34), i t  i s  bounded f r o m  below independently o f  N. 
Hence, the proposi t ion fo l lows f r o m  (lV.30), (IV.31) and (IV.25). 
P r o p o s i t i o n  IV.4 : Let the space M,, be defined by ( I V .  1 
independent of N such that 
. There exists a constant B2 > 0 
P r o o f  : I n  the space H = P,(-l , 1 )  p rov ided w i t h  the  i n n e r  product  ( . , . ) e  ~ we set now 
A = { q, ,T, } and B = { T i ,  T;+, } ;  due to  the def in i t ion (lV.16) of q, , A 1  i s  the subspace o f  
P N - l ( - l  ,1) of the polynomials having zero average on ( -  1 , 1 ) .  From Proposi t ion IV.2, we see that 
M, i s  equal t o  
(IV.24) w i th  
(IV.36) 
and 
n ( B '  0 2  ) 1 . Thus, by Lemma IV.4, each q i n  M, can be expanded as i n  
2 N - 1  
r ( x , y >  = ( 1 -y  ) E,, a,(y) L,(x) , a,, E p N - 2 ( - 1  , I) , 
(IV.37) S(X,Y) = ( 1  -X2>  c,":: b,(x) L,,(y) , b, E p N - 2 ( - 1  ,I) 
(here,  we f i n d  more  appropr ia te to use a Legendre expansion f o r  r and s). Fol lowing the proof of  
Proposi t ion IV.3, but  using the d i f f e ren t i a l  equation sat isf ied by the Legendre polynomials (see 
also [BMMZ, §V I> ,  wedef ine an element v = (v ,w)  i n  X, such that 
(IV.38) 
(so that b2(v,q) = 11q11i,) and 
I n  order  to estimate the gap between A and B ,  l e t  ~p = X, qN + X, T, and q = u1 TI; + u2 TI;+, be 
a r b i t r a r y  elements i n  A and B respect ively.  By (IV. 16) and (IV.4) we have 
d i v  v = - q 
2 (IV.39) IIVIIi,, < C N ( IIrIIo,, + IISIIO,, ) . 
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1 1 
(9, , Tm)@ = J - 1  T,(C) dC = [ T m + , / 2 ( m + l )  - T m - l ~ 2 ~ m - l ) l - l  , 
so that  
(q, , T,)~ = o i f  m i s  odd and (9, , T,,,)~ = 2 / (  1 -m2) 
(q, , Tge = I-1 T;(<) dT, = 0 i f  m i s  even and (9, , T;)e = 2 i f  m i s  odd . 
i f  m i s  even , 
2 2 2  Thus I I [ P I ~ ~ , ~  2 c ( A ,  + A * > .  Moreover,  
As i n  the proof  o f  Proposi t ion 1'4.3, we have again (lV.34), hence 6(A,B) i s  bounded f r o m  below 
independently of N. Thus the proposi t ion i s  proved. 
1 
R e m a r k  IV.4 : Un fo r tuna te l y ,  the constants involved i n  the in f -sup condi t ions (IV.26) and 
(lV.35) a re  not independent of N. However, we shal l  see that  t h i s  does not c o r r u p t  the accuracy o f  
the approx imat ion o f  the veloci ty i n  the homogeneous case. 
IV.4. The in f - su r ,  c o n d i t l o n  f o r  t h e  f o r m  a. 
Let us denote here by Ki, (i = 1 , 2) the discrete kernels  
(IV.40) K i N = { ~ E X N ; V ~ E M i N , b i ( v , q ) = O }  , 
According to  (IV.7)iand (IV.l 8)i , we  actual ly have 
K,, = { v E X, ; d i v  (vu) = 0 i n  0 } 
K,, = { v E X, ; d i v v  = 0 i n  0 } , 
, 
o r  equivalent 1 y 
( 1v .41 )  K, = ~ ~ n x ,  (i = 1, 2 )  , 
where continuous kernels  Ki a re  defined i n  ( I  I I .  17) and ( I  I I .  18). Moreover ,  by Proposi  
and IV.2, we have 
(IV.42) d im K,, = d im K,, . 
Thus, b y  Remark 1 1 . 1  , i t  i s  enough to check the inf-sup condition (11.1 9) for the f o r m  a 
ions I V . l  
P roDos i t i on  lV.5 : There exists a constant &. > 0 independent o f  N such that 
P r o o f  : Let u = (u,v)  be an element of  K, . B y  (1'4.411, the re  ex is ts  'P i n  H;,(Q) such that 
u = c u r l  q .  Since 
necessar i ly  q belongs to P , ( 0 )  (see also [SI). Thus the element v = u-l c u r l  (vu) used i n  the 
q (x , y )  = - v([,Y) d t  = U(X,TI) d ? ~  I 
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proo f  of P ropos i t i on  111.2 to  check the cont inuous in f -sup condi t ion i s  indeed an element of 
K, n X, = K,, , whence the resul t .  
R e m a r k  IV,5 : The constant & i s  the  constant (x o f  Proposi t ion 111.2, hence i t  i s  independent 
of N. 
IV.5. A converaence  e s t i m a t e .  
Wehaveprovedabovethat theabst ractassumpt ions(11.19) ,  ( l l . 2 1 ) a n d ( 1 1 . 2 2 ) i ( i  = 1 , 2 )  
a re  f u l f i l l e d  w i t h  the present choice of  spaces f o r  the discrete ve loc i ty  and pressure.  Apply ing 
Coro l lary  11.2, we de r i ve  the fo l lowing resu l t .  
Theorem I V .  1 : For each integer N 2 3 ,  the Galerkin approximation (IV.6) to the Stokes 
problem ( I I I . I ) ( I I I . ~ )  hasauniquesolut ion (uN ,pN)  in x , X  M,, , where M,, isdefinedby 
(IV. 1 a) ,  . Moreover, the following inequality is satisfied 
(IV.44) 
for a constant c > 0 independent of N. 
N bNIIl,w + N-2 IIP llo,w 6 c I ~ ~ I I x ~  
We can obtain a convergence estimate fo r  the ve loc i ty  using the abstract  e r r o r  estimate 
(11.35). To t h i s  end, note that  b y  (IV.411, the inc lus ion (11.34) holds. Thus we get 
(IV.45) I IU-U~ I I , , ~  G c i n f  I I ~ - V ,  I l l , w  
"N E K2N 
We now r e c a l l  a general r e s u l t  o f  po lynomia l  app rox ima t ion  theo ry  i n  the  Chebyshev 
norms. This r e s u l t  i s  due to [MaZ ] ,  except f o r  the case m = 0 (where  H l , o ( f l )  i s  the space L:(fl) 
and 
I e m m a  IV.5 : f o r  each integer m 2 0 ,  there ex is ts  a p ro jec t ion  operator l7 : 
HE,o(fl) + PN(n) n HE,o(fl) such that, fur 0 G r G m < s, 
(IV.46) V 'p E H:,(fl), l l ' p - l l ~ ' p l ~ r , w  < c ( r , m , s )  N r - s ~ ~ ' p ~ l s , u  . 
i s  the t runcat ion of the Chebyshev series) for which we r e f e r  to  [ C Q l  3 .  
Using t h e  p r e v i o u s  l emma one can show that  d ivergence- f ree vector  f i e lds  can be 
approximated b y  divergence-free polynomial  f ields w i t h  an opt imal  e r r o r  estimate i n  the weighted 
Sobolev scale. 
Lemma IV.6 : For each v in K,, there existsan element Q,v of X, satisfying div  (Q,v) = 0 i n  
fl such that, i f  v belongs to H:(C)) for a real number s 2 1 , 
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Proo f  : A general proof ,  which appl ies to  vector fields i n  R3 as w e l l ,  has been given i n  [SV] .  For  
convenience of  the reader we give here a s impler  proof, which however holds i n  the 2-dimensional 
case only .  Each v sat is fy ing the assumptions of  the lemma can be w r i t t e n  v = c u r l  r p ,  w i t h  rp i n  
H2 a. 0 (0) n H E 1 ( f l ) ,  Define q N  i n  PN(f2) I7 Hi,o(f l )  as g N  = Rig  and set QNv = c u r l  q N .  Then 
(IV.47) i s  a d i rec t  consequence of (IV.46). 
Using (IV.47) , we der ive f r o m  (IV.45) the fol lowing convergence resu l t .  
Theorem I V  .7 : Assume that the solution (u,p) of the Stokes problem ( I  I I ,  1 > ( I  I I .2) belongs 
to [ H ~ ( Q ) I ~  x H ~ - ’ ( Q )  for a real number s 2 I .  Then the approximate velocity UN, as defined in 
Theorem I V .  1 , satisfies the convergence estimate 
(IV.48) ~ I u - u ~ ~ ~ ~ , ~  < C N ’ - s ~ b ~ \ s , ,  
for a constant c > 0 independent of N. 
IV.6 C o m p u t a t i o n  o f  t h e  p r e s s u r e ,  
Unfor tunate ly ,  i t  i s  not possible to establish a s i m i l a r  opt imal  r e s u l t  for the pressure,  i f  
the d iscrete space o f  pressures i s  defined b y  ( IV . l8 ) ,  . As a mat te r  o f  fact ,  i t  fo l lows f r o m  
Proposi t ion I V .  1 and Coro l l a ry  I V .  1 that  the elements of  M 1, a re  polynomials wh ich  vanish at the 
f o u r  c o r n e r s  of  the domain, w h i l e  the exact pressure needs not sat is fy  t h i s  condi t ion.  Thus, 
spectral  accuracy in  the pressure cannot be achieved. 
The remedy consists i n  choosing as discrete space of pressures another supplementary space 
to Z,, i n  the space P N ( f l ) ,  which exh ib i t s  better approximat ion p roper t i es  to the functions o f  M, 
and, a t  the same t ime,  which f u l f i l l s  an inf-sup condition asymptot ical ly not worse than (IV.26). 
F r o m  a general po int  of  v iew ,  the new space h,, o f  discrete pressures can be defined by 
in t roducing a new subspace ?,,, of dimension 8 (which w i l l  be a su i tab le pe r tu rba t i on  of ZIN) and 
then set t ing 
(IV.49) h,, = { q E P,(fl) ; V r E 2,, , (q,r), = 0 } . 
The space h l N  w i l l  a l low the exact pressure to be approximated at a spectral  ra te  i f  there 
ex is ts  a rea l  number X, 0 < X < 1 , such that 
(1v.50) P[,,~(O) n M, c h,, . 
( [ X N ]  i s  the in tegra l  p a r t  of  A N ) .  This means that the elements of  f,, should be orthogonal t o  
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P[,,](o> n M, . 
On the other hand, as fa r  as the inf-sup condition f o r  b,, i s  concerned, l e t  nN : h l N  --f M,, 
denote the orthogonal pro ject ion onto M,, w i t h  respect to the i nne r  product (.,.), , We make the 
assumption that there exists a constant c > 0 independent of  N such that 
(1v.5 ) E '1, I \\q\\O,, lln,q1\,,, . 
P r o p o s i t i o n  IV.6 : Let RIN beasubspaceof P,(O) such that hypothesis (IV.51) holds. There 
exists a constant , > 0 independent of N such that 
Proof  : Due to the def in i t ion (IV.18)1 of M,, , i t  fo l lows that one has for a l l  q i n  v,,  
(IV.53) V V E XN , b l (v ,q)  = b,(v,nNq) , 
f r o m  which we deduce 
The r e s u l t  follows b y  using (IV.51). 
Let k,, denote now the ke rne l  defined as in  (IV.401, w i t h  M,, replaced by h l N  . I f  (IV.51) 
holds, k,, s t i l l  sat isf ies (lV.41), thanks to (IV.53). Hence, both (IV.42) and Proposi t ion IV.5 
a re  val id.  Apply ing Coro l lary  11.2, we obtain the same r e s u l t  as i n  Theorem IV. 1 .  
Theorem IV.3 : f o r  each integer N 2 3, the Galerkin approximation (IV.6) to the Stokes 
problem ( I I I . I ) ( I I I .Z) hasauniquesolut ion (uN ,pN)  in X, x hlN, where h , ,sa t is f ies  the 
hypothesis (IV.5 1 ) .  Moreover, the following inequality is satisfied 
(IV.54) 
for a constant c > 0 independent of N. 
N lluNII,,, + N-2 IIP IO, G c I I f I I X '  
R e m a r k  1'4-6 : I t  fo l lows f r o m  (IV.53) that,  i f  (uN, pN) i s  the solut ion of (IV.6) i n  X, x b,, , 
then (uN, n,pN) i s  the so lut ion of  (IV.6) i n  X, x M,, . I n  p a r t i c u l a r ,  the d iscrete ve loc i ty  i s  
independent of t he  choice of  the space o f  pressures. 
We can obtain a convergence estimate fo r  both the veloci ty and the pressure.  
Theorem IV.4 : Assume that hypotheses (IV.50) and (lV.51) holdand that the solution (u ,p)  of 
theStokesprobkm (111.1)(111.2) belongsto [H:(fl)I2 x H:-'(Q) f o ra rea lnumber  s 2  1 .  Then 
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the approximate solution (uN, pN> in X, x R I N ,  as defined in Theorem 1v .3 ,  satisfies the 
convergence estimates 
(IV.55) 
(IV.56) 
for a constant c > 0 independent of N. 
N 
IIu-u I l l , w  < C N’-sIblls,m 
b-pNllO,,, < c N3-’ ( h ~ ~ ~ ~ , ~  + ~~P~~s-l,., ) 
P r o o f  : It i s  a s t r a i g h t f o r w a r d  consequence of (11.38) and ( l l .39) ,  i f  we note that ,  due to  
(IV.50). 
Now, we g ive an example of choice of the space RIN ( o r ,  equiva lent ly ,  o f  TIN) for which 
Let  us r e c a l l  that  Z,, i s  spanned by { To , T, }@2 and { T i  , T;+, } @ 2 .  B y  (IV.4), the 
(IV.50) and (IV.51) hold. The argument i s  an adaptation of  [BMMZ, § V.31. 
polynomials s, = TI; and t, = T i + l  admit  the Chebyshev expansions 
N -  1 
N 
(IV.57) SN = C,o [X, T, = 2 N  ( TN-1 + TN-3 + . . ,  + TN-(Pj+l) + ... ) 
(IV.58) t, = En=o 0, Tn = Z(N+l) ( T, + TN-2 + ... + T,-,, + . . .  ) , 
Let us define the polynomials 
(IV.59) SN=CXN<,,,<, [X,T,=ZN(T~-~ + T N - 3 + . . .  + T  ) , 
m0 
where m, i s  the smallest integer > XN fo r  which 0: i s  f 0,  and 
m0 
In T, = Z(N+1)  ( TN-2 + TN-4 + ... + T ) , 
n0 
where no i s  the smallest integer > XN fo r  which 0 i s  f 0. F ina l l y ,  l e t  us set 
(IV.60) f N  = E X N C n < N  
n0 
(IV.61) ? l N  = Span [ { To , TN }@2 U { , (, }@2 3 
and define h l N  by (IV.49). 
P roDos i t i on  IV.7 : The space h,,,, defined by (IV.49) and (IV.61) satisfy the hypotheses 
(IV.50) and (IV.51). 
P r o o f  : The inc lus ion (IV.50) holds by construction of TIN , due to the def in i t ions (1’4.59) and 
(IV.60) of gN and fN .Let us check (IV.51). To t h i s  end, we shal l  exh ib i t  the inverse mapping o f  the 
p ro jec t i on  nN ,  For  each element 9 i n  { sN , t, }*21 we denote b y  $ the corresponding element i n  
{ gN , f, }@21  and by i t s  pro ject ion onto the orthogonal complement t o  { To  , T, }02 i n  L i ( 0 ) .  I t  i s  
easily seen that  has the f o r m  
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for suitable coeff icients E ~ .  Thus, G belongs to  Z,, , according to Proposi t ion IV. 1 ,  For each q i n  
M,, , l e t  us define 
where the coefficients xu are  such that T N q  belongs to RIN , i .e. ,  
(we  have used the fact that ,  i f  q ,  and q2 a r e  two d i f f e ren t  elements of { sN , t, } @ 2 ,  then G, i s  
orthogonal t o  G 2 ) .  Since G belongs to  z 1 N  , w e  have b l ( v ,  q-r,q) = o f o r  a l l  v i n  X ,  , o r  
equivalently, reca l l ing  the def in i t ion of M,, , 
V r E Mi, , (q-TNq,  r>w = 0 . 
Thus q i s  the orthogonal p ro jec t ion  of T N q  onto MI, , i.e., T, i s  the inverse of K, . F ina l l y ,  le t  us  
estimate the n o r m  of T, I By  (IV.62) and (lV.63), we have f o r  a l l  q i n  M,, 
IITNq/lO,w 6 ~ ~ q ~ ~ 0 , ~  + c I II, I IIGllo,w 1 
q E { sN > tN 
Taking intoaccount ( IV. l ) ,  (IV.57) and (IV.58), one obtains 
3 /2 
l lSN 110,~ + II tN 110,~ 1 
w h i l e  b y  ( IV.  l ) ,  (lV.59) and (IV.60), one has 
312 
IISN IIo,p > C N3I2 and IIfN IIo,p > c N 
I t  fo l lows that, fo r  any q i n  { sN , t, }02, I l ~ $ l l ~ , ~  / II$llo,w i s  bounded independently o f  N, thus fo r  
each q i n  M,, 
11'Nq11(),w llqllO,w t 
which i s  precisely (IV.5 1 ) .  
Due to  Proposi t ion IV.7, we can apply our  a lgar i thm w i t h  the space h l N  defined b y  (IV.49) 
and (IV.6 1 ) ,  and we do obtain the estimates (IV.55) and (IV.56). 
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V .  A col loca t ion  method f o r  the Stokes  Droblem. 
I n  t h i s  sect ion,  we w i l l  study the convergence p r o p e r t i e s  o f  a spec t ra l  col locat ion 
a p p r o x i m a t i o n  to the  Stokes p r o b l e m  ( I  I I .  1 > .  This method can be extended t o  an ef f ic ient  
col locat ion scheme f o r  the approx imat ion o f  the f u l l  Navier-Stokes equations (see [Me]) ; the 
e r r o r  analysis f o r  t h i s  la t ter  approximat ion w i l l  be performed i n  the fo l lowing section. 
V . 1 .  The d i s c r e t e  D r o b m  
We consider the s imp les t  Chebyshev collocation approx ima t ion  o f  the Stokes problem 
(I  I I .  1 ) .  This  scheme uses a s ingle g r i d  fo r  both the momentum and the cont inu i ty  equation, the 
g r i d  being given by the Cartesian product of the Gauss-Lobatto points i n  one space var iab le for the 
Chebyshev mesure e ( C )  dC. 
More  prec ise ly ,  f o r  a f ixed N > 3, le t  us set for 0 6 j < N 
(V. l )  C j  = cos( jn /N)  and e j  = K / q N  , 
( w i t h  To = cN = 2 and c.  = 1 f o r  1 6 j < N-1 ) .  These a re  respect ively the knots and the weights of  
the Gauss-Lobatto integrat ion fo rmu la  for the Chebyshev weight,  exact for  polynomials o f  degree 
< 2N- 1 , i . e .  , 
(v.2) 
I t  w i l l  be useful i n  the sequel to reca l l  that  t he  i n t e r i o r  quadrature nodes a r e  the zeros o f  the 
polynomial  TI; , i.e., 
(V.3) 
We recal l  also that,  as a consequence of  (V.2), the b i l inear  f o r m  
(v.4) 
i s  indeed a scalar product on P N ( - 1  , 1 )  and the  associated n o r m  i s  u n i f o r m l y  equivalent to the 
n o r m  II.Ilo,e since we have (see [ C Q l  , §3]) 
F i n a l l y ,  f o r  each funct ion ‘p i n  8(n), we shal l  denote by IN$ the unique polynomial  i n  PN(n) 
wh ich  interpolates 
(V.6) V j ,  0 < j 6 N, INlp(Cj) = rp(Cj) . 
- 
1 
1 N 
v 9 E ~ ~ ~ - ~ ( - 1  ,I > ,  1 -  e ( C )  dt, = Lj =o ‘ P ( c ~ )  ej . 
V j ,  1 6 j Q N-1 , TI;(Cj) = 0 . 
v ( 9 , ~ )  E [8([-1,1 I ) ] * ,  ( v , v ) ~ , N  = LjEO r ~ ( ~ j )  v ( c ~ )  ej N I 
(v.5) v 9 E P N ( - ~  I I I P I I ~ , ~  6 ( r ~ , r ~ ) p , i ’ ~  GfiIIgIIo,e ’ 
at the nodes defined i n  (V. 1 ) ,  i.e. , such that 
Next we introduce the Cartesian product of the points defined i n  (V. 1 ) 
(V.7) EN = { x = (5 ,  , C k ) ,  0 6 j ,k  < N } , 
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as w e l l  as the corresponding weights 
(V.8) V x = ( L j  , Ck)  E Z ,  , 0,  = ej ek . 
The b i l inear  fo rm 
(v.9) t7' ( q , q )  E [e(n)]2, ( q ? $ ) u , N  = ~ x ~ ~ N  q ( x )  q(x) Ox , 
i s  an inner  product on PN(n). The associated n o r m ,  wh ich  we denote b y  ~ ~ . ~ ~ u , N  , i s  u n i f o r m l y  
equivalent to the no rm Il.llo,u ( see [ C Q l  , § 3 ] ) ,  more precisely we have, 
F i n a l l y ,  for each funct ion f i n  f ( n ) ,  we shal l  denote by J,q the unique polynomial  i n  P N ( f l )  
which interpolates cp at the nodes defined i n  (V.7), i .e . ,  
(v.10) v E P N ( O ) >  l l $ I I O , u  GIlqllu,N 2 ~ ~ ~ ~ ~ o , ~  ' 
(V. 11) v x E z ,  , J,cp(X) = q ( x )  
Note that we have 
(V.12) V q c P N ( Q ) ,  ( q - J N l ~ , q ) ~ , N = o  . 
F iaure V .  1 
The set Z ,  o f  collocation nodes ( fo r  N = 7). 
Let us now in t roduce the col locat ion approx ima t ion  to p rob lem ( l l l . l ) ,  f i r s t  i n  t h e  
homogeneous case ( I  11.2). We look for the approximate ve loc i ty  uN i n  the space X, = [ P i  ( Q ) I 2  
and for the approximate pressure pN i n  P,(n). We assume here that  f belongs to  [P(n)l2, We 
consider the fo l lowing problem : Find (uN,pN) in X, x P N ( Q )  such that 
( V .  13) - v A U ~ ( X )  + (grad pN)(X) = t (x)  f o r  x E z ,  n n , 
(div u ) ( x )  = 0 for x E Z ,  , N 
I n  order t o  discuss the well-posedness of t h i s  p r o b l e m ,  as w e l l  as i t s  convergence 
I -37- 
I p rope r t i es ,  we now give a var ia t ional  formulat ion of ( V .  13) which f i t s  i n to  the abstract  scheme 
(11.17). Thus l e t  u s  i n t roduce  the  fo l l ow ing  b i l i n e a r  f o r m s  
X, x P N ( n ) +  E? (i = 1 ,  2) defined by 
aN : X, x X, -+ iR and bi, : 
I 
I 
~ 
( V .  14) aN(U,V) = - v (AU,V)~,N , 
~ ( v .  15) blN(V,q) = (v,grad q)u,N , 
and 
( V .  16) b2~(V,q)  = - (div v,q)w,N . 
Let  us note tha t ,  i f  q belongs t o  P N ( 0 ) ,  g r a d  q belongs t o  [ P N - l ( - l  , l ) @ P , ( - l  , l ) ]  x 
[P,(-1 ,l)@PN-l(--l , 1 ) ] .  Hence, f rom (V.2) wededuce that f o r  a n y v =  (v ,w)  i n  X, 
1 N 
blN(V,q) = e(x)  dx CkZO (aq/ax)(x,c,) V ( X , L J  ek 
N 
+ Zj = o  ej II, (aq/ay)(< j  ,Y) W(S, ,Y) Q(Y)  dy . 
Let us integrate by pa r t s  the f i r s t  t e r m  i n  the x-direct ion and the second one i n  the y-direct ion . 
Not ing that  w -  d i v ( v w )  belongs to  [PN-1(-1 , l ) @ P N ( - l  ,113 + [ P N ( - l  , l ) @ P N - l ( - ~  , I ) ]  and 
recal l ing (V.2) we obtain 
1 
( V .  17) blN(V,q) = ( 0 - l  div(Vw),q)w,N . 
I 
Using the same argument we also have 
( V .  18) 
Thus the b i l i n e a r  fo rms  a, and b, (i = 1 ,  2 )  are discrete approximat ions of  the fo rms  a and bi 
(i = 1 ,  2 )  defined in  (111.14) to (111.16). 
I 
a,(u,v) = v (g rad  U,  w - l  grad ( V W ) ) ~ , ,  . 
P r o o f  : The f i r s t  equation i n  (V.19) i s  obtained by tak ing the i nne r  product i n  R2 o f  the f i r s t  
equation i n  ( V .  13) by V(X) w, , for x i n  Z ,  n 0, and summing up over the points o f  Z ,  ( l e t  us 
r e c a l l  t ha t ,  s ince v belongs t o  X, , i t  i s  equal to 0 at any point  o f  Z ,  of the boundary of  0).  
S i m i l a r l y ,  the second equation i n  ( V .  19) i s  obtained by m u l t i p l y i n g  the second equation i n  ( V .  13) 
by q(x) w, and summing up over a l l  x i n  Z ,  . Conversely ( V .  13) fol lows f r o m  ( V .  19) using as test 
funct ions the Lagrange basis i n  X, and P N ( 0 )  associated to the set of  points E,. 
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I n  analogy t o  the Ga le rk in  approx imat ion,  one expects that  the spaces o f  t r i a l  and test 
pressures have to  be res t r i c ted  to proper  subspaces M,, and M, of  PN(n) so that the b i l i nea r  
f o r m s  a,and bi, (i = 1 ,  2) satisfy the inf-sup conditions ( l l . l 9 ) ,  (11.20) and (11.22)i. Then, we 
obtain another pa r t i cu la r  case of the abstract  approximate p rob lem ( \ I .  17), i f  we set, as before, 
X , ,  = X,, X, provided w i t h  the n o r m  of X I  M,, = M,, and M, = M, prov ided w i t h  the norm 
II.lIo,w , and i f  the forms a, and bi, (i = 1 2) are respect ively the f o r m s  a, and bi, (i = 1 , 2) defined 
i n  ( V .  14), (V. 15) and ( V .  16). 
Hereafter we shal l  character ize the spur ious modes f o r  the pressure and we shal l  indicate 
again one choice of  the spaces M,, and M, which leads to a "spectral"  ra te  o f  convergence for both 
the velocity f i e ld  and the pressure.  
V.2. The s p u r i o u s  modes of t h e  Dressure,  
The character izat ion of the paras i t ic  modes fo r  the discrete pressure can be c a r r i e d  out by 
su i tab l y  modify ing the proofs  given i n  Section IV.2 i n  the case of  the Ga le rk in  approx imat ion.  
However,  we p r e f e r  to fo l low a d i f f e ren t  s t ra tegy,  wh ich  consists i n  t r a n s f e r r i n g  the resu l t s  
t h e r e i n  obtained i n t o  the context o f  a collocation approx imat ion.  To t h i s  end, l e t  us define the 
operators R, : PJ- 1 ,l ) + PN(- 1 ,l by 
(v.20) v $ E pN(-1 > 1 ) I  (RNq = ( q  P 
then S, : P,(n) + PN(n) by 
(V.21) v E P,(n), (SNq,$)u,N = (ql$)w 
B y  (V.5) and ( V . l  O ) ,  both R, and S, are  isomorphisms,  the n o r m s  o f  w h i c h  can be bounded 
independently o f  N i f  we endow P,(-l ]1) and P,(n) respect ively w i t h  the no rms  Il.llo,e and II.llo,u . 
Now, l e t  Z, denote the subspace of  a l l  q i n  P&n) f o r  which we have 
(V.22)i V V  E X, , biN(v,q) = 0 . 
I n  order  to character ize the spaces Zi, , we in t roduce the polynomia ls  ro and rN of PN( - 1 1 ) 
sat isfy i ng 
(V.23) V j ,  0 g j G N , ro(Cj) = 60, and rN(cj) = 6,j , 
and a polynomial 
(V.24) qN* RNqN P 
where q, i s  defined i n  (IV. 
(V.25) V ~p E PN(- 1 , I )  
6). It i s  an easy matter to check that q,* sat isf ies the re la t ion 
1 
(qN*Bq)p,N = 1 - 1  s ( c )  . 
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I n  analogy to Proposi t ion IV. 1 ,  we can state the fo l lowing resul t .  
P r o D o s i t i o n  V.7 : The subset Z,, is the vector space of dimension 8 spanned by { To  , T, }@* 
and by { ro , rN }@2.  
. .  
P r o o f  : Let q i n  P, sat isfy (V.22), . Then S i ’ q  i s  such that 
hence, b y  p r o p o s i t i o n  I V . 1 ,  q belongs t o  t he  space spanned b y  { R,To , R,T, } 0 2  and 
{ RNT i  , R,Ti+, }@2,  By (V.2) we have RNTo = To  and R,TI; = TE; , w h i l e  a d i rect  computation shows 
that (see e.g. [CQl  , §3]) 
V v E X, , b l (v ,S i ’  q) = 0 , 
(V.26) ( T N  , TN)p,N = 2 ( T N  1 TN)e  2 
so that  R,T, = 2 T, . Let us check that RNTI;+l(C) = ((N+1 ) /N)  C T i ( < ) .  D i f ferent ia t ing (IV.3) and 
using (IV.4) yields 
(V.27) T i + , ( < )  = ((N+ 1 )IN) ( C  T i ( < )  + N T N ( C ) )  . 
Thus the re la t i on  
((N+1 ) I N )  ( C  T i ,  q)e,N = ( T i + ,  , , 
holds f o r  a l l  q i n  P, - , ( - l  , l ) ,  as a consequence o f  (V.2) and (IV.1). For q = T, , the ident i ty 
fo l lows f r o m  (IV.4), (V.2), (V.26) and (V.27). 
Hence we have proven that Z,, = Span [ {  To  , T, }@, U { TI;, CTI ; }@2] .  F ina l l y  we easily 
de r i ve  f r o m  (IV.2) and (V.3) that 
(V.28) ro(C) = (-1 IN (( 1 +C)/2N2) TI;(<) and rN(C) = ( (  1 -C)/2N2> TJC) , 
which ends the proof.  
Fol lowing the same l ines we can prove the analogous resu l t  t o  Proposi t ion IV.2. 
P r o D o s i t i o n  V.3 : The subspace Z,, is the vector space of  dimension 8 spanned b y  
{ qN* , T, la2 andby { ro , rN le2. 
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I I i = l  I 1 = 2  
. E l u ! x U  
The paras i t ic  modes fo r  the fo rms  bi and bi, (i = 1 , 2). 
V.3. A n  i n f  - sup  co n d i t i o n  f o r  t h e  f o r m s  b iN (i = 1 .  7), 
I n  order  to  sat is fy  the discrete in f -sup condi t ion (11.22), for the f o r m s  biN (i=l , 2 ) ,  
according to Proposi t ions V.2 and V.3, we can choose as spaces Mi, (i = 1 , 2) any supplementary 
space t o  ZiN i n  P N ( f l ) ,  i .e. any subspace o f  P N ( f l )  such that 
(V.29) I codim Mi, = 8 , 
I f  t h i s  condition i s  f u l f i l l ed ,  the existence of a constant fjiN fo r  which (11.22)i holds i s  ensured by 
the f i n i t e  dimension o f  the spaces Mi, . As i n  the p rev ious  case of approx imat ion b y  Galerk in  
spectral  method, the choice 
1 ~ ~ ~ n z ~ ~  = (01 . 
( V . 3 O ) i  Mi, = (9 E PN(fl> ; V r E Zi, , (q,r),,, = 0 } , 
leads to a m in ima l  constant and i s  useful to prepare a bet ter  choice. A l ternat ive characterizations 
fo r  (V.30)i fo l lows f r o m  Proposi t ions V.2 and V.3 : we have as i n  the Galerk in  approximat ion (see 
( I V .  19) and (IV.20)) 
(V.31) I M , , = { w - ’ d i v ( v ~ ) , v ~ X ~ }  
I 
and 
(V.32) I M,, = { d iv  v , v  E X, } 
I 
= { q E P N ( f l )  ; V r E { To , T, }@,, (q,r), = 0 a n d q ( t 1  , t l )  = 0 } , 
= { q E P N ( f l ) ;  ~r~{q, . , ,T,)a~, (q,r),=o a n d q ( + l , t l ) = O )  . 
We are now able to precise the constant OiN f o r  t h i s  choice of  spaces Mi, (i = 1 , 2 ) .  
P r o m i t i o n  V.4 : Let the space Mi, be defined by (V.30)i . There exists a constant Ei > 0 
independent of  N such that 
. .  
I 
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Proo f  : Consider the case i = 1 f i r s t .  We know f rom the proof of  Proposi t ion IV.3 that,  for each q 
i n  M,, , there e x i s t s v  i n  X, such that - 0 - l  d iv (vw)  = q andllvll,,, < c N2 (lq((o,w (see (IV.30) and 
(lV.31)). Since the discrete i nne r  product induces a norm u n i f o r m l y  equivalent t o  the norm II.llo,w 
on P,(Q) (see (V. l o ) ) ,  we have 
2 1 1 0 , ~  b 1 N (v d = (q ,q),N 2 c 11 I 
whence (V.331, holds. The case i 2 fo l lows s i m i l a r l y  using now the proof of  Proposi t ion IV.4, 
As established i n  Section lV.6, the choice (V.30)i i s  not w e l l  sui ted to  approximate the 
space of pressures.  Here again an a l ternat ive choice blN for the pressure space can be given. I n  
o rde r  t o  ensure the  exact p ressu re  i n  M, to  be approximated w i t h i n  spect ra l  accuracy b y  an 
element in b,, , we requ i re  that there exists a rea l  number X, 0 < X < 1 , such that 
(v.34) P[XN] ( 0 )  n M1 c b1N , 
Fu r the rmore ,  i n  order to r e t a i n  the compa t ib i l i t y  between m,, and X, , we also r e q u i r e  that the 
orthogonal  p r o j e c t i o n  rri : b,, --+ M,, onto M,, w i t h  respect t o  the i n n e r  product (,,,),,N , 
sat isf ies 
(v'35) q E '1, I 11q11 0 , ~  I ln iq l lo ,m ' 
Th is  y ie lds,  as i n  Section I V ,  the fo l lowing inf-sup condition : 
P r o p o s i t i o n  V.5 : Let b 1 N  be a subspace of P,(n) such that hypothesis (v.35) holds. There 
exists a constant Fl > 0 independent of N such that 
We r e f e r  to  Section I V  t o  the proof of Proposition V.5 and f o r  the discussion of  the existence 
of spaces R , ,  sa t i s f y ing  the hypotheses (V.34) and (V.35); indeed the space h,, defined b y  
(IV.49) and (IV.61) w o r k s  (see also Section V.6 for some considerations on the implementation of  
the method). 
* .  - 
N' V.4,The in f  SUD c o n d i t i o n  f o r  the f o r m  a 
Let us assume here that  Mi, (i = 1 2) i s  any supplementary space i n  PN(n) of the space Zi, 
defined i n  (V.22)i , i .e.  satisfies (V.29). Setting 
(V.37) KiN = { V E X, ; Q q E Mi, biN (V,q) = O } , 
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by the definit ion of  Z, , we actually have fo r  a l l  v i n  KiN 
V q E P N ( ~ I > '  biN(v,q) = 0 2 
thus,  as i n  the Galerkin method, 
(V.38) KiN = K i n X N  (i = 1 ,  2) . 
I t  i s  readi ly seen that i n  t h i s  case we have also d im K,, = d im K,, . Thus, b y  Remark 1 1 . 1 ,  i t  i s  
enough to check the inf-sup condition ( I  I .  19) f o r  the f o r m  aN over K,, x K,, , 
P roDos i t i on  V.6 : There exists a constant & > 0 independent of N such that 
aN (u ,v> 
IIV II 1 ,.) (V.39) V U E  K,, , sup 2 IIUIIl,, E K I N  
P r o o f  : Let u = (u,v)  be an  element o f  K, . As i n  the proof of  Proposi t ion IV.5, we deduce f r o m  
(V.38) that there exists lp i n  P N ( f l )  n H:,o (0) such that 
0 . 4 0 )  u = c u r l  lp . 
Let us set again v = 0-l c u r l  (lpw) and recal l  (see the proof of Proposi t ion I 
(V.41) IIVII1,, G c Ilull1,, 
Setting now, as i n  the continuous case, x = Alp , we have by the def in i t ion (V. 
1 aN(u,v) = - v (Au,v).),~ = - v ( c u r l  1, w -  c u r l  
o r  more  expl ic i te ly  
1.2) that 
14) of the f o r m  aN 
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Then, the proposi t ion fo l lows f r o m  (V.40), (V.41) and (V.43). 
V.5. A con veraence e s t i m a t e  i n  t h e  homoae neous c a z  
I n  t h i s  section we consider the collocation approximat ion (V. 13) to the homogeneous Stokes 
problem (111.1)(111.2). Let us reca l l  that X, = [P!(fl)]2. 
For an appropr ia te choice of  the spaces o f  pressures and o f  test funct ions,  we know f r o m  
Proposi t ions V.6, V.4 and V.5 that  the b i l i nea r  forms a, , b , ,  and b,, res t r i c ted  t o  these f i n i t e  
dimensional subspaces sat isfy the inf-sup conditions ( l l . l 9 ) ,  (11.21) and (11.22)i (i = 1, 2) for 
su i tab le constants. Moreover ,  i t  fo l lows f r o m  ( V .  16) ,  (V. 17), (V. 18) and (V. 10) that a, and b, 
(i = 1 , 2) a re  u n i f o r m l y  continuous over X, x X, and X, x Mi, respect ively.  
Coro l l a ry  11.2 yields the fo l lowing s tab i l i t y  resul t .  
The0 r e m  V . 1  : For each integer N 2 3 , the collocation approximation ( V .  13) to the Stokes 
problem (111.1)(111.2) hasauniquesolut ion (uN,pN) in X, x M,, , where M,, isdefinedby 
(V.30), (resp. in X, x i?,,  where &,, satisfies the hypothesis (V.35)). Moreover, the 
following inequality is satisfied 
N 
(V.44) IIUNII,,, + N-2 IIP IO, c l l f l l [ ~ * ( ~ ) ] 2  I 
for a constant c > 0 independent of N. 
R e m a r k  V .  1 : I n  t h i s  case as fo r  the Galerk in  method (see Remark IV.6), the discrete veloci ty i s  
independent of  the space of  pressures. 
Let us now consider the convergence of  the approximation. 
Theorem V.2 : Assume that the solution (u,p) ofthe Stokesproblem (111 .1  )(111.2) belongs to 
[H:(f2)I2 x H:-'(fl) for a real number s 2 1 , and the data f belong to [H:(f2)l2 for a real 
number u > 1 .Then the approximate velocity uN, as defined in  Theorem V .  1 , satisfies the 
convergence estimate 
0 . 4 5 )  IIU-UNIll,, < c ( N'-' 
for a constant c independent of N. 
+ N-' I l f  IIu,u ) 
Proo f  : Let us f i rs t  r e m a r k  that  
(V.46) V v E [ P / - , ( f 2 ) ] 2 ,  V z E X, , (a-aN>(v,z) = 0 ; 
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indeed, the product v z i s  an element of P2N-l(C2) and the d iscrete in tegrat ion fo rmu la  i n  the 
de f i n i t i on  (V.14) of aN i s  exact (see (V.2)). By (V.38), we can apply  Coro l l a ry  11.3 w i t h  
v5 = w5 = QN-,u ( the  divergence-free polynomial  approx imat ion to u, the existence o f  which i s  
guaranteed by Lemma 1'4.6) to get the fo l lowing e r r o r  estimate fo r  the veloci ty : 
Note that the t e r m  a-aN has disappeared i n  t h i s  estimate due to (V.46). 
Due to Lemma I V . € ,  i t  i s  suf f ic ient  to bound the e r r o r  on the data f .  We have for any z i n  X, 
I ( f , z ) w - ( f , z ) w , N ~ ~ I ( f ~ Z ) w - ( r [ N - , f l Z ) w l  0 + I ( ~ N - l f l z ) w , N - ( J N f , z ) w , N /  0 ? 
where lli-, i s  the orthogonal pro ject ion operator onto [PN-l( f l ) ]2 w i t h  respect to (.,.), , and J, 
i s  the interpolat ion operator at the collocation nodes defined i n  (V.7). Hence we get by ( V .  10) 
0 (V.48) 'd z E XN I ( f ,  z>w - ( f ,  z),N I G ( Ilf-r[[,-,f 110,~  + /If-JNf 110,~ ) \ I z  llO,w ' 
The f i r s t  t e r m  on the r ight -hand side can be estimated by ( IV.4€),  w h i l e  the i n te rpo la t i on  
operator satisfies the fo l lowing inequal i ty ( [ C Q l  , Thm 3.1 I), va l i d  f o r  any rea l  numbers r and s,  
s >  1 a n d O G r  G S ,  
(V.49) V ~p E H:(Q), ( I L P - J N c ~ I I ~ , ~  < c N2r-s IICpIIs,w , 
Th is  ends the proof  o f  the theorem. 
R e m a r k  V 7 : Estimate (V.45) i s  opt imal  w i t h  respect to  the r e g u l a r i t y  o f  the solut ion and of the 
data. 
Let us t u r n  now to  the e r r o r  estimate fo r  the pressure.  
Theorem V.3 : Assume that hypotheses (V.34) and (V.35) hold and that the solution (u ,p)  of 
theStokesproblem (111.1)(111.2) belongsto [H:(C2)I2 x H:-'(Q) f o ra rea lnumber  s >  1 ,and 
the data f belong to [H:(C2)l2 for a real number u > 1 .  Then the approximate pressure pN in 
PI 1N , as defined in Theorem V .  1 , satisfies the convergence estimate 
(V.50) 
for a constant c independent of N. 
IIP-PNllo,w G c { N3-s ( llulls,w + llPlIs-,,.) ) + N2- / I f  IIv,w 1 
P r o o f  : We use Theorem 11.3 and, thanks to (V.46), we have 
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) 
(f ’z)w - (f I ~ ) ,  N+ sup 
112 11, ,,
2 E X N  
Due to Lemma IV.6 and to (V.481, we only have to estimate the t e r m s  on the r ight-hand side 
concerning the pressure.  Let us reca l l  that  the space R I N  we have chosen sat isf ies (‘4.34) for a 
f ixed X < 1 .  Thus, we can take qN = nFANlp. The truncat ion e r r o r  i s  again estimated by (IV.46). 
Moreover ,  using the exactness (V.2) o f  the quadrature fo rmu la  as described i n  the previous proof,  
we have 
0 v Z E X N  , (b l -b ,N)(Z,n(  ),NIP) = 0 8 
hence the resu l t .  
N N  R e m a r k  V.3 : Let us fo r  a w h i l e  consider the problem : Find (u ,p ) in X, x M,, (resp. in 
x, x rIIN) such that 
N N 
I (V.51) I V V E XN I aN(U ,V> + b,N(V,p ) = (fvv), 
I v q E P N ( ~ ) ,  b 2 ~ ( U ~ , q )  = 0 
(wh ich  i s  problem (V. 19) w i t h  (f,v),,N replaced by (f,v), o r  equivalent ly w i t h  SNf replaced by f ) .  
Then, Theorems V .  1 to V.3 a r e  s t i l l  valid. Fur thermore,  since the second t e r m  i n  the r ight-hand 
side of (V.47) disappears, the estimates (V.45) and (V.50) can he replaced respect ively by 
(V.52) 1Iu-u I l l , ,  < c N’-’ ~ ~ u ~ ~ ~ , ,  , 
0 . 5 3 )  
This  w i l l  be used i n  Section V I .  
N 
IIP-PNIlo,, G c N3-s ( llulls,, + llPIl’-,,, ) ’ 
Y.6. Conc lud ina r e m a r k s  i n  the homoqmeous case, 
We complete Section V.5 w i t h  some considerations on the pract ica l  implementat ion o f  the 
Chebyshev collocation scheme (V.13). As a matter of fact ,  we have indicated a p a i r  of  spaces M,, 
and M2N for  which the collocation scheme i s  well-posed and guarantees spectral  accuracy. Now, i t  
remains to e x h i b i t  a precise set of algebraic equations, as w e l l  as o f  unknowns f o r  the pressure,  
which correspond to the scheme and which are ef f ic ient ly implementable. 
To t h i s  end, l e t  S, denote the set o f  the four  corners of the square 0, and le t  5 be a set of four  
collocation points i n  ZN \ S, sat isfy ing the following p roper t y  : 
(V.54) det ( qL(xJ) ) f 0 , 1 G J ,  L G 4 , 
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(V.55) 
where  xJ r u n s  through 5 and q, r u n s  through { qN*, T N  }02 ( the polynomia l  q,* i s  defined i n  
(V.25)). 
- v AU,(X) + (grad pN)(x) = f (x)  f o r  x E Z ,  n n 
(div uN)(x) = 0 fo r  x E Z ,  \ { Sc U 5 } . 
, 
P r o o f  : O f  course, any solut ion of  (v .  13) i s  a solut ion o f  (v.55). Conversely,  l e t  (uN,pN) sat isfy 
(V.55). Since uN vanishes on an, div  uN i s  equal t o  0 at the f o u r  co rne rs  of  0. Moreover ,  by 
Proposi t ion V.3 , we know that b2,(uN,q) i s  equal to  0 fo r  a l l  q i n  { qN*, T, }02. By (V.55) t h i s  
re1 at i on becomes 
v q { qN*' T N  >@*, EXES (d iv UN>(X)  q(X) 0,  = 0 . 
Thanks to  (V.54) , we obtain (div uN)(x) = 0 for any x E 5. We conclude that uN i s  divergence-free 
i n  0 ,  hence (uN, pN) satisfies ( V .  13) (and (V. 19)). 
As far as the  choice o f  degrees o f  freedom for the p r e s s u r e  i s  concerned, i t  seems 
unpract ical  to f i nd  out a subset of collocation points i n  the domain, wh ich  uniquely determine the 
polynomia ls  o f  i?,N ( i .e . ,  w h i c h  f o r m  a uniso lvent  set f o r  h,,). I t  i s  m o r e  convenient t o  
determine the discrete pressure through the complete set of  collocation points  i n  the domain ( o r ,  
equivalent ly,  t o  re ta in  a l l  the modes fo r  the pressure).  This means that the algebraic system to  be 
actual ly  solved i s  underspecified. Once a solut ion of t h i s  system i s  obtained i n  some way, i t  w i l l  
y i e ld  a "good" veloci ty f i e l d  and a "good" p ressu re  gradient at the col locat ion points  (and only 
the re  ! ) .  I n  order to  get a "good" pressure,  i.e. the pressure sat is fy ing an estimate l i k e  (V.50), one 
has to extract  f rom the computed pressure i t s  component along b,, . Th is  can be done by taking 
the orthogonal p ro jec t i on  of  the computed p ressu re  onto "M,, w i t h  respect t o  (.,.), . Other 
techniques of f i l t e r i n g  the spur ious modes have been successfully applied (see, e.g. [ M e ] ) .  
V.7. The non homogmeous ca& 
Le t  us now consider t h e  a p p r o x i m a t i o n  of  t he  non homogeneous Stokes p r o b l e m  
( I l l .  1 )(111.39) by a collocation method. We shal l  suppose that t h i s  p rob lem i s  well-posed, 1.e. 
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(V.56) 
N . V V E XN 2 aN(UN,V) + b l N ( V , P  ) ( f ’ V ) w , ~  
N 
3 
v q E M,, I b 2 ~ ( U  ,q) = 0 > 
UN(X) = ~ J X )  for x E 2, n rJ , J E z / 4 ~  . 
(V.57) N 
. 
- I, AuN(x) + (grad p )(x) = f(x) for x E ZN (7 0 
(div u ) (x) = 0 for x c  ZN , 
uN(x) = ~p ,(x) fo r  x E S, n rJ , J E Z / ~ Z  . 
, 
N 
(V.58) N v v E x, , 
v q p ~ ( n ) t  b 2 ~ ( U  ,q) = o  , 
a,(uN,v) + b l N ( V , P  ) = (f,V>,,N , 
N 
N u (x) = rp,(x) for x E E, n rJ , J E Z/4Z . 
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f u l f i l l  the hypotheses (111.40) and (111.41). Thus, i f f  i s  chosen i n  X ' ,  the continuous problem i s  
well-posed. Bu t ,  condition (V.59) does not hold since I N q J  coincide w i t h  qJ for any J E Z/4Z and 
d iv  uN ata,  f o r  instance i s  equal to  L k ( - l )  - Lk( 1 )  = - m ( m +  1 ) .  I n  t h i s  example, the continuous 
p rob lem has a solut ion i n  the weak sense only ,  since the divergence of  the veloci ty i s  not zero at 
the f o u r  corners. However, even i f  the exact veloci ty f ie ld  i s  divergence f ree  at the four  corners,  
condi t ion (V.59) need not be sat isf ied : i n  fact ,  the Lagrange in te rpo la t i on  operator w i l l  not 
general ly preserve the boundary values of the f i r s t  der ivat ive.  
Hence, problem (V.57) i s  generally unsolvable and the fo rmu la t i on  (V.56) i s  used instead. 
Besides, we can check the fo l lowing proposi t ion.  
P r o p o s l  tion V .  8 
[pN(n)12 x R,,) satisfies thecollocation equation 
(v.62) 
N N  : A n y  solution (u ,p ) ofprob lem (V.56) in [ P N ( n ) ] *  x M,, (resp. i n  . .  
- v A U ~ ( X )  + (grad pN)(x) = f ( x )  for x E Z, n n . 
Remark  V.5 : Due to (V.321, solv ing the equation 
N v q E M,, , b 2 ~ ( U  = 0 
i n  (V.56) i s  equivalent to the m in im iza t i on  of l ld iv u ~ I ~ ~ , ~  ; t h i s  condi t ion i s  implemented i n  
pract ice.  We re fe r  to [Me] f o r  details and numer ica l  resu l t s  i n  the non homogeneous case. 
As i n  the proof of Theorem 111.2 we shal l  need an element i n  the space o f  t r i a l  functions ( i . e .  
[ P N ( n ) I 2 )  that sat isf ies,  i n  a discrete sense, the boundary condition (111.39). To t h i s  purpose we 
reca l l  the fo l lowing approximat ion resu l t  that  can be found i n  [ B M ] .  
Lemma V. 1 :There exists an operator  TI^,^ from  HA(^) into pN(n> such that, for any function 
q in H , ' J ~ )  
(v.63) v x E zN n an, rrN,bq(X) = rp(x) , 
F i r s t ,  we check that the discrete problem (V.56) i s  well-posed. 
Theorem V.4 : For each integer N 2 3 , the collocation approximation (V.56) to the Stokes 
problem (111.1)(111.39) hasauniquesolut ion (u N N .  ,p ) rn X, x M,, , where M,, isdefinedby 
(V.30), (resp. in  X, x b l N  , Where R , N  satisfies the hypothesis (V.35)). Moreover, the 
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(V.66) 
N 
' v v E XN I aN(iN,V) f blN(v,P ) (f?V)w,N - aN(nN,bu,v) 1 
v q E M ~ N  , b2,(GN,q) = - b 2 ~ ( n ~ , b U , q )  .
(V.70) 
Proposi t ion V.9 : Assume that the boundary data cp , J E Z/4ZL, belong to H i ( r J )  for a real 
number T 2 3/4. The following estimate is satisfied 
V v E X ,  a(6,v) + b,(v,b) = (f,v>w , 
V q E  M, , b2(6,q) = O  
;=IT u - e N = J N u - e N  o n a n  ; 
, 
N .b 
(V.7 1 ) 
1 
- N  v V E X N  , aN(;IN,v) + blN(V,P = (~"J),,N 
v q E M2N , b2,(GN,q) = 0 > 
CIN(x> = ( ~ ~ , , ~ u ) ( x )  - e, = (J,u)(x) - e, for  x E Z ,  n an . 
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P r o o f  : It i s  a consequence of  Theorem 111.2 and o f  the approx ima t ion  estimates (V.67) and 
(V.69). 
N - N  . 
S i m i l a r l y  we can obtain an e r r o r  bound between uN and GN . Indeed, note that  u -u i s  
constant, equal to eN , Hence, b ~ ( V . 6 9 ) ~  we obtain the fo l lowing resul t .  
ProDosition V .  1 Q :  Assume that the boundary data qJ , J E ZL/4Z, belong to 
real number T 2 3/4. The following estimate is satisfied 
for a , .  
N - N  
(v.73) IIu -u Ill,u G '-' C J E ~ / ~ Z  IlqJllr,p 
for a constant c > 0 independent of N. 
I n  order to get now an e r r o r  bound between b and bN we f i r s t  note that  problem (V.71) i s  a 
d iscrete approximat ion of problem ('4.70) . Hence the abstract resu l t s  of  Section I I can be applied. 
We have the fo l lowing e r r o r  estimate. 
ProDosi t ion V . 1  1 :Assume that the solution ( u , p )  of the Stokesproblem (111.1)(111.39) 
belongs to [H:(Q)12 x H S - ' ( f l ) f o r  a rea l  number s 21, that thedata f belong to [H:(f2)l2for a 
real number CJ > 1 and that the boundary data q J ,  J E Z/47L, belong to H i ( T J ) f o r  a real 
number T 2 3/4. The following estimate is satisfied 
. .  
(v.74) IlG-GN Ill,w < ( N3-s ~ ~ u ~ ~ ~ , ~  + N-' [If I I u , ~  + CJ ~Z7/4z IIq J l l l ~ , p  
for a constant c > 0 independent of N. 
P r o o f  : Let us set b = b - ll,,,u + eN . Since eN i s  constant, (b,^p) i s  the solut ion i n  X x M ,  of 
(v.75) I v v E x ,  d b ,  V) + b,(v,^p) = (f,v>u - a(nN,bU,V) 1 
I v q E M, , b2(b,  S) = - b2(T[N,bU,q) . 
Next,  bN = iN - r[ N , b ~  + eN i s  the so lut ion o f  (V.66). Let us define the  f o r m s  g and gN by the 
re la t ions 
v q E M, , <g,q> = - b,(nN,bu,q) and v q E M ~ N  , <gN , q> = - ~ ~ N ( R N , ~ U S ~ )  
Since we already noticed that the hypotheses of  Coro l l a ry  11.3 a re  f u l f i l l e d ,  we de r i ve  f r o m  
(11.35) 
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I n  opposition to what we were able to do i n  the homogeneous case, i t  seems that the only way to  
bound the t e r m  i n f  1lb-w is  to use Proposi t ion I I .  1 .  By Proposi t ion V.4 we have 
E K2N(gN) 
2) On the other hand, we compute 
Thus, by (V.72), (V.64) and (V.69) we obtain 
+ N 3 / 2 - r  
(V.79) i n f  llL-vlll,w < c ( lllJlls,w CJ E Z/4Z 11 J llr,p ) 
v E [P;-,(a)l2 
3) Due to (V.48), (IV.46) and (V.491, we have 
4) Let us now estimate the last  t e r m  i n  (V.76) , We have by def in i t ion of  the form aN and by 
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F i n a l l y ,  estimate (V.74) fo l lows f r o m  (V.76) t o  (V.81 ) .  
Using now the three prev ious proposi t ions,  we obtain the f i na l  e r r o r  estimate 
Theorem V.5 :Assume that the solution (u,p) of theStokesproblem (111.1)(111.39) belongs to 
[ H:( 0) l 2  x H:-’ (0) for a real number s 2 1 , that the data f belong to [ HL( 0) l 2  for a real 
number u > 1 and that the boundary data ‘pJ, J E i2/4Z, belong to H i ( r J ) f o r  a real number 
7: 3 3/4. Then the approximate velocity uN, as defined in Theorem V.4 , satisfies the convergence 
estimate 
N (V.82) 1Iu-u Ill,, < C ( N3-’ IIuIIS,+, + IIf I, + N7/2-T CJ II‘P J IIK,p ) 
for a constant c independent of N. 
We conclude w i t h  an estimate for the pressure.  
Theorem V.6 : Assume that hypotheses (V.34) and (V.35) holdand that the solution (u ,p)  of  
theStokesproblem (111.1)(111.39) belongs to [H:(0)I2 x H:-’(0) for a r e a l  number s > 1 , 
that the data f belong to [H;(O) l 2  for a real number u > 1 and that the boundary data ‘p J, 
J E ZL/4Z, belong to H;(r,)for a real number 7: 3 3/4. Then the approximate pressure pN in 
fi , as defined in Theorem V .  4, satisfies the convergence est imate 
1 1 /2-r  0 . 8 3 )  IIP-PNIlo,, < c { N5-’ ( IIUII’,, + IIP1lS-l,, ) + N2-, 111 IIu,u + N C J E Z / ~ Z  ~ ~ ~ , J ~ ~ r , p  1 
for a constant c independent of N. 
P r o o f  : Using Proposi t ion V.5 we der ive f r o m  (V.56) that 
0 S t i l l  taking qN = XNlp , we obtain easily (V.83). 
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(VI. 1 ) 
V I .  A c o l l o c a t i o n  method f o r  t h e  Nav ie r -S tokes  eauat ions.  
- v A u + g r a d p + ( u . V ) u = f  i n n  , 
d i v u = O  i n n  , 
1 
I n  order  to  study the well-posedness o f  problem ( V I .  1 )(V1.2) i n  the spaces X and M,  , we 
f i r s t  state some proper t ies of  G.  
Lemma V I .  1 : For any f in X ' ,  the mapping G isofclass C" from [ H ' ( n ) ] 2  into X '  and from 
X into X ' .  Furthermore, for any w in X ,  the operator DG(W) is compact from X into X ' .  
P r o o f  : F o r  any u and w i n  X we have 
V V E X ,  IClsis2 I n  ( a ( u , w ) / a x ; ) v ~ ~ l = I C , , i r 2  In (u,w) ( a ( v w v a x i )  dx I 
whence, f r o m  Lemma I I I. 1 , we der ive 
(VIS)  v v E x ,  I C1 jn (a(uiw)/axi) v w dx I G c C, s i , j s 2  I IU i  w j  l l ( ) w  IIVII1,,' 
We reca l l  the imbedding o f  H1'2(CI) into L i ( f2 )  (cf .  [CQ3, Thm 4.13 o r  [ B M ] ) .  Moreover ,  using 
the Calderbn extension theorem (see [ A ,  Thm 4.321) together w i t h  [ G ,  Thm 1.4.4.21, we know that 
the mapping : (rp,q) + rpq i s  b i l i nea r  continuous f r o m  " ( 0 )  x "(0) in to  H'-'(n) for any 
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E > 0. Hence we have for 0 < E < 1 / 2  
(V1.6) I I U ~ W ~ I I ~ , , ~ C I I U ; W ~ I I ~ / ~  < C ' I I U i W j I I 1 - c  GC"IIUiII1 I IWj I I1  
F rom (V1.5) and (V1.6), we deduce 
(V1.7) b'v E X ,  1 E, 
and 
(V1.8) v E X ,  I C, J n  (a(uiw)/axi) v 0 dx I < c IIUII,,, IIWII,,, IIvII1+, . 
Then, i t  i s  an easy matter t o  der ive f r o m  (V1.4) that G i s  of  class C" f r o m  [ H ' ( f I ) I 2  i n to  X '  and 
f r o m  X into X ' .  The compactness of  DG(w) f r o m  X i n to  X ' ,  i s  an easy consequence o f  (V1.6) and of  
the compactness of the imbedding : H ' - ' (n)  G H"2( f I ) ,  0 < E < 112. 
J n  (a(uiw)/axi) v 0 dx I < c llull, lIwlll IIVII,,, 
Let us reca l l  that the fo rms  a and bi (i = 1 , 2) a re  defined i n  ( I  I I .  14) to ( I  I I .  16). From now 
on, we ident i fy L:(n) w i t h  i t s  dual space and we denote by ( .  ,.), the dual i ty  p a i r i n g  between X and 
X ' .  As i n  ( I l l .  13), for any f i n  X ' ,  the Navier-Stokes equations (VI. 1)(V1.2) can be w r i t t e n  i n  the 
fo l lowing var iat ional  f o r m  : Find (u,p) in X x M, such that 
(V1.9) I V v E X ,  a(u,v) + bl(v,p) + (G(u),v), = 0 , 
I I V q E  M, , b2(u,q> = O  . 
Then, we der ive 
Jheorem V I . 1  : For any fin X ' ,  problem (VI.9)hasat least asolution ( u , p ) i n  X x M, 
P r o o f  : From (111.9) and the imbedding of L:(fl) i n t o  L2(n) we f i r s t  deduce that  f belongs to  
[ H - ' ( f l ) ] 2 .  Using now [ G R ,  Chapter I V ,  Thm 2.11 we obtain that  there exists at least a pa i r  (u ,p)  
i n  [ H ; ( n ) l 2  x L 2 ( f l )  solut ion of  ( V l . l ) ,  where  p i s  defined up to an addi t ive constant. From 
Lemma VI.1, G(u) i s  an element o f  X ' .  Let (u ' ,p ' )  be the solut ion i n  X x M ,  of the Stokes problem 
w i t h  data - G(u),  as defined i n  Theorem 1 1 1 . 1 .  Then, both (u ,p )  and ( u ' , p ' )  a r e  solut ions i n  
[H; ( f l ) l2  x L2(n) of the Stokes problem w i t h  data - G(u); the uniqueness of  the solut ion of  the 
Stokes problem imp l i es  that u and u' coincide and that p-p' i s  constant. Now, f i x i n g  the constant 
over p so that (111.38) i s  satisfied, we see that (u,p) belongs i n  fact to X x M, and satisfies (V1.9). 
Now, using Theorem II I. 1 , we define the operator T f r o m  X '  in to  X : f -+ u = Tf, where (u,p) 
i s  the solut ion of p rob lem (111.1)(111.2). C l e a r l y ,  i f  ( u , p )  i s  so lu t ion o f  the Navier-Stokes 
equations (V1.9) then u i s  a solut ion i n  X of 
(vi.10) u +TG(U) = o  
This  formulat ion w i l l  be v e r y  useful i n  the sequel, together w i t h  
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Lemma V1.2 : For any real number q > 2 ,  there exists a constant c(q,u)such that , i f  a solution 
( u ,p)of  problem (V I .9) satisfies 
(VI. 1 1 )  IIUIlLq(*) G C ( W )  1 
the operator 1 + TDG(u) is an isomorphism of X .  
P r o o f  : By the compactness r e s u l t  of Lemma V . l  , the operator 1 + TDG(u) i s  an isomorphism of 
X i f  and only  i f  i t  i s  i n j e c t i v e ,  i . e .  the only solution (w,r )  o f  the fo l l ow ing  l inear ized Stokes 
problem 
V v E X ,  a(w,v) + b, (v , r )  + (DG(u) .w,v)~ = 0 
V q E M 2  , b2(w,q) = 0 , 
, 
i s  (0 ,O) .  From ( I l l .  19) and (V1.5) we obtain 
VN IIwII1,, 6 c c, <i , j<2 I/ u i w j  IIO,, ' 
Next, using the imbedding of "(0) into any L s ( 0 ) ,  s < +DO, and Lemma I l l .  1 , we have 
1 /2 1 /2 
IIUi wjllo,w 6 c IIUi w j  0 110 6 c(q) IIUillLs(*) I I W j  0 111 G c(q) c' IIUilILS(*) IIwjIIl,w 
"E llwll1,, G C ' ( d  IIU IlLs(*, IIW Ill,w 
I 
so that  
, 
and the lemma i s  proved w i t h  c(q,u) < uc(/c'(q). 
V1.2. A c o l l o c a t i o n  me thod  f o r  t h e  Nav ie r -S tokes  eauat ions.  
We a r e  going to in t roduce a col locat ion p rob lem t o  app rox ima te  the Navier-Stokes 
equations, by us ing the same nodes as i n  the l inear  case. Let us reca l l  that ,  for a f ixed integer 
N 2 3, X, = [P;(0)l2. Henceforward, we s t i l l  assume that Mi, (i = 1 , 2) i s  defined by (V.30), and 
that f? ,, satisfies the hypothesis (V.35). 
Before w r i t i n g  the problem, l e t  us consider the nonl inear t e r m s  i n  these equations, i .e .  the 
funct ion G defined by (V1.4). Obviously, i f  a function w of class C' i s  known only by i t s  values at 
the nodes x i n  Z ,  (see (V.7) for  the def in i t ion of Z , ) ,  i t  i s  easy to der ive the values of  wiw at the 
same nodes, whence J N (  wiw).  The pseudo-spectral app rox ima t ion  a ( w i w ) / a x i  consists i n  
di f ferent iat ing t h i s  in terpolat ion funct ion i . e . ,  t o  compute aJ, (wiw) /ax i .  
Assume now that  the force f i s  g iven i n  [C"(0)]2. Due to  the p rev ious  r e m a r k ,  the 
collocation problem we a r e  going to analyze i s  the fo l lowing one : Find (u ,p ) ~n X, x M,, such 
that 
N N .  
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( V I .  12) 
Now, b y  Theorem V .  1 ,  we can define the operator T, f r o m  X '  in to  X, : f --+ uN = T,f , where 
(u ,p ) i s  the solut ion o f  problem ( V . 5 l ) ( r e c a l l  that i t  i s  exactly p rob lem ( V .  19) w i t h  (f,vN)w,N 
replaced by (f,vN)w). Clear ly ,  problem (VI.  15) imp l i es  that  uN i s  a solut ion i n  X, of 
N N .  
N N (V1.16) u +TNGN(u ) = O  . 
We begin b y  stating some resu l t s  about the operator T, . 
P roDos i t i on  V1.2 : f o r  any f in X ' ,  theoperator T, satisfies 
and 
(VI .  18) l imN --c Do l/(T-TN)f Ill,W = 0 ; 
Moreover, if the solution T f  belongs to [ H Z ( n ) l 2  for a real number s 2 1 , i t  satisfies the e r ro r  
estimate 
( V I .  19) ~~(T-TN)f~~l,w < C N1-' IITflls,w . 
Proof  : By Proposi t ion V.6, we obtain at once 
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(Vl.19) can be proved exact ly by the same way as (V.45) for any f such that Tf belongs to  
( V I  .2O) 
T o  study p rob lem ( V I .  16), we shal l  use a f ixed point  theorem due to  M. CROUZEIX (see [ C ,  
Th. 2 .2 ] ) ,  wh ich  i s  a re f i ned  f o r m  of the discrete i m p l i c i t  funct ion theorem o f  [ B R R ] .  F o r  the 
EN = IIF,CU,*) \Ix, Y N  = ll(DFN(UG))-' ~ ~ ~ ( X N , X N )  
We are  going to apply th i s  theorem to  the mapping FN = 1 + TNGN . I n  the sequel, we always 
assume tha t  the func t i on  f i s  given i n  [HL(fI)l2, u > 1 .  We consider a so lut ion u o f  the 
Navier-Stokes equations (VI. 1)(V1.2) which i s  nonsingular i n  the fo l lowing sense : the operator 
1 + TDG(u) i s  an isomorphism o f  X (by  v i r t u e  o f  Lemma V1.2, such solut ions ex i s t  for f smal l  
enough ! ) .  Even i n  the classical Sobolev spaces, r e g u l a r i t y  resu l t s  o f  the so lut ion (u,p) as a 
consequence of the r e g u l a r i t y  o f f  are not easy t o  der ive (see [ G ,  §7.3]),  whence we shal l  assume 
i n  the sequel that  there ex is ts  a rea l  number s > 1 such that (u,p) belongs to  [H:(fI)I2 x H Z - ' ( 0 ) .  
Let us denote b y  N' the in tegra l  p a r t  of ( N - l ) / Z .  We choose f o r  u; the image o f  u b y  the 
p ro jec t i on  operator f r o m  [HL,o(C2) n H:(C2)I2 onto [ P i . ( f I ) ] 2  ( t h i s  def in i t ion of U; seems ve ry  
compl icated, b u t  the fact that  U,;U; belongs t o  [Pi-l(fl)]2 w i l l  make the est imates more  
s t ra ight forward,  as i t  w i l l  appear la ter ) .  I t  has been proved i n  [Ma21 that the fo l lowing estimate 
holds for any r e a l  number r , 0 G r G s, 
(V1.22) IIu - ut < c Nr-' IIu IIs,w 
I 
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V1.3. Some p r o p e r t  ies  o f  t h e  m a p p i n a  F,, 
In  order to  bound the constants y, , L, and , we need several lemmas. 
Lemma "1.3 : For any real number E > 0 ,  there existsa constant csuch t h a t ,  for any cpand \CI 
in P i ( f l ) ,  the following estimate issatisfied 
(V1.23) II(~-J,)(CPO)IIO,~ G c N ' - '  IIqII1,uII@II1,,, 
We can now state the fo l lowing resu l t .  
* .  P r o D o s i t i o n  V 1.3 : For Nlarge enough , the operator DFN(u:) = 1 + T,DG,(u,*)is an 
isomorphism of  X,, and yN is bounded by a constant y independent of N. 
P r o o f  : We w r i t e  DFN($) i n  the f o r m  
(V1.25) DF,(UG> = [l +TDG(u)]  - (T-TN>DG(u) - T~(DG(u)-DG(u;>> 
- T~(DG-DG~)(u;)  . 
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Let wN be any element o f  X, , Since 1 + TDG(u) i s  an isomorphism of X ,  there exists a constant co 
independent of N such that 
(V1.26) 11 [I .t T D G ( U ) ] . ~ N  Ill,w >co  I ~ W N  Ill,w . 
I t  remains to bound the th ree  other te rms i n  (V1.25). 
1 ) I t  fo l lows f r o m  (VI. 18) and f rom the compactness of the operator DG(u) (see Lemma V I .  1 ) that 
l im, -c )~(T-T, )DG(u)~~,(~,~)  = 0 . 
Hence, fo r  N large enough, one has 
(V1.27) 11 (T-TN)DG(U).~N(I , ,~ < ( C O / ~ )  ((wN(ll,w I 
2) I t  fo l lows f r o m  (Vl.17) and f r o m  the cont inu i ty  of the operator DG (see Lemma V1.1) that 
-60 - 
I emma V1.5 : The constant E,satisfies 
(V1.31) <c(u)  N’-’ + c ( f )  N-‘ . 
I t  remains to estimate these four terms.  
1 ) Using (V1.22) yields 
(V1.33) \\u-uN*\\l,w < C N’-’ \\u\ls,w I 
2) I t  follows f r o m  (VI. 19) that 
I I (T-T~>G(U) < c N’-’ I I T G ( U ) I I ~ , ~  
whence, thanks t o  (VI. l o ) ,  
( ~ 1 . 3 4 )  JI(T-T~)G(U) < c N’-’ IIU I I ~ , ~  . 
~ I T ~ ( G ( u > - G ( u ; ) >  Ill,w < c llu-u,” 
3) Due t o  (VI, 17) and to the cont inu i ty  of G (see Lemma V I .  l ) ,  we have 
, 
so that 
(V1.35) I ~ T , ( G ( U ) - G ( U ; ) ) ~ ~ ~ , ~  < c N’-’ ~ ~ u ~ ~ s , w  . 
4) From (VI. 17), we der ive 
Using the definit ions (V1.4) and (VI. 14) of G and G, , we have fo r  any V, i n  X, 
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B u t ,  s ince uN+; belongs to  [ p N - 1 ( n ) l 2  and w-l a(wV,)/ax, belongs to [pN(n)12,  the exact and 
discrete scalar products coincide. Hence, we obtain f rom (V.48), (IV.46) and (V.49) 
I (G(u,*)-G,(u;) ~ v N ) ~  I = I ( ~ B V N ) ~  - ( ~ , V N ) ~ , N  1 < c N-' II f IIu,w 1l.N llo,w 1 
so that 
(V1.36) I(TN(G(~,*)-GN(u,*)) < C If' (1 f \\u,w . 
F i n a l l y ,  we der ive the desired estimate for f rom inequalit ies (V1.32) to (V1.36). 
V1.4. E x i s t e n c e  r e s u l t  and c onve raence  e s t  ima tes .  
We can now prove the main resu l t  of t h i s  section. 
T h e o r e m  V1.3 : Assume that there exists a solution (u ,p> of the Navier-Stokes equations 
(VI. 1)(V1.2) such that the operator 1 + TDG(u) is an isomorphism of X ; assume moreover 
that i t  belongs to [H~(CI>I* x H'-'(o) for a real number s > land that the data f belong to 
[H:(O)I2 for  a real number (I > 1 .  For N large enough, problem ( V I .  12) admits a solution 
(u ,p ) in X, x MIN where M,, is definedby (v.30), ( resp. in X, x RIN , where i?,, 
satisf ies the hypothesis (V .35)). Moreover, the approximate velocity uN satisfies the 
convergence estimate 
(V1.37) 
for constants c(u) and c(f)  independent of  N. 
N N  
Ilu-uN l l l , w  < C(u) N'-' + c(f) N-' 
P r o o f  : Using Proposi t ion V1.3 and Lemmas V1.4 and V1.5, we notice that 
ZxN LN(2yNeN) < 2 ~ .  ( C(U) N'-' + c(f) N-' ) , 
so that  we have : 
lim, ~ 2 x N  L N ( 2 x N & N )  = 0 I 
and the assumptions o f  Theorem V1.2 are satisfied for N large enough. Hence, fo r  each -T) such that 
2x L N ( $  < 1 1 
there ex is ts  a unique solut ion uN o f  (VI. 16) in the ba l l  BN = { wN E xN ; IIwN-ui 
f r o m  (V1.21), we der ive the estimate 
< -T) } .  Next,  
N I / u  -u;Ill,w < Ill,w 8 
wh ich ,  together w i t h  (V1.22) and Lemma V1.5, yields (V1.37). 
Next,  by Proposi t ion V.3 ( resp.  Proposi t ion V.5), there exists a unique pN i n  M,, , where 
M,, i s  defined b l j  (V.30), (resp. i n  h l N  , where h l N  satisfies the hypothesis (V.35)) such that 
N N N V V E XN , blN(V,P ) = - aN(U ,V> - (GN(U > > V > w  
N N  and the p a i r  (u ,p ) i s  a solution of  problem (Vl.12). 
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(V1.40) 
R e m a r k  V I .  1 : The e r r o r  bound we obtain i s  the same as for the Stokes p rob lem ; i t  is s t i l l  
opt imal  w i th  respect t o  the regu la r i t y  o f  the solut ion and o f  the data. 
' V v E X, , aN(GN,v) + bl(v,pN) + ( G ( U ) , V ) ~  = 0 
V q E P N ( f l ) ,  b,(GN,q) = 0 , 
I n  order to state an e r r o r  bound f o r  the pressure,  we need a lemma. 
I em ma V I .  6 : The approximate velocity uN, as defined in Theorem V I ,  3 ,  satisfies 
(V1.38) sup 
(G(d-GN(uN) ~ V N ) ~  
l lVN 11 1 .w 
c(u) "-s + c(f) N-u 
"N E 'N 
Theorem Vl.4 : Assume that hypotheses (V.34) and (V.35) holdand that there exists a solution 
(u,p) of the Navier-Stokes equations (VI. 1 )(VI . 2 )  such that the operator 1 + TDG(U) is an 
isomorphism of X ; assume moreover that i t  belongs to [ H S ( f 2 ) ] *  x HS- ' ( f2)  for a real number 
s > 1 and that the data f belong to [H:(fl)]* for a real number CT > 1 .  Then, the approximate 
pressure pN in PI 1N , as defined in Theorem V I  .3, satisfies the convergence estimate 
(V1.39) I I P - P ~ I ~ ~ , ~  < C(U P) N3-' + c( f )  N2-' 
for constants c(u,p) and c(f) independent of N. 
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Next,  due to (V1.40) and (VI. 15), we notice that ,  for  any vN i n  X N  , 
I 
bl(VN , p N -p -N ) = aN(CNzvN) + (G(u) ,vN)w - aN(u N jvN) - (GN(u N ) J ~ N ) ~  8 
so that, f r o m  Proposi t ion V.5, we deduce 
Let vN be any element i n  XN . B y  the u n i f o r m  continuity o f  aN , we have 
N - N  N - N  - N  N 
aN(u -u 'vN) < IIu -u Il1.w l lVN Ill,w< ( IIu -u 111,~ IIu-u ) l lVN Ill,w 8 
so that 
(V1.44) aN(u N -U - N  ,vN) < ( C(U) N'-' + C(f> N-' ) I I v N I I , , ~  . 
Now using 01.44) and (V1.38) i n  (V1.43) yields 
('41.45) 
which,  together w i t h  (V1.42), gives (V1.39). 
N -N I (p -p llo,w < C(U) N3-' + c(f) N2-" , 
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