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ZERO-SUM SQUARES IN BOUNDED DISCREPANCY
{−1,1}-MATRICES
ALMA R. ARE´VALO, AMANDA MONTEJANO, AND EDGARDO ROLDA´N-PENSADO
Abstract. For n ≥ 5, we prove that every n × n {−1, 1}-matrix M = (aij)
with discrepancy disc(M) = ∑ aij ≤ n contains a zero-sum square except for the
diagonal matrix (up to symmetries). Here, a square is a 2 × 2 sub-matrix of M
with entries ai,j , ai+s,s, ai,j+s, ai+s,j+s for some s ≥ 1, and the diagonal matrix is
a matrix with all entries above the diagonal equal to −1 and all remaining entries
equal to 1. In particular, we show that for n ≥ 5 every zero-sum n × n {−1, 1}-
matrix contains a zero-sum square.
1. Introduction
An Erickson matrix is a square binary matrix that contains no squares (defined
below) with constant entries. In [Eri96], Erickson asked for the maximum value of n
for which there exists an n× n Erickson matrix. In [AM08] Axenovich and Manske
gave an upper bound of around 22
40
. This gargantuan bound was later improved by
Bacjer and Eliahou in [BE10] using computational means to the optimal value of 15.
This paper is devoted to studying a zero-sum analogue of Erickson matrices con-
sidering binary matrices with entries in {−1, 1}. For this purpose, of course, we need
to take into account the discrepancy or deviation of the matrix.
Discrepancy theory is an important branch in combinatorics with deep connections
to many other areas in mathematics (see [Cha01] for a good general reference in
this topic). In particular, one important result is Tao’s recent proof of the Erdo˝s
discrepancy conjecture, [Tao16], which states that any sequence of the form f : N→
{−1, 1} satisfies that supn,d
∣∣∣∑∞j=1 f(jd)∣∣∣ =∞.
In recent years, we have witnessed the study of zero-sum structures becoming in-
creasingly popular. Some examples related to our wort are the following. Caro et
al. proved in [CHM19] that for any finite sequence f : [1, n] → {−1, 1} satisfying
that |∑ni=1 f(i)| is small, there is a set of consecutive numbers B ⊂ [1, n] for which∣∣∑
i∈B f(i)
∣∣ is also small (in particular, small can mean zero-sum). Another interest-
ing work is [BE11], where Buttkewitz and Elsholtzthe proved the existence of zero-
sum arithmetic progressions with four terms in certain sequences f : N → {−1, 1}.
Balister et al. studied matrices where, for some fixed integer p, the sum of each
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row and each column is a multiple of p [BCRY02]; they showed that these matrices
appear in any large enough integer square matrix.
In this paper we consider binary matrices with entries in {−1, 1}. Given an n×m
{−1, 1}-matrixM = (ai,j), the discrepancy ofM is the sum of all its entries, that is
(1) disc(M) =
∑
1≤i≤n
1≤j≤m
ai,j.
Note that if a+ is the number of entries in M equal to 1 and a− is the number of
entries in M equal to −1 then
(2) disc(M) = a+ − a− = 2a+ − nm = nm− 2a−.
We define a zero-sum matrix M as a {−1, 1}-matrix with disc(M) = 0.
A square S in M = (ai,j) is a 2× 2 sub-matrix of M of the form
S =
(
ai,j ai,j+s
ai+s,j ai+s,j+s
)
for some positive integer s. A zero-sum square is a square S with disc(S) = 0.
We are interested in studying matricesM which do not contain zero-sum squares,
we call these matrices zero-sum-square-free.
Note that this may also be seen as a 2-coloring of an n ×m rectangular grid. In
this case, zero-sum is the same as balanced.
An n × m {−1, 1}-matrix M = (ai,j) is called t-diagonal if for some 0 ≤ t ≤
n + m− 1,
ai,j =
{
−1 if i + j ≤ t + 1,
1 otherwise.
If either M, its negative, or its horizontal or vertical reflections are t-diagonal for
some t, we say thatM is diagonal. This is relevant since diagonal matrices are always
zero-sum-square-free. We are also interested in the possible discrepancies they can
have.
Observation 1. For an n×m t-diagonal matrix M with n < m,
disc(M) =

nm− t(t + 1) if t ≤ n,
nm + n(n− 1)− 2nt if n < t ≤ m,
(n + m− t− 1)(n + m− t)− nm if m < t.
Note that, in particular, the discrepancy of a diagonal square matrix can’t be zero.
Now we are ready to state our main theorem.
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Theorem 2. Let n ≥ 5. Every n×n non-diagonal {−1, 1}-matrixM with |disc(M)| ≤
n contains a zero-sum square. In particular, every n×n zero-sum matrixM contains
a zero-sum square.
We actually prove a stronger statement which includes rectangular n × (n + 1)
matrices. Our proof method suggests that a stronger result may hold.
Conjecture 3. For every C > 0 there is a integer N such that whenever n ≥ N the
following holds: Every n× n non-diagonal {−1, 1}-matrix M with |disc(M)| ≤ Cn
contains a zero-sum square.
There is a more general question. Let f : N→ N be a function for which there is a
integer N such that whenever n ≥ N the following holds: Every n× n non-diagonal
{−1, 1}-matrix M with |disc(M)| ≤ f(n) contains a zero-sum square. Can f be
quadratic? For a lower bound consider the n× n matrix M = (ai,j) defined by
ai,j =
{
−1 if i, j are both even,
1 otherwise.
This is a zero-sum-square-free matrix and its discrepancy is around n2/2, so f(n) =
n2/2 + o(n2) is the best we could possibly hope for.
This paper is organized as follows. Section 2 is devoted to particular cases, which
were analyzed by computer. In Section 3 we give a stronger version of Theorem 2
and its proof. Finally, Section 4 contains our conclusions and some open questions.
2. Small cases
Since the proof of Theorem 2 uses induction, we must analyze some of the smaller
cases to obtain our induction basis. It is possible to do this by hand but the amount
of work is quite large, so we aid ourselves with a computer program.
Our program takes three positive parameters as input: n, m and d, which should
satisfy n ≤ m and d ≤ nm. The output is a list of all n×m {−1, 1}-matrices which
are zero-sum-square-free and satisfy disc(M) = d. To do this we use a standard
backtracking algorithm that explores all {−1, 1}-matrices with the desired properties.
The code is written in C++ and is available at
https://github.com/edyrol/ZeroSumSquares.
We are mainly interested in two types of matrices: square matrices (with m = n)
and almost-square matrices (with m = n + 1). These are the sizes of matrices we
need to understand in order to prove Theorem 2.
Recall that any diagonal matrixM is zero-sum-square-free, so we always find these
examples.
In the case of square matrices, we were able to completely analyze n× n matrices
with discrepancy at most 2n up to n = 11. When n < 5 we found a large number of
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Figure 1. All examples (up to symmetries) of n × n and n ×
(n + 1) non-diagonal zero-sum-square-free {−1, 1}-matrices M with
|disc(M)| ≤ 2n and dimensions between 4× 5 and 11× 12.
zero-sum-square-free {−1, 1}-matrices, but starting from n = 5 we only see diagonal
matrices with 6 exceptions (up to symmetry) and these are all 5× 5 matrices.
For almost-square matrices of size n × (n + 1) with discrepancy at most 2n, we
managed to completely analyze them up to n = 11. Once again, there are many
zero-sum-square-free {−1, 1}-matrices when n < 4 but there are only 5 exceptions
(up to symmetry) when n ≥ 4 and they are all 4× 5 matrices.
The 11 exceptions described above are shown in Figure 1.
The computer program does not take too long to run. Using a home computer
with an i7-3770 3.40GHz processor and compiling the program with GCC 8.1.0, it
takes less than a second to analyze a 9 × 9 matrix with fixed discrepancy. For the
larger matrices it can take a couple of minutes. For example, depending on the
discrepancy, it takes between 30 and 50 seconds to analyze a 11 × 11 matrix and
between 1.5 and 3 minutes for an 11× 12 matrix.
3. Proof
Our proof of Theorem 2 uses an induction argument. In order for the induction
to work we prove the following stronger statement.
Theorem 4. Let n ≥ 5 and m ∈ {n, n + 1}. Every n × m non-diagonal {−1, 1}-
matrix M with |disc(M)| ≤ n contains a zero-sum square.
The basis of the induction is given by the computer analysis described in Section 2.
It is not indispensable to use a computer here, although doing it by hand would
require either substantial case analysis or a clever argument that has eluded us.
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The main idea in the induction step is to split a large zero-sum-square-free matrix
M into four square or almost square sub-matrices. Since it is not always possible
to only use squares, we are forced to understand the behavior of both square and
almost-square zero-sum-square-free matrices. Using that the discrepancy of M is
not too large, we are able to find a relatively large sub-matrix N of M with small
discrepancy. By the induction hypothesis, N must be a diagonal sub-matrix.
It turns out that having a diagonal sub-matrix N determines the value of many
other entries of M. If M is not diagonal, this allows us to estimate disc(M) and,
when n is large enough, the discrepancy is larger than n.
The rest of this section is devoted to the actual proof of theorem 4.
Proof of Theorem 4. From Section 2 we know the theorem holds for any n ≤ 11
and m ∈ {n, n + 1}. Let M = (ai,j) be a n × m {−1, 1}-matrix with n ≥ 11,
m ∈ {n, n + 1} and |disc(M)| ≤ n. As sated before, we use induction on n, so let
us assume that the theorem holds for all square and almost-square {−1, 1}-matrices
with smaller dimensions than M.
We need to work with sub-matrices formed by consecutive rows and columns. So,
for p ≤ r and q ≤ s, we define the (r − p + 1)× (s− q + 1) sub-matrix
M[p, r; q, s] =

ap,q ap,q+1 . . . ap,s
ap+1,q ap+1,q+1 . . . ap+1,s
...
...
. . .
...
ar,q ar,q+1 . . . ar,s
 .
We call a sub-matrix of M of this form a consecutive sub-matrix of M.
Consider the four consecutive sub-matrices ofM formed by splittingM vertically
and horizontally as evenly as possible. To be precise, let
M1 =M
[
1, bn/2c ; 1, bm/2c ],
M2 =M
[ bn/2c+ 1, n; 1, bm/2c ],
M3 =M
[
1, bn/2c ; bm/2c+ 1,m] and
M4 =M
[ bn/2c+ 1, n; bm/2c+ 1,m].
Note that each of the Mi is either a square or almost-square matrix.
Claim 1. Either one of the four matrices Mi satisfies |discMi| ≤ bn/2c or two of
these four matrices have discrepancies with opposite signs.
Proof. Assume that this is not the case and that the four matrices satisfy discMi >
bn/2c. Then n ≥ disc(M) = ∑ disc(Mi) > 4 bn/2c which is a contradiction. If the
four matrices satisfy discMi < −bn/2c we obtain a contradiction in the same way.
Therefore two of the Mi have discrepancies with opposite signs. 
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What we really want is to find a consecutive sub-matrix ofM with small discrep-
ancy, but by an interpolation argument this is easily achievable.
Claim 2. There is an integer k ≥ bn/2c and a square or almost-square consecutive
sub-matrix N with side-lengths k and k + 1 such that |disc(N )| ≤ k+1
2
.
Proof. Claim 1 either provides the sub-matrix we want or it gives us two matrices
N+ and N− such that disc(N+) > 0 and disc(n−) < 0. The matrices N+ and N− are
both square or almost-square and their side-lengths are in the set {bn/2c , bn/2c+1}.
Now construct a sequence N− = N1,N2, . . . ,Nl = N+ of sub-matrices of M with
the following properties.
(1) The side-lengths of every Ni are in {bn/2c , bn/2c+ 1}.
(2) For each 1 ≤ i < l, one of Ni and Ni+1 can be obtained from the other by
removing one row or one column.
In other words, we start with N1 = N− and start moving towards N+. In each
step we add or remove a row or column to Ni taking care to always leave Ni+1 with
side-lengths in {bn/2c , bn/2c+ 1}.
At some point the discrepancy changes from negative to positive, so assume that
disc(Ni) < 0 and disc(Ni+1) > 0 for some 1 ≤ i < l. At each step the discrepancy
can changes at most by bn/2c + 1, so either Ni or Ni+1 must have its discrepancy
in the interval [−bn/2c /2− 1, bn/2c /2 + 1]. If N is this matrix then |disc(N )| ≤
bn/2c /2 + 1 < bn/2c. 
Now we can use our induction hypothesis onN . Since it is an almost-square matrix
with small enough discrepancy and it is zero-sum-square-free, it must necessarily
be diagonal. Furthermore, it must have discrepancy exactly 0 because all other
diagonal almost-square matrices have discrepancy larger than k or smaller than −k.
By exchanging 1 and −1 if necessary, this implies that N is k-diagonal.
The sub-matrix N forces the values of several entries ofM. Let N =M[p, r; q, s]
where, since N is almost-square, {r− p+ 1, s− q+ 1} = {k, k+ 1}. We may further
assume that r − p + 1 = k and s− q + 1 = k + 1, since the other case is analogous.
Note that the k-th diagonal of N is contained in the (p + q + k − 2)-th diagonal of
M.
Claim 3. Let t = p + q + k − 2, then:
1. The sub-matrix
M0 =M
[
1,min(n, t + bt/2c); 1,min(m, t + bt/2c)]
is t-diagonal.
Furthermore, we have that ai,j = 1 and aj,i = 1 whenever t+
⌊
t
2
⌋
< j and any of the
following hold:
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2. j − t < i ≤ t + ⌊ t
2
⌋
,
3. i ≤ ⌊ t
2
⌋− ⌊ j−t−b t2c−1
2
⌋
, or
4. i = j.
Proof. The proof of this claim is done in an inductive way. We start with the matrix
N and, in each step, we expand it by either a row or a column to a square or almost-
square consecutive matrix N ′. We then show that N ′ must satisfy the points from
the claim. We repeat this argument for until we cover all of M.
At first we do the expansion by adding, when possible, columns to the left or rows
above of N . This allows us to eventually obtain N ′ = [1,min(n, t); 1,min(m, t)].
After this point we only need to add columns to the right and columns below of N .
In order to do this we use only two simple observations. Assume that
S =
(
ai,j ai,j+s
ai+s,j ai+s,j+s
)
is a square, then the following hold.
(a) If two entries of S have distinct values then the other two must have the same
values.
(b) If two entries of S have the same value then the other two must also have
this value.
The complete proof is very repetitive and simple, so we only give here an example
of how it goes. Assume that t < n and N = [1, t; 1, t+1], then N ′ = [1, t+1; 1, t+1].
For 0 ≤ i ≤ t− 1, consider the square(
at−i,1 at−i,i
at+1,1 at+1,1+i
)
.
Since at−i,1 = −1 and at−i,i = 1, (a) implies that at+1,1 = at+1,i. Therefore the
elements at+1,1, . . . , at+1,t are all equal. Since at,t−1 = at,t = 1 Using (b) on(
at,t−1 at,t
at+1,t−1 at+1,t
)
we conclude that at+1,t = 1 and therefore at+1,1 = · · · = at+1,t = 1. Finally, since
a1,1 = −1 and a1,t+1 = at+1,1 = 1, both (a) and (b) on(
a1,1 a1,t+1
at+1,1 at+1,t+1
)
imply that at+1,t+1 = 1. This shows that N ′ is indeed t-diagonal. 
Claim 3 is exemplified in Figure 2.
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t b t2c t− 2
Figure 2. The regions described in Claim 3. The colors yellow and
blue represent values of −1 and 1, respectively. In reality the matrix
M is not large enough to contain all of the marked squares.
The regions described in parts 1 and 4 from Claim 3 are quite simple, as for the
other two, it might help to think about them in the following way. If the condition
that t +
⌊
t
2
⌋
< j is ignored then the region corresponding to 2 is the union of two
triangular regions each with one vertical side, one horizontal side and a side with
slope 1. Similarly, the region described in 3 is the union of two triangular regions
with vertical and horizontal sides and another side with slope 2 or 1/2.
Now we can estimate what the discrepancy ofM can be depending on how large t
is. Instead of working directly with the discrepancy, we give a lower on the positive
entries a+ of M. From (2) we have disc(M) = 2a+ − nm so, in order to reach a
contradiction, our goal is to show that a+ > (n + nm)/2.
Note that, from Claim 2, we have k ≥ bn/2c and, since t = p+ q + k− 2, we have
bn/2c ≤ k ≤ t. If n ≤ t + ⌊ t
2
⌋
then Claim 3 implies that M is diagonal and we are
done, therefore we may also assume that n > t + t
2
. This means that t is contained
in the interval [bn/2c , 2n/3).
A simple calculation gives the following claim.
Claim 4. The number of positive entries described in part 1 of Claim 3 is
a+0 =
t(t− 1)
2
+
⌊
t
2
⌋2
+ 2t
⌊
t
2
⌋
.
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Let r = n− t− ⌊ t
2
⌋
and define
a+1 = 2
r∑
i=1
(t− i), a+2 = 2
r∑
i=1
(⌊
t
2
⌋
−
⌊
i− 1
2
⌋)
and a+3 = r.
Then, in the case when m = n, a+1 , a
+
2 and a
+
3 equal the number of positive entries
described in parts 2, 3 and 4 of Claim 3, respectively. When m = n+ 1 these are not
equalities but they are lower bounds obtained by ignoring the last column.
It is convenient to think of the a+i as functions of n and t, let f(n, t) = a
+
0 + a
+
1 +
a+2 + a
+
3 , in this way we have that f(n, t) ≤ a+. The following claim can verified
easily with aid from a computer.
Claim 5. For 12 ≤ n ≤ 21 and bn/2c ≤ t ≤ b2n/3c, we have that
f(n, t) > (n + nm)/2.
By using that (x− 1)/2 ≤ bx/2c ≤ x/2 for any integer x we obtain
f(n, t) ≥ t(t− 1)
2
+
(
t− 1
2
)2
+ t(t− 1) +
r∑
i=1
(2t− 2i + (t− 1)− i) + r
=
7t2
4
− 2t + 1
4
+ 3rt− 3
2
r2 − 3
2
r.
Since r = n− t− ⌊ t
2
⌋
we have that n− t− t+1
2
≤ r ≤ n− t− t−1
2
, using this on the
last expression we obtain
f(n, t) ≥ 15nt
2
+ t− 49t
2
8
− 3n
2
2
− 3n− 7
8
.
To minimize this last expression think of n as fixed and consider it as a function of t.
Then this is an upside-down parabola and the relevant values come from t ∈ [n−1
2
, 2n
3
).
The values this parabola equation takes are therefore bounded by the minimum
between the values in t = n−1
2
and t = 2n
3
. The former gives the smallest value,
implying that
f(n, t) ≥ f
(
n,
n− 1
2
)
=
23n2
32
− 51n
16
− 93
32
.
When n ≥ 20 this is larger than n2+2n
2
which is at least as large as nm+n
2
. This,
together with Claim 5, implies that disc(M) > n which is the contradiction we were
seeking. 
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4. Conclusions and further work
We were able to give an elemental proof of Theorem 2, but we are sure that there
is a deeper result in the direction of Conjecture 3. It is also likely that something
can be said for non-square matrices. The fact that the final bound given for a+ is
significantly smaller than n2 suggests that a much stronger theorem should hold. It
is possible to strengthen our proof in order to obtain a stronger version of Theorem 4
with something like |disc(M)| ≤ 2n instead of |disc(M)| ≤ n, however significantly
more work is required to establish this and it is probably not worth the effort.
In [RBM10] Erickson matrices were generalized to 3-squares. A k-square in a
matrix M is a k × k sub-matrix of M contained in k rows of M of the form i, i +
s, . . . , i+(k−1)s and k columns ofM of the form j, j+s, . . . , j+(k−1)s. We could ask
about zero-sum-k-square-free {−1, 1}-matrices but this does not make sense when k
is odd. However, the case when k is even seems interesting and for odd k we can ask
about {−1, 1}-matrices which don’t have k-squares of sum ±1.
Lastly, we should point out that with the aid of Claim 3 or with stronger versions
of this claim, zero-sum-square-free matrices of much larger sizes may be analyzed by
computer. This might be useful for generalizing our results. However it is likely that
a different type of computer search might be much more useful. SAT-solvers have
been used for finding lower bounds in Ramsey-like problems (see e.g. [HHLM07])
but it is not obvious how to include the discrepancy condition here. Perhaps linear
integer programming could work. Since we didn’t need to analyze anything larger
than an 11× 12 matrix, we didn’t work much on making our program efficient.
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