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Abstract The WZ production cross section is measured
by the CMS experiment at the CERN LHC in proton–
proton collision data samples corresponding to integrated
luminosities of 4.9 fb−1 collected at
√
s = 7 TeV, and
19.6 fb−1 at
√
s = 8 TeV. The measurements are performed
using the fully-leptonic WZ decay modes with electrons and
muons in the final state. The measured cross sections for
71 < mZ < 111 GeV are σ(pp → WZ; √s = 7 TeV) =
20.14±1.32 (stat)±0.38 (theo)±1.06 (exp)±0.44 (lumi) pb
and σ(pp → WZ; √s = 8 TeV) = 24.09 ± 0.87 (stat) ±
0.80 (theo) ± 1.40 (exp) ± 0.63 (lumi) pb. Differential cross
sections with respect to the Z boson pT, the leading jet pT,
and the number of jets are obtained using the √s = 8 TeV
data. The results are consistent with standard model predic-
tions and constraints on anomalous triple gauge couplings
are obtained.
1 Introduction
The measurement of the production of electroweak heavy
vector boson pairs (diboson production) in proton–proton
collisions represents an important test of the standard model
(SM) description of electroweak and strong interactions at
the TeV scale. Diboson production is sensitive to the self-
interactions between electroweak gauge bosons as predicted
by the SU(2)L × U(1)Y gauge structure of electroweak
interactions. Triple and quartic gauge couplings (TGCs and
QGCs) can be affected by new physics phenomena involving
new particles at higher energy scales. The WZ cross section
measured in this paper is sensitive to WWZ couplings, which
are non-zero in the SM. WZ production also represents an
important background in several searches for physics beyond
the SM, such as the search for the SM Higgs boson [1],
searches for new resonances [2,3], or supersymmetry [4–7].
∗ e-mail: cms-publication-committee-chair@cern.ch
We present a study of WZ production in proton–proton
collisions based on data recorded by the CMS detector at
the CERN LHC in 2011 and 2012, corresponding to inte-
grated luminosities of 4.9 fb−1 collected at
√
s = 7 TeV, and
19.6 fb−1 collected at
√
s = 8 TeV. The measurements use
purely leptonic final states in which the Z boson decays into
a pair of electrons or muons, and the W boson decays into a
neutrino and an electron or a muon. At leading order (LO)
within the SM, WZ production in proton–proton collisions
occurs through quark–antiquark interactions in the s-, t-, and
u-channels, as illustrated by the Feynman diagrams shown
in Fig. 1. Among them, only the s-channel includes a TGC
vertex. Our measured final states also include contributions
from diagrams where the Z boson is replaced with a virtual
photon (γ ∗) and thus include Wγ ∗ production. We refer to
the final states as WZ production because the Z contribution
is dominant for the phase space of this measurement. Hadron
collider WZ production has been previously observed at both
the Tevatron [8,9] and the LHC [10–15].
We first describe measurements of the inclusive WZ pro-
duction cross section at both centre-of-mass energies. The
measurements are restricted to the phase space in which the
invariant mass of the two leptons from the Z boson decay
lies within 20 GeV of the nominal Z boson mass [16]. Using
the larger integrated luminosity collected at
√
s = 8 TeV, we
also present measurements of the differential cross section as
a function of the Z boson transverse momentum pT, the num-
ber of jets produced in association with the WZ pair, and the
pT of the leading associated jet. The measurements involv-
ing jets are especially useful for probing the contribution of
higher-order QCD processes to the cross section.
Finally, we present a search for anomalous WWZ cou-
plings based on a measurement of the pT spectrum of the
Z boson. The search is formulated both in the framework
of anomalous couplings and in an effective field theory
approach.
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Fig. 1 Leading-order Feynman diagrams for WZ production in proton–proton collisions. The three diagrams represent contributions from (left)
s-channel through TGC, (middle) t-channel, and (right) u-channel
2 The CMS detector
The central feature of the CMS apparatus is a supercon-
ducting solenoid of 6 m internal diameter, providing a mag-
netic field of 3.8 T. Within the solenoid volume are a sili-
con pixel and strip tracker, a lead tungstate crystal electro-
magnetic calorimeter (ECAL), and a brass and scintillator
hadron calorimeter (HCAL), each composed of a barrel and
two endcap sections. Muons are measured in gas-ionization
detectors embedded in the steel flux-return yoke outside the
solenoid with detection planes made using three technolo-
gies: drift tubes, cathode strip chambers, and resistive-plate
chambers. Extensive forward calorimetry complements the
coverage provided by the barrel and endcap detectors. The
silicon tracker measures charged particles within the pseu-
dorapidity range |η| < 2.50. The ECAL provides coverage
in |η| < 1.48 in a barrel region and 1.48 < |η| < 3.00 in two
endcap regions. Muons are measured in the range |η| < 2.40.
A more detailed description of the CMS detector, together
with a definition of the coordinate system used and the rele-
vant kinematic variables, can be found in Ref. [17].
3 Simulated samples
Several Monte Carlo (MC) event generators are used to sim-
ulate signal and background processes. The W(Z/γ ∗) signal
for mZ/γ ∗ > 12 GeV is generated at LO with MadGraph
5.1 [18] with up to two additional partons at matrix element
level. The tt, tW, and qq → ZZ processes are generated at
next-to-leading order (NLO) with powheg 2.0 [19–21]. The
gg → ZZ process is simulated at leading order (one loop)
with gg2zz [22]. Other background processes are gener-
ated at LO with MadGraph and include Z +jets, Wγ ∗ (with
mγ ∗ < 12 GeV), Zγ as well as processes with at least three
bosons in the decay chain comprised of WZZ, ZZZ, WWZ,
WWW, ttW, ttZ, ttWW, ttγ and WWγ , collectively referred
to as VVV. For the modeling of anomalous triple gauge cou-
plings (aTGCs), the NLO mcfm 6.3 [23] Monte Carlo pro-
gram is used to compute weights that are applied to the WZ
signal sample generated with MadGraph. In all samples,
the parton-level events are interfaced with pythia 6.426 [24]
to describe parton showering, hadronization, fragmentation,
and the underlying event with the Z2* tune [25]. For LO gen-
erators, the default set of parton distribution functions (PDFs)
used is CTEQ6L1 [26], while NLO CT10 [27] is used with
NLO generators. For all processes, the detector response is
simulated with a detailed description of the CMS detector,
based on the Geant4 package [28]. The event reconstruc-
tion is performed with the same algorithms as are used for
data. The simulated samples include additional interactions
per bunch crossing (pileup). Simulated events are weighted
so the pileup distribution in the simulation matches the one
observed in data.
4 Event reconstruction and object identification
The measurement of the WZ → ν′′ decay, where , ′ =
e or μ, relies on the effective identification of electrons and
muons, and an accurate measurement of missing transverse
momentum. The lepton selection requirements used in this
measurement are the same as those used in the Higgs boson
H → WW → ′νν measurement [1]. The kinematic prop-
erties of the final-state leptons in those two processes are
very similar and the two measurements are affected by sim-
ilar sources of lepton backgrounds.
Events are required to be accepted by one of the follow-
ing double-lepton triggers: two electrons or two muons with
transverse momentum thresholds of 17 GeV for the leading
lepton, and 8 GeV for the trailing one. For the 8 TeV data
sample, events are also accepted when an electron-muon pair
satisfies the same momentum criteria.
A particle-flow (PF) algorithm [29,30] is used to recon-
struct and identify each individual particle with an optimized
combination of information from the various elements of
the CMS detector: clusters of energy deposits measured by
the calorimeters, and charged-particle tracks identified in the
central tracking system and the muon detectors.
Electrons are reconstructed by combining information
from the ECAL and tracker [31]. Their identification relies
on a multivariate regression technique that combines observ-
ables sensitive to the amount of bremsstrahlung along the
electron trajectory, the geometrical and momentum matching
between the electron trajectory in the tracker and the energy
deposit in the calorimeter, as well as the shower shape. Muons
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are reconstructed using information from both the tracker and
the muon spectrometer [32]. They must satisfy requirements
on the number of hits in the layers of the tracker and in the
muon spectrometer, and on the quality of the full track fit.
All lepton candidates are required to be consistent with the
primary vertex of the event, which is chosen as the vertex
with the highest
∑
p2T of its associated tracks. This crite-
rion provides the correct assignment for the primary vertex
in more than 99% of both signal and background events for
the pileup distribution observed in data. Both electrons and
muons are required to have pT > 10 GeV. Electrons (muons)
must satisfy |η| < 2.5 (2.4).
Charged leptons from W and Z boson decays are mostly
isolated from other final-state particles in the event. Con-
sequently, the selected leptons are required to be isolated
from other activity in the event to reduce the backgrounds
from hadrons that are misidentified as leptons or from lep-
tons produced in hadron decays when they occur inside
or near hadronic jets. The separation between two recon-
structed objects in the detector is measured with the variable
R = √(η)2 + (φ)2, where φ is the azimuthal angle. To
measure the lepton isolation, we consider a R = 0.3 cone
around the lepton candidate track direction at the event ver-
tex. An isolation variable is then built as the scalar pT sum of
all PF objects consistent with the chosen primary vertex, and
contained within the cone. The contribution from the lepton
candidate itself is excluded. For both electrons and muons a
correction is applied to account for the energy contribution
in the isolation cone due to pileup. In the case of electrons,
the average energy density in the isolation cone due to pileup
is determined event-by-event and is used to correct the iso-
lation variable [33]. For muons, the pileup contribution from
neutral particles to the isolation is estimated using charged
particles associated with pileup interactions. This isolation
variable is required to be smaller than about 10% of the can-
didate lepton pT. The exact threshold value depends on the
lepton flavour and detector region, and also on the data taking
period: for 7 TeV data, it is 13% (9%) for electrons measured
in the ECAL barrel (endcaps) and 12% for muons, while for
8 TeV data it is 15% for all electrons. For muons, a modi-
fied strategy has been used for 8 TeV data to account for the
higher pileup conditions in order to reduce the dependence
of this variable on the number of pileup interactions. It uses
a multivariate algorithm based on the pT sums of particles
around the lepton candidates built for R cones of different
sizes [1].
The lepton reconstruction and selection efficiencies and
associated uncertainties are determined using a tag-and-
probe method with Z →  events [34] chosen using the
same criteria in data and simulation in several (pT,η) bins.
Ratios of efficiencies from data and simulation are calculated
for each bin. To account for differences between data and sim-
ulation, the simulated samples are reweighted by these ratios
for each selected lepton in the event. The total uncertainty for
the lepton efficiencies, including effects from trigger, recon-
struction, and selection amounts to roughly 2% per lepton.
The lepton selection criteria in the 7 and 8 TeV samples are
chosen to maintain a stable efficiency throughout each data
sample.
Jets are reconstructed from PF objects using the anti-kT
clustering algorithm [35,36] with a size parameter R of 0.5.
The energy of photons is obtained from the ECAL measure-
ment. The energy of electrons is determined from a combina-
tion of the electron momentum at the primary interaction ver-
tex as determined by the tracker, the energy of the correspond-
ing ECAL cluster, and the energy sum of all bremsstrahlung
photons spatially compatible with origination from the elec-
tron track. The energy of muons is obtained from the cur-
vature of the corresponding track. The energy of charged
hadrons is determined from a combination of their momen-
tum measured in the tracker and the matching ECAL and
HCAL energy deposits, corrected for the response function
of the calorimeters to hadronic showers. Finally, the energy
of neutral hadrons is obtained from the corresponding cor-
rected ECAL and HCAL energy. The jet momentum is deter-
mined as the vector sum of all particle momenta in the jet. A
correction is applied to jet energies to take into account the
contribution from pileup. Jet energy corrections are derived
from the simulation, and are confirmed with in situ mea-
surements with the energy balance of dijet and photon + jet
events [37]. The jet energy resolution amounts typically to
15% at 10 GeV, 8% at 100 GeV, and 4% at 1 TeV. Additional
selection criteria are applied to each event to remove spuri-
ous jet-like features originating from isolated noise patterns
in certain HCAL regions.
The missing transverse momentum vector pmissT is defined
as the negative vector sum of the transverse momenta of all
reconstructed particles in an event. Its magnitude is referred
to as EmissT .
5 Event selection and background estimates
We select WZ → ν′′ decays with W → ν and Z →
′′, where  and ′ are electrons or muons. These decays
are characterized by a pair of same-flavour, opposite-charge,
isolated leptons with an invariant mass consistent with a Z
boson, together with a third isolated lepton and a significant
amount of missing transverse energy EmissT associated with
the escaping neutrino. We consider four different signatures
corresponding to the flavour of the leptons in the final state:
eee, eeμ, eμμ and μμμ.
The four final states are treated independently for the cross
section measurements and for the search for anomalous cou-
plings, and are combined only at the level of the final results.
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Unless explicitly stated otherwise, identical selection criteria
are applied to the 7 and 8 TeV samples.
Candidate events are triggered by requiring the presence
of two electrons or two muons. In the 8 TeV sample, events
triggered by the presence of an electron and a muon are also
accepted. The trigger efficiency for signal-like events that
pass the event selection is measured to be larger than 99%.
The candidate events are required to contain exactly three
leptons matching all selection criteria. In the 8 TeV anal-
ysis, the invariant mass of the three leptons is required to
be larger than 100 GeV. The Z boson candidates are built
from two oppositely charged, same-flavour, isolated leptons.
The leading lepton is required to have pT > 20 GeV. The
Z boson candidate invariant mass should lie within 20 GeV
of the nominal Z boson mass: 71 < m < 111 GeV. If
two matching pairs are found, the Z boson candidate with
the mass closest to the nominal Z boson mass is selected.
The remaining lepton is associated with the W boson and
is required to have pT > 20 GeV and to be separated from
both leptons in the Z boson decay by R > 0.1. Finally,
to account for the escaping neutrino, EmissT is required to be
larger than 30 GeV.
Background sources with three reconstructed leptons
include events with prompt leptons produced at the primary
vertex or leptons from displaced vertices, as well as jets.
The background contribution from nonprompt leptons,
dominated by tt and Z+jets events in which one of the three
reconstructed leptons is misidentified, is estimated using a
procedure similar to Ref. [38]. In this procedure, the amount
of background in the signal region is estimated using the
yields observed in several mutually exclusive samples con-
taining events that did not satisfy some of the lepton selec-
tion requirements. The method uses the distinction between a
loose and a tight lepton selection. The tight selection is iden-
tical to the one used in the final selection, while some of the
lepton identification requirements used in the final selection
are relaxed in the loose selection. The procedure starts from
a sample, called the loose sample, with three leptons pass-
ing loose identification criteria and otherwise satisfying all
other requirements of the WZ selection. This sample receives
contributions from events with three prompt (p) leptons, two
prompt leptons and one nonprompt (n) lepton, one prompt
lepton and two nonprompt leptons, and three nonprompt lep-
tons. The event yield of the loose sample NLLL can thus be
expressed as,
NLLL = nppp+nppn+npnp+nnpp+nnnp+nnpn+npnn+nnnn.
(1)
In this expression, the first, second and third indices refer to
the leading and subleading leptons from the Z boson decay
and to the lepton from the W boson decay, respectively. The
loose sample can be divided into subsamples depending on
whether each of the three leptons passes or fails the tight
selection. The number of events in each subsample is labeled
Ni jk with i, j, k = T, F where T and F stand for leptons
passing or failing the tight selection, respectively. The yield
in each of these subsamples can be expressed as a linear
combination of the unknown yields nαβγ (α, β, γ ∈ {p, n}),
Ni jk =
∑
α,β,γ ∈{p,n}
Ci jkαβγ nαβγ , i, j, k = T, F, (2)
where the coefficients Ci jkαβγ depend on the efficiencies p
and n, which stand for the probabilities of prompt and non-
prompt leptons, respectively, to pass the tight lepton selection
provided they have passed the loose selection. For example,
starting from Eq. (1), the number of events with all three
leptons passing the tight selection NTTT can be written as
NTTT = npppp1p2p3 + nppnp1p2n3 + npnpp1n2p3
+nnppn1p2p3 + nnnpn1n2p3 + nnpnn1p2n3
+npnnp1n2n3 + nnnnn1n2n3 . (3)
The goal is to determine the number of events with three
prompt leptons in the TTT sample, corresponding exactly to
the selection used to perform the measurement. This yield
is npppp1p2p3 . The number of events with three prompt
leptons in the loose sample, nppp, is obtained by solving the
set of linear Eq. (2).
Independent samples are used to measure the efficiencies
p and n [38]. The prompt lepton efficiency p is obtained
from a Z →  sample, while the nonprompt lepton effi-
ciency n is measured using a quantum chromodynamics
(QCD) multijet sample. Events in this sample are triggered
by a single lepton. The lepton selection used in these trig-
gers is looser than the loose lepton selection referred to ear-
lier in this section. The leading jet in the event is required
to be well separated from the triggering lepton and have a
transverse momentum larger than 50 GeV for the 7 TeV data
sample, and larger than 35 (20) GeV for the 8 TeV sample
if the triggering lepton is an electron (muon). Events with
leptons from Z decays are rejected by requiring exactly one
lepton in the final state. To reject events with leptons from
W decays, both the missing transverse energy and the W
transverse mass are required to be less than 20 GeV. This
selection provides a clean sample to estimate the nonprompt
lepton efficiency. Both efficiencies p and n are measured
in several lepton (pT, η) bins. For 7 TeV (8 TeV) data, the
measured nonprompt efficiencies for leptons are in the range
1–6% (1–10%), while they are in the range 1–5% (7–20%)
for muons. The measured prompt efficiencies lie between 60
and 95% for electrons, and between 71 and 99% for muons
for both the 7 and 8 TeV data samples.
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Table 1 Expected and observed event yields at
√
s = 7 and 8 TeV. The
contributions from tt, Z+jets, and other processes with nonprompt lep-
tons have been determined from data control samples, as described in
the text. Backgrounds with at least three bosons in the decay chain com-
prised of WZZ, ZZZ, WWZ, WWW, ttW, ttZ, ttWW, ttγ and WWγ
events, are referred to as VVV. Combined statistical and systematic
uncertainties are shown, except for the WZ signal where only statistical
uncertainties are shown
Sample eee eeμ μμe μμμ Total
√
s = 7 TeV; L = 4.9 fb−1
Nonprompt leptons 2.2 ± 2.1 1.5+4.8−1.5 2.4+5.1−2.4 1.8+7.5−1.8 7.9+13.0−5.0
ZZ 2.0 ± 0.3 3.5 ± 0.5 2.7 ± 0.4 5.1 ± 0.7 13.3 ± 1.9
Zγ 0 0 0.5 ± 0.5 0 0.5 ± 0.5
VVV 1.6 ± 0.8 2.0 ± 1.0 2.4 ± 1.2 3.0 ± 1.5 9.0 ± 4.5
Total background (Nbkg) 3.8 ± 2.3 6.0 ± +4.9−1.9 8.0+5.1−2.4 9.9+7.7−2.4 30.7+13.9−7.0
WZ 44.7 ± 0.5 49.8 ± 0.5 56.0 ± 0.5 73.8 ± 0.6 224.3 ± 1.1
Total expected 50.5 ± 2.3 56.8+5.0−1.9 64.0+5.3−2.8 83.7+7.7−2.5 255+14.0−7.0
Data (Nobs) 64 62 70 97 293
√
s = 8 TeV; L = 19.6 fb−1
Nonprompt leptons 18.4 ± 12.7 32.0 ± 21.0 54.4 ± 33.0 62.4 ± 37.7 167.1 ± 55.8
ZZ 2.1 ± 0.3 2.4 ± 0.4 3.2 ± 0.5 4.7 ± 0.7 12.3 ± 1.0
Zγ 3.4 ± 1.3 0.4 ± 0.4 5.2 ± 1.8 0 9.1 ± 2.2
Wγ ∗ 0 0 0 2.8 ± 1.0 2.8 ± 1.0
V V V 6.7 ± 2.2 8.7 ± 2.8 11.6 ± 3.8 14.8 ± 5.1 41.9 ± 7.3
Total background (Nbkg) 30.6 ± 13.0 43.5 ± 21.2 74.4 ± 33.3 84.7 ± 38.1 233.2 ± 56.3
WZ 211.1 ± 1.6 262.1 ± 1.8 346.7 ± 2.1 447.8 ± 2.4 1267.7 ± 4.0
Total expected 241.6 ± 13.1 305.7 ± 21.3 421.0 ± 33.3 532.4 ± 38.2 1500.8 ± 56.5
Data (Nobs) 258 298 435 568 1559
The number of events with nonprompt leptons in each
final state obtained with this method is given in Table 1.
While these results include the contribution of events with
any number of misidentified leptons, simulation studies show
that the contribution from backgrounds with two or three
misidentified leptons, such as W+jets or QCD multijet pro-
cesses, is negligible, so the nonprompt lepton background is
completely dominated by tt and Z+jets processes.
The remaining background is composed of events with
three prompt leptons, such as the Z Z → 22′ process
in which one of the four final-state leptons has not been
identified, as well as processes with three or more heavy
bosons in the final states (V V V ), and the Wγ ∗ process, with
γ ∗ → +−. These backgrounds are estimated from simula-
tion. The relevant Wγ ∗ process is defined for low γ ∗ masses,
mγ ∗ < 12 GeV, so it does not overlap with the Wγ ∗ process
included in the signal simulation and it is simulated sepa-
rately. It is considered a background since it does not fall
in the fiducial phase space of the proposed measurement.
Such Wγ ∗ processes would be accepted by the event selec-
tion only if the charged lepton from the W decay is wrongly
interpreted as coming from the Z/γ ∗ decay. The contribu-
tion of Zγ events in which the photon is misidentified as a
lepton is also determined from simulation. Prompt photons
will not contribute to a nonprompt lepton signal since pho-
tons and electrons have a similar signature in the detector.
Prompt photons in Zγ events will also typically be isolated
from other final state particles.
We finally consider the contribution of WZ decays, in
which either the W or Z boson decays to a τ lepton. Such
decays are considered a background to the signal. Their con-
tribution is subtracted using the fraction of selected WZ
decays that have τ leptons in the final state. This fraction,
labeled fτ , is estimated from simulation for each of the
four final states, and lies in between 6.5 and 7.6%. This
background is almost entirely composed of WZ events with
W → τν decays where the τ lepton subsequently decays
into an electron or a muon.
After applying all selection criteria, 293 (1559) events are
selected from the 7 (8) TeV data corresponding to an inte-
grated luminosity of 4.9 (19.6) fb−1. The yields for each lep-
tonic channel, together with the expectations from MC sim-
ulation and data control samples are given in Table 1. The
inclusive distributions of the dilepton invariant mass m for
both 7 and 8 TeV data samples are shown in Fig. 2.
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Fig. 2 Distributions of the dilepton invariant mass m in the WZ can-
didate events in 7 TeV (top) and 8 TeV (bottom) data. Points represent
data and the shaded histograms represent the WZ signal and the back-
ground processes. The contribution from nonprompt leptons, dominated
by the tt and Z+jets production, is obtained from data control samples.
The contribution from all other backgrounds, labeled ‘MC background’,
as well as the signal contribution are determined from simulation
6 Systematic uncertainties
Systematic uncertainties can be grouped into three cate-
gories: the determination of signal efficiency, the estimation
of background yields, and the luminosity measurement.
The first group includes uncertainties affecting the signal
efficiency, referred to as sig, which accounts for both detec-
tor geometrical acceptance and reconstruction and selec-
tion efficiencies. It is determined from simulation. Uncer-
tainties on sig depend on theoretical uncertainties in the
PDFs. The PDF uncertainty is evaluated following the pre-
scription in Ref. [39] using the CTEQ66 [26] PDF set.
The uncertainties from normalization (μR) and factorization
(μF ) scales are estimated by varying both scales indepen-
dently in the range (0.5μ0, 2μ0) around their nominal value
μ0 = 0.5(MZ+MW) with the constraint 0.5 ≤ μR/μF ≤ 2.
The signal efficiency sig is also affected by experimental
uncertainties in the muon momentum scale and in the elec-
tron energy scale, lepton reconstruction and identification
efficiencies, EmissT calibration scale, and pileup contributions.
The effect of the muon momentum scale is estimated by
varying the momentum of each muon in the simulated sig-
nal sample within the momentum scale uncertainty, which
is 0.2% [32]. The same is done for electrons by varying the
energy of reconstructed electrons within the uncertainty of
the energy scale measurement, which is pT and η depen-
dent and is typically below 1%. The signal efficiency sig
also depends on the uncertainties in the ratios of observed-
to-simulated efficiencies of the lepton trigger, reconstruc-
tion, and identification requirements. These ratios are used
in the determination of sig to account for efficiency differ-
ences between data and simulation. They are varied within
their uncertainties, which depend on the lepton pT and η and
are about 1%. The uncertainty from the EmissT calibration is
determined by scaling up and down the energy of all objects
used for the EmissT determination within their uncertainties.
Finally, sig is affected by the uncertainty in the pileup con-
tribution. Simulated events are reweighted to match the dis-
tribution of pileup interactions, which is estimated using a
procedure that extracts the pileup from the instantaneous
bunch luminosity and the total inelastic pp cross section. The
weights applied to simulated events are changed by varying
this cross section by 5% uncertainty [40].
The second group comprises uncertainties in the back-
ground yield. The uncertainty in the background from non-
prompt leptons [38] is estimated by varying the leading jet
pT threshold used to select the control sample of misiden-
tified leptons, since the energy of the leading jet deter-
mines the composition of the sample. The uncertainties from
other background processes, whose contributions are deter-
mined from simulation, are calculated by varying their pre-
dicted cross sections within uncertainties. The cross sections
are varied by 15% (14%) for ZZ, by 15% (7%) for Zγ , by
50% (50%) for the VVV processes, and by 20% for Wγ ∗ for
the 8 TeV (7 TeV) measurements, based on the uncertainties
of the measurements of these processes [41–45].
Finally, the uncertainty in the measurement of the inte-
grated luminosity is 2.2 (2.6)% for 7 (8) TeV data [46,47].
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Table 2 Summary of relative
uncertainties, in units of percent,
in the WZ cross section
measurement at 7 and 8 TeV
Source
√
s = 7 TeV √s = 8 TeV
eee eeμ μμe μμμ eee eeμ μμe μμμ
Renorm. and fact. scales 1.3 1.3 1.3 1.3 3.0 3.0 3.0 3.0
PDFs 1.4 1.4 1.4 1.4 1.4 1.4 1.4 1.4
Pileup 0.3 0.5 1.0 0.6 0.2 0.4 0.3 0.2
Lepton and trigger efficiency 2.9 2.7 2.0 1.4 3.4 2.5 2.5 3.2
Muon momentum scale – 0.6 0.4 1.1 – 0.5 0.8 1.3
Electron energy scale 1.9 0.8 1.2 – 1.4 0.8 0.8 –
EmissT 3.7 3.4 4.3 3.7 1.5 1.5 1.6 1.2
ZZ cross section 0.5 0.9 0.6 0.9 0.1 0.1 0.1 0.1
Zγ cross section 0.0 0.0 0.1 0.0 0.2 0.0 0.2 0.0
tt and Z+jets 2.7 6.5 6.3 6.0 4.6 7.2 6.1 7.7
Other simulated backgrounds 0.2 0.2 0.9 0.2 1.0 1.1 1.1 1.0
Total systematic uncertainty 6.1 7.8 8.1 7.2 7.0 8.6 7.7 9.2
Statistical uncertainty 13.5 13.9 13.1 11.0 7.7 7.2 6.4 5.2
Integrated luminosity uncertainty 2.2 2.2 2.2 2.2 2.6 2.6 2.6 2.6
A summary of all uncertainties is given in Table 2.
7 Results
7.1 Inclusive cross section measurement
The inclusive WZ cross section σ(pp → WZ + X) in the
ν′′ final state is related to the number of observed events
in that final state, Nobs, through the following expression,
σ(pp → WZ + X)B(W → ν)B(Z → ′′)
= (1 − fτ ) Nobs − Nbkg
sig L ,
where B(W → ν) and B(Z → ′′) are the W and Z
boson leptonic branching fractions per lepton species, and fτ
accounts for the expected fraction of selected WZ → ν′′
decays produced through at least one prompt τ decay in the
final state after removing all other backgrounds. The num-
ber of expected background events is Nbkg, and the num-
ber of signal events is determined by subtracting Nbkg from
the observed data Nobs. The signal efficiency sig accounts
for both detector geometrical acceptance and reconstruction
and selection efficiencies. It is obtained for each of the four
final states using the simulated WZ sample by calculating
the ratio of the number of events passing the full selec-
tion to the number of generated WZ → ν′′ events with
71 < m′′ < 111 GeV, where m′′ is the dilepton mass of
the two leptons from the Z boson decay prior to final state
photon radiation. Only events decaying into the respective
final state are considered in both the numerator and denom-
inator of this fraction. The resulting cross section values are
reported in Table 3 for the four leptonic channels. There is
good agreement among the four channels for both the 7 and
8 TeV data.
These four measurements are combined using the best
linear unbiased estimator (BLUE) method [48]. We have
assumed full correlation for all uncertainties common to dif-
ferent channels. Combining the four leptonic channels, the
total WZ cross section for 71 < mZ < 111 GeV, at 7 and
8 TeV, is measured to be
σ(pp → WZ; √s = 7 TeV)
= 20.14 ± 1.32 (stat) ± 0.38 (theo) ± 1.06 (exp)
±0.44 (lumi) pb.
σ (pp → WZ; √s = 8 TeV)
= 24.09 ± 0.87 (stat) ± 0.80 (theo) ± 1.40 (exp)
±0.63 (lumi) pb.
These results can be compared with recent calculations at
NLO and next-to-next-to-leading order (NNLO) in QCD via
Matrix [49]. The NLO (NNLO) predictions are 17.72+5.3%−1.8%
(19.18+1.7%−1.8%) pb at 7 TeV, and 21.80+5.1%−3.9% (23.68±1.8%) pb
at 8 TeV, where uncertainties include only scale variations.
All these predictions are in agreement with the measured val-
ues within uncertainties. The NLO predictions are slightly
lower than the measured values, and a better agreement is
observed for the NNLO observations at both centre-of-mass
energies. The ratios of the inclusive cross sections for the
individual and combined results to the NLO and NNLO pre-
dictions are shown in Fig. 3.
The total WZ production cross sections for different
centre-of-mass energies from the CMS [13] and ATLAS [10–
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Table 3 Measured WZ cross
section in the four leptonic
channels at
√
s = 7 and 8 TeV
Channel σ(pp → WZ; √s = 7 TeV) [pb]
eee 22.46 ± 3.12 (stat) ± 0.43 (theo) ± 1.33 (exp) ± 0.49 (lumi)
eeμ 19.04 ± 2.75 (stat) ± 0.36(theo) ± 1.50 (exp) ± 0.42 (lumi)
μμe 19.13 ± 2.60 (stat) ± 0.37 (theo) ± 1.56 (exp) ± 0.42 (lumi)
μμμ 20.36 ± 2.31 (stat) ± 0.39 (theo) ± 1.48 (exp) ± 0.45 (lumi)
Channel σ(pp → WZ; √s = 8 TeV) [pb]
eee 24.80 ± 1.92 (stat) ± 0.82(theo) ± 1.53 (exp) ± 0.64 (lumi)
eeμ 22.38 ± 1.62 (stat) ± 0.74(theo) ± 1.78 (exp) ± 0.58 (lumi)
μμe 23.94 ± 1.52 (stat) ± 0.79(theo) ± 1.66 (exp) ± 0.62 (lumi)
μμμ 24.93 ± 1.29 (stat) ± 0.83(theo) ± 2.14 (exp) ± 0.65 (lumi)
NNLO
WZσ / WZσ
0.5 1 1.5
 0.18±eee 1.17 
 0.17± 0.99 μee
 0.16±e 1.00 μμ
 0.15± 1.06 μμμ
 0.09±combined 1.05 
 0.11±eee 1.05 
 0.11± 0.95 μee
 0.10±e 1.01 μμ
 0.11± 1.05 μμμ
 0.08±combined 1.02 
CMS  (8 TeV)-1 (7 TeV) + 19.6 fb-14.9 fb
8 TeV
NLO
NNLO
stat.
syst.
7 TeV
NLO
NNLO
stat.
syst.
Fig. 3 Ratio of measured inclusive cross sections to NNLO predic-
tions. The vertical gray bands represent the theoretical uncertainties at
7 and 8 TeV
12] experiments are compared to theoretical predictions cal-
culated with MCFM (NLO) and Matrix (NNLO) in Fig. 4.
The theoretical predictions describe, within the uncertain-
ties, the energy dependence of the measured cross sections.
The band around the theoretical predictions in this figure
reflects uncertainties generated by varying the factorization
and renormalization scales up and down by a factor of two
and also the (PDF+αS) uncertainty of NNPDF3.0 for NLO
predictions.
7.2 Differential cross section measurement
Using the larger available integrated luminosity in the 8 TeV
sample, we measure the differential WZ cross sections as a
s )VeT( 
8 10 12 14
 (p
b)
 W
Z
→
pp
σ
20
30
40
50
60
)W+ mZ (m 2
1=
R
μ=
F
μNNPDF3.0, fixed 
MATRIX NNLO
)W+ mZ (m 2
1=
R
μ=
F
μNNPDF3.0, fixed 
MCFM NLO
CMS
ATLAS
Fig. 4 The WZ total cross section as a function of the proton–proton
centre-of-mass energy. Results from the CMS and ATLAS experiments
are compared to the predictions of MCFM and Matrix. The data uncer-
tainties are statistical (inner bars) and statistical plus systematic added
in quadrature (outer bars). The uncertainties covered by the band around
the theoretical predictions are described in the text. The theoretical pre-
dictions and the CMS 13 TeV cross section are calculated for the Z
boson mass window 60–120 GeV. The CMS 7 and 8 TeV cross sections
presented in this paper are calculated for the Z boson mass window 71–
111 GeV (estimated correction factor 2%), while all ATLAS measure-
ments are performed with the Z boson mass window 66–116 GeV (1%)
function of three different observables: the Z boson pT, the
number of jets produced in association with the ν′′ final
state, and the pT of the leading accompanying jet. For the
latter two measurements, the differential cross sections are
defined for generated jets built from all stable particles using
the anti-kT algorithm [35] with a distance parameter of 0.5,
but excluding the electrons, muons, and neutrinos from the W
and Z boson decays. Jets are required to have pT > 30 GeV
and |η| < 2.5. They also must be separated from the charged
leptons from the W and Z boson decays by R(jet, ) > 0.5.
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Table 4 Differential WZ cross
section as a function of the Z
transverse momentum at√
s = 8 TeV for the four
leptonic final states. The first
uncertainty is statistical, the
second is systematic, and the
third is the integrated luminosity
pZT [GeV] dσ/d pZT [pb /GeV]
eee eeμ μμe μμμ
0–20
(1.63 ± 0.90
± 0.22
± 0.04)
×10−1
(9.3 ± 6.8
± 1.3
± 0.2)
×10−2
(1.68 ± 0.92
± 0.21
± 0.04)
×10−1
(2.01 ± 1.00
± 0.20
± 0.05)
×10−1
20–40
(3.9 ± 1.4
± 0.5
± 0.1)
×10−1
(3.17 ± 1.26
± 0.39
± 0.08)
×10−1
(2.76 ± 1.18
± 0.62
± 0.07)
×10−1
(3.42 ± 1.31
± 0.57
± 0.09)
×10−1
40–60
(3.14 ± 1.25
± 0.60
± 0.08)
×10−1
(2.70 ± 1.16
± 0.43
± 0.07)
×10−1
(2.29 ± 1.07
± 0.48
± 0.06)
×10−1
(2.82 ± 1.19
± 0.56
± 0.07)
×10−1
60–80
(1.69 ± 0.92
± 0.30
± 0.04)
×10−1
(2.07 ± 1.02
± 0.31
± 0.05)
×10−1
(2.31 ± 1.07
± 0.33
± 0.06)
×10−1
(2.03 ± 1.01
± 0.31
± 0.05)
×10−1
80–100
(1.27 ± 0.80
± 0.23
± 0.03)
×10−1
(1.02 ± 0.71
± 0.17
± 0.03)
×10−1
(1.30 ± 0.81
± 0.25
± 0.03)
×10−1
(1.25 ± 0.79
± 0.21
± 0.03)
×10−1
100–120
(8.1 ± 6.4
± 2.2
± 0.2)
×10−2
(2.76 ± 3.72
± 1.55
± 0.07)
×10−2
(5.0 ± 5.0
± 1.4
± 0.1)
×10−2
(7.8 ± 6.3
± 1.4
± 0.2)
×10−2
120–140
(5.8 ± 5.4
± 0.9
± 0.1)
×10−2
(6.2 ± 5.6
± 0.8
± 0.2)
×10−2
(3.12 ± 3.95
± 1.13
± 0.08)
×10−2
(4.1 ± 4.5
± 1.2
± 0.1)
×10−2
140–200
(1.07 ± 1.34
± 0.58
± 0.03)
×10−2
(1.09 ± 1.35
± 0.62
± 0.03)
×10−2
(2.73 ± 2.13
± 0.56
± 0.07)
×10−2
(1.46 ± 1.56
± 0.53
± 0.04)
×10−2
200–300
(3.66 ± 6.05
± 1.58
± 0.10)
×10−3
(9.0 ± 9.5
± 1.7
± 0.2)
×10−3
(7.4 ± 8.6
± 1.7
± 0.2)
×10−3
(5.8 ± 7.6
± 1.8
± 0.2)
×10−3
The jets reconstructed from PF candidates, clustered by the
same algorithm, have to fulfill the same requirements.
To obtain the cross section in each bin, the background
contribution is first subtracted from the observed yield in
each bin, in the same way as it was done for the inclusive
cross section. The measured signal spectra are then corrected
for the detector effects. These include efficiencies as well as
bin-to-bin migrations due to finite resolution. Both effects
are treated using the iterative D’Agostini unfolding tech-
nique [50], as implemented in RooUnfold [51], with 5 iter-
ations. The technique uses response matrices that relate the
true distribution of an observable to the observed distribu-
tion after including detector effects. The response matrices
are obtained using the signal MC sample for all four leptonic
final states separately. The unfolded spectra are then used to
obtain differential cross sections for all four leptonic final
states. The four channels are combined bin-by-bin.
A few additional sources of systematic uncertainties need
to be considered with respect to those described in Sect. 6.
The measurements involving jets are affected by the exper-
imental uncertainties in the jet energy scale and resolution.
The effects on the response matrices are studied by smear-
ing and scaling the jet energies within their uncertainties.
Furthermore, an uncertainty due to the limited size of the
simulated sample used to build the response matrices is also
included. The unfolding procedure introduces statistical cor-
relations between bins, which range from a few percent up to
40% in a few cases. These correlations are taken into account
together with correlated systematic uncertainties by using a
generalization of the BLUE method as described in Ref. [52].
The three measured differential cross sections are given in
Tables 4, 5, and 6 for each of the four final states, and the com-
bined results are given in Table 7. The combined differential
cross sections are shown in Figs. 5 and 6.
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Table 5 Differential WZ cross
section as a function of the jet
multiplicity at
√
s = 8 TeV for
the four leptonic final states.
Notations are as in Table 4
Njets dσ/dNjets [pb]
eee eeμ μμe μμμ
0 Jets 16.60 ± 4.07
± 1.04
± 0.43
15.68 ± 3.96
± 1.03
± 0.41
14.97 ± 3.87
± 0.93
± 0.39
18.78 ± 4.33
± 1.11
± 0.49
1 Jet 6.06 ± 2.46
± 0.48
± 0.16
4.80 ± 2.19
± 0.57
± 0.12
5.32 ± 2.31
± 0.61
± 0.14
4.84 ± 2.20
± 0.72
± 0.13
2 Jets 2.43 ± 1.56
± 0.34
± 0.06
1.75 ± 1.32
± 0.32
± 0.05
2.93 ± 1.71
± 0.26
± 0.08
1.54 ± 1.24
± 0.32
± 0.04
3 Jets (7.8 ± 27.9
± 7.3
± 0.2)
×10−2
0.45 ± 0.67
± 0.17
± 0.01
0.42 ± 0.65
± 0.21
± 0.01
0.79 ± 0.89
± 0.26
± 0.02
Table 6 Differential WZ cross
section as a function of the
leading jet transverse
momentum at
√
s = 8 TeV for
the four leptonic final states.
Notations are as in Table 4
pleading jetT [GeV] dσ/d p
leading jet
T [pb/GeV]
eee eeμ μμe μμμ
30–60 (1.22 ± 0.64± 0.34
± 0.03)
×10−1
(1.11 ± 0.61
± 0.20
± 0.03)
×10−1
(1.10 ± 0.61
± 0.24
± 0.03)
×10−1
(1.02 ± 0.58
± 0.24
± 0.03)
×10−1
60–100 (5.4 ± 3.7± 1.7
± 0.1)
×10−2
(4.3 ± 3.3
± 2.1
± 0.1)
×10−2
(6.5 ± 4.0
± 2.0
± 0.2)
×10−2
(6.3 ± 4.0
± 2.3
± 0.2)
×10−2
100–150 (2.96 ± 2.43± 1.57
± 0.08)
×10−2
(3.26 ± 2.55
± 1.40
± 0.08)
×10−2
(3.9 ± 2.8
± 1.2
± 0.1)
×10−2
(2.44 ± 2.21
± 1.32
± 0.06)
×10−2
150–250 (1.18 ± 1.09± 0.29
± 0.03)
×10−2
(8.1 ± 9.0
± 3.4
± 0.2)
×10−3
(1.07 ± 1.03
± 0.61
± 0.03)
×10−2
(1.00 ± 1.00
± 0.42
± 0.03)
×10−2
The differential cross sections are compared with the
mcfm and MadGraph predictions. The MadGraph spec-
tra are normalized to the NLO cross section as predicted by
MCFM.
7.3 Anomalous triple gauge couplings limits
Triple gauge boson couplings are a consequence of the non-
Abelian nature of the SM electroweak sector. Several exten-
sions of the SM predict additional processes with multiple
bosons in the final state so any observed deviation of diboson
production cross sections from their SM predictions could be
an early sign of new physics. The most general Lorentz invari-
ant effective Lagrangian that describes WWV couplings,
where V = γ or Z, has 14 independent parameters [53,54],
seven for V = γ and seven for V = Z. Assuming charge con-
jugation (C) and parity (P) conservation, only six independent
parameters remain. The effective Lagrangian, normalized by
the electroweak coupling, is given by:
LTGC
gWWV
= igV1 (W−μνW+μV ν − W−μ VνW+μν)
+iκVW−μ W+ν V μν +
iλV
M2W
W−δμW
+μ
ν V
νδ, (4)
where W±μν = ∂μW±ν − ∂νW±μ , Vμν = ∂μVν − ∂νVμ,
and couplings gWWγ = −e and gWWZ = −e cot θW, with
θW being the weak mixing angle. Assuming electromagnetic
gauge invariance, i.e. gγ1 = 1, the remaining parameters that
describe the WWV coupling are gZ1 , κZ, κγ , λZ and λγ . In the
SM λZ = λγ = 0 and gZ1 = κZ = κγ = 1. The couplings
are further reduced to three independent parameters if one
requires the Lagrangian to be SU(2)L × U(1)Y invariant
(“LEP parameterization”) [55–57]:
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Table 7 Combined result for
the differential WZ cross
sections at
√
s = 8 TeV
pZT [GeV] dσ/d pZT [pb/GeV]
0–20 [1.48 ± 0.40 (stat) ± 0.17 (syst) ± 0.04 (lumi) ]×10−1
20–40 [3.47 ± 0.60 (stat) ± 0.50 (syst) ± 0.09 (lumi) ]×10−1
40–60 [2.56 ± 0.54 (stat) ± 0.49 (syst) ± 0.07 (lumi) ]×10−1
60–80 [2.10 ± 0.47 (stat) ± 0.30 (syst) ± 0.05 (lumi) ]×10−1
80–100 [1.20 ± 0.37 (stat) ± 0.21 (syst) ± 0.03 (lumi) ]×10−1
100–120 [4.9 ± 2.3 (stat) ± 1.5 (syst) ± 0.1 (lumi) ]×10−2
120–140 [5.0 ± 2.2 (stat) ± 1.0 (syst) ± 0.1 (lumi) ]×10−2
140–200 [1.34 ± 0.73 (stat) ± 0.57 (syst) ± 0.03 (lumi) ]×10−2
200–300 [4.9 ± 3.6 (stat) ± 1.6 (syst) ± 0.1 (lumi) ]×10−3
Njets dσ/dNjets [pb]
0 Jets 16.15 ± 1.95 (stat) ± 0.88 (syst) ± 0.42 (lumi)
1 Jet 5.27 ± 1.11 (stat) ± 0.52 (syst) ± 0.14 (lumi)
2 Jets 2.11 ± 0.69 (stat) ± 0.27 (syst) ± 0.05 (lumi)
3 Jets 0.196 ± 0.227 (stat) ± 0.102 (syst) ± 0.005 (lumi)
pleading jetT [GeV] dσ/d p
leading jet
T [pb/GeV]
30–60 [1.12 ± 0.30 (stat) ± 0.23 (syst) ± 0.03 (lumi) ]×10−1
60–100 [5.5 ± 1.8 (stat) ± 1.9 (syst) ± 0.1 (lumi) ]×10−2
100–150 [3.06 ± 1.20 (stat) ± 1.37 (syst) ± 0.08 (lumi) ]×10−2
150–250 [1.04 ± 0.48 (stat) ± 0.41 (syst) ± 0.03 (lumi) ]×10−2
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Fig. 5 Differential WZ cross section at
√
s = 8 TeV as a function
of the Z boson transverse momentum. The measurement is compared
with mcfm and MadGraph predictions. The MadGraph prediction is
rescaled to the total NLO cross section as predicted by mcfm. The error
bands in the ratio plots indicate the relative errors on the data in each
bin and contain both statistical and systematic uncertainties
κZ = gZ1 − κγ tan2 θW, λ = λγ = λZ, (5)
where κZ = κZ − 1, gZ1 = gZ1 − 1 and κγ = κγ − 1.
In this analysis we measure κZ, λ, and gZ1 from WZ
production at 8 TeV. No form factor scaling is used for
aTGCs, as this allows us to provide results without the bias
that can be caused by the choice of the form factor energy
dependence.
Another approach to the parametrization of anomalous
couplings is through effective field theory (EFT), with the
higher-order operators added to the SM Lagrangian as fol-
lows:
LEFT = LSM +
∞∑
n=1
∑
i
c
(n)
i
n
O(n+4)i . (6)
Here Oi are the higher-order operators, the coefficients ci
are dimensionless, and  is the mass scale of new physics.
Operators are suppressed if the accessible energy is low com-
pared to the mass scale. There are three CP-even operators
that contribute to WWZ TGC, OWWW, OW, and OB. For the
case of ‘LEP parametrization’ and no form factor scaling of
aTGCs, the relations between parameters in the aTGCs and
EFT approaches are as follows:
gZ1 = 1 + cW
m2Z
22
,
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√
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Fig. 7 Transverse momentum distribution of the Z boson candidates, in
linear scale (top) and log scale (bottom) for all channels combined. The
SM WZ contribution (light orange) is normalized to the predicted cross
section from mcfm. Dashed lines correspond to aTGC expectations
with different parameter values. The last bin includes the integral of the
tail
λZ = λγ = cWWW 3g
2m2W
22
.
The presence of anomalous triple gauge couplings would
be manifested as an increased yield of events, with the largest
increase at high Z boson transverse momentum (pZT). The
expected pZT spectrum for some aTGC values is obtained by
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Table 8 One-dimensional limits on the aTGC parameters at a 95% CL
for WZ → ν′′
Observed Expected
κZ [−0.21, 0.25] [−0.29, 0.30]
gZ1 [−0.018, 0.035] [−0.028, 0.040]
λZ [−0.018, 0.016] [−0.024, 0.021]
Table 9 One-dimensional limits on the EFT parameters at a 95% CL
for WZ → ν′′
Observed [TeV−2] Expected [TeV−2]
cB/
2 [−260, 210] [−310, 300]
cW/
2 [−4.2, 8.0] [−6.8, 9.2]
cWWW/
2 [−4.6, 4.2] [−6.1, 5.6]
ZκΔ
-0.5 0 0.5
1Z gΔ
-0.05
0
0.05
 Expected 68% CL
 Expected 95% CL
 Expected 99% CL
 Observed 95% CL
 Best fit
CMS  (8 TeV)-119.6 fb
Fig. 8 Two-dimensional observed 95% CL limits and expected 68, 95
and 99% CL limits on anomalous coupling parameters κZ and gZ1
normalizing the MadGraph events to the expected NLO SM
cross section from mcfm, and then reweighting them to the
expected cross section for that particular aTGC scenario, as
obtained with MCFM, based on the generated value of pZT.
Samples for three 2D anomalous parameter grids are gen-
erated, λ versus κZ, λ versus gZ1 , and κZ versus gZ1 ,
where the third parameter is set to its SM value. The expected
yield of the anomalous coupling signal in every pZT bin is
parametrized by a second-order polynomial as a function of
two aTGC parameters for every channel. The observed pZT
spectrum is shown in Fig. 7 together with the expected spec-
tra for a few different aTGC scenarios. A simultaneous fit
to the values of aTGCs is performed [58] in all four lep-
ton channels. A profile likelihood method, Wald gaussian
approximation, and Wilks’ theorem [59] are used to derive
1D and 2D limits at a 95% confidence level (CL) on each
1
ZgΔ
-0.05 0 0.05
λ
-0.02
0
0.02
0.04
 Expected 68% CL
 Expected 95% CL
 Expected 99% CL
 Observed 95% CL
 Best fit
CMS  (8 TeV)-119.6 fb
Fig. 9 Two-dimensional observed 95% CL limits and expected 68, 95
and 99% CL limits on anomalous coupling parameters gZ1 and λZ
ZκΔ
-0.4 -0.2 0 0.2 0.4
λ
-0.02
0
0.02
0.04
 Expected 68% CL
 Expected 95% CL
 Expected 99% CL
 Observed 95% CL
 Best fit
CMS  (8 TeV)-119.6 fb
Fig. 10 Two-dimensional observed 95% CL limits and expected 68,
95 and 99% CL limits on anomalous coupling parameters κZ and λZ
of the three aTGC parameters and every combination of two
aTGC parameters, respectively, while all other parameters
are set to their SM values. No significant deviation from the
SM expectation is observed. Results can be found in Tables 8
and 9, and in Figs. 8, 9, and 10.
Limits on aTGC parameters were previously set by
LEP [60], ATLAS [11,14] and CMS [15]. LHC analyses
using 8 TeV data are setting most stringent limits. Results in
this paper show sensitivity similar to the results given by the
ATLAS Collaboration in the same channel [11].
Following the calculation in Ref. [61] we find the low-
est incoming parton energy for which observed limits on
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Table 10 Lowest incoming partons energy for which observed limits
on the coefficients would lead to unitarity violation
√
s [TeV]
From observed limit on cB/2 parameter 1.6
From observed limit on cW/2 parameter 5.1
From observed limit on cWWW/2 parameter 4.3
the coefficients would lead to unitarity violation (Table 10).
Overall, for charged aTGCs, we are in the region where uni-
tarity is not violated.
8 Summary
This paper reports measurements of the WZ inclusive cross
section in proton–proton collisions at
√
s = 7 and 8 TeV
in the fully-leptonic WZ decay modes with electrons and
muons in the final state. The data samples correspond to inte-
grated luminosities of 4.9 fb−1 for the 7 TeV measurement
and 19.6 fb−1 for the 8 TeV measurement. The measured pro-
duction cross sections for 71 < mZ < 111 GeV are σ(pp →
WZ; √s = 7 TeV) = 20.14 ± 1.32 (stat) ± 0.38 (theo) ±
1.06 (exp) ± 0.44 (lumi) pb and σ(pp → WZ; √s =
8 TeV) = 24.09 ± 0.87 (stat) ± 0.80 (theo) ± 1.40 (exp) ±
0.63 (lumi) pb. These results are consistent with standard
model predictions.
Using the data collected at
√
s = 8 TeV, results on dif-
ferential cross sections are also presented, and a search for
anomalous WWZ couplings has been performed. The fol-
lowing one-dimensional limits at 95% CL are obtained:
−0.21 < κZ < 0.25, −0.018 < gZ1 < 0.035, and
−0.018 < λZ < 0.016.
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