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Abstract
We present a general algorithm, pre-determinization, that makes an arbitrary weighted transducer
over the tropical semiring or an arbitrary unambiguous weighted transducer over a cancellative com-
mutative semiring determinizable by inserting in it transitions labeled with special symbols. After
determinization, the special symbols can be removed or replaced with -transitions. The resulting
transducer can be signiﬁcantlymore efﬁcient to use.We report empirical results showing that our algo-
rithm leads to a substantial speed-up in large-vocabulary speech recognition. Our pre-determinization
algorithm makes use of an efﬁcient algorithm for testing a general twins property, a sufﬁcient condi-
tion for the determinizability of all weighted transducers over the tropical semiring and unambiguous
weighted transducers over cancellative commutative semirings. Based on the transitions marked by
this test of the twins property, our pre-determinization algorithm inserts new transitions just when
needed to guarantee that the resulting transducer has the twins property and thus is determinizable.
It also uses a single-source shortest-paths algorithm over the min–max semiring for carefully se-
lecting the positions for insertion of new transitions to beneﬁt from the subsequent application of
determinization. These positions are proved to be optimal in a sense that we describe.
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1. Introduction
Weighted transducers are used in many applications such as text, speech, or image pro-
cessing for the representation of various information sources [10,13]. They are combined to
create large and complex systems such as an information extraction or a speech recognition
system using a general composition algorithm for weighted transducers [15,16].
The efﬁciency of such systems is dramatically increased when subsequential or deter-
ministic transducers are used, i.e. weighted transducers with a unique initial state and with
no two transitions sharing the same input label at any state. A generic determinization
algorithm for weighted transducers was introduced by Mohri [13]. The algorithm can be
viewed as a generalization of the classical subset construction used for unweighted ﬁnite
automata, it outputs a deterministic transducer equivalent to the input weighted transducer.
But, unlike unweighted automata, not all weighted transducers can be determinized using
that algorithm—this is clear since some weighted transducers do not even admit an equiva-
lent subsequential one, they are not subsequentiable, but some subsequentiable transducers
cannot be determinized either using that algorithm.
We present a general algorithm, pre-determinization, that makes an arbitrary weighted
transducer over the tropical semiring or an arbitrary unambiguous weighted transducer over
a cancellative commutative semiring determinizable by inserting in it transitions labeled
with special symbols.After determinization, the special symbols can be removed or replaced
with -transitions. The resulting transducer can be signiﬁcantly more efﬁcient to use. We
report empirical results showing that our algorithm leads to a substantial speed-up in large-
vocabulary speech recognition.
Our pre-determinization algorithm makes use of an efﬁcient algorithm for testing a gen-
eral twins property [2], which is a characterization of the determinizability of functional
ﬁnite-state transducers and that of unambiguous weighted automata over the tropical semir-
ing or any cancellative commutative semiring, and also a sufﬁcient condition for the deter-
minizability of all weighted transducers over the tropical semiring.
The algorithm for testing the twins property determines andmarks some transitionswhose
presence violates the twins property. Transitions with new symbols need not be inserted at
those positions however.There is somedegree of freedom in the choice of those positions and
their choice is critical to ensure greater beneﬁts from the application of determinization.
Based on the transitions marked by this test of the twins property, our algorithm inserts
new transitions just when needed to guarantee that the resulting transducer has the twins
property and thus is determinizable. It uses a single-source shortest-paths algorithm over
the min–max semiring for carefully selecting the positions for insertion of new transitions
to beneﬁt from the subsequent application of determinization. These positions are proved
to be optimal in a sense that we describe.
2. Preliminaries
A semiring (K,⊕,⊗, 0, 1) is a ring that may lack negation [12]. It has two associative
operations⊕ and⊗with identity elements 0 and 1.⊕ is commutative,⊗ distributes over⊕
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and 0 is an annihilator for ⊗. A semiring is said to be commutative when ⊗ is commu-
tative. A commutative semiring is said to be cancellative when for all a, b, c in K with
c = 0, a ⊗ c = b ⊗ c implies a = b. The tropical semiring (R+ ∪ {∞},min,+,∞, 0)
or the real semiring (R,+,×, 0, 1) are classical examples of cancellative commutative
semirings.
A weighted transducer T = (,,Q, I, F,E, ,) over a semiring K is an 8-tuple
where  is a ﬁnite input alphabet,  is a ﬁnite output alphabet, Q is a ﬁnite set of states,
I ⊆ Q the set of initial states,F ⊆ Q the set of ﬁnal states,E ⊆ Q×××K×Q a ﬁnite
set of transitions,  : I → K the initial weight function mapping I to K, and  : F → K
the ﬁnal weight function mapping F to K [18,12].Weighted automata can be deﬁned in a
similar way by simply omitting the output labels.
The results presented in this paper hold similarly for weighted transducers over
the tropical semiring and unambiguous weighted transducers over a cancellative
commutative semiring, cases where our algorithm for testing the twins property can be
used [2]. However, to simplify and shorten the presentation, in the following, all def-
initions, proofs, and examples will be given for weighted transducers over the tropical
semiring.
Given a transition e ∈ E, we denote by i[e] its input label, o[e] its output label, w[e] its
weight, p[e] its origin or previous state and n[e] its destination state or next state. Given a
state q ∈ Q, we denote byE[q] the set of transitions leaving q.A path = e1 · · · ek inA is an
element ofE∗ with consecutive transitions: n[ei−1] = p[ei], i = 2, . . . , k.We extend n and
p to paths by setting: n[] = n[ek] and p[] = p[e1]. A cycle  is a path whose origin and
destination states coincide: n[] = p[].We denote byP(q, q ′) the set of paths from q to q ′
and byP(q, x, q ′) andP(q, x, y, q ′) the set of paths from q to q ′with input label x ∈ ∗ and
output label y (transducer case). These deﬁnitions can be extended to subsets R,R′ ⊆ Q,
by: P(R, x, R′) = ∪q∈R, q ′∈R′P(q, x, q ′). The labeling functions i (and similarly o) and
the weight function w can also be extended to paths by deﬁning the label of a path as the
concatenation of the labels of its constituent transitions, and the weight of a path as the sum
of the weights of its constituent transitions: i[] = i[e1] · · · i[ek], w[] = w[e1] + · · · +
w[ek]. We also extend w to any ﬁnite set of paths  by setting: w[] = min∈w[].
The weight associated by a transducer T to an input string x ∈ ∗ and output string
y ∈ ∗ is
[[T ]](x, y) = min
∈P(I,x,y,F )([p[]] + w[] + [n[]]). (1)
A successful path in a weighted transducer T is a path from an initial state to a ﬁnal state.
A state q of T is accessible if it can be reached from I. It is coaccessible if a ﬁnal state can
be reached from q. A weighted transducer T is trim if it contains no transition with weight
∞ and if all its states are both accessible and coaccessible.T is unambiguous if, for any string
x ∈ ∗, it admits at most one successful path with input label x. T is cycle-unambiguous if
at any state q there is at most one cycle with a given label x ∈ ∗.A cycle c in T is an -cycle
if both its input and output are labeled with , i.e. i[c] = o[c] = . A state q in T is said to
be cycle-accessible if a non -cycle can be reached from q. The inverse T −1 of a weighted
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transducer T is obtained by swapping the input and output labels of each transition in T and
its negation −T by negating the cost of every transition in T. 1
Composition is a general operation for combining weighted ﬁnite-state transducers
[6,11,18,12]. The result of the composition of two weighted transducers T1 and T2 over
the tropical semiring is the weighted transducer deﬁned as follows. States in the composi-
tion T1 ◦T2 of T1 and T2 are identiﬁed with pairs of a state of T1 and a state of T2. 2 Leaving
aside transitions with  inputs or outputs, the following rule speciﬁes how to compute a
transition of T1 ◦ T2 from appropriate transitions of T1 and T2: 3
(q1, a, b,w1, q
′
1) and (q2, b, c, w2, q ′2) ⇒ ((q1, q2), a, c, w1 + w2, (q ′1, q ′2)).
When T2 = −T −11 , we say that a state (q1, q2) of the composed transducer is a diagonal
state if q1 = q2. Similarly, a transition is said to be a diagonal transitionwhen it is obtained
by merging a transition (q1, a, b,w1, q ′1) with its negative inverse (q1, b, a,−w1, q ′1) and
more generally a path is said to be a diagonal path if all its constituent transitions are
diagonal.
The following deﬁnitions [17] will also be needed in the next sections. An alphabet 
can be extended by associating to each symbol a ∈  a new symbol denoted by a−1 and
deﬁning −1 as: −1 = {a−1 : a ∈ }. X = ( ∪ −1)∗ is then the set of strings written
over the alphabet ( ∪ −1). If we set aa−1 = a−1a = , then X forms a group called
the free group generated by  and is denoted by (∗). Note that the inverse of a string
x = a1 · · · an is then simply x−1 = a−1n · · · a−11 . Two strings x and y in ∗ commute if
xy = yx, we then write x ≡ y.
3. Determinization and the twins property
3.1. Determinization
A weighted automaton or transducer is said to be deterministic if it has a unique initial
state and if no two transitions leaving the same state have the same input label. There
exists a generic determinization algorithm for weighted automata and transducers [13]. The
algorithm is a generalization of the classical subset construction [1].
Fig. 1 illustrates the determinization of a weighted automaton. The states of the output
weighted automaton correspond to weighted subsets of the type {(q0, w0), . . . , (qn, wn)}
where each qk ∈ Q is a state of the inputmachine, andwk a remainderweight. The algorithm
starts with the subset reduced to {(p, 0)}where p is an initial state and proceeds by creating
a transition labeled with a ∈  andweightw leaving {(q0, w0), . . . , (qn, wn)} if there exists
1 Any commutative cancellative semiring can be embedded in a commutative semiring whose multiplicative
operation admits an inverse [2]. Since the multiplicative operation of the semiring K is cancellative, an inverse
can be simulated externally by considering the semiring K′ = (K × K)/ ≡ where ≡ denotes the equivalence
relation deﬁned by (x, y) ≡ (z, t) iff x ⊗ t = y ⊗ z. K can then be embedded into K′, indeed each x ∈ K can
then be identiﬁed with (x, 1) and admits (1, x) as an inverse. In the particular case of the tropical semiring, this
inverse can be identiﬁed with the natural negation of real numbers.
2 We use a matrix notation for the deﬁnition of composition as opposed to a functional notation.
3 See [15,16] for a detailed presentation of the algorithm including the use of a ﬁlter for dealing with -paths.
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Fig. 1. Determinization of weighted automata. (a)Weighted automaton over the tropical semiringA. (b) Equivalent
weighted automaton B obtained by determinization of A. (c) Non-determinizable weighted automaton over the
tropical semiring, states 1 and 2 are non-twin siblings.
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Fig. 2. Determinization of ﬁnite-state transducers. (a) Finite–state transducer T. (b) Equivalent transducer T ′
obtained by determinization of T. (c) Non-determinizable ﬁnite-state transducer, states 1 and 2 are non-twin
siblings.
at least one state qk admitting an outgoing transition labeled with a, w being deﬁned by:
w = min{wk + w[e] : e ∈ E[qk], i[e] = a}.
Similarly, Fig. 2 illustrates the determinization of a ﬁnite-state transducer. Here, the states
of the resulting transducer are string subsets of the type {(q0, x0), . . . , (qn, xn)}, where each
qk ∈ Q is a state of the input machine, and xk a remainder string. We refer the reader to
[13] for a more detailed presentation of these algorithms.
Unlike the unweighted automata case, not all weighted automata or ﬁnite-state trans-
ducers are determinizable, that is the determinization algorithm does not halt with some
inputs. Fig. 1(c) shows an example of a non-determinizable weighted automaton and
Fig. 2(c) a non-determinizable ﬁnite-state transducer. Note that the automaton of
Fig. 1(c) differs from that of Fig. 1(a) only by the weight of the self-loop at state 2. The
difference between that weight and that of the similar loop at state 1 is the cause of the
non-determinizability.
3.2. The twins property
There exists a characterization of the determinizability of weighted transducers based
on a general twins property and an efﬁcient algorithm for testing that property under some
general conditions [13,2].
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I
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q’x:u’/w’
y:v/c
y:v’/c’ I, I q, q’
u:u’/w’- w
v:v’/c’- c
(a) (b)
Fig. 3. (a) Two sibling states q and q ′ in T. (b) The corresponding conﬁguration in −T−1 ◦ T .
The twins property was originally introduced by [7,8,6] to give a characterization of the
determinizability of unweighted functional ﬁnite-state transducers. 4 The deﬁnition of
the twins property and the characterization results were later extended by Mohri [13] to
the case of weighted automata. The general twins property for weighted transducers pre-
sented here combines both sets of deﬁnitions and characterizations [2].
Two states q and q ′ are said to be siblingswhen they can be reached from the initial states
I by paths sharing the same input label and when there exists a cycle at q and a cycle at
q ′ labeled with the same input. Fig. 3(a) illustrates this deﬁnition. Two sibling states q and
q ′ of a weighted ﬁnite-state transducer are said to be twins if the following two conditions
hold for any paths  from I to q and ′ from I to q ′ and for any cycles c at q and c′ at q ′
such that i[] = i[′] and i[c] = i[c′]:
o[]−1o[′] = o[c]−1o[′c′], (2)
w[P(q, i[c], q)] = w[P(q ′, i[c′], q ′)], (3)
T is said to have the twins property if any two siblings in T are twins. Note that in this
deﬁnition q may be equal to q ′ and that we may have  = ′ or c = c′, or that  or ′ can
be the empty path if q, or q ′, is the initial state.
For weighted automata, only condition 3 on the equality of the cycle weights is required.
For unweighted transducers, only condition 2 on the output labels is needed. The twins
property is a sufﬁcient condition for the determinizability of weighted automata or weighted
transducers over the tropical semiring [13]. It is a necessary and sufﬁcient condition for the
determinizability of unweighted transducers [3] and that of unambiguousweighted automata
or weighted transducers over the tropical semiring [13,2].
Polynomial-time algorithmsweregivenby [19,5] to test the twins property for unweighted
transducers. A more efﬁcient algorithm for testing the twins property for weighted and
unweighted transducers was given by Allonzen and Mohri [2]. The algorithm is based
on the composition of T with its negative inverse −T −1. Assume that T is a trim cycle-
unambiguous weighted transducer over the tropical semiring, then T has the twins property
if and only if the following conditions hold for any state q, any path  from the initial
4 The twins property was recently shown to provide a characterization of the determinizability of all unweighted
ﬁnite-state transducers [3].
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state to q, and any cycle c at q in −T −1 ◦ T [2]:
i[]−1o[] = i[c]−1o[c] (4)
w[c] = 0 (5)
Figs. 3(a) and (b) illustrate these conditions. Note that condition 4 trivially holds for any
path  if c is an -cycle. If T is a cycle-ambiguous weighted transducer over the tropical
semiring, conditions 4 and 5 become sufﬁcient conditions for T to have the twins property
and hence for T to be determinizable.
4. Pre-determinization algorithm
This section describes a general algorithm, pre-determinization, to make an arbitrary
weighted transducer T over the tropical semiring or an arbitrary unambiguous weighted
transducer T over a cancellative commutative semiring determinizable. The key steps of our
algorithm are the following.We ﬁrst augment the algorithm for testing the twins property for
weighted transducers to tag with distinct marks the transitions of the transducer −T −1 ◦ T
that are found by the algorithm to violate the twins property. These marks are then used
to disconnect some paths of −T −1 ◦ T by inserting transitions with special symbols in T.
We use a single-source shortest-ﬁrst algorithm over the min–max semiring to disconnect
simple cycles at a favorable position and in the desired order of visit of the simple cycles.
4.1. Marking transitions of the composed transducer
The algorithm for testing the twins property computes the composed transducer S =
−T −1 ◦ T and determines paths violating condition (4) or (5). We augment this algorithm
to tag the transitions of S found to violate these conditions with distinct marks. More
precisely, we use the following marks. If a transition e in S is marked by
(i) Ml , then there exist a cycle c containing e and a path  such that the label condition
(4) does not hold;
(ii) Mw, then there exist a cycle c containing e and a path  such that the weight condition
(5) does not hold;
(iii) Ma , then there exists a path 0 containing e such that the label condition (4) does not
hold for all non -cycles c accessible by a path  admitting 0 as a preﬁx.
Marks are not exclusive, a transition may be assigned several marks or none. We denote by
M[e] the set of marks assigned to a transition e by the augmented test of the twins property.
We now describe in detail how the algorithms given in [2] can be augmented to mark
transitions as speciﬁed above starting with the algorithm for checking condition 5. For each
strongly connected component U in S, the algorithm checks if the weight of each cycle in
U is 0. Let qU be an arbitrary state in U, this is equivalent to checking if for any state q in
U, all paths from qU to q have the same weight.
The pseudocode of the algorithm is given below. For each state q, we maintain two
attributes: W [q], which denotes the weight of the ﬁrst path from qU to n[e] found in a
depth-ﬁrst search (DFS) of U, and a Boolean attribute m[q] which is set to be TRUE if all
paths from n[e] to qU , e ∈ E[q], contain a transition marked withMw.
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We assume that, for all q ∈ U − {qU }, W [q] is initialized to some undeﬁned value
UNDEFINED, W [qU ] is initialized to 0 and m[q] to FALSE for all q ∈ U . The initial call is
Cycle_Identity(qU ,U).
Cycle_Identity(q, U)
1 m← TRUE
2 for each e ∈ E[q] such that n[e] ∈ U
3 do if (W [n[e]] = UNDEFINED)
4 thenW [n[e]] ← W [p[e]] + w[e]
5 Cycle_Identity(n[e], U)
6 else if (W [n[e]] = W [p[e]] + w[e] and m[n[e]] = FALSE)
7 thenM[e] ← M[e] ∪ {Mw}
8 if (Mw /∈ M[e] and m[n[e]] = FALSE)
9 then m← FALSE
10m[q] ← m
In line 1, m is set to TRUE and keeps this value unless an unmarked path from q to qU is
found (lines 8 and 9). Lines 3–5 deﬁne W [n[e]] as the weight of the ﬁrst path from qU to
n[e] found in the current DFS of U. Lines 6 and 7 check that the weight of any other path
from qU to q found in a DFS of U equalsW [n[e]] and otherwise mark e withMw if all the
paths from n[e] to qU are not already marked. If e is not marked withMl and not all paths
from n[e] to qU are marked, then m must be set to FALSE (lines 8 and 9). Finally, line 10
sets m[q] to m.
The algorithm for checking condition 4 is based on the notion of residue. The residue
of a path  is deﬁned as the element of the free group i[]−1o[]. In [2], it is shown
that it is sufﬁcient to compute for each cycle-accessible state q at most two distinct paths
residues reaching q from the initial state of S. These residuesmust verify some combinatorial
identities that are checked by the algorithm whose pseudocode is given below.
Residue(q, k)
1 m← {Ml,Ma}
2 for each e ∈ E[q] such that cyacc[n[e]] = TRUE andMa /∈ m[n[e]] ∪M[e] do
3 R ← i[e]−1Rk[p[e]]o[e]
4 if (R /∈ ( ∪ −1)∗)
5 thenM[e] ← M[e] ∪ {Ma}
6 else if (Rk[n[e]] = ∞)
7 then Rk[n[e]] ← R
8 Residue(n[e], k)
9 else if (scc[n[e]] = scc[p[e]] and Rk[n[e]] = R andMl /∈ m[n[e]])
10 thenM[e] ← M[e] ∪ {Ml}
11 if (scc[p[e]] = scc[n[e]] orMl ∈ M[e] ∪m[n[e]])
12 then if (k = 1 and R1[n[e]] = ∞ and R2[n[e]] = ∞
and R1[n[e]] = R)
13 then R2[n[e]] ← R
14 Residue(n[e], 2)
15 else if (R1[n[e]] = ∞ and R2[n[e]] = ∞)
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16 then if (R1[n[e]]−1R2[n[e]] ≡ R1[n[e]]−1R)
17 thenM[e] ← M[e] ∪ {Ma}
18 if (scc[p[e]] = scc[n[e]])
19 then m← m ∩ (m[n[e]] ∪M[e])
20 else m← m ∩ (m[n[e]] ∪M[e] ∪ {Ml})
21 m[q] ← m
The algorithm uses a DFS of S to compute two distinct residues R1 and R2, initialized to
an undeﬁned value∞, for each cycle-accessible state in S. The initial call is Residue(i, 1)
where i is the initial state of S.
It alsomaintains an attributem[q] for each state. IfMl ∈ m[q], then all cycles at q contain
a transition marked withMl . IfMa ∈ m[q], then all paths going through q from the initial
state to a cycle-accessible state contain a transition marked withMa . For each state q,m[q]
is initialized to the empty set.
The original call is Residue(i, 1) where i is the initial state. We also assume that the
cycle-accessible states q of T have been marked with cyacc[q] = TRUE, this can be done
in linear time with respect to the size of T. In line 1, m is initialized to {Ml,Ma}, m is a
temporary variable meant to hold the value of m[q] that is being computed. The search is
only necessary for transitions e such that n[e] is cycle-accessible andMa /∈ m[n[e]]∪M[e]
(line 2). The new residue R = i[e]−1Rk[p[e]]o[e] is computed in line 3. If R is not in
∗ ∪ (−1)∗, e is marked withMa (lines 4 and 5). When Rk[n[e]] is undeﬁned and R is in
∗∪(−1)∗, it is set toR and the computation ofRk continues with the call Residue(n[e], k)
(lines 6 and 8). If q and n[e] are in the same strongly connected component, Rk[n[e]] has
already been computed and is not equal to R, thus e is marked withMl unlessMl ∈ m[n[e]]
(lines 9 and 10).
Lines 11–17 correspond to the case where q and n[e] are in distinct strongly connected
components orMl ∈ M[e]∪m[n[e]].WhenR1[n[e]] has been already computed,R2[n[e]]
is undeﬁned and R = R1[n[e]], R2[n[e]] is set to R and the computation of the second
residue R2 continues with the call Residue(n[e], 2) (lines 12–14). If both R1[n[e]] and
R2[n[e]] are deﬁned, R1[n[e]]−1R2[n[e]] and R1[n[e]]−1R must commute otherwise e is
marked withMa (lines 15–17). Lines 18–20 updatem such thatMa ∈ m if for all transitions
e considered so far,Ma ∈ M[e]∪m[n[e]] and thatMl ∈ m if for all transitions e considered
so far such that scc[p[e]] = scc[n[e]],Ml ∈ M[e]∪m[n[e]]. At line 21, after all transitions
leaving q have been considered, m is assigned to m[q].
4.2. Disconnecting paths
By deﬁnition of composition, a path  = e1 · · · en in the composed transducer S is the
result of matching the input label of a path 1 = e11 · · · en1 of T with the input label of a path
2 = e12 · · · en2 of T. Assume that  is not a diagonal path, then  can be eliminated from
the composed machine S by inserting a new transition with a special symbol in 1 or 2, at
any position i, 1 in, such that ei is not a diagonal transition (ei1 = ei2), since this would
prevent 1 or 2 to match. We then say that path  has been disconnected and will often
use the transition ei1 (or ei2) to refer to the position of insertion of that special transition in
T. Each of these special transitions will have for input label a distinct special symbol that is
not part of the original input alphabet  and that will not be used to label any other special
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transition. The choice of the position ei1 (or ei2) is critical for the subsequent application of
determinization and will be discussed in detail in Section 4.3.
Proposition 1 (Correctness). Let T be a weighted transducer over the tropical semiring or
an unambiguous weighted transducer over a cancellative commutative semiring, let S be
the corresponding composed transducer, and let T ′ be the transducer obtained from T after
application of the following operations:
(1) IfM[e] ∩ {Mw} = ∅, disconnect all simple non-diagonal cycles containing e in S.
(2) If M[e] ∩ {Ml} = ∅, disconnect all simple non-diagonal non -cycles containing e
in S.
(3) If M[e] ∩ {Ml} = ∅, disconnect all simple non-diagonal paths from an initial state
leading to a diagonal cycle containing e in S.
(4) IfM[e] ∩ {Ma} = ∅, disconnect all simple non-diagonal cycles in S reachable from e,
and all simple non-diagonal paths containing e in S from the initial state to a diagonal
cycle.
Then T ′ has the twins property and if we replace the special symbols in T ′ by , then T ′
becomes equivalent to T.
Proof. The proof follows directly the deﬁnition of the twins property and the proof of the
correctness of the algorithm to test for the twins property from [2]. 
In what follows, we will focus on the algorithm for disconnecting all the simple non-
diagonal cycles containing a transition e in S with M[e] ∩ {Mw} = ∅ (the ﬁrst item of
Proposition 1), or similarly all the simple non-diagonal non -cycles containing a transition
e in S with M[e] ∩ {Ml} = ∅ (the second item of Proposition 1). A similar algorithm
can be used to disconnect the paths leading to a diagonal cycle containing a transition e
with M[e] ∩ {Ml} = ∅ (third item). Disconnecting the paths deﬁned by the fourth item
of Proposition 1 can be done using the same algorithms. It requires ﬁrst determining all
the strongly connected components reachable from a transition e with M[e] ∩ {Ma} = ∅.
This can be done in time linear in the size of S by computing a topological order of the
component graph of S [9].
Comments. Our test of the twins property marks violating transitions and not paths.
Ideally, one would mark just the violating paths instead. Our algorithm inserts auxiliary
transitions just where needed given the transitions marked by the test of the twins property.
However, in some cases, disconnecting some pathsmakes it unnecessary to insert symbols at
other transitions. Ideally, one would disconnect just the paths that need to be disconnected,
but this is difﬁcult to determine and is likely to be computationally hard.
4.3. Positions for insertion of transitions
As mentioned earlier, different positions may be chosen to disconnect a non-diagonal
simple cycle C of S. Our choice is motivated by the subsequent application of determiniza-
tion.Wewish the longest possible paths to bemerged by determinization in order to improve
the efﬁciency of use of the resulting transducer.
For any transition e in T, we deﬁne its merging power, m[e], as the minimum length of
the paths that can be merged with a path containing e if a special symbol is inserted at e.
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Thus, if the choice is between two transitions e1 and e2 for the insertion of a special symbol,
with m[e1] < m[e2], e2 is preferable since it can allow longer paths to be merged. We then
say that e2 is a more favorable position for determinization than e1.
Since composition merges pairs of paths with matching labels, the merging power of a
transition e can be naturally deﬁned in terms of the composed transducer S. Let ES denote
the set of transitions of S and denote by (e, e′) a transition of ES obtained by matching the
negative inverse of the transition e and the transition e′ in composition. The level of each
transition (e, e′) ∈ ES in a breadth-ﬁrst search tree of S can be computed in linear time
in the size of S [9]. Let L[(e, e′)] denote the level of (e, e′). For any transition e in T, let
[e] be the set of non-diagonal transitions of ES obtained by matching e with some other
transition e′. The merging power of a transition e of T can then be deﬁned by
m[e] =
{
min{L[(e′, e′′)] : (e′, e′′) ∈ [e]} if ([e] = ∅),
0 otherwise (6)
and a simple cycle C in S should be disconnected at a transition (e, e′) such that e (or e′) is
the most favorable position for determinization:
e = argmax{m[e] : [e] ∩ C = ∅}. (7)
Since disconnecting one cycle may affect another, it is also important to determine in what
order simple cycles are disconnected. To avoid disconnecting a cycle more than once, we
must start with the simple cycle whose most favorable insertion position e has the minimum
merging power. Note that themax operation is used to determine themost favorable position
along a cycle and the min operation to determine the order in which these cycles are visited
and disconnected.
For each strongly connected component, we must disconnect each simple non-diagonal
cycle containing a transition marked with Mw in the order just deﬁned. Enumerating all
simple cycles explicitly to disconnect them can be very costly. Instead, since the operations
used are min and max and since the min–max semiring is 0-closed, we can use a single-
source shortest-distance algorithm over (N∪{∞},min,max,∞, 0) to visit and disconnect
simple cycles in the desired order [14]. For the purpose of determining the order of visit of
the cycles, we can assign to each transition (e1, e2) ∈ ES the weight max{m[e1],m[e2]}.
By deﬁnition, the shortest-ﬁrst order of this algorithm then coincides exactly with the
desired order and guarantees that all simple cycles are visited as described. A simple cycle
is disconnected at the transition with the maximum merging power if it was marked to be
disconnected and is not already disconnected as a result of the disconnection of another
cycle.
For each state s in a strongly connected component	, we use a depth-ﬁrst search from s to
identify the setXs of transitions that belong to a simple non-diagonal cycle at s containing a
transition marked withMw: these are the transitions along the paths containing a transition
marked with Mw that are either not a back edge or a back edge with destination state s.
We use a single-source shortest-distance algorithm over (N ∪ {∞},min,max,∞, 0) from
s restricted to transitions in Xs to compute for each state q the shortest distance ds[q] from
s to q [14].We use the same algorithm on the reverse graph to compute the shortest distance
fs[q] from each state q to s. The pseudocode of the algorithm is given below.
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It is derived from the pseudocode of the generic single-source shortest distance algorithm
presented in [14] restricted to a set of transitions Xs . The algorithm computes the shortest
distance from s to q, i.e., the minimal weight of a path in Xs from s to q. For each state q
we maintain the attribute ds[q] which is the current estimate of the shortest-distance from
s to q, initialized in lines 1–3. We use a queue S with a shortest-ﬁrst discipline to maintain
the set of states whose transitions need to be relaxed. The weight of a state q in the queue
is ds[q]. S is initialized to {s} (line 4). The state q with the minimal ds[q] is extracted from
S (lines 5–7). In lines 9–12, each transition in E[q] ∩ X is relaxed. If max(ds[q], w[e]) is
less than ds[n[e]], then ds[n[e] is updated and if n[e] is not already in S, it is added to S so
that its outgoing transitions can be later relaxed.
ShortestDistance(G, s,Xs)
1 for e ∈ Xs
2 do ds[p[e]] ← d[n[e]] ← ∞
3 ds[s] ← 0
4 S ← {s}
5 while S = ∅
6 do q ← head(S)
7 Dequeue(S)
8 for each e ∈ E[q] ∩Xs
9 do if ds[n[e]] > max(ds[q], w[e])
10 then ds[n[e]] ← max(ds[q], w[e])
11 if n[e] /∈ S
12 then Enqueue(S, n[e])
Once the distances ds and fs have been computed for each state s in 	, we can use them
to identify the potential positions for insertion. A transition e is said to be maximal if there
exists a state s such thatw[e] max(ds[q], fs[q]). We consider all the maximal transitions
e in the order of increasing weights w[e] and apply the following operations. When e is
maximal for a state s, then we disconnect e since it is indeed the most favorable position for
the cycle 1e2, unless p[e] has been made non-accessible by some previous disconnection
or the shortest path 1 from s to p[e] or 2 from n[e] to s has been disconnected. To keep
track of that, after disconnecting a transition e, we mark all states q whose shortest path
to (or from) a state s is thereby disconnected. We also keep track of which states become
non-accessible when e is disconnected.
Proposition 2 (Optimality). Let T be a weighted transducer over the tropical semiring or
an unambiguous weighted transducer over a cancellative commutative semiring and let T ′
be the result of the application of the pre-determinization algorithm to T. Let es be a special
transition in T ′ inserted at position e. Then, es cannot be moved from e to a position e′ in
T ′ more favorable for determinization without violating the hypothesis of Proposition 1.
Proof. By deﬁnition of the pre-determinization algorithm, there exists a path  in S that
contains a transition in (e), that must be disconnected according to Proposition 1 and
for which e was the most favorable position. If another position e′ along  is selected for
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Fig. 4. (a) Non-determinizable weighted automaton A over the tropical semiring. The merging powerm[e] of each
transition e is indicated in square brackets. (b)Weighted automaton B, output of the pre-determinization algorithm
applied to A.
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Fig. 5. The negative composition −A−1 ◦ A where A is the weighted automaton of Fig. 4. For each transition
(e1, e2), max{m[e1],m[e2]} is indicated in square brackets.
inserting es , then, by deﬁnition of the min–max single-source shortest paths algorithm,
m[e′]m[e], thus e′ is not more favorable than e. If the position for the insertion of es
is not along  then  is not disconnected and the hypotheses of Proposition 1 are not
veriﬁed. 
Example. LetA be the weighted automaton over the tropical semiring shown in Fig. 4(a).
Fig. 5 shows the composed automaton−A−1 ◦A. A does not have the twins property since
−A−1 ◦A admits non-zero cycles: the cycle at state (1, 3) has weight 2 and the symmetric
cycle at state (3, 1) has weight −2. The algorithm for testing the twins property marks
withMw one of the transitions of each one of these cycles, e.g., the transitions from (2, 5)
and (5, 2) labeled with y. A single-source shortest-distance algorithm over the min–max
semiring from (1, 3) identiﬁes the transition leaving state (4, 1) as a maximal transition
since it has the largest value (3) and hence as the position for the insertion of a special
symbol. This corresponds to inserting a new transition with the new special symbol #1
at the transition leaving state 4 in A. This insertion disconnects in fact both cycles with
non-zero weight, thus no other disconnection is needed. Fig. 4(b) shows B, the result of the
application of the pre-determinization algorithm to A. B has the twins property and is thus
determinizable. Fig. 6 shows the automaton obtained by determinizing B.
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Fig. 6. The result of the determinization of the weighted automaton B of Fig. 4(b).
4.4. Complexity
Let Q be the set of states and E the set of transitions of the weighted transducer T.
In the worst case, the composed transducer S = −T −1 ◦ T may have as many as |Q|2
states and |E|2 transitions. The worst-case complexity of the algorithm for testing the twins
property and marking the transitions is quadratic in the size of S: O(|Q|2(|Q|2 + |E|2))
[2]. The algorithm for disconnecting paths and cycles is based on multiple applications of
a single-source shortest-distance algorithm over (N ∪ {∞},min,max,∞, 0) whose worst
case complexity is in O(|Q|2 log |Q| + |E|2) when the graph it applies to has order |Q|2
states and |E|2 transitions [14]. The algorithm also requires computing the component graph
of S and its topological order which can be done in linear time in the size of S. Thus, the
overall complexity of our pre-determinization algorithm is inO(|Q|2(|Q|2 log |Q|+|E|2)).
5. Experimental results
We have fully implemented the test of the twins property described and applied it to pre-
determinization.Wemeasured its beneﬁts by testing it in the 5500-word vocabularyHMIHY
0300 speech recognition task [4]. The class-based statistical language models used in that
task are not determinizable and lead to other non-determinizable machines when combined
with the weighted transducers representing information sources such as the pronunciation
dictionary.
Our experiments showed that pre-determinization leads to a substantial recognition speed-
up in this task. Fig. 7 gives recognition accuracy as a function of recognition time, in
multiples of real-time on a single processor of a 1GHz Intel Pentium III Linux cluster
with 256KB of cache and 2GB of memory. Fig. 7(a) shows the results corresponding to a
class-based language model. Using our algorithm, the accuracy achieved by the old non-
optimized integrated transducer at .4 times real-time is reached by the new system using our
optimization at about .15 times real-time, that is more than 2.6 times faster. Fig. 7(b) shows
similar plots when a phrase-based language model is used. The accuracy achieved by the
non-optimized transducer at .45 times real-time is achieved by the optimized transducer at
.1 times real-time.
The optimization of the weighted transducer T obtained by composing the pronunciation
dictionary and the phrase-based language model plays a crucial role in the improvement
of the speech recognition speed. To measure the beneﬁts of our algorithm, we computed
the input multiplicity of the transitions of T and that of the transitions of T ′ obtained by
applying to T our pre-determinization algorithm followed by determinization and removal
of auxiliary transitions. The input multiplicity of a transition e is deﬁned as the number of
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Fig. 7. Comparison of the optimization based on our pre-determinization algorithm and determinization versus
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Fig. 8. Distribution of input multiplicities in T (in red) and T ′ (in blue).
transitions sharing the same input label and the same origin state as e. Fig. 8 shows the
distribution of the input multiplicities in T and T ′ in quantiles. The transducer T we are
starting from in this experiment is not very non-deterministic since 76% of its transitions
have input multiplicity 1. In T ′, this proportion increases to 94% and more generally the
resulting distribution of multiplicities is much more favorable for T ′.
6. Conclusion
A general algorithm was presented that makes an arbitrary weighted transducer over
the tropical semiring or any unambiguous weighted transducer over a cancellative
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commutative semiring determinizable by inserting in it auxiliary symbols and transitions
just when needed to ensure that it has the twins property. The auxiliary symbols are inserted
at carefully selected positions to increase the beneﬁts of the subsequent determinization.
After determinization, the auxiliary symbols can be removed or simply replaced by the
empty string.
Experiments in large-vocabulary speech recognition show that the resulting transducer
can lead to a substantial recognition speed-up when the original weighted transducer is not
determinizable.
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