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Abstract-We discuss two different approaches to study the problem of existence of periodic solutions of 
nonlinear hyperbolic partial differential equations. These approaches are motivated by the recent results for 
existence of periodic solutions of systems of ordinary differential equations. 
1. INTRODUCTION 
We consider here two questions related to the existence of periodic solutions of nonlinear 
hyperbolic equations as they arise in vibrating strings, beams etc. In recent years, considerable 
attention has been focused on this problem and the two general approaches that have been 
adopted are (i) the alternative method[3-6] and (ii) the perturbation method[2]. Our aim is to 
study two other problems related to the question of existence. 
The first question that we discuss is the question of existence of periodic solutions of a 
general class of systems of ordinary differential equations. As is well known, the nonlinear 
hyperbolic problem can be reduced to a truncated system of ordinary differential equations and 
then bounds are obtained on its solution in various Sobolev spaces. One then applies a limiting 
argument to guarantee the existence of solutions of the original problem. However, the question of 
existence of solutions of these systems of ordinary differential equations does not seem to be a 
well-studied one. Thus, for example, in [4] the nonlinear hyperbolic problem 
u(0, f) = u(n, t) = 0, 
u(x, t) = u(x, t + 2Tr), 
is discussed. If we reduce this problem to a system of ordinary differential equations we shall 
obtain a system of the type 
~“0) + m2W + y(y'O)) = h(t, y, ~'1, 
Y(f) = Y(f + 274 
y’(t) = y’(t + 27), 
when m=l,..., n. This may be seen by using the eigenfunctions of the corresponding 
eigenvalue problem associated with the differential operator - u,, together with Dirichlet 
boundary conditions. As has been proved in [6,20] the function p: R + R (and hence y) is 
assumed to be only an increasing function such that jl(x)x z c(x)‘+-, Q > 0. However existence 
of solutions of boundary value problems of systems of the above type does not seem to be 
well-documented in literature. We propose to present a survey of this problem (with rapidly 
growing nonlinearities involving the derivatives) and discuss some model systems. 
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We then study the problem of convergence of solutions of evolution equations to the unique 
periodic solution of the boundary value problem. This problem is clearly related to the question 
of global boundedness of solutions of the evolution problem and has once again been the topic 
of extensive research in recent years. Nonetheless, there has not been much attention paid to 
the convergence problem. In this paper, we will discuss this question also in some detail. Thus 
we will start with parabolic equations of evolution and obtain the convergence of the 
everywhere bounded solutions of the above parabolic problem to the unique periodic solution 
of the corresponding boundary value problem. We will then analyze the case of the hyperbolic 
problem and consider some of the published literature on this problem thereby leading to the 
study of the general problem. 
We conclude this paper by pointing out that the methods of this paper may also be utilized to 
study nonlinear hyperbolic problems of the type 
ur, + A(u) + f(t, x, u, u,) = 0 
together with homogeneous boundary conditions in x associated with the nonlinear operator A 
and periodicity condition in t. Such problems arise in high intensity sound waves in a fluid[lS] 
and also vibrations of uniformly charged plasma[l7]. 
Z.PERIODIC SOLUTIONS OF NONLINEAR HYPERBOLIC 
PROBLEMS-A BRIEF SURVEY 
In this section we outline the recent literature on existence of periodic solutions for 
nonlinear hyperbolic equations. The first method we discuss is in the general spirit of this paper 
and some references may be seen in [16, M-201. Thus we consider solutions periodic in t of the 
nonlinear hyperbolic problem 
u,, + Au + f(t, u, u,) = PO, x) (2.1) 
where the operator A has homogeneous boundary conditions associated with it so that there 
exists a countable system of eigenvalues Ai and corresponding eigenfunctions 4i which form a 
complete orthonormal basis for the Hilbert space L’(a) where fi = (0, ?r). We also suppose that 
A1 > 0. Then assuming an approximate solution u,,(t) = 5 uj(t)4j(X) we can derive from the 
i=l 
above equation, by taking inner products with (bi, j = I,.: . , n, the system of ordinary differen- 
tial equations 
a?(t) + A++  (f( 2 U,4j)9 4,(X)) = (P(t, X)7 $j(X)) 
I 
c-4 
when j=l,...,n. 
At this stage two approaches have been utilized to investigate the nonlinear hyperbolic 
problem. The first is to show the existence of solutions to (2.2) and thus obtain u,(t). One then 
proceeds to obtain estimates on u.(t) and its derivatives in appropriate Sobolev spaces so that 
we can then pass to strongly convergent subsequences of (u,(t)} thereby obtaining a solution of 
(2.1). This approach may be seen in [6,11]. 
The second approach[l8] has been to construct a Lyapunov function V,, (for each n), for 
the system (2.2) and then show that V,(t) is bounded for all t E [O, m). This proves that the 
system (2.2) is dissipative for all n and hence has a periodic solution of the same period as 
P(G x). 
The second approach to study problems of type (2.1) is in the general spirit of the method of 
“Alternative Problems”[3-6, lo]. Thus we rewrite (2.1) as an operator equation of the type 
Eu = Nu, (2.3) 
over a Banach space X where E: 9(E) C X-* Y is a linear operator (e.g. Eu = ut, + Au 
together with the boundary conditions incorporated in D(E)), N: D(N) C X+ Y is a nonlinear 
Periodic solutions of nonlinear hyperbolic problems 4x1 
operator and Y is a Banach space. Let X and Y admit decompositions into complementary 
linear closed subspaces uch that X = X0 t X,, Y = Yo+ Y, and let P and Q be idempotent 
projection operators uch that 
X,=PX,X,=(Z-P)X, Y,,=QY, Y,=(Z-Q)Y,, 
ker E C X0, range E = Y,. 
Then E: B(E) n X, -P Y, is one-to-one, so that there exists the inverse linear operator H: Y, + 
g(E) n X,. We now assume that: (a) H(Z - Q) = (I - P) (b) QE = EP and (c) EH(Z - Q) = 
Z - Q. Under these assumptions (2.3) is equivalent to the system of equations 
x = Px t H(Z - Q)Nx, (2.4) 
0 = Q(Ex - Nx). (2.5) 
In the case of the nonlinear hyperbolic problem let X0 = ker E, so that X0 is infinite 
dimensional. Also H which is linear and bounded may not necessarily be compact. First we 
note that by the assumptions stated above, the system (2.4) and (2.5) reduces to the equivalent 
system 
xl = H(Z - Q)N(x, + x,,) (2.6) 
0= QN(xo+x,) (2.7) 
where x = x, + x0, x, E X, and x0 E X0. Now let X0, C X0, X,, C X,, Y,, C Y. be finite dimen- 
sional subspaces with X0, t X0, X,, t X, and Yo, r Y. as n + pi and let R,, S,, Sk be orthogonal 
projection operators such that R,X, = X,,, $X0 = X0, and SAY,, = Y,,. We then consider the 
truncated system of equations corresponding to (2.6) and (2.7) but over finite dimensional 
spaces given by 
xl,, = R,HU - Q)N(xo,, + XI,,) (2.8) 
0 = P&QN(xI, + x0,,) (2.9 
with xon E X0, and xl,, E X,, and pn: Y,, + X0, is any continuous map with p;‘(O) = 0. Here 
R,H: Yl + X,, and is compact. We can now apply variants of the Schauder fixed point theorem 
to the above system of equations and obtain the existence of a solution by an abstract existence 
theorem in [9]. One then obtains a bound on llx,,ll= llxln t xDn(l in the space X independent of n. 
If X is a Hilbert space, there exists a weakly convergent subsequence converging to x, say. We 
now assume that X and Y are contained in some larger spaces I and ?!J in such a way that the 
inclusion maps j: X-, Z and j’: Y + CV are compact and N is continuous in the topology of 8?. 
Then Nx, + Nx and x can be thought of as a weak solution in I of the original nonlinear 
problem (2.3). 
In a series of papers [2], the problem of forced vibrations for nonlinear wave equations 
is investigated by studying the sequence of perturbed problems: 
where u? E ker[u,, - u,,] is given by Pu = u?. After proving the existence of solutions u(t, x, E) 
to the above problem, one then establishes the boundedness of ulr and uzr where u(t, x, l )= 
ulr + u?, in an appropriate space and obtains convergence of a subsequence of {u,} to a solution 
of the original problem. 
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3. PERIODIC SOLUTIONS OF SYSTEMS OF ORDINARY 
DIFFERENTIAL EQUATIONS 
In this section we discuss two classes of systems of ordinary differential equations for the 
existence of periodic solutions. Our aim here is not to present an exhaustive or extensive 
survey of the work done in this area but only to focus on the two types of problems that are of 
interest o the problems tudied here. Thus we first consider the system 
x”(t) = -Ax(t) - g(x’) - h(x) + F(t), 
x(0) = x(Zn), x’(0) = x’(27r), (3.1) 
for the existence of 2n-periodic solutions. Here x(t) = (x,(t), x1(t), . . . , x,(t)), F is a vector 
valued function which is defined and continuous on R and 2n-periodic, with IF(t) 5 M, 
m > 0, for t E R. A is a m x m matrix which is symmetric and generates a positive definite 
quadratic form. The hypotheses on g and h will be made clear later. 
As was discussed in Section 2, such systems of ordinary differential equations arise in the 
study of periodic soiutions of nonlinear hyperbolic problems with nonlinear dissipation terms. 
The main feature of the above class of problems is that g may be assumed to be a rapidly 
growing nonlinearity and as such is not typical of the many recent results in the literature on 
periodic solutions of ordinary differential equations. However such systems arise if one 
proceeds as in Section 2 and studies the hyperbolic problem 
urt - u, + P(4) + g(u) = PUP XL 
u(0, t) = u(77, t) = 0, 
11(x, t)= u(x, t + 2?7). 
(3.2) 
In[16,19,20] equation (3.2) is considered by generating a corresponding system of ordinary 
differential equations imilar to (3.1) and then studying the existence of solutions of system 
(3.1), excepting that the term g(u) in (3.2) or h(x) in (3.1) is not present. An existence theorem 
due to Amerio[l] is utilized to show existence of solutions of (3.1). Equation (3.2) was studied 
for existence of periodic solutions in [3-6] by methods imilar to the second one outlined in 
Section 2. It is shown in [6] that (3.2) admits periodic solutions of the same period as p(t, x) if 
the nonlinear term in u, g(u), is bounded. In [19], the term p(u,) is allowed to be an increasing 
nonlinearity. It must be remarked here that while (3.1) is shown to have a unique periodic 
solution, (3.2) may not possess uniqueness. We finally mention another situation where (3.2) 
was handled without the g(u) term. Thus in [lo], a unique solution of (3.2) when B(u,) = EU:, E 
being small parameter and g(u) = 0, was established by splitting (3.2) into the equivalent system 
of equations (2.4) and (2.5) and a combination of the contraction mapping theorem and the 
implicit function theorem was utilized. 
With this brief summary of the results on the hyperbolic problem (3.2), we now return to the 
study of the system (3.1). Clearly the discussion of (3.1) is thus motivated by at least two 
considerations. On the one hand, one would like to relax the hypotheses on g(u) (as opposed to 
the hypothesis of being bounded in [6]) and secondly it would be desirable to obtain 
modifications of (3.1) generated by equations of type (3.2) where the terms involving uI and u 
are not separated: the simplest and one of the well-known examples being the van der Pol 
equation. 
In [7,8] the authors study Litnard systems for periodic solutions. We outline the method 
and state the results here. Then we consider the system 
where x = (x,, . . . , x,,,), V(x, t) = (VI,. . . , V,,), e(t) = (e,, . . . , e,) and g(x) = (g,, . . . , g,). 
The above system may also be written as 
(3.3) 
d aG(x) 
x:+-& 
(-> aXi 
+i [Vi(X(t)T t)] + $ aijXj(l) + gi(X(t)) = ei(t), i = 1,. . . , I?l. 
j=l 
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where G: R” + R, V: Rm+’ + R”, A = [Uij], g: R” + R”, e: R’ + R”, A is a m x m constant 
matrix, V and e are periodic in t of period 27r. Denote by E the linear operator Ex = x” with 
boundary conditions x(0) = x(2~), x’(0) = ~‘(27~) and by N the nonlinear operator defined by 
(Nx)(t) = - -$ [grad G(x)] -i [ V(x(t), t)] - Ax - g(x) + e(t). 
The operator E has eigenvalues 0, I*, 2*, . . . each with suitable multiplicity. Let S = 
(L*[O, 27r])” and let S, be the subspace of S spanned by the eigenfunctions corresponding to 
the eigenvalue 0. Finally let P: S-, So denote the projection operator defined by Px = 
(1/27r) Ji” x(t) dt. Thus Px is the constant m-vector whose entries are the mean values of the 
components of x. Moreover S, = P(S) and S = S0 @ S1. Any element x of S has Fourier series 
3: 
x = 2 ci4i, ci = (x, 4;) where 4i are the eigenfunctions corresponding to the eigenvalues A;. We 
can fhen define an operator H: S, + S, which is the inverse of E over S, so that H, P, E and N 
satisfy (a) H(I - P)Ex = (I - P)x (b) PEx = EPx and (c) EH(I - P)y = (I - P)y where these 
equalities are to be understood with proper domains. 
We can then rewrite (3.3) into the equivalent system of equations[9] 
xl = H(I - P)N(x, + x*), 
0 = PN(x, +x*). (3.5) 
Proceeding as in [9,11] we now rewrite this system. Thus let St be the Hilbert space of 
absolutely continuous m-vector functions x(t) = (x,, . . . , x,) with x’ E S = (L*[O, 27r])“, x(O) = 
x(27r) and by S* the Hilbert space of all absolutely continuous m-vector functions x(t) with x’ 
absolutely continuous and x” E S, x(O) = x(2~), x’(0) = x’(2~). In S’ and S* the inner products 
and norms are defined by 
(x, Yh = (x, Y> + (x’7 Y’L IlXlll = (11412 + ll~‘l12Y29 
b, Y)2 = (x9 Y) + W, Y’) + W, if’>, 
llxll2 = (IlxllZ + lld2 + ll~“11*Y~ 
where (,) and II. // stand for inner product and norm in L*. 
For functions x E S, i.e. x E S = (L*[O, 2~1)” with Px = 0, we denote by y = J,x the unique 
primitive of x of mean value zero. Thus y E S’, Py = 0 and Jr: S, + S’ fl St. It is easy to see that 
J,: S, + S’ f~ S, is one-to-one and onto. Let J = J,(r - P) and J* = - J. Then one can prove 
-H(I-P)=J*J. 
Proceeding as in [I 1,7,8] the system of equations (3.5) can then be rewritten as the 
equivalent system 
y + JN(J*y +x*) = 0 
PN(J*y +x*) = 0 (3.6) 
when x = JN(J*y + x*). We then see that the transformation JN(J*y + x*) gives rise to a 
compact ransformation, for a fixed x*, of S into itself. We are now in a position to apply the 
Leray-Schauder principle to the problems 
y + AJiv(J*y + x*> =0 
x* + h[PN(J*y +x*)-x*] = 0 
treated as an operator equation of the form 
z+hTz=O 
where : = Cy, s*) and T is compact. 
484 R. KANNAN and V. LAKSHMIKANTHAM 
This line of approach as been employed in [7,8] to study the existence of periodic solutions 
of system (3.3). We can adapt the same discussion to system (3.1). The case when A is a 
positive definite matrix and g(x’) is a function which is increasing such that &(t) 2 y(t(pL’, 
y > 0 and p > 1 is not covered by the results in [7,8]. We have considered systems of the type 
(3.1) by the above methods and details of these results will be published elsewhere[12]. In
particular we study the case of superlinear growth in g and h not necessarily bounded. 
We now study another aspect of existence of periodic solutions of systems of ordinary 
differential equations which has not been utilized in the theory of nonlinear hyperbolic 
problems. In order to motivate the discussion we consider the following situation in periodic 
solutions of nonlinear parabolic equations. Thus we consider the nonlinear parabolic problem 
4 - 4x + f(u) = Pk xl (3.7) 
for the existence of periodic solutions (in t) with Dirichlet or Neumann boundary conditions on 
x, where f is an increasing function of its argument. Although there are several approaches to 
study this problem, we discuss only the following one. Associated with (3.7) we consider the 
evolution problem with arbitrary initial data. Thus we generate a unique solution to the initial 
value problem corresponding to (3.7), the uniqueness being a consequence of the monotone 
character of fi 
We then obtain estimates on the difference of two solutions corresponding to two sets of 
initial data. Using the estimates and defining u,(t) = u(t + n2n), where u(t) is the solution 
corresponding to some initial data, we can show the following: u,(t) converges, independent of
the choice of initial data, to the periodic solution of (3.7) with associated boundary condition (if 
it exists). Conversely if (3.7) has a periodic solution, it can be shown that the solutions to the 
initial value problems are bounded and converge uniformly to the periodic solution. Details of 
these will appear elsewhere. 
It must be remarked here that in the case when f is increasing the periodic problem (3.7) can 
also be studied using the method of upper and lower solutions. Thus in [13, 141 it has been 
shown that in the case when f is increasing, the problem (3.7) admits upper and lower solutions 
which can be defined in such a manner that the sufficiency conditions191 are satisfied for the 
existence of solutions. 
Proceeding as in the beginning of Section 2, or using a stable difference scheme for u, in 
(3.7) we can generate a system of ordinary differential equations giving us once again the 
problem of periodic solutions of systems of ordinary differential equations. In the spirit of the 
previous discussions, one can pose the following problem: Consider the system of equations 
X” = f( 1, x, x’) 
where x is a m-vector and the vector f is defined and is such that there exists a unique solution 
of (3.8) with prescribed initial data. Further let f be 2n-periodic with respect o t. For initial 
data x0, let x(r, t,,, x0) be the solution of (3.8). Under what conditions does there exist a periodic 
solution of (3.8) and the solution of the initial value problem with arbitrary initial data 
converges to the unique periodic solution. 
In fact for the system of ordinary differential equations generated by (3.7) it can be shown 
that the unique periodic solution, when it exists, also has a Lyapunov-stability property, which 
leads to a different approach of studying hyperbolic problems. 
We conclude this section with a remark on nonlinear hyperbolic problems of type (3.2) with 
g(u) = 0. As stated before, in [6,11,12] it is proved that if P(r)7 2 y/~(~+~, y > 0, p > 1 and /3 is 
a continuous increasing function, then (3.2) admits a unique periodic solution. When one 
proceeds to compute this periodic solution, lack of information on ~(0, x) creates difficulties in 
generating stable numerical schemes to solve (3.2). However if one can prove that the 
corresponding system of ordinary differential equations possesses the convergence properties 
of the above type then one can take arbitrary initial data and solve the initial value hyperbolic 
problem which, because these solutions of the initial value problems converge to the unique 
periodic solution, can be used as good starting data to solve the boundary value problem (3.2) 
numerically. 
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4. REMARKS ON EXISTENCE RESULTS FOR HYPERBOLIC 
PROBLEMS 
We conclude this paper with discussions on two model nonlinear hyperbolic problems which 
are motivated by the discussions in the preceding section. Most of the recently published 
results on periodic solutions for nonlinear hyperbolic problems have been for the class of 
problems 
Uff - 4* + f(u) = 4J(f, xl, 
or 
4f - 4x + P(4) + g(u) = l-46 xl. 
However the classical van der Pol equation]221 does not fall in either of the above 
categories. This equation is given by 
4 - 4x - E(1 - uZ)u, + g(u) = p(t, x). 
When reduced to a system of ordinary differential equations, this equation has been well 
studied and in fact the results discussed in the first part of Section 3 should apply. This method 
for studying such problems of course involves computing bounds on the solution of the system 
of m differential equations in appropriate Sobolev spaces and showing that these bounds are 
independent of m so that one can obtain a solution of the hyperbolic problem by a passage to 
the limit argument. 
The second problem we present involves convergence results for hyperbolic problems. Thus 
we would like to obtain results of the type discussed in the second part of Section 3, namely 
showing that the solution of initial value problems for arbitrary initial data converges to the 
unique periodic solution of the hyperbolic problem. A good model problem would be equation 
(3.2) with g(u) = 0 for which global uniqueness of the periodic solution is known. This approach 
has been utilized by Morozov [ 181 in problems of nonlinear oscillations of thin membranes with 
damping. It must be remarked here that Morozov[18] uses a Lyapunov function approach to 
study the finite systems of ordinary differential equations, an approach whose potential has not 
been fully tapped for general hyperbolic problems. In 1211 the author studies systems of 
ordinary differential equations for which convergence of solutions of initial value problems to 
the unique periodic solution is known. 
Finally we would like to note that the results and ideas of this paper can be adapted to the 
case when the nonlinear problem is of the type 
utt + AWW + PO, u, u,) = f(t) 
where A is a nonlinear operator. 
In particular, in the theory of propagation of high intensity sound waves in a fluid[l7], one 
encounters the problem 
4, - (1 + u,‘>u,, + g(u) = PO, x). 
An approach via systems of ordinary differential equations hould prove extremely fruitful 
from the numerical standpoint. 
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