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Understanding of gamma-ray production via neutron interactions on oxygen is essential for the
study of neutrino neutral-current elastic interactions in water Cherenkov detectors. A measure-
ment of gamma-ray production from such reactions was performed using a 77 MeV quasi-mono
energetic neutron beam. Several gamma-ray peaks, which are expected to come from neutron-
16O reactions, are observed and cross sections are measured for three gamma-ray components,
6.13 MeV from 16O(3−), 5.27 MeV from 15N ( 5
2
+
), and 4.44 MeV from 12C(2+). The results are
σγ(6.13 MeV) = 4.2± 0.1(stat.)± 0.9(syst.) mb, σγ(5.27 MeV) = 6.4± 0.1(stat.)± 2.2(syst.) mb, and
σγ(4.44 MeV) = 8.3± 0.1(stat.)± 1.6(syst.) mb, respectively. These are the first measurement results
at the corresponding neutron energy with use of a mono energy beam.
I. INTRODUCTION
Precise knowledge of neutrino neutral-current (NC)
elastic interactions on oxygen is crucial for a variety of
physics studies at water Cherenkov detectors, such as
Super-Kamiokande (SK) [1], the gadolinium-loaded SK
(SK-Gd) [2], and Hyper-Kamiokande [3]. Indeed the at-
mospheric neutrino NC elastic scattering is one of the
main background sources in search for supernova relic
neutrinos (SRNs) in these experiments [4–6] and is sim-
ilarly a background to searches for dark matter using
long-baseline accelerator neutrinos [7, 8]. The NC elastic
sample can also be used to investigate the possibility of
sterile neutrinos since its cross section does not depend
on the type of active neutrino flavor.
Measurements of the neutrino NC elastic scattering
cross section in water Cherenkov detectors can be made
by searching for de-excitation gamma-rays emitted from
nuclei recoiling from the interaction with a neutrino [9].
However, this method suffers from large background in
low energy region (E < 20 MeV) due to cosmogenic and
radioactive backgrounds. The T2K experiment [10] over-
came this difficulty by using timing information from its
pulsed neutrino beam to measure the NC elastic inter-
action cross section [11]. Not only is this measurement
directly applicable to estimating the background to dark
matter searches or to allowing for the sterile neutrino
search [12] in T2K, since the peak energy (∼600 MeV)
is near the peak of the atmospheric neutrino spectrum
∗ assy@scphys.kyoto-u.ac.jp
it can also be used to estimate backgrounds to SRN
searches.
Despite the success of this measrument it suffers from
large systematic errors due to the uncertainties associ-
ated with hadronic secondaries produced in the initial
neutrino-nucleus interaction. Indeed, neutrino interac-
tions at several hundreds of MeV usually produce one or
more nucleons with energies ranging from a few tens to
several hundred MeV, which subsequently interact within
the target material. Protons and ions are often below
Cherenkov threshold or stop due to ionization losses be-
fore undergoing hadronic interactions that could produce
gamma-rays and therefore their effect on the NC elastic
measurement is small. Neutrons, on the other hand, in-
teract with other nuclei inside the detector leading to
additional gamma-ray production, as shown in Figure 1.
Gamma-rays from such secondary nuclear interactions
are difficult to distinguish from those induced by the pri-
mary neutrino-nucleus interaction, since they have simi-
lar energies and are separated in time only by O(10) ns.
Therefore, the T2K NC elastic scattering measurement
relies on Monte Carlo (MC) simulations to estimate the
rate of secondary gamma-ray production. At present,
its primary model (GCALOR [13]) does not reproduce
the observed data well and results in a large systematic
uncertainty (See Ref. [11] for details).
Within GCALOR the ENDF/B-V library [14] is used
to simulate neutron reactions below 20 MeV and above
20 MeV an intra-nuclear cascade model is used. While
the latest version of ENDF/B, VIII, added new experi-
mental data, the data for reactions above 20 MeV is lim-
ited. Further, the intra-nuclear cascade model is known
to be insufficient for energies between 20 and 200 MeV
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FIG. 1. Schematic illustration of primary and secondary
gamma-ray productions via neutrino and subsequent nuclear
reactions in water.
though it describes hadronic phenomena above 200 MeV
well. This is compounded by the fact that photon emis-
sion from neutron interactions above 20 MeV is not cur-
rently based on any measurements. To improve the cur-
rent nuclear reaction model, reliable cross sections on
such processes are necessary. The purpose of the present
work is to measure gamma-ray production via neutron-
16O reactions and thereby provide information for the
development of neutron interaction models.
This paper reports results from the E487 experiment
carried out in Osaka University’s Research Center for Nu-
clear Physics (RCNP) [15–17]. The experimental details
are given in Section II and the analysis results are shown
in Sections III to VI. After discussing the comparing to
other studies in Section VII, concluding remarks are pre-
sented in Section VIII.
II. EXPERIMENT
A. Facility and beam properties
The E487 experiment was carried out at the 100 m
long neutron time-of-flight beamline at RCNP. A pro-
ton beam was accelerated to a kinetic energy of 80 MeV
using two cyclotrons, the K140 AVF cyclotron and the
K400 ring cyclotron, and then directed onto a 10 mm
thick lithium target (natLi: 92.5% 7Li and 7.5% 6Li) to
produce an almost mono energetic neutron beam via the
7Li(p,n)7Be reaction. The mono energic beam allows for
a clean measurement of the neutron interaction cross sec-
tion at a single energy with limited contamination from
neutrons of other energies. The proton beam size was
tuned to be small compared to the lithium target size.
During the experiment, the proton energy was kept at
80 ± 0.6 MeV. The proton beam structure had 200 ps
wide bunches separated in time by 62.5 ns and a chop-
per was used to select only one bunch in nine for the
neutron beam production. After chopping the beam cur-
rent was tuned from a few to 110 nA. Downstream of
the lithium target a magnetic field is activated to bend
charged particles towards a beam dump such that only
neutral particles (neutrons and photons) enter the beam-
line. A Faraday cup placed at the beam dump is used
to measure the proton beam current. The 80 MeV set-
ting is below the pion production threshold and therefore
high energy gamma-ray contamination from pion decay
is expected to be negligible in the neutral beam. The
few particles which are not fully bent by the magnet are
stopped in an iron and concrete collimator placed 4.5 m
away from the lithium target. The collimator depth is
1.5 m and has an aperture of 10 × 12 cm2. Figure 2
shows a schematic drawing of the facility with the exper-
imental setup located 12 m downstream of the lithium
target.
B. Experimental setup
A cylindrical acrylic container with a 20.0 cm diameter
and a 26.5 cm length was placed on the beam axis and
used as a target. The container is 0.5 cm think along
its barrel and 1.0 cm thick at its ends. Measurements
were conducted with both water and air filling its in-
terior. A lanthanum bromide scintillator, Saint-Gobain
B380 LaBr3(Ce), was used to detect gamma-rays emitted
in neutron-oxygen reactions. The scintillator crystal is
cylindrical in shape with a 4.5 cm diameter and a 4.5 cm
length. The LaBr3(Ce) was optically coupled to a Hama-
matsu H6410 photomultiplier tube (PMT) and its charge
and time data were read out by a VME 12-bit CAEN
V792N QDC and a VME 12-bit CAEN V775N TDC, re-
spectively. It was placed upstream of the acrylic vessel to
reduce backgrounds produced by neutrons scattered off
the target. To reduce backgrounds from the beam itself,
the detector was shielded with lead bricks on all sides
except for the surface viewing the target. A high-purity
germanium detector (HPGe) was also placed upstream of
the target to observe gamma-rays with high precision. It
is an ORTEC GEM 20180-P and uses a cylindrical coax-
ial crystal 55 mm (46 mm) in diameter (length) with a
hole diameter (depth) of 9.2 mm (33.4 mm). Spectrum
data from the HPGe was read out by an MCA Kromek
K102 and saved to disk using its proprietary software
(KSpect). No time data was recorded for the HPGe de-
tector. The detector was placed in a similar position as
the LaBr3(Ce) detector and shielded with lead bricks.
Apart from the main measurement by the LaBr3(Ce)
scintillator, dedicated measurements of the neutron beam
flux and the background arising from neutrons scat-
tered in the water-filled target were conducted. For
the flux measurement the acrylic containter was replaced
by an organic liquid scintillator (BC-501A, Saint-Gobain
20LA32) coupled to a Hamamatsu H6527 PMT set on
the beam axis in order to measure the neutron time-of-
flight to the target position. The scintillator is a 5 inch
diameter by 8 inch long cylindrical detector and was read
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FIG. 2. Schematic drawing of the RCNP facility and the neutron time-of-flight beamline. The dotted box shows a magnified
depiction of the experimental setup.
out using the same QDC and TDC modules as used for
the LaBr3(Ce). Backgrounds at the gamma-ray detector
position arising from by neutrons scattered off the target
were measured with an OKEN CsI(Tl) crystal, whose size
is 3.5× 3.5× 3.5 cm3, coupled to the H6410 PMT. A 12-
bit 250 MHz CAEN DT5725 Flash-ADC was to record
CsI(Tl) waveform data. Scattered neutron measurements
were done in parallel with the main measurement for both
water-filled and empty target configurations.
In all measurements, the proton beam current was
monitored by the Faraday cup and was read out by an
ORTEC 439 counter for the flux normalization described
in the analysis below.
C. Detector calibration
Energy calibrations for the LaBr3(Ce), HPGe, and
CsI(Tl) detectors were conducted by using the photo-
absorption peaks of gamma-rays from several isotopes
with up to 8 MeV of energy. Relative to other errors
discussed below, calibration errors are small enough to
be negligible in the cross section measurement. The de-
tector gain was monitored throughout all measurements
and no significant fluctuations were observed during the
data taking.
Recoil electrons from Compton-scattered gamma-rays
produced by an 22Na source were used to calibrate the
BC-501A detector. Geometrical uncertainties in the po-
sitioning of the detectors produce the largest systematic
errors in the calibration, but result in less than a 0.1%
systematic uncertainty in the neutron flux measurement
described in Section III.
III. NEUTRON FLUX
As discussed above, in order to measure the gamma-
ray production cross section a precise measurement of
the neutron flux is essential. First, neutron-like events
in the BC-501A scintillator are selected using the pulse
shape discrimination (PSD) method discussed below and
their kinetic energy is inferred from their TOF. The result
is converted to a flux after correcting for the detector
efficiency as calculated using the SCINFUL-QMD [18, 19]
simulation.
A. PSD and TOF analysis
Neutron-like events are selected based on their pulse
shape and deposited energy. For events depositing energy
within the dynamic range of the QDC a PSD parameter
is defined as:
PSD parameter =
Qtail −Qped
Qtotal −Qped . (1)
Here Qtail is the integrated charge in QDC counts of
the PMT waveform above a pre-determined threshold
and Qtotal is the charge of the entire waveform. The
Qped refers to the offset of the QDC module, which dif-
fers in general from channel to channel. The integra-
tion threshold was determined by irradiating the detec-
tor with neutrons from an 241Am/Be source to determine
an optimal integration window of its output waveform
to distinguish neutrons from gamma-rays. The distri-
bution of PSD parameter as a function of Qtotal value
is shown in Figure 3. In this analysis events with PSD
parameter larger (smaller) than 0.24 are selected as neu-
trons (gamma-rays). The neutron inefficiency of this cut
has been confirmed to be negligible using an 241Am/Be
4neutron source. Protons and heavier particles such as
deuterons and alphas, which are induced by neutron in-
teractions in the scintillator, are observed in the large
PSD parameter region. Figure 4 shows the distribution
of deposited energy in the scintillator broken down by
neutron-like and gamma-like events after the PSD selec-
tion. Events whose energy is beyond the QDC dynamic
range of ∼4000 channel (∼6.5 MeV) are selected as neu-
trons because the contribution from gamma-rays in this
region is expected to be limited.
0 500 1000 1500 2000 2500 3000 35000
0.1
0.2
0.3
0.4
0.5
0.6
0.7
PSDparam:QDCraw1
QDC Channel
PS
D 
Pa
ra
m
et
er
neutron
FIG. 3. PSD parameter as a function of the total deposited
charge (Qtotal) value. The blue line represents the neutron
selection criterion.
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FIG. 4. Deposited energy in the BC-501A detector for all
(black), neutron-like (blue), and gamma-ray-like (red) events.
The time distribution of both neutron and gamma-ray
candidates is then reconstructed using TDC data. Time-
walk corrections are separately applied for the two event
types when they are within the QDC dynamic range
since their pulse shapes differ in general. A common
factor is used at high energies, where time-walk effects
are expected to be small. Figure 5 shows the TOF distri-
butions after applying the corrections. The sharp peak
above TDC channel 3350 corresponds to prompt gamma-
rays (called flash gamma-rays) emitted from the initial
proton-lithium interaction in the target. The limited
neutron-like contamination in the peak indicates that the
PSD cut is functioning well. Neutron kinetic energies are
using their time difference to this peak and the known
distance to the scintillator detector. The result is shown
in Figure 6, whose peak at 77 MeV is consistent with the
expectation from the beamline settings. The flux mea-
surement below uses the more than 50,000 events located
in the peak region defined by 72 < Ekin < 82 MeV.
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FIG. 6. Neutron kinetic energy distribution reconstructed
from the TOF distribution.
B. Neutron detection efficiency
The neutron detection efficiency of the BC-501A scin-
tillator was calculated by SCINFUL-QMD Monte Carlo
(MC) code in each energy bin. The inputs to the MC are
the detector and source geometries, the detector thresh-
old, the light attenuation factor in the BC-501A, and the
PMT’s response function. The detector threshold was
5obtained using energy calibration data and the scintilla-
tor attenuation factor, 0.008 cm−1, was adopted from
previous measurements using the same detector [20].
SCINFUL-QMD implements three functional forms to
describe the PMT light output [21–23]. The efficiency
results with these three functions and their relative dif-
ference is included as a systematic error in the analysis.
Here the function from Ref. [22] is used in the nomi-
nal setting. During the simulation 100,000 neutrons are
generated in each of one hundred enegies spanning the
range 0.1 MeV to 99 MeV, with 1 MeV-wide bins above
1 MeV. Figure 7 shows the calculated neutron detection
efficiency with the nominal setting.
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FIG. 7. Neutron detection efficiency of the BC-501A detector
calculated with SCINFUL-QMD. The attenuation factor of
0.008 cm−1 and the light output function from [22] are used
as the nominal setting.
C. Flux estimation
The neutron flux is obtained from the kinetic energy
distribution corrected by the detector solid angle detec-
tion efficiency in each energy bin and normalized by the
proton beam current. Figure 8 shows the resulting distri-
bution. The total flux in the peak region between 72 and
82 MeV is 1.37×1010 [/sr/µC], and is consistent with sim-
ilar measurements in the same beamline [20, 24]. Only
the peak region is used in the neutron cross section mea-
sument as below 72 MeV many neutrons have scattered
before reaching the target and are thus considered to be
a background.
D. Uncertainties
This section details the systematic uncertainty esti-
mates used in the flux measurement. The statistical error
of the data in the peak region of the neutron flux is less
than 0.5%. Table I summarizes the statistical and sys-
tematic errors.
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FIG. 8. Neutron flux normalized corrected for the detector
covering solid angle and normalized to the incident proton
beam current. A red arrow indicates the region used in the
cross section analysis.
TABLE I. Statistical and systematic uncertainties of the neu-
tron flux measurement.
Error source Size [%]
Statistical 0.5
Beam stability 3.4
Neutron selection 2.2
Detection efficiency by SCINFUL-QMD 10.0
Former bunch and environmental events 0.3
Kinetic energy reconstruction 1.0
Total 10.9
1. Beam Stability
The neutron flux was measured at the beginning, the
middle, and the end of the experiment. Figures 3 to
8 show the result of the final measurment. Over the
three measurements the flux is stable within 3.4% and
the average is used for the cross section measurement
with this variation incorporated as a systematic error.
2. Neutron selection
As described above the PSD cut is used to extract neu-
trons with energies within the range of the QDC. The
uncertainty of this cut is estimated using the contamina-
tion of neutron-like events in the flash gamma-ray peak
in Figure 5. The flux is changed by the rate of remaining
neutron-like events to the total events in the flash-gamma
peak after the PSD cut, and the difference is taken as a
systematic error. This results in a 2.0% uncertainty in
the neutron flux. Similarly, the contamination of gamma-
ray events in the higher energy data is extrapolated into
the QDC overlay region from Figure 4. This yields a con-
tamination of 0.8%. Accordingly, the neutron selection
error is taken to be the sum in quadrature of these two
6components, 2.2% in total.
3. Detection efficiency by SCINFUL-QMD
The uncertainty related to the physics model of
SCINFUL-QMD is estimated to be 10% for energies be-
low 80 MeV based on previous studies [18, 20, 22]. The
MC statistical error is 0.3%. The systematic error re-
lated to the threshold value coming from the energy cal-
ibration error is estimated to be less than 0.1% for the
peak region. Conservatively adjusting the light attenua-
tion factor in the simulation was found to have negligible
effect on the efficiency. Similarly, the selection of the
light output function does not produce more than 0.1%
change in the result. In total the uncertainty related to
the efficiency calculation is assigned to be 10.0%.
4. Other Systematic Errors
Systematic errors in the event timing can result in un-
certainties in the measured kinematic energy and subse-
quently cross section due to efficiency differences between
energy bins. While the time-walk correction was found to
have negligible impact on the analysis, the calibration of
the TDC leads to a 0.4 ns uncertainty in the TOF mea-
surement. Alignment uncertainties in the detector setup
produce a 0.3 ns error and the width of flash gamma-ray
peak incurs a further 1.1 ns. In total a 1.2 ns uncertainty
is assigned to the TOF measurement, which corresponds
to a 1 MeV uncertainty in the kinetic energy reconstruc-
tion and 1% error at the flux peak.
Contamination in the flux peak region from the for-
mer previous beam bunches or environmental neutrons
was estimated by comparing the event rate in the region
between the flash gamma-ray and the neutron peaks to
that in the neutron peak region in Figure 5. The con-
tamination amount is found to be less than 0.3%.
E. Neutron beam profile
In order to reduce neutron backgrounds in the gamma-
ray detectors resulting from direct exposure to the beam,
a profile scan was conducted ahead of the gamma-ray
measurements. During the scan the BC-501A scintilla-
tor’s center was shifted from directly on the beam axis
to 20 cm perpendicularly off-axis in steps of 4 cm. The
flux was measured using the same method as described
above and the result appears in Figure 9. The neutron
flux at 20 cm away from the beam center is smaller than
that at the center by more than two orders of magni-
tude. Further, since this is outside expected beam profile
as determined by the collimator (10 cm from the beam
center), the gamma-ray detectors were placed in this po-
sition. Neutron backgrounds at this position were mea-
sured with the CsI(Tl) detector as explained in Section V.
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FIG. 9. Neutron beam profile as measured by the BC-501A
detector.
IV. GAMMA-RAY PRODUCTION
A. Gamma-ray spectrum
Figures 10 and Figure 11 show the deposited energy of
events in the the LaBr3(Ce) and HPGe detectors, respec-
tively. In both figures, the red (blue) spectrum represents
the result from measurements with (without) water. The
vertical axes are normalized by the solid angle covered by
the acrylic vessel from the Li target and by the number of
incident protons. The bottom panel of the HPGe figure
shows just the region between 3 and 8 MeV. Several peaks
are observed both in the LaBr3(Ce) and the HPGe detec-
tors, while others are not as apparent in the LaBr3(Ce)
spectrum because of its lower energy resolution. Detailed
descriptions on behind processes are given below.
To infer the kinetic energies of neutrons producing the
gamma-rays observed in the LaBr3(Ce) detector, its tim-
ing information is used to perform a TOF analysis similar
to that explained in Section III. The gamma-ray event
timing is corrected for time-walk effects and the distance
between the detector and acrylic vessel when reconstruct-
ing these kinetic energies. Figure 12 shows the distribu-
tion of inferred neutron kinetic energies. The neutron
flux peak and width are consistent with the measure-
ment from the BC-501A scintillator. Since there is a large
background from scattered neutrons expected at low en-
ergies only the peak region (72 < Ekin < 82 MeV) is
used in the cross section measurement below. Figure 13
shows the gamma-ray energy spectrum taken with the
LaBr3(Ce) after selecting for inferred neutron kinetic en-
ergies of 72 < Ekin < 82 MeV. The figure shows the spec-
trum after subtracting the empty container data from the
water-filled data.
7B. Peak identification
The gamma-rays of primary interest to the present
measurement, their parent nuclei, and the physics pro-
cesses that produce them are summarized in Table II.
Parent nuclei are identified by the peak gamma-ray en-
ergy and its width. The energy resolution (RE [%]) is
determined by fitting to the calibrated spectrum using
RE = p0 + p1/
√
E, where E [MeV] denotes the observed
energy. The fitted results are p0 = −0.39 ± 0.07 and
p1 = 3.14 ± 0.14. Gamma-ray peaks that are wider
than the expected detector resolution are considered to
be due to Doppler broadening from interactions involv-
ing a heavy particle, such as an alpha particle in the
4.44 MeV peak.
The 6.13 MeV gamma-ray from the excited state of 16O
can be clearly seen in both the LaBr3(Ce) and HPGe de-
tectors (Figures 10 and 11, respectively). Inelastic scat-
tering of the form (n,n′) is expected to produce this ex-
cited state. The observed peak appears stronger in the
spectrum without the neutron energy cut, as there is a
large contribution to this process from lower energy neu-
trons. On the other hand, with the energy cut the peak
(Figure 13), the peak is reduced relative to others in the
spectrum.
In the HPGe spectrum the 5.27 MeV gamma-rays
from 15N ( 52
+
) are observed clearly. Though they
also observed in the LaBr3(Ce) detector, the back-
ground is larger. Possible processes that produce this
gamma-ray are nucleon knock out, 16O(n,np), flipping
a deuteron, 16O(n,d), or nuclear decay from an excited
state of 16O with proton emission via the inelastic pro-
cess (16O∗ →15 N∗ + p). Although the present work does
not have the ability to distinguish between these produc-
tion mechanisms, it is worth noting that theory predicts
the cross section for 16O(n,np) decreases with energy up
until at least 60.7 MeV [25] and in electron scattering
15N ( 32
−
) is the expected to be dominant excitation for
proton knock-out reactions [26, 27]
The 4.44 MeV peak from 12C (2+) was also observed.
Here alpha knock-out, 16O(n,nα) or the decay of 16O with
a alpha emission (16O∗ →12 C∗ + α) (c.f. Ref. [25]) are
processes contributing to this peak. As in the 5.27 MeV
case, these processes cannot be separated so an inclusive
measurement is conducted.
For similary processes but with neutron knock-out, the
5.18 MeV gamma-ray from 15O ( 12
+
) is expected, but was
not observed in this experiment. This can be understood
by the fact that the minimum excition energy required
for the decay to occur, 15.66 MeV, is higher than that
for both decay with a proton emission (12.13 MeV) and
with an alpha (7.16 MeV).
The 3.84 MeV gamma-rays from 17O are thought to
arise from thermal neutron capture by 16O. On the
other hand, 3.68 MeV gamma-rays are considered to
come from 13C generated by (n, α) reactions with 16O.
Both gamma-rays are only clearly visible in the HPGe
spectrum.
In addition to the above, there are several other peaks
that cannot be attributed to neutron-oxygen reactions.
For instance, the 2.22 MeV and 7.63 MeV peaks are likely
due to neutron capture processes on 1H and 56Fe, respec-
tively. Other peaks such as the 1.46 MeV gamma from
40K and the 2.61 MeV gamma from 261Tl can be made
by a number of reactions with neutrons and materials in
the beamline.
In what follows the gamma-ray production cross sec-
tions for the three peaks at 6.13 MeV, 5.27 MeV, and
4.44 MeV are measured. Since the 5.27 MeV and
4.44 MeV photo-absorption peaks suffer large contami-
nation from neighboring gamma-rays, the single escape
(S.E.) peak for the 5.27 MeV and the double escape
(D.E.) peak for the 4.44 MeV are used. The neutron-
capture-induced 3.84 MeV gamma-ray discussed above
is out of this paper’s scope and is not treated further.
Finally, the cross section for the 3.68 MeV peak cannot
be measured as it was not seen clearly in the LaBr3(Ce)
scintillator.
C. Signal counting window
For all cross section measurements other than the
4.44 MeV gamma-ray a signal event window is defined as
E ± 2δE , where E is the peak position in MeV and δE is
the detector resolution as obtained by δE = E×RE/100.
Due to the uncertainty in the resolution (i.e. the errors
on p0 and p1 above) there is uncertainty in the size of the
signal window which is treated as a systematic error. For
the calculation of the sytematic uncertainty on the cross
section, three window sizes, nominal, small, and large are
defined, reflecting the original window and its smallest
and largest sizes after adjusting δE in the window defi-
nition by its 1σ uncertainty. The signal and background
expectations are counted for these three windows and the
largest difference from the nominal window used case is
taken as a systematic error. For the 4.44 MeV D.E. peak
the result of a Gaussian fit (mean µ4.44 and width σ4.44)
is used to determine the signal window, since the resolu-
tion at this energy does not follow the formula above due
to Dopple broadening. For this peak the signal window
is defined as µ4.44±1σ4.44 region, to limit contamination
from neigboring peaks. The resulting event counts for
all considered gamma-rays (Nall) and the three window
sizes are shown in Table III with the count of background
events for each signal counting window. A detailed ex-
planation of the background treatment is given below.
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FIG. 10. Energy spectra (QDC channel) of the LaBr3(Ce) detector from measurements with (red) and without (blue) water in
the target vessel. Here S.E. and D.E. represent the single and the double escape peaks, respectively. The conversion function
from QDC channel (Q) to energy in MeV (E) is obtained from the calibration to be E = −0.2715 + 1.155× 10−3 ·Q+ 8.960×
10−7 ·Q2 − 4.354× 10−10 ·Q3 + 1.157× 10−13 ·Q4.
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FIG. 11. Energy spectra of the HPGe detector from measurements with (red) and without (blue) water in the target vessel.
The bottom panel is a zoom of the top panel in the energy region between 3 and 8 MeV. Here S.E. and D.E. represent the
single and the double escape peak, respectively.
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FIG. 12. Neutron kinetic energy distribution inferred from timing information from gamma-rays observed in the LaBr3(Ce)
detector.
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FIG. 13. Energy spectrum (QDC channel) of the LaBr3(Ce) detector with the neutron kinetic energy cut of 72 < Ekin < 82 MeV.
Here the no-water measurement has been subtracted from the spectrum. The regions indicated by arrows correspond to the
signal counting windows used for the cross section measurement of each peak. The conversion function from QDC channel (Q)
to energy in MeV (E) is E = −0.2715 + 1.155× 10−3 ·Q+ 8.960× 10−7 ·Q2 − 4.354× 10−10 ·Q3 + 1.157× 10−13 ·Q4.
TABLE II. Observed gamma-ray peaks from neutron-16O reactions with their parent nuclei and parent physics processes.
Energy [MeV] Parent nucleus (Jpi) Physics process
6.13 16O (3−) 16O(n,n′)16O∗
5.27 15N ( 5
2
+
) 16O(n,n′)16O∗ then 16O∗ →15 N∗ + p, or 16O(n, np)15N∗, or 16O(n, d)15N∗
4.44 12C (2+) 16O(n, n′)16O∗ then 16O∗ →12 C∗ + α, or 16O(n, nα)12C∗
3.84 17O ( 5
2
−
) neutron capture by 16O
3.68 13C ( 3
2
−
) 16O(n, α)13C∗
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D. Gamma-ray detection efficiency
The gamma-ray detection efficiency (including the de-
tector acceptance) of the LaBr3(Ce) detector is calcu-
lated using a Geant4-based [28] simulation of the exper-
iment. The calculated detection efficiencies are 0.0049%
for the 6.13 MeV, 0.0061% for the 5.27 MeV S.E., and
0.0053% for the 4.44 MeV D.E. peaks. In the efficiency
calculation, the continuous contribution is subtracted by
the same method as explained in the next section.
V. BACKGROUND ESTIMATION
A. Non-water background
Backgrounds arising from neutron interactions with
objects other than the primary water target are esti-
mated using measurements with the empty container and
subtracted out as shown in Figure 13. The results for
each peak and signal counting window are shown in Ta-
ble III as Nnon-waterbkg . Overall these backgrounds are a
15∼30% contamination. The uncertainty in the back-
ground is estimated using the calibration error and sta-
tistical error. Here the calibration error is negligible and
the statistical uncertainty is 4% for the 6.13 MeV, 3% for
the 5.27 MeV, and 1% for the 4.44 MeV peaks, respec-
tively.
B. Neutrons scattered off water
Neutrons scattering off the water target and reaching
the LaBr3(Ce) are a potential source of background. The
CsI(Tl) scintillator, with its PSD capabilities, was used
to measure this background. For this measurement the
PSD integration range was optimized for gamma-ray and
neutron discrimination using the figure-of-merit laid out
in Ref. [29]. The CsI(Tl) data contains time information,
then the TOF analysis described above is used to extract
the same energies used in the cross section analysis. The
result is shown in Figure 14. Here three populations are
seen: gamma-rays (A), neutrons (B), and and pile-up
events (C). The latter is due to events which have mul-
tiple signals within one Flash-ADC window. Note that
the number of such pile-up events is negligible compared
to the number of gamma-ray events.
The neutron background is calculated in each energy
bin (1 MeV binning for the region between 1 and 8 MeV)
and compared to the number of gamma-ray events. Mea-
surements with both the water-in and empty container
were performed, and the latter was subtracted from the
former. The resulting neutron contamination rate is
found to be less than 1% for all energy bins and is negli-
gible compared to the total systematic error in the cross
section measurement. Even taking into account the dif-
ference in material density of CsI(Tl) and LaBr3(Ce),
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FIG. 14. Distribution of the ratio of the integrated tail to
total signal pulse of the CsI(Tl) pulse height as a function of
energy. The tail is defined by the area 1.47 µs after the start
of the time window. Three populations are visible, gamma-
rays A, neutrons B, and pile-up events C.
the neutron contamination rate is still considered to be
negligible in the signal region of 3∼7 MeV.
C. Continuous background
Even after the background subtractions, there is still
a large amount of continuous background remaining as
seen in Figure 13. The contributions from this continuum
is estimated using both sides of the peaks of interest [30].
A linear function passing through the both sides of the
peak is used to estimate the continuous background for
subtraction. The resulting numbers are shown in the
N continuousbkg column of Table III.
VI. CROSS SECTION MEASUREMENT
A. Measurement process
The gamma-ray production cross section (σγ) is calcu-
lated as
σγ =
Nall −Nbkg
φnγT
, (2)
where Nall (Nbkg) represents the normalized number
of all (background) events in the signal counting win-
dow [/sr/µC], φn denotes the normalized neutron flux
[/sr/µC], γ is the calculated gamma-ray detection effi-
ciency, and T is the number of target oxygen nuclei per
unit area [/cm2]. The latter has been calculated using
the geometry of the water target and is estimated to be
8.52× 1023[/cm2]. Other parameters are as described in
the preceeding sections. Background events are consid-
ered from three sources,
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TABLE III. Number of signal and background events for three signal counting windows. Numbers outside parentheses are
normalized to unit [/sr/µC] while numbers inside are raw event counts.
Peak, Signal counting window Nall N
non-water
bkg N
continuous
bkg
6.13 MeV, nominal 18876.9 (5609) 3297.0 (751) 13501.5
6.13 MeV, small 15656.2 (4652) 2691.1 (613) 10122.6
6.13 MeV, large 20095.2 (5971) 3516.5 (801) 14357.2
5.27 MeV (S.E.), nominal 26927.1 (8001) 4719.4 (1075) 16555.3
5.27 MeV (S.E.), small 24416.5 (7255) 4249.6 (968) 15306.7
5.27 MeV (S.E.), large 29441.1 (8748) 5285.7 (1204) 21109.5
4.44 MeV (D.E.), nominal 65428.1 (19441) 19917.9 (4537) 40790.2
4.44 MeV (D.E.), small 62846.8 (18674) 19097.0 (4350) 37847.9
4.44 MeV (D.E.), large 68053.2 (20221) 20730.1 (4722) 42733.9
Nbkg = N
non-water
bkg +N
neutron
bkg +N
continuous
bkg . (3)
Here Nnon-waterbkg is the non-water background, N
neutron
bkg
is the background from neutrons scattered back off the
target, and N continuousbkg is the continuous background. As
explained above the scattered background is negligible.
The other two sources and the total number of events in
the signal counting windows are as shown in Table III.
The cross sections of 6.13 MeV, 5.27 MeV, and
4.44 MeV gamma-ray productions via 77 MeV neutron
reactions on 16O nuclei are measured as follows:
σγ(6.13 MeV) = 4.2± 0.1(stat.)± 0.9(syst.) mb,
σγ(5.27 MeV) = 6.4± 0.1(stat.)± 2.2(syst.) mb,
σγ(4.44 MeV) = 8.3± 0.1(stat.)± 1.6(syst.) mb.
The uncertainties in these measurements are described
in the following section.
B. Statistical and systematic uncertainties
Table IV summarizes the statistical and systematic un-
certainties in the cross section measurement. The statis-
tical error is taken from Nall and N
non-water
bkg and totals
2.0% for the 6.13 MeV, 1.7% for the 5.27 MeV, and 1.0%
for the 4.44 MeV gamma-rays.
Systematic errors on the number of events are esti-
mated simultaneously for the total nmuber of events and
background events. The maximum difference between
the average event count and that of each of the three sig-
nal windows is taken as a systematic error. This results
in errors on the counting procedure in the 6.13 MeV,
5.27 MeV, and 4.44 MeV gamma-ray windows of 19.0%,
32.8%, and 16.1%, respectively.
As explained in Section III the uncertainty in the neu-
tron flux is 10.9%.
TABLE IV. Stasistical and systematic uncertainties [%] in the
gamma-ray production cross section measurement.
Error source 6.13 MeV 5.27 MeV 4.44 MeV
Statistical 2.0 1.7 1.0
Signal counting 19.0 32.8 16.1
Neutron flux 10.9 10.9 10.9
Dtection efficiency 3.8 3.8 3.8
Target material number 0.4 0.4 0.4
Total 22.3 34.8 19.8
The uncertainty in the gamma-ray detection efficiency
is based on the MC simulation settings and the MC
statistical error. A 1% uncertainty is assigned based
on the precision of the detector positioning and geom-
etry. Uncertainties stemming from the simulation set-
tings, such as detector geometry and material assign-
ments, was checked by comparison with data from an
efficiency measurement with a 60Co source. The data and
MC efficiencies agree within 3.4% and this is assigned as
an additional systematic error. Finally, the MC statis-
tical error is 1.7%. In total the systematic error on the
gamma-ray detection efficiency is 3.8%.
Since the measurement precision of the acrylic con-
tainer’s dimensions is 1 mm, there is a 0.4% uncertainty
in the number of target nuclei per unit area. Further, the
natural abundance of 16O is 99.8% so an additional 0.2%
is added to the uncertainty. These errors are combined
to a 0.4% uncertainty on the number of target nuclei.
VII. DISCUSSION
Figure 15 shows the E487 measurement of the
6.13 MeV production cross section in comparison with
similar measurements [31, 32]. Unlike the present re-
sult, Ref. [31] measured the gamma-ray production from
16O(n,n′) reactions from a broadband neutron beam
in conjunction with a TOF cut. The measurement in
Ref. [32] is the corresponding result using 16O(p,p′) re-
actions. It should be noted that it is not straightforward
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to estimate how charge effects contribute to the cross
section measurement. Measurements of the 5.27 MeV
and 4.44 MeV gamma-ray production cross sections are
also presented in Ref. [31], both of which are larger than
the results of this work at similar neutron energies. Fig-
ure 16 shows a comparison of the 4.44 MeV production
cross sections. As there are no data in the nuclear library
EXFOR [33] for the 5.27 MeV gamma-ray at comparable
neutron energies, so no further comparison is presented
here.
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FIG. 15. Comparison of measured 6.13 MeV gamma-ray pro-
duction cross sections. This work is shown by a red square
while the results from R. O. Nelson et al. [31] appear as black
circles and those of F. L. Lang et al. [32] are shown by blue
triangles. Note that the latter is based on measurements of
16O(p, p′γ).
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FIG. 16. Comparison of 4.44 MeV gamma-ray production
cross sections on oxygen. The present result is shown by a
red square while the results of R. O. Nelson et al. [31] appear
as black circles.
The lower cross section in this work could be under-
stood if Ref. [31] might underestimate the contribution
from other energy neutrons due to its broadband flux.
The results presented here represent valuable inputs
to the modelling of gamma-ray production via neutron-
16O reactions. Such reactions are of particular rele-
vance to neutrino-16O neutral-current scattering mea-
surements in water Cherenkov detectors, since they often
accompany secondary neutrons which produce gamma-
rays that mimic those of the primary neutrino interaction
[11, 34]. Similarly, these data are expected to be bene-
ficial to water Cherenkov experiments seeking to mea-
sure the final state neutron multiplicity of neutrino in-
teractions, such as the ANNIE experiment [35, 36], be-
cause understanding neutron transport and subsequent
gamma-ray production are essential for identifying the
signal.
VIII. CONCLUSION
A measurement of gamma-ray emission from neutron-
16O reactions was carried out at RCNP using a
nearly mono energetic 77 MeV neutron beam. In
the experiment gamma-rays were measured using a
LaBr3(Ce) scintillator and other dedicated measure-
ments to understand the incident neutron flux and
expected backgrounds were performed with other de-
tectors. The measured cross sections for 6.13 MeV,
5.27 MeV, and 4.44 MeV gamma-ray production
were σγ(6.13 MeV) = 4.2± 0.1(stat.)± 0.9(syst.) mb,
σγ(5.27 MeV) = 6.4± 0.1(stat.)± 2.2(syst.) mb, and
σγ(4.44 MeV) = 8.3± 0.1(stat.)± 1.6(syst.) mb. This is
the first measurement of these gamma-rays at this en-
ergy with a mono energetic beam. Compared to previ-
ous results with (n,n′) and (p,p′) reactions the present
measurements favors a smaller cross sections. The mea-
surements presented here will be of use for developing
neutron interaction models, particularly for supernova
relic neutrino searches with water Cherenkov detectors,
where neutral-current neutrino scattering accompanied
by neutron-induced gamma-ray production is expected
to be a background.
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