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THE PAD ´E INTERPOLATION METHOD APPLIED TO q-PAINLEV ´E EQUATIONS
II (DIFFERENTIAL GRID VERSION)
HIDEHITO NAGAO
Abstract. Recently we studied Pade´ interpolation problems of q-grid, related to q-Painleve´
equations of type E(1)7 , E
(1)
6 , D
(1)
5 , A
(1)
4 and (A2 + A1)(1). By solving those problems, we could
derive evolution equations, scalar Lax pairs and determinant formulae of special solutions for
the corresponding q-Painleve´ equations. It is natural that the q-Painleve´ equations were derived
by the interpolation method of q-grid, but it may be interesting in terms of differential grid that
the Pade´ interpolation method of differential grid (i.e. Pade´ approximation method) has been
applied to the q-Painleve´ equation of type D(1)5 by Y. Ikawa. In this paper we continue the above
study and apply the Pade´ approximation method to the q-Painleve´ equations of type E(1)6 , D
(1)
5 ,
A(1)4 and (A2 + A1)(1). Moreover determinant formulae of the special solutions for q-Painleve´
equation of type E(1)6 are given in terms of the terminating q-Appell Lauricella function.
1. Introduction
In this paper we continue [13] and apply the Pade´ approximation method to the q-Painleve´
equations of type E(1)6 , D
(1)
5 , A
(1)
4 and (A2 + A1)(1).
1.1. The background of discrete Painleve´ equations.
In Sakai’s theory [21] the discrete Painleve´ equations were classified on the basis of rational
surfaces connected to extended affine Weyl groups. There exist three types of discrete Painleve´
equations in the classification: elliptic difference (e-), multiplicative difference (q-) and additive
difference (d-). The discrete Painleve´ equations of q-difference type are classified as follows:
Z
ր ց
E(1)8 → E
(1)
7 → E
(1)
6 → D
(1)
5
(q-PVI)
→ A(1)4
(q-PV)
→ (A2 + A1)(1)
(q-PIV,q-PIII)
→ (A1 + A′1)(1)
(q-PII)
→ A(1)1
(q-PI)
D6
Here A → B means that B is obtained from A by degeneration.
1.2. The background of the Pade´ method.
Pade´ approximation/interpolation are closely related to Painleve´/Garnier equations. The Pade´
method is a method for giving Painleve´ equations, scalar Lax pairs and determinant formulae
of special solutions simultaneously, by starting from suitable problems of Pade´ approximation
(of differential grid)/interpolation (of difference grid). In [30] Y.Yamada has applied the Pade´
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method to continuous Painleve´ equations of type PVI, PV, PIV and Garnier system by using
differential grid (i.e. Pade´ approximation).
The Pade´ method for discrete Painleve´ equations has been applied to the following types:
(1.1)
e-E(1)8 q-E
(1)
8 q-E
(1)
7 q-E
(1)
6 q-D
(1)
5 q-A
(1)
4 q-(A2 + A1)(1)
[17] [33] [13] [4, 13] [4] [13] [13] [13]
grid elliptic q-quadric q q differential q q q
It is natural that the continuous/discrete Painleve´ equations were derived by the interpolation
of differential/difference grid respectively. Here it may be interesting to note that the Pade´
approximation method of differential grid (i.e. Pade´ approximation) has been applied to the
type q-D(1)5 in [4]. In this paper differential grid is applied to type q-E(1)6 , q-D(1)5 , q-A(1)4 and
q-(A2 + A1)(1).
Remark 1. On the key points of the Pade´ method
There are two key points to apply the Pade´ approximation/interpolation method [4, 13, 17,
33]. The first key point is the appropriate choice of approximated/interpolated functions (see Ta-
ble (2.2) and Remark 4). The second key point is to consider two linear q-difference three term
relations (2.6) satisfied by the error terms of the Pade´ approximation/interpolation problems.
Then the error terms can be expressed in terms of special solutions of q-Painleve´ equations.
Therefore the q-difference relations are the main subject in our study, and they naturally give
the evolution equations, the Lax pairs and the special solutions for the corresponding q-Painleve´
equations.
Remark 2. On a connection between the Pade´ method and the theory of semiclassical
orthogonal polynomials
The connection between semiclassical orthogonal polynomials (classical orthogonal poly-
nomials related to a suitable weight function) and Painleve´/Garnier systems has been demon-
strated in [11]. It has been shown that coefficients of three term recurrence relations, satisfied
by several semiclassical orthogonal polynomials, can be expressed in terms of solutions of
Painleve´/Garnier systems (see [1, 15, 18, 26, 27, 28, 29] for example). Thus there exists a close
connection between the Pade´ method and the theory of semiclassical orthogonal polynomials.
Namely, using both approaches, we can obtain the evolution equations, the Lax pairs and the
special solutions for the corresponding Painleve´/Garnier systems. (The theory of semiclassical
orthogonal polynomials is more general and the Pade´ method is simpler. For example their
relation was briefly proved in [30].) 
1.3. The purpose and the organization of this paper.
The purpose of this paper is to apply the Pade´ approximation method to type q-E(1)6 , q-D
(1)
5 , q-
A(1)4 and q-(A2 +A1)(1). As the main results given in Section 3, the following items are presented
for each type.
(a) Setting of the Pade´ approximation problem,
(b) Contiguity relations,
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(c) The Painleve´ equation,
(d) The Lax pair,
(e) Special solutions.
This paper is organized as follows: In Section 2 we explain the Pade´ approximation method
applied to the q-Painleve´ equations, namely the methods for the items (a)–(e) above. In Section
3 we present these main results for type q-E(1)6 , q-D
(1)
5 , q-A
(1)
4 and q-(A2 +A1)(1). In Section 4 we
give a summary and discuss some future problems.
2. Pade´ approximation method of differential grid
In this section we explain the methods for deriving the items (a)–(e) in the main results given
in Section 3. These contents of the items (b)–(d) below (i.e. Subsection 2.2, 2.3 and 2.4) are
almost the same as the items (b)–(d) in Section 2 of [13].
2.1. (a) Setting of the Pade´ approximation problem.
Let us consider the following approximation problem (of differential grid):
For a given function Y(x), we look for functions Pm(x) and Qn(x) which are polynomials of
degree m and n ∈ Z≥0, satisfying the approximation condition
(2.1) Y(x) ≡ Pm(x)Qn(x) (mod x
m+n+1).
We call this problem the ”Pade´ approximation problem (of differential grid)”. Then the function
Y(x) is called the ”generating function” (because Y(x) generates the coefficients pk in power
series (2.13) in the item (e) below, i.e. Subsection 2.5), and the polynomials Pm(x) and Qn(x) are
called ”approximating polynomials” respectively. The explicit expressions of the polynomials
Pm(x) and Qn(x), which are used in the computations for the item (e) above, are given in the
formulae (2.14) and (2.20) (see the item (e) below).
Remark 3. On the common normalization factor of the polynomials Pm(x) and Qn(x)
The common normalization factor of the approximating polynomials Pm(x) and Qn(x) is not
determined by the condition (2.1). However this normalization factor is not essential for our
arguments, i.e. the main results in Section 3 (see Remark 5). 
Fix a complex parameter q (0 < |q| < 1). Let ai, bi ∈ C× be complex parameters. We establish
the approximation problems (2.1) by specifying the generating functions Y(x) as follows:
(2.2)
q-E(1)6 q-D
(1)
5 q-A
(1)
4 q-(A2 + A1)(1)
Y(x)
3∏
i=1
(aix; q)∞
(bix; q)∞
2∏
i=1
(aix; q)∞
(bix; q)∞
(a1x, a2x; q)∞
(b1x; q)∞ (a1x, a2x; q)∞
a1a2a3qm
b1b2b3qn
= 1
q-HGF 3ϕ2 2ϕ1 2ϕ1 1ϕ1
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Here
a1a2a3qm
b1b2b3qn
= 1 is a constraint for the parameters in the case q-E(1)6 , and the q-shifted
factorials are defined by
(2.3) (a1, a2, · · · , ai; q) j :=
j−1∏
k=0
(1 − a1qk)(1 − a2qk) · · · (1 − aiqk)
and the q-HGFs (i.e. the q-hypergeometric functions [2]) defined by
(2.4) kϕl
(
a1, · · · , ak
b1, · · · , bl
; q, x
)
:=
∞∑
s=0
(a1, · · · , ak; q)s
(b1, · · · , bl, q; q)s
[
(−1)sq(s2)
]1+l−k
xs
with (s2) = s(s − 1)/2.
The hypergeometric solutions to the q-Painleve´ equations of type E(1)6 , D
(1)
5 , A
(1)
4 and (A2 +
A1)(1) were given in terms of the q-hypergeometric functions 3ϕ2, 2ϕ1, 2ϕ1, and 1ϕ1 respectively
in [6]. The functions Y(x) in Table (2.2) generate the coefficients pk in power series (2.13) in
terms of the terminating q-hypergeometric functions 3ϕ2 (3.13) (see Remark 7), 2ϕ1 (3.25), 2ϕ1
(3.36), and 1ϕ1 (3.47).
Remark 4. On the choice of the generating functions Y(x)
One may wonder how the generating functions Y(x) are appropriately chosen. However there is
no theoretical choice of the functions Y(x) in the Pade´ approximation method as far as we know.
We chose the functions Y(x) to type E(1)6 , A(1)4 and (A2 + A1)(1) by a extension and reductions
from the generating function to type D(1)5 given in [4]. 
Let us consider yet another Pade´ problem where some parameters ai, bi,m and n in the gen-
erating functions Y(x) are shifted. The parameter shift operators T are given as follows:
(2.5)
parameter
q-E(1)6 (a1, a2, a3, b1, b2, b3,m, n) 7→ (qa1, a2, a3, qb1, b2, b3,m, n)
q-D(1)5 (a1, a2, b1, b2,m, n) 7→ (qa1, a2, qb1, b2,m, n)
q-A(1)4 (a1, a2, b1,m, n) 7→ (qa1, a2, qb1,m, n)
q-(A2 + A1)(1) (a1, a2,m, n) 7→ (qa1, a2,m, n)
Here the operators T are called the ”time evolutions”, because they specify the directions of the
time evolutions for q-Painleve´ equations.
2.2. (b) Contiguity relations.
Let us consider two linear three term relations: L2(x) = 0 between y(x), y(qx), y(x) and L3(x) = 0
between y(x), y(x), y(x/q) satisfied by fundamental solutions y(x) = Pm(x), Y(x)Qn(x), where L2
and L3 are given as expressions
L2(x) ∝
∣∣∣∣∣∣∣∣∣
y(x) y(qx) y(x)
Pm(x) Pm(qx) Pm(x)
Y(x)Qn(x) Y(qx)Qn(qx) Y(x)Qn(x)
∣∣∣∣∣∣∣∣∣ ,
L3(x) ∝
∣∣∣∣∣∣∣∣∣
y(x) y(x) y(x/q)
Pm(x) Pm(x) Pm(x/q)
Y(x)Qn(x) Y(x)Qn(x) Y(x/q)Qn(x/q)
∣∣∣∣∣∣∣∣∣ .(2.6)
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Then the linear relations L2 = 0 and L3 = 0 are called the ”contiguity relations”, and the conti-
guity relations are the main subject in our study. Here for any object F the corresponding shifts
are denoted as F := T (F) and F := T−1(F), and the shift operator T acts on parameters given
in Table (2.5).
We show the method of computation of the contiguity relations L2 = 0 and L3 = 0.
Set y(x) :=
[
Pm(x)
Y(x)Qn(x)
]
and define Casorati determinants Di(x) by
(2.7) D1(x) := det[y(x), y(qx)], D2(x) := det[y(x), y(x)], D3(x) := det[y(qx), y(x)].
Then the expressions (2.6) can be rewritten as follows:
(2.8) L2(x) ∝ D1(x)y(x) − D2(x)y(qx) + D3(x)y(x),L3(x) ∝ D1(x/q)y(x) + D3(x/q)y(x) − D2(x)y(x/q).
Define basic quantities G(x), K(x) and H(x) (e.g. (3.5), (3.17)) by
(2.9) G(x) := Y(qx)/Y(x), K(x) := Y(x)/Y(x), H(x) := L.C.M(Gden(x), Kden(x)).
Here Gden(x) and Gnum(x) are defined as the polynomials of the denominator and the numerator
in G(x) respectively, and Kden(x) and Knum(x) are similarly defined. For example in case of q-
E(1)6 , Gden(x) =
∏3
i=1(1 − aix), Gnum(x) =
∏3
i=3(1 − bix), Kden(x) = 1 − a1x, Knum(x) = 1 − b1x
(see eq.(3.5)). Substituting these quantities into the determinants (2.7), we obtain the following
expressions:
(2.10)
D1(x) = Y(x)Gden(x) {Gnum(x)Pm(x)Qn(qx) −Gden(x)Pm(qx)Qn(x)} ,
D2(x) = Y(x)Kden(x)
{
Knum(x)Pm(x)Qn(x) − Kden(x)Pm(x)Qn(x)
}
,
D3(x) = Y(x)H(x)
{
H(x)
Kden(x)Knum(x)Pm(qx)Qn(x) −
H(x)
Gden(x)Gnum(x)Pm(x)Qn(qx)
}
.
Using the approximation condition (2.1) and the form of the basic quantities G(x), K(x), H(x)
(e.g. eqs.(3.5), (3.17)), we can investigate positions of zeros (e.g. x = 0) and degrees of the
polynomials (e.g. Gnum(x)Pm(x)Qn(qx) −Gden(x)Pm(qx)Qn(x)) within braces { } of the expres-
sions (2.10). Then we can simply compute the determinants Di(x) (e.g. eqs.(3.6), (3.18)) except
for some factors such as 1 − f x, 1 − x/g and ci in Di(x), where f , g and ci are constants with
respect to x (see Remark 6). In this way we obtain the contiguity relations L2 = 0 and L3 = 0
(e.g. eqs.(3.7), (3.19)).
Remark 5. On the gauge invariance of the product C0C1
When the common normalization factor of the approximating polynomials Pm(x) and Qn(x) is
changed, an x-independent gauge transformation of y(x) is induced in the contiguity relations
L2 = 0 and L3 = 0. Under the x-independent gauge transformation of y(x): y(x) 7→ Gy(x),
the coefficients of y(x), y(x/q), y(x) and y(x), y(x), y(x/q) in L2 = 0 and L3 = 0 (2.8) change as
follows:
(2.11) (D1(x) : D2(x) : D3(x)) 7→ (GD1(x)/G : D2(x) : D3(x))(D1(x/q) : D3(x/q) : D2(x)) 7→ (GD1(x/q)/G : D3(x/q) : D2(x)).
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The coefficients C0 and C1 in L2 = 0 and L3 = 0 (e.g. eqs.(3.7), (3.19)) are defined as the
normalization factors of the coefficients of y(x) and y(x) respectively. Then C0 and C1 change
under the gauge transformation, but the product C0C1 is a gauge invariant quantity. Moreover
C0 and C1 do not appear in the final form of the q-Painleve´ equations (e.g. eqs.(3.8), (3.20)). 
Remark 6. On two meanings of variables f , g and parameters m, n
We use f and g with two different meanings. The first meaning is constants (i.e. special so-
lutions) f and g which are explicitly determined in terms of parameters ai, bi,m and n by the
Pade´ approximation problem (e.g. eqs.(3.6), (3.7), (3.12), (3.18), (3.19), (3.24)). The second
meaning is generic variables (i.e. generic solutions) f and g apart from the Pade´ approximation
problem (e.g. eqs.(3.8), (3.11), (3.20), (3.23)), namely f and g are unknown functions in the
q-Painleve´ equation. In the items (c), (d) (resp. in the items (b), (e)) we consider f and g in the
second meaning (resp. in the first meaning).
Similarly we use m and n with two meanings. In the first meaning m and n ∈ Z≥0 are integer
parameters (e.g. eqs.(3.3), (3.6), (3.7), (3.15), (3.18), (3.19)). In the second meaning m and n
∈ C× are generic complex parameters, namely qm and qn are replaced by generic parameters a0
and b0 respectively (e.g. eqs.(3.8), (3.11), (3.20), (3.23)). In the items (c), (d) (resp. in the items
(a), (b), (e)) we consider f and g in the second meaning (resp. in the first meaning). Then the
result of the compatibility of the contiguity relations L2 = 0 and L3 = 0 also holds with respect
to the second meaning. 
2.3. (c) The q-Painleve´ equation.
Let us consider generic variables f , g and generic parameter a0, b0 as in the second meaning in
Remark 6, we can derive the q-Painleve´ equation as the necessary condition for the compat-
ibility of the contiguity relations L2 = 0 and L3 = 0 (e.g. eqs.(3.7), (3.19)). Computing the
compatibility condition, we determine three variables g, f and C0C1. Expressions for variables
g and f are obtained in terms of variables f and g. An expression for the product C0C1 is
obtained in terms of variables f , g and f (and hence in terms of variables f and g).
The first and the second expressions are the q-Painleve´ equation (e.g. eqs.(3.8), (3.20)). The
third expression is a constraint for the product C0C1 (e.g. eqs.(3.9), (3.21)).
2.4. (d) The Lax pair.
Let us consider two linear three term equations for the unknown function y(x): L1(x) = 0
between y(qx), y(x), y(x/q) and L2(x) = 0 between y(x), y(qx), y(x), where L1 and L2 are given
as expressions
(2.12) L1(x) = A1(x)y(x/q) + A2(x)y(x) + A3(x)y(qx),L2(x) = A4(x)y(x) + A5(x)y(x) + A6(x)y(qx).
The linear three term equations L1 = 0 and L2 = 0 (2.12) are called the ”scalar Lax pair”, when
the compatibility condition of the linear equations L1 = 0 and L2 = 0 (2.12) is equivalent to a
q-Painleve´ equation.
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We present how to compute the scalar Lax pair. Similarly to the item (c), let us consider
generic variables f , g and generic parameter a0, b0 as in the second meaning in Remark 6. The
Lax pair L1 = 0 and L2 = 0, which satisfies the compatibility condition, is derived using the
results of the items (a)–(c) as follows: The Lax equation L2 = 0 (e.g. eqs.(3.11), (3.23)) in the
item (d) is the same as the contiguity relation L2 = 0 (e.g. eqs.(3.7), (3.19)) in the item (b)
under an x-independent gauge transform of y(x) and changes of parameters. We can obtain the
Lax equation L1 = 0 as follows: First combining the contiguity relations L2 = 0 and L3 = 0
(e.g. eqs.(3.7), (3.19)) under generic variables f , g and generic parameters a0, b0, one obtains
a linear equation between the three terms y(qx), y(x) and y(x/q) (See the figure below), whose
coefficient functions depend on the variables f , g, f ,C0 and C1. However the variables C0 and
C1 appear through the product C0C1. Therefore expressing f (e.g. eqs.(3.8), (3.20)) and C0C1
(e.g. eqs.(3.9), (3.21)) in terms of f and g only, one obtains the Lax equation L1 = 0 (e.g.
eqs.(3.11), (3.23)).
y(x/q) y(x)
y(x/q) y(x) y(qx)L1(x)
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
L2(x/q)
L3(x)
❅
❅
❅
❅
❅
❅
❅
L2(x)
Then, under generic variables f , g and generic parameters a0, b0, the q-Painleve´ equation
(e.g. eqs.(3.8), (3.20)) is sufficient for the compatibility of the Lax pair L1 = 0 and L2 = 0 (e.g.
eqs.(3.11), (3.23)). The similar proofs have already been given in [8, 31, 32].
2.5. (e) Special solutions.
By construction, expressions for constants f and g as in the first meaning in Remark 6 give a
special solution for the q-Painleve´ equation. We present how to compute determinant formulae
of the special solutions f and g.
We derive the formulae (2.14) which are convenient for computing the special solutions f and
g. We can assume the power series
(2.13) Y(x) =
∞∑
k=0
pk xk, p0 = 1, pi = 0 (i < 0)
since the generating functions Y(x) in Table (2.2) are holomorphic near x = 0. Then for each
type of the functions Y(x), the coefficients pk (e.g. eqs.(3.25), (3.36)) are given respectively as
the terminating cases of q-hypergeometric functions defined by eq.(2.4).
For a given function Y(x), the polynomials Pm(x) and Qn(x) of degree m and n for the ap-
proximation condition (2.1) are given by the following determinant expressions:
(2.14) Pm(x) =
m∑
i=0
s(mn,i)xi, Qn(x) =
n∑
i=0
s((m+1)i,mn−i)(−x)i
where sλ is the Schur function defined by the Jacobi-Trudi formula
(2.15) s(λ1,··· ,λl) := det(pλi−i+ j)li, j=1.
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We show the derivation of the expressions (2.14) as follows: The approximating polyno-
mial Qn(x) satisfying the condition (2.1) can be given as the second expression of eq.(2.14) by
Cramer’s rule. The approximating polynomial Pm(x) satisfying the condition (2.1) is given by
the following computation: By using the relation
(2.16) xnY(x) =
∞∑
k=0
pk xk+n =
∞∑
k=0
pk−n xk,
we have
Y(x)Qn(x) =
∣∣∣∣∣∣∣∣∣∣∣∣
pm pm+1 · · · pm+n
...
. . .
. . .
...
pm−n+1 · · · pm pm+1
xnY(x) · · · xY(x) Y(x)
∣∣∣∣∣∣∣∣∣∣∣∣
=
∞∑
k=0
∣∣∣∣∣∣∣∣∣∣∣∣
pm pm+1 · · · pm+n
...
. . .
. . .
...
pm−n+1 · · · pm pm+1
pk−n · · · pk−1 pk
∣∣∣∣∣∣∣∣∣∣∣∣
xk =
∞∑
k=0
s(mn,k)xk.
(2.17)
Here we note that
m+n∑
k=m+1
s(mn,k)xk = 0.(2.18)
Substituting the relation (2.18) into the expression (2.17), we obtain
(2.19) Y(x)Qn(x) =
( m∑
k=0
+
∞∑
k=m+n+1
)
s(mn,k)xk.
Hence the desired polynomial Pm(x) is given as the first expression of the formulae (2.14).
Furthermore the polynomials Pm(x) and Qn(x) in the formulae (2.14) can be expressed in
terms of a single determinant as
(2.20) Pm(x) = xms(mn+1)|pi→∑ij=0 x− j pi− j , Qn(x) = (−x)
ns((m+1)n)|pi→pi−x−1 pi−1 .
The formulae (2.14) and (2.20) have already appeared in [30].
Then we apply the general results described above to the case N = 1 (3.15) and N = 2 (3.3)
of the function ψ(x) := ∏N+1i=1 (aix)∞(bix)∞ , which can be written as
(2.21) ψ(x) = exp
( ∞∑
k=1
N+1∑
s=1
bks − aks
k(1 − qk) x
k
)
=
∞∑
k=0
pk xk.
We note that this kind of expression (2.21) has already appeared in [25].
We show the method of computation of the special solutions f and g.
The expressions for the special solutions f and g can be derived by comparing the determinants
Di(x) in eq.(2.10) and Di(x) (e.g. eqs.(3.6), (3.18)) in the item (b) as the identity with respect to
the variable x and applying the formulae (2.14) and (2.20).
For example the computation for the case q-E(1)6 is as follows: Substituting x = 1/ai (i = 1, 2)
into the determinants D1(x) in eq.(2.10) and D1(x) in (3.6) respectively, we obtain an expression
for the special solution f in the first equation of eq.(3.12) by comparing the two expressions for
D1(x) and applying the formulae (2.20). Similarly substituting x = 1/bi (i = 2, 3) into the
determinants D3(x) in eq.(2.10) and D3(x) in eq.(3.6) respectively, we obtain an expression for
the special solution g in the second equation of eq.(3.12) by comparing the two expressions for
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D3(x) and applying the formulae (2.20).
3. Main results
In this section for each case q-E(1)6 , q-D
(1)
5 , q-A
(1)
4 and q-(A2 + A1)(1), we present the results
obtained through the method, which was explained in Section 2.
We use the following notations:
(3.1)
a1a2 · · · an/b1b2 · · · bn :=
a1a2 · · · an
b1b2 · · · bn
,
τm,n := s(mn),
Tai(F) := F |ai→qai , T−1ai (F) := F |ai→ai/q
for any quantity (or function) F depending on variables ai and bi, and by definition (2.15), the
Schur function s(mn) is expressed as
(3.2) s(mn) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
pm pm+1 · · · pm+n−1
pm−1
. . .
...
... · · ·
. . .
...
pm−n+1 · · · · · · pm
∣∣∣∣∣∣∣∣∣∣∣∣∣
where the element pk is defined in the power series (2.13).
3.1. Case q-E(1)6 .
(a) Setting of the Pade´ approximation problem
In Table (2.2) the generating function and the constraint are established as
(3.3) Y(x) := (a1x, a2x, a3x; q)∞(b1x, b2x, b3x; q)∞ ,
a1a2a3qm
b1b2b3qn
= 1,
and in Table (2.5) the time evolution is chosen as
(3.4) T : (a1, a2, a3, b1, b2, b3,m, n) 7→ (qa1, a2, a3, qb1, b2, b3,m, n).
(b) Contiguity relations
By the definition (2.9) we have the basic quantities
(3.5) G(x) =
3∏
i=1
(1 − bix)
(1 − aix) , K(x) =
1 − b1x
1 − a1x
, H(x) =
3∏
i=1
(1 − aix),
and by the expression (2.10) we obtain the Casorati determinants
(3.6)
D1(x) =: c0(1 − x f )xm+n+1Y(x)/∏3i=1(1 − aix), D2(x) =: c1xm+n+1Y(x)/(1 − a1x),
D3(x) =: c1 a2a3q
mg
b1
(1 − b1x)(1 − x/g)xm+n+1Y(x)/∏3i=1(1 − aix)
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where f , g, c0 and c1 are constants depending on parameters ai, bi ∈ C×(i = 1, 2, 3), m, n ∈ Z≥0
but independent of x. Then the contiguity relations L2 = 0 and L3 = 0 are expressed by
(3.7)
L2(x) = C0(1 − x f )y(x) − (1 − a2x)(1 − a3x)y(qx) + a2a3q
mg
b1
(1 − b1x)(1 − x/g)y(x),
L3(x) = C1(1 − x f /q)y(x) + a2a3q
mg
b1
(1 − a1x)(1 − x/qg)y(x) − qm+n+1(1 − b2x/q)(1 − b3x/q)y(x/q)
where C0 = c0/c1 and C1 = c0/c1.
Take note that in the items (c) and (d) below we study the contiguity relations L2 = 0 and
L3 = 0 (3.7) for generic complex parameters a0 = qm, b0 = qn (m, n ∈ C×) and generic variables
f , g (depending on parameters ai, bi ∈ C×, i = 0, 1, 2, 3) apart from the Pade´ approximation
problem (2.1) with eqs.(3.3) and (3.4). (see Remark 6)
(c) The q-Painleve´ equation
Compatibility of the contiguity relations L2 = 0 and L3 = 0 (3.7) gives the evolution equations
and the constraint on the product C0C1 as follows:
(3.8)
( f g − 1)( f g − 1) = b0b
2
1
a0a
2
2a
2
3
( f − a2)( f − a3)( f − b2)( f − b3)
( f − a1)( f − b1) ,
( f g − 1)( f g − 1) = qa1b1 (g − 1/a2)(g − 1/a3)(g − 1/b2)(g − 1/b3)(g − b1/a0a2a3)(g − qb0b1/a2a3)
and
(3.9) C0C1 = a0(b1 − a0a2a3g)(qb0b1 − a2a3g)/b21.
The evolution equations (3.8) are equivalent to the q-Painleve´ equation of type E(1)6 given in
[4, 6, 8, 13, 19]. The 8 singular points in coordinates ( f , g) are on the two lines f = ∞ and
g = ∞ and one curve f g = 1 as follows:
(3.10) ( f , g) = (1/a2, a2), (1/a3, a3), (1/b2, b2), (1/b3, b3),(a1,∞), (b1,∞), (∞, b1/a0a2a3), (∞, qb0b1/a2a3).
(d) The Lax pair
The contiguity relations L2 = 0 and L3 = 0 (3.7) give two scalar Lax equations L1 = 0 and
L2 = 0 expressed by
(3.11)
L1(x) = a0b0(1 − b1x/q)(1 − b2x/q)(1 − b3x/q)(1 − f x/q)
[
y (x/q) − a1(1 − a2x/q)(1 − a3x/q)b0b2b3(1 − b1x/q)(g − x/q)y(x)
]
+
(1 − a1x)(1 − a2x)(1 − a3x)
q(1 − f x)
[
y(qx) − b0b2b3(1 − b1x)(g − x)
a1(1 − a2x)(1 − a3x) y(x)
]
+
a0a1
b2b3g
[ (
1 − b2b3g
qa0a1
) (
1 − b0b2b3g
a1
)
+
x(1 − a2g)(1 − a3g)(1 − b2g)(1 − b3g)
(1 − f g)(gq − x)
]
y(x),
L2(x) = (1 − x f )y(x) − (1 − a2x)(1 − a3x)y(qx) + a0a2a3gb1 (1 − b1x)(1 − x/g)y(x).
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The scalar Lax pair L1 = 0 and L2 = 0 (3.11) is expected to be equivalent to the 2 × 2 matrix
ones in [23, 29] and the scalar ones in [4, 13, 32] by using suitable gauge transformations of
y(x). (Note that there are some typographical errors in eqs.(30) and (31) in [4], namely the
expressions (b4q′ − z) and Y(x) should read (b4q′ − z)t2 and Y(z) respectively.)
(e) Special solutions
The determinant formulae of the special solutions are given as
(3.12)
1 − f /a1
1 − f /a2 =
a1
∏3
i=1(1 − bi/a1)
a2
∏3
i=1(1 − bi/a2)
Ta1(τm,n+1)T−1a1 (τm+1,n)
Ta2(τm,n+1)T−1a2 (τm+1,n)
,
1 − 1/b2g
1 − 1/b3g
=
b2
∏3
i=2(1 − ai/b2)
b3
∏3
i=2(1 − ai/b3)
T−1b2 (τm,n+1)Tb2(τm+1,n)
T−1b3 (τm,n+1)Tb3(τm+1,n)
.
Here the element pk in the determinant τm,n (3.1) is given by
(3.13) pk =
bk3
(
a3
b3
; q
)
k
(q; q)k ϕ
(2)
D
(
q−k,
a1
b1
,
a2
b2
, q−k+1
b3
a3
; q
b1
a3
, q
b2
a3
)
and ϕ(l)D is the q-Appell Lauricella function (i.e. the multivariable q- hypergeometric function)
[2] defined by
(3.14) ϕ(l)D (α, β1, . . . , βl, γ; z1, . . . , zl) :=
∑
mi≥0
(α)|m|(β1)m1 . . . (βl)ml
(γ)|m|(q)m1 . . . (q)ml
zm11 . . . z
ml
l
where |m| = m1 + . . . + ml.
Remark 7. On the transformation between the terminating ϕ(2)D and the terminating 3ϕ2
The element pk (3.13) expressed by the terminating q-Appell Lauricella series ϕ(2)D is rewritten in
terms of the terminating q-hypergeometric series 3ϕ2 (2.4) (big q-Jacobi polynomials [6, 9, 16])
under the transformation of b3 = qk−1a1a2 and a3 = b1b2. 
These determinant formulae of the q-hypergeometric solutions (3.12) are expected to be
equivalent to those in [4, 13]. (Note that there is a typographical error in eq.(38) in [4],
namely the expression Ta2Ta3(τm,n−1) should read Ta2Ta4(τm,n−1).) Determinant formulae of q-
hypergeometric solutions still have not been given in terms of the non-terminating q-hypergeometric
series 3ϕ2 as far as we know.
3.2. Case q-D(1)5 .
The contents of these subsections (a), (b), (c) are the same as [4].
(a) Setting of the Pade´ approximation problem
In Table (2.2) the generating function is established as
(3.15) Y(x) := (a1x, a2x; q)∞(b1x, b2x; q)∞
and in Table (2.5) the time evolution is chosen as
(3.16) T : (a1, a2, b1, b2,m, n) 7→ (qa1, a2, qb1, b2,m, n).
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(b) Contiguity relations
By the definition (2.9) we have the basic quantities
(3.17) G(x) =
2∏
i=1
(1 − bix)
(1 − aix) , K(x) =
1 − b1x
1 − a1x
, H(x) =
2∏
i=1
(1 − aix),
and by the expression (2.10) we obtain the Casorati determinants
(3.18)
D1(x) =: c0(1 − x f )x
m+n+1Y(x)∏2
i=1(1 − aix)
, D2(x) =: c1x
m+n+1Y(x)
1 − a1x
, D3(x) =: c2(1 − b1x)x
m+n+1Y(x)∏2
i=1(1 − aix)
where f , c0, c1 and c2 are constants depending on parameters a1, a2, b1, b2 ∈ C×, m, n ∈ Z≥0 but
independent of x. Then the contiguity relations L2 = 0 and L3 = 0 are expressed by
(3.19) L2(x) = C0(1 − x f )y(x) − (1 − a2x)y(qx) + (1 − b1x)y(x)/g,L3(x) = C1(1 − x f /q)y(x) + (1 − a1x)y(x)/g − qm+n+1(1 − b2x/q)y(x/q)
where C0 = c0/c1,C1 = c0/c1 and g = c1/c2.
Take note that in the items (c) and (d) we study the contiguity relations L2 = 0 and L3 = 0
(3.19) for generic complex parameters a0 = qm, b0 = qn (m, n ∈ C×) and generic variables f , g
(depending on parameters ai, bi ∈ C×, i = 0, 1, 2) apart from the Pade´ approximation problem
(2.1) with eqs.(3.15) and (3.16). (see Remark 6)
(c) The q-Painleve´ equation
Compatibility of the contiguity relations L2 = 0 and L3 = 0 (3.19) gives the evolution equa-
tions and the constraint on the product C0C1 as follows:
(3.20) gg = 1
qa0b0
( f − a1)( f − b1)
( f − a2)( f − b2) , f f = a2b2
(g − b1/a0a2)(g − a1/b0b2)
(g − 1)(g − 1/qa0b0)
and
(3.21) C0C1 = (1 − g)(1 − qa0b0g)/g2.
The evolution equations (3.20) are equivalent to the q-Painleve´ equation of type D(1)5 given in
[4, 5, 6, 8, 13]. The 8 singular points in coordinates ( f , g) are on the four lines f = 0, f = ∞,
g = 0 and g = ∞ as follows:
(3.22)
( f , g) = (a1, 0), (b1, 0), (0, b1/a0a2), (0, a1/b0b2), (∞, 1), (∞, 1/qa0b0), (a2,∞), (b2,∞).
(d) The Lax pair
THE PAD ´E INTERPOLATION METHOD APPLIED TO q-PAINLEV ´E EQUATIONS II (DIFFERENTIAL GRID VERSION)13
The contiguity relations L2 = 0 and L3 = 0 (3.19) give two scalar Lax equations L1 = 0 and
L2 = 0 expressed by
(3.23)
L1(x) =
[
(1 − g) (1 − qa0b0g) − x (a1 − b0b2g) (b1 − a0a2g)f
]
y(x)
+
g(1 − a1x)(1 − a2x)
1 − f x
[
y(qx) − 1 − b1x
g(1 − a2x)y(x)
]
+
qa0b0g(1 − b1x/q)(1 − b2x/q)
1 − f x/q
[
y (x/q) − g(1 − a2x/q)
1 − b1x/q
y(x)
]
,
L2(x) = (1 − x f )y(x) − (1 − a2x)y(qx) + (1 − b1x)y(x)/g.
The scalar Lax pair L1 = 0 and L2 = 0 (3.23) is equivalent to the 2 × 2 matrix ones in [5, 18]
and the scalar one in [13, 32] by using suitable gauge transformations of y(x).
(e) Special solutions
The determinant formulae of the special solutions are given as
(3.24)
1 − f /a1
1 − f /a2 =
a1
∏2
i=1(1 − bi/a1)
a2
∏2
i=1(1 − bi/a2)
Ta1(τm,n+1)T−1a1 (τm+1,n)
Ta2(τm,n+1)T−1a2 (τm+1,n)
,
g =
a1(1 − b1/a1)
qna2(1 − b2/a2)
Ta1(τm,n+1)T−1a1 (τm+1,n)
Ta2(τm,n+1)T−1a2 (τm+1,n)
where the element pk in the determinant τm,n (3.1) is given by
(3.25) pk = bk2
(a2/b2; q)k
(q; q)k 2ϕ1
( q−k, a1/b1
b2q−k+1/a2
; q,
b1
a2
q
)
.
The element pk (3.25) is expressed in terms of the terminating q-hypergeometric series 2ϕ1 (2.4)
(little q-Jacobi polynomials [6, 9, 16]). These determinant formulae of the q-hypergeometric
solutions (3.24) are expected to be equivalent to those in [13] and the terminating case of those
in [20].
3.3. Case q-A(1)4 .
(a) Setting of the Pade´ approximation problem
In Table (2.2) the generating function is established as
(3.26) Y(x) := (a1x, a2x; q)∞(b1x; q)∞
and in Table (2.5) the time evolution is chosen as
(3.27) T : (a1, a2, b1,m, n) 7→ (qa1, a2, qb1,m, n).
(b) Contiguity relations
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By the definition (2.9) we have the basic quantities
(3.28) G(x) = 1 − b1x(1 − a1x)(1 − a2x) , K(x) =
1 − b1x
1 − a1x
, H(x) = (1 − a1x)(1 − a2x),
and by the expression (2.10) we obtain the Casorati determinants
(3.29)
D1(x) =: c0(1 − x f )x
m+n+1Y(x)
(1 − a1x)(1 − a2x) , D2(x) =:
c1x
m+n+1Y(x)
1 − a1x
, D3(x) =: c2x
m+n+1Y(x)
(1 − a1x)(1 − a2x)
where f , c0, c1 and c2 are constants depending on parameters a1, a2, b1 ∈ C×, m, n ∈ Z≥0 but
independent of x. Then the contiguity relations L2 = 0 and L3 = 0 are expressed by
(3.30) L2(x) = C0(1 − x f )y(x) − (1 − a2x)y(qx) + (1 − b1x)y(x)/g,L3(x) = C1(1 − x f /q)y(x) + (1 − a1x)y(x)/g − qm+n+1y(x/q)
where C0 = c0/c1,C1 = c0/c1 and g = c1/c2.
Take note that in the items (c) and (d) below we study the contiguity relations L2 = 0 and
L3 = 0 (3.30) for generic complex parameters a0 = qm, b0 = qn (m, n ∈ C×) and generic vari-
ables f , g (depending on parameters a0, a1, a2, b0, b1 ∈ C×) apart from the Pade´ approximation
problem (2.1) with eqs.(3.26) and (3.27). (see Remark 6)
(c) The q-Painleve´ equation
Compatibility of the contiguity relations L2 = 0 and L3 = 0 (3.30) gives the evolution equa-
tions and the constraint on the product C0C1 as follows:
(3.31) gg = 1
qa0b0
( f − a1)( f − b1)
f ( f − a2) , f f = −
a1a2
b0
g − b1/a0a2
(g − 1)(g − 1/qa0b0) .
and
(3.32) C0C1 = (1 − g)(1 − qa0b0g)/g2.
The evolution equations (3.31) are equivalent to the q-Painleve´ equation of type A(1)4 given in
[6, 8, 10, 13]. The 8 singular points in coordinates ( f , g) are on the four lines f = 0, f = ∞, g = 0
and g = ∞ as follows:
(3.33) ( f , g) = (a1, 0), (b1, 0), (0, b1/a0a2), (∞, 1), (∞, 1/qa0b0), (a2,∞), (ǫ,−a1/b0ǫ)2
where the last point is a double point at (0,∞) with the gradient f g = −a1/b0. (The meaning of
the double point is also written in [8].)
(d) The Lax pair
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The contiguity relations L2 = 0 and L3 = 0 (3.30) give two scalar Lax equations L1 = 0 and
L2 = 0 expressed by
(3.34)
L1(x) = qa0b0g(1 − b1x/q)f x/q − 1
[
y(x/q) − g(1 − a2x/q)
1 − b1x/q
y(x)
]
+
g(1 − a1x)(1 − a2x)
f x − 1
[
y(qx) − 1 − b1x
g(1 − a2x)y(x)
]
+
[
a1(b1 − a0a2g)x
f − (g − 1)(qa0b0 − 1)
]
y(x),
L2(x) = (1 − x f )y(x) − (1 − a2x)y(qx) + (1 − b1x)y(x)/g.
The scalar Lax pair L1 = 0 and L2 = 0 (3.34) is equivalent to the 2 × 2 matrix one for the
q-Painleve´ equation of type q-P(A4) in [12] and the scalar one in [13] by using a suitable gauge
transformation of y(x).
(e) Special solutions
The determinant formulae of the special solutions are given as
(3.35)
1 − f /a1
1 − f /a2 =
a1(1 − b1/a1)
a2(1 − b1/a2)
Ta1(τm,n+1)T−1a1 (τm+1,n)
Ta2(τm,n+1)T−1a2 (τm+1,n)
,
g =
a1
qna2
Ta1(τm,n+1)T−1a1 (τm+1,n)
Ta2(τm,n+1)T−1a2 (τm+1,n)
where the element pk in the determinant τm,n (3.1) is given by
(3.36) pk = q
(k
2
) (−a2)k
(q; q)k 2ϕ1
(q−k, a1/b1
0
; q,
b1
a2
q
)
.
The element pk (3.36) is expressed in terms of the terminating q-hypergeometric series 2ϕ1 (2.4)
(q-Laguerre polynomials [6, 9, 16]). These determinant formulae of the q-hypergeometric solu-
tions (3.35) are expected to be equivalent to those in [13] and the terminating case of those in [3].
3.4. Case q-(A2 + A1)(1).
(a) Setting of the Pade´ approximation problem
In Table (2.2) the generating function is established as
(3.37) Y(x) := (a1x, a2x; q)∞
and in Table (2.5) the time evolution is chosen as
(3.38) T : (a1, a2,m, n) 7→ (qa1, a2,m, n).
(b) Contiguity relations
By the definition (2.9) we have the basic quantities
(3.39) G(x) = 1(1 − a1x)(1 − a2x) , K(x) =
1
1 − a1x
, H(x) = (1 − a1x)(1 − a2x),
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and by the expression (2.10) we obtain the Casorati determinants
(3.40)
D1(x) =: c0(1 − x f )x
m+n+1Y(x)
(1 − a1x)(1 − a2x) , D2(x) =:
c1x
m+n+1Y(x)
1 − a1x
, D3(x) =: c2x
m+n+1Y(x)
(1 − a1x)(1 − a2x)
where f , c0, c1 and c2 are constants depending on parameters a1, a2 ∈ C×, m, n ∈ Z≥0 but inde-
pendent of x. Then the contiguity relations L2 = 0 and L3 = 0 are expressed by
(3.41) L2(x) = C0(1 − x f )y(x) − (1 − a2x)y(qx) + y(x)/g,L3(x) = C1(1 − x f /q)y(x) + (1 − a1x)y(x)/g − qm+n+1y(x/q)
where C0 = c0/c1,C1 = c0/c1and g = c1/c2.
Take note that in the items (c) and (d) below we study the contiguity relations L2 = 0 and
L3 = 0 (3.41) for generic complex parameters a0 = qm, b0 = qn (m, n ∈ C×) and generic
variables f , g (depending on parameters a0, a1, a2, b0 ∈ C×) apart from the Pade´ approximation
problem (2.1) with eqs.(3.37) and (3.38). (see Remark 6)
(c) The q-Painleve´ equation
Compatibility of the contiguity relations L2 = 0 and L3 = 0 (3.41) gives the evolution equa-
tions and the constraint on the product C0C1 as follows:
(3.42) gg = 1
qa0b0
f − a1
f − a2 , f f = −
a1a2
b0
g
(g − 1)(g − 1/qa0b0)
and
(3.43) C0C1 = (1 − g)(1 − qa0b0g)/g2.
The evolution equations (3.42) are equivalent to the q-Painleve´ equation of type (A2 + A1)(1),
namely PIV, given in [7, 8, 13, 21]. The 8 singular points in coordinates ( f , g) are on the four
lines f = 0, f = ∞, g = 0 and g = ∞ as follows:
(3.44) ( f , g) = (a1, 0), (∞, 1), (∞, 1/qa0b0), (a2,∞), (ǫ,−a1/b0ǫ)2, (ǫ,−ǫ/a0a2)2.
Here the fifth point is a double point at (0,∞) with the gradient f g = −a1/b0 and the sixth point
is a double point at (0, 0) with the gradient g/ f = −1/a0a2. (The meaning of the two double
points are also written in [8].)
(d) The Lax pair
The contiguity relations L2 = 0 and L3 = 0 (3.41) give two scalar Lax equations L1 = 0 and
L2 = 0 expressed by
(3.45)
L1(x) = qa0b0g1 − f x/q
[
y(x/q) − g(1 − a2x/q)y(x)]
+
g(1 − a1x)(1 − a2x)
1 − f x
[
y(qx) − 1
g(1 − a2x)y(x)
]
+
[
a0a1a2gx
f + (g − 1)(qa0b0 − 1)
]
y(x),
L2(x) = (1 − x f )y(x) − (1 − a2x)y(qx) + y(x)/g.
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The scalar Lax pair L1 = 0 and L2 = 0 (3.45) is equivalent to the 2 × 2 matrix one for the
q-Painleve´ equation of type q-P(A5)# in [12] and the scalar one in [13] by using a suitable gauge
transformation of y(x).
(e) Special solutions
The determinant formulae of the special solutions are given as
(3.46)
1 − f /a1
1 − f /a2 =
a1
a2
Ta1(τm,n+1)T−1a1 (τm+1,n)
Ta2(τm,n+1)T−1a2 (τm+1,n)
,
g =
a1
qna2
Ta1(τm,n+1)T−1a1 (τm+1,n)
Ta2(τm,n+1)T−1a2 (τm+1,n)
where the element pk in the determinant τm,n (3.1) is given by
(3.47) pk = (−1)kq
(k
2
) (a2; q)k
(q; q)k 1ϕ1
(q−k
0
; q,
a1
a2
q
)
The element pk (3.47) is expressed in terms of the terminating q-hypergeometric series 2ϕ1 (2.4)
(Stieltjes-Wigert polynomials [6, 9, 16]). These determinant formulae of the q-hypergeometric
solutions (3.46) are expected to be equivalent to those in [13] and the terminating case of those
in [14].
4. Conclusion
4.1. Summary.
In this paper for the generating function Y(x) given in Table (2.2), we established the Pade´ ap-
proximation problem related to the q-Painleve´ equations of type E(1)6 , D
(1)
5 , A
(1)
4 and (A2 + A1)(1).
Then for the time evolution T given in Table (2.5), we established another Pade´ approxima-
tion problem. By solving these problems, we derived the evolution equations, the scalar Lax
pairs and the determinant formulae of the special solutions for the corresponding q-Painleve´
equations. The main results are given in Section 3.
4.2. Problems.
Some open problems related to the results of this paper are as follows:
1. In this paper by choosing certain time evolutions T , we applied the Pade´ method to each
type q-E(1)6 , q-D
(1)
5 , q-A
(1)
4 and q-(A2 + A1)(1). Moreover by choosing other time evolutions,
we can perform similar computations. It may be interesting to study the relation between the
Pade´ approximation method for the various time evolutions and Bac¨klund transformations of
the affine Weyl group, for example the case q-E(1)6 of the interpolation problem in [4].
2. By the results of this paper, it turned out that the Pade´ approximation method could be
applied to the q-Painleve´ equations of type E(1)6 , D
(1)
5 , A
(1)
4 and (A2 + A1)(1). It may be interesting
to study the degenerations between these results.
3. In this paper we applied the Pade´ method of differential grid (i.e. Pade´ approximation) to
the q-Painleve´ equations of type E(1)6 , D
(1)
5 , A
(1)
4 and (A2 + A1)(1). It may be interesting to study
whether the Pade´ method can be also applied to additive difference Painleve´ equations.
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4. It may be interesting to study whether the Pade´ method can be further applied to the other
generalized Painleve´ systems, for example the q-Garnier system in [22] and the higher order
q-Painleve´ system in [24].
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