Abstract-The design of efficient wireless fronthaul connections for future heterogeneous networks incorporating emerging paradigms such as heterogeneous cloud radio access network (H-CRAN) has become a challenging task that requires the most effective utilization offronthaul network resources. In this paper, we propose and analyze possible solutions to facilitate the fronthaul traffic congestion in the scenario of Coordinated Multi-Point (CoMP) for 5G cellular traffic which is expected to reach ZetaByte by 2017. In particular, we propose to use distributed compression to reduce the fronthaul traffic for H-CRAN. Unlike the conventional approach where each coordinating point quantizes and forwards its own observation to the processing centre, these observations are compressed before forwarding. At the processing centre, the decompression of the observations and the decoding of the user messages are conducted in a joint manner. Our results reveal that, in both dense and ultra-dense urban small cell deployment scenarios, the usage of distributed compression can efficiently reduce the required fronthaul rate by more than 50% via joint operation.
I. INTRODUCTION
Every year, mobile data traffic volume increases astronomically due to the recent widespread ubiquitous use of mobile broadband services together with the advent of many smart phones, super-phones and tablets with powerful multimedia capabilities and applications. Moreover, new data services and applications, e.g., emerging 3D multimedia applications, are making the experience of using the mobile broadband better and more exciting. Moreover, the integration of social networking and online video sharing inspires an unprecedented new market -social video which plays an important role on the interplay of social media and online videos. Social video is usually bandwidth-demanding applications, especially for HD-Video or 3D-Video. A report has predicted that 75% of all online videos will be HD by 2015, in addition to the ever-increasing length of videos [1] . The increasing trends in mobile data traffic are expected to maintain the momentum over the next decade and will be complemented by billions of connected devices involved in Machine-Type Communications (MTC). Extrapolation of growing mobile broadband traffic predicts that the future networks are required to be prepared to support up to a thousand fold increase in total mobile broadband traffic by [3] . This prediction assumes a ten-fold increase in mobile broadband subscriber and up to 100 times higher traffic per user. As a result, the current and projected growth of mobile traffic demands the development of the 5th Generation (5G) mobile communications technology.
A. Heterogeneous Networks
5G involves capacity enhancements in multiple dimensions, among which, heterogeneous network (HetNet) is emerging as a promising feature where the network is densified by deploying multiple small cells to improve the coverage and capacity. Small cells are low power, low cost user/operator deployed cells to complement the existing network. HetNet is not about just adding small cells to the networks, rather it is a paradigm shift network densification technology to optimize the user experience and add new features to significantly improve the user experience by oflloading more and more users from coverage cell to small cells and freeing up resources for users on the coverage cell.
As one of the most promising potential solutions to efficiently manage hyper-dense small cell deployment, cloud radio access network (C-RAN) attracted a great deal of attention and the concept of integration of HetNet with C-RAN to form a heterogeneous C-RAN (H-CRAN) has been proposed recently [4] . The traditional C-RAN only consists of a large number of spatially separated small cells and a centralized data processing centre, where the small cells are s irnplified and activated whenever the demand arises and some or all other functionalities, e.g., digital baseband processing, are centralized [5]- [6] . On the contrary, macro cells are also deployed in H-CRAN, which creates a potential opportunity to decouple the control-plane and user-plane. The essence of the control-user plane splitting concept lies in the small cells handling the user traffic while other (macro) cells deal with the signaling traffic (similarly to, but not equally to softwaredefmed networking (SDN) as the intelligence can remain in each individual network element). The whole network is divided into two layers: control layer and user layer. The control layer consists of newly deployed or legacy macro cells whose main task is to exchange control signaling with user equipments (UEs) to maintain connectivity in a large area, thus ensuring that the UEs are always connected to the network. The user layer cons ists of small cells overlaid in the same area to boost the traffic. This splitting provides a promising direction that maxmnzes the flexibility in the potential allocations of UEs and reduces the signaling traffic between the small cell and CRAN, i.e., over the fronthaul and accordingly it can improve the offered quality of experience (QoE), the resource-usage efficiency and the energy efficiency.
B. Fronthaul Requirements
With the continued evolution in network densification into hyper-dense network, the small cells are required to bring the content and information for the users from the Internet through the fronthaul, thus the capacity requirement of the fronthaul should be in the same order ofthe network in order to avoid the fronthaul rate bottleneck, which is obvious in dense or hyperdense H-CRAN where low rate wireless fronthaul solutions are preferred for small cells instead of Fiber to the home (FTTH) technology due to deployment and operations expenses. Each added small cell has a profound effect on overall network performance, both with the increased capacity it brings as well as the large amount of interferences it generates. The effect is even significant under hyper-dense H-CRAN scenario when the fronthaul requirements under such hyper-dense network configuration have become stringent to support an efficient usage of spectrum and integration of potential user-centric services and applications.
C. Coordinated Multi-Point
One of the most important ways to improve the spectral efficiency of the system and mitigate the adverse effect ofthe huge interference is the use of advanced Coordinated MultiPoint (CoMP) technology among the small cells in order to combat the generated interference using interference management or interference alignment-based transmission solutions [7] - [8] . Moreover, once the UEs are connected to small cells because of high traffic demand, the mobility management is of paramount importance because the small cells merely cover a very small area so that freq uent handover is expected even with very low moving velocity. CoMP is envisaged to be able to tackle this problem because the moving UE is connected to multiple adjacent small cells. Thus, CoMP together with H-CRAN is considered as a potential hybrid solution to the excessive interferences and limited fronthaul under dense and hyper dense small cell networks deployments.
CoMP imposes unprecedented challenges on the fronthaul network in H-CRAN. As prescribed earlier, the data rate of future communication networks will be increased by a factor 1000, compared to the current LTE system. The fronthaul requirements will follow the same patterns. For instance, it is anticipated that coordinated multipoint enables gain factor of3 by exchanging user data in the clusters between 3 coordinating cells at distant sites, on average. Accordingly, the factor becomes 3000 in 5G fronthaul, e.g., several 100 Gb/s per site will be needed to support the emerging features in the future networks. Therefore, in spite of increasing the wireless network capacity by employing advanced PRY techniques, high data rates might still not be achievable unless high performance efficient fronthaul are designed for the excessive data [1].
While most of the previous research on uplink CoMP assumes lossless fronthaullinks with infinite capacity and the obtained results are only of theoretical interest, some researchers have brought attention to realistic fronthaullinks with capacity limit [9] - [10] . However, in these works the coordinating small cells are assumed to simply quantize their own received signals before forwarding them to the processing centre via the fronthaul links. Considering the fact that the observations of all coordinating cells are actually correlated because they are broad casted from the same source, distributed Wyner-Ziv compression can be applied to exploit this correlation and reduce the required fronthaul link rate. Distributed Wyner-Ziv compression is proposed in [ll] and further extended to multiple sources in [12] . ill distributed compression, each coordinating small cell compresses its own received signal and at the processing centre the correlation between the receptions of all coordinating small cells will be exploited to decompress and reconstruct their observations which will then be used to decode the user message.
D. Our Contributions
ill this paper, we are motivated to consider the H-CRAN with focus on practical small cell uplink CoMP framework incorporating capacity -limited multiple fronthaul links. The main contributions are listed as follows:
1) Under the proposed framework, distributed Wyner-Ziv compression is employed to exploit the joint processing capability of the processing centre and minimize the required fronthaul rate for a given target user rate.
2) Some typical uplink CoMP application scenarios with practical deployment and noise and interference ass umptions are considered to yield insight into not only the value and efficiency of proposed schemes but also the applicability of small cell uplink CoMPo
The rest of the paper is organized as follows: In the next section, the distributed compression and joint processing are introduced and analyzed. The efficiency evaluation is carried out in section III. The fmal section draws conclusions.
Notation: The following notations and defmitions are employed in this work: capital letters e.g., X, stand for random variables and lower case letters e.g., x, represent realization of these variables. Vectors are represented by bold letters, e.g., X. ..--- resources. The fronthaul rate is essential to the coordinating gain obtained. Actually, with a low fronthaul rate, introducing more coordinating cells only achieves marginal improvement. The distributed compression can be more effective than conventional schemes in terms ofthe obtained fronthaul traffic reduction.
A. Successive Decompression and Decoding
As shown in Fig. I , a user encodes source message wand simultaneously transmits to N coordinating small cells which are then connected to the processing centre of H-CRAN via wireless fronthaullinks. Upon reception ofthe signal, the small cells need to forward it to the processing centre for joint decoding. Since the received signal is continuous, it should be quantized into binary index s first and then the obtained binary index will be sent to the destination via the wireless fronthaul links. Quantization is the process of mapping a large set of input values to a (countable) smaller set. Here, the large set is actually an infmite set for continuous value. At the processing centre, the binary data s will first be used to reconstruct the received signal at each small cell. There is some difference between the original signals received by the small cells and the reconstructed ones. This difference is called quantization distortion and can be modeled by additional noise. Then, the reconstructed signals will be used for fmal joint decoding of the user message.
On the contrary, in distributed compression, the ith small cell compresses the received signal into the Wyner-Ziv bin index Ci using Wyner-Ziv lossy distributed source coding and forwards Ci to the processing centre. This compression can be done in two steps: I) received continuous signal is quantized into binary index s; 2) the binary indexis then compressed into compression index c. We assume that the fronthaul transmission operates at a different frequency band from the users, the coordinating small cells can be regarded as fullduplex nodes because they can forward the compressed index of the (n-I)th received frame and at the same time receive the nth frame from the user as long as the duration of compression bin indextransmission is shorter than the user frame, which is normally true because of the relatively high capacity of fronthaul links. All small cells forward the Wyner-Ziv bin index to the processing centre simultaneously via the wireless fronthaullinks. We can assume that the multiple fronthaullinks do not interfere with each other. This is because in some ofthe 5G proposals, the backhaullfronthaulare designed to operate at very high carrier frequency [13] , where the wave length is in millimeters thus the transmission is highly directional. The power leakage from one backhau IIfronthau I link to another is small enough to be negligible. At the processing centre, the decoding of the user message is conducted in a successive manner: flfStly, the compression indices are decompressed to reconstruct the observations of the coordinating small cells; secondly, the reconstructed signals are coherently combined to decode the messages from the user. Similar to the quantization only case, the reconstructed signals are not exactly the same as the actual received signals and the difference is compression noise. Considering an extreme case where the fronthaul capacity approaches infmite so that the quantization, i.e., mapping from large or infinite set to another finite set can be extremely accurate, the compression noise approaches zero and the coordinating small cells can actually be equivalent to a MIMO system
The achievable rate for such a system is a straightforward extension in [14] The optmnzation can be done using Lagrangian dual optimization approach as shown in [15] .
B. Joint Decompression and Decoding
The aforementioned successive decompression and joint decoding requires the received signals compressed at the coordinating small cells to be correctly decompressed first at the processing centre, followed by joint decoding of the user message. However, since the main objective ofthe processing centre is to decode the user message rather than successful decompression, this requirement is actually unnecessarily imposed. Even if the decompressed information has errors and the observation reconstruction is not correct, it is still possible for the processing centre to correctly decode the user message, i.e., the reception of the compressed information can tolerate errors. In this regard, the decompression and decoding procedure at the processing centre should be modified accordingly. It is pointed out that rather than a successive decoding process the decompression and joint decoding ofthe user message can be conducted in a joint manner and improves the fronthaul usage efficiency [16] .
When only the errors of the user message are taken into consideration with joint decompression and decoding, the achievable rate is given in [17] as
With Gaussian distributed codebooks, (4) can be written as the following expression:
The achievable rate still depends on the variances of the compression noises but the difference is that the constraints are no longer imposed, i.e., (5) should be optimized as R=~,~xJTdP{LlCn-lOil+ ;c JJ+loi 1 + Lo[/:; JJ}I' (6) 
Notice that (6) (6) can be expressed as
The equation inside the maximization function in (8) is a concave function and similar to the previous case, can be solved by using the subgradient method. The direction of the subgradient search is
where Lmin is the solution subset to (4) When O"wcl is in the region (0,+00), according to (7), Z/1 is also in the range of (0,+00). When the optimal O"wJ* is found, it can be used as the initial value for the optimization using iterative algorithms proposed in [15] .
III. EFFICIENCY EVALUATION OF FRONT HAUL COMPRESSION
We present some numerical results to illustrate the gain brought by the distributed compression schemes. Realistic assumptions are considered to provide insight into the practical performance of the fronthaul. As shown in Fig. I , the small cells are connected with the processing centre via capacity limited wireless fronthaul links. The cell edge users are associated with multiple small cells and a coordinating area is formed. All fronthaul links are assumed to have the same capacity C for simplicity. The carrier frequency /c is 2GHzand the frequency reuse factor is I, i.e., all small cells use the same frequency but the users within one coordinating area occupy different frequency bands based on certain scheduling mechanisms. Therefore, there is no intra-cell interference from the users within the same coordinating area but other users in adjacent cells outside the area generate inter-cell interference. We consider the worst case that there is one user occupying exactly the same frequency band in each interfering small cell, transmitting with maximal power 23 dBm For simplicity, we assume that the interfering users are always located at the centre ofthe cells.
Two different scenarios are studied in this paper: I) dense urban small cells deployment where the radius of small cells is assumed to be 200 meters and both the target user and the interfering users are assumed to be outdoor, and 2) ultra-dense urban small cells deployment where the radius is only 20 meters and the target user is assumed to be indoor but the interfering users are assumed to be outdoor. The first scenario is a more general case and the second scenario is more applicable in some specific situations, where ultra-dense small cells are deployed to cover hotspot events like exhibitions and games. Path loss and Rayleigh fast fading are taken into account for both scenarios. For the fITst scenario, the path loss model is given as PL=22.7+36.710glOd+26.0l0glO/c [18] , where d is the distance in meter and /c is in GHz. For the second scenario, the path loss model within the coordinating area is given as PL=37+30.0l0glOd, and the path loss model outside the coordinating area is PL=15.3+37.610glOd +Ad, where Ad= 20 dB is the penetrating loss. We only considerthe interference from the users in the first tier interfering cells. Both the users and the small cells are equipped with omni-directional antennas with OdB antenna gain. We assume that the noise power density No=-171 dBm/Hz and the bandwidth B=I MHz The overall noise level should be the summation of thermal noise and interference. 
A. Outage Performance Comparison
For comparison purpose, we consider the following schemes:
1) Quantization only, where the quantize the received signal and information to the processing centre.
small cells simply send the quantized 2) DC: all small cells conduct distributed compression and the decompression and decoding of message are carried out in a successive manner at the processing centre.
3) DC IT: all small cells conduct distributed compression but the decompression and decoding of message are carried out in ajoint manner at the processing centre.
4) Upper Limit: the capacity of the tronthaul links is assumed to be infinity. 5) No coordination case, where the user is still assumed to be located at the cell edge. Fig. 2 and Fig. 3 plot the outage user rate with a low fronthaul rate C=l Mbits/s for different number of small cells and the outage probability It is clearly shown that distributed compression outperforms the quantization only scheme and the performance can be further enhanced by applying joint decompression and decode. Two important observations are obtained. Firstly, the gain of adding a new small cell diminishes as the size of the coordinating network grows. It is shown in Fig. 2 that the joint operation achieves almost 0.6 Mbitls gain from 2 to 3 small cells but only less than 0.2 Mbit/s gain from 3 to 4 small cells. Secondly, if the fronthaul link capacity is low it is evident that coordination does not always outperform non-coordination. Actually, the joint operation can only outperform non -coordination when coordinating small cells are increased to 3 and 4 for dense and ultra-dense deployment, respectively. This is because with low tronthaul rate the variances of the noise introduced by quantization or compression are so large that the potential coordinating gain cannot be harvested. -----------4   0"' . . . ---...... ---- Fig . 4 illustrates the required tronthaul link rate C for a given outage user rate at Poul=1O-2 in the dense deployment scenario. The two vertical lines are non-coordination and upper limit when C approaches infmity, res pectively. The noncoordination lines intersect with the required fronthaul rate curves and only beyond these intersection points does coordination outperform non-coordination. It is clearly shown that distributed compression effectively reduces the required fronthaul rate C to achieve a target user rate. For 4 small cells, at user rate = 3.5 Mbit/s the required C reduces 0.6 Mbit/s from quantization to distributed compression and a further 0.2 Mbit/s tojoint decompression & decoding. With a higher target user rate, the distributed compression and joint decompression & decoding schemes are more efficient than quantization. However, when the target user rate is further increased to approach the upper limit, the gain diminishes eventually and the required fronthaul rate C is approaching infmity. 5 shows the ultra-dense deployment indoor scenario. Because of the relatively weak interference due to penetration loss, the user rate is more quantization/compress ion noise dominant and the gaps between three curves are more remarkable due to enhanced efficiency of the proposed optimization algorithms. The same trend as the outdoor dense deployment scenario is observed: the gains of distributed compression and joint decompression & decoding increase with the target user rate firstly but eventually diminishes when approaching the upper limit. As shown in Fig. 4 and 5, up to 45% and 60% fronthaul traffic reduction are observed for dense deployment and ultra-dense small cells deployment, res pectively.
IV. CONCLUSIONS AND FUTURE OUTLOOK
In this paper, we investigate the problem of using distributed Wyner-Ziv compression to reduce the demanded fronthaul traffic to forward the received signals in uplink CoMP, tailored for future cellular network architectures such as H-CRAN with control-user plane split, where the small cells carry user data and make use of numerous wireless fronthaul links with capacity limit and thus demand effective usage of the fronthaul network resources. Numerical results are shown for two typical scenarios: outdoor dense deployment and indoor ultra-dense deployment. Our results reveal that, in both scenarios, the fronthaul rate is essential to the coordinating gain obtained. With a low fronthaul link rate, introducing more coordinating cells merely achieves marginal improvement. The gain of coordination can only be harvested in the existence of medium to high fronthaul capacity.
More importantly, we compare the distributed compression with the conventional quantization only scheme and fmd that for a given target user rate, the required fronthaullink rate can be effectively reduced by distributed compression, and with joint operation of decompress ion and decoding further improvement can be obtained. The achieved fronthaul traffic reduction becomes more significant with the increased target user rate firstly but eventually diminishes when approaching upper limit where the required fronthaul rate approaches infmity. Compared with the outdoor coordination case, distributed compression yields greater reduction in the indoor case where the compression noise rather than the co-channel interference dominates the performance.
