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Re´sume´
Dans une communication coope´rative, des nœuds relais coope`rent conjointement
avec un nœud source afin de transmettre ses informations vers sa destination. Ceci
permet d’augmenter la fiabilite´ de la communication lorsque le canal entre la source
et la destination est de mauvaise qualite´.
Les communications coope´ratives a` plusieurs relais pre´sentent un inte´reˆt grandis-
sant dans le domaine des communications. En effet, la pre´sence de plusieurs relais
favorise l’exploitation des proprie´te´s des syste`mes MIMO telles le Multiplexage Spa-
tial (SM) et la diversite´.
Cependant, plusieurs techniques de communication a` relais multiples se limitent au
mode`le avec des relais a` une seule antenne. De plus, les mode`les de communication
supposent une connaissance parfaite du canal de transmission au re´cepteur, ce qui
ne refle`te pas le cas re´el d’une transmission sur un canal radio a` e´vanouissements.
Finalement, la communication coope´rative a` sauts multiples (a` plusieurs niveaux de
relais) a e´te´ e´tudie´e partiellement. Les travaux ante´rieurs se sont limite´s a` des mode`les
simples de re´seau (ge´ne´ralement a` deux sauts) et a` des transmissions avec codage
spatio-temporel unitaire.
Afin de reme´dier a` toutes ces limitations du mode`le de communication coope´rative
a` relais multiples, nous de´veloppons et analysons des mode`les qui inte`grent chacune
de ces contraintes.
Le premier mode`le de´veloppe´ conside`re des relais a` plusieurs antennes exploi-
tant les techniques de transmission Amplify-and-Forward (AF) ou bien Decode-and-
Forward (DF) avec une connaissance parfaite ou imparfaite des canaux de transmis-
sions aux re´cepteurs. Les relais utilisent un codage spatio-temporel distribue´ (pour
augmenter la diversite´) ou le multiplexage spatial distribue´ (pour accroˆıtre le taux de
transmission).
Dans le but d’ame´liorer la fiabilite´ de la communication a` un taux de transmission
fixe, nous proposons une technique de communication adaptative de´centralise´e base´e
sur la se´lection entre le codage spatio-temporel et le multiplexage spatial a` une valeur
de SNR (rapport signal-a`-bruit) donne´e.
Enfin, nous de´veloppons et analysons le mode`le de la communication coope´rative
va` plusieurs sauts (a` plusieurs niveaux de relais) de transmission. Nous de´veloppons
l’analyse du mode`le de communication coope´rative avec un nombre de sauts supe´rieur
a` trois, ou` le codage spatio-temporel est utilise´ a` un ou plusieurs niveaux de relais.
Les re´sultats des simulations montrent les gains de performances et les compor-
tements (en termes d’erreur) des nouveaux mode`les de transmission de´veloppe´s. Ceci
nous a permis de comprendre le comportement du re´seau coope´ratif avec les tech-
niques de transmission propose´es et d’en extraire les structures de re´seau et techniques
de transmission offrant les meilleures performances en taux d’erreur binaire.
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Abstract
In a cooperative communication system, a set of relay nodes works jointly with
a source node in order to forward its information to the destination. This technique
permits to increase the reliability of the communication when the direct link is cor-
rupted.
Cooperative communications with multiple relays have an important interest in
telecommunications. By the presence of multiple relay nodes, point-to-point MIMO
properties such as spatial multiplexing and diversity could be exploited in this new
type of communications.
Meanwhile, many cooperation techniques with multiple relays are limited to the
model where the relays are single antenna. Moreover, the system models assume a
perfect Channel State Information (CSI) at the receiver, which is not the real case
for a fading channel. Finally, multi-hop cooperative communication has been treated
partially. The authors were limited in their works to double hops networks (generally
small number of hops) and to transmissions with space-time coding with unitary code
matrices.
In order to rectify these limitations in the system model of cooperative commu-
nications with multiple relays, we develop and analyze system models that include
each of these constraints.
The first developed system model assumes MIMO relay nodes using AF or DF
transmission techniques with a perfect CSI or imperfect CSI at the receivers. The
relay nodes exploit distributed space-time coding (to strengthen the communication)
or distributed spatial multiplexing (to increase the transmission rate).
To increase the communication reliability at a fixed transmission rate, we propose
a decentralized selection technique between space-time coding and spatial multiplex-
ing based on the estimated SNR.
Finally, we develop and analyze the model of a multi-hop cooperative communi-
cation. We develop the analysis of the multi-hop (multi-levels) cooperative commu-
nication model where the space-time coding is used at one or many relays’ levels.
The simulation results show the performance gains and the behaviors (in error
rates) of the new developed system models. This help us to understand better the
vii
behavior of the cooperative system using the proposed transmission techniques and
then extract the network structure and transmission technique providing the best
error rate performances.
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1Chapitre 1
INTRODUCTION
Une demande accrue des applications de communication sans-fil a ge´ne´re´ un
de´veloppement significatif des re´seaux sans-fil, en particulier plusieurs ge´ne´rations des
re´seaux cellulaires gourmands en ressources de voix et de donne´es et plus re´cemment
les re´seaux Ad-hoc. L’e´quipement radio et les services sans-fil e´voluent pour deve-
nir plus efficaces et moins couˆteux pour ses usagers graˆce aux travaux et e´tudes
des chercheurs et des experts qui comprennent mieux l’environnement du canal de
transmission et ge´ne´ralement les communications multi-usager. Par contre, compare´
aux communications filaires, nous de´butons de comprendre les limites fondamentales
des performances des re´seaux sans-fil et les me´thodes pratiques pour s’en approcher.
De plus, vu leur impact grandissant dans la socie´te´, les communications sans-fil de-
meurent un important sujet de recherche.
La diversite´ coope´rative
Le canal sans-fil offre plusieurs opportunite´s pour ame´liorer les performances de la
communication sans-fil (fiabilite´, de´bit,. . . ). Les syste`mes MIMO fournissent un gain
de performances supple´mentaire par le biais du codage spatio-temporel ou bien par
celui du multiplexage spatial.
Dans ce me´moire, nous proposons d’e´tudier la communication coope´rative a` relais
multiples exploitant un codage spatio-temporel distribue´ afin d’augmenter la fiabilite´
de la transmission. Nous de´veloppons ce mode`le en contraste avec le mode`le cou-
rant qui suppose que les relais posse`dent une seule antenne. Nous introduisons aussi
l’hypothe`se de la connaissance imparfaite du canal aux re´cepteurs (aux nœuds relais
et/ou a` la destination).
Les transmissions adaptatives
A` un taux de transmission fixe, les syste`mes MIMO pre´sentent des performances
diffe´rentes, en termes de taux d’erreur, entre le codage spatio-temporel et le multi-
plexage spatial. Plusieurs protocoles de se´lection entre ces deux techniques de trans-
mission ont e´te´ propose´s afin de garantir le meilleur taux d’erreur dans une trans-
2mission point-a`-point. Les techniques de se´lection peuvent eˆtre classe´es en deux
cate´gories : Les techniques centralise´es, base´es sur une de´cision au re´cepteur transmise
par un lien de retour vers le ou les e´metteurs. Les me´thodes de´centralise´es base´es sur
une prise de de´cision aux e´metteurs. Dans ce cas, la de´cision de chaque e´metteur est
inde´pendante de celles prises par les autres e´metteurs.
Nous proposons d’adapter une technique de se´lection de´centralise´e au cas du re´seau
coope´ratif a` plusieurs relais. Nous de´veloppons un mode`le de re´seau qui prend en
compte la se´lection entre le codage spatio-temporel Alamouti et le multiplexage spa-
tial afin de minimiser l’erreur sur la transmission.
Les re´seaux coope´ratifs a` sauts multiples (a` plusieurs niveaux de relais)
Bien que les re´seaux en multi-saut ressemblent a` une se´rie de transmissions point-
a`-point en chaˆıne, l’introduction de la coope´ration dans les re´seaux a` sauts multiples
et a` relais multiples alte`re cette de´finition. En effet, ce type de transmission pre´sente
des communications entre des niveaux de relais, ou` les relais sur chaque niveau sont
inde´pendants. De plus, le codage spatio-temporel est utilise´ sur un ou plusieurs ni-
veaux d’une manie`re distribue´e. Par conse´quent, une analyse de la fiabilite´ s’impose
afin de de´terminer la meilleure structure du re´seau a` sauts multiples qui minimise
l’erreur sur la transmission.
Motivations
De nombreux travaux sur les communications coope´ratives ont conduit au de´velop-
pement de plusieurs techniques de transmission. Les auteurs de (Laneman et al., 2004)
ont propose´ une varie´te´ de protocoles simples pour une paire de nœuds relais dans
les re´seaux ad hoc. Ils ont analyse´ la probabilite´ de blocage (outage probability) de
ces protocoles en mettant l’accent sur les couˆts de puissance et de bande passante
associe´e. Dans (Hua et al., 2003), les auteurs ont imple´mente´ le code Alamouti dans
un re´seau a` plusieurs relais. Leurs re´sultats de simulation montrent que la diversite´
du syste`me est e´gale a` 2 (pour des grandes valeurs de taux de transmission). Dans
(Jing et Jafarkhani, 2007), les auteurs ont propose´ des nouveaux mode`les de codage
spatio-temporel distribue´ a` partir de codes orthogonaux et quasi-orthogonaux pour
un re´seau a` relais multiples. Ils ont de´montre´ que ces mode`les imple´mente´s avec
un relayage AF permettent d’atteindre une diversite´ plus e´leve´e que la technique
“selection DF” avec plusieurs relais. L’e´tude the´orique de la diversite´ pour le codage
spatio-temporel distribue´ a e´te´ e´tablie dans (Jing et Hassibi, 2005).
Dans ce me´moire, nous e´tudions les performances, en termes de taux d’erreur bi-
3naire, d’un syste`me de communication coope´rative a` relais multiples et a` plusieurs an-
tennes exploitant un codage spatio-temporel distribue´ avec des relais AF ou DF. Nous
conside´rons e´galement plusieurs configurations de re´seaux avec diffe´rents nombres de
relais et diffe´rents nombres d’antennes par relais. Nous analysons ensuite l’effet de
la connaissance imparfaite de l’e´tat du canal de transmission aux re´cepteurs sur la
fiabilite´ de la communication (Jaafar et al., 2009b).
Dans un deuxie`me temps, nous nous inte´ressons a` la se´lection adaptative entre le
codage spatio-temporel et le multiplexage spatial dans un re´seau coope´ratif a` plusieurs
relais. En effet, plusieurs protocoles de´veloppe´s permettent d’augmenter la diversite´
de la communication ((Laneman et al., 2004), (Hua et al., 2003), (Jing et Jafarkhani,
2007), (Jing et Hassibi, 2005)). Dans (Kim et Cherukuri, 2005), les auteurs pre´sentent
une approche de coope´ration base´e sur le multiplexage spatial (appele´e Cooperative-
SM ). Ils ont analyse´ le taux d’erreur binaire et l’efficacite´ spectrale en les pre´sentant
comme des fonctions qui de´pendent des tailles des constellations des modulations
utilise´es a` la source et aux relais, le nombre des relais et leurs localisations. Ils ont
montre´ aussi que Cooperative-SM est inte´ressant pour des transmissions a` des de´bits
e´leve´s.
D’autres protocoles qui combinent les bienfaits de la diversite´ et du multiplexage
spatial ont e´te´ introduit initialement aux syste`mes MIMO. Les auteurs de (Heath et
Paulraj, 2005) ont de´termine´ analytiquement un crite`re de se´lection entre la codage
spatio-temporel et le multiplexage spatial dans les syste`mes MIMO point-a`-point avec
une information transmise sur un lien de retour (feedback). Ce protocole garantit un
taux d’erreur minimal pour toute re´alisation du canal. Dans (Oyman et Xue, 2007), les
auteurs proposent des nouveaux algorithmes de se´lection d’antennes, de modulation
et de se´lection entre la diversite´ et le multiplexage spatial dans les re´seaux coope´ratifs
a` relais multiples. Ils ont e´tabli analytiquement que leur technique de se´lection entre
la diversite´ et le multiplexage spatial a` un taux de transmission fixe (inspire´ du
travail des auteurs de (Heath et Paulraj, 2005)) permet d’atteindre des performances
e´quivalentes a` celles des syste`mes MIMO.
Dans notre projet, nous proposons une technique simple pour choisir entre la di-
versite´ et le multiplexage spatial dans un re´seau coope´ratif a` relais multiples. Nous
analysons les performances d’erreur de cette technique et les comparons aux perfor-
mances de la technique pre´sente´e dans (Oyman et Xue, 2007) (plus de de´tails sur
cette partie dans (Jaafar et al., 2009a)).
4La communication coope´rative a` sauts multiples a e´te´ e´tudie´e en partie. Les au-
teurs de (Zhang et al., 2006) ont propose´ la communication en multi-sauts dans un
re´seau a` relais multiples exploitant le multiplexage spatial. Ils ont montre´ que des re-
lais AF permettent d’ame´liorer les performances d’erreur et d’e´conomiser de l’e´nergie
pour tout le syste`me. Dans (Oggier et Hassibi, 2008), les auteurs ont de´termine´ une
technique de ge´ne´ration syste´matique de codes spatio-temporels distribue´s pour les
re´seaux coope´ratifs a` relais multiples avec des matrices de codage unitaires. Ils ont
de´termine´ e´galement quand il est inte´ressant de conside´rer un codage distribue´ et ont
e´tudie´ la diversite´ de tels syste`mes.
Dans notre me´moire, nous de´veloppons l’analyse du mode`le ge´ne´ral de re´seaux
coope´ratifs a` relais multiples a` plusieurs sauts. Nous analysons les performances, dans
le sens de la performance d’erreur pour diffe´rents nombres de relais, de sauts et de
niveaux de relais exploitant un code spatio-temporel distribue´ (Jaafar et al., 2010).
Contributions
Les contributions apporte´es par ce travail de recherche sont les suivantes :
– E´laboration du mode`le de re´seau coope´ratif a` relais MIMO multiples.
– Analyse des performances d’erreur de ce mode`le pour une connaissance parfaite
ou imparfaite des canaux aux re´cepteurs (nœuds relais et destination).
– Mise en œuvre d’un protocole de se´lection de´centralise´e entre Alamouti et le
multiplexage spatial dans un re´seau coope´ratif a` deux relais.
– Analyse des performances d’erreur de ce protocole et comparaison avec la tech-
nique de se´lection centralise´e.
– De´veloppement du mode`le ge´ne´ral de re´seaux coope´ratifs a` relais multiples a`
plusieurs sauts.
– Analyse des performances d’erreur de ce mode`le pour diffe´rents nombres de
relais, de sauts, et de relais exploitant un code spatio-temporel distribue´.
Organisation du me´moire
Le me´moire est organise´ de la manie`re suivante. Chapitre II pre´sente les diffe´rentes
composantes d’un syste`me de communication sans-fil. Nous mettons l’accent dans
ce chapitre sur les proprie´te´s des syste`mes MIMO utiles pour les communications
coope´ratives (antennes multiples, diversite´ et multiplexage spatial). Dans le chapitre
III, nous de´finissons la notion de communication coope´rative. Nous y pre´sentons
e´galement les diffe´rents protocoles de communication (AF, DF, le relayage de se´lection
et le codage coope´ratif). Dans le chapitre IV, nous pre´sentons et analysons notre
5mode`le de re´seau coope´ratif a` plusieurs relais et a` plusieurs antennes. Nous de´taillons
le mode`le pour les protocoles de coope´ration AF et DF. Ensuite, nous e´valuons par
simulation leurs performances, en termes d’erreur, pour une connaissance imparfaite
des canaux de transmission aux re´cepteurs. Le chapitre V pre´sente une mise en oeuvre
de la technique de se´lection entre la diversite´ et le multiplexage spatial propose´e pour
le re´seau coope´ratif a` relais multiples. Dans le chapitre VI, nous e´tendons le codage
spatio-temporel distribue´ pre´sente´ dans le chapitre III au cas d’un re´seau a` sauts
multiples. Ainsi, nous de´veloppons l’analyse du mode`le de re´seau a` plusieurs sauts
et e´valuons ses performances pour des relais AF. Finalement, une conclusion englobe
les re´sultats importants et pre´sente les nouvelles perspectives de recherche dans le
domaine des communications coope´ratives a` relais multiples.
6Chapitre 2
GE´NE´RALITE´S SUR LES
COMMUNICATIONS SANS-FIL
Dans ce chapitre, nous rappelons certaines notions de base d’un syste`me de com-
munication sans-fil. Nous pre´sentons la chaˆıne de transmission nume´rique, parti-
culie`rement le canal sans-fil et ses caracte´ristiques. Dans une seconde partie, nous
pre´sentons un aperc¸u sur les communications MIMO et les proprie´te´s qui y sont
rattache´es.
2.1 Les bases d’un syste`me de communication
Un syste`me de communication permet de transmettre de l’information nume´rique
d’une source (qui ge´ne`re l’information) a` une ou plusieurs destinations (communica-
tion point-a`-point ou point-multi-point)(Papoulis, 2001). Les signaux transmis sont
sous une forme nume´rique, ou bien analogique a` l’origine, mais nume´rise´s a` une cer-
taine e´tape (ope´rations d’e´chantillonnage et de quantification).
Afin d’augmenter la fiabilite´ de la transmission, chaque signal est repre´sente´ par
une se´quence de bits qui, ide´alement, doit eˆtre la moins redondante possible. En effet,
un codage a` la source permet d’effectuer des ope´rations de compression de donne´es
(ex : suppression des bits insignifiants) minimisant ainsi la largeur de bande a` utiliser.
Dans notre travail, nous conside´rons que la source d’information est ide´ale, c’est-a`-dire
que chaque symbole binaire e´mis repre´sente un bit d’information.
E´tant donne´ que le canal de transmission n’est pas parfait, des perturbations
peuvent alte´rer le signal transmis. Une solution sera d’utiliser un codage correcteur
d’erreur (ex : codage convolutionnel, codage en blocs, etc.). D’une fac¸on ge´ne´rale, le
codage correcteur d’erreur consiste a` introduire d’une manie`re controˆle´e des bits de
redondance dans la se´quence des bits d’information. La destination, connaissant le
codage de canal utilise´, est capable de corriger les erreurs survenues lors de la trans-
7mission. Cette technique augmente la fiabilite´ de la communication mais e´galement
la largeur de bande requise. Cet aspect n’est pas conside´re´ dans notre travail.
Une fois que la se´quence de bits a` transmettre est preˆte (apre`s le codage source et
le codage canal), elle doit eˆtre adapte´e au me´dium physique de transmission. Cette
ope´ration, appele´e modulation, consiste a` associer un signal particulier a` une se´quence
particulie`re de bits. Les modulations souvent rencontre´es dans ce qui suit sont les
modulations M-PSK (Phase Shift Keying) et M-QAM (Quadrature Amplitude Modu-
lation).
Le signal re´sultant est enfin transmis dans le canal. Ce signal est corrompu en
raison de l’atte´nuation et de la distorsion par plusieurs facteurs tels que le bruit, les
interfe´rences et le de´lai. A` la re´ception, toutes les ope´rations effectue´es a` la source
retrouvent un e´quivalent. Par conse´quent, les signaux rec¸us sont de´module´s puis les
se´quences de bits de´code´es afin de retrouver la se´quence de bits d’information orgi-
nairement envoye´e.
La figure 2.1 illustre un syste`me de communication avec les ope´rations de´crites
ci-haut (prise de Haccoun (2008b)).
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Figure 2.1 Sche´ma d’une chaˆıne de transmission
82.2 Les contraintes du canal sans-fil
Le canal est la composante la plus importante du syste`me de communication et
e´galement la plus controverse´e. En effet, le canal pre´sente des distorsions ale´atoires et
incontroˆlables comme les interfe´rences, le bruit, l’atte´nuation avec la distance et les
de´lais. Dans ce qui suit, nous de´crivons les facteurs de distorsion les plus importants
et nous fournissons leurs expressions mathe´matiques a` utiliser dans nos mode`les de
canaux.
2.2.1 Les e´vanouissements a` grande e´chelle
Les communications sans-fil sont se´ve`rement de´grade´es par les effets de la propa-
gation. Un signal e´mis par une antenne se propage dans toutes les directions (antenne
omnidirectionnelle) ou si l’antenne est directive, dans des directions plus restreintes.
Le signal propage´ subit des re´flexions, des re´fractions, et des diffusions sur des objets
pre´sents dans l’environnement de propagation. Ces objets peuvent eˆtre des baˆtiments,
des arbres ou des voitures dans le milieu exte´rieur (outdoor) et des murs, des meubles
ou des personnes dans le milieu inte´rieur (indoor).
La propagation sur des longues distances atte´nue la puissance du signal, un effet
que nous appelons la perte en puissance du signal en fonction de la distance (path-
loss). Pour cela`, un re´cepteur observe plusieurs versions atte´nue´es et retarde´es du
signal transmis, et bruite´es par le bruit blanc additif interne du re´cepteur et autres
formes d’interfe´rences.
Un mode`le ide´al de propagation a e´te´ pre´sente´ par Jakes (Jakes, 1974) :
Pr = Pt
(
λc
4pid
)2
GtGr, (2.1)
ou` Pt et Pr sont les puissances d’e´mission et de re´ception respectivement. λc est la
longueur d’onde. Gt et Gr sont les gains de puissance des antennes d’e´mission et
de re´ception respectivement et d est la distance qui les se´pare. Cette e´quation est
e´galement connue sous le nom de e´quation de Friis (Feher, 1995). Dans un environ-
nement cellulaire, le trajet principal est accompagne´ d’un trajet re´fle´chi qui peut
interfe´rer de manie`re constructive ou destructive avec ce dernier. La puissance de
9re´ception est alors approxime´e par :
Pr = Pt
(
hthr
d2
)2
GtGr, (2.2)
ou` ht et hr sont les hauteurs des antennes d’e´mission et de re´ception respectivement.
Sous l’hypothe`se d2 >> hthr, l’atte´nuation du signal en termes de puissance est
inversement proportionnelle a` d4. Dans un environnement re´el, l’exposant de d varie
entre 2.5 et 6 et de´pend directement du terrain, les constructions et la ve´ge´tation
dans l’environnement de propogation. Plusieurs mode`les empiriques de path loss ont
e´te´ de´veloppe´s, en particulier ceux de Okumura, Hata, COST-231 et les mode`les de
Erceg (Okumura. et al. (1968), Hata et Nagatsu (1980), 119-REV2 (WG2), Erceg
et al. (1999)).
Par ailleurs, l’atte´nuation a` grande e´chelle peut eˆtre cause´e par l’effet d’ombrage
obtenu en moyennant sur les fluctuations locales d’un signal a` variations rapides. La
distribution statistique de la moyenne des fluctuations a e´te´ e´tudie´e expe´rimentalement.
Cette distribution de´pend des hauteurs des antennes, de la fre´quence utilise´e et du
type d’environnement. Par contre, nous remarquons que la moyenne de la puissance
rec¸ue suit une distribution normale exprime´e par la fonction de densite´ de probabilite´
(Probability Density Function) :
f(x) =
1√
2piσ
e−
(x−µ)2
2σ2 . (2.3)
ou` x exprime´ en decibels (dB), est une variable ale´atoire qui pre´sente le niveau de
fluctuation a` grande e´chelle de la puissance du signal. µ et σ sont la moyenne et la
variance de x, respectivement. µ est e´gale au path loss de´crit dans l’e´quation (2.1) et
une valeur typique de σ est 8 dB.
2.2.2 Les e´vanouissements a` petite e´chelle
Les e´vanouissements a` petite e´chelle correspondent aux fluctuations rapides en
espace, en temps et en fre´quence, du signal rec¸u. Ils sont cause´s par la dispersion
du signal sur les objets se trouvant entre l’e´metteur et le re´cepteur, ce qui ge´ne`re
des diffe´rentes copies du signal transmis. Ces copies peuvent se combiner construc-
tivement et par conse´quent augmenter le rapport signal-a`-bruit au re´cepteur ou de
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manie`re destructive en diminuant le rapport signal-a`-bruit au re´cepteur. On appelle
ce phe´nome`ne e´vanouissement multi-trajet (multi-path fading) (Voir la figure 2.2).
Les e´vanouissements a` petite e´chelle ge´ne`rent des fluctuations ayant une moyenne
suivie par les e´vanouissements a` grande e´chelle (Frigon (2008),Tse (2005)).
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destination
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 1
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 2
Figure 2.2 Sche´ma illustrant la propagation multi-trajet
Si l’e´metteur ou le re´cepteur ou les objets de re´flexion sont en mouvement, alors
on observe l’effet Doppler. L’effet Doppler consiste en la variation de la fre´quence
instantane´e par rapport a` la fre´quence du signal issu de la source. Nous de´finissons le
de´phasage Doppler du ieme multi-trajet par :
Di = fc
v
c
cos θi, (2.4)
ou` fc est la fre´quence du signal transmis par la source, v est la vitesse de de´placement
(de l’e´metteur ou du re´cepteur) et θi est l’angle du i
eme multi-trajet avec la direction
du mouvement. La fre´quence instantane´e observe´e au re´cepteur s’exprime alors par :
fi = fc
(
1− v
c
cos θi
)
= fc − v cos θi
λc
, (2.5)
avec c la ce´le´rite´ et λc la longueur d’onde du signal transmis.
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2.2.3 Bruit, Interfe´rences et autres effets
Une communication sans-fil est corrompue par un bruit additif. Conside´rons le
signal transmis s(t), alte´re´ par un processus ale´atoire additif, qui est le bruit n(t).
Physiquement, le bruit est ge´ne´re´ a` partir des composantes e´lectroniques et des am-
plificateurs au re´cepteur ou bien de l’interfe´rence rencontre´e durant la transmission
(valable pour les transmissions sans-fil).
Si le bruit est principalement introduit par les composantes e´lectroniques et les
amplificateurs au re´cepteur, alors il s’agit d’un bruit thermique interne. Ce type de
bruit est caracte´rise´ statistiquement par un processus ale´atoire blanc et Gaussien.
Pour cela`, le mode`le mathe´matique du canal re´sultant est ge´ne´ralement appele´ le canal
a` bruit blanc additif Gaussien (Additive White Gaussian Noise -AWGN- channel).
Un bruit blanc est un processus stochastique qui posse`de la meˆme densite´ spectrale
de puissance a` toutes les fre´quences. Ceci correspond a` une autocorre´lation nulle
en tout point sauf a` l’origine : le processus est de´corre´le´. S’il est Gaussien, cette
de´corre´lation entraˆıne l’inde´pendance. Le bruit blanc additif Gaussien est caracte´rise´
par un processus ale´atoire Z = X + jY tel que :
E {X(t)} = E {Y (t)} = 0
E {X2(t)} = E {Y 2(t)} = N0/2
E {X(t)X(t+ τ)} = E {Y (t)Y (t+ τ)} = 0, τ 6= 0
 X et Y sont des bruits blancs,
X(t) ∼ N(0, N0/2)
Y (t) ∼ N(0, N0/2)
Z(t) ∼ CN(0, N0)
 X, Y et Z sont Gaussiens.
(2.6)
Un processus de bruit blanc est donc par de´finition stationnaire au sens large. La
troisie`me condition, E {X(t)X(t+ τ)} = E {Y (t)Y (t+ τ)} = 0, τ 6= 0, signifie
que la covariance est nulle. En toute rigueur, un bruit blanc ne peut exister car une
densite´ spectrale identique pour toutes les fre´quences conduirait a` une variance infinie
(et donc une puissance infinie), cependant c’est une approximation commode pour un
syste`me de communication.
Comme ce mode`le de canal s’applique a` une classe large des communications
et graˆce a` sa flexibilite´ mathe´matique, ce mode`le de canal pre´dominant est utilise´
dans notre me´moire. L’atte´nuation du signal introduite par le canal est facilement
incorpore´e dans ce mode`le. Quand le signal transmis subit une atte´nuation a` travers
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le canal, le signal rec¸u est alors e´crit :
r(t) = hs(t) + n(t), (2.7)
avec h est le gain complexe du tap du canal et n(t) = nr(t)+jni(t). Il s’agit du mode`le
de bruit ZMCSCG (Zero Mean Circularly Symmetric Complex Gaussian) si nr(t) et
ni(t) sont des variables ale´atoires Gaussiennes re´elles, inde´pendantes, de moyennes
nulles et de meˆme variance N0/2. Par conse´quent,
n(t) ∼ N(0, N0/2) + jN(0, N0/2) ∼ CN(0, N0). (2.8)
En plus des effets du canal comme l’atte´nuation a` grande e´chelle, l’atte´nuation
a` petite e´chelle et le bruit, les syste`mes sans-fil pre´sentent d’autres mode`les de ca-
naux incluant l’acce`s multiple, ou` plusieurs sources transmettent a` une seule desti-
nation ; la diffusion, ou` une source diffuse ses informations a` plusieurs destinations
inde´pendantes ; l’interfe´rence, c’est-a`-dire plusieurs sources inde´pendantes envoient
simultane´ment des donne´es a` plusieurs destinations se´pare´es sur la meˆme bande de
fre´quences. Chacun de ces mode`les pre´sente un type diffe´rent d’interfe´rence par rap-
port aux signaux transmis ou rec¸us.
Ces mode`les peuvent incorporer e´galement une boucle de retour des destinations
vers les sources. Dans ce cas, les e´metteurs disposent d’une connaissance (totale ou
partielle) de leurs canaux de transmission respectifs. Aussi, la coope´ration peut eˆtre
exploite´e, ou` des usagers n’ayant aucune information a` e´mettre ou recevoir aident
d’autres sources a` envoyer leurs donne´es avec plus de fiabilite´. Ces techniques corres-
pondent a` des manie`res diffe´rentes d’interaction entre les usagers.
2.2.4 Information sur l’e´tat du canal sans-fil
Un des proble`mes importants dans la conception et l’analyse des protocoles de
transmission est la connaissance du canal de transmission, c’est-a`-dire le degre´s de
connaissance des canaux sans-fil par les nœuds participants a` la communication. Par
exemple, en utilisant des symboles pilotes, les re´cepteurs sont capables d’estimer les
gains d’e´vanouissements multi-trajets du canal de transmission. De telles mesures et
estimations sont raisonnables quand les canaux ne sont pas sur-parame´trise´s c’est-a`-
dire que le syste`me est compose´ d’un petit nombre d’usagers e´mettant simultane´ment
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sur la meˆme bande de fre´quences dans une zone locale et les canaux de transmission
varient suffisamment lentement dans le temps afin de permettre une estimation la plus
fiable possible aux re´cepteurs. Une fois que l’information sur l’e´tat du canal (Channel
State Information) est acquise par les re´cepteurs, une information par boucle de
retour peut eˆtre transmise afin d’adapter l’e´mission au canal re´alise´. Ceci conduit
souvent a` une ame´lioration remarquable des performances (en erreur ou en de´bit) de
la communication.
2.2.5 Mode`le statistique du canal sans-fil
Nous pre´sentons brie`vement une description des mode`les des canaux utilise´s dans
notre projet.
Le canal plat en fre´quence lentement variable dans le temps
Ils existe plusieurs cate´gories de canaux a` e´vanouissement (Frigon (2008), Tse
(2005)) :
– Flat Fast Fading (canal plat en fre´quence qui varie rapidement dans le temps)
– Flat Slow Fading (canal plat en fre´quence qui varie lentement dans le temps)
– Frequency Selective Fast Fading (canal se´lectif en fre´quence qui varie rapidement
dans le temps)
– Frequency Selective Slow Fading (canal se´lectif en fre´quence qui varie lentement
dans le temps)
Dans notre me´moire, nous nous inte´ressons qu’au deuxie`me type des canaux. Un
canal est dit lentement variable dans le temps, si tous les symboles d’un mot de code
transmis subissent le meˆme e´tat du canal. Un canal est dit plat en fre´quence si la
re´ponse fre´quentielle ne change pas significativement dans la bande du signal. On dit
que le canal a un seul tap (Frigon (2008), Tse (2005)).
Le canal a` e´vanouissements de Rayleigh
Pour un canal a` e´vanouissements de Rayleigh, nous supposons un environnement
tre`s dispersif (riche en re´flexions). Par conse´quent, la destination rec¸oit plusieurs
copies du signal transmis avec des gains et des de´lais diffe´rents. Le signal rec¸u en
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bande de base, a` un instant m donne´ est exprime´ par :
r [m] =
∑
l
hl [m] s [m− l] + n [m] , (2.9)
ou` hl est le gain complexe du l
ieme tap du canal discret, s est le signal transmis et
n est le bruit AWGN. Si le canal est plat en fre´quence (flat fading channel), alors
l’e´quation (2.9) devient :
r [m] = h [m] s [m] + n [m] . (2.10)
Supposons qu’il y ait un grand nombre de multi-trajets qui contribuent a` un tap.
Chaque multi-trajet a une phase uniforme´ment distribue´e entre 0 et 2pi, puisque la
distance d’un multi-trajet est beacuoup plus grande que la longueur d’onde (Frigon
(2008), Tse (2005)). A` partir du the´ore`me central limite, on obtient :
hl [m] ∼ N(0, σ2l /2) + jN(0, σ2l /2) ∼ CN(0, σ2l ), (2.11)
avec σ2l = E {h∗l [m]hl [m]}. La magnitude du tap |hl [m]| a une distribution de
Rayleigh (Voir figure 2.3), sa fonction de re´partition s’e´crit : f1(x;σ2l ) = xσ2l e
− x2
2σ2
l , ∀x ≥ 0
f1(x;σ
2
l ) = 0 sinon
. (2.12)
La magnitude au carre´e du tap |hl [m]|2 a une distribution exponentielle, sa fonction
de re´partition est exprime´e par : f2(x;σ2l ) = 1σ2l e
− x
σ2
l , ∀x ≥ 0
f2(x;σ
2
l ) = 0 sinon
. (2.13)
Un mode`le plus ge´ne´ral conside`re en plus des re´flexions multiples, un trajet en ligne
directe (appele´ LOS : Line-Of-Sight) avec une amplitude importante. Dans ce cas,
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Figure 2.3 La distribution Rayleigh
hl[m] s’exprime par :
hl [m] =
√
R
R + 1
σle
jθ︸ ︷︷ ︸
LOS
+
√
1
R + 1
CN(0, σ2l )︸ ︷︷ ︸
multi−trajet
, (2.14)
ou` R indique le ratio d’e´nergie entre le trajet en ligne directe et les multi-trajet, θ est
une variable ale´atoire uniforme´ment distribue´e entre 0 et 2pi. La magnitude du tap
suit alors une distribution de Rice et sa fonction de re´partition est de´termine´e par
(Voir figure 2.4) : f3(x;σ2l ) = xσ2l (R + 1) e
−
(
2Rσ2l +(R+1)x
2
2σ2
l
)
I0
(√
2R(R + 1)x
2
σ2l
)
, ∀x ≥ 0
f3(x;σ
2
l ) = 0 sinon
, (2.15)
ou` I0 est la fonction de Bessel de premie`re espe`ce, d’ordre ze´ro, de´finie par (Paulraj
et Nabar, 2006) :
I0(x) =
1
2pi
∫ 2pi
0
ex cos θdθ. (2.16)
Si R = 0, nous retrouvons alors la fonction de re´partition de la distribution de Ray-
leigh.
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Figure 2.4 La distribution Rice
2.3 Les syste`mes de communication multi-antennes
Les communications sur un canal sans-fil de type plat en fre´quence ont une
mauvaise performance en raison de la probabilite´ e´leve´e que le trajet subisse un
e´vanouissement profond. Si la destination rec¸oit plusieurs copies du signal transmis
ayant subi chacune un e´vanouissement sur un trajet inde´pendant, la probabilite´ qu’il
y ait au moins un trajet avec un faible e´vanouissement est e´leve´e et l’information
sera de´code´e correctement. Il s’agit du principe de la diversite´. La diversite´ peut eˆtre
obtenue a` travers plusieurs dimensions : temps, fre´quence et espace (Frigon (2008),
Tse (2005)) :
– La diversite´ temporelle : est obtenue par codage de canal et entrelacement. En
effet, l’information est code´e puis les symboles code´s sont disperse´s dans le temps
sur des pe´riodes de cohe´rence diffe´rentes (une pe´riode de cohe´rence est la pe´riode
de temps durant laquelle le canal ne fluctue pas conside´rablement). Chaque sym-
bole subit une re´alisation de canal diffe´rente, donc un e´vanouissement diffe´rent.
Si la pe´riode de cohe´rence est tre`s longue, ceci pourra empeˆcher la diversite´
temporelle.
– La diversite´ fre´quentielle : valable pour les canaux se´lectifs en fre´quence. Les
symboles sont transmis sur plusieurs fre´quences afin d’obtenir des e´vanouissements
inde´pendants.
– La diversite´ spatiale : si l’e´metteur et/ou le re´cepteur est e´quipe´ de plusieurs an-
tennes, alors le canal pre´sente plusieurs trajets a` e´vanouissements inde´pendants.
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Avec des antennes suffisamment espace´es, la diversite´ spatiale peut eˆtre obte-
nue. La distance requise entre les antennes de´pend de l’environnement et de la
longueur d’onde du signal transmis.
– La macro-diversite´ : ce type de diversite´ est re´alise´ si le signal d’un usager est
rec¸u par deux stations de base ou utilise un re´seau coope´ratif.
La diversite´ e´tant une ressource importante, le syste`me sans-fil est capable d’exploiter
plusieurs types de diversite´ simultane´ment.
Dans ce qui suit, nous discutons des techniques de diversite´ temporelle et spatiale.
La diversite´ fre´quentielle ne sera pas traite´e puisqu’elle concerne les canaux se´lectifs
en fre´quence qui ne sont pas conside´re´s dans notre me´moire. Nous commenc¸ons par
le sche´ma de diversite´ temporelle le plus simple : le codage de re´pe´tition. Chaque
symbole d’information est transmis a` travers des trajets multiples. Ce code atteint
la diversite´ maximale, mais il est tre`s dispendieux en termes de degre´s de liberte´ du
canal (les dimensions dans lesquelles des informations inde´pendantes peuvent eˆtre
transmises simultane´ment).
2.3.1 La diversite´ temporelle
La diversite´ temporelle est obtenue en moyennant les e´vanouissements du canal
dans le temps. Typiquement, le temps de cohe´rence du canal est de l’ordre de 10
a` 100 pe´riodes-symboles. Par conse´quent, le canal est tre`s corre´le´ pour des sym-
boles conse´cutifs. Afin de garantir que les symboles soient transmis via des trajets
a` e´vanouissements inde´pendants ou quasi-inde´pendants, l’entrelacement est requis
(Voir figure 2.5).
Afin de mieux expliquer l’entrelacement, nous pre´sentons une comparaison entre
la transmission sans entrelacement et la transmission avec entrelacement. Dans la
figure 2.5, les symboles des mots de code sont transmis conse´cutivement (en haut) et
avec entrelacement (en ba`s). Un e´vanouissement profond va e´liminer le 2eme mot de
code dans le 1er cas, mais un seul symbole de chaque mot de code est de´truit dans le
2eme cas. Avec entrelacement, il est possible de re´cupe´rer la totalite´ des mots de code
graˆce aux autres symboles correctement transmis.
Pour simplifier, conside´rons un canal a` e´vanouissement plat en fre´quence. Nous
transmettons un mot de code s = [s1, . . . , sL]
t de longueur L symboles. Le signal rec¸u
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est :
rl = hlsl + nl, l = 1, . . . , L. (2.17)
En supposant un entrelacement parfait, les symboles conse´cutifs de s sont trans-
mis suffisamment e´loigne´s dans le temps, les hl (l = 1, . . . , L) sont alors conside´re´s
inde´pendants. Le parame`tre L est appele´ le nombre de branches de diversite´ et les
bruits sont AWGN, nlCN(0, N0), ∀l = 1, . . . , L.
Le codage a` re´pe´tition
Il s’agit du codage le plus simple, ou` sl = s1 (l = 2, . . . , L). Sous la forme vecto-
rielle, le signal rec¸u s’e´crit :
r = hs1 + n, (2.18)
avec r = [r1, . . . , rL]
t est le vecteur des signaux rec¸us par les L branches de diver-
site´, h = [h1, . . . , hL]
t est le vecteur des gains d’e´vanouissements inde´pendants et
n = [n1, . . . , nL]
t est le vecteur des bruits associe´s aux re´alisations du canal. Nous
conside´rons une de´tection cohe´rente de s1, c’est-a`-dire les gains du canal sont connus
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par le re´cepteur. Une statistique suffisante de de´tection est (Haccoun, 2008a) :
z = h∗r = ‖h‖2F s1 + h∗n
= s1
L∑
l=1
|hl|2 +
L∑
l=1
h∗l nl. (2.19)
Finalement, nous obtenons un proble`me de de´tection scalaire avec un bruit h∗nCN(0, N0IL).
Le re´cepteur a la structure d’un filtre adapte´ (Matched Filter) appele´ aussi Maximum
Ratio Combiner (MRC). Le filtre adapte´ effectue une ponde´ration du signal rec¸u
par chaque branche proportionnellement a` la puissance du signal dans chacune des
branches et aligne les phases des signaux dans la sommation afin de maximiser le
SNR a` la re´ception.
Pour un canal a` e´vanouissement de Rayleigh ou` les gains du canal hl sont inde´pendants
et identiquement distribue´s (i.i.d.) et hl ∼ CN(0, 1) (l = 1, . . . , L), l’expression
‖h‖2F =
L∑
l=1
|hl|2, (2.20)
est la somme des carre´s de 2L variables ale´atoires re´elles et Gaussiennes (e´tant donne´
que chaque terme |hl|2 est la somme des carre´s des parties re´elles et imaginaires de
hl). Il s’agit d’une distribution Chi-carre´e avec 2L degre´s de liberte´. Sa densite´ de
probabilite´ est donne´e par (Frigon (2008),Tse (2005)) :{
f4(x) =
1
(L−1)!x
L−1e−x, ∀x ≥ 0
f4(x) = 0 sinon
, (2.21)
et la probabilite´ d’erreur moyenne est exprime´e par (Frigon (2008),Tse (2005)) :
pe =
(
1− µ
2
)L L−1∑
l=0
C lL−1+l
(
1 + µ
2
)l
, (2.22)
ou` µ =
√
SNR
1+SNR
et SNR est le rapport signal-a`-bruit moyen rec¸u par pe´riode de sym-
bole. La figure 2.6 illustre la probabilite´ d’erreur en fonction du SNR pour diffe´rentes
valeurs de L. En augmentant la valeur de L, la probabilite´ d’erreur diminue. Nous
remarquons aussi que la pente des courbes est −L. Ceci s’explique analytiquement
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Figure 2.6 Probabilite´ d’erreur en fonction du rapport signal-a`-bruit pour diffe´rentes
valeurs de L
par l’approximation suivante a` haut SNR :
1 + µ
2
≈ 1 et 1− µ
2
≈ 1
4SNR
. (2.23)
De plus,
L−1∑
l=0
C lL−1+l = C
L
2L−1. (2.24)
D’ou`,
pe = C
L
2L−1
1
(4SNR)L
. (2.25)
Il est clair qu’en utilisant un codage a` re´pe´tition, les performances d’erreur sont
meilleures et l’ordre de diversite´ atteint augmente line´airement avec L. Certes, cette
ame´lioration des performances est inte´ressante, toutefois, elle est re´alise´e au couˆt de
temps et donc au couˆt de taux de transmission. En effet, de`s que L de´passe 1, la
taux de transmission est divise´ par L. Cette technique n’est pas adapte´e pour des
communications exigeantes en qualite´ de service.
2.3.2 La diversite´ spatiale
D’apre`s la section pre´ce´dente, la diversite´ constitue une technique puissante pour
combattre les e´vanouissements dans les syste`mes sans-fil. L’utilisation de la diversite´
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temporelle (ou fre´quentielle) est obtenue a` un couˆt de temps (ou de largeur de bande)
pour re´aliser la redondance. La diversite´ spatiale est une alternative attrayante qui
ne sacrifie ni le temps, ni la largeur de bande. La diversite´ spatiale fournit aussi un
gain d’antennes (array gain) et augmente le SNR moyen rec¸u. La nature du sche´ma
qui fournit la diversite´ spatiale de´pend de la configuration des antennes a` l’e´metteur
et au re´cepteur. On identifie :
– SIMO : (Single-Input-Multiple-Output) L’e´metteur est e´quipe´ d’une seule an-
tenne et le re´cepteur de plusieurs antennes.
– MISO : (Multiple-Input-Single-Output) L’e´metteur posse`de plusieurs antennes
et le re´cepteur une seule antenne.
– MIMO : (Multiple-Input-Multiple-Output) L’e´metteur et le re´cepteur posse`dent
tous les deux plusieurs antennes.
Alors que la diversite´ a` la re´ception est exploite´e dans les syste`mes SIMO, l’utili-
sation d’antennes multiples a` l’e´metteur demande des techniques de diversite´ plus
sophistique´es. Nous e´tudions ceci ci-apre`s.
La diversite´ a` la re´ception
Conside´rons un syste`me avec une seule antenne a` l’e´mission et plusieurs antennes a`
la re´ception. Supposons que le canal soit plat en fre´quence, le vecteur du canal s’e´crit
h = [h1, . . . , hMR ]
t, avec MR le nombre d’antennes a` la re´ception et hi sont i.i.d.
de moyennes nulles et variances unitaires. En supposant que le symbole s transmis
posse`de une e´nergie moyenne (E {|s|2} = Es), le signal rec¸u peut eˆtre exprime´ par :
r =
√
Eshs+ n, (2.26)
ou` r est le vecteur MR× 1 du signal rec¸u et n est un bruit ZMCSCG avec E {nn∗} =
N0IMR . Afin de maximiser le SNR a` la re´ception, le re´cepteur effectue une de´tection
MRC :
z =
√
Esh
∗hs+ h∗n
=
√
Es ‖h‖2F s+ h∗n. (2.27)
Nous supposons que le re´cepteur posse`de une connaissance parfaite du canal de trans-
mission et que le bruit est AWGN. Par conse´quent, le SNR a` la re´ception η est donne´
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par :
η = ‖h‖2F SNR. (2.28)
A` haut SNR, la probabilite´ d’erreur moyenne peut eˆtre exprime´e par (Paulraj et
Nabar, 2006) :
pe ≤ Ne
(
SNR d2min
4
)−MR
, (2.29)
ou` Ne et dmin sont le nombre de voisins les plus proches et la distance minimale
qui se´pare deux symboles de la constellation utilise´e respectivement. Par suite, la
diversite´ du syste`me est e´gale au nombre des antennes au re´cepteur MR. De plus,
puisque E
{‖h‖2F} =MR, le SNR moyen a` la re´ception est :
η¯ =MR SNR. (2.30)
Par conse´quent, le SNR moyen a` la re´ception est amplifie´ par un facteur MR par
rapport a` un syste`me SISO. Il s’agit d’un gain d’antennes exprime´ par 10 log10 MR
(en decibels). La figure 2.7 illustre les performances en taux d’erreur binaire d’un
sche´ma de diversite´ a` la re´ception avec une modulation BPSK (Binary-PSK ) pour
des nombres diffe´rents d’antennes au re´cepteur. Le taux d’erreur binaire s’ame´liore
lorsque MR augmente. A` haut SNR, en plus du gain de diversite´, un gain d’antennes
est observe´ lorsque le nombre d’antennes a` la re´ception double. Le gain d’antennes
est de 3dB a` chaque fois que le nombre d’antennes est multiplie´ par deux. Par contre,
a` faible SNR, la pe´nalite´ duˆe aux e´vanouissements de´passe le gain d’antennes. L’effet
du gain d’antennes cause une translation vers la gauche de la courbe des performances
d’erreur.
Avoir plusieurs antennes au re´cepteur permet d’extraire les gains de diversite´
et d’antennes maximaux. L’ame´lioration des performances (en termes d’erreur) est
proportionnelle au nombre d’antennes utilise´es a` la re´ception. Par contre, de´ployer
plusieurs antennes au re´cepteur n’est pas souvent re´alisable duˆ aux couˆts ou aux limi-
tations physiques. Une solution, de plus en plus populaire, est d’utiliser des antennes
multiples a` l’e´metteur combine´ a` des techniques de diversite´ spatiale a` l’e´mission. Ces
techniques seront de´taille´es dans la section suivante.
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Figure 2.7 Performances de la diversite´ a` la re´ception en fonction du nombre d’an-
tennes au re´cepteur
La diversite´ a` l’e´mission
Exploiter la diversite´ spatiale dans les syste`mes a` plusieurs antennes a` l’e´metteur
ne´cessite une phase de pre´-traitement avant la transmission. Plusieurs recherches
sont conduites sur ce the`me depuis les anne´es 90 (Seshadri et Winters (1994), Guey
et al. (1996), Tarokh et al. (1998), Alamouti (1998), Papadias (1999), Hochwald et al.
(2001)).
Conside´rons un symbole s transmis dans un syste`me avec MT = 2 antennes a`
l’e´metteur et une seule antenne au re´cepteur. Une manie`re facile d’exploiter la di-
versite´ consiste a` transmettre le signal a` partir des 2 antennes simultane´ment. En
supposant un environnement plat en fre´quence, ou` les gains d’e´vanouissement du ca-
nal correspondants aux deux antennes de transmission sont h1 et h2, le signal rec¸u
peut eˆtre exprime´ par :
r =
√
Es
2
(h1 + h2)s+ n, (2.31)
avec Es/2 l’e´nergie moyenne valable a` l’e´metteur durant une pe´riode symbole divise´e
par le nombre d’antennes de transmission et n est le bruit AWGN a` la re´ception.
Notons que la somme de deux variables ale´atoires Gaussiennes est e´galement une
variable ale´atoire Gaussienne (Papoulis, 1984), alors h =
√
1
2
(h1 + h2) est ZMCSCG
de variance unitaire. Par conse´quent,
r =
√
Eshs+ n. (2.32)
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Cette technique na¨ıve de transmission n’augmente pas la diversite´ (Paulraj et Nabar,
2006). Nous montrons maintenant comment la diversite´ a` l’e´mission peut eˆtre acheve´e
sans connaissance du canal de transmission a` l’e´metteur pour les syste`me MISO et
MIMO (Le lecteur est invite´ a` lire (Paulraj et Nabar, 2006) pour des techniques de
diversite´ a` l’e´mission avec connaissance du canal de transmission a` l’e´metteur).
Conside´rons le meˆme syste`me ci-dessus. La technique de diversite´ a` l’e´mission
que nous utilisons maintenant est le sche´ma Alamouti (Alamouti, 1998). Dans cette
technique, deux symboles diffe´rents s1 et s2 sont transmis simultane´ment des an-
tennes 1 et 2 respectivement durant une premie`re pe´riode symbole. Pendant une
deuxie`me pe´riode symbole, les symboles −s∗2 et s∗1 sont transmis (Voir figure 2.8).
Nous conside´rons un canal plat en fre´quence et lentement variable dans le temps (le
canal reste constant durant les deux pe´riodes symbole de transmission). Le vecteur
des gains d’e´vanouissements est h = [h1 h2] et les signaux r1 et r2 rec¸us pendant les
deux pe´riodes symbole sont exprime´s par :
r1 =
√
Es
2
h1s1 +
√
Es
2
h2s2 + n1
r2 = −
√
Es
2
h1s
∗
2 +
√
Es
2
h2s
∗
1 + n2, (2.33)
ou` n1 et n2 sont les bruits AWGN de variances N0. Es/2 est l’e´nergie d’e´mission
moyenne par pe´riode symbole et par antenne. Le re´cepteur forme un vecteur de si-
gnaux re´arrange´, donne´ par :
r =
[
r1
r∗2
]
=
√
Es
2
[
h1 h2
h∗2 −h∗1
][
s1
s2
]
+
[
n1
n∗2
]
=
√
Es
2
Heqs+ n, (2.34)
avec s = [s1 s2]
t et n = [n1 n
∗
2]
t. La matrice du canal e´quivalent est orthogonale
(c’est-a`-dire H∗eqHeq = ‖h‖2F I2). Si z = H∗eqr, alors :
z =
√
Es
2
‖h‖2F I2s+ n˜, (2.35)
ou` E {n˜} = 02,1 et E {n˜n˜∗} = ‖h‖2F N0I2. La de´tection des symboles s1 et s2 peut
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Figure 2.8 Sche´ma de la strate´gie d’e´mission Alamouti dans un syste`me MISO 2×1
alors se faire se´pare´ment :
zi =
√
Es
2
‖h‖2F si + n˜i, i = 1, 2 (2.36)
et le SNR rec¸u η est donne´ par (Paulraj et Nabar, 2006) :
η =
‖h‖2F SNR
2
. (2.37)
Puisque E
{‖h‖2F} = 2, alors le SNR moyen a` la re´ception est η¯ = SNR. Il n’y a pas
de gain d’antennes en absence de la connaissance du canal a` l’e´metteur. Finalement,
a` haut SNR, la probabilite´ d’erreur est majore´e par (Paulraj et Nabar, 2006) :
pe ≤ Ne
(
SNR d2min
8
)−2
. (2.38)
ou` Ne et dmin sont le nombre de voisins les plus proches et la distance minimale qui
se´pare deux symboles de la constellation utilise´e respectivement. Par suite, le sche´ma
Alamouti atteint la diversite´ 2 a` l’e´mission (qui est la diversite´ a` l’e´mission maximale
MT ).
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Diversite´ a` l’e´mission et a` la re´ception
Conside´rons un syste`me MIMO avec deux antennes a` l’e´mission et deux antennes a`
la re´ception. Le sche´ma Alamouti de´crit pre´ce´demment peut eˆtre utilise´ pour extraire
la diversite´ dans ce syste`me. Les meˆmes hypothe`ses du canal sont conserve´es ici. Soit
la matrice du canal H de dimensions 2× 2 :
H =
[
h1,1 h1,2
h2,1 h2,2
]
, (2.39)
ou` hi,j est le gain d’e´vanouissement du canal i
eme antenne d’e´mission-jieme antenne
de re´ception. Les signaux rec¸us a` la destination pendant les 2 pe´riodes symbole sont :
r1 =
√
Es
2
H
[
s1
s2
]
+
[
n1
n2
]
r2 =
√
Es
2
H
[
−s∗2
s∗1
]
+
[
n3
n4
]
, (2.40)
ou` n1, n2, n3 et n4 sont les bruits AWGN inde´pendants tel que E {|ni|2} = N0
(i = 1, . . . , 4). Comme dans le syste`me MISO, l’e´nergie est e´quitablement divise´e
entre les antennes de transmission (sous l’hypothe`se du canal inconnu a` l’e´metteur).
Similairement a` l’e´quation (2.34), le signal rec¸u peut s’e´crire sous la forme :
r =
[
r1
r∗2
]
=
√
Es
2

h1,1 h1,2
h2,1 h2,2
h∗1,2 −h∗1,1
h∗2,2 −h∗2,1

[
s1
s2
]
+

n1
n2
n∗3
n∗4
 (2.41)
=
√
Es
2
Heqs+ n, (2.42)
avec s = [s1 s2]
t et n = [n1 n2 n
∗
3 n
∗
4]
t. De plus, Heq est orthogonale (c’est-a`-dire
H∗eqHeq = ‖H‖2F I2). D’une manie`re e´quivalente aux e´quations (2.35) et (2.36), la
de´tection des symboles se fait se´pare´ment (Paulraj et Nabar, 2006) :
zi =
√
Es
2
‖H‖2F si + n˜i, i = 1, 2 ou` n˜ =
[
n˜1
n˜2
]
= H∗eqn. (2.43)
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Le SNR a` la re´ception est exprime´ par (Paulraj et Nabar, 2006) :
η =
‖H‖2F SNR
2
, (2.44)
et la probabilite´ d’erreur est majore´e par (Paulraj et Nabar, 2006) :
pe ≤ Ne
(
SNRd2min
8
)−4
. (2.45)
Par conse´quent, le sche´ma Alamouti extrait un ordre de diversite´MTMR = 4. Puisque
E
{‖H‖2F} = 4, alors le SNR moyen a` la re´ception, η¯ = 2SNR. Par suite, en absence
de la connaissance du canal a` l’e´metteur, un gain d’antenne e´gal au nombre d’antennes
de re´ception est obtenu.
Le sche´ma Alamouti peut eˆtre utilise´ afin d’extraire de la diversite´ dans les
syste`mes MIMO avec MT = 2 et n’importe quel nombre d’antennes de re´ception
MR. Nous obtenons alors l’ordre de diversite´ 2MR et un gain d’antenne e´gal a` MR.
Pour des syte`mes avec MT > 2 et MR > 2, d’autres codes spatio-temporels sont
disponibles. Le sche´ma Alamouti est classe´ dans les codes spatio-temporel en blocs
orthogonaux (Paulraj et Nabar (2006), Jafarkhani (2005)). D’autres codes appele´s
codes spatio-temporels en blocs quasi-orthogonaux sont de´veloppe´s dans (Jafarkhani,
2005).
2.3.3 Le Multiplexage Spatial
Dans un syste`me MIMO 2× 2, le codage Alamouti n’exploite pas tous les degre´s
de liberte´ (les dimensions dans lesquelles des informations inde´pendantes peuvent
eˆtre transmises simultane´ment). Un sche´ma simple qui exploite tous les degre´s de
liberte´ est le multiplexage spatial. En effet, le multiplexage spatial permet de trans-
mettre des symboles d’information inde´pendants spatialement (par diffe´rentes an-
tennes d’e´mission) et temporellement (sur des diffe´rentes pe´riodes-symboles). Le mul-
tiplexage spatial est souvent appele´ V-BLAST dans la litte´rature (Wolniansky et al.,
1998). La probabilite´ d’erreur dans le syste`me MIMO 2× 2 est exprime´e par (Frigon
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(2008), Tse (2005)) :
p {x1 → x2} ≤
[
1
1 + SNR ‖x1 − x2‖2F /4
]2
≤ 16
SNR2 ‖x1 − x2‖4F
(a` haut SNR), (2.46)
ou` x1 et x2 sont des vecteurs de mots de code de dimension 2. L’exposant du
SNR repre´sente le gain de diversite´, donc le multiplexage spatial fournit un gain de
diversite´ e´gal a` 2. Puisqu’il n’y a pas de codage a` l’e´mission, alors aucun gain de
diversite´ a` l’e´mission n’est re´alise´.
Du sche´ma V-BLAST, nous pourrons tirer deux points importants :
D’abord, les antennes multiples sont capables de fournir plus de degre´s de liberte´
pour la communication en plus de la diversite´. En outre, les sche´mas de diversite´ a`
l’e´mission augmentent la fiabilite´ de la transmission mais pre´sentent des limitations
de performance (en terme de taux de transmission). Malgre´ le gain de diversite´ plus
faible du multiplexage spatial, ce sche´ma permet d’optimiser l’utilisation des degre´s
de liberte´ et par suite augmenter le taux de transmission.
Il existe un compromis fondamental entre le gain de diversite´ et le gain de multi-
plexage (degre´s de liberte´). En effet, il n’est pas possible d’augmenter les deux gains
simultane´ment. Dans le cas du syste`me MIMO 2 × 2, Alamouti atteint la diversite´
maximale 4, mais utilise seulement la moitie´ des degre´s de liberte´. Par contre, le
multiplexage spatial utilise tous les degre´s de liberte´ mais atteint seulement la diver-
site´ 2. Dans (Rezki, 2008), les auteurs ont pre´sente´ un encodage spatio-temporel a`
re´tro-action non syste´matique et limite´e, en vue d’atteindre ce compromis optimal.
Ce type d’encodage est pre´sente´ comme e´tant une technique avantageuse en raison
de sa simplicite´ d’adaptation et sa complexite´ de de´codage re´duite.
2.3.4 Compromis Diversite´-Multiplexage Spatial
Soit un syste`me MIMO a` MT et MR antennes d’e´mission et de re´ception respec-
tivement. Le canal de transmission est suppose´ eˆtre Rayleigh. Alors, le compromis
diversite´-multiplexage spatial s’exprime comme e´tant (Frigon (2008), Tse (2005)) :
d(r) = (r, (MT − r)(MR − r)), r = 0, . . . ,min(MT ,MR) (2.47)
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ou` d(r) est le gain de diversite´ et r est le gain de multiplexage. Dans le Tableau 2.1,
nous comparons les gains de diversite´ et les degre´s de liberte´ des diffe´rents sche´mas
de transmission pour un syste`me MIMO 2× 2 (Frigon (2008), Tse (2005)).
Tableau 2.1 Comparaison en termes de diversite´ et de degre´s de liberte´ des diffe´rents
sche´mas de transmission dans un syste`me MIMO 2× 2
Gain de diversite´ Degre´s de liberte´ par pe´riode symbole
Re´pe´tition 4 1
2
Alamouti 4 1
V-BLAST 2 2
Canal 4 2
On voit que chaque technique offre un gain de diversite´ et un nombre de degre`s de
liberte´ diffe´rents. Dans les syste`mes sans-fil, l’utilisation d’une technique de´pend du
but de la communication ainsi que de l’e´tat du canal de transmission, si le rapport
signal-a`-bruit est e´leve´, l’utilisation du multiplexage spatial est favorise´ afin d’aug-
menter le taux de transmission. Par contre, a` faible rapport signal-a`-bruit, on utilise
Alamouti pour augmenter la fiabilite´ de la communication.
2.4 Conclusion
Dans ce chapitre, nous avons survole´ les bases d’un syste`me de communication
sans-fil. Nous nous sommes concentre´s sur le canal, composante centrale du syste`me
de communication. Le canal plat en fre´quence et lentement variable dans le temps
subit des e´vanouissements qui de´te´riorent les performances de la communication.
Afin de combattre les e´vanouissements, les syste`mes MIMO pre´sentent plusieurs
solutions telles que la diversite´ a` la re´ception, a` l’e´mission ou a` l’e´mission et la
re´ception. Le codage spatio-temporel permet d’augmenter la fiabilite´ de la commu-
nication sans-fil. Un des codes les plus inte´ressants est le codage Alamouti. Vu ses
performances et sa simplicite´ d’imple´mentation dans les syste`mes re´els, cette tech-
nique de signalisation combine´e a` l’utilisation des antennes multiples fait partie des
standards des syste`mes de communication sans-fil (IEEE 802.11 et IEEE 802.16).
30
Chapitre 3
SYSTE`MES COOPE´RATIFS :
DE´FINITIONS ET REVUE
BIBLIOGRAPHIQUE
Nous pre´sentons dans ce chapitre les notions de base de la communication coope´rative
a` relais et les diffe´rents protocoles associe´s. Plusieurs contraintes empeˆchent les ap-
pareils d’avoir plusieurs antennes et agir comme un syste`me MIMO (principalement,
a` cause de la taille des appareils sans-fil). Une solution inte´ressante est de profiter
des antennes d’autres nœuds relais afin de cre´er un re´seau virtuel d’antennes, ce
qui permet d’exploiter des sche´mas de transmission qui augmentent la fiabilite´ de la
communication.
3.1 Motivations de la communication coope´rative
La demande incessante des donne´es dans les re´seaux sans-fil a re´ve´le´ certaines
contraintes de communication. En effet, les liens sans-fil ont toujours pre´sente´ une
limite en largeur de bande plus faible que celle des liens filaires. Cette limite force les
usagers a` utiliser des applications rappelant les re´seaux filaires de plusieurs de´cennies
passe´es. Les nouvelles technologies comme les syste`mes MIMO augmentent la largeur
de bande en nombre de bits par seconde par hertz graˆce au multiplexage spatial, et
ame´liorent la fiabilite´ (et la porte´e) du lien sans-fil en exploitant le codage spatio-
temporel et la directivite´ des antennes (beamforming). Mais, toutes ces ame´liorations
sont re´alisables au prix de plusieurs composantes radio-fre´quences a` l’e´metteur et au
re´cepteur. De plus, la taille des e´quipements mobiles peut limiter le nombre d’antennes
a` de´ployer. Meˆme si la technologie MIMO est faisable, d’autres contraintes concernant
l’allocation des bandes de fre´quences aux usagers sont rencontre´es duˆes a` des raisons
historiques et de re´gulation. Avec cette limitation, les bandes de fre´quences libres
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pre´sentent beaucoup d’interfe´rences a` cause du grand nombre d’usagers.
Afin de re´soudre ces proble`mes, la notion de coope´ration entre les usagers est
introduite dans les re´seaux sans-fil. Dans une communication coope´rative, plusieurs
nœuds relais ope`rent conjointement avec le nœud source afin de transmettre ses infor-
mations a` la destination. Par conse´quent, l’exploitation des techniques MIMO devient
possible sans la ne´cessite´ d’avoir plusieurs antennes aux nœuds du re´seau. La commu-
nication be´ne´ficie ainsi de la diversite´ spatiale puisque les signaux sont transmis sur
des canaux a` e´vanouissements inde´pendants, ce qui garantit une meilleure de´tection
au re´cepteur.
Les techniques de coope´ration profitent de la proprie´te´ de diffusion des signaux
sans-fil. Le fait que le signal d’une source vers une destination peut eˆtre “e´coute´”
par les nœuds voisins, permet a` ces derniers de traiter le signal “e´coute´” et le trans-
mettre vers la destination. Les traitements aux relais consistent a` une re´pe´tition du
signal “e´coute´” (un exemple sera de de´coder puis re´-encoder l’information ou bien
simplement amplifier le signal rec¸u avant de le transmettre), ou a` des strate´gies plus
sophistique´es comme relayer seulement une partie de l’information, ou compresser le
signal rec¸u avant de le transmettre (Kramer et al., 2005). La destination combine les
signaux issus de la source et des relais (ou seulement des relais) afin d’augmenter la
re´sistance contre les fluctuations du canal.
Cette notion de coope´ration date du canal relais, largement e´tudie´e en the´orie
de l’information dans les anne´es 70 par Cover et El Gamal (Cover et Gamal, 1979).
Mais, sa popularite´ revient aux travaux re´cents (Sendonaris et al. (2003), Laneman
et Wornell (2003), Laneman et al. (2004)) ou` les auteurs ont montre´ les avantages du
relayage coope´ratif dans un environnement sans-fil cellulaire et ad hoc. Dans la figure
3.1, nous illustrons les diffe´rents mode`les de la communication coope´rative. La figure
3.1.a est le mode`le le plus classique. Un nœud source, e´quipe´ d’une seule antenne ne
peut avoir une diversite´ spatiale supe´rieure a` 1. A` l’aide d’un relais, il est capable de
doubler sa diversite´ spatiale. En effet, la destination rec¸oit la meˆme information par
deux chemins inde´pendants, donc la diversite´ spatiale est e´gale a` 2. La figure 3.1.c
illustre un mode`le de coope´ration ou` la source d’information peut jouer le roˆle d’un
relais. Certains trouvent que la coope´ration utilise de la puissance et de la largeur de
bande de chaque usager pour relayer les donne´es de son partenaire. Cependant, un
gain de diversite´ est cre´e´ et les performances approchent celles de la non-coope´ration
avec plus d’e´conomie de puissance. Il a e´te´ montre´ dans (Sendonaris et al. (2003),
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Laneman et Wornell (2003), Laneman et al. (2004), Hunter et Nosratinia (2006)) que
cette technique be´ne´ficie toujours aux deux nœuds source/relais. Dans la figure 3.1.b
nous pre´sentons le mode`le du re´seau de coope´ration a` relais multiples. Intuitivement,
nous pensons aux nœuds relais comme des antennes multiples d’un syste`me MIMO.
Par conse´quent, des structures de transmission MIMO sont applicables sur ce type de
re´seaux (Jing et Jafarkhani (2007), Jing et Hassibi (2005), Kim et Cherukuri (2005))
afin d’augmenter la fiabilite´ ou le de´bit de la transmission.
3.2 Discussion des diffe´rentes techniques de coope´-
ration
Dans cette section, une revue des plus importantes techniques de coope´ration est
pre´sente´e. Les deux premie`res techniques AF et DF peuvent eˆtre exploite´es pour les
mode`les des re´seaux (a) et (b) de la figure 3.1. Les deux dernie`res techniques sont
spe´cifiques au mode`le du re´seau (c) de la figure 3.1.
3.2.1 Mode´lisation du syste`me
Nous conside´rons un re´seau compose´ de 3 nœuds : une source, un relais et une
destination, tous e´quipe´s d’une seule antenne (similairement a` la figure 3.1.a). Le
relais ne fournit aucun trafic supple´mentaire vers la destination et les nœuds sont
suppose´s half-duplex, c’est-a`-dire qu’un nœud ne peut transmettre et recevoir simul-
tane´ment. La communication est exe´cute´e durant deux phases temporelles de meˆme
dure´e. Durant la premie`re phase, appele´e “phase de diffusion”, la source envoie T sym-
boles d’information sans redondance pendant T pe´riodes symbole. Le relais amplifie
(ou de´tecte et de´code puis re´-encode) les symboles rec¸us et proce`de a` la deuxie`me
phase. A` la “phase de relais”, le nœud relais envoie les symboles rec¸us (il s’agit
d’une re´pe´tition simple du signal rec¸u) vers la destination. Nous supposons que le lien
source-destination est toujours corrompu, donc la destination ne tient pas compte du
signal initialement transmis a` la phase de diffusion.
34
Mode´lisation du canal
Nous supposons que les nœuds sont stationnaires et posse`dent des canaux quasi-
statiques pendant toute la dure´e de communication. Les gains d’e´vanouissements des
canaux sont i.i.d et ZMCSCG de variances σs,r2 =
(
d
ds,r
)α
pour le canal source-relais
et σr,d
2
=
(
d
dr,d
)α
pour le canal relais-destination. d, ds,r et dr,d sont les distances
source-destination, source-relais et relais-destination respectivement. α est l’exposant
d’atte´nuation qui de´pend de l’environnement de propagation. Les e´metteurs n’ont
aucune connaissance du canal. Si le relais est AF, nous supposons que la destination
posse`de une connaissance de tous les canaux (le canal source-relais et le canal relais-
destination). Si le relais est DF, nous conside´rons que la destination posse`de une
connaissance du canal relais-destination et que le relais connait le canal source-relais.
La puissance d’e´mission est suppose´e la meˆme sur les deux phases de transmission
(Jing et Hassibi, 2005). Donc, la puissance d’e´mission de la source, note´e P , est e´gale
a` celle du relais.
Durant la phase de diffusion, le vecteur des signaux rec¸us au relais, r1 (de dimen-
sion 1× T ) est donne´ par :
r1 =
√
PTh1s+ n1, (3.1)
ou` h1 est le gain d’e´vanouissement du canal source-relais. s est le vecteur des symboles
transmis et n1 est le bruit AWGN rec¸u au relais de moyenne nulle, de matrice de
covariance E {n∗1n1} = N0IT ou` N0 est la variance de chaque e´le´ment de n1.
3.2.2 “Relais Amplify-and-Forward” (AF)
En faisant appel a` l’expression (3.1), a` la phase de relais, le vecteur des symboles
envoye´s par le relais x1, est exprime´ par :
x1 = g1r1
=
√
P 2T
Pσs,r2 +N0
h1s+
√
P
Pσs,r2 +N0
n1, (3.2)
ou` g1 est le facteur d’amplification du signal, de´termine´ en respectant la condition
suivante :
E {x1x∗1} ≤ PT. (3.3)
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Finalement, le signal rec¸u a` la destination, r2, est donne´ par :
r2 = h2x1 + n2 (3.4)
En substituant (3.2) dans l’e´quation (3.4), nous obtenons,
r2 =
√
P 2T
Pσs,r2 +N0
h2h1s+
√
P
Pσs,r2 +N0
h2n1 + n2
=
√
P 2T
Pσs,r2 +N0
heqs+ neq, (3.5)
avec h2 le gain d’e´vanouissement du canal relais-destination et n2 est le bruit blanc
additif Gaussien rec¸u a` la destination, de moyenne nulle, matrice de covariance
E {n∗2n2} = N1IT et N1 est la variance de chaque e´le´ment de n2. Une de´tection
MRC est exe´cute´e a` la destination, conduisant a` la statistique de de´cision :
z = h∗eqr2 =
√
P 2T
Pσs,r2 +N0
|heq|2s+ h∗eqneq. (3.6)
3.2.3 “Relais Decode-and-Forward” (DF)
Puisque le relais posse`de une connaissance du canal source-relais, il de´tecte les
symboles transmis avec un de´codeur MRC. La statistique de de´cision est donne´e par :
zDF1 = h
∗
1r1 =
√
PT |h1|2s+ h∗1n1. (3.7)
Le vecteur des symboles re´sultant estime´ au relais est s˜DF1 . Ce dernier est ensuite
amplifie´ par un facteur gDF1 . D’ou`, le signal transmis par le relais vers la destination,
xDF1 s’e´crit :
xDF1 = g
DF
1 s˜
DF
1
=
√
PT s˜DF1 . (3.8)
En substituant l’expression (3.8) dans (3.4), le signal rec¸u a` la destination est finale-
ment donne´ par :
rDF2 =
√
PTh2s˜
DF
1 + n2. (3.9)
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Une statistique suffisante de de´tection est :
zDF2 = h
∗
2r2 =
√
PT |h2|2s˜DF1 + h∗2n2. (3.10)
Comparaison entre Amplify-and-Forward et Decode-and-Forward
Notez que dans nos hypothe`ses, la destination de´tecte seulement le signal e´mis a` la
phase de relais (car le canal source-destination est suppose´ de tre`s mauvaise qualite´),
ce qui ne me`ne pas a` une ame´lioration de la diversite´.
Pour les simulations, nous effectuons a` chaque valeur de rapport signal-a`-bruit
moyen a` la destination plusieurs re´alisations de canaux et nous observons les bits
rec¸us. Ceci nous permet de calculer le taux d’erreur binaire en fonction du rapport
signal-a`-bruit moyen a` la destination en moyennant les re´sultats sur tout le nombre
des re´alisations des canaux.
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Figure 3.2 Comparaison en terme de BER des techniques de coope´ration AF et DF
Dans la figure 3.2, nous illustrons les taux d’erreurs binaires des techniques de
coope´ration AF et DF pour un seul relais, en comparaison avec la transmission di-
recte (syste`me SISO). Nous supposons que dans nos simulations, la distance source-
destination est toujours la meˆme et que le relais est situe´ a` mi-distance entre la source
et la destination. Nous conside´rons aussi que α = 2.
Le lien direct pre´sente la performance d’erreur la plus mauvaise. Ceci est un
re´sultat pre´visible, puisqu’aucune contribution du relais n’est prise en compte. Vu
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que le signal est atte´nue´ sur une longue distance et bruite´ au re´cepteur, alors la pro-
babilite´ qu’il soit mal de´tecte´ a` la destination est plus e´leve´e que si un nœud relais
ait intervenu dans la transmission.
La technique de coope´ration avec un relais AF pre´sente des performances le´ge`rement
plus faibles que celles utilisant un relais DF. Ceci peut eˆtre explique´ par le fait que le
relais amplifie le signal, mais e´galement le bruit. D’autre part, le relais DF de´tecte les
signaux plus efficacement vu qu’il y a moins d’atte´nuation sur les chemins source-relais
et relais-destination que le chemin source-destination. D’ou`, le relais DF pre´sente les
meilleures performances d’erreur.
En conclusion, l’utilisation de relais entre le nœud source et le nœud destination
permet d’ame´liorer la qualite´ de la communication, que-ce-soit avec la technique AF
ou bien DF.
3.2.4 Relayage de se´lection
La largeur de bande est divise´e en canaux orthogonaux (dans le domaine tem-
porel ou fre´quentiel), assigne´s aux nœuds source/relais, afin d’e´viter les proble`mes
d’interfe´rence a` la destination. Donc, chaque nœud transmet dans son propre canal.
Les nœuds doivent eˆtre capables de traiter les signaux rec¸us des partenaires. Ceci
n’est pas possible pour des nœuds en full-duplex (qui e´mettent et rec¸oivent simul-
tane´ment sur la meˆme bande fre´quentielle). En effet, a` cause des atte´nuations duˆes
aux e´vanouissements, le signal transmis est typiquement 100 a` 150 dB plus e´leve´
que le signal rec¸u (Laneman et Wornell (2001), Alazem (2008)). Par conse´quent, des
nœuds ope´rant en half-duplex sont conside´re´s.
Dans la figure 3.3, inspire´e de (Laneman et Wornell, 2001) et (Alazem, 2008), une
comparaison de l’allocation des canaux temporels entre une transmission coope´rative
et une transmission non-coope´rative est pre´sente´e. Cette allocation correspond a` une
situation e´quitable du nombre de symboles transmis entre les deux nœuds, vers une
destination commune.
La transmission de l’information se fait en deux intervalles de temps. Dans le
premier intervalle, la destination rec¸oit X/2 symboles du nœud source/relais1. Dans
le deuxie`me intervalle, la destination rec¸oit les X/2 symboles du nœud source/relais2.
Dans le cas de non-coope´ration, les symboles transmis par chaque nœud sont
propres a` eux meˆme. Si les nœuds coope`rent, alors la transmission est re´alise´e sur 4
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Figure 3.3 Comparaison entre une transmission non-coope´rative et une transmission
coope´rative
intervalles de temps. Pendant le premier (et le troisie`me) intervalle de temps, X/4
symboles propres au nœud source/relais1 (source/relais2) sont transmis vers la des-
tination et le partenaire. Durant le deuxie`me (et le quatrie`me) intervalle de temps,
le nœud source/relais2 (source/relais1) transmet, apre`s traitement, les symboles cor-
respondants vers le partenaire (vers la destination). La destination rec¸oit au total X
symboles dont X/2 pour le nœud source/relais1 et X/2 pour le nœud source/relais2.
Un premier protocole pour les re´seaux ad hoc est propose´ par Laneman (Laneman
et Wornell, 2001) afin d’e´viter la propagation des erreurs aux relais. En effet, il propose
de transmettre uniquement lorsque le canal inter-usagers source/relais1-source/relais2
est de bonne qualite´. C’est-a`-dire, si le SNR instantane´ de ce canal est e´leve´, alors le
nœud, apre`s traitement, envoie le message de son partenaire vers la destination. Par
contre, si ce canal est de tre`s mauvaise qualite´, il proce`de sans coope´ration et envoie
ses informations avec un codage de re´pe´tition ou un autre plus fiable.
Dans (Laneman et Wornell, 2001), l’auteur montre que la probabilite´ de perte
(outage probability) du relayage de se´lection est proportionnelle a` 1
SNR2
a` haut SNR.
D’ou`, le relayage de se´lection offre un gain de diversite´ d’ordre 2, qui est le gain de
39
diversite´ maximal pour le cas de deux nœuds source/relais.
3.2.5 Codage Coope´ratif
Le codage coope´ratif a e´te´ largement e´tudie´ (Sendonaris et al. (2003), Laneman
et Wornell (2003) et Hunter et Nosratinia (2006)). Dans (Hunter, 2004), la technique
propose´e combine le Decode-and-Forward et le relayage de se´lection. Ceci se base sur
le fait que chaque nœud utilise un code correcteur d’erreur CRC (Cyclic Redundancy
Check) et un codage de canal pour obtenir un gain de diversite´ et un gain de co-
dage simultane´ment. Chaque nœud divise son mot de code en deux parties de tailles
variables et transmet une partie vers la destination et l’autre vers son partenaire.
La flexibilite´ du codage coope´ratif est bien claire dans la variabilite´ de la taille des
parties du mot de code transmises afin de s’adapter aux conditions des canaux. Dans
(Hunter et Nosratinia, 2006), les auteurs montrent que le codage coope´ratif a une
probabilite´ de perte proportionnelle a` 1
SNR2
a` haut SNR. Ce qui correspond au gain
de diversite´ maximal pour deux nœuds. Par contre, il offre un gain de codage meilleur
que le relayage de se´lection.
3.3 Conclusion
Dans ce chapitre, nous avons pre´sente´ les diffe´rentes techniques de coope´ration. Les
deux premie`res techniques sont expose´es pour un re´seau avec relais. Ces techniques
ame´liorent la fiabilite´ de la communication pour un nombre e´leve´ de relais. Les deux
dernie`res techniques sont exploite´es pour des re´seaux ou` les nœuds sources jouent
e´galement le roˆle de relais pour d’autres nœuds sources. Pour le cas de deux nœuds
source/relais, la diversite´ maximale est atteinte (e´gale a` 2).
Dans notre me´moire, nous nous inte´ressons seulement aux re´seaux coope´ratifs
ou` les nœuds sont des sources ou des relais. Donc, seulement les relais AF et DF
importent dans ce qui suit. Nous pre´sentons dans le chapitre suivant les techniques
de codage distribue´es. Afin que ces sche´mas de transmission soient re´alisables, la
pre´sence de plusieurs nœuds relais formant un regroupement d’antennes virtuel est
ne´cessaire pour la communication.
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Chapitre 4
E´VALUATION DES
PERFORMANCES DU CODAGE
STBC DISTRIBUE´ DANS LES
RE´SEAUX COOPE´RATIFS A`
RELAIS MULTIPLES
Dans le chapitre pre´ce´dent, nous avons pre´sente´ diffe´rentes techniques de coope´ -
ration. Il est clair que vu notre inte´reˆt aux techniques AF et DF, une re´pe´tition simple
du symbole transmis n’est pas toujours la bonne solution pour augmenter la fiabi-
lite´ de la communication. Un codage plus sophistique´ serait plus inte´ressant pour un
re´seau a` relais multiples. L’ide´e de base est d’utiliser un codage spatio-temporel d’une
fac¸on distribue´e entre les relais (c’est-a`-dire le code est imple´mente´ d’une manie`re
qui ne´cessite aucun e´change d’information entre les relais). L’imple´mentation d’un
tel code e´tait faite pour Alamouti dans (Hua et al., 2003). Les auteurs de (Jing
et Hassibi, 2005) ont propose´ des nouveaux designs pour des codes orthogonaux et
quasi-orthogonaux. A` notre connaissance, aucun travail ne s’est inte´resse´ a` e´valuer
les performances d’erreur lorsque ses designs sont utilise´s a` des nœuds relais a` an-
tennes multiples ou pour une connaissance imparfaite des canaux de transmission aux
re´cepteurs.
Dans ce chapitre, nous e´valuons les performances d’un syste`me de coope´ration
a` plusieurs relais. Tous les relais sont e´quipe´s d’antennes multiples et exploitent un
codage spatio-temporel distribue´ avec des relais AF ou bien DF. Nous conside´rons
plusieurs configurations de re´seaux ou` le nombre de relais ainsi que le nombre de
leurs antennes varient a` chaque configuration. Nous e´tudions plus tard, l’impact de
la connaissance imparfaite du canal aux re´cepteurs sur la fiabilite´ de la communica-
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tion coope´rative. Nous distinguons dans notre e´tude une connaissance imparfaite des
canaux aux relais et a` la destination (Jaafar et al., 2009b).
4.1 Mode`le du syste`me
4.1.1 Mode`le du re´seau
Dans cette section, nous pre´sentons le mode`le du re´seau coope´ratif a` relais mul-
tiples. Le re´seau est compose´ d’une source, K relais indexe´s par k = 1, . . . , K et
une destination. La source est e´quipe´e d’une seule antenne, le kieme relais est e´quipe´
de Mk antennes (k = 1, . . . , K) et la destination de Ld antennes. Le nombre total
des antennes des relais est L =
K∑
k=1
Mk infe´rieur ou e´gal a` Ld. Les relais ne sont
pas des sources, par conse´quent, lors d’une communication coope´rative, aucun trafic
supple´mentaire provenant des nœuds relais vers la meˆme destination n’est conside´re´.
Les relais sont half-duplex (Voir figure 4.1).
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M K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K relais
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M 1
Figure 4.1 Mode`le du re´seau coope´ratif a` relais multiples
La communication coope´rative est exe´cute´e durant deux phases de transmission
e´gales. La premie`re phase de diffusion est similaire a` celle pre´sente´e dans la section
3.2.1. Nous supposons que le lien direct est de tre`s mauvaise qualite´, donc le signal
e´mis sur ce canal n’est pas conside´re´ dans l’analyse. Pendant la phase de relais, les
relais transmettent simultane´ment les symboles rec¸us en utilisant un codage spatio-
temporel en blocs. Nous supposons que les relais sont parfaitement synchrones (Jing
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et Jafarkhani, 2007). Les configurations du re´seau sont de´taille´es dans le Tableau 4.1
Tableau 4.1 Configuration du re´seau
Nombre des relais Nombre des antennes a` chaque relais
Config.1 1 4
Config.2 2 2
Config.3 4 1
4.1.2 Mode`le du canal
Tous les nœuds sont suppose´s immobiles et les canaux radio quasi-statiques lors
d’une transmission coope´rative. Les canaux radio sont Rayleigh a` e´vanouissement
plat et leurs gains d’e´vanouissement sont des variables ale´atoires i.i.d., Gaussiennes
de moyennes nulles et variances unitaires. Cette supposition s’applique souvent a` des
environnements inte´rieurs (Indoor) et urbains.
Nous supposons que le canal est inconnu aux e´metteurs. Pour des relais AF, nous
supposons que la destination connait tous les canaux. Tandis qu’avec des relais DF,
les hypothe`ses de la connaissance du canal relais-destination a` la destination et la
connaissance du canal source-kieme relais au relais k(∀k = 1, . . . , K) sont prises en
compte.
Tout comme a` la section 3.2.1, la puissance d’e´mission est la meˆme sur les deux
phases de transmission. Nous conside´rons e´galement que la puissance d’e´mission de
chaque relais est proportionnelle au nombre de ses antennes. D’ou`, la puissance
d’e´mission du kieme relais est PMk
L
, ou` P est la puissance d’e´mission sur chaque
phase. Puisqu’un codage spatio-temporel orthogonal ou quasi-orthogonal (OSTBC
ou QOSTBC) est utilise´, nous conside´rons alors que chaque relais connait les ma-
trices du code a` appliquer a` la phase de relais.
Durant la phase de diffusion, la matrice des signaux rec¸us au kieme relais, Rk (de
dimensions Mk × T ), est donne´e par :
Rk =
√
PThs,ks+Ns,k, k = 1, . . . , K (4.1)
ou` hs,k est le vecteur des gains du canal source-kieme relais de dimensions Mk × 1. s
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est le vecteur 1×T des symboles transmis d’e´nergie E {‖s‖2} = Es avec T le nombre
de pe´riodes symbole de transmission sur une phase et finalement Ns,k est la matrice
Mk×T du bruit AWGN de moyenne nulle et matrice de covariance E{Ns,k
(
Ns,k
)∗} =
N0IMk .
On a : s =
[
s1 . . . sT
]
, hs,k =

hs,k1
...
hs,kMk
, Ns,k =

ns,k1
...
ns,kMk
 etRk =

rk1
...
rkMk
.
Le vecteur rki (i = 1, . . . ,Mk, k = 1, . . . , K) contient les signaux rec¸us a` la i
eme
antenne du kieme relais. Il est exprime´ par :
rki =
√
PThs,ki s+ n
s,k
i . (4.2)
Dans la section suivante, nous analysons le mode`le de transmission sur la phase de
relais pour des relais AF et DF exploitant un codage spatio-temporel distribue´.
4.2 Analyse du mode`le du re´seau coope´ratif a` re-
lais multiples exploitant un codage STBC dis-
tribue´
4.2.1 Relais Amplify-and-Forward
Durant la phase de relais, la matrice des signaux envoye´s par le kieme relais est
exprime´e par :
Xk =

xk1
...
xkMk
 ou` xki =
√
P/L
PEs +N0
(
rkiA
k
i + r¯
k
iB
k
i
)
, (4.3)
avec
√
P/L
PEs+N0
est le gain d’amplification du signal avant de le transmettre, calcule´
en respectant l’e´galite´ de puissance entre les deux phases de diffusion et de relais et
r¯ki est le vecteur transpose´ de r
k
i . A
k
i et B
k
i , de dimensions T × T , sont les matrices
STBC associe´es a` l’ieme antenne du kieme relais, ∀i = 1, . . . ,Mk et k = 1, . . . , K. En
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combinant les e´quations (4.2) et (4.3), nous obtenons :
xki =
√
P 2T/L
PEs+N0
(
hs,ki sA
k
i + h
s,k∗
i s¯B
k
i
)
+
√
P/L
PEs+N0
(
ns,ki A
k
i + n¯
s,k
i B
k
i
)
. (4.4)
Puisque les codes OSTBC et QOSTBC sont utilise´s, nous distinguons deux cas pos-
sibles. Dans le premier cas, Aki = 0 et B
k
i 6= 0 (c’est-a`-dire, la ieme antenne du kieme
relais envoie seulement les conjugue´s des symboles s∗1, ..., s
∗
T ). Dans le deuxie`me cas,
Aki 6= 0 et Bki = 0 (c’est-a`-dire, la ieme antenne du kieme relais transmet seulement les
symboles s1, ..., sT ). Nous de´finissons :
1ercas :Aˆ
k
i = B
k
i , hˆ
s,k
i = h
s,k∗
i , nˆ
s,k
i = n¯
s,k
i , s
(k)
i = s¯
2emecas :Aˆ
k
i = A
k
i , hˆ
s,k
i = h
s,k
i , nˆ
s,k
i = n
s,k
i , s
(k)
i = s
. (4.5)
En combinant les e´quations (4.4) et (4.5), xki devient :
xki =
√
P 2T/L
PEs +N0
hˆs,ki s
(k)
i Aˆ
k
i +
√
P/L
PEs +N0
nˆs,ki Aˆ
k
i . (4.6)
La matrice des signaux rec¸us a` la destination, de dimensions Ld×T , est donne´e par :
D =

d1
...
dLd
 ou` dl = K∑
k=1
dkl , (4.7)
avec dl est le vecteur des signaux rec¸us a` la l
ieme antenne de la destination et dkl est
le vecteur des signaux issus du kieme relais et rec¸us a` la lieme antenne. Il est donne´
par :
dkl = h
k,d
l X
k + nk,dl , (4.8)
ou` hk,dl est la l
ieme ligne de la matrice des gains du canal kieme relais-destination
(note´e Hk,d et de dimensions Ld × Mk), ∀ l = 1, . . . , Ld. nk,dl est la lieme ligne de
Nk,d, la matrice Ld × T du bruit AWGN associe´ au canal kieme relais-destination
(l = 1, . . . , Ld). Les e´le´ments de la matrice N
k,d sont de moyennes nulles et sa matrice
de covariance est E
{
Nk,d
(
Nk,d
) ∗} = N1ILd .
45
En remplac¸ant l’e´quation (4.6) dans (4.8), dkl devient,
dkl =
√
P 2T/L
PEs +N0
hkl S
k + nkl , (4.9)
ou`
Sk =

s
(k)
1 Aˆ
k
1
...
s
(k)
Mk
Aˆ
k
Mk
 , hkl = [ hˆs,k1 hk,dl,1 . . . hˆs,kMkhk,dl,Mk ] ,
et
nkl = n
k,d
l +
√
P/L
PEs +N0
Hk,dl
[
nˆs,k1 Aˆ
k
1 . . . nˆ
s,k
Mk
Aˆ
k
Mk
]t
Selon les e´quations (4.7) et (4.9), dl est exprime´ par :
dl =
√
P 2T/L
PEs +N0
hlSeq + nl, ∀ l = 1, . . . , Ld (4.10)
avec
Seq =

S1
...
SK
 , hl = [ h1l . . . hKl ] et nl = K∑
k=1
nkl .
Seq est la matrice e´quivalente des signaux transmis de dimensions L × T . hl est le
vecteur de dimensions 1×L. Les e´le´ments du vecteur nl, de dimensions 1×T , sont des
variables ale´atoires i.i.d et ZMCSCG de variances unitaires, ∀l = 1, ..., L. Finalement,
la matrice des signaux rec¸us a` la destination est donne´e par :
D =
√
P 2T/L
PEs +N0
HSeq +N, (4.11)
ou`
H =

h1
...
hLd
 et N =

n1
...
nLd
 .
Au nœud destination, nous conside´rons un de´tecteur a` maximum de vraisemblance
(Maximum Likelihood Detector) (Haccoun, 2008b) de´livrant s˜, le vecteur de longueur
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T des symboles estime´s :
s˜ = argmin
s∈S
∥∥∥∥∥∥D−
√
P 2T/L
PEs +N0
HSeq
∥∥∥∥∥∥
F
, (4.12)
avec S est l’ensemble des vecteurs de symboles possibles transmis durant la phase de
diffusion. On note par ‖A‖F la norme Frobinius de la matrice A.
4.2.2 Relais Decode-and-Forward
Puisque le relais k connait le canal source-kieme relais, alors il de´tecte les symboles
transmis en proce´dant a` une de´tection a` maximum de vraisemblance, de´livrant le
vecteur s˜k,DF comme suit :
s˜k,DF = argmin
s∈S
∥∥∥Rk −√PThs,ks∥∥∥
F
, ∀ k = 1, . . . , K (4.13)
A` la phase de relais, chaque nœud relais envoie les symboles estime´s en utilisant
un STBC distribue´. La matrice des signaux, de dimensions Mk × T , transmise par le
kieme relais, Xk,DF , est donne´e par :
Xk,DF =

xk,DF1
...
xk,DFMk
 ou` xk,DFi =
√
PT
L
s(k),DF Aˆ
k
i , (4.14)
ou` Aˆ
k
i est de´fini suivant l’expression (4.5). s
(k),DF est le vecteur des symboles de´tecte´s
au kieme relais, s˜(k),DF (ou son conjugue´
(
s˜(k),DF
)∗
). La matrice des signaux rec¸us a`
la destination DDF , de dimensions Ld × T , est de´finie par (comme aux expressions
(4.7) et (4.8)) :
DDF =

dDF1
...
dDFLd
 ou` dDFl = K∑
k=1
dk,DFl et d
k,DF
l = h
k,d
l X
k,DF + nk,dl
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Utilisant l’e´quation (4.14), dk,DFl devient :
dk,DFl =
√
PT
L
hk,DFl S
k,DF + nkl , (4.15)
ou`
Sk,DF =

s(k),DF Aˆ
k
1
...
s(k),DF Aˆ
k
Mk
 , hk,DFl = [ hk,dl,1 . . . hk,dl,Mk ] et nkl = nk,dl .
D’ou`, le vecteur dDFl est donne´ par
dDFl =
√
PT
L
hDFl S
DF
eq + nl, (4.16)
avec
hDFl =
[
h1,DFl . . . h
K,DF
l
]
, SDFeq =

S1,DF
...
SK,DF
 et nl = K∑
k=1
nkl .
Finalement, la matrice des signaux rec¸us a` la destination est exprime´e par :
DDF =
√
PT
L
HDFSDFeq +N avec H
DF =

hDF1
...
hDFLd
 . (4.17)
Apre`s de´tection a` maximum de vraisemblance a` la destination, le vecteur des
symboles estime´s s˜DF est :
s˜DF = argmin
s∈S
∥∥∥∥∥DDF −
√
PT
L
HDFSDFeq
∥∥∥∥∥
F
, (4.18)
avec S est l’ensemble des vecteurs de symboles possibles transmis durant la phase de
diffusion.
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4.3 Analyse du mode`le de re´seau coope´ratif avec
une connaissance imparfaite des canaux aux
re´cepteurs
Dans cette section, nous adaptons l’analyse faite a` la section 4.2 a` une nouvelle
hypothe`se. En effet, nous conside´rons une connaissance imparfaite des canaux aux
re´cepteurs (Paulraj et Nabar, 2006). Ceci permet d’observer l’impact des erreurs
survenues lors de l’estimation du canal au re´cepteur sur les performances, en termes
de taux d’erreur binaire, de la communication a` relais multiples.
4.3.1 Relais Amplify-and-Forward
Dans les sections 3.1 et 3.2, nous avons conside´re´ la connaissance des canaux
source-relais et relais-destination au nœud destination. Puisque cette connaissance
peut eˆtre imparfaite, alors les estimations des canaux a` la destination peuvent eˆtre
mode´lise´es par : {
˜ˆ
hs,k = hˆ
s,k
+∆hˆ
s,k ∀k = 1, ..., K
H˜
k,d
= Hk,d +∆Hk,d
, (4.19)
ou` ∆hs,k et ∆Hk,d sont respectivement le vecteur et la matrice des erreurs d’estimation
des canaux source-kieme relais et kieme relais-destination, ∀ k = 1, . . . , K. ∆hs,k et
∆Hk,d sont compose´s de gains ZMCSCG i.i.d de moyennes nulles et de variances σs,k
2
e
et σk,d
2
e respectivement (Yoo et Goldsmith, 2004). Si ∆h
s,k et ∆Hk,d sont nuls, alors
une connaissance parfaite des canaux est obtenue.
4.3.2 Relais Decode-and-Forward
Pour des relais DF, le mode`le de l’estimation du canal source-kieme relais au kieme
relais est exprime´ par :
h˜
s,k
= hs,k +∆hs,k, ∀ k = 1, . . . , K (4.20)
ou` ∆hs,k est le vecteur Mk × 1 d’e´le´ments i.i.d et ZMCSCG, de variances σs,k2e et
repre´sente l’erreur sur l’estimation du canal. Le vecteur des symboles de´tecte´ au kieme
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relais est donne´ par :
s˜k,DF = argmin
s∈S
∥∥∥Rk −√PT h˜s,ks∥∥∥
F
, (4.21)
La destination connait le canal kieme relais-destination, ∀k = 1, . . . , K, mode´lise´ par
H˜
k,d
comme a` l’expression (4.19).
4.4 Re´sultats Nume´riques
Dans cette section, nous pre´sentons les performances en taux d’erreur binaire d’un
re´seau a` relais multiples (AF ou DF) exploitant un codage spatio-temporel distribue´
par des simulations Monte-Carlo.
En effet, a` l’aide du logiciel de simulation Matlab c©, nous effectuons plusieurs
re´alisations de canaux a` une valeur de SNR donne´e. A` chaque re´alisation, nous simu-
lons une transmission, puis nous comptons le nombre de bits errone´s a` la re´ception.
La valeur porte´e sur les figures correspond a` la moyenne des nombres de bits errone´s
sur toutes les re´alisations des canaux. Cette me´thode d’e´valuation du taux d’erreur
binaire est utilise´e pour tous les re´sultats de simulation obtenus dans ce me´moire.
Dans le cas ge´ne´ral, nous choisissons la structure du QOSTBC avec T = L = 4
offrant un taux de transmission 1
2
symboles/pe´riode de temps (4 symboles/re´alisation
de canal) sur tout le syste`me (4 symboles sont envoye´s du nœud source et sont rec¸us
a` la destination apre`s 8 pe´riodes symboles, avec 4 pe´riodes symbole sur chacune des
phases de transmission) et le nombre d’antennes a` la destination est Ld = 4. Les
matrices du code aux relais utilise´ sont alors :
A1 = I4, A2 = 04, A3 = 04, B1 = 04, B4 = 04,
A4 =

0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0
 ,
B2 =

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0
 , B3 =

0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0

.
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Ai et Bi (∀i = 1, ..., 4) sont associe´es aux relais selon la configuration du re´seau. La
structure du code quasi-orthogonal a` la destination est :
s1 −s∗2 −s∗3 s4
s2 s
∗
1 −s∗4 −s3
s3 −s∗4 s∗1 −s2
s4 s
∗
3
s∗2 s1
 . (4.22)
Ceci est la transpose´e du code QOSTBC original (Jing et Jafarkhani (2007), Jafar-
khani (2005)). La forme originale est obtenue en conside´rant s = [s1 s
∗
2 − s∗3 s4]t.
Les figures 4.2 et 4.3 pre´sentent les taux d’erreur binaire (BER) des techniques
de relayage AF et DF respectivement, pour diffe´rentes configurations de re´seau. Nous
conside´rons une connaissance parfaite des canaux aux re´cepteurs et la modulation
BPSK au nœud source (et aux relais DF). La figure 4.2 montre que les BERs des
configurations de re´seau sont les meˆmes pour des relais AF. Ce re´sultat est pre´vu
puisque la coope´ration est distribue´e, c’est-a`-dire aucun e´change d’information entre
les relais n’est ne´cessaire. Par suite, la diversite´ d atteint sa valeur maximale d = 4.
Ce re´sultat est en accord avec le re´sultat the´orique dans (Jing et Hassibi, 2005), ou`
la diversite´ dans un re´seau coope´ratif a` relais AF multiples est de´finie par :
d = min(Ls, Ld)L, (4.23)
avec Ls, Ld et L sont les nombres d’antennes au nœud source, la destination et la
somme des antennes de tous les relais, respectivement.
Dans la figure 4.3 (avec des relais DF), nous remarquons une diffe´rence des perfor-
mances entre les configurations. En effet, le syste`me est de plus en plus performant, en
terme d’erreur, lorsque la configuration du re´seau converge vers un relais MIMO. La
diversite´ du syste`me est controˆle´e par la diversite´ de la phase de diffusion puisque les
relais de´tectent puis transmettent l’estime´e de l’information rec¸ue. D’ou`, si les relais
sont e´quipe´s d’une seule antenne, la diversite´ sur la phase de diffusion est e´gale a` 1,
et par conse´quent celle du syste`me est e´gale a` 1, meˆme si une diversite´ maximale de
4 est obtenue sur la phase de relais. PAr suite, les configurations 1,2 et 3 atteignent
les diversite´s 4, 2 et 1 respectivement.
Dans le cas spe´cial de Config.1 avec des relais AF et relais DF dans les deux
figures 4.2 et 4.3, nous remarquons que malgre´ la diversite´ maximale atteinte par les
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Figure 4.2 Taux d’erreur binaire du re´seau coope´ratif a` relais AF multiples avec
codage spatio-temporel distribue´ (modulation BPSK)
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Figure 4.3 Taux d’erreur binaire du re´seau coope´ratif a` relais DF multiples avec
codage spatio-temporel distribue´ (modulation BPSK)
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deux syste`mes, le relais DF pre´sente des meilleures performances en taux d’erreur
binaire. En effet, le fait que le relais soit MIMO, ceci lui permet de recevoir les
symboles transmis par le nœud source par diffe´rents canaux inde´pendants, donc il tre`s
probable que l’un des canaux soit de tre`s bonne qualite´ permettant ainsi de de´tecter
correctement l’information envoye´. Par contre, le relais AF ne fait que amplifier le
signal rec¸u et e´galement le bruit accumule´ sur la phase de diffusion et les retransmet
au ned de destination qui doit de´tecter les symboles transmis. Ce qui explique cette
diffe´rence de performances remarquable.
Les figures 4.4 et 4.5 illustrent les re´sultats en BER pour config.3 avec des relais
AF et une connaissance imparfaite des canaux aux re´cepteurs (le meˆme type de
re´sultat est retrouve´ avec d’autres configurations de re´seau). Dans la figure 4.4, nous
choisissons σk,d
2
e = 0.01. Le taux d’erreur binaire augmente rapidement quand σ
s,k2
e
augmente. La de´gradation est se´ve`re quand l’erreur de´passe 10%. Ce re´sultat est en
accord avec la re`gle cite´e dans (Paulraj et Nabar, 2006) : L’erreur sur l’estimation du
canal doit eˆtre 10dB en dessous de la puissance du bruit blanc additif Gaussien pour
une estimation correcte du canal. Il s’en suit que, quand σs,k
2
e ≤ 10%, le BER diminue
le´ge`rement. Pour BER=10−4, la de´gradation en SNR est de 0.5dB quand σs,k
2
e passe
de 1% a` 10%. Ce re´sultat est inte´ressant puisque la technique AF permet de diminuer
l’erreur sur tout le syste`me en livrant la taˆche de de´tection au nœud destination.
La figure 4.5 pre´sente les performances d’erreur pour σs,k
2
e = 0.01. Quand σ
k,d2
e ≤
15%, les BERs sont quasiement les meˆmes. Cela` veut dire que l’erreur sur l’estimation
du canal a` la phase de relais a moins d’impact sur la fiabilite´ de la communication
que la phase de diffusion. Ceci peut eˆtre explique´ par l’utilisation de la technique AF
et la protection additionnelle que fournit le code QOSTBC a` la phase de relais. Nous
de´duisons que l’erreur tole´re´e a` la phase de relais est de 15% (5% mieux que celle de
la phase de diffusion) graˆce a` la fiabilite´ renforce´e par le code STBC.
Les figures 4.6 et 4.7 conside`rent la config.3 avec des relais DF et une connaissance
imparfaite des canaux aux re´cepteurs (le meˆme comportement de re´seau est observe´
pour d’autres configurations de re´seau). Dans la figure 4.6, nous prenons σk,d
2
e =
0.01. Le taux d’erreur binaire augmente proportionnellement a` σs,k
2
e . Pour σ
s,k2
e ≤
0.1, la de´gradation est insignifiante pour des valeurs de SNR faibles, duˆ au pouvoir
de de´tection des nœuds relais. Ensuite, il augmente rapidement pour des valeurs
e´leve´es de SNR. En effet, les erreurs sur l’estimation du canal de´livrent souvent des
symboles e´ronne´s aux relais a` haut SNR. Par contre, pour σs,k
2
e > 0.1, le BER devient
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Figure 4.4 Taux d’erreur binaire du re´seau coope´ratif a` relais AF multiples avec
codage spatio-temporel distribue´, Config.3, σk,d
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Figure 4.6 Taux d’erreur binaire du re´seau coope´ratif a` relais DF multiples avec
codage spatio-temporel distribue´, Config.3, σk,d
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Figure 4.7 Taux d’erreur binaire du re´seau coope´ratif a` relais DF multiples avec
codage spatio-temporel distribue´, Config.3, σs,k
2
e = 0.01
excessivement e´leve´.
Dans la figure 4.7, nous avons σs,k
2
e = 0.01. Nous observons que pour σ
k,d2
e ≤ 0.15,
les BERs sont similaires. σk,d
2
e a un faible effet sur les performances d’erreur. Ceci est
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duˆ au code QOSTBC utilise´ durant la phase de relais afin d’accroˆıtre la fiabilite´. Mais,
quand σk,d
2
e > 0.15, le BER se de´grade se´ve`rement. Pour BER=10
−2, la de´te´rioration
est de 1.3dB (3.5dB) entre les courbes de σk,d
2
e = 0.1 et σ
k,d2
e = 0.3 (σ
k,d2
e = 0.5).
4.5 Conclusion
Dans ce chapitre, nous avons analyse´ et e´value´ les performances du re´seau coope´ratif
a` relais multiples (AF ou DF) et antennes multiples exploitant un codage spatio-
temporel distribue´. Nous avons e´value´ les performances d’erreur de ce syste`me pour
diffe´rentes configurations (diffe´rent nombre de relais et d’antennes par relais) et
pour une connaissance parfaite ou imparfaite des canaux aux re´cepteurs. Nous avons
montre´ que pour un re´seau ou` tous les relais ont une seule antenne, la technique AF
re´siste mieux a` la connaissance imparfaite des canaux que la technique DF. De plus,
graˆce a` la flexibilite´ du codage spatio-temporel distribue´, la diversite´ atteinte par la
technique AF est maximale, e´gale a` 4, pour une marge d’erreur sur l’estimation du
canal a` la phase de relais infe´rieure a` 15%.
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Chapitre 5
LA TRANSMISSION
ADAPTATIVE DANS LE
RE´SEAU COOPE´RATIF A`
RELAIS MULTIPLES
Dans le chapitre IV nous nous sommes inte´resse´s a` la communication coope´rative
a` relais multiples exploitant un codage spatio-temporel distribue´. A` un taux de trans-
mission fixe, le codage spatio-temporel ou le multiplexage spatial peuvent eˆtre uti-
lise´s pour une transmission point-a`-point (en choisissant ade´quatement les modu-
lations aux e´metteurs) afin d’ame´liorer le taux d’erreur. Pour une communication
coope´rative, plusieurs manie`res de faire permettent d’augmenter la fiabilite´ de la
communication. Les auteurs de (Laneman et al. (2004), Hua et al. (2003), Jing et
Jafarkhani (2007), Jing et Hassibi (2005)) proposent des protocoles pour ame´liorer
la diversite´. Dans (Kim et Cherukuri, 2005), les auteurs pre´sentent une me´thode de
coope´ration base´e sur le multiplexage spatial (Cooperative-SM ). Ils ont montre´ que
cette me´thode est performante en terme d’erreur pour les hauts de´bits.
Dans ce chapitre, nous portons notre inte´reˆt sur les techniques de se´lection entre le
multiplexage spatial et le codage spatio-temporel Alamouti. En exploitant ade´quatement
les degre`s de liberte´ du syste`me coope´ratif, nous combinons les avantages du multi-
plexage spatial et Alamouti en vue d’ame´liorer la fiabilite´ de la communication. Des
travaux re´cents (Heath et Paulraj, 2005) et (Oyman et Xue, 2007), ont analyse´ des
telles me´thodes pour les communications point-a`-point et pour des re´seaux a` plusieurs
relais. Leurs techniques garantissent l’erreur la plus faible et s’approchent des perfor-
mances des syste`mes MIMO, mais ne´cessitent toujours une information ve´hicule´e sur
un lien de retour (feedback) de la destination vers les e´metteurs.
Nous proposons dans ce qui suit une technique simple de se´lection entre le mul-
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tiplexage spatial et le codage Alamouti dans un re´seau coope´ratif a` relais multiple.
Cette technique est base´e sur un seuil de se´lection de SNR fixe et facile a` de´terminer.
L’avantage est de limiter les transmissions de la destination vers les e´metteurs et donc
e´conomiser l’e´nergie et re´duire les de´lais. De plus, notre technique ne requiert pas une
se´lection de modulation au nœud source (en contraste avec la technique centralise´e
de (Oyman et Xue, 2007)), et seuls les relais adaptent les signaux pour satisfaire a` la
contrainte du taux de transmission fixe (Jaafar et al., 2009a).
5.1 Mode`le du syste`me
5.1.1 Mode`le du re´seau
Nous conside´rons un re´seau compose´ d’un nœud source, K nœuds relais, ayant
tous une seule antenne et un nœud destination ayant Ld antennes (Voir la figure 3.1.b).
Nous supposons que Ld ≥ K. Les relais ne fournissent aucun trafic additionnel vers
la meˆme destination et tous les nœuds sont en communication half-duplex.
Tout comme au chapitre IV, la communication est exe´cute´e sur deux phases tem-
porelles (mais pas force´ment e´gales). Durant la phase de diffusion, la source envoie
T1 symboles d’information sur T1 pe´riodes symbole. Les relais transforment (cette
ope´ration sera explique´e plus tard) et amplifient (ou de´modulent puis remodulent)
les symboles rec¸us et proce`dent a` la deuxie`me phase. A` la phase de relais, les nœuds
relais transmettent simultane´ment les symboles rec¸us en utilisant un codage spatio-
temporel distribue´ ou bien le multiplexage spatial sur une dure´e T2 pe´riodes symbole.
Nous supposons encore que les relais sont parfaitement synchrones et que le canal
source-destination est toujours fortement corrompu (donc son signal est ignore´ a` la
destination).
Dans ce qui suit, nous menons notre analyse pour le cas du re´seau coope´ratif a`
deux relais et une destination a` Ld ≥ 2 antennes. E´tendre cette analyse a` des re´seaux
a` plusieurs relais et a` plusieurs antennes est un proble`me inte´ressant pour des travaux
futurs.
5.1.2 Mode`le du canal
Les meˆmes hypothe`ses du canal que celles pre´sente´es dans la section 4.1.2 restent
valables dans ce qui suit.
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On note P1 la puissance d’e´mission du nœud source et P2 celle de chacun des
relais. Nous obtenons alors P1 × T1 = K × P2 × T2.
Durant la phase de diffusion, le vecteur des signaux rec¸u au kieme relais, note´ rk
et de dimension 1× T , est donne´ par (comme a` l’expression (4.1)) :
rk =
√
P1Th
s,ksk + ns,k, k = 1, . . . , K (5.1)
ou` hs,k est le gain du canal source-kieme relais, sk est le vecteur des symboles
transmis par la source, de dimension 1×T (T = T1 pour Alamouti et T = T1/K pour
le multiplexage spatial) et rec¸us au kieme relais et ns,k est le vecteur du bruit AWGN
de moyenne nulle et matrice de covariance E{ns,k∗ns,k} = N0IT .
La prochaine section pre´sente les modes de transmission sur la phase de relais avec
des relais AF et DF.
5.2 Analyse des modes de transmission dans un
re´seau coope´ratif a` relais multiples
Le re´seau conside´re´ ici posse`de deux nœuds relais, d’ou` T1 = 4 et T2 = 2. Nous
supposons que la source utilise la meˆme modulation pour toutes les transmissions
(BPSK). Par contre, les signaux rec¸us aux relais peuvent eˆtre traite´s et transforme´s
afin de les adapter a` la constellation d’estimation au nœud destination (BPSK pour
le multiplexage spatial et QPSK pour Alamouti). En effet, cette ope´ration permet
d’obtenir le meˆme taux de transmission du syste`me R (en bits/pe´riode symbole)
pour le multiplexage spatial et Alamouti, et par la suite d’effectuer une comparaison
e´quitable entre les deux techniques de transmission.
5.2.1 Le Multiplexage Spatial
A` la phase diffusion, chaque relais de´tecte une fraction T1/2 des symboles transmis
et reste inactif pendant une dure´e T1/2. Dans notre mode`le, une manie`re facile de faire
est de permettre au 1er relais (2eme relais) de de´tecter les symboles transmis durant
les pe´riodes symbole impaires (paires) et rester inactif pendant les pe´riodes symbole
paires (impaires). Par suite, T = T1/2 = 2. La figure 5.1 de´crit la transmission
coope´rative avec le multiplexage spatial.
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Figure 5.1 Mode`le du re´seau coope´ratif a` 2 relais - Le Multiplexage Spatial
Relais Amplify-and-Forward
Avant de transmettre a` la phase de relais, chaque relais amplifie son signal par un
facteur gk. Le vecteur des signaux transmis par le kieme relais, de dimensions 1× T2,
est donne´ par :
xk = g
krk, (5.2)
ou` E
{‖xk‖2F} = P2T2. La matrice Ld × T2 des signaux rec¸us a` la destination est
exprime´e par :
D =
2∑
k=1
hk,dxk +Nd, (5.3)
avec hk,d le vecteur Ld × 1 des gains du canal kieme relais-destination et Nd est la
matrice Ld × T2 du bruit AWGN rec¸u a` la destination. Les e´le´ments de Nd sont de
moyennes nulles et sa matrice de covariance est E
{
Nd
(
Nd
)∗}
= N1ILd .
En substituant les expressions (5.1) et (5.2) dans l’e´quation (5.3), D devient,
D =
√
P1T
2∑
k=1
hk,dgkhs,ksk + N`
d
. (5.4)
Finalement,
D =
√
P1THeqSeq + N`
d
, (5.5)
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ou`
Heq =
[
h1,dg1hs,1 h2,dg2hs,2
]
, Seq =
[
s1
s2
]
et N`
d
=
2∑
k=1
hk,dgkns,k +Nd.
Au nœud destination, nous conside´rons un de´tecteur a` maximum de vraisemblance
de´livrant S˜eq (la matrice K × T des symboles estime´s) :
S˜eq = argmin
Seq∈S
∥∥∥D−√P1THeqSeq∥∥∥
F
, (5.6)
avec S est l’ensemble de toutes les matrices K × T des symboles possibles (de la
modulation BPSK dans notre mode`le) transmis a` la phase de diffusion.
Relais Decode-and-Forward
Vu que chaque relais connait le canal source-relais, alors il est capable de de´tecter
les symboles transmis par un de´codeur a` maximum de vraisemblance, de´livrant le
vecteur s˜k,DF ,∀k = 1, 2, exprime´ par (5.7) :
s˜k,DF = argmin
sk∈S
∥∥∥rk −√P1Ths,ksk∥∥∥
F
. (5.7)
A` la phase de relais, chacun des relais e´met les estimations des symboles multiplie´es
par un facteur de gain gk,DF afin de respecter la contrainte sur l’e´galite´ de l’e´nergie
entre les deux phases de transmission et entre les relais. La matrice 1×T des signaux
transmis par le kieme relais, xk,DF , est donne´e par :
xk,DF = gk,DF s˜k,DF . (5.8)
La matrice des signaux rec¸us a` la destination, DDF (de dimensions Ld × T2), est
de´finie par (comme a` l’expression (5.5)) :
D = HDFeq S
DF
eq +N
d, (5.9)
ou`
HDFeq =
[
h1,dg1,DF h2,dg2,DF
]
et SDFeq =
[
s˜1,DF
s˜2,DF
]
.
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Une de´tection a` maximum de vraisemblance a` la destination de´livre la matrice
des symboles S˜
DF
eq :
S˜
DF
eq = argmin
SDFeq ∈S
∥∥DDF −HDFeq SDFeq ∥∥F , (5.10)
ou` S est de´fini de fac¸on similaire a` celle de l’expression (5.6).
5.2.2 Codage Alamouti distribue´
A` la phase de diffusion, chaque relais e´coute tous les signaux transmis. Donc, dans
l’e´quation (5.1), sk = sk
′
,∀k 6= k′ et k, k′ = 1, 2. Dans notre mode`le, T = T1 = 4 et
T2 = 2. La figure 5.2 illustre la transmission Alamouti e´xe´cute´e sur T1 + T2 pe´riodes
symbole.
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Figure 5.2 Mode`le du re´seau coope´ratif a` 2 relais - Alamouti
Relais Amplify-and-Forward
Puisque le taux de transmission est fixe, alors une transformation des signaux
rec¸us doit eˆtre effectue´e afin de de´tecter des symboles QPSK a` la destination. Pour
des relais Amplify-and-Forward et des symboles BPSK transmis par la source, nous
proposons la me´thode suivante : Le kieme nœud relais combine les signaux rec¸us afin
d’obtenir un nouveau vecteur de symboles, yk, exprime´ par,
yk =
[
rk[1] + jrk[2] rk[3] + jrk[4]
]
, ∀k = 1, 2 (5.11)
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ou` rk[i] est le signal rec¸u a` la ieme pe´riode symbole au relais k (i = 1, ..., 4). On note :
s
′
1 = s1 + js2, s
′
2 = s3 + js4,
s
′
=
[
s
′
1 s
′
2
]
et
ns,k
′
=
[
ns,k[1] + jns,k[2] ns,k[3] + jns,k[4]
]
.
yk est alors donne´ par :
yk =
√
P1Th
s,ks
′
+ ns,k
′
. (5.12)
Le vecteur 1× T2 des signaux e´mis par le kieme relais s’e´crit :
xk = yˆkAˆ
k
gk, (5.13)
ou`
1ercas :Aˆ
k
= Bk(Ak = 0T2), yˆ
k = y¯k, hˆs,k = hs,k
∗
, nˆs,k = n¯s,k
′
, s(k) = s¯
′
2emecas :Aˆ
k
= Ak(Bk = 0T2), yˆ
k = yk, hˆs,k = hs,k, nˆs,k = ns,k
′
, s(k) = s
′ (5.14)
avec Ak et Bk , de dimensions T2 × T2, les matrices du code Alamouti associe´es au
kieme relais (de´finies tout comme au chapitre IV et (Jing et Jafarkhani, 2007)). Le
signal rec¸u a` la destination est exprime´ par :
D =
√
P1THS+ Nˆ
d
, (5.15)
ou`
H =
[
h1,dg1hˆs,1 h2,dg2hˆs,2
]
, S =
[
s(1)Aˆ
(1)
s(2)Aˆ
(2)
]
et Nˆ
d
=
2∑
k=1
hk,dgknˆs,kAˆ
k
+Nd.
Comme il s’agit d’un codage Alamouti, les matrices du code sont alors
Aˆ
1
= A1 =
[
1 0
0 1
]
et Aˆ
2
= B2 =
[
0 1
−1 0
]
.
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Soit deq le vecteur de´fini comme suit :
deq =
[
D1,1 D2,1 D¯1,2 D¯2,2
]t
, (5.16)
ou` Di,j est le (i, j)
eme e´le´ment de la matrice D, ∀i, j = 1, 2. En combinant les expres-
sions (5.12), (5.13), (5.15) et (5.16), deq s’e´crit :
deq =
√
P1THeqseq + nˆ
d
eq, (5.17)
avec
Heq =
[
h1,dg1hˆs,1 −h2,dg2hˆs,2
h¯
2,d
g2hˆs,2
∗
h¯
1,d
g1hˆs,1
∗
]
, seq =
[
s
′
1
s¯
′
2
]
et nˆdeq =
[
Nˆd1,1 Nˆ
d
2,1
¯ˆ
Nd1,2
¯ˆ
Nd2,2
]t
.
La matrice du canal Heq est orthogonale (c’est-a`-dire H
∗
eqHeq = ‖h‖2F I2, ou` h =[
h1,dg1hˆs,1 h¯
2,d
g2hˆ
s,2∗
]t
).
Si z = H∗eqdeq, nous obtenons :
z =
√
P1T ‖h‖2F seq +H∗eqnˆdeq. (5.18)
Par conse´quent, les symboles s
′
1 et s
′
2 sont de´tecte´s se´pare´ment a` la destination (issus
de la constellation QPSK).
Relais Decode-and-Forward
Le vecteur des symboles de´tecte´s a` chaque relais est exprime´ par l’e´quation (5.7).
Les symboles BPSK sont ensuite module´s suivant la constellation QPSK afin de sa-
tisfaire la contrainte sur le taux de transmission fixe. La me´thode propose´e ge´ne`re le
nouveau vecteur de symboles, yk,DF , exprime´ par :
yk,DF =
[
sk,DF1 s
k,DF
2
]
, ∀k = 1, 2 (5.19)
ou`
sk,DF1 = s˜
k,DF [1] + js˜k,DF [2] et sk,DF2 = s˜
k,DF [3] + js˜k,DF [4].
s˜k,DF [i] est le ieme symbole estime´ au relais k, ∀i = 1, . . . , 4. Le vecteur des symboles
transmis par le kieme relais, xk,DF , est similaire a` celui de l’e´quation (5.13). La matrice
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Ld × T2 des signaux rec¸us a` la destination, DDF , est de´termine´e par :
DDF = HDFSDF +Nd, (5.20)
avec
HDF =
[
h1,dg1,DF h2,dg2,DF
]
et SDF =
[
y1,DF Aˆ
1
y2,DF Aˆ
2
]
.
Si on conside`re que y1,DF = y2,DF = yDF =
[
sDF1 s
DF
2
]
, alors le vecteur dDFeq
peut eˆtre de´fini comme dans l’e´quation (5.17) :
deq = H
DF
eq s
DF
eq + nˆ
d
eq, (5.21)
ou`
HDFeq =
[
h1,dg1,DF −h2,dg2,DF
h¯
2,d
g2,DF h¯
1,d
g1,DF
]
, sDFeq =
[
sDF1
s¯DF2
]
et nˆdeq est identique a` celui de l’e´quation (5.17). La de´tection des symboles est similaire
a` celle dans l’expression (5.18), zDF = HDF
∗
eq d
DF
eq est exprime´ par :
zDF =
∥∥hDF∥∥2
F
sDFeq +H
DF ∗
eq nˆ
d
eq, (5.22)
avec
hDF =
[
h1,dg1,DF h¯
2,d
g2,DF
]t
.
5.3 La se´lection de´centralise´e base´e sur l’estima-
tion du SNR
Avec la technique AF aux relais, le kieme relais posse`de des statistiques du canal
source-kieme relais. Base´ sur cette information, le relais estime le SNR et le compare a`
une valeur de seuil du SNR (γAF ) afin de de´cider quel mode de transmission utiliser.
Si les relais sont DF, nous adoptons le meˆme crite`re de se´lection que dans (Chae
et al., 2004). Le relais k connait les statistiques du canal kieme relais-destination en
recevant les rapports pe´riodiques de la destination (ACK ou NACK). La de´cision
65
est ensuite prise par chaque nœud relais en comparant le SNR estime´ au SNR seuil
γDF . Ceci est pratique pour des canaux a` variations lentes dans le temps (canaux
quasi-statiques).
Optimiser γAF (ou γDF ) est un proble`me ouvert puisque cette valeur de´pend de
plusieurs facteurs tels la fre´quence Doppler, les multi-trajets dans l’environnement de
propagation, etc. Par contre, dans notre travail nous conside´rons des nœuds immobiles
durant la transmission coope´rative et nous choisissons un taux de transmission R fixe,
d’ou` γAF et γDF sont des constantes.
On peut noter que les relais AF choisissent le mode de transmission a` utiliser en se
basant seulement sur le SNR estime´ sur la phase de diffusion. Il s’agit en effet d’une
se´lection sous-optimale vu qu’elle ne tient pas compte des statistiques du canal kieme
relais-destination.
La se´lection centralise´e est base´e sur la minimisation de la probabilite´ d’erreur
symbole de la transmission. Elle est tre`s bien de´taille´e dans les articles (Heath et
Paulraj, 2005) et (Oyman et Xue, 2007). A` chaque re´alisation du canal, la destination
e´value la probabilite´ d’erreur symbole Pe du syste`me des canaux (source-relais + relais
AF-destination ou relais DF-destination) et envoie une information sur une boucle
de retour vers le nœud source (et les nœuds relais) concernant la modulation (et le
mode de transmission) a` adopter.
La se´lection de´centralise´e pre´sente moins de communication entre les nœuds du
re´seau que la se´lection centralise´e et par conse´quent e´conomise plus d’e´nergie et de
de´lai. Avec des relais AF, la conservation de l’e´nergie et du temps est plus importante
qu’avec des relais DF. De plus, la modulation a` la source n’est pas diffe´rente entre les
transmissions avec un codage Alamouti distribue´ ou le multiplexage spatial distribue´,
puisque tout le traitement des signaux se fait au niveau des relais afin de les adapter
a` la bonne constellation d’estimation des signaux a` la destination.
5.4 Re´sultats Nume´riques
Dans cette section, nous pre´sentons le taux d’erreur binaire des simulations Monte-
Carlo de toutes les techniques de transmission pour des relais AF et DF. Comme
explique´ pre´ce´demment, le syste`me posse`de 2 nœuds relais et offre un taux de trans-
mission R = 2
3
bits/pe´riode symbole. Les figures 5.3 et 5.4 illustrent les taux d’erreur
binaire pour des relais AF et des relais DF avec diffe´rents modes de transmission. Nous
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appelons par “Mode de se´lection de´centralise´” et “Mode de se´lection centralise´e” les
techniques de se´lection base´es sur le crite`re du SNR estime´ et le crite`re de la probabi-
lite´ d’erreur symbole minimale Pe (appele´e aussi le crite`re de la distance Euclidienne
minimale Heath et Paulraj (2005),Oyman et Xue (2007)), respectivement.
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Figure 5.3 Le taux d’erreur binaire pour des relais AF
La figure 5.3 pre´sente les BERs des modes de transmission avec le codage Ala-
mouti distribue´, le multiplexage spatial distribue´, le mode de se´lection de´centralise´e
et le mode de se´lection centralise´e pour des nœuds relais AF en fonction du SNR. La
diversite´ atteinte par le codage Alamouti distribue´ et le multiplexage spatial sont 2
et 1 respectivement. A` faible SNR, le multiplexage spatial pre´sente des performances
meilleures que le mode Alamouti, mais des performances plus de´grade´es a` haut SNR.
Par conse´quent, le mode de se´lection de´centralise´e offre des performances aussi bonne
que le multiplexage spatial (Alamouti AF) a` faible SNR (a` haut SNR). Ce re´sultat
est valide puisque nous supposons que le bruit est le meˆme dans les deux phases
de transmission (N0 = N1). Sinon, le BER sera encore plus de´grade´ car l’estima-
tion du SNR est effectue´e sur le lien source-relais seulement. La valeur de γAF qui
de´finit la se´lection entre Alamouti et le multiplexage spatial se situe a` l’intersection
de leurs courbes de performance. D’ou`, γAF = −0.87dB. Cette valeur de seuil est
expe´rimentale, de´termine´e a` partir de la moyenne des re´alisations des canaux a` des
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valeurs moyennes de SNR. Nous remarquons que le mode de se´lection centralise´e a les
meilleures performances en termes de BER. Par contre, son gain compare´ au mode
de se´lection de´centralise´e n’est pas tre`s important. A` BER = 10−2, le gain en SNR
est moins de 1dB.
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Figure 5.4 Le taux d’erreur binaire pour des relais DF
La figure 5.4 illustre les BERs de tous les modes de transmission quand les nœuds
relais sont DF. Dans ce cas, le codage Alamouti distribue´ et le multiplexage spatial
distribue´ atteignent la meˆme diversite´ e´gale a` 1. En effet, la diversite´ du syste`me suit
la valeur de la diversite´ minimale entre les valeurs de diversite´ atteintes sur les deux
phases de transmission (Jing et Jafarkhani, 2007). Le mode de se´lection de´centralise´e
choisit le multiplexage spatial pour des valeurs de SNR ≤ γDF = −1.34dB et le
mode Alamouti quand SNR ≥ γDF . Similairement au cas des relais AF, le mode de
se´lection centralise´e pre´sente des performances d’erreur meilleures que le mode de
se´lection de´centralise´e, et son gain en SNR par rapport a` ce dernier a` une valeur de
BER donne´e est tre`s faible (presque 0dB a` haut SNR).
Il est a` noter que ces re´sultats sont valides lorsque le SNR estime´ aux nœuds relais
est le meˆme. Cela` veut dire, que si les nœuds relais estiment des valeurs diffe´rentes de
SNR, il se peut qu’ils prennent des de´cisions diffe´rentes, ce qui me`nera a` une collision
au niveau de la destination. Une des solutions pratiques pour reme´dier a` ce proble`me
est de permettre une information a` e´changer entre les nœuds afin qu’ils se mettent
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d’accord sur la meˆme technique de transmission. On peut faire c¸a en mettant un relais
pilote qui imposera sa de´cision (1bit) au second nœud relais.
5.5 Conclusion
Nous avons pre´sente´ des techniques de transmission adaptatives pour la communi-
cation coope´rative a` relais multiples. Nous avons propose´ un mode de se´lection entre
le codage spatio-temporel (Alamouti) distribue´ et le multiplexage spatial distribue´,
de´centralise´ et base´ sur l’estimation du SNR aux nœuds relais. Nous l’avons ensuite
compare´ au mode de se´lection propose´ dans (Heath et Paulraj, 2005) et (Oyman et
Xue, 2007), base´ sur le crite`re de la distance Euclidienne. Pour une communication
a` deux relais, nous avons montre´ par simulation que les modes de se´lection offrent
toujours des performances e´gales ou meilleures a` celles des modes fixe´s (seulement
Alamouti, ou seulement le multiplexage spatial). Nous avons aussi montre´ que le
mode de se´lection propose´ s’approche des performances du mode centralise´ base´ sur
le crite`re de la distance Euclidienne pour des relais AF ou des relais DF. Ce re´sultat
est tre`s inte´ressant puisque la se´lection de´centralise´e conserve l’e´nergie mieux que la
se´lection centralise´e et permet de re´duire les de´lais dans le syste`me. De plus, ce mode
de se´lection ne ne´cessite aucun traitement des signaux au niveau du nœud source vu
que cette ope´ration est livre´e aux nœuds relais.
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Chapitre 6
E´VALUATION DES
PERFORMANCES DU CODAGE
STBC DISTRIBUE´ DANS LES
RE´SEAUX SANS-FIL
MULTI-SAUTS A` RELAIS
MULTIPLES
Dans le chapitre IV, nous avons e´value´ les performances d’un re´seau coope´ratif a`
relais multiples et antennes multiples exploitant un codage spatio-temporel distribue´
sur la phase de relais. Dans ce chapitre, nous e´tendons ce travail a` un re´seau a` plusieurs
sauts (ou bonds). A` chacun des sauts, les relais sont capables (s’ils le souhaitent)
d’exploiter un codage spatio-temporel distribue´ pour leurs transmissions.
Dans (Jing et Hassibi, 2006), les auteurs ont montre´ que la coope´ration distribue´e
atteint la diversite´ maximale K dans un re´seau a` K nœuds relais pour une puissance
d’e´mission asymptotiquement infinie. Les auteurs de (Oggier et Hassibi, 2006) ont
propose´ une technique de construction d’un codage spatio-temporel distribue´ avec
des matrices de code unitaires dans les re´seaux sans-fil a` relais multiples. Ils ont
construit une famille alge´brique de codes qui atteignent la diversite´ maximale.
Des sche´mas de coope´ration a` relais multiples ont e´te´ e´tudie´ dans (Oggier et
Hassibi, 2007) et (Jaafar et al., 2009b). Les auteurs de (Oggier et Hassibi, 2007)
ont e´tudie´ la diversite´ d’un re´seau sans-fil a` relais multiples avec un nœud source
et une destination e´quipe´s d’antennes multiples. Ils ont suppose´ des nœuds relais
a` une seule antenne exploitant un codage STBC distribue´ et aucune connaissance
du canal de transmission aux re´cepteurs. Leurs re´sultats montrent que la diversite´
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du syste`me est proportionnelle au nombre minimal des antennes au nœud source et
au nœud destination multiplie´ par le nombre de relais. Dans ((Jaafar et al., 2009b),
Chapitre 4), nous avons conside´re´ un re´seau sans-fil a` relais multiples ou` les relais sont
e´quipe´s d’antennes multiples et nous avons suppose´ que la connaissance des canaux
de transmission est imparfaite aux re´cepteurs. Nous avons conclu que la diversite´
atteinte par les relais AF est toujours maximale (e´gale au nombre des antennes de
la destination), et celle atteinte par les relais DF de´pend du nombre d’antennes du
relais. De plus, la connaissane imparfaite du canal de transmission de´grade moins la
communication lorsque son effet est plus important sur la phase de relais que lorsqu’il
est sur la phase de diffusion.
La communication coope´rative a` sauts multiples a e´te´ traite´e partiellement. En
effet, des protocoles de communication en multi-sauts ont e´te´ re´cemment propose´s
dans (Yang et Belfiore, 2007a) et (Yang et Belfiore, 2007b), pour des nœuds relais AF.
Dans (Oggier et Hassibi, 2008), les auteurs ont fourni une technique de construction
syste´matique de codes spatio-temporels distribue´s pour les re´seaux sans-fil a` relais
multiples avec des matrices de code unitaires (c’est-a`-dire, seuls les symboles sont
transmis et jamais leurs conjugue´s). Ils ont e´tudie´ la diversite´ de tels syste`mes.
Dans ce qui suit, nous nous concentrons sur les gains des performances fournis par
l’exploitation du codage spatio-temporel distribue´ dans un re´seau a` relais multiples
et a` sauts multiples. A` notre connaissance, les performances en terme d’erreur binaire
de tels syste`mes n’ont pas e´te´ e´tablies.
6.1 Mode`le du syste`me
6.1.1 Mode`le du re´seau
Nous conside´rons un re´seau compose´ d’un nœud source ayant une seule antenne,
K nœuds relais, ayant chacun une seule antenne et distribue´s sur L − 1 niveaux de
relais et un nœud destination ayant Ld antennes (Voir figure 6.1). Le nombre total
des relais a` chacun des niveaux est Kl,∀l = 1, . . . , L − 1 et K =
L−1∑
l=1
Kl. Un niveau
de relais (ou un niveau) est de´fini par un ensemble de nœuds relais situe´s a` la meˆme
distance du nœud source ou` la distance est mesure´e en nombre de bonds.
Notons par ds,d, ds,i et dj,d les distances entre la source et la destination, la source
et le ieme nœud relais sur le 1er niveau (i = 1, . . . , K1), le j
ieme nœud relais sur le
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(L− 1)ieme niveau et la destination (j = 1, . . . , KL−1) respectivement et finalement
d
(l)
i,j est la distance entre le i
eme nœud relais sur le (l − 1)ieme niveau et le jieme relais
sur le lieme niveau (i = 1, . . . , Kl−1, j = 1, . . . , Kl) (∀l ≥ 2). Nous supposons que
Ld ≥ argmax
l∈Ω
Kl, ou` Ω est l’ensemble des niveaux de relais exploitant un codage STBC
distribue´. Les relais ne ge´ne`rent aucun trafic supple´mentaire vers la destination, et
les nœuds sont suppose´s half-duplex.
Une communication coope´rative est exe´cute´e durant L phases de transmission.
Durant la premie`re phase, appele´e “phase de diffusion”, la source envoie T1 symboles
d’information sur T1 pe´riodes symbole (similairement au syste`me dans le chapitre
IV). Les relais amplifient les symboles rec¸us et entrent a` la lieme phase de transmis-
sion, ∀l = 2, . . . , L. A` la lieme phase, les relais peuvent transmettre simultane´ment
les symboles rec¸us en exploitant un codage STBC distribue´ ou envoyer la version
uniquement amplifie´e durant Tl pe´riodes symbole (Tl de´signe e´galement la dimen-
sion du code utilise´ a` l’lieme niveau de relais). Soit T =
L−1∑
l=1
Tl. Nous supposons une
parfaite synchronisation entre les nœuds a` chacun des niveaux de relais. Dans notre
mode`le, le re´seau ne´cessite au moins un nœud relais vu l’hypothe`se que le lien direct
source-destination est toujours de´faillant.
Dans ce qui suit, nous de´veloppons l’analyse du mode`le du re´seau exploitant STBC
distribue´ a` deux niveaux de relais, ensuite nous e´tendons l’analyse au mode`le avec un
nombre de niveaux de relais plus grand. Des travaux futurs pourraient conside´rer le
mode`le incluant des relais a` plusieurs antennes.
Source
K1 relais
: ...
Destination
: :
...
...
K 2 relais K L-1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Ld
Figure 6.1 Mode`le du re´seau coope´ratif a` L sauts
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6.1.2 Mode`le du canal
Nous conside´rons des nœuds stationnaires avec des canaux quasi-statiques pour
toute la pe´riode de transmission du nœud source jusqu’au nœud destination T . Nous
supposons que les canaux sans-fil sont Rayleigh, a` e´vanouissement plat avec des gains
i.i.d, ZMCSCG. De plus, les canaux sont suppose´s inconnus aux e´metteurs et seule
la destination posse`de une connaissance parfaite de tous les canaux de transmission
(par l’envoi de symboles pilotes sur un canal qui varie lentement dans le temps).
Nous supposons que l’e´nergie de transmission est la meˆme sur toutes les phases.
Nous conside´rons aussi que la puissance d’e´mission a` chacun des niveaux est e´quitablement
distribue´e entre les nœuds relais (Oggier et Hassibi, 2008). Des travaux futurs pour-
raient conside´rer l’allocation de puissance entre les phases de transmission et les
nœuds relais a` chaque niveau. On note par P1 la puissance d’e´mission sur la phase de
diffusion et Pl celle de chacun des relais a` la l
ieme phase. Par la suite, nous obtenons
P1 × T1 = Kl−1 × Pl × Tl, l = 2, . . . , L.
Durant la phase de diffusion, le vecteur des signaux rec¸us a` l’ieme relais du 1er
niveau, r
(1)
i (de dimensions 1× T1), est donne´ par :
r
(1)
i =
√
P1T1︸ ︷︷ ︸
c1
hs,is+ v
(1)
i , i = 1, . . . , K1 (6.1)
ou` hs,i est le gain du canal entre la source et le i
eme relais du 1er niveau de variance
σ2s,i =
(
ds,d
ds,i
)α
, avec α, l’exposant de la perte en puissance en fonction de la distance
(path loss) (Rappaport, 1996). La normalisation par rapport a` ds,d est valable vu
que nous conside´rons une topologie de re´seau coline´aire (c’est a` dire, tous les nœuds
se situent sur la meˆme ligne). Soit h
(l)
i,j le gain du canal entre le i
eme nœud relais a`
l’(l−1)ieme niveau et le jieme nœud relais a` l’lieme niveau, de variance σ(l)i,j
2
=
(
ds,d
di,j
(l)
)α
.
Nous de´finissons aussi h
(L)
j le vecteur des gains du canal entre le j
ieme nœud relais a`
l’(L− 1)ieme niveau et la destination, de variance σ2j,d =
(
ds,d
dj,d
)α
.
Soit s le vecteur des symboles transmis 1×T1 et soit v(1)i le vecteur du bruit AWGN
1 × T1 de moyenne nulle et de matrice de covariance E{v(1)
∗
i v
(1)
i } = N0IT1 rec¸u au
ieme nœud relais sur le 1er niveau. Soit v
(l)
i le bruit AWGN rec¸u au i
eme nœud relais
du lieme niveau, de moyenne nulle et matrice de covariance E{v(l)∗i v(l)i } = Nl−1ITl ,
ou` Nl−1 est la variance de chaque e´le´ment de vli, ∀l = 1, . . . , L − 1. Nous notons
par v(L) le bruit rec¸u a` la destination a` l’lieme saut, et de matrice de covariance
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E{v(L)∗v(L)} = NL−1ITL , avec NL−1 est la variance ce chaque e´le´ment de v(L).
La section suivante pre´sente l’analyse de la communication dans un re´seau sans-fil
en multi-saut avec K relais distribue´s sur L− 1 niveaux pour des nœuds relais AF.
6.2 Analyse du mode`le du re´seau coope´ratif multi-
saut a` relais multiples exploitant un codage
STBC distribue´
Pour raison de clarete´ d’explication, nous de´butons par analyser le mode`le du
re´seau a` relais multiple avec deux niveaux de relais (Oggier et Hassibi, 2008). Ensuite,
nous de´veloppons l’analyse de la ge´ne´ralisation au re´seau a` relais multiple a` un nombre
de niveaux de relais plus grand.
6.2.1 Mode`le du re´seau a` relais multiples a` trois sauts
Durant la phase de diffusion, chaque relais du 1er niveau de´tecte les symboles
envoye´s. Puis, le signal qu’il transmet, x
(1)
i , est donne´ par :
x
(1)
i = c2
(
r
(1)
i A
(1)
i + r¯
(1)
i B
(1)
i
)
, ∀i = 1, . . . , K1 (6.2)
ou` c2 est le facteur de normalisation qui garantit que l’e´nergie totale utilise´e a` chaque
saut est la meˆme. A
(1)
i et B
(1)
i , de dimensions T1 × T1, sont les matrices du code
associe´es au ieme relais sur le 1er niveau (Jaafar et al., 2009b).
Notons que puisque nous conside´rons des codes orthogonaux ou quasi-orthogonaux,
alors il y a deux cas possibles. Dans le premier cas, la matrice du code applique´e est
A
(1)
i . Donc B
(1)
i = 0T1 et x
(1)
i = c2r
(1)
i A
(1)
i . Dans le second cas, B
(1)
i est la matrice
applique´e et A
(1)
i = 0T1 . D’ou`, x
(1)
i = c2r¯
(1)
i B
(1)
i .
Soit A
(l)
i et B
(l)
i , de dimensions Tl × Tl, les matrices des codes associe´es au ieme
nœud relais du lieme niveau, ∀i = 1, . . . , Kl and ∀l = 1, . . . , L− 1.
Afin de simplifier les notations, nous confondons A avec n’importe-quelle matrice
de code associe´e a` un signal a` transmettre et B avec n’importe-quelle matrice de
code associe´e au conjugue´ d’un signal a` transmettre. Soit C une matrice d’e´le´ments
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complexes. Nous de´finissons les notations suivantes :
C{1} =
{
C, si la matrice du code applique´e est A
C¯, si la matrice du code applique´e est B
, (6.3)
et ∀u ≥ 2,
C{u} =
{
C{u−1}, si la matrice du code applique´e est A
C¯
{u−1}
, si la matrice du code applique´e est B
. (6.4)
Si C est d’e´le´ments re´els, alors C{u} = C, ∀u ≥ 1.
Soit F
(l)
i la matrice du code associe´e au vecteur des symboles a` transmettre par le
ieme relais a` l’lieme niveau, ∀l = 1, . . . , L. Par suite,
F
(l)
i =
{
A
(l)
i , si la matrice du code applique´e est A
B
(l)
i , si la matrice du code applique´e est B
. (6.5)
Nous de´finissons s
{l}
(i) le vecteur des symboles a` transmettre par le i
eme nœud relais
a` lieme niveau. Puisque nous utilisons les codes OSTBC ou QOSTBC, alors s
{l}
(i) est
donne´ par :
s
{1}
(i) =
{
s, si la matrice du code applique´e est A
s¯, si la matrice du code applique´e est B
, (6.6)
et ∀l = 2, . . . , L− 1,
s
{l}
(i) =
{
s
{l−1}
(i) , si la matrice du code applique´e est A
s¯
{l−1}
(i) , si la matrice du code applique´e est B
. (6.7)
En substituant les expressions (6.1), (6.5) et (6.6) dans (6.2), x
(1)
i devient :
x
(1)
i = c2r
(1){1}
i F
(1)
i
= c2c1h
{1}
s,i s
{1}
(i) F
(1)
i + c2v
(1){1}
i F
(1)
i . (6.8)
Le signal rec¸u au jieme relais du 2eme niveau r
(2)
j , (∀j = 1, . . . , K2), est exprime´
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par :
r
(2)
j =
K1∑
i=1
h
(2)
i,j x
(1)
i + v
(2)
j . (6.9)
En remplac¸ant l’expression (6.8) dans l’e´quation (6.9), nous obtenons
r
(2)
j = c2c1
K1∑
i=1
h
(2)
i,j h
{1}
s,i s
{1}
(i) F
(1)
i + c2
K1∑
i=1
h
(2)
i,j v
(1){1}
i F
(1)
i + v
(2)
j
= c2c1
[
h
(2)
1,jh
{1}
s,1 . . . h
(2)
K1,j
h
{1}
s,K1
]
s
{1}
(1)F
(1)
1
...
s
{1}
(K1)
F
(1)
K1
 (6.10)
+ c2
K1∑
i=1
h
(2)
i,j v
(1){1}
i F
(1)
i + v
(2)
j .
Le jieme nœud relais au 2eme niveau transmet le signal x
(2)
j , donne´ par :
x
(2)
j = c3
(
r
(2)
j A
(2)
j + r¯
(2)
j B
(2)
j
)
= c3r
(2){1}
j F
(2)
j , (6.11)
avec c3 le facteur de normalisation garantissant que l’e´nergie totale utilise´e au 3
eme
saut est identique a` celle des deux premiers sauts. A
(2)
j et B
(2)
j sont les matrices du
code de dimensions T2 × T2 au 2eme niveau de relais et F(2)j et r(2){1}j sont obtenus a`
partir des expressions (6.4) et (6.5).
Le signal rec¸u a` la destination est exprime´ par :
D =
K2∑
j=1
h
(3)
j x
(2)
j + v
(3)
= c3
K2∑
j=1
h
(3)
j r
(2){1}
j F
(2)
j + v
(3), (6.12)
ou` h
(3)
j et v
(3) sont bien de´finis dans le mode`le du canal. Par substitution de l’expres-
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sion (6.10) dans (6.12), nous obtenons :
D = c3c2c1
K2∑
j=1
h
(3)
j
[
h
(2){1}
1,j h
{2}
s,1 . . . h
(2){1}
K1,j
h
{2}
s,K1
]
s
{2}
(1)F
(1)
1
...
s
{2}
(K1)
F
(1)
K1
F(2)j
+ c3
K2∑
j=1
h
(3)
j
(
c2
K1∑
i=1
h
(2){1}
i,j v
(1){2}
i F
(1)
i + v
(2){1}
j
)
F
(2)
j + v
(3)
= c3c2c1

h
(3)
1 h
(2){1}
1,1 h
{2}
s,1
...
h
(3)
1 h
(2){1}
K1,1
h
{2}
s,K1
...
h
(3)
K2
h
(2){1}
1,K2
h
{2}
s,1
...
h
(3)
K2
h
(2){1}
K1,K2
h
{2}
s,K1

t
︸ ︷︷ ︸
H

s
{2}
(1)F
(1)
1 F
(2)
1
...
s
{2}
(K1)
F
(1)
K1
F
(2)
1
...
s
{2}
(1)F
(1)
1 F
(2)
K2
...
s
{2}
(K1)
F
(1)
K1
F
(2)
K2

︸ ︷︷ ︸
S
(6.13)
+ c3
K2∑
j=1
h
(3)
j
(
c2
K1∑
i=1
h
(2){1}
i,j v
(1){2}
i F
(1)
i + v
(2){1}
j
)
F
(2)
j + v
(3)
︸ ︷︷ ︸
W
,
H (de dimensions Ld×K1K2) est la matrice du canal e´quivalent du syste`me entier
a` partir du nœud source jusqu’a` la destination en passant par les 2 niveaux de relais ;
S est la matrice des symboles rec¸us, encode´s sur les niveaux de relais, et W est la
matrice du bruit e´quivalent, rec¸u a` la destination.
Finalement, le signal rec¸u s’exprime par :
D = c3c2c1HS+W. (6.14)
L’e´quation (6.14) est similaire a` celle d’un syste`me MIMO ou` S est encode´ d’une
manie`re distribue´e entre les niveaux de relais. Ceci explique la terminologie du codage
STBC distribue´.
Lemme 1. Puisque la puissance est e´quitablement distribue´e entre les phases de
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transmission et entre les relais appartenant au meˆme niveau, alors
c2 =
√
P/K1
PEsσ2s + LN0
, (6.15)
et
c3 =
√
P/K2
Pσ(2)
2
+ LN1
, (6.16)
ou` P est la puissance de tout le syste`me, σ2s = σ
2
s,i et σ
(2)2 = σ
(2)
i,j
2
, ∀i = 1, . . . , K1 et
j = 1, . . . , K2. Es = E {ss∗} est l’e´nergie des symboles transmis par le nœud source.
De´monstration. Sachant que
E
{
r
(1){1}
i
(
r
(1){1}
i
)∗}
=
(
P1σ
2
s,iEs +N0
)
T1,
nous obtenons
E
{
x
(1)
i
(
x
(1)
i
)∗}
= P2T2
⇔ c22
(
P1σ
2
s,iEs +N0
)
T1 = P2T2
⇔ c2 =
√
P2T2(
P1σ2s,iEs +N0
)
T1
. (6.17)
Nous proce´dons de fac¸on similaire pour calculer c3 au 3
eme saut, nous avons alors :
E
{
r
(2){1}
j
(
r
(2){1}
j
)∗}
=
K1∑
i=1
σ
(2)2
i,j E
{
x
(1)
i
(
x
(1)
i
)∗}
+T2N1
=
(
P2
K1∑
i=1
σ
(2)2
i,j +N1
)
T2. (6.18)
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Par conse´quent,
E
{
x
(2)
j
(
x
(2)
j
)∗}
= P3T3
⇔ c23
(
P2
K1∑
i=1
σ
(2)
i,j
2
+N1
)
T2 = P3T3
⇔ c3 =
√√√√√ P3T3(
P2
K1∑
i=1
σ
(2)
i,j
2
+N1
)
T2
. (6.19)
En supposant que le nombre des pe´riodes symbole ne´cessaires pour la transmission
sur chacune des phases est le meˆme, alors T1 = T2 = T3. Nous supposons aussi que
σ2s,i = σ
2
s et σ
2
i,j = σ
(2)2, ∀i = 1, . . . , K1 et ∀j = 1, . . . , K2. Comme re´sultat, c2 et c3
sont donne´s par :
c2 =
√
P2
P1σ2sEs +N0
, (6.20)
et
c3 =
√
P3
P2K1σ(2)
2
+N1
. (6.21)
En fixant la puissance du syste`me a` P , alors P1 = K1P2 = K2P3 =
P
L
et les facteurs de
normalisation c2 et c3 sont exprime´s par les expressions (6.15) et (6.16). Ceci comple`te
la preuve du Lemme 1.
La ge´ne´ralisation a` un nombre plus grand de sauts est pre´sente´e ci-apre`s.
6.2.2 Mode`le du re´seau a` L sauts
Lemme 2. Pour un re´seau compose´ de L − 1 niveaux de relais avec Kl relais a`
chaque niveau, ∀l = 1, . . . , L− 1, le signal rec¸u a` la destination est exprime´ par :
D(L) =
L∏
i=1
ciH
(L)S(L) +W(L), (6.22)
ou` c1 est de´fini dans l’e´quation (6.1) et ci (i = 2, . . . , L) est le facteur de normalisation
de chaque nœud au (i− 1)eme niveau. H(L), de dimensions Ld×
L−1∏
l=1
Kl est la matrice
du canal e´quivalent entre la source et la destination. La qieme colonne de H(L) est
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donne´e par :
h
(L)
iL
h
(L−1){1}
iL−1,iL h
(L−2){2}
iL−2,iL−1 . . . h
(2){L−2}
i2,i3
h
{L−1}
s,i1
, (6.23)
ou` q est exprime´ par q = 1+α1+
L−1∑
i=2
αi
i−1∏
j=1
Kj et 0 ≤ αi ≤ Ki− 1, ∀i = 1, . . . , L− 1.
Soit ik = αk−1 + 1, ∀k = 2, . . . , L et i1 = i2.
h
(k){L−k}
ik,ik+1
est le cœfficient transforme´ a` travers L− k sauts du canal entre le iiemek
relais au (k−1)ieme niveau et le iemek+1 relais au kieme niveau, ∀ik = 1, . . . , Kk−1 et ∀k =
2, . . . , L−1. h(L)iL est le cœfficient du canal entre le iemeL relais au (L−1)ieme niveau et
la destination, ∀iL = 1, . . . , KL−1 et h{L−1}s,i1 est le cœfficient transforme´ a` travers L−1
sauts du canal entre le nœud source et le ieme1 relais au 1
er niveau (i1 = 1, . . . , K1).
En supposant que toutes les phases de transmission sont e´gales, alors la matrice
e´quivalente des symboles encode´s, S(L) est de dimensions
L−1∏
l=1
Kl×T0. La pieme ligne de
S(L), ou` p = 1+β1+
L−1∑
i=2
βi
i−1∏
j=1
Kj, 0 ≤ βk ≤ Kk− 1 et ik = βk+1, ∀k = 1, . . . , L− 1,
est exprime´e par :
s
{L−1}
(i1)
F
(1)
i1
F
(2)
i2
. . .F
(L−1)
iL−1 , (6.24)
ou` F
(k)
ik
et s
{L−1}
(i1)
sont obtenus des expressions (6.5) et (6.6).
La dimension du bruit total a` la destination W(L) est Ld × T0 et le bruit s’e´crit
comme e´tant :
W(L) =
L−1∑
k=1
L−(k+1)∏
i=0
cL−i
×
KL−1∑
iL−1=1
KL−2∑
iL−2=1
. . .
Kk∑
ik=1︸ ︷︷ ︸
L−k sums
{
h
(L)
iL−1h
(L−1){1}
iL−2,iL−1 . . . h
(k+1){L−k−1}
ik,ik+1
v
(k){L−k}
ik
L−1∏
p=k
F
(p)
ip
}
+ v(L),
(6.25)
ou` v
(k){L−k}
ik
est le bruit transforme´ a` travers L−k sauts, rec¸u au ikeme relais du kieme
niveau (k = 1, . . . , L− 1).
De´monstration. Le cas de L = 3 a de´ja` e´te´ traite´ pre´ce´demment. Nous supposons
que le Lemme 2. est vrai pour L ≥ 3 sauts. Nous de´montrons par re´curence que le
Lemme 2. est e´galement vrai pour L+ 1 sauts.
Nous conside´rons un re´seau compose´ d’un nœud source, L niveaux avec Kl relais
au lieme niveau (∀l = 1, . . . , L) et un nœud destination. Le syste`me est de´crit dans la
figure 6.2.
80
:
...
: :
...
système àL sauts
:
Lème niveau
de relais
...

Figure 6.2 Mode`le du re´seau coope´ratif a` L+1 sauts
En supposant que la destination du Lieme saut a KL = Ld destinations se´pare´es,
alors
h
(L)
iL
=

h
(L)
iL,1
...
h
(L)
iL,KL
 , ∀iL = 1, . . . , KL−1
est le vecteur des gains du canal entre le iemeL relais au (L − 1)ieme niveau et les KL
relais au Lieme niveau. En conse´quence, la matrice e´quivalente des symboles rec¸us aux
KL relais est donne´e par :
D(L) =
L∏
i=1
ciH
(L)S(L) +W(L), (6.26)
ou` D(L) et H(L) sont de dimensions KL × T0 et KL ×
L−1∏
i=1
Ki respectivement. Nous
de´finissons la iemeL+1 ligne de D
(L) comme e´tant
D
(L)
iL+1
= H
(L)
iL+1
S(L) +W
(L)
iL+1
, (6.27)
ou` HiL+1
(L) et WiL+1
(L) sont les iL+1
eme lignes de H(L) et W(L) respectivement. Soit
h
(L+1)
iL+1
le vecteur des gains du canal entre le iemeL+1 nœud relais du L
ieme niveau et la
destination, ∀iL+1 = 1, . . . , KL. Par suite, le signal rec¸u a` la destination est exprime´
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par :
D(L+1) = cL+1
[
h
(L+1)
1 . . . h
(L+1)
KL
]
D
(L){1}
1 F
(L)
1
...
D
(L){1}
KL
F
(L)
KL
+ v(L+1), (6.28)
ou` cL+1 est le facteur de normalisation de chaque nœud relais a` l’L
ieme niveau et
v(L+1) est le bruit AWGN rec¸u au (L+1)ieme saut. En remplac¸ant l’expression (6.27)
dans l’e´quation (6.28), nous obtenons :
D(L+1) =
L+1∏
i=1
ci
[
h
(L+1)
1 H
(L){1}
1 S
(L){1}F(L)1 . . . h
(L+1)
KL
H
(L){1}
KL
S(L){1}F(L)KL
]
+ cL+1
[
h
(L+1)
1 . . .h
(L+1)
KL
]
W
(L){1}
1 F
(L)
1
...
W
(L){1}
KL
F
(L)
KL
+ v(L+1)
=
L+1∏
i=1
ci
[
h
(L+1)
1 H
(L){1}
1 . . . h
(L+1)
KL
H
(L){1}
KL
]
︸ ︷︷ ︸
H(L+1)

S(L){1}F(L)1
...
S(L){1}F(L)KL

︸ ︷︷ ︸
S(L+1)
(6.29)
+ cL+1
[
h
(L+1)
1 . . . h
(L+1)
KL
]
W
(L){1}
1 F
(L)
1
...
W
(L){1}
KL
F
(L)
KL
+ v(L+1)
︸ ︷︷ ︸
W(L+1)
,
H(L+1) est une matrice de dimensions Ld ×
L∏
l=1
Kl. La q
ieme colonne de H(L+1) est
donne´e par :
h
(L+1)
iL+1
h
(L){1}
iL,iL+1
h
(L−1){2}
iL−1,iL h
(L−2){3}
iL−2,iL−1 . . . h
(2){L−1}
i2,i3
h
{L}
s,i1
, (6.30)
ou` q est exprime´ par q = 1 + α1 +
L∑
i=2
αi
i−1∏
j=1
Kj, 0 ≤ αi ≤ Ki − 1, ∀i = 1, . . . , L, et
ik = αk−1 + 1, ∀k = 2, . . . , L+ 1 avec (i1 = i2).
D’une manie`re similaire, S(L+1) est une matrice de dimensions
L∏
l=1
Kl × T0 et sa
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pieme ligne, ou` p est de´finie par p = 1 + β1 +
L∑
i=2
βi
i−1∏
j=1
Kj, 0 ≤ βk ≤ Kk − 1 et
ik = βk + 1, ∀k = 1, . . . , L s’e´crit comme e´tant :
s
{L}
(i1)
F
(1)
i1
F
(2)
i2
. . .F
(L)
iL
. (6.31)
Et le bruit total accumule´ a` la destination apre`s passage par L+1 sauts,W(L+1), est
donne´ par :
W(L+1) =
L∑
k=1
L−k∏
i=0
cL−i
×
KL∑
iL=1
KL−1∑
iL−1=1
. . .
Kk∑
ik=1︸ ︷︷ ︸
L+1−k sums
{
h
(L+1)
iL
h
(L){1}
iL−1,iL ...h
(k+1){L−k}
ik,ik+1
v
(k){L−k+1}
ik
L∏
p=k
F
(p)
ip
}
+ v(L+1).
(6.32)
Ceci comple`te la preuve du Lemme 2.
Lemme 3. De fac¸on similaire au Lemme 1., les facteurs de gain cl (l = 2, . . . , L)
sont exprime´s par :
c2 =
√
P/K1
PEsσs2 + LN0
, (6.33)
et
cl+1 =
√
P/Kl
Pσ(l)
2
+ LNl−1
, ∀l = 2, . . . , L− 1 (6.34)
ou` σ(l)
2
= σ
(l)
i,j
2 ∀i = 1, . . . , Kl−1 et j = 1, . . . , Kl.
De´monstration. D’une part, puisque la phase de diffusion est la meˆme pour tous les
re´seaux ∀L ≥ 2, alors c2 est le meˆme qu’a` l’e´quation (6.15). D’autre part,
E
{
r
(l){1}
j
(
r
(l){1}
j
)∗}
=
Kl−1∑
i=1
σ
(l)
i,j
2
E
{
x
(l−1)
i
(
x
(l−1)
i
)∗}
+ TlNl−1
=
(
Pl
Kl−1∑
i=1
σ
(l)
i,j
2
+Nl−1
)
Tl (6.35)
ou` r
(l)
j est le signal rec¸u au j
ieme relais du lieme niveau. Par la suite, l’e´nergie de son
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signal transmis, E
{
x
(l)
j
(
x
(l)
j
)∗}
, est donne´e par :
E
{
x
(l)
j
(
x
(l)
j
)∗}
= Pl+1Tl+1
⇔ c2l+1
(
Pl
Kl−1∑
i=1
σ
(l)
i,j
2
+Nl−1
)
Tl = Pl+1Tl+1
⇔ cl+1 =
√√√√√√
Pl+1Tl+1(
Pl
Kl−1∑
i=1
σ
(l)
i,j
2
+Nl−1
)
Tl
. (6.36)
Nous supposons que la dure´e de toutes les phases de transmission sont e´gales (Tl = Tl′)
et que la puissance totale P est e´quitablement divise´e entre les nœuds e´metteurs
Kl−1Pl = Kl′−1Pl′ = PL ∀l 6= l′ et l, l′ = 1, . . . , L. Nous supposons e´galement que
σ
(l)
i,j
2
= σ(l)
2
, ∀i = 1, . . . , Kl−1, j = 1, . . . , Kl et l = 2, . . . , L− 1. Donc, cl+1 est donne´
par l’expression (6.34). Ceci termine la preuve du Lemme 3.
6.3 Re´sultats Nume´riques
Nous pre´sentons les performances en taux d’erreur binaire des simulations Monte-
Carlo d’un re´seau comportant un nœud source, K nœuds relais distribue´s sur L− 1
niveaux et un nœud destination. Pour toutes les simulations, la modulation utilise´e
au nœud source est le BPSK et la destination utilise un de´codage a` maximum de
vraisemblance afin d’estimer les symboles transmis. D’une fac¸on ge´ne´rale, le codage
OSTBC et QOSTBC utilise´s sont les sche´mas Alamouti et le QOSTBC 4 × 4 res-
pectivement. Pour tous nos sce´narios, nous supposons que la distance entre le nœud
source et la destination est toujours la meˆme. Nous supposons e´galement que la dis-
tance entre la source et le 1er niveau de relais, la distance entre des nœuds de deux
niveaux conse´cutifs et la distance entre le dernier niveau et la destination sont toutes
e´gales. L’exposant de perte de propagation path loss α est choisi e´gal a` 4. Dans tous les
sce´narios, la puissance totale du syste`me est suppose´e fixe´e a` P , et est e´quitablement
partage´e entre les nœuds e´metteurs. Dans la figure 6.3, nous conside´rons un re´seau a` 4
sauts ou` K1 = K2 = K3 = 2 et Ld = 2. Nous e´valuons le taux d’erreur binaire quand
le code Alamouti distribue´ est utilise´ sur le 1er niveau, le 2eme niveau, le 3eme niveau,
les deux premiers niveaux, les deux derniers niveaux et sur tous les niveaux de relais,
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Figure 6.3 Taux d’erreur binaire pour un re´seau coope´ratif a` 4 sauts a` relais multiples
respectivement. Nous constatons que lorsque le code Alamouti est exploite´ sur tous les
niveaux de relais, les deux premiers niveaux de relais ou seulement le premier niveau,
les re´sultats en taux d’erreur binaire sont proches avec une pre´fe´rence a` la technique
utilisant Alamouti seulement au premier niveau de relais. En effet, utiliser Alamouti
aux premiers niveaux de relais est suffisant pour offrir une protection aux signaux a`
transmettre sur les prochains sauts. Ceci est seulement possible avec des relais AF.
Exploiter le code Alamouti sur les prochains sauts n’augmente pas conside´rablement
la fiabilite´ de la communication.
La diffe´rence entre les taux d’erreurs binaires entre ces trois techniques et la favo-
risation de celle avec Alamouti seulement au premier niveau est explique´e par ceci : en
effet, utiliser Alamouti distribue´ au 1er niveau et le propager avec des relais AF sur les
niveaux suivants permet de conserver la structure du code Alamouti a` la destination,
permettant ainsi une de´tection line´aire et rapide des diffe´rents symboles transmis.
Par contre, en appliquant le code Alamouti a` plusieurs niveaux de relais, sa structure
est alte´re´e a` fur et a` mesure que les signaux avancent d’un niveau a` un autre. Par
conse´quent, la robustesse du code est affaiblie.
Profiter du code Alamouti au 2eme niveau ou les deux derniers niveaux de relais
nous me`ne a` une conclusion similaire. Par contre, l’utilisation d’Alamouti au der-
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nier niveau de relais seulement montre des moins bonnes performances du re´seau.
Les de´gradations en SNR a` la valeur BER=10−3 entre le re´seau utilisant Alamouti
seulement au 1er niveau et celui avec Alamouti seulement au 2eme niveau et celui avec
Alamouti seulement au 3eme niveau sont d’environ 2dB et 3.3dB respectivement. Ce
re´sultat est duˆ a` l’utilisation d’une amplification simple des signaux aux premiers
niveaux de relais (donc, aucune protection des symboles transmis), avant que les
signaux arrivent au saut exploitant un STBC distribue´.
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Figure 6.4 Taux d’erreur binaire pour un re´seau coope´ratif a` 3 sauts et un codage
Alamouti distribue´ sur le 1er niveau de relais seulement
Les figures 6.4 et 6.5 illustrent les BER pour un re´seau a` 3 sauts avec 2 et 4 nœuds
relais au 1er niveau respectivement et K2 nœuds relais au 2
eme niveau. Dans la figure
6.4, le gain en SNR quand K2 augmente de 1 a` 2 et 3 relais a` la valeur de BER=10
−2
est d’environ 2dB et 2.5dB respectivement. Pour des valeurs de K2 plus e´leve´es, le
gain en SNR est plus faible (moins de 1dB pour K2 ≥ 4). Dans la figure 6.5, le gain
en SNR est tre`s important lorsque K2 augmente de 1 a` 5 (environ 4dB pour K2 allant
de 1 a` 4 a` la valeur de BER=10−3). Un gain plus faible est remarque´ pour des valeurs
de K2 plus e´leve´es.
Selon nos simulations, augmenter le nombre de relais dans un re´seau a` sauts
multiples est pratique pour un nombre de relais proche de la dimension du code
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Figure 6.5 Taux d’erreur binaire pour un re´seau coope´ratif a` 3 sauts et un codage
QOSTBC 4× 4 distribue´ sur le 1er niveau de relais seulement
STBC utilise´ a` chacun des niveaux. Sinon, avec un plus grand nombre de relais, le
BER ne s’ame´liore pas d’une fac¸on significative.
Les figures 6.6 et 6.7 pre´sentent les performances, en termes de BER, de re´seaux
a` L sauts exploitant un codage Alamouti distribue´ et le codage QOSTBC 4 × 4
sur le 1er niveau de relais respectivement. Le nombre de relais a` chaque niveau est
suppose´ le meˆme qu’au 1er niveau. Dans la figure 6.6, quand L augmente, l’erreur
diminue. A` la valeur BER=10−2, les gains en SNR sont de l’ordre de 4dB et 8dB
pour L passant de 1 a` 2 et 3 sauts respectivement. La figure 6.7 illustre le BER
pour un re´seau comportant 1, 2 et 3 niveaux de relais. Lorsque L augmente, le gain
en SNR s’amplifie proportionnellement. En effet, les distances entre des niveaux de
relais conse´cutifs sont de plus en plus petites pour L de plus en plus grand, d’ou`
la qualite´ des canaux radio est meilleure et les transmissions point-a`-point sont plus
fiables.
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Figure 6.6 Taux d’erreur binaire pour un re´seau coope´ratif a` L sauts et un codage
Alamouti au 1er niveau de relais seulement
6.4 Conclusion
Dans ce chapitre, nous avons e´tudie´ le re´seau coope´ratif multi-sauts a` relais mul-
tiples, exploitant un codage spatio-temporel distribue´. Nous avons analyse´ le mode`le
ge´ne´ral d’un re´seau a` L sauts et a` relais multiples. Ensuite, nous avons e´value´ ses per-
formances, en termes de taux d’erreurs binaires, pour diffe´rents nombre de niveaux de
relais exploitant un codage spatio-temporel distribue´. Nous avons fourni e´galement
les performances en BER de re´seaux fixes avec diffe´rent nombre de relais a` chaque
niveau et diffe´rent nombre de sauts. Nous avons trouve´ qu’un nombre de nœuds relais
proche de la dimension du code STBC distribue´ utilise´ a` chacun des niveaux de relais
pre´sente une ame´lioration en BER tre`s importante. De plus, exploiter le code STBC
distribue´ aux premiers niveaux de relais procure le syste`me d’une meilleure fiabilite´
que s’il e´tait utilise´ sur les derniers niveaux.
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Figure 6.7 Taux d’erreur binaire pour un re´seau coope´ratif a` L sauts et un codage
QOSTBC 4× 4 au 1er niveau de relais seulement
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Chapitre 7
CONCLUSION ET
SUGGESTIONS DE TRAVAUX
FUTURS
7.1 Bilan de la recherche re´alise´e
Dans ce me´moire, nous avons e´tudie´ et e´value´ les performances des re´seaux coope´-
ratifs a` relais multiples utilisant AF ou DF pour les transmissions. Nous avons
conside´re´ plusieurs sce´narios de transmission ou` les nœuds relais sont capables d’ex-
ploiter le codage spatio-temporel distribue´ ou le multiplexage spatial distribue´ afin
d’augmenter la fiabilite´ de la communication.
Dans le chapitre IV, nous avons e´value´ les performances, en termes de taux d’er-
reurs binaires, d’un re´seau a` relais multiples exploitant un codage spatio-temporel
distribue´ a` ses relais. Nous avons conside´re´ plusieurs configurations de re´seau ou`
le nombre de relais et le nombre de leurs antennes sont diffe´rents. Pour des relais
AF ou DF, la diversite´ extraite des re´sultats de simulation concordent avec l’analyse
the´orique e´labore´e dans (Jing et Jafarkhani, 2007) et (Jing et Hassibi, 2005). En outre,
vu que la configuration de re´seau qui s’approche le plus du cas re´el est celle avec des
nœuds relais ayant une seule antenne, la technique AF aux relais s’ave`re pre´fe´rable.
En effet, cette dernie`re combine´e au codage spatio-temporel distribue´ atteint la meˆme
diversite´ qu’un seul relais MIMO utilisant la technique AF. Ensuite, nous avons sup-
pose´ une connaissance imparfaite des canaux de transmission aux re´cepteurs. Avec
une telle hypothe`se, nous avons trouve´ que la phase de relais est plus tole´rante sur
l’erreur d’estimation du canal au re´cepteur de 5% plus que l’erreur d’estimation du
canal sur la phase de diffusion (Jaafar et al., 2009b).
Dans le chapitre V, nous voulions combiner les bienfaits du codage spatio-temporel
distribue´ et ceux du multiplexage spatial distribue´ afin de minimiser l’erreur sur la
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communication coope´rative a` deux relais a` un taux de transmission fixe. Nous avons
alors propose´ un protocole de se´lection entre Alamouti distribue´ et le multiplexage
spatial distribue´ base´ sur l’estimation du rapport signal-a`-bruit aux relais. La valeur
estime´e du rapport signal-a`-bruit est compare´e a` une valeur de seuil afin de de´cider
sur le mode de transmission a` adopter. Ce protocole de se´lection de´centralise´ minimise
les communications sur une boucle de retour (pas de communications pour des relais
AF) et relaxe le nœud source de tout traitement de se´lection puisque ces ope´rations
sont re´alise´es au niveau des nœuds relais. D’apre`s nos simulations, les performances
d’erreur de ce protocole de se´lection sont le´ge`rement moins bonnes que celles de la
se´lection centralise´e base´e sur la distance Euclidienne (Oyman et Xue, 2007), mais
permet de conserver l’e´nergie et les de´lais dans le syste`me d’une fac¸on plus efficace
(Jaafar et al., 2009a).
Dans le chapitre VI, nous avons re´alise´ une extension du mode`le de re´seau du cha-
pitre IV a` un re´seau en multi-saut. Pour des relais AF a` une seule antenne, nous avons
de´veloppe´ le mode`le du re´seau supportant l’utilisation du codage spatio-temporel sur
un ou plusieurs niveaux de relais. Ensuite, nous avons e´value´ le BER de ce syste`me
pour diffe´rents nombres de relais et de sauts. Nos re´sultats de simulation montrent
que l’utilisation d’un petit nombre de relais (un nombre proche des dimensions du
code utilise´) a` chaque niveau est suffisant pour garantir un meilleur taux d’erreur sans
pe´naliser les ressources disponibles. D’autre part, utiliser le codage spatio-temporel
aux premiers sauts offre une meilleure fiabilite´ de la communication que l’utiliser sur
les derniers sauts. Ceci est duˆ a` la protection additionnelle du code sur les premiers
sauts ve´hicule´e par les relais AF (pas re´alisable avec des relais DF).
7.2 Ame´liorations et suggestions de travaux futurs
Notre e´tude englobe plusieurs analyses associe´es aux communications coope´ratives
a` relais multiples. Nous nous sommes inte´resse´s a` des diffe´rents sce´narios de commu-
nication incluant a` chaque fois des hypothe`ses qui rapprochent notre mode`le du cas
re´el. Toutefois, certaines ame´liorations peuvent eˆtre re´alise´es :
– La condition sur l’e´galite´ de puissance entre les phases de transmission peut
eˆtre relaxe´e. En effet, les e´quipements mobiles peuvent avoir des puissances
d’e´mission diffe´rentes dans le cas re´el.
– Pour le protocole de se´lection, l’e´tude a e´te´ faite pour une modulation BPSK
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au nœud source et une transformation pour QPSK aux relais lorsqu’il s’agit du
codage Alamouti distribue´. Cette transformation est plus complique´e si le taux
de transmission augmente (et la taille des constellations associe´es). Un sujet
inte´ressant sera de trouver un type de modulation qui permet cette transfor-
mation d’une fac¸on flexible et facile a` imple´menter, et valable pour d’autres
sche´mas de codes plus complexes (ex : OSTBC, QOSTBC, etc.).
– Dans notre mode`le de re´seau a` sauts multiples, les distances entre la source, les
niveaux de relais et la destination sont toutes suppose´es e´gales. Or, les distances
peuvent eˆtre diffe´rentes. L’e´valuation des performances du re´seau en fonction
de la distance sera une bonne extension a` ce travail.
Dans des travaux futurs, apporter ces ame´liorations a` notre travail actuel sera
important. Par ailleurs, ge´ne´raliser nos mode`les de communication coope´rative dans
un environnement plus vaste sera inte´ressant. En effet, conside´rons un re´seau sans-
fil ou` plusieurs nœuds existent sur une surface donne´e (distribue´s ale´atoirement ou
arbitrairement). A` un instant donne´, un nœud peut jouer le roˆle d’un nœud source,
ou d’un nœud destination ou aucun des deux (dans ce cas, soit il est inactif ou bien
il joue le roˆle d’un nœud relais pour une communication entre une source et une
destination). Plusieurs proble`mes apparaissent dans ce cas de figure :
– A` un instant donne´, vu les positions et les canaux qui existent entre les sources
et les destinations, est-il toujours ne´cessaire de coope´rer ?
– Si un nœud source a besoin de nœuds relais pour que sa communication soit
fiable, de combien de relais aura-t-il besoin ? Quel codage spatio-temporel sera
utilise´ au niveau des relais ? Et quel est le de´lai qui sera cause´ ?
– Dans le meˆme cas de figure, si on suppose que les nœuds transmettent a` la
meˆme bande fre´quentielle, des interfe´rences peuvent de´grader la qualite´ des
communications. Alors, comment peut-on arranger les transmissions afin de
minimiser les interfe´rences et augmenter le de´bit du re´seau ? Et comment peut-
on garantir l’e´quite´ entre les nœuds de point de vue acce`s aux ressources du
re´seau (nombre de paquets transmis/rec¸us/relaye´s dans le re´seau).
Tous ces points pre´sentent des sujets de recherche inte´ressants pour les communi-
cations coope´ratives a` relais multiples.
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