The d-dimensional discrete Schrödinger operator whose potential is supported on the subspace Z d 2 of Z d is considered:
§1. Introduction
In this paper we deal with discrete Schrödinger operators acting in l 2 (Z d ), d ≥ 2, and having a potential whose support is the subspace Z d 2 , 1 ≤ d 2 < d. The most known case is that where d = 3 and d 2 = 2, i.e., where the support of the potential is the plane Z 2 . This case has interesting links with wave propagation and surface phenomena (see [16, 20] and the references therein), and this is why the potential is called the surface potential even if d 1 
In recent years there has been a certain progress in spectral and scattering theory for these operators and their continuous analogs ( [2, 3, 5] and [8] - [18] ). In all these papers the potential is periodic, almost periodic, or random ergodic in the longitudinal coordinate x 2 ∈ Z d 2 . It was found that in certain settings the spectrum of these operators consists of two parts. The first part coincides with the spectrum of the Laplacian and is absolutely continuous, and the associated generalized eigenfunctions do not decay in any coordinate or decay rather slowly. They can be viewed as analogs of the Sommerfeld solutions in scattering theory for potentials decaying at infinity, because they have the form of the sums of an incident wave and waves reflected by the surface potential and propagating into the bulk of Z d . Often, this part of the spectrum is called the bulk spectrum, and the corresponding generalized eigenfunctions are called the bulk states (bulk waves).
The second part of the spectrum has a location that depends on the potential. The associated eigenfunctions decay exponentially with respect to the transversal coordinate
. This part of the spectrum can be called the surface spectrum and the corresponding generalized eigenfunctions are then the surface states. If the potential is periodic, the surface states do not decay in x 2 , rather they have a Blochtype dependence with respect to this coordinate (see, e.g., [2, 9, 17, 18] ). However, if the potential is random or quasiperiodic and has a sufficiently big amplitude, then the surface states (or, at least, part of them) decay exponentially also in x 2 (i.e., along the surface), and we can say that the surface states are localized [3, 8, 13, 14, 20] . Here we use the term "localized" in the same sense as in the spectral theory of random operators (see, e.g., [7] ), where this term designates the point (and usually dense) spectrum.
In this paper we consider a special example of a surface potential; the "bulk" form of it is well known in localization theory under the name of the "Maryland model" [6, 7, 21] . More precisely, we consider the following selfadjoint operator acting in l 2 (Z d ):
(1.1)
is the discrete Laplacian, and V is the potential of the form
where x = (x 1 , x 2 ), x 1 ∈ Z d 1 , x 2 ∈ Z d 2 , d 1 + d 2 = d, d 1 ≥ 1, and (1.4) v(x 2 ) = a + g tan π(αx 2 + ω).
Here α ∈ R d 2 , a and g are real constants, and we shall assume without loss of generality that they are positive:
(1.5) a > 0, g > 0.
This model case can be analyzed in great detail, thereby providing examples and explicit formulas for spectral and scattering phenomena that are only partly known for general random or almost periodic surface potentials. The case where a = 0 was studied in [2, 12, 15, 20] . In particular, in [2] it was shown that if the components of α are rationally independent, then the spectrum of the respective operator is absolutely continuous on [−d, d] , the associated generalized eigenfunctions are quasiperiodic in x 2 , and their behavior in x 1 is determined by the Green function of the d 1 -dimensional Laplacian on its spectrum. These are bulk waves that combine a Bloch-type dependence on x 2 and a Sommerfeld-type dependence on x 1 . If d = 2 and α is rational, α = p/q, then, in addition to these generalized eigenfunctions corresponding to [−2, 2], there exist surface states that decay exponentially in x 1 and are of Bloch form in x 2 . The corresponding surface spectrum consists of q bands that can overlap the bulk spectrum [−2, 2]. In the physics paper [20] it was argued that if the "frequency" vector α ∈ R d 2 in (1.4) satisfies the Diophantine condition
for some C > 0 and β > 0, then the spectrum in R \ [−d, d] is pure point, dense, and of multiplicity one. The respective eigenfunctions decay exponentially in all coordinates, although the rate of decay in x 1 and x 2 may be different. It can be said that the surface states corresponding to R \ [−d, d] are localized.
The analysis in [2, 20] was strongly based on the Cayley transformation of the potential and of H 0 and on an explicit form of the Green function of H 0 , where H 0 is the discrete Laplacian (1.2). A similar analysis of the case where a = 0 in (1.4) requires the knowledge of the Green function for the operator
This Green function has a more complex structure than that of H 0 , in accordance with a more complex spectrum structure of the operator H a . In particular, the spectrum of H a consists of two parts, the bulk spectrum, [−d, d] , and the surface spectrum,
, where E 0 is the eigenvalue of the restriction of H a to Z d 1 . Nevertheless, we show that a sufficiently detailed spectral analysis of the operator (1.1)-(1.5) is still possible. If the components of α in (1.4) are rationally independent, we find that [−d, d] belongs to the pure absolutely continuous spectrum, and the corresponding generalized eigenfunctions are superpositions of plane waves with incommensurable phases ( §3). If, moreover, α is Diophantine (see (1.6)), then the spectrum in R \ [−d, d] is pure point, dense, and of multiplicity one, and the corresponding eigenfunctions decay exponentially ( §4). In particular, we can say that the surface states of H a are unstable with respect to the addition of the quasiperiodic surface potential
with an arbitrarily small amplitude g. If α = p/q (periodic surface potential) and d 1 = d 2 = 1, we show that the band [E 0 −1, E 0 +1] of the surface spectrum of H a is transformed into q bands of the surface spectrum of H, and we study their dependence on a and g. §2. Basic formulas 2.1. The resolvent of H. The operator H of (1.1)-(1.5) is selfadjoint as the sum of the multiplication operator V , which is selfadjoint with domain D(V ) = {ϕ ∈ l 2 (Z d ); V ϕ < ∞}, and the bounded operator H 0 . Let χ be the indicator of the subspace Z d 2 , and let P be the orthogonal projection defined by
The range of P is then isomorphic to l 2 (Z d 2 ), and we can write the surface potential (1.3) as
where v acts in l 2 (Z d 2 ) as multiplication by the function (1.4). If G(z) = (H − z) −1 , Im z = 0, is the resolvent of H, and G a (z) = (H a − z) −1 is the resolvent of the operator H a of (1.7), then we can introduce an operator T (z) by the relation [22] 
and we have
where V M is defined by (1.8). From (2.2) and (2.4) it follows that
where the operator t(z) acts in l 2 (Z d 2 ) and is given formally by
where v M is defined in (1.8) and
(2.7) γ a (z) = P G a (z)P.
We introduce the following unitary operator u in l 2 (Z d 2 ):
and set
Then by the Euler formula for the function tan : R → R, we have
Lemma 2.1. Let γ a (z) be the operator acting in l 2 (Z d 2 ) and defined by (2.7) for Im z = 0.
We have:
, then R(z) and I(z) are bounded and commute, and
for Im z > 0.
Proof. Assertions (i)-(ii) follow directly from the definition (2.7) of γ a (z) and the spectral theorem for the resolvent G a (z) of the selfadjoint operator H a . Assertion (iii) follows from (ii), because for any ψ ∈ l 2 (Z d 2 ), ψ = 1, we have (gγ a (z) + i)ψ 2 = gγ a (z)ψ 2 + 2g(I(z)ψ, ψ) + 1 ≥ 1.
Assertion (iv) follows from (ii)-(iii), because for any ψ ∈ l 2 (Z d 2 ), ψ = 1, we have
Proposition 2.2. The resolvent G(z) of H admits the following representations for
Im z > 0: Proof. Replace σ of (2.9) in (2.10) by a complex number ζ, |ζ| < 1. Then the operators v ζ,M and (v ζ,M ) −1 obtained from (2.10) by the replacement σ → ζ will be bounded, and we have
Since |b a (z)| < 1 by Lemma 2.1, the operator 1 − ζb a (z)u is invertible, and then for the respective operator t ζ (z) of (2.6) we get
Now a simple algebra yields
where the t ζ,m are given by formula (2.15) in which σ is replaced by ζ. Let D denote the set of vectors in l 2 (Z d 2 ) of finite support. D is dense and lim ζ→σ v ζ,M ψ = v M ψ for any ψ ∈ D. Hence, by general principles (see, e.g., [19, Corollary VIII.1.6]), the resolvent of H a + P v ζ,M P converges strongly on D to the resolvent G(z) of H a + P v M P . On the other hand, since |b a (z)| < 1 for Im z > 0 by Lemma 2.1 (iv), the series converges in the operator norm sense uniformly in |ζ| ≤ 1. Consequently, we can pass to the limit ζ → σ in the series to obtain the claim of the proposition.
Our subsequent analysis will be based on formulas (2.13)-(2.14). Namely, (2.14) will be used in §3 to study the absolutely continuous spectrum (we prove that the series for the Green function G(x, y; z) = (H −z) −1 (x, y), i.e., the matrix form of (2.14), converges uniformly in z = E+iε, |E| ≤ d−δ, ε ≥ 0, for every δ > 0 and every x, y ∈ Z d ), and (2.13) will be used in §4 to study the point spectrum (we diagonalize the operator 1 − σb a (z)u for all z up to z = E + i0, |E| ≥ d + δ for every δ > 0). Recall that, for a symmetric operator A, the isometric operator U = (A − i)(A + i) −1 is called the Cayley transform of A, and the formula A = i(1 + U )(1 − U ) expresses A via its Cayley transform (see, e.g., [1] ). Hence, we can view the Euler formula (2.10) as a particular case of these formulas for A = −v M /g and U = −σu. Similarly, (2.11) can be viewed as a contraction that is the Cayley transform of the dissipative operator gγ a (z), Im z > 0. Thus, the passage from P g(H a − z) −1 P and −P V M P /g to their Cayley transforms gb a (z) and −σu and the fact that u is simply the shift by α after the Fourier transform (see formula (3.4) below) provide an "algebraic" basis for the spectral analysis of the operator (1.1)-(1.5), as given in the subsequent sections.
The operator H a .
To use the formalism presented in the preceding subsection, for the spectral analysis of the operator H we need to know more about the resolvent G a (z) of the operator H a of (1.7) corresponding to a constant surface potential.
Denoting by T ν = [0, 1) ν the ν-dimensional torus, we consider the Fourier transformation defined by the formulas
for any ϕ with a finite support in Z ν , and extended to l 2 (Z ν ) by usual arguments. Then the Green function G 
. Then its Green function G a (x, y; z) = (H a − z) −1 (x, y), Im z = 0, admits the following representation:
Proof. We make the Fourier transformation of the equation for G a (x, y; z),
with respect to the longitudinal variable x 2 . This leads to a similar equation with the d 1 -dimensional Laplacian, the potential aδ(x 1 ), and the spectral parameter z − E d 2 (k 2 ). The Green function corresponding to this potential (a rank one operator in l 2 (Z d 1 )) can easily be found. This yields (2.18) after the inverse Fourier transformation, because 1 + γ 0 (k 2 ; z) is nonzero for Im z = 0 and all k 2 ∈ T d 2 , by (2.19) and (2.17).
Lemma 2.4. The operators γ a (z) of (2.7) and b a (z) of (2.11) are bounded convolution operators in l 2 (Z d 2 ):
where
Proof. Formulas (2.20)-(2.22) follow immediately from (2.17) and (2.18)- (2.19) . The fact that γ a (z) is bounded was proved in Lemma 2.1 (and also is a consequence of (2.20)-(2.22)). Formulas (2.23)-(2.25) follow from (2.11) and the fact that the convolution operators form an algebra. Next, b a (z) is bounded by (2.12) . The same can be deduced from the first relation in (2.24), because Im γ a > 0 if Im z > 0. Now we describe the spectral structure of the operator H a . First, we recall the definition of the surface states given in [16] (see [5, 11] for other definitions). Namely, we say that, for a Schrödinger operator H, a generalized eigenfunction Ψ E = {Ψ E (x)} x∈Z d corresponding to a point E of its spectrum (a polynomially bounded solution of the equation
Similarly, we say that a generalized eigenfunction Ψ E is a bulk state if
We also need the following result.
Proposition 2.5. Consider the operator acting on l 2 (Z d 1 ) and defined as the sum of the d 1 -dimensional Laplacian (1.2) and the potential aδ(x 1 ). Then its point spectrum consists of at most a single eigenvalue E 0 , |E 0 | > d 1 , which is the solution of the equation
This equation is uniquely soluble if a > a c , where
In particular, the solution exists for all a > 0 if d 1 = 1, 2.
Then we have the following statement.
Theorem 2.6. Let H a be the operator defined by (1.7) and (1.2). Then
, a c , and E 0 are defined in (2.17), (2.29), and (2.28); (ii) the spectrum of H a is purely absolutely continuous;
(iv) if a > a c , then the generalized eigenfunctions Ψ a,s (.,
The proof of this theorem can be obtained either from formulas (2.18)- (2.19) or directly, by separating the variables in the equation (HΨ)(x) = EΨ(x).
Remarks. 1) It can be shown that the families (2.32) and (2.33) form a complete and orthogonal system of eigenfunctions. This can be written symbolically as follows:
) are the bulk states, because for these values of the spectral parameter the Green function G 3) We do not need Theorem 2.6 in the subsequent analysis of the operator H, although we need the Green function G a of (2.18)- (2.19) . We give this theorem to illustrate the notions of the bulk and the surface spectrum in a simple situation. §3. Absolutely continuous spectrum 3.1. Almost periodic case. In this subsection, we shall show that if the components of the vector α in (1.8) are rationally independent, then the spectrum of H of (1.1)-(1.5) is purely absolutely continuous on [−d, d] , the spectrum of the discrete Laplacian H 0 (see (1.2) ). We mention that in our earlier paper [2] we showed that the above is true if a = 0, and that the corresponding operator admits an eigenfunction expansion on the interval [−d, d], with the same dispersion law as in the free case, and with the generalized eigenfunctions that are "bulk states". Below we shall show the stability of this property for the operator H = H a + V M for all a > 0. Our presentation will be mostly of review type, because respective proofs (sometimes rather involved) differ from those in [2] only in certain technical details.
First, note that the spectrum σ(
and ω ∈ [0, 1]. This is a general consequence of the fact that the support of the potential is the "surface" Z d 2 , d 2 < d. So, we apply the Weyl criterion with the following sequence of test functions:
where 1 r is the indicator of the ball {x ∈ Z d : |x| ≤ r}, and k ∈ T d . Then, clearly, we have (H − E d (k))Ψ n = O(n −1/2 ) as n → ∞, whence the above statement. 
Proof. This follows easily from Propositions 2.2, 2.3 and the observation that the operator u of (2.8) acts in L 2 (T d 2 ) as the shift by α ∈ R d 2 , i.e., for any ϕ ∈ L 2 (T d 2 ) we have Proof. The proof of this theorem is based on the same method as that developed in [2] for the case of a = 0. In fact, it yields a stronger result saying that G(x, y; E + i0) exists and is bounded for every x, y ∈Z d and every real E ∈ (−d, d) . We show that the series in (3.1), which converges for Im z > 0 (because b a (z) < 1 in this case; see (2.12)), also
Given γ ∈ (0, 1), we define
Then K γ (E) is a closed subset of T d 2 , and if |E| < d, then there exists γ such that |K γ (E)| > 0, where |K γ (E)| is the Lebesgue measure of K γ (E). If k 2 ∈ K γ (E), then Imγ 0 (k 2 , E + i0) > 0, and |b a (k 2 , E + i0)| < 1 by (2.24). Hence, by continuity, there exists δ > 0 such that
Now we recall the assumption that the vector α has rationally independent components. This implies the following limit relation, valid uniformly in k 2 ∈ T d 2 (see [4] ):
Then there exists an integer m 0 > 0 such that
This and (3.6) imply that the product P m on the right in (3.2) admits the bound
Moreover, since Imγ 0 (k 2 ; z) ≥ 0 for Im z ≥ 0 and k 2 ∈ T d 2 , we haveγ 0 (k 2 ; z)g + i = 0. Then a standard argument shows that for m ≥ 1 the factors
of the integrands in (3.1) are bounded uniformly in k 2 ∈ T d 2 and ε ≥ 0. Clearly, the same is true for m = 0. This fact and the bound (3.7) show that the terms of the series on the right-hand side in (3.1) decay exponentially as m → ∞ uniformly in k 2 ∈ T d 2 and ε ≥ 0. Thus, the series converges uniformly in k 2 ∈ T d 2 and ε ≥ 0, and the theorem follows.
Our next result concerns the eigenfunction expansion of the operator H in the interval
Theorem 3.3. LetṪ d be defined as
Then, under the assumptions of Theorem 3.2, the functions
where the coefficients t a,m , m ≥ 0, are given by (3.2) , are bounded in x ∈ Z d for every k ∈ T d , are continuous in k varying in any compact subset ofṪ d , and satisfy the Schrödinger equation in x:
The families {Ψ ± (·, k); k ∈Ṫ d } are complete families of generalized eigenfunctions for the operator H on (−d, d) , i.e., (i) for any ϕ ∈ l 2 (Z d ), the series
(iii) the families {Ψ ± (·, k)} k∈Ṫ d are orthonormal, i.e., for any continuous functions Φ (1) and Φ (2) with compact support inṪ d we have 
We omit the rather involved proof of this theorem, because it differs from those of Theorems 3.3 and 3.4 in [2] only by technical details.
Remark. Since the functions (3.9) do not decay in x 2 (being the sum of the incident plane wave and a "quasi-Bloch" function) and decay slowly or do not decay at all in x 1 (recall that G
, they are bulk states (see (2.27) ). Hence, the surface states of the operator H a , which exist on [−d, d] for E 0 < d+d 2 , disappear after addition to H a of the surface potential V M of (1.8), whatever small is the coupling constant g. However, since the expression E d (k) − E d 2 (k 2 − mα) takes values inside the interval (−d 1 , d 1 ) as well as outside this interval as m varies, the Green function G (3.9 ) may be exponentially decaying or slowly decaying in x 1 (i.e., as 1/|x 1 | (d 1 −1)/2 ). Thus, despite the fact that in the quasiperiodic case (which we are considering now) the surface states are absent on the part [−d, d] of the spectrum [15] , the bulk states (3.9) contain both terms slowly decaying (or even only oscillating for d 1 = 1) in |x 1 | and terms exponentially decaying in |x 1 |, which correspond to waves scattered by the surface potential and propagating inside the bulk Z d and along the subspace Z d 2 , i.e., the support of the quasiperiodic perturbation (strongly corrugated quasiperiodic surface in the case where d 1 = 1). In other words, we can write 
Periodic case.
In this section we consider the operator H of (1.1)-(1.5) for d 1 = d 2 = 1 and V M of (1.8) in which α is a rational number: α = p/q, where p and q > p are positive integers and q is not a divisor of p. In this case the potential is periodic with period q. As in the case of a = 0 (see [2] ) the entire spectrum of H is absolutely continuous, but there are two types of generalized eigenfunctions. The first type corresponds to energies in the interval (−2, 2), where the generalized eigenfunctions have the Bloch-Floquet behavior in the x 2 -direction and are finite sums of plane waves in x 1 , so that they do not decay in the x 1 -direction. The second type corresponds to energies which may be outside or inside the interval (−2, 2). Here the generalized eigenfunctions have the Bloch-Floquet behavior in the x 2 -direction again, but decay exponentially in the x 1 -direction. The corresponding energies fill q separated intervals, which can be called the surface bands. Again, here we use the same strategy as in [2] , basing our analysis on the following formula for the Green function G(x, y; z) of H:
0 (x 1 ; z + cos 2πk 2 ) ×G (1) 0 (y 1 ; z + cos 2π(k 2 + mα))e −2iπmαy 2 , where now ; z) is the Green function (2.17) for ν = 1,γ 0 (.; z) , andγ a (.; z) are defined in (2.19) and (2.22) , and P q (k 2 , E) is given by (3. 3) for m = q.
This formula can be obtained from (3.1) if we take into account that b a (k 2 + lp/q; z) is q-periodic in l, so that P m = P µ q · P ν for m = µq + ν, µ ∈ N, 0 ≤ ν < q − 1, and the series in (3.1) can be summed with respect to µ, which leads to the denominator 1 − P q in (3.18) . This denominator gives rise to singularities of the integrand, thereby determining the surface energy bands E j (k 2 ) as solutions of the equation
Relation (3.3) and the inequality |b a (k 2 ; E + i0)| ≤ 1, valid for every k 2 ∈ T d 2 and every E ∈ R, show that equation (3.19) can only be fulfilled if the absolute values of all theb a are equal to 1. In this case we writê
where the phase ϕ is given by
Thus, equation (3.19 ) is equivalent to
Observe that the phases are only defined if E > 1 − cos 2π(k 2 + lp/q).
It is easily seen that, for every k 2 ∈ T 1 , Φ q (k 2 , E) is a monotone increasing function of E of total variation q. Therefore, the total number of solutions E j (k 2 ) of (3.21) is exactly q.
Our analysis in [2] remains true because it is based on the analyticity of ϕ with respect to E. In particular, we have an analog of Proposition 4.1 in [2] on the separation of the surface bands:
(i) for every j = 1, . . . , q there exists a finite subset D j of the domain
where E 2 (k) = −(cos 2πk 1 + cos 2πk 2 ); (ii) there exists a positive constant η q > 0 such that for any j = j we have inf
For a fixed q, now we can examine the location of the surface bands as a increases. First, note that, by [2] , for a = 0 the number of positive and negative surface bands coincide up to 1. When a is positive and increases, the surface bands are shifting to the right, and for a certain a > 0 all the bands are on the positive semiaxis. The center of this cluster of bands is at E 0 = √ 1 + a 2 , which is the center of the surface band [E 0 − 1, E 0 + 1] for g = 0 (see (2.31)), i.e., for the operator H a of (1.7). For a fixed g > 0, the behavior of all the surface bands with respect to the parameter a is continuous.
In the case where a is fixed and g varies, first we see that the geometric structure of the spectrum is discontinuous in g at g = 0: we have a unique surface band at g = 0 and q bands whatever small is g > 0. If g is small, the terms of (3.22) vary rapidly in E from −1/2 to 1/2, and their sum Φ q (k 2 , E) looks like a stair, with q steps of height 1. The width of the stair is close to 2, the first band is close to E 0 − 1, and the q th band is close to E 0 + 1.
From (3.21) it also follows that if q → ∞, then the width of the bands decreases exponentially, the distance between bands is O(1/q) in the center of the cluster and is O(1) for the highest bands, and the number of bands in any fixed interval of the spectral axis tends to infinity. This is in agreement with our results in the next section, where we show that for a Diophantine α in (1.8), i.e., in the "limit" q = ∞, the spectrum is pure point and dense outside the interval 
and E s 2 solves the equation
f is monotone increasing, varying from f (−∞) = −1/2 to f (−d − 0) < 0, and from f (d + 0) > 0 to f (∞) = 1/2; (iii) the eigenfunction Ψ s 2 (x) corresponding to the eigenvalue E s 2 is of the form
where χ(x 1 , x 2 ; E) decays exponentially in x 1 and x 2 and is real analytic in E,
Proof. Given δ > 0, consider the set
We show that for any δ > 0 there exists δ 1 > δ such that δ 1 → 0 as δ → 0, and that the spectrum on Σ δ 1 possesses the property described in the theorem. It will be convenient to present our principal formula (2.13) in the form
where Γ a (z) = (gγ 0 (z)+i) −1 and G 0 (z) is the resolvent of H 0 . Since γ 0 (z) is a convolution operator in l 2 (Z d 2 ) the symbol γ 0 (k 2 ; z) of which is given by (2.19) , Γ a (z) is also a convolution, and the symbol of it is the inverse of g γ 0 (k 2 ; z)+i. Note that g γ 0 (k 2 ; z)+i = −g/a if 1 + a γ 0 (k 2 ; z) = 0 and that, by (2.22), we have
if 1 + a γ 0 (k 2 ; z) = 0 (because Im γ a (k 2 ; z) > 0 for Im z > 0 and g > 0). We conclude that (4.7) min
is the exterior of the complex δ-neighborhood of [−d, d] . Therefore, the operator Γ a (z) is bounded for every z ∈ N (δ), δ > 0, and formula (4.6) is well defined. The idea of the proof of the theorem is to "diagonalize" the operator (1 − σb a u) −1 in (4.6), the only operator that may have poles. Thus, we suppose that there exists a bounded convolution operator c(z) and a bounded diagonal operator d(z) in l 2 (Z d 2 ) such that
If u is the diagonal operator defined by (2.8), then uc(z) = c α (z)u by (3.4) . Here c α (z) is the convolution operator with symbolĉ(k 2 + α; z), andĉ(k 2 ; z) denotes the symbol of c(z). Hence, assuming that (4.9) is valid, we can rewrite the above relation as follows:
Since the left-hand side of (4.10) is a convolution operator and the right-hand side is a diagonal operator, they are both equal to a scalar operator κ(z) · 1:
Thus, we must find c(z) and κ(z) from (4.11). Then d(z) will be given by (4.12).
Lemma 4.2.
For any δ > 0, there exists δ 1 > δ such that δ 1 → 0 as δ → 0 and equation (4.11) is solvable for every z ∈ N (δ 1 ), where N (δ) is as in (4.8) . More precisely, the following is true for any z ∈ N (δ 1 ):
(i) there exists a bounded and invertible convolution operator
where C, C , λ > 0 depend only on δ 1 ; (ii) there exists a function f analytic in N (δ 1 ) and such that The proof of the lemma will be given at the end of the section. Now, using the lemma and relations (4.9), (4.12), (2.9), and (4.15), we can write
or, in the matrix form,
We see that the poles of the operator on the left are the solutions of equation (4.2) .
It is easily seen that if α ∈ R satisfies the Diophantine condition (1.6), then for every
We introduce the following notation: 
By (2.17), for every k 2 ∈ T d 2 and any δ > 0 the function γ 0 (k 2 ; z) is analytic in z outside the complex δ-neighborhood (4.8) of the cut [−d, d] . Parametrizing the torus T d 2 by ζ = (ζ 1 , . . . , ζ d 2 ) ∈ C d 2 so that T d 2 = {ζ ∈ C d 2 : |ζ 1 | = 1, . . . , |ζ d 2 | = 1}, we see that E d 2 (k 2 ) = E d 2 (e 2πik 21 , . . . , e 2πik 2d 2 ), where k 2 = (k 21 , . . . , k 2d 2 ) ∈ T d 2 , and the function
we conclude that for every z ∈ N (δ 1 ) with δ 1 > δ (say, for δ 1 = 2δ) there exists δ 2 > 0 such that γ 0 (k 2 ; z) admits analytic continuation from T d 2 to the domain
The same property ofĉ(k 2 ; z) is established in the proof of Lemma 4.2 below. Furthermore, in accordance with (4.7), g γ 0 (k 2 , z)+i is not zero in T d 2 ×N (δ) for any δ > 0. Thus, the integrand in (4.18) can also be continued to the domain (4.19) . This implies that β 1 (x, s 2 ; z) decays exponentially as s 2 → ∞ for every x ∈ Z d and z ∈ N (δ 1 ). Indeed, it suffices to rewrite (4.18) as the d 2 -fold contour integral in ζ 1 = e 2πik 21 , . . . , ζ d 2 = e 2πik 2d 2 over the product of d 2 unit circles |ζ 1 | = · · · = |ζ d 2 | = 1, and then to deform every unit circle into the circle |ζ j | = 1 − δ 2 , 0 < δ 2 < δ 2 . This yields the bound (4.20)
which is valid for every x ∈ Z d and z ∈ N (δ 1 ), with positive C β and λ β independent of on x and z.
The same is true for β 2 (s 2 , x; z) of (4.17). Consequently, the matrix form of (4.6) will be (4.21)
and the series converges uniformly in z ∈ N (δ 1 ). This implies that, if E s 2 , s 2 ∈ Z d 2 , is a solution of (4.2) such that |E s 2 | ≥ d + δ 1 and z ∈ N (δ 1 ), then
By the general principles of spectral theory, {P s 2 (x, y)} x,y∈Z d is the matrix of the orthogonal projection to the subspace of eigenfunctions that correspond to the eigenvalue E s 2 . An easy calculation based on the above formulas shows that x∈Z d P s 2 (x, x) = 1.
We have shown that the operator H of (1.1)-(1.5) has a dense set {E s 2 } s 2 ∈Z d 2 of eigenvalues of multiplicity 1 defined by (4.1)-(4.2). We shall prove that (4.1) is the entire spectrum of H outside [−d, d] . For this, it suffices to verify that for any C 1 -function ϕ : R → R with support outside of [−d, d] we have the limit relation
where the functions {Ψ s 2 } s 2 ∈Z d 2 are given by (4.4) . By using the resolvent identity for G(z), we can write
The right-hand side of this formula contains G(y, t; E − iε), while our basic formula (4.6) is valid for z = E +iε, ε > 0. However, applying to G(y, t; E −iε) the arguments that led to (4.6), we obtain the Hermitian conjugate version of (4.6) for z = E − iε. Moreover, for G(y, t; E − iε) we have an analog of the factorization Lemma 4.2 in which the operator b * a (z) is diagonalized, hence an analog of (4.21). We must plug these formulas in (4.23), integrate with εϕ/π, and pass to the limit lim ε→0 + . Denoting the sum of the first two terms in (4.21) by G 1 , the third term by G 2 , and the respective terms of G(z) by G * 1 and G * 2 , we first see that the contribution of the product G 1 G * 1 vanishes after application of the operation (4.24) lim
Indeed, the term G 1 (x, y; z) can be written as
.
Since G (d 1 ) 0 (x 1 ; ζ) decays exponentially in x 1 and is analytic in ζ outside [−d 1 , d 1 ] , the integrand can be analytically continued in k 2 to the domain T δ 2 (see (4.19) ) if z ∈ N (δ 1 ). Consequently, G 1 (x, y; z) decays exponentially in |x−y| for all z up to z = E+i0 ∈ N (δ 1 ), and lim
We conclude that the operation (4.24) converts this expression into zero. A similar but more involved argument shows that the contribution of the products G 1 G * 2 and G 2 G * 1 also vanishes. We shall not give details of the proof of this fact, because they will be clear from the analysis of the contribution of G 2 G * 2 below. By using relation (4.21) and its analog for G(x, y; z), the term G 2 G * 2 can be written as
and β 1 and β 2 are defined in (4.16)-(4.17). In accordance with the above, β 1 and β 2 and their conjugates have finite limits for z = E + i0, |E| ≥ d + δ 1 , and these limits decay exponentially in |x 1 | and |x 2 − s 2 |. It follows that β 3 is well defined up to z = E + i0, |E| ≥ d + δ 1 , and the double series in (4.25) converges uniformly in ε > 0. Moreover, denoting e(s 2 ; z) = (E s 2 − z)/h(s 2 ; z), we see that for every s 2 ∈ Z d 2 the function e(s 2 ; E + iε) is of class C 1 in E, |E| ≥ d + δ 1 , uniformly in ε ≥ 0, and that lim z→E+i0 e(s 2 ; z) = (−2πif (E s 2 )) −1 .
Therefore, the problem reduces to the calculation of the limit
where the functions A 1 , A 2 , A 3 are of class C 1 in E uniformly in ε ≥ 0, admit the bounds
and their derivatives in E admit the same bounds, where C > 0 and λ > 0 depend only on δ 1 .
We split the double series in (4.27) into two parts, over s 2 = t 2 and s 2 = t 2 . In the first sum we use the identity
After integration with respect to E with a C 1 -function whose support is in |E| > d + δ 1 , the contribution of the terms in parentheses in (4.28) is bounded by
uniformly in ε ≥ 0, where C and λ depend only on δ 1 . Next, using (1.6) and (4.2), we see that
This inequality and (4.29) imply that the contribution to (4.27) of the "nondiagonal" part s 2 = t 2 of the double series in (4.27) vanishes as ε → 0. The diagonal part of the series in (4.27) is of the form
where A 4 has the same properties as A 1 , A 2 , A 3 in (4.27), i.e., it is of class C 1 in E uniformly in s 2 and ε, and decays exponentially in s 2 together with its derivative with respect to E, with rate uniformly positive in E, |E| ≥ δ 1 , and in ε ≥ 0. Thus, passing to the limit as ε → 0 in the above expression, we obtain
Returning to the matrices β 1 , β 2 , and β 3 of (4.16), (4.17), and (4.26), we can now write the contribution of the diagonal part of the series in (4.27) in the form
This shows that the eigenfunction of H corresponding to the eigenvalue E s 2 is ψ s 2 (x) = β 1/2 3 (s 2 , s 2 , E s 2 )β 1 (x, s 2 , E s 2 ). By using (4.16), (4.17), and (4.26), it can be shown that β 3 (s 2 , s 2 , E s 2 ) is independent of s 2 , that β 1 depends on x and s 2 via x 1 and x 2 − s 2 , and decays exponentially in these variables. This proves (4.4). It can also be shown that P s 2 (x, y) = ψ s 2 (x)ψ s 2 (y). The theorem is proved.
Proof of Lemma 4.2. Since the operators b a (z) and c(z) are bounded convolutions in l 2 (Z d 2 ), equation (4.11) will be a functional equation after the Fourier transformation. Namely, denoting the symbol of c(z) by c(k 2 ; z) and using (3.4) and Lemma 2.4, from (4.11) we obtain ( c(k 2 ; z)) −1b a (k 2 ; z) c(k 2 + α; z) = κ(z). Setting where we have used the branch of the logarithm such that log(−1 ± i) = ±iπ. We have seen above (see the text after (4.18)) that γ 0 (k 2 ; z) admits analytic continuation to the domain (4.32)
T (δ 2 ) × N (δ 1 ),
where T (δ) and N (δ) are defined in (4.19) and (4.8). Moreover, g γ 0 (k 2 , z) + i is not zero in T d 2 × N (δ) for any δ > 0 (see (4.7)). Hence, there exists a function B analytic in (4.32) and such that B(e 2πik 21 , . . . , e 2πik 2d 2 ; z) =b a (k 2 , z), k 2 = (k 21 , . . . , k 2d 2 ) ∈ T d 2 .
Furthermore, γ 0 (k 2 ; z) is real and nonzero for z = E ∈ R, |E| ≥ d + δ, for any δ > 0. Consequently, in this case we have |b a (k 2 , E)| = 1, and by continuity B is not zero in (4.32) if δ 1 and δ 2 are sufficiently small. We conclude that log B(ζ; z) is also analytic in ζ ∈ T (δ 2 ) for every z ∈ N (δ 1 ). Now we can apply the arguments used in the proof of (4.20) to show that the Fourier coefficients where l(x 2 ; z) is the Fourier coefficient ofl(k 2 ; z). From (4.35) we deduce that (4.37) l(x 2 ; z) = ψ(x 2 ; z) 1 − e 2πiαx 2 , x 2 = 0, and (4.34) and the Diophantine condition (1.6) imply that l(x 2 ; z) decays exponentially in x 2 for every z ∈ N (δ 1 ), with a rate 0 < λ < λ . Thus, the series (4.38)l(k 2 ; z) =
l(x 2 ; z)e −2πik 2 x 2 converges for every z ∈ N (δ 1 ) and k 2 ∈ T d 2 ; moreover, it admits analytic continuation in k 2 to T (δ ) for some δ > 0. By (4.30), c(k 2 ; z) and ( c(k 2 ; z)) −1 possess the same property, so that their Fourier coefficients are analytic in N (δ 1 ), and c(x 2 ; z) and (c −1 (z))(x 2 ) satisfy (4.13).
To prove (4.14), we note that, because of (4.33)-(4.38), the derivative of c(x 2 ; z) with respect to z will be expressed eventually via (4.39) ∂ ∂z logb a (k 2 ; z) = − 2i (gγ 0 (k 2 ; z)) 2 + (1 + aγ 0 (k 2 ; z)) 2 ∂ ∂z γ 0 (k 2 ; z).
The denominator of the right-hand side is analytic in the domain (4.32) and is not zero for z = E + i0, |E| ≥ d + δ, δ > 0, because γ 0 (k 2 ; z) is real and is nonzero for all such z. Hence, the right-hand side of (4.39) can be continued into T (δ ) for some δ > 0. Now we can repeat the above arguments that lead from (4.33) to (4.13) , and obtain (4.14).
