We consider an optimal control problem under state constraints and show that to every optimal solution corresponds an adjoint state satisfying the first order necessary optimality conditions in the form of a maximum principle and sensitivity relations involving the value function. Such sensitivity relations were recently investigated by P. Bettiol and R.B. Vinter for state constraints with smooth boundary. In the difference with their work, our setting concerns differential inclusions and nonsmooth state constraints. To obtain our result we derive neighboring feasible trajectory estimates using a novel generalization of the so-called inward pointing condition.
Introduction
Mathematical models arising in engineering and social sciences often involve nonautonomous dynamical systems depending on parameters. Typically restrictions are imposed on both parameters and states to respect all the model requirements. This leads to control systems and differential inclusions under state constraints. Trajectories of a given control system satisfying state constraints are called viable (in social sciences) or feasible (in engineering sciences). Their investigation attracted considerable attention. In the presence of state constraints control systems are difficult to deal with, because minor variations of an admissible control may drive trajectories out of the domain. One of the Dedicated to Arrigo Cellina. This work was co-funded by the European Union under the 7th Framework Programme "FP7-PEOPLE-2010-ITN", grant agreement number 264735-SADCO.
topics that was intensively studied in the last decade concerns estimates on the distance of a given trajectory from the set of feasible trajectories, expressed in terms of the state constraint violation. In the literature, these results have been referred to as neighboring feasible trajectory (NFT) estimates.
Optimal control theory in the presence of state constraints has been developed since the late fifties. In particular, first order necessary conditions for optimality were derived in the form of a maximum principle in [12, 19] . We refer to [23] and the bibliography contained therein for further results and comments on maximum principles for nonsmooth control systems and differential inclusions under state constraints. Another related topic under investigation since eighties concerns Hamilton-Jacobi equations under state constraints. For instance in [20] it was shown that the value function of an infinite horizon optimal control problem defined on the closure of an open set with smooth boundary is the unique (continuous) viscosity solution of the associated stationary Hamilton-Jacobi equation. To prove continuity of the value function a so called inward pointing condition (IPC) was used. Actually IPC implies that K is the closure of its interior. Similarly, results of the present paper do not apply to state constraints whose interior is empty.
More precisely, let F : [0, 1] × R n ; R n be a set-valued map with compact nonempty images and K be a nonempty closed subset of R n . Denote by C K (x) and N K (x) the Clarke tangent and normal cones to K at x ∈ K. For every t 0 ∈ [0, 1) and x 0 ∈ K consider the following differential inclusion
x (t) ∈ F (t, x(t))
a.e. in [t 0 , 1] x(t 0 ) = x 0 (1.1)
under state constraints of the form
] (x 0 ) be the set of all solutions to (1.1)-(1.2). If for some L > 0 and for every trajectory x(·) of (1.1) with x 0 ∈ K, 1] dist(x(t), K), then (1.1)-(1.2) is said to enjoy NFT estimates in · ∞ . For Lipschitz F and bounded K having smooth boundary ∂K, NFT estimates follow from the classical IPC: for all x ∈ ∂K and t ∈ [0, 1], there exists w ∈ F (t, x) satisfying n x , w < 0, where n x is the unit outward normal to K at x (see [4, 18] ). By the proof of Lemma 3.5 from Sect. 3, for a continuous F , the classical IPC is equivalent to: for all (t, x) ∈ [0, 1] × ∂K,
In general (1.3) does not follow from the condition F (t, x)∩ Int C K (x) = ∅ or (equivalently) from ∃ w ∈ F (t, x) satisfying max n∈N 1 K (x) n, w < 0, which was used in [18] to get NFT estimates in · ∞ for Lipschitz F . For F merely continuous with respect to time, this last condition is not sufficient for having NFT estimates (see [4] for a counter-example). Earlier counter-examples to NFT estimates with F depending only on time in a discontinuous way can be found in [3] . It became clear then that a different inward pointing condition should be found. We proposed such new IPC in [15, 16] . In the present paper we show that if F is locally bounded around [0, 1] × ∂K, then our IPC takes a simpler, (1.3) like form. Then we apply our earlier results from [16] to derive NFT estimates in W 1,1 metric. Let g : R n → R and consider the Mayer optimal control problem
It is well known that the classical Bolza problem of optimal control theory can be rewritten as the Mayer one via a simple change of variables. It augments the dimension of the state space by one and the state constraints become then R × K instead of K. This new Mayer problem can be studied using results of the present work. In particular, because N R×K (r, x) = {0} × N K (x) for all (r, x) ∈ R × K, the IPC condition for the Bolza problem concerns only the set K. For the above reason we restrict our attention to the Mayer problem.
The associated value function
with the convention inf ∅ = +∞. The Hamiltonian H :
If K = R n , g is differentiable and F is given by a smooth control system, then with every optimal trajectoryx(·) of the Mayer problem we can associate an adjoint state p(·) (of the maximum principle) satisfying two relations
where ∂ + V (t,x(t)) (resp. (∂ + ) x V (t,x(t))) denotes the superdifferential of V at (t,x(t)) (resp. of V (t, ·) atx(t)), see [6, 7, 21] . These relations are referred to as sensitivity relations. For Lipschitz data similar results hold true with superdifferentials replaced by generalized gradients, see [11, 24] and also [23] for an extension of the second sensitivity relation to unconstrained differential inclusions. Further results for differential inclusions under general state constraints can be found in [8, 9] . In [5] , in the context of control systems and smooth state constraints, NFT estimates combined with techniques of [11, 24] were applied in an astute way to deduce sensitivity relations with a particular type of subgradients of V . The maximum principle in [5] is expressed in terms of the Pontriagin Hamiltonian and [5, Theorem 3.2] concludes that two adjoint states can be found so that they satisfy each of two sensitivity relations separately.
In the present paper we consider a more general framework of differential inclusions and nonsmooth state constraints and prove the existence of an 364 H. Frankowska and M. Mazzola NoDEA adjoint state satisfying both sensitivity relations for the same subgradients as those in [5] . The outline of the paper is as follows. In Sect. 2 we provide some preliminaries. Section 3 is devoted to NFT estimates, while Sect. 4 discusses their application to variational inclusions. The sensitivity relations are investigated in Sect. 5.
Preliminaries
We denote by | · | the Euclidean norm in R n , by ·, · the inner product, by S n−1 the unit sphere in R n , by B the closed unit ball, and by B(x 0 , ε) and B(x 0 , ε) respectively the closed ball and the open ball of centre x 0 and radius ε > 0. For a subset A ⊂ R n let co A states for the convex hull of A and co A for its closed convex hull. For every pair (a, b) ∈ R 2 , set a ∨ b = max{a, b}. Let G : R m ; R n be a set-valued map having nonempty images. We say that G is locally bounded at x 0 if there exists δ > 0 such that sup x∈B(x0,δ), v∈G(x) |v| < ∞ and that it is λ-Lipschitz on a set A ⊂ R m if
Let K be a nonempty closed subset of R n , Int K be its interior and ∂K its boundary, d K (x) =dist(x, K) be the distance from x ∈ R n to K. Denote by C K (x) and N K (x) respectively the Clarke tangent and normal cones to K at 
be the set of all real valued nonnegative integrable functions defined of [0, 1] . We impose the following regularity assumptions on F
We omit the proof since it follows by exactly the same arguments as those of [16 
Neighboring feasible trajectories theorems
Below μ denotes the Lebesgue measure on [0, 1] and Liminf the Kuratowski lower limit. We introduce the following inward pointing condition 
ii) Condition (IPC) involves normal cones. It has the following equivalent version in terms of interiors of tangent cones:
iii) If ∂K is of class C 1 , then the classical inward pointing condition
where n x denotes the unit outward normal to K at x, yields (3.1). The proof of Lemma 3.5 below implies that for a locally bounded F , (3.1) is equivalent to the classical inward pointing condition. iv) The proof of Lemma 3.5 below implies that if (3.1) holds true and F is continuous, then
In [4] such condition was used to prove NFT estimates in · ∞ when F (·, x) is left absolutely continuous. To get NFT estimates in W 1,1 for F merely measurable with respect to time, the stronger (IPC) is crucial.
Theorem 3.2. Assume (A) and (IP C). Then
We will also use the following relaxed inward pointing condition
As in Remark 3.1 ii), the above relaxed condition can be rewritten in the "tangent" form. Theorem 3.3 below is related to Theorem 3.2, however neither one is contained in another.
Theorem 3.3. Assume (A), (IP rel ). Then for any r
and any 
Corollary 3.4. Under assumptions
To prove Theorem 3.2 we need the following lemma. Proof. Fix R > 0 and (t,x) ∈ [0, 1]×(∂K ∩2RB). In the following we will write Limsup F and Liminf F respectively for Limsup (s,y)→(t,x), s/ ∈At ,x F (s, y) and Liminf (s,y)→(t,x), s/ ∈At ,x F (s, y). By the local boundedness assumption, these two sets are bounded. We proceed in several steps.
Lemma 3.5. Assume (IP C) and that F is locally bounded at every
Step 2. We claim that for every v ∈ Limsup F \ Int C K (x), we may choose w as in Step 1 such that w ∈ Int C K (x).
Suppose by contradiction that for some
. Using the induction argument we construct a sequence w i ∈ Liminf F such that, for every i,
Since Liminf F is bounded, this inequality leads to a contradiction. Step 3. Arguments analogous to those of Step 1 imply the existence of ρt ,
Step 4. We claim that there exists ηt ,x > 0 such that for all (t, y)
Taking subsequences we may assume that lim
Step 3 corresponding to this v and let
contradicting the choice of w.
Step 5. Consider a finite subcovering B ( 
∂K ∩2RB). The assertions of the Lemma are satisfied if we set
To prove Theorem 3.3 we need the following lemma.
Lemma 3.7. Assume (IP rel ) and that F is locally bounded at every
. Define Limsup co F and Liminf co F as in the proof of Lemma 3.5 with F replaced by co F . Observe that, as in Steps 1-3 of the proof of Lemma 3.5, there exists γt ,x > 0 such that
Indeed suppose for a moment that for some v i ∈ (co Limsup F )\Int C K (x) and for any choice of w ∈ Liminf co F we have
Taking subsequences we may assume that λ
Moreover, for all w ∈ Liminf co F ,
If λ 2 = 0, then the last two inequalities are in contradiction. Hence λ 2 > 0. Suppose first that v 2 ∈ ∂C K (x). Then for some μ j > 0 and for somẽ 
, we obtain a contradiction with (3.4) .
On the other hand, if
This contradicts (3.4) and proves our claim.
(c) We claim that for some positive ηt ,x , εt ,x and for all α
We argue by contradiction as in Step 4 of the proof of Lemma 3.5. Suppose that there exist (
Hence, by (b), there exists w ∈ Liminf co F satisfying
is a cluster point of n i , then from (3.5) and (3.6) we deduce −ρt ,x ≤ n, w ∨ n, w − v ≤ −2ρt ,x . The obtained contradiction proves our claim.
The statement of the Lemma follows from (c) if we define η, ρ and A as in Step 5 of the proof of Lemma 3.5 and ε = min k ε t k ,x k .
Proof of Theorem 3.3. In the light of Lemma 3.7, Theorem 3.3 follows from Proposition 2.2 applied with F (t, x) replaced by (1 + α(t))(co F (t, x) + β(t)).
Variational inclusions
Recall that the adjacent tangent cone to K at x ∈ K is defined by
Let F (t, ·) be locally Lipschitz. In this section, for every y ∈ F (t, x) we denote by d x F (t, x, y) the adjacent derivative of F (t, ·) at (x, y), that is the set-valued map from R n into R n defined by
The two theorems below generalize variational inclusions from [14, 22] .
Theorem 4.1. Assume (A), (IP C) and fix x(·) ∈ S
then there exists a sequence of trajectories 
In particular, if K is sleek (in the sense that for all x ∈ ∂K, C K (x) is equal to the contingent cone to K at x, cf. [2] ), then (4.1) is satisfied. Note that by the very definition of the tangent cone I K (x(t)), for all t ∈ [0, 1]
However, in general, the above convergence is not uniform with respect to t.
Proof. Set y i (t) = x(t) + h i (w(t) + w i − w 0 ) and p i (t) =dist(y i (t), F (t, y i (t))).
Since w (t) ∈ d x F (t, x(t), x (t)) (w(t)) a.e., from the local Lipschitz continuity of F (t, ·) we get Observe next that
By assumption (4.1), when i → ∞, 
. If w(·) is a solution of the differential inclusion
⎧ ⎨ ⎩ w (t) ∈ d x co F (t, x(t), x (t)) (w(t)) a.e. in [0, 1] w(t) ∈ I K (x(t)) for all t ∈ [0, 1] w(0) = w 0 ,
and (4.1) holds true, then there exists a sequence of feasible trajectories
x i (·) ∈ S K [0,1] (x 0 + h i w i ) such that xi(·)−x(·) hi
converges uniformly to w(·).
Proof. By replacing F by co F in the proof of Theorem 4.1, we show that
converge uniformly to w(·). By Theorem 3.3 there exist L > 0 and x
From assumption (4.1) we deduce that 
converge uniformly to w(·) when i → ∞.
Sensitivity interpretation of the adjoint state
Let g(·) : R n → R, x 0 ∈ K and consider the following Mayer problem 
By Corollary 3.4 there exists x(·) ∈ S
By the arbitrariness of ε, V (t 0 , y 0 ) = V rel (t 0 , y 0 ). Thus any optimal solution of the Mayer problem is also optimal for the relaxed Mayer problem.
To check the local Lipschitz continuity of V on [0, 1] × K it is sufficient to prove that for any compact subset Q of K there exist positive constants
By Theorem 3.3 and Filippov's theorem [1, 13] , there exists a constant M depending only on R such that for some
Interchanging roles of y 1 and y 2 , we conclude.
Since the value function is non-decreasing along feasible trajectories, we obtain
Hence there exists
Then the essential boundedness of γ yields the existence of L 2 , depending only on R, such that
the following subgradients were introduced for (t, x) ∈ [0, 1] × K:
and 
This implies that for all (p
Consequently, under assumptions of Theorem 5.1,
Define the (true) Hamiltonian H :
Below when we write a.e. (almost everywhere) without making the measure precise, we always mean the Lebesgue measure on [0
, 1]. We use the notation ∂H(t; x, p) for the Clarke generalized gradient of H(t, ·, ·) at (x, p).
Define V (y) = −V (0, y) for y ∈ K and V (y) = +∞ for y / ∈ K. 
inclusion (−p (t),x (t)) ∈ ∂H(t;x(t), p(t)+ψ(t)) a.e. in [0, 1], the maximum principle p(t) + ψ(t),x (t) = H(t,x(t), p(t)+ψ(t))
Recall that μ being a finite Borel measure on [0, 1], it is regular. Note that the above maximum principle is normal and if 0, x 0 ) . Also, by the proof provided below, we could consider in Theorem 5.3 an optimal solutionx of the relaxed Mayer problem.
Our proof uses several arguments of proofs in [5, 24] , where sensitivity relations were investigated for F described by a control system. We simplify some of them and deal with the differential inclusions framework and the true Hamiltonian H, while in [5, 24] the Pontriagin Hamiltonian was considered.
Assumption (IP rel ) is needed only to deduce all the conclusions of Theorem 3.3. Furthermore, the Hamiltonian associated to co F is equal to H. This and Theorem 5.1 imply that without any loss of generality we may assume F has convex compact images. 
The value function of Mayer's problem being nondecreasing along any feasible F-trajectory, we have V (t + h, z(t + h)) − V (t, x) ≥ 0 for all small h > 0. Dividing this inequality by h > 0, taking the limit when h → 0+ and using the local Lipschitz continuity of V we complete the proof.
For every integer
In the above we only consider points (t , y) at which V is differentiable. V being locally Lipschitz on
Then for almost every
t ∈ [t 0 , 1] we have d dt V (t, x(t)) + L i (t, α(t), β(t)) ≥ 0. Proof. Since V is locally Lipschitz on [0, 1] × K and γ is essentially bounded, V (·, x(·)) is Lipschitz. Consider D as in Lemma 5.4
and a measurable selection v(t) ∈ F (t, x(t)) such that x (t) = (1 + α(t))(v(t) + β(t)) a.e. Fix t ∈ D such that V (·, x(·)) is differentiable at t and x (t) = (1 + α(t))(v(t) + β(t)).
By the mean value theorem [10, Theorem 2.3.7] , for all small h > 0 and for some θ h ∈ [0, 1], there exist
This and the definition of 
Proof. Let r 0 = |x 0 | + 1 and ε, L > 0 be such that the conclusion of Theorem 3.3 holds true for all measurable (α, β) : 
Recall that L i (t, 0, 0) = 0 for every i. To complete the proof of Lemma it is sufficient to prove the following claim: for any y 0 ∈ K ∩ B(x 0 , 1) we have
For this aim observe that, by (5.9), it is enough to show that (1)). By Theorem 3.3 we can find a sequence
Passing to the limit we obtain g(
dt. This and Lemma 5.5 imply that for all j large enough
On the other hand, sincex is optimal for the Mayer problem, g(x(1)) − V (0, x 0 ) = 0. Therefore, passing to the limit when j → ∞, we get
and the proof follows. 
Proof of of Theorem
is a minimizer for the problem (5.6)-(5.7), by Lemma 5.6. Consider the set valued map G : We claim that it has convex compact images. Indeed compactness follows from the compactness of F (t, x) and the continuity of L i (t, ·, ·). To prove convexity we first observe that the set {(1, −β,
i B} is convex. Hence also the set
where q t ∈ R and q x ∈ R n . Fix any
for j = 1, 2 and let λ ∈ (0, 1). By convexity of Θ(t, x), there exist |α| ≤
Consider the following Mayer problem
) is a minimizer of the above problem. For every i ≥ 1 define the Hamiltonian 
The maximum principle [23, Theorem 10.4 .1] applied with h(z,
and forψ i (t) :
the following relations are satisfied: the adjoint inclusion
the transversality conditions
and the maximum principle
Since 
