Abstract. By the correspondence between Coxeter elements of a Coxeter system (W, S, Γ) and the acyclic orientations of the Coxeter graph Γ, we study some properties of elements in the set C 0 (W ). We show that when W is of finite, affine or hyperbolic type, any w ∈ C 0 (W ) satisfies w ∼ Introduction.
labelings of whose edges are usually neglected, see [15, Theorem 1.5] ). In the present paper, we shall use this result to make some further investigation on the properties of the elements in C 0 (W ). We mainly consider the cases where W is of finite, affine or hyperbolic type. We show that any w ∈ C 0 (W ) is in the two-sided cell of W containing some element of the form w J with (w J ) = |J| = m(w) (see 1.6 and Theorem 3.5), where w J is the longest element in the group W J . Now assume that W is of finite or affine type. Then we further show that m(w) is precisely a(w), the a-value of w defined by Lusztig (see 1.3 and Theorem 3.5). We Let (W, S, Γ) be a Coxeter system. In this section, we collect some concepts, terminologies and known results for the subsequent usage. The relation between two bases are as below. in P y,w (u), and the notation y ≺ w means µ(y, w) = 0. 
LR
) induces a partial order on the set of left (resp. right, resp. two-sided) cells of W . To each w ∈ W , we associate two sets L(w) = {s ∈ S | sw < w} and R(w) = {s ∈ S | ws < w}.
y ∈ S (resp. xy
1.3.
Lusztig defined a function a : W −→ N ∪ {∞} for a Coxeter group W in [6] . When W is of finite or affine type, Lusztig showed in [6, 7] the following results.
(a) There exists some N ∈ N such that a(z) N for z ∈ W .
Write C x C y = z h x,y,z C z with h x,y,z ∈ A for x, y ∈ W .
(b) For any x, y ∈ W , the coefficients of h x,y,z are all nonnegative.
(c) a(w J ) = (w J ) for J ⊆ S. In particular, when J consists of mutually commuting elements, we have a(w J ) = |J|, the cardinality of the set J. 
Distinguished involutions play an important role in the representations of the group W and the associated Hecke algebra H(W ) (see, e.g., [7, 8, 9] ).
There exists a unique element w := λ(x, y) ∈ W with f x,y,w = 0 such that f x,y,z = 0 only if z w. The element λ(x, y)
can be described as follows. Given a reduced expression x = s 1 s 2 · · · s r with s i ∈ S. Let 1 j 1 < ... < j t r be the subsequence of 1, ..., r satisfying:
where we stipulate j 0 = 0, j t+1 = r + 1, and s h means the deletion of the factor s h . Then λ(x, y) is just the element
The following conjecture on distinguished involutions was proposed in [12, Conjecture 
The conjecture has been verified in the cases where w is in the lowest two-sided cell of W with respect to the partial order LR (see [11, Theorem 6.1] ). In Section 4, we shall verify the conjecture when w is in C 0 (W ).
1.6.
For w ∈ C 0 (W ), denote by m(w) the maximal possible value of (w J ) in an expression Call α = φ(w) the associated digraph of w ∈ C(W ).
For w ∈ W , we have that w ∈ C(W ) if and only if w (ii) Each node of G is contained in some maximal directed path of α, which starts with a source and ends with a sink.
is exactly the set of all sources (resp. sinks) of α.
(iv) Keep the assumption of (iii). Let s ∈ L(w) (resp. s ∈ R(w)). Then L(w) L(sw) (resp. R(w) R(ws)) if and only if the removal of s from α yields a new source (resp. sink)
in the resulting digraph.
Proof. The proof of (i) and (ii) is straightforward. (iii) follows from Theorem 1.11. Then (iv) is an easy consequence of (iii). there is some sink of α in S \ J can be argued similarly. This proves our result.
Lemma 2.2. Given w ∈ C(W ) with α the associated digraph. We have an expression
Let w ∈ C 0 (W ) be with α the associated digraph. Denote by n(α) or n(w) the maximal possible cardinality of a node set J of Γ satisfying condition (2.2.1). Then an immediate consequence of Lemma 2.2 is as below.
Next result is concerned with the number n(α) when α varies. Our result follows.
By Lemma 2.1 (iv), we see that the above lemma is amount to asserting that the number n(w) (i.e., n(α)) is invariant under the star operations on w.
Denote by E(W ) the set of all elements w ∈ C 0 (W ) such that m(sw) < m(w) for any
s ∈ L(w). The following lemma describe the elements of E(W ).
Lemma 2.5. Let w ∈ C 0 (W ).
(1) w ∈ E(W ) if and only if there is no expression
x, y ∈ W and (x) > 0. (2) is an immediate consequence of (1). §3. A relation between C 0 (W ) and C 1 (W ).
In this section, assume that the Coxeter system (W, S, Γ) is of finite, affine or hyperbolic type and that Γ is connected. Let C 1 (W ) be the set consisting of all the elements of C 0 (W ) of the form w J , J ⊆ S. We shall show a relation between the sets C 0 (W ) and C 1 (W ). The main result of the section is Theorem 3.5. 
where the number of nodes in (a) is greater than 4.
Proof. We may assume that there is a nonextreme node in α since otherwise we have nothing to do. Take all the possible maximal directed paths ξ : v 0 , v 1 , ..., v r in α with r 1. We can remove v 0 (resp. v r ) to yield a new source (resp. sink) of the resulting digraph if v 0 (resp. v r ) is the unique node t of α with the directed edge (t, v 1 ) (resp. (v r−1 , t)). By applying induction on the number of nodes of α and by a case-by-case checking (see the list of graphs in Appendix), we see that after a certain sequence of such removals of nodes from α (or equivalently by a certain sequence of star operations on w), the resulting digraph will either have the node set consisting of extreme nodes or be one of those in (3.2.1). This proves our result.
Lemmas 3.1 and 3.2 cover all the cases where (W, S, Γ) is of finite, affine or hyperbolic type. Thus we can always apply star operations to transform w ∈ C 0 (W ) either to an element all the nodes of whose associated digraph are extreme, or to an element whose associated digraph is one of those in (3.2.1).
Next we consider the case where the nodes of the digraph α associated to w ∈ C 0 (W ) are all extreme. (ii) Note that we assume Γ connected. By (1), we can write w = w I w J for some disjoint Remark 3.6. The last conclusion of Theorem 3.5 also holds for any Coxeter system of hyperbolic type which satisfies the conditions 1.
(a),(b). §4. Left cells containing some w ∈ E(W ).
In this section, assume that (W, S, Γ) is of finite or affine type and that Γ is connected.
Let w ∈ C 0 (W ) be with α the associated digraph. 
Let us record a result for later use, which is a consequence of a result of Lusztig (see [ In the expression C x C y = z h x,y,z C z with h x,y,z ∈ A, we see from (1.1.1) that if h x,y,z = 0 then z has a reduced expression which is a subexpression of 
for some a v ∈ A + , where A + is the set of the Laurent polynomials in u with nonnegative integer coefficients. Since z ∼ L w, we have 
The assertion of Lemma 4.5 will be further strenghtened in Theorem 4.7. Let us first show the following Lemma 4.6. Let w ∈ E(W ). Then the following statements are equivalent:
w and (4.6.1). By (1), we can write 
If z 1 still does not satisfy (4.6.1), then we can find some s 2 ∈ L(z 1 ) with
In this way, we find a sequence of elements Thus to show our result, it suffices to show that in the case of z = x · w I · y (i.e., when z = zs), the element w can also be transformed to wt r by a right {s , t r }-star operation for some s ∈ S, t r ∈ R(y) with {s , t r } = {s, t r }.
If there is a nonextreme node in the associated digraph α of w, then we can find a maximal is left-connected, which verifies a conjecture of Lusztig in our case (see [3] ).
Proof. The first assertion follows by Theorem 4.7. Now assume {w} = L ∩ E(W ). Then any z ∈ L has the form z = x · w for some x ∈ W by Theorem 4.7. Take a reduced it is also a sufficient condition ? We give a brief answer to the problem. and some related results in [1, 5, 14] . The details are omited. Appendix.
Here we list all the graphs (up to isomorphism) occurring in the finite, affine and hyperbolic cases (see [2, 2.4, 2.5 and 6.9], remember that we neglect the labelings of edges in the original Coxeter graphs). We label the nodes only for those graphs which are cited in the context. Let n(Γ) be the number of nodes in Γ.
