Abstract. In this paper we establish error bounds for a finite-difference approximation to solutions of certain parabolic systems of the form o, + f(v)x = tvxx. We assume that the Cauchy data is of class BV, and we show that the sup norm of the error is bounded by 0(A.v|ln A.v|) at positive times.
1. Introduction. In this paper we establish error bounds for a finite-difference approximation to solutions of certain parabolic systems of the form (1.1) v,+f(v)x = evxx, (x,r)eRxR + , with initial data (1.2) v(x,0) = v0(x), x e R.
Here v e R", /e C2, e is a positive constant, and <;0 is a function of bounded variation. Thus initial discontinuities are allowed, and (1.1)-(1.2) includes the classical "shock-tube" problem. We let xk = k Ax and r" = n At. The approximation to v(xk, tn) is denoted by uk, which is to be computed inductively from the finite-difference equation ,, ,i <-<~l u"k-+\-2u"k-x + u"k-_\ /(«;;})-/(«;:Q
(1-3) -ST" = £-1?-2Tx-•
In [3] , Nishida and Smoller showed that for the class of systems under consideration here, the u"k do in fact converge to a unique, classical solution of (1.1)-(1.2). In the present paper we establish a more precise result by obtaining the error bound (1.4) sup\u'¿-v(xk,t")\^ -
£|h° -v0(xk)\Ax + Ax|ln Ax| for 0 < r" < T, where C depends only on T, e, and/(Theorem 3.3 below). Actually, our exposition is essentially self-contained; indeed, with some minor modifications our arguments can be used to independently establish the existence and regularity results of [3] .
We also remark that computer computations performed for us by J. S. Shi indicate that the bound (1.4) is of the correct order in Ax.
We now state our assumptions concerning the system (1.1) and the mesh parameters Ax and Ar:
Assumption A. There is a convex set 5 in u-space, in which f'(v) is bounded, which is invariant for the Lax-Friedrichs scheme (1) (2) (3) (4) (5) ui = \{u"k-\ + Ki\) +1(/(«-:}) -/(«";})).
(This means that when u"kz\ and u"k~\ are in S, then so is the vector uk defined by (1.5).)
Of course, when a = Ar/Ax, (1.5) is a finite-difference approximation for the first-order system (1.6) v, + f(v)x = 0 associated with (1.1). Now in all cases of interest, (1.6) will be strictly hyperbolic; i.e.,f'(v) will have distinct, real eigenvalues Xx(v),.. .,Xn(v). Our precise assumption then is that S is invariant for (1.5) when a satisfies the CFL condition These mesh conditions insure that S is invariant for our difference scheme (1.3).
To see this, note that if ß = At/Ax2, then (1.3) may be written in the form (1.9) «»-(1 -2ej8)ii"-+2eß^( <:! + <;i) + ^f(/«=î)-/(^i))j
Thus if uk+\ are points of S, then so is the term in the above brackets, in view of Assumption A and (1.8). Furthermore, since 1 -2eß > 0 by (1.7), (1.9) shows that u"k is a convex combination of points in the convex set S. Examples of hyperbolic systems (1.6) which satisfy Assumption A are scalar equations, the "p-system"
(see Hoff [1] for details concerning the invariant regions for (1.5) for this example), and those 2x2 systems whose shock and rarefaction curves coincide (see Temple [5] ). A complete discussion of invariant regions for weak solutions of (1.6) is given in Hoff [2] . When (1.6) is genuinely nonlinear, such invariant regions are necessarily convex (but not otherwise), and in this case they are always invariant for the Lax-Friedrichs scheme (1.5), at least when u'kz\ and u"k~\ are sufficiently close.
We remark that, although different error bounds could be anticipated for smoother initial data, we have decided to focus attention on initial data of bounded variation because the system (1.1) is of interest primarily as a perturbation of the corresponding system of conservation laws (Eq. (1.1) with e = 0), and the class BY is the natural space for data and solutions of these conservation laws; see Glimm [6] . Moreover, there is now renewed interest (DiPerna [7] ) in the problem of comparing solutions of the viscous equation (1.1) with the solution of the corresponding system of conservation laws. This question presupposes of course, that one can actually solve the system (1.1) globally for initial data in BV. The existence portion of our results gives an affirmative answer for a large class of systems (1.1) of interest.
Because our goal is to establish an error bound in sup norm, even when the initial data (1.2) is discontinuous, we shall need to exploit the regularizing properties of a certain discrete heat operator. Now, since this operator is orthogonally diagonalizable, one could easily show that, for positive times, it maps the Sobolev spaces Hs continuously into Hs+P for p > 0. On the other hand, the corresponding regularizing properties on the space BV are less well-known. We therefore give a complete, self-contained exposition of these facts in Section 2. Then in Section 3 we apply these results to obtain the error bound (1.4) for the scheme (1.3).
We shall use the following notation conventions throughout the paper. If u = (..., uk,...) is an infinite vector, we let Mi = EKI a* and M« = supKIk k Also, for functions v = v(x), \\v\\p will be the usual L^-norm, 1 < p < oo.
We let K be the usual heat kernel
The solution v(t) = v(-, t) of (1.1)-(1.2) then satisfies the standard representation
see [4] .
2. The Discrete Heat Operator. In this section we study the standard explicit method for the scalar heat equation in the case that the initial data v(x, 0) has finite total variation. Thus v(xk, r") is approximated by uk, which is computed from the finite-difference scheme nu <-<-' <l\ -2K~X + <z\
Using the notations à2"k = uk+i -2uk + uk_l, u" = (...,«",...), and, as before, ß = Ar/Ax2, we may rewrite the scheme (2.1) in the form (2.2) u" = (I + eßS2)u"-x.
We define below a discrete fundamental solution for (2.2); we investigate its properties in Theorem 2.2; and in Theorem 2. Finally, we have the inequalities \w * z\x < \w\x\z\x and \w * z\x < \w\x\z\x.
In the following theorem we derive the discrete version of Duhamel's theorem for the heat equation. This result will enable us later on to give a representation of the solution of the difference equation (1.3) in terms of the fundamental solution a"k. = eß82\a"-x*u°+ Y ö""1^*/y"1Ar +f"~xAt = eß82u"'x +f"-xAt. D
Next we collect together various facts about the fundamental solution ak which will be required in the subsequent analysis. Here Cx is a constant which depends only on e, and C2 depends on e and p.
Proof. (2.3) holds for n = 0 by construction, and the general case follows by induction on n, since
Similarly, the lower bound in (2.4) holds for n = 0 by construction, and the general case follows by induction, since the difference equation (2.1) shows that ak is a convex combination of ak~l and a"k~±\.
To prove the upper bound in (2.4) we let w"(6) be the trigonometric polynomial w"(8) = Hayke. for some positive constant C when \6\ < it. Therefore, al = ^-fe-ik6w"(0) d8 < -^ f V01"2 d8
2ir J_m 2ttAx J_"
We prove (2.5) first for the case thatp = 1. Let k Again, using the difference equation (2.1), we find that (2.7) z"(8) = (e-e -1)1*2*'*' = t11!^1)^)"-Next, define i"{0) = Z\Ka"k\eike. Next we establish an L°°-error bound for the approximate solution of the discrete heat equation in the case that the initial data v has finite total variation. This result will be crucial for the derivation of error bounds for the approximate solutions of the regularized conservation laws (1.1).
In the following, K will be the usual heat kernel defined in (1.10). Thus the exact solution of the heat equation at time / is v(t) = K(t)* v. Also, P will denote the operator which projects functions of x onto vectors by pointwise evaluation, that is, \a" * Pv -P(K(t")* v)\x ^ C(T)-^Ax\\n Ax\ is valid for 0 < t" < T.
Proof. We adopt the following notations:
v" = P(K(tJ*v) and u" = a"*(Pv).
In addition, ifjh is the standard mollifier with support in [-h, h], then vh=j"*v, v"h = P(K(tn)*vh), and u"h = a" *(Pvh).
We then have \a"*Pv-P(K(tn)*v)\x = \u"-v"\x {2A0) < W" -<L + K -«¡¡I» + K -""I.-
The proof consists of showing that when h = Ax, each of the three terms on the right side of (2.10) is bounded by the right side of (2.9). The third term on the right of (2.10) is bounded by \\K(t")*(v" -a)II» < \\K(t")U\vh -v\\x < -j=\\vh -v\\x. To estimate the second term on the right of (2.10) we define the vector a"~x
We shall show below that, when A = Ax, Substituting these bounds into (2.14), we thus find that the first term on the right of (2.13) is bounded by CVrnp/2AtAx~q = CVrnp/1 Axp~x for p = 0, 1, 2. The estimate for the other term in (2.13) is similar. □ 3. Proof of the Error Bound. In this section we apply the results of Section 2 to prove the error bound (1.4) for the approximate solutions u"k of the difference scheme (1.3). We assume throughout this section that Assumptions A and B of Section 1 hold. Therefore, as remarked in the introduction, the convex set S is invariant for the scheme (1.3) , and the results of [3] then apply to show that we have the bounds K\, EK+i -<\ < C(T), 0<r"<7\ k Moreover, the uk converge to the unique classical solution v(x, t) of (1.1)-(1.2), which therefore satisfies v(x, t) e S and \\v(-,t)\\x,\\vx(-,t)\\x^C(T)V, O^t^T.
(We remind the reader that, as in Section 1, u and v are vectors in R".) We begin by estimating the derivatives of the exact solution v(x, t). A simple change of variables shows that the inner integral here is a constant. It therefore follows from Gronwall's inequality that a(t)^C(T)V, which is (3.1).
The proof of (3.2) is similar. From the representation (1.11) we have that As an immediate corollary to (3.1) and (3.2) we observe that (3.5) Wf{v(t))xx\\x,\\vt(t)\\x*iC \^jp-). 0<r<7.
As in Section 2, P will denote the projection operator, defined for a given vector function w of x, by Pw= (...,w(xk),w(xk + x),...)\ and if v is the exact solution of (1.1), the vector Pv(-, r") will be denoted by v". The truncation error associated with v is then the vector t" defined by (3.6) v" = a"*Pv0-ta-'+y^Pf^t^At + r».
7=1
We then have the following bound for t".
Lemma 3.2. Given T > 0 there is a constant C, depending on T, e, and f, such that the bound (3.7) \r"\x<c((V+ V2)/^,)Ax\\nAx\ holds for 0 < t" < T.
Proof. From the representation (1.11) we have that
Subtracting this from the definition of t", (3.6), we then have that In term III they = n term is 0 and they = 1 term may be discarded as before. Applying Theorem 2.3 and Lemma 3.1, we find that the remaining terms are The proof is complete.
We are now prepared to derive the final error bound for the approximate solution u" computed from (1.3). We continue to let v(x, t) be the exact solution of (l.l)-(\.2) and v" = Pv(-, t"). 
