. Let / be a function analytic on a neighborhood of the closure of Ω, and let V be an irreducible component of {/= 0} Π Ω. Then there is a bounded analytic function on Ω whose zero set is V. : \ z \ < 1, | w | < 1}, the unit polydisc, can be defined by a bounded holomorphic function in U 2 ([4] p. 233; see also [8] , p. 90). We show here that this is the case for both U 2 and the unit ball {(z, w) e C 2 : \ z | 2 + | w | 2 < 1}. For the proof an explicit local construction is first made and then the patching theorems of Stout [9] , [10] , or Range and Siu [7] are used to prove the theorem. According to theorems of Stout [9] , [10] , or Range and Siu [7] , it suffices to prove the following local version of the theorem. PROPOSITION 9 there is an open set U ζ in C 2 The only difficulty in finding the functions f ζ of Proposition 1 occurs when ζedΩ and /(ζ) = 0. The most obvious candidates to try are pieces of the Weierstrass polynomial occuring in the local factorization of /. This procedure works, and an outline of the steps is as follows.
Let Ω, V be as in the theorem. For each ζeΩ
Step 1. Choose local coordinates (z, w) at ζ e dΩ so that near ζ, / may be factored as a Weierstrass polynomial P in w times a unit U,
The {w 3 (z)} are not analytic functions, but may be thought of as multivalued analytic functions (see e.g. [2] , p. 69, equation (2), or [1] , Chapter 1, §4, especially p. 20) . For an appropriate choice of local coordinates {z, w), it is possible to choose branches of the multivalued functions w β (z) so that the functions
are single-valued analytic functions on the part on Ω near ζ.
Step 2. Show that the restriction of each of the functions h s to Ω is irreducible (or a unit). Thus, any irreducible component of Vf)Ω must locally be the union of the zero sets of some of the hj. A function f ζ which works is then the product of these hj.
We have encountered several problems in carrying through this program. These have required us to consider only % -2. It may be that similar methods will work for n > 2, but the appropriate choice of local coordinates is not so evident. In case the boundary of Ω is only C°° instead of analytic (or piece wise analytic), there seems to be little hope that these methods will work, since the varieties 
It is easy to deduce Proposition 1 from Lemma 1. In the rest of the paper we prove Lemma 1.
Proof of Proposition 1 from Lemma 1. Choose an analytic function g on Ω so that V is the variety of g and, further, that g defines the ideal of V locally (see e.g. [2, p. 251] ). If ζeΩ choose ε smaller than the distance from ζ to dΩ and set V ζ = ball of radius ε about ζ = B(ζ, ε)
Next, if ζ 6 dΩ, but /(ζ) Φ 0, choose ε > 0 so small that / is holomorphic on B(ζ, 2e) and B(ζ, 2ε) does not meet the zero set of /. Then let U ζ = B{ζ, ε), f ζ = 1. Finally, if ζedΩ and /(ζ) = 0, let Ϊ7 C , / ζ be as given by Lemma 1. It is now easy to check that (i)-(iii) of Proposition 1 are satisfied.
3* Structure of V at dΩ. In this section we prove Lemma 1 in case (ii) of Theorem 1. That is, we assume that locally Ω is defined as {p < 0} where p is a real analytic, convex function with Vp Φ 0 on p = 0. We may also assume that / is irreducible on a neighborhood of Ω, since if not, a preliminary factorization can first be made. We may also assume that for any choice of affine coordinates on C 2 , / is regular in w. That is, /vanishes on no open subset of a complex hyperplane in C 2 . For, if this is the case, then f(z, w) = [a + bz + cw] h{z, w), where h is holomorphic on a neighborhood of Ω. Since / is irreducible, we either have a + bz + cw Φ 0 on Ω 9 in which case we can replace / by h, or h Φ 0 on Ω, in which case we take F = a + bz + cw and the Theorem is trivial.
Thus, let ζ G diλ Choose orthonormal coordinates with origin at ζ so that for small values of z and w, Thus, the direction of Re z is the direction of the outward normal to Ω at ζ.
In this coordinate system, factor / as a Weierstrass polynomial in w times a nonvanishing function,
on a neighborhood of ζ. Since / is irreducible on a neighborhood of Ω, the variety of common zeroes of / and Vf is discrete, since it must have codimension of at least 2. Thus, for sufficiently small z Φ 0, the roots w ό {z) of / given by (3.3) are all distinct. Further, on any simply connected open subset of a small punctured disc 0 < I z I < δ such as
the Wj(z) may be chosen as single valued analytic functions of z, and each of them w(z) = w s (z) has a Puiseux expansion
as a series of fractional powers of z (see e.g. [3] , p. 346, or [1] , pp.
7.22).
We want to study each of the "pieces" of the variety of / near ζ,
In particular, we want to prove that the h ά are irreducible analytic functions on the part of Ω near ζ; that is, the part of the zero set of hj lying inside Ω is connected. Since Ω is defined by the inequality p < 0, this means we have to study when the function
where w(z) = w 3 (z) for some j, can be negative. The necessary facts are in the next two lemmas.
REMARK. If p is only C°° instead of real analytic, this lemma is false. A counterexample may be obtained as follows. Choose a C°° function χ of one real variable r with an infinite order zero at r = 0, and such that X(r) changes sign infinitely often as r ->0. For example, χ(r) = e~1 /r2 sin (1/r). Then set where φ is a C°° function with φ = 1 on a neighborhood of (0, 0), 0 ^ φ ^ 1, and 0 = 0 outside a slightly larger neighborhood of (0, 0). We can do this keeping ε(z, w) small in the C 2 norm. Then define
and set Ω = {p <0}. Since ε(s, w) is small in the C 2 norm, Ω is strictly pseudoconvex and is, of course, a small perturbation of the ball with center at (1, 0) and radius 1. Then set f(z, w) = w 2 -2z and V= {(z, w) : f(z, w) = 0}. It is not hard to verify that Vf)Ω has infinitely many components, and also, all the sets Pj(δ) have infinitely many components. Thus, Lemma 3.1 fails. However, an extra argument will show that the Theorem is still correct for this example.
Proof. Set z = t n , v(t) -u(t n )
where n ^ 1 is chosen so that w(t n ), given by (3.4) is an analytic function of t near t = 0. Let S δ = {t = re**: -| £ n<p g ψ, v(t) < 0, r < If the lemma is false, then there exists sequences {r y }, {r*}, {φ s } such that r x > rt > r 2 > r 2 * , r s -> 0, π/2 ^ nφ ά ^ 3ττ/2, and v{r ό e iψ ) ^ 0 for all π/2 ^nφS 3π/2, and v(rfe iφ ή < 0. We can assume that for φ = Zπj2n or φ = 7r/2^ we have v(re iφ ) ^ 0 for all sufficiently small r > 0. Otherwise, since r -> v(re iψ ) is real analytic, we have v(re iψ ) < 0 on an interval (0, δ) and the lemma is true. Consequently the assumption that the lemma is false leads to the conclusion that for any neighborhood U of t -0, the points r*e i<p J all belong to different components of O = U\{t: v(t) = 0}. However, since v(t) is real analytic, the set O can have only finitely many components ( [5] , p. 96, Lemma 1), which is a contradiction. Proof. We, of course, choose δ so small that all the points with coordinates (z, w ό {z)) are in the domain of p. From the expansion (3.4), we see that if w(z) is one of the roots of f(z, w) = 0, then
where a Φ 0, β > 0, and h(z) is a power series in fractional powers of z higher than β which converges on some neighborhood of z = 0. Writing z = re iΘ , we have, in particular, that
Let u(z) = p(z, w(z)), so we wish to study the set u < 0. We will distinguish the three cases β < 1/2, β = 1/2, β > 1/2.
for some real number Θ Q and complex numbers a Φ 0 and c. The number α ^ 0 is a constant multiple of the number a of (3.7) while c is a multiple of the coefficient of w 2 in the Taylor series expansion of ρ(z, w) about (2, w) = (0, 0). The equations (3.8) follow from direct substitution of the formula (3.7) for w(z) into the Taylor series expansion of p given by (3.1), and standard estimates for the remainder in Taylor's formula. We omit the calculations.
Next note that if c = 0, then u(z) > 0 for small r > 0, so P 3 (δ) is empty for all small δ. We can therefore assume c Φ 0. We claim that
is an (possibly empty) open interval. This follows from a (slightly) tedious analysis of (3.8) . For, from the last two equations of (3.8) we see that for sufficiently small r, on any interval of length π/2β > π, the function θ -> u(re iθ ) either (A) decreases to a minimum and increases thereafter; or (B) increases to a maximum and decreases thereafter. Thus, the only way I r can fail to be an interval is to have u(ir) < 0, u(-ir) < 0 and u(re iθ ) ^ 0 for some θ, π/2 < θ < 3τr/2. This implies cos 21c
when r is small. Then, since the interval βπ -θ 0 <^ x <^ Zβπ -θ 0 has length 2βπ < π and the cosine function is negative at both end points, it follows that it is negative on the entire interval, and in fact, smaller than the largest of the endpoint values. In this case, we then have u(re iθ ) < 0 on the entire interval, for sufficiently small r. Thus, I r , must be an interval.
It then follows from Lemma 3.1 that the set P(δ) = Pj(δ) of (i) of the Lemma is either empty or has the property that it is an open set which meets every circle \z\ = r < δ in an arc. In this latter case, it is clear that P(δ) is connected.
Part (ii) of the lemma follows from (3.8) in much the same way. The equations show that for sufficiently small r > 0, near any point θe(π/2,3π/2) the function u is either strictly increasing, strictly decreasing, strictly concave, or strictly convex. Thus, near any point where u(re iθ ) = 0, there are either points with u < 0 or else u has a strict relative maximum or minimum. The case of a relative maximum cannot occur, since then I r would not be an interval. In the case of a relative minimum, we see from (3.8) that it must be an absolute minimum, so I r is empty. Thus, (ii) follows. Note also that when I r is not empty, we also have that -u(re iθ ) Φ 0 at points θ with u(re iθ ) = 0. 3Θ
We now prove part (iii). Let ζ Φ ζ' e oΩ be a point near ζ with coordinates (α, 6), a Φ 0. Assume that P{δ) is not empty and that u(a) = 0. As noted at the end of the last paragraph, (du)/(dθ)(a) Φ 0. Consider the factorization of / in the (z\ w') coordinate system near 
/(*', W) = [gV -wW))\F\z\ w') .
Suppose by way of contradiction that m(ζ') ;> 2. Then 3//3w' = 0 at the point ζ'. However, since the zeroes {w s (z)} are all distinct, df/dw ^0 at C, so F/ =£ 0 and df/dz' Φ 0 at ζ. By the implicit function theorem, we can write the zeroes of / near ζ' as z' = h(w') = const. (w') p + higher order terms. If p ^ 2, the manifold (/&(W), w') is tangent to 342 at ζ', and so the restriction of p to this manifold must have a vanishing gradient. However, this restriction is just what we are calling u(z), and we have already seen that du/dθ Φ 0, hence Vu Φ 0. Thus, p ;> 2 does not occur, so, locally, w' is an analytic function of z' on / = 0. Thus, m(ζ') = 1, as asserted. This completes the discussion of Case 1.
Exactly as in Case 1, we find, with a Φ 0,
9) ^(^) = -2 I 6 I r sin (^ -^,) + o(r) oθ d -^(*)= -2\b\rcos(θ~ θ t ) + o(r).
The proofs of (i)-(iii) are then the same as in Case 1.
Exactly as in Case 1, we find
and we can again proceed as in the earlier cases.
REMARK. In this last case, which is always the one if m(ζ) = 1, we definitely have that P(δ') is not empty. The first two cases only occur when {/ = 0} is tangent to dΩ at ζ.
Proof of Lemma 1. Let ζedΩ, /(ζ) = 0. Choose δ = δ(ζ) > 0 so small that the conclusions of Lemma 3.2 all hold. Then let U ζ be the collection of all points with (z, w) coordinate satisfying \z\< 1/2 δ(ζ). By an abuse of notation, we will write Now, conditions (i), (ii), (iv) and (v) of Lemma 1 hold by construction. We only have to check condition (iii). Thus, assume ζ, ζ' e dΩ, /(ζ) = /(C) = 0, and there is a point peU ζ f)U ζ >n Ω. We have to prove that u = fjf c ,, is holomorphic, nonvanishing, and \u\ is bounded above and away from zero on U ζ Π Uγ Π Ω. Actually, we will see that u is analytic and nonvanishing on the closure of u ζ n u v n Ω. Now, on the set W ζ Π Ω, the function f ζ satisfies Ff ζ Φ 0 on f ζ = 0. Thus, since / ζ and / C / have the same zero set on W ζ f] W v Π i3, it follows that u is analytic and nonzero on W ζ Π W ζ > Π i3. To prove M and 1/w are bounded on U ζ Π Z7 C ' Π i3, we only have to prove u is bounded near each point q in the boundary of U ζ Π U ζ > Π β. If £ 3i2, this is clear since then q e W Z Γ\ W ζ > Π Ω, and u is analytic and nonvanishing at q. Thus, assume q e dΩ. We consider three cases. Case 1. qedΩ,qφ ζ, ζ'. In this case u is again analytic and nonzero on a neighborhood of q. For if, for example, f ζ (q) -0, then hj(q) = 0 for a unique j e J(ζ), because all the {w 3 (z)} are distinct. Then by (ii) Since /(ζ') = 0, there is a unique j such that fey(ζ') = 0. If j ί J(ζ), then C £ F, so / c , = 1 and / c (ζ') ^ 0. Also, f ζ is analytic on a neighborhood of ζ', so we are done. Thus, we may assume j e J(ζ). Then by (iii) of Lemma 3.2 we have m(ζ') = 1, so near ζ',
where w\z'), F' are analytic and F' Φ 0. Since only one of the h 3 -vanishes at ζ', we have for that
where G is a non vanishing analytic function near ζ'. Therefore also, where H is analytic and non vanishing at ζ', which proves this case.
Same as Case 2.
This completes the proof of Theorem 1 for case (ii).
4* The case Ω -t/ 2 * This case is much the same as the earlier case, so we will not give many details. There is one new difficulty, however, which we will show how to avoid.
We assume that / is analytic and irreducible on a neighborhood of the closed unit polydisc and that / does not vanish on any line 
Λ = Π ( Π K s )
where J t (ζ) = {j: zero set of h itί Π U 2 a V}. It can then be verified that these functions f ζ will work for Lemma 1. 5* Remarks* It is possible to obtain a better conclusion in the Theorem than the result that V is defined by bounded functions. In fact, since the functions f ζ which define V locally are Lipshitz continuous of some small order ε (i.e. |/ c (p) -f ζ (q) \ ^ C | p -q | % some ε > 0), we should be able to conclude that the function which defines V is also Lipshitz continuous of the same order. It is possible to show this is the case. In fact, in § § 3 and 4, we actually showed that the quotients f ζ /f v are nonvanishing and analytic on the closure of U ζ Π U η Π Ω for appropriate choices of the U ζ . Thus, instead of using the Theorem of Stout or Range and Siu to carry out the patching arguments, one can explicitely carry out the patching arguments by taking logarithms and using the result that there are solutions of du = f smooth up to the boundary if / itself is smooth up to the boundary and df= 0. (See [6] for this theorem in the case of the poly disc.)
We also note that the Theorem remains valid for strictly pseudoconvex sets Ω in C 2 with real analytic boundaries and H\Ω, Z) = 0; since the only difficulties in the proof arise locally and, locally, a holomorphic change of coordinates can be made so that Ω is convex in the new coordinate.
Finally, it is a consequence of the patching arguments that the function F of the Theorem has the property that it locally generates the ideal of V, since it has the form F = f ζ e a t where a ζ is an analytic function.
