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Abstract
The energy demand that accompanies the economic stability of the industrialized coun-
tries is steadily growing. As the stock of fossil fuels becomes extinct, the need of re-
newable energy resources emerges. The Concentrated Solar Power technology offers
a climate-friendly alternative for the production of electricity in the renewable energy
market. A key factor of the efficiency of a CSP plant is the extinction of the direct
normal irradiance, due to scattering and absorption of light by molecules and parti-
cles. In this thesis elastic LIDAR measurements, corresponding to 33 h, have been
performed at the Plataforma Solar de Almer´ıa and analyzed, using reference data of
in-situ sun photometer and ceilometer measurements. With the application of the
Klett-Fernald method the aerosol extinction coefficient and the aerosol optical depth
(AOD) were determined for the 355 nm and 532 nm lidar wavelengths and analogous
for the 1064 nm ceilometer wavelength. Sensitivity studies show that the choice of the
reference height, the lidar ratio and the application of the background correction are
of major importance for the Klett-Fernald method.
Furthermore, the AOD data sets of the LIDAR system, the sun photometer and the
ceilometer were intercompared. The deviation between the LIDAR and sun photometer
AODs indicates that the LIDAR system suffers from the overlap problem due to a lack
of coincidence between the laser’s and the receiver’s fields of view at altitudes below
120 m. A comparison of ceilometer and LIDAR data reveals that the aerosol extinction
coefficient and the according AOD determined with the ceilometer are smaller than
the results obtained with the LIDAR. This was thought to be primarily due to the
difference in operating wavelengths of both instruments. Therefore, a comparison of
ceilometer data to sun photometer data was accomplished. To retrieve the AODs at
the specific wavelength of 1064 nm, the A˚ngstro¨m approach has been applied to the
sun photometer data. The AODs obtained with the ceilometer are also smaller than
for sun photometer measurements leading to the assumption that a calibration of the
ceilometer system is needed.
To correct the loss of signal of the LIDAR system in the incomplete overlap region,
three different correction functions have been applied to the lidar backscatter signal.
The aerosol density in the lower troposphere is expected to be higher than for greater
altitudes, due to stirred-up dust and urban pollution. A correction function, therefore,
must cause an amplification of the raw lidar backscatter signal in the lowest 120 m. The
analytical correction function by Stelmaszczyk et al. (2010) is evolved from geometric
considerations and has a small impact on the AOD for the 355 nm wavelength and no
impact for the 532 nm wavelength and is therefore not suitable for the correction of the
lidar signal. The correction function proposed by Biavati et al. (2011), derived from
on an iterative approach from angular measurements, results in an ”over-correction”
of the signal. The third correction method proposed by Guerrero-Rascado et al. (2010)
is iteratively achieved by comparison to the ceilometer attenuation coefficient at low
altitudes and suits for the correction of the lidar signal.
Finally, the lidar extinction coefficient at 90 m altitude, obtained firstly from tilted
measurements and secondly from the overlap corrected vertical signal, is compared to
a Vaisala FS11 scattermeter data set. The results prove that the correction function
by Guerrero-Rascado et al. (2010) is best suited for the LIDAR system.
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1 Introduction
The energy needs of the world will continue to grow rapidly in the upcoming years.
While the energy consumption of industrialized countries is growing more slowly, there
are many emerging countries with high economic growth resulting in a large backlog.
In addition, the world’s population will increase rapidly in the upcoming decades.
This increases the problems of today’s energy supply and the consequences of global
warming. As the stocks of fossil fuels will run out, the demand of renewable energy
will prevail and technologies with great development potential and less impact on the
environment are of major interest [Quaschning, 2012]. Such a sustainable energy source
is found in solar radiation.
Concentrated solar power (CSP) is used to produce electricity. The CSP technology
includes mirror systems, that focus the sun’s direct normal irradiance (DNI) onto a
receiver.
In the case of a solar tower power plant the solar radiation is reflected by a mirror
system (heliostat field) and consequently the light path is extended by the distance
between the respective heliostats and the receiver at the tower [Hanrieder et al., 2012].
This distance is comparably large to other CSP technologies, e.g dish stirling systems
or parabolic through systems. In the lowest 100 m of the troposphere the attenuation
of light is particularly high, leading to a great impact on the efficiency of a solar power
tower plant [Quaschning, 2012]. For that reason, the attenuation of solar light and
gaining knowledge of pollutants that attenuate the direct normal irradiance from the
sun is the subject of many investigatory projects that deal with solar energy and aim
to improve the efficiency of solar power plants [Guerrero-Rascado et al., 2008].
So far, the plant optimization tools are based on standard atmospheric conditions
for determination of light attenuation, neglecting special local atmospheric conditions,
e.g. low-level haze or situations present close to aerosol sources [Hanrieder et al.,
2012]. In most cases only one hazy and one clear situation is optional while performing
power plant performance simulations. One improved model (Pitman Vant-Hull) was
developed which also allows site-dependent input of several meteorological parameters
[Pitman and Vant-Hull, 1982]. But still it is assumed that the aerosol density decreases
exponentially with the site altitude and the height over ground [Pitman and Vant-
Hull, 1982]. This model can be improved when local parameters, like the tower height,
absolute air humidity and the site altitude are considered [Hanrieder et al., 2012].
Therefore, detailed investigations regarding the attenuation of solar irradiance in the
lower troposphere are carried out at the Plataforma Solar de Almer´ıa (PSA). The PSA
is located in the semi-desert of Tabernas, in 30 km distance to the Mediterranean Sea
in Southern Spain. The location of the research facility is specifically chosen to observe
similar meteorological conditions as encountered for a probable position of a CSP power
plant.
A special opportunity for gaining information about local atmospheric conditions
offer LIDAR measurements.
LIDAR systems have widely been used for remote sensing of the atmosphere [Stoy-
anov et al., 2012]. LIDAR stands for Light Detection and Ranging and is an optical
analogue to the RADAR technique. Light, in the form of laser pulses, is emitted into
the atmosphere, where it is scattered or reflected by particles or molecules. Its high
resolution, sensitivity and accuracy in sensing atmospheric particles makes the LIDAR
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2method advantageous in comparison to other remote sensing techniques, e.g. radars
[Stoyanov et al., 2012].
With an elastic LIDAR instrument it is possible to analyze the attenuation of solar
irradiance in the lower troposphere with a high temporal and spatial resolution. From
lidar profiles, important meteorological parameters such as the backscatter coefficient
and the extinction coefficient, as a measure of attenuation of direct irradiance of the
sun, can be determined. Also, the aerosol optical depth or the A˚ngstrom exponent can
be derived, making it possible to observe phenomena like volcanic ash and Saharan
dust with temporal evolution [Wiegner et al., 2012, Groß et al., 2011]. A significant
limitation of the LIDAR technology is the strength of the laser signal and the general
construction of a biaxial LIDAR system, where the vertical axes of the laser and the
receiver are not aligned.
For the LIDAR system installed at the PSA, the signals below 120 m are incomplete
because of the overlap effect. This effect is due to the lack of coincidence between the
field of view (FOV) of the laser and the receiver, causing a loss of signal in the region
of incomplete overlap. As for CSP power plants the attenuation of solar radiation in
the atmospheric layer close to the ground is of special interest, the signal in this region
needs to be corrected using a correction function.
The aim of this thesis is to determine the extinction coefficient profiles which can
be derived from the data acquired by the LIDAR system installed at the Plataforma
Solar de Almer´ıa. A comparison to available reference data from the sun photometer
and the ceilometer is made. Furthermore, concrete correction functions for the region
of incomplete overlap are implemented, intercompared and evaluated.
In the following section, the scientific background and theory of LIDAR is explained.
Special focus was laid on the assumptions that have to be applied for the determination
of the aerosol extinction coefficient from LIDAR measurements and the approaches to
overcome the problem of incomplete overlap. In section 3, the underlying methods
for LIDAR, ceilometer and sun photometer measurements are explained, in terms of
the measurement principle, data collection and data processing. Within section 4,
the results are shown, presenting inter alia data acquired for several months of mea-
surement. The aerosol extinction coefficient is calculated using the data from LIDAR
measurements and the sensitivity of the determination method is discussed. Also, the
results for the different sensors are intercompared and discussed. The different overlap
correction functions are displayed and their impact on the calculation method for the
aerosol extinction coefficient is discussed. Further, a comparison to a Vaisala FS11
scattermeter data set is shown. The scattermeter measures the meteorological optical
range and therefore the extinction coefficient from scattering of light in a small volume
of air. In section 5, a conclusion is drawn from the accomplished results and an outlook
is given.
2 Scientific Background and Theory
2.1 Atmospheric Extinction
Atmospheric extinction is a measure of the attenuation of solar radiation per length,
due to absorption and scattering. There are two types of scattering that need to
be distinguished: Rayleigh scattering and Mie scattering. Rayleigh scattering is the
elastic scattering of light by molecules of small size in comparison to the wavelength
[Zdunkowski et al., 2007]. Consequently, the Rayleigh atmosphere is then defined as
region where aerosols are nearly non-existent and light scatters only on atmospheric
molecules, like nitrogen, oxygen or argon [Sneep and Ubachs, 2005, Fro¨hlich and Shaw,
1980]. The Rayleigh atmosphere is expected at altitudes above 4000 m, if no special
weather conditions are present, e.g. saharan dust cloud [Guerrero-Rascado et al., 2008].
Scattering by spherical shaped atmospheric particles with diameter bigger than the
scattered wavelength is described by Mie-theory [Zdunkowski et al., 2007]. Regarding
atmospheric aerosols, there is a great variety that can be classified with respect to their
source region, such as: marine, desert dust, urban haze, arctic haze, forest fire smoke
and north/east asian aerosol [Mu¨ller et al., 2007]. A further distinction can be made
with respect to the solubility of those aerosol types, i.e. water soluble or insoluble and
to aerosol components, like soot, mineral or sea salt.
Besides the scattering by particles and molecules, another aspect causing the attenua-
tion of sunlight in the atmosphere is absorption. Propagating photons can get absorbed
by atoms or molecules changing the state of the absorbing system [Zdunkowski et al.,
2007]. The main absorbers in the visible spectrum are ozone, water vapor and oxygen
[Ackermann, 1998]. The absorbing properties of those gases are the basis of investiga-
tory methods, like Differential Absorption LIDAR (DIAL). In contrast, taking elastic
LIDAR measurements, the wavelength is chosen in a way that it will not get absorbed
by one of the major gas contributions in air.
Another measure of the loss of solar radiation in the atmosphere is the aerosol optical
depth (AOD), also called aerosol optical thickness (AOT). The aerosol optical depth as
a measure of transparency is defined as the integral of the aerosol extinction coefficient
from ground up to the reference height [Benito, 2001]:
AOD(r) =
∫ rref
0
αaer(r, λ)dr
′. (1)
The AOD states how much direct sunlight is prevented from reaching the ground by
aerosol particles. It is a dimensionless number that is related to the total amount of
aerosol in the vertical column of atmosphere from ground to a defined height [Parsiani
and Bonilla, 2008]. A value of 0.01 corresponds to an extremely clear atmosphere, a
value of 0.4 would correspond to a hazy condition and a value of 1 describes cloudy
conditions [AERONET, 2014].
2.2 LIDAR and its Applications
LIDAR measurements are temporal and spacial resolved measurements of backscattered
photons. Light pulses are emitted into the atmosphere, where they are scattered in
different heights by particles or molecules. Backscattered photons are detected by a
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telescope. The strength of the received backscatter signal depends on the attenuation,
due to scattering and absorption processes of the light along its path.
From the backscatter signal, the backscatter and extinction coefficients can be derived
together with the cloud base height. LIDAR measurements also enable the remote
detection of environmentally important trace gases like ozone. LIDAR systems find
application in a variety of research fields, like atmospheric science, astronomy, nuclear
fusion and also geology, where they are used for surface mapping, forestry and shoreline
morphology [Kovalev, 2004]. Economic applications are volcanic and fire alerting,
military, aviation, robotics and transportation. As manifold as the applications, as
diversive are the LIDAR systems.
There exist ground-based, air-borne and space-borne LIDAR variants, each can also
differ in their schematics, regimes of operation, monitored parameters and construction
[Kovalev, 2004]. Frequently used for remote sensing of the atmosphere are Raman LI-
DAR systems, that measure, besides the elastically backscattered light, signals caused
by inelastic scattering. The change in energy of emitted and detected light yields in-
formation about the type of molecule. Another widespread type of LIDAR systems
is the Differential Absorption LIDAR, which is used for the determination of particle
concentrations. Two different wavelengths are emitted into the atmosphere, where one
wavelength is chosen, such that it is absorbed by the substance, whereas the other is
particularly not absorbed. A comparison of both signals allows to draw conclusions
about the concentration of the substance. Generally, polarized wavelength measure-
ments yield additional information about the size of particles.
Since the early 1960s LIDAR systems have successfully been used in remote sensing of
the atmosphere. They have been applied in local and global-scale studies of atmospheric
aerosols and climate-relevant gases such as ozone or vapor as well as for analyzing the
properties of clouds and for dynamic processes within the planetary boundary layer
[Stelmaszczyk et al., 2005, Goyer and Watson, 1963].
From unpolarized elastic LIDAR measurements it is not possible to get definite in-
formation about the type, size or concentration of particles. Other parameters like
the extinction or attenuated backscatter coefficients have to be derived from the raw
backscatter signal using mathematical approaches, where besides the limited number
of laser wavelengths, the number and accuracy of assumptions influence the results, as
described in sections 2.4 and 2.5. The LIDAR installed at the PSA is of the type elastic
backscatter LIDAR, with two receiving channels in the UV and VIS optical range.
LIDAR is a remote sensing technology consisting of a transmitter, that illuminates a
sample, a receiver, that collects the backscattered photons and an analyzing unit that
monitors the signal. LIDAR systems are used inter alia to generate a 3-dimensional
map of the lower atmosphere. For this purpose, a laser emits light pulses through emis-
sion optics that filter and focus the wanted wavelengths into the atmosphere, where
it scatters by aerosols or particles. The backscattered radiation is detected by the at-
tached receiving optics. The spectral analyzer filters the radiation for the wavelengths
that correspond to elastic scattering events. Dichroic beam-splitters form the LIDAR
spectral channels for initial wavelength separation of the backscattered laser radiation
[Stoyanov et al., 2012]. Usually, narrow bandpass interference filters are installed to
provide spectrally selected wavelengths and suppress the solar radiation background,
especially in day-time measurements. A photodetector then detects the selected photo
signal. By numerical analysis a monitoring and recording of the signal is accomplished
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with the embedded data acquisition unit. Being a time-of-flight technique, the time
delay between emission and return of the photons is measured, which provides in-
formation about the distance at which the photons were scattered, allowing a finely
graduated spatial resolution of the detected signal. Also, a high temporal resolution
along the line of the laser beam is given through multi-pulse measurements. The LI-
DAR method is the basis of ceilometer and LIDAR systems. The components of the
LIDAR system at the PSA are described in detail in section 3.1.1.
2.3 LIDAR Equation
To retrieve vertical aerosol profiles, the data from the LIDAR’s elastic channels are
analyzed using the LIDAR equation. This equation expresses the relation between
the range-resolved backscattered average power received by the photo detector and
atmospheric and system parameters [Stoyanov et al., 2012]. The measured backscatter
power P (r, λ) detected at a time t is found to be:
P (r, λ) = P0
cτ
2
A · O(r)
r2
· β(r, λ) · exp
−2
r∫
0
α(r, λ)dr
 , (2)
where the first term, P0
cτ
2
A, on the right hand side is a system constant [Klett,
1981, Kovalev, 2004]. This constant explicitly consists of the laser pulse power P0
with the unit [W ] and the geometric length from the laser to the scattering point
from which the light reaches the photo receiver cτ , where c is the velocity of light
with the unit
[
m
s
]
and τ is the time of flight with the unit [s]. cτ is divided by 2,
because the LIDAR reports a two-way-attenuation. The term also includes the area of
the primary receiver optics A in [m2] and the unknown system efficiency  [Kovalev,
2004]. The system efficiency of the optics and electronics may vary between 0 and 1,
where 1 would correspond to a system without energy losses. The second term O(r)
r2
takes the distance-dependent geometry of the system into account. O(r) denotes the
unitless correction function that corrects the lack of coincidence of the laser beam and
the receiver field of view for ranges below the complete overlap height, later described
in section 2.6. r is the distance between the laser exit and the point of scattering in
the atmosphere, commonly measured in [m]. Further, α(r, λ) and β(r, λ) denote the
height and wavelength dependent extinction and backscatter coefficients with units[
1
m
]
and
[
1
m·sr
]
, respectively. The extinction coefficient describes how strongly light at
a given wavelength is scattered and absorbed. The backscatter coefficient refers only
to scattering events. Because the wavelength λ, given in [m], is usually held constant
during measurements, the wavelength dependency of the according parameters is no
longer indicated. β(r) forms together with pressure- and temperature profiles the
transmission term T 2(r). The transmission term refers to the transmission between
the LIDAR system and the altitude and is indirectly stated in the LIDAR equation as
α(r, λ) and β(r, λ). The attenuated backscatter coefficient is then defined as:
βatt(r) = β(r) · T 2(r), (3)
which is a common expression for the attenuation of light for the range from the
transmitter to the scattering sample and back to the receiver [Guerrero-Rascado et al.,
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2010]. The LIDAR equation does not include terms that account for background
correction and multiple scattering events. The background correction is discussed in
section 2.5.3 and 4.1.3 and refers to a signal correction that accounts for the detected
solar background radiation.
2.4 Methods to Solve the LIDAR Equation
The LIDAR equation requires independent information about at least three unknown
physical parameters, such as the backscatter coefficient, the extinction coefficient and
the systems efficiency. To gain information about the atmospheric extinction of light,
the LIDAR equation needs to be inverted either for the backscatter coefficient or the
extinction coefficient. But the quantitative retrieval of the backscatter and extinction
coefficient is elusive and many different methods have been developed that aim to solve
the LIDAR equation [Bissonnette et al., 2002].
In homogeneous atmospheres, the extinction coefficient can be determined by the
inversion of lidar signals using the slope method based on angular measurements [Kunz
and de Leeuw, 1993, Kovalev, 2004]. The simplifying hypothesis of a homogeneous
atmosphere provides just two scalars, rather than two vectors, as the total extinction
and backscatter estimates. Another approach is the Monte Carlo method, which relies
on extensive analytic calculations [Bissonnette et al., 2002, Gutkowicz-Krusin, 1993].
Another method to extract the attenuation and backscatter coefficients from the re-
turn signal of a monostatic single-wavelength LIDAR system is the Klett method. It
is valid for inhomogeneous atmospheres and does not need assumptions regarding a
horizontal or vertical homogeneity of atmospheric stratification. According to Klett et
al.(1981), this method assumes the validity of the power law between the backscatter
and attenuation coefficient, see detailed in section 2.5 and equation 5. The firstly pro-
posed solution, called near-end solution, for the LIDAR equation by Klett et al. (1981)
assumed a reference distance r0 for integration, see equation 10. This solution includes
a mathematical instability in the calculations in the sense that small errors in the de-
termination of the backscatter coefficient at the reference distance r0 produce negative
values for the backscatter coefficient over the sounded range [Stoyanov et al., 2012].
To solve this problem, Klett (1985) proposed an inverse integration method, starting
from the far-end on the lidar sounding path, which is for historical reason called Klett-
Fernald method or Klett-Fernald-Sasano method. The reference height rmax is chosen
such that the aerosol backscatter coefficient is negligible compared to the molecular
backscatter coefficient. In contrast to the earlier proposed solution, this method is
claimed to be stable with respect to perturbations in the signal and the estimated
boundary value [Klett, 1981]. Therefore in this thesis Klett’s far-end solution is im-
plemented and applied to the data acquired with the LIDAR system to calculate the
backscatter and extinction coefficient.
Outside of the applicable options for an elastic LIDAR there exist also approaches
that aim to eliminate the need of a boundary value in the far-end region, as in the high
spectral resolution and Raman LIDAR methods [Shipley et al., 1983, Ansmann et al.,
1990].
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2.5 Derivation of the Extinction Coefficient Using the
Klett-Fernald method
The Klett-Fernald method proposed by Klett et al. (1981) and Fernald et al. (1972) is an
analytical inversion solution for the LIDAR equation [Klett, 1981, Fernald et al., 1972].
With this method the backscatter and extinction coefficients can be derived from the
attenuation of the laser pulse energy starting at an estimated reference height rref . The
main assumption is that the aerosol lidar ratio LRaer is held constant, independent of
time and range, causing high errors. In order to solve the LIDAR equation it is useful
to split the backscatter and extinction coefficients, β(r) and α(r), in molecular and
aerosol terms, respectively and define the reference height. The reference height rref
is the altitude at which only a Rayleigh atmosphere is assumed, meaning almost only
scattering on molecules takes place above this height, as explained in subsection 2.1:
α(r) = αmol(r) + αaer(r) (4)
β(r) = βmol(r) + βaer(r).
An approximate relation between β(r) and α(r) is expressed by the empirical power
law relationship [Klett, 1981]:
β(r) = const · α(r)k, (5)
where const stands for an empirical value dependent on the properties of the scatterer
and the exponent k is range independent but a function of the laser wavelength and
generally lies in the interval from 0.67 ≤ k ≤ 1.0 [Curcio and Knestrick, 1958]. For
analysis purposes, a convenient form for the received power is introduced, where RCS
stands for the range-corrected signal:
P (r) = ln
(
P (r) · r2) = ln (RCS) . (6)
A range correction is needed because the raw backscatter signal is of an exponentially
decreasing form, due to multi-scattering events in the atmosphere. In general holds:
RCS = P (r) · r2. Using equation 4 and 6 and the known reference power P (r0) at the
minimum range r0 for the overlap of the receiver’s and transmitter’s fields of view, the
LIDAR equation for r ≥ r0 can be written as:
P (r)− P (r0) = ln
(
β(r)
β(r0)
)
− 2
∫ r
r0
α(r′)dr′. (7)
Differentiation of both sides with respect to the range yields:
dP (r)
dr
=
1
β(r)
· dβ(r)
dr
− 2α(r) (8)
and with the substitution of equation 5 follows:
dP (r)
dr
=
k
α(r)
· dα(r)
dr
− 2α(r). (9)
This nonlinear differential equation has the form of a Bernoulli or homogeneous Ricatti
differential equation [Ince, 1956]. By using a linearization transformation (n = 1/α(r)),
the resulting solution of the differential equation is [Klett, 1981]:
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α(r) =
exp [(P (r)− P (r0)) /k]
1
α(rref )
− 2
k
∫ r
r0
exp [(P (r′)− P (r0)) /k] dr
. (10)
The structure of this formula is unstable, showing singularities regarding an imprecise
determination of α(r0). In 1985 Klett introduced a reference range rref , that generates
a more stable solution for r ≤ rref . The extinction coefficient α(r) is now determined
as the ratio of two numbers, that progressively become larger:
α(r) =
exp [(P − P (rref )) /k]
1
α(rref )
+ 2
k
∫ rref
r
exp [(P − P (rref )) /k] dr′
. (11)
This solution is called near-end solution because, instead of integrating forward up
to a far-end range r as in solution 11, it contains an inverse integration from a defined
reference height rref . To transform the LIDAR equation into the desired form, equation
7 is reinserted and the particular or aerosol lidar ratio LRaer is defined:
LRaer(r) =
αaer(r)
βaer(r)
, (12)
with the unit [sr]. The aerosol lidar ratio LRaer is the particle extinction-to-backscatter
ratio that depends on range r, shape and chemical composition of the aerosol particles.
For further considerations LRaer is referred to as the lidar ratio LR. When deriving
the extinction coefficient, the lidar ratio is usually considered to be height and time
independent, LR := const.. The specification of the unknown lidar ratio constitutes a
major source of error up to 100 % for the calculations of the backscatter and extinc-
tion coefficient. That means that a variation in the lidar ratio may change the extinc-
tion/backscatter coefficient by two orders of magnitude [Sasano et al., 1985, Ansmann
et al., 1992].
It is assumed that the atmospheric absorption at the wavelength λ is negligible and
the molecular extinction-to-backscatter ratio LRmol is constant over a wide range of
altitude r:
LRmol(r) =
αmol(r)
βmol(r)
=
8pi
3
. (13)
Rearranging equation 10 and inserting the above definitions 12 and 13 yields the
desired form of the LIDAR equation for the total backscatter coefficient [Raymetrics,
2012]:
β(r) =
RCS(r)·exp
2·(LR−LRmol)·
rref∫
r
βmol(r
′) dr′

RCS(rref)
C·βmol(rref)
+2·LR·
rref∫
r
RCS(r′)·exp
2·(LR−LRmol)·
rref∫
r′
βmol(r′′)dr′′
dr′
. (14)
With the knowledge of the backscatter coefficient β(r), the aerosol extinction coeffi-
cient αaer can be determined with:
αaer(r) = LR · (β(r)− βmol(r)) . (15)
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Usually, at rref one assumes that the aerosol extinction coefficient βaer (rref ) equals
zero, so that C = 1 and [Raymetrics, 2012]:
C =
βaer (rref ) + βmol (rref )
βmol (rref )
. (16)
A range correction is applied because the backscatter signal behaves exponentially
decaying in intensity due to the exponentially decreasing number density of particles
with altitude. To retrieve the molecular backscatter coefficient βmol(r) from equation
13, the molecular extinction- or Rayleigh scattering coefficient has to be determined,
which is given as:
αmol(r) =
8pi3
3 · λ4 ·
1
NS(r)
·
[
n2a − 1
n2a + 1
]2
· 6 + 3δ
6− 7δ ·
T0
p0
· p(r)
T (r)
, (17)
whereNS is the number density of molecules in [m
−3]), na is the dimensionless refractive
index of air, δ is the depolarization factor, p and T are pressure and temperature with
units [hPa] and [K], where the index 0 refers to standard conditions T0 = 288.15 K and
p0 = 1013 hPa, respectively [Fro¨hlich and Shaw, 1980]. The term
6+3δ
6−7δ was added to
the Rayleigh formula by King (1923) and results in an invariance of the formula with
respect to the details of molecular structure, as number and magnitude of dispersion
charges, their position, and their orientation for anisotropic molecules [King, 1923]. In
the atmosphere the refractive index na and the molecular number density NS depend
on pressure and temperature and hence on height. According to the Lorentz-Lorenz
equation, the term (n2a− 1)/(n2a + 1) is proportional to NS, and therefore the following
expression is commonly substituted in the Rayleigh formula of αmol:
(n2a − 1)2
NS
=
(n2S − 1)2
NS0
· NS
NS0
, (18)
where nS is the refractive index and NS0 is the number density of molecules of air at
standard conditions, respectively [Kittel, 1976, Fro¨hlich and Shaw, 1980]. NS can be
calculated using:
NS(r) = NS0 · pg
Tg
· exp
(
− r
h
)
, (19)
with pg and Tg as the pressure and temperature at ground level and h as the scaling
height. Applying the substitution to equation 17 it yields:
αmol(r) =
8pi3
3
· (n
2
S − 1)2
λ4N2S0
· 6 + 3δ
6− 7δ ·NS(r) ·
T0
p0
· p(r)
T (r)
(20)
for the molecular extinction coefficient.
2.5.1 Reference Height
The values for the reference height and the lidar ratio have to be chosen very care-
fully because both represent important factors with large impact on the results of the
calculation for the backscatter and extinction coefficient. The reference height rref
is normally chosen to be the altitude where a nearly aerosol-free zone in the upper
free Troposphere begins. Scattering by molecules is the dominant process at this al-
titude. The predetermination of the reference height allows a differentiation between
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the molecular and aerosol backscatter coefficients. The total molecular backscatter
coefficient at a wavelength λ for the pressure p and temperature T and the number
density N is found to be:
βmol(r) =
pi2 (n2S − 1)2
λ4N2S0
· 6 + 3δ
6− 7δ ·NS(r) ·
T0
p0
· p(r)
T (r)
, (21)
where δ is the depolarization factor, p0 = 101.325 kPa, T0 = 288.15 K and NS0 =
2.547·1019 cm-3 are pressure, temperature and number density at standard atmospheric
conditions, respectively [Kovalev, 2004]. According to [Mattis et al., 2008] the reference
height is situated between 5 km and 7 km. The sensitivity of the determination of the
extinction coefficient using the Klett-Fernald method with respect to the reference
height rref is discussed later in section 4.1.1. The derived backscatter coefficient from
the reference height is similar to the backscatter coefficient solely based on scattering
by molecules. Knowledge of this parameter provides information about the adjustment
of the LIDAR system and is therefore called Rayleigh calibration.
2.5.2 Lidar Ratio
Another value that needs to be chosen when calculating the backscatter and extinction
coefficient and the resulting AOD with the Klett-Fernald method is the lidar ratio.
The lidar ratio LR is defined as the ratio of particle extinction- and backscatter coef-
ficient, i.e. on two optical parameters that depend on the wavelength of the incident
light [Ackermann, 1998]. The lidar ratio varies for aerosol types and depends on the
aerosol structure, size and composition. Another factor that influences the LR is the
relative humidity, which increases often with altitude within the planetary boundary
layer (PBL). Pressure- and temperature profiles include information about the relative
humidity and are usually taken into account when an elastic lidar profile is acquired.
For that reason, different lidar ratios have to be determined according to different
climatic environments [Mu¨ller et al., 2007]. From Raman LIDAR, sun photometer
and optical counter measurements mean lidar ratios have been found to lie between
19.5 sr and 70 sr for varying wavelengths between 355 nm and 1064 nm [Takamuka et al.,
1994, Waggoner et al., 1972], estimated with respect to the measurement location and
atmospheric conditions. Using Mie theory, the extinction efficiency QExt,i(ι,mi, λ) and
the backscatter efficiency QBack(ι,mi, λ) for every aerosol component with refractive
index mi, LR can be calculated:
LR =
M∑
i=1
∫ ∞
0
QExt,i(ι,mi, λ) · piι2ni(ι)dι
M∑
i=1
∫ ∞
0
QBack,i(ι,mi, λ) · piι2ni(ι)dι
, (22)
where ι denotes the particle radius, M the number of aerosol components, λ the
wavelength and ni the lognormal distribution of each component [Ackermann, 1998].
The numerator represents the extinction contribution αaer and the denominator the
backscatter contribution βaer leading to a shorter expression of the lidar ratio, which
is already stated in equation 12.
In the region, where the PSA is located, saharan dust events occur around 20 times
per year, usually in the summer months from July to September [Guerrero-Rascado
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et al., 2008]. Factors that influence the classification of the aerosol type for the elastic
LIDAR measurements performed at the PSA are the proximity to the sea and urban
area and the saharan and local dust. Mu¨ller et al. (2007) determined the lidar ratio for
urban haze in central europe as 58 ± 12 sr, for desert dust with source region Sahara
55±6 sr for the 355 nm wavelength. For the 532 nm wavelength the LR for urban haze
is given with 53 ± 11 sr, for saharan dust depending on the measurement campaign
55 ± 5 sr and 59 ± 11 sr. Additionally, for marine aerosols lidar ratios between 20 sr
and 38 sr have been found [Mu¨ller et al., 2007]. According to Guerrero-Rascado et
al. (2008), lidar ratios may vary by 20 sr during days with strongly changing weather
conditions. Other studies with a special focus on the relative humidity have been
carried out by Ackermann (1998) where it was distinguished between the maritime,
desert and continental aerosol type and the 355 nm, 532 nm and 1064 nm wavelength.
When assuming a relative humidity of 56.6%, as measured as the mean value with the
Campbell Scientific CS 215 Sensor for the year of 2012 at the PSA, the lidar ratios for
the different aerosol types can be obtained from the data published by Ackerman (1998).
The values of the LR for the different aerosol types are listed in table 1.
LR Continental, sr Desert, sr Maritime, sr
355 nm 59± 4 43± 1 23± 5
532 nm 58± 3 21± 2 28± 2
1064 nm 45± 5 17± 1 50± 1
Table 1: Lidar ratios for different aerosol types [Ackermann, 1998].
With respect to Mu¨ller et al. (2007) and Ackerman et al. (1998), for the following
considerations a lidar ratio of 58 sr was approximated for the 355 nm wavelength, 55 sr
for the 532 nm wavelength and 45 sr for measurements with the 1064 nm wavelength.
The ratios were held constant during all measurements and height dependency was
neglected. The lidar ratios will be specified in section 4.1.2, where the Klett method
is analyzed for its sensitivity regarding the lidar ratio.
2.5.3 Background Correction
Another factor that influences the correct application of the Klett-Fernald method is
the background correction. In addition to the scattered photons of the laser, photons
from solar radiation during daytime reach the receiver, resulting in an increase of signal
magnitude. As stated in section 2.5, the raw signal is range corrected, meaning that
it is multiplied with the square of the range where the scatter event took place. If no
background correction is made, the signal would consist of the backscatter signal from
the photons emitted by the laser and in addition the photons from the solar background
radiation. The range correction would then amplify this erroneous signal. Therefore
a background correction needs to be applied. Since the background correction is time
independent, it is the same for all range-bins and can be subtracted beforehand. This
approach is discussed in section 4.1.3.
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Lidar Geometry
A reduction of the backscatter signal in the region of incomplete overlap is due to the
geometrical construction of a biaxial LIDAR system. This loss of signal in a region of
interest is referred to as the overlap problem. The vertical axis of the receiver differs
from the vertical axis of the laser. The light cone emitted by the laser and the field of
view of the receiver, where backscattered photons are detectable, are not overlapping
at ground height, see figure 1. Only when both regions coincide entirely the detector
response to the return signal is not reduced [Stelmaszczyk et al., 2005].
To reduce this geometrical compression, a correction function has to be found to
correct the loss of signal for the region of incomplete overlap. For the LIDAR system
located at the PSA, the altitude of complete overlap is 120 m, which is comparatively
low [Stelmaszczyk et al., 2005, Biavati et al., 2011]. Also other factors, such as the pres-
ence of obstacles inside the telescope and insufficient size of a detector can contribute
to the geometrical compression. Three different approaches to deduce a correction
function are discussed in detail in the following sections. The first method is entirely
based on numerical assumptions, the second uses multi-angle measurements and the
third uses the ceilometer data as reference.
Furthermore, there is a great variety of other approaches, relying on different pre-
sumptions or measurement methods. For example the technique proposed by Wandinger
and Ansmann (2002), which is based on the measurement of a pure molecular backscat-
ter signal in addition to the elastic backscatter signal performed with a Raman LIDAR.
The underlying principle is that the overlap profiles for the elastic backscatter and the
Raman channels are identical. It is then possible to deduce the lidar overlap profile
iteratively for altitudes smaller than the complete overlap region [Wandinger and Ans-
mann, 2002]. An alternative overlap correction method using a secondary receiver is
proposed by Berkoff et al. (2003). The secondary receiver is co-aligned and has a ≈ 20
times larger field of view than the primary receiver. Therefore, it reduces its overlap
range, but also suffers from a high signal-to-noise ratio (SNR). Taking the ratio of the
two measurements into account and applying a scaling factor which accounts for the
difference in efficiencies of the receivers, it yields the correction function [Berkoff et al.,
2003]. In the following sections the approaches for the determination of the correction
functions are discussed. The methods are based on geometrical considerations and
measurements with the elastic LIDAR system and the ceilometer.
Figure 1: Simplified scheme of the overlap problem [Groß, 2011].
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Figure 2: Detailed scheme of the overlap problem indicating the quantities that have to
be known for a determination of the correction function [Stelmaszczyk et al., 2005].
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2.7.1 Analytical Correction Function
To overcome the incomplete overlap problem Stelmaszcyk et al. (2005) proposed a
correction function, which is solely based on geometrical considerations. This approach
differs from the correction function firstly proposed by [Kuze et al., 1998], where also
biaxial lasers were considered with parallel orientation of the telescope and the laser.
Since this assumption cannot be verified during measurements, a small inclination angle
between the receiver and transmitter has to be assumed. It is impossible to determine
the inclination angle from measurements, so that specifications of the system provided
by the manufacturer are needed.
To deduce the important parameters from analysis of lidar signals the LIDAR equa-
tion is applied. For conformity, parameter notations used by Stelmasczyk et al. (2005)
are modified.
P (r) = P0
cτ
2
A · O(r)
r2
· β(r) · exp
−2
r∫
0
α(r)dr
 .
The correction function is denoted O(r) and stands for the ratio of energy transferred
to the photodetector Edet to the energy reaching the telescope primary mirror Escat.
If the correction function O(r) approaches values close to 1, a major part of the light
is focussed inside the detectors sensitive area. A full overlap is accomplished at the full-
overlap distance, leading to a correction function that equals to 1. Supposing a laser
beam with ideal circular shape is emitted into the atmosphere at an inclination angle
θ with respect to the receiver axis, the full-overlap distance Rmin can be determined
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using:
Rmin = p · sin
(pi
2
− θ + µ
2
)
, (23)
where p is defined as:
p =
(
T
2
+ d0 + g
)
· cos
(
φ
2
)
sin
(
θ + φ
2
− µ
2
) . (24)
The distance between the laser beam exit and the receiver is d0 and the initial beam
diameter is g0. To avoid double occupancy of greek terms, the notation of the laser
beam divergence as indicated as δ in the scheme 2 is changed to µ in the description.
Also the notation of the primary mirror diameter T is changed to the alternative
notation D. φ is the telescope’s field of view and s and f correspond to the aperture
and the focal length of the telescope, respectively. According to Stelma et al. (2005), it
has an immense impact to differentiate between the FOV and the full-FOV. The full-
FOV refers to the region, in which the backscattered light will be completely focussed
onto the sensitive area of the detector, while the FOV also includes regions where
backscattered light is focussed outside aperture s. Due to the small scale sizes of the
laser beam divergence µ, see δ in figure 2, in the order of 1 mrad and its inclination
angle θ < 0.25 mrad, it is satisfactory to combine equation 23 and 24 to determine the
full-overlap distance [Raymetrics, 2012, Stelmaszczyk et al., 2005]:
Rmin =
2d0 + g0 +D
sθ + φ− µ . (25)
The area of illumination inside the telescope’s full FOV can be expressed with:
e(r) = f
(
µ+
g0 +D
r
)
, (26)
always assuming the telescope’s full FOV cannot be smaller than the laser beam’s
divergence. Given an object G, by which light is scattered, a small displacement
depending on the inclination angle θ has to be taken into account. This displacement
results from a shift of arbitrary size of the object from the telescope’s axis and is equal
to:
ν(r) = f
d0 − θr
r
. (27)
To deduce the correction function, geometrical observations can be applied. Assum-
ing an energetically uniform distributed laser beam scattering by an object, the total
energy reaching the primary mirror is proportional to the image area. Also the energy
transferred to the photo detector is proportional to the overlap between the aperture
and image. Other energy losses are due to energy transmission losses in air. Thus, one
can rewrite the correction function as:
O(r) =
Edet
Escat
=
F (r)
pi
[
e(r)
2
]2 , (28)
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where the numerator F (r) corresponds to the overlap area and the denominator to the
circular sector area, respectively [Stelmaszczyk et al., 2005]. Defining the angles:
Ψ1(r) =
{
2 arccos
[
s2 + 4ν2(r)− e2(r)
4ν(r)s
]}
, (29)
Ψ2(r) =
{
2 arccos
[
s2 + 4ν2(r)− s2
4ν(r)e(r)
]}
, (30)
a form of the correction function can be derived as:
O(r) =
{Ψ1(r)− sin [Ψ1(r)]} s2 + {Ψ2(r)− sin [Ψ2(r)]} e2(r)
2pi2(r)
. (31)
Because so far the correction function 2.7.1 does not hold for special cases namely
the condition where full overlap or in contrary no overlap is achieved, the following
modification for any arbitrary distance R from the LIDAR system must be extended
to:
O(r) =

0 ν(r)≥s+e(r)/2
{Ψ1(r)−sin[Ψ1(r)]}s2+{Ψ2(r)−sin[Ψ2(r)]}e2(r)
2pi2(r)
|s−e(r)|/2<ν(r)<s+e(r)/2
s2
e2(r)
ν(r)<[e(r)−s]/2, e(r)>s
1 ν(r)<[s−e(r)]/2, e(r)≤s
. (32)
Compared to the correction functions achieved via experimental approaches, the cor-
rection function proposed by Stelma et al. (2005) lies within a maximum error region
of 10 %. The analytical approach results in a sharp, step-like change in the correc-
tion function in the region, where the laser beam enters the telescope’s FOV, which
can not be verified by measured data [Stelmaszczyk et al., 2005]. Therefore, a non-
homogeneous energy distribution within the laser beam is assumed and lies in good
accordance with the commonly known suggestion of a Gaussian profile of the laser
beam [Stelmaszczyk et al., 2005].
2.7.2 Correction Function by Multi-angle Measurements
Biavati et al. (2011) proposed a solely experimental technique for the correction of
the incomplete overlap with the advantage that there is no need of knowing all exact
parameters, such as the inclination angle of the laser or the laser beam divergence,
which may be the subject of uncertainties from the system. For close ranges from 10 m
to a few hundred meters the correction function can be retrieved iteratively using data
recorded from vertical and angular measurements, assuming horizontal homogeneity
of the area close to the instrument [Biavati et al., 2011]. This method can also be
implemented for portable LIDAR systems that can be oriented at different angles
beside 90◦ and are optically and mechanically stable during operation [Biavati et al.,
2011]. The elevation angle ω for the angular acquisition specifies the altitude at which
the signal can be corrected. The smaller the elevation angle, the lower is the altitude
for which a signal correction is possible. Prerequisite for this approach is that both
profiles yield the same values in the full overlap region. It is assumed that the vertical
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stratification of the atmosphere remains constant over the time of two consecutive
measurements. In principle, the profile taken at the smaller elevation angle samples
the same stratified atmosphere, reaching the region of complete overlap at a lower
altitude with respect to the vertically measured backscatter profile [Biavati et al., 2011].
According to Biavati et al. (2011), the backscatter profile for the vertical measurement
can be progressively reconstructed down to the minimum sampling altitude, acquired
with the lower elevation angle. Considering two consecutive measured raw backscatter
signals that are range corrected and a function of r, where X2(r) is the signal from
vertical measurement and X1(r) from measurement with an elevation angle ω < 90
◦,
in general holds:
X2(r)
{
< X1
(
r
sin ω
)
for r < Rmin
= X1
(
r
sin ω
)
for r ≥ Rmin
. (33)
The first correction factor that is used to correct X2 is:
Γ1(r) =
X1
(
r
sin ω
)
X2(r)
(34)
and consequently the second correction is:
Γ2(r) =
X1
(
r
sin ω
)
Γ1
(
r
sin ω
)
X2(r)
=
X1
(
r
sin ω
)
X1
(
r
sin2 ω
)
X2(r)X2
(
r
sin ω
) . (35)
According to equations 34 and 35 a generalization of this correction procedure for n
iterations can be written in the most convenient form:
Γn =
X1 (rsind
−n−1 ω)
X2(r)
n∏
i=1
X1 (rsin
−i ω)
X2 (rsin−i ω)
= O(r). (36)
Applying the correction function O(r) to the unmodified vertical data, the range of
exploitation of the lidar signal can be reduced to approximately 100 m [Biavati et al.,
2011].
2.7.3 Correction Function with Ceilometer as Reference
Another experimental method to retrieve the correction function for LIDAR measure-
ments is proposed by Guerrero-Rascado et al. (2010). The fundamental idea that un-
derlies this approach is the deviation between the elastic lidar profile and the ceilometer
profile. The ceilometer’s receiver has a bigger FOV than the receiver of the LIDAR sys-
tem, resulting in a smaller full-overlap distance Rmin,ceilo. Furthermore, the ceilometer
profile is already corrected for the region of incomplete overlap by an internal correc-
tion function and therefore allows for retrieving the lidar overlap correction function.
An iterative method and a direct method are presented, both relying on the ceilometer
attenuated backscatter coefficient as a reference. The elastic LIDAR equation, stated
in section 2.3, can be simplified to [Guerrero-Rascado et al., 2010]:
P (r) =
K ·O(r)
r2
· β(r) · T 2(r), (37)
where P (r) is the backscattered laser power, K is a system constant that includes all
range independent instrumental parameters, such as the detector’s efficiency, the laser
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pulse width or the telescope’s diameter and O(r) is the correction function. β(r) is the
volume backscatter coefficient that gives together with the atmospheric transmittance
T (r), information about the extinction of light due to particles or molecules in air be-
tween the instrument and the altitude of scattering. Both parameters can be rewritten
to the more convenient form, as already stated in
section 2:
βatt(r) = β(r) · T 2(r).
βatt refers to the total attenuated backscatter coefficient, which is composed of the
molecule and aerosol backscatter coefficient and the square of the transmittance T (r).
The total attenuated backscatter coefficient provided by ceilometer measurements is
practically unaffected by the incomplete overlap effect, due to the ceilometer’s bigger
FOV, and can therefore be used as a reference for the aerosol backscatter coefficient
in the lowest altitudes of the lidar signals, which need to be corrected. The aerosol
backscatter coefficient is obtained by applying the Klett-Fernald method to the LIDAR
data, as described in section 2.5. Subsequently the lidar backscatter profiles can be con-
verted into attenuated backscatter profiles [Guerrero-Rascado et al., 2010, Mona et al.,
2007]. The following subsections describe the two approaches proposed by Guerreo-
Rascado et al. (2010). The measured signal is averaged for 30 min and includes a source
of error in the correction functions due to non-negligible variation of aerosol loads in
the atmosphere.
Iterative Method In order to compare both profiles, the ceilometer attenuated back-
scatter profile must be scaled to the lidar wavelength. This conversion factor is found
to be the ratio of the mean value of the lidar and ceilometer profile in a region
of full overlap, typically above 2.5 km, where both signals show a constant behav-
ior for clear atmospheres [Guerrero-Rascado et al., 2010]. The iterative method is
based on two proportionalities. Firstly, the elastic lidar signal is after range correction
and overlap correction proportional to the ceilometer attenuated backscatter profile
βattenuated,ceilom,unaffected, which corresponds to the elastic ceilometer signal after range
correction and multiplication with the transmittance term as stated in equation 3
[Guerrero-Rascado et al., 2010]:
βattenuated,ceilom,unaffected(r) ∼ P (r) · r2 ·O−1(r), (38)
with P (r) · r2 being the range corrected backscatter signal and O−1(r) is the correc-
tion function of the LIDAR. Secondly, the elastic lidar signal after range correction is
proportional to the lidar attenuated backscatter profile βattenuated,lidar,affected:
βattenuated,lidar,affected(r) ∼ P (r) · r2. (39)
The relative difference ∆O(r) is used to reduce iteratively the effect on the elastic lidar
signal and is defined as:
∆O(r) ≡ 1−O(r) = P (r)·r2·O−1−P (r)·r2
P (r)·O−1 ∼
βattenuated,ceilom(r)−βattenuated,lidar(r)
βattenuated,ceilom(r)
. (40)
For the first step, i = 1, the uncorrected elastic lidar signal is used to obtain ∆O(1)(r)
and the lidar attenuated profile with:
∆O(i)(r) =
βatt,ceilom,unaffected(r)− β(i)att,lidar,affected(r)
βatt,ceilom,unaffected(r)
(41)
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and:
P (i+1)(r) = P (i)(r) · [1 + ∆O(i)(r)] . (42)
The relative difference obtained with equation 41 is then inserted into equation 42 to
correct the lidar backscatter signal. With the Klett method the attenuated backscatter
coefficient can be calculated and then used again for determination of ∆O. Further
steps are achieved by repeated application of this method, correcting the signal step-
wise. The correction function is then given by:
O(r) =
P (1)(r)
P (end)(r)
. (43)
According to Guerrero-Rascado et al. (2010), 20 to 25 iterations are sufficient to remove
the effect of incomplete overlap completely. The corrected lidar attenuated backscatter
coefficient is proportional to the ceilometer attenuated backscatter signal.
Direct method A faster determination of the correction function is the direct method.
Advantageous for this approach is that an explicit scaling of the ceilometer profiles to
the lidar profiles is not needed. The correction function contains an unknown constant
L, which includes the scaling factor and also the relative difference of the ceilometer
attenuated profile and lidar attenuated profile, yielding the shorter form:
O(r) =
P (r) · r2
L · βatt . (44)
L is chosen such that O(r) smoothly tends to 1 for the complete overlap region
[Guerrero-Rascado et al., 2010].
3 Methods
Figure 3: METAS at the Plataforma Solar de Almer´ıa.
In this section the experimental methods for data acquisition using the LIDAR, the
ceilometer and the sun photometer are described. All three instruments are located at
the Meteorological Station for Solar Technologies (METAS), see figure 3, in distance of
5 m and hence are especially suited for a comparison of simultaneous measurements. LI-
DAR and ceilometer measurements were carried out to determine the aerosol extinction
coefficient. The according AODs can be derived from the data. Sun photometer mea-
surements also yield information about the AOD. Therefore sun photometer, LIDAR
and ceilometer data can be intercompared. Moreover, the LIDAR system provided by
Raymetrics is tiltable, covering elevations from 0 - 90◦ and therefore allows the imple-
mentation of the correction function proposed by Biavati et al. (2011) from angular
measurements. In addition, LIDAR and ceilometer data is used for the implementa-
tion of the correction function proposed by Guerrero-Rascado et al. (2010), described
in section 2.7.3. Furthermore, the corresponding data processing will be specified in
this section.
3.1 LIDAR
3.1.1 Components
Laser The active source in the LIDAR setup is the solid state Nd:YAG (neodymium-
doped yttrium aluminium garnet) laser. YAG (Y3Al5O12) is the host material, which
is doped with the rare earth element neodymium to create active laser ions. Via fre-
quency multiplication the YAG crystal generates through double refraction the second
and third harmonic frequencies. This process is called ”Second harmonic generation”.
The Nd:YAG laser emits simultaneously light pulses of 355 nm, 532 nm and 1064 nm
wavelength. The laser pulses pass through a chamber with optical elements, as shown
in figure 4 and 5(b). The optical set-up consists of mirrors and splitters that account for
laser beam transportation and time synchronization. For laser beam transportation,
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Figure 4: General block schematic of the LIDAR setup [Stoyanov et al., 2012].
an expanding telescope is installed, that minimizes the output beam divergence. Me-
chanical mounts with precise translation and rotation mechanisms account for beam
steering and LIDAR adjustment [Stoyanov et al., 2012]. The distance between the
transmitter and receiver is 24.687 cm. More specifications of the laser are given in
table 2.
Receiver As receiver for the backscattered photons a Dall-Kirkham Cassegrain tele-
scope is used, see figure 5. Telescopes of the type Cassegrain contain a primary concave
mirror and a secondary convex mirror. Both are aligned to collect and focus the light
through a hole in the center of the primary mirror onto the detection unit placed on
the telescope’s focal point [Raymetrics, 2012]. The special feature of a Dall-Kirkham
telescope are the differently shaped mirrors. The primary concave mirror is elliptical
while the secondary mirror is spherical, causing an easier focusing for the on-axis field
of view and a quickly degrading when off-axis. The diameter of the telescope’s primary
mirror is 30 cm, its focal length is 1500 mm. The FOV of the telescope is φ = 0.001 rad.
Both, the primary and the secondary mirror are coated with a durable high reflective
coating, suitable for the 350−1064 nm spectral region [Raymetrics, 2012]. After passing
through the entrance pupil of the telescope the backscattered light is guided through
Emitted wavelengths 355 nm, 532 nm, 1064 nm (collinear)
Total Energy per pulse 400 mJ/pulse
Pulse duration 7− 9 ns
Repetition rate 20 Hz
Beam diameter 7 mm
Laser beam divergence < 0.25 mrad (after laser beam expansion)
Table 2: Specifications of the Transmitter [Raymetrics, 2012].
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(a) (b)
Figure 5: (a) Laser and telescope of the transportable LIDAR system located at the PSA,
Tabernas, Spain. The image shows the system in a 20 ◦elevated position. (b) Chamber
with opto-mechanical elements for beam steering. This chamber is located on top of the
laser and controls the beam exit.
a mirror system, see figure 4, with spectrally selective elements that transmit less than
4 - 10% in the blocking spectral regions [Stoyanov et al., 2012]. Beam splitters sepa-
rate the wavelengths of the backscattered laser radiation, forming detection channels
as indicated in the block schematic in figure 4. As a result the elastic wavelengths
can be detected with a good signal-to-noise ratio promoting also weak signals from
high altitudes of the lidar sounding path [Stoyanov et al., 2012]. The LIDAR system
installed at the PSA is equipped with 355 nm, 532 nm and polarized 532 nm detection
channels.
Detection unit The detection unit consists of an analog-to-digital converter and a
photomultiplier tube. The selected optical lidar signals are converted to electrical sig-
nals with a conversion rate of 12-16 bit at 20 MHz with a 250 MHz fast, highly-sensitive
photon counting system. The raw spatial resolution is selectable with the minimum
resolution of 7.5 m and the raw signal range is given from 120 m up to 120 km [Raymet-
rics, 2012]. The minimum raw temporal resolution is 10 seconds for multiple acquisition
mode. The detector has two operational modes, analog and photon counting with a
full-width-half-maximum (FWHM) detection bandwidth of ≈ 0.5 nm for the 532 nm
polarized and unpolarized wavelengths and ≈ 1.0 nm for the 355 nm wavelength. The
detector operates parallely in analog (AN) and photon counting (PC) mode. Analog
signals are usually used when the incident light intensity is great and the SNR small,
so that signal peaks extend to the whole scale of detectable intensity without being
saturated. Weak signals, usually detected at high ranges, are amplified using a photo-
multiplier tube (PMT) and are referred to as photon counting signals. The acquisition
and processing system, as indicated in figure 4, provides software based sampling,
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processing and storage of the acquired lidar profiles, applying specialized retrieving
algorithms [Stoyanov et al., 2012]. The transmitter and receiver of the LIDAR system
operate fully controlled and synchronized by the controlling and timing electronics.
3.1.2 Alignment
Figure 6: Misaligned LIDAR system.
Before a measurement is started, system calibra-
tion should be performed, to check if the system
is aligned properly. The backscattered photons
that reach the telescope hit the detector using
different paths and with different incident an-
gles [Freudenthaler, 2008]. If the system is mis-
aligned, only fractions of the backscatter signal
can be detected. In figure 6 a misaligned system
is sketched, where the laser beam exits the field
of view of the telescope.
Rayleigh Calibration For checking the align-
ment, a data set of an elastic backscatter signal is
used which is measured at a clear period without
clouds, where contiguous 5 min corresponding to
3000 laser shots are sufficient. The data of the
analog and the photon counting signal need to be
averaged. Assuming that the atmosphere is clear,
meaning only molecular scattering takes place, beginning in a region between 5000 m
and 7000 m, the alignment can be checked by monitoring the normalized molecular
backscatter coefficient βmol and the normalized range corrected lidar signal RCS from
the analog data. A normalization is needed, so that both profiles lie in the same frame.
If both profiles show a good fit in the region from 5000 m to 7000 m, the LIDAR system
is well aligned. The same procedure needs to be done for the photon counting signal,
because the analog signal is not valid above 7000 m to 9000 m due to the high SNR.
Alternatively, analog and photon counting data could be glued beforehand, see details
in section 3.1.5, instead of comparing analog and photon counting signals separately.
Telecover test A faster method to check the alignment of the LIDAR system is the
telecover test. For this test, a circular paper with the dimensions of the telescope
window is used. One quarter is cut out of the paper, such that the paper covers the
telescope window and just quarters can be used for measurement. When the paper is
rotated, so that the open quarter is pointing to the laser, the signal should have a peak
at 180 m, where the full overlap range begins for the uncorrected raw analog signal.
The signal intensity should be 1
4
of the possible signal intensity if no area would be
covered. Small motors serve to correct the inclination angle of the laser towards the
receiver. When the open quarter is pointing to each side, the same signals should be
achieved. In case both quadrants yield different signals, the laser is tilted to the side,
away from the laser-receiver axis, and needs to be corrected. Generally, when the open
quarter is opposite to the laser, the peak indicating full overlap should be in farther
range [Freudenthaler, 2008].
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3.1.3 Data Collection
After the alignment procedure has been performed, the data acquisition can be started.
The acquisition interface allows a change of time resolution and bin size. A lidar pro-
file is derived from an average of a greater number of laser pulses. Depending on how
the transient recorder is configured, the profiles will be averaged automatically. The
minimum value for automatic operation is 20 laser shots and the maximum is 4095,
corresponding to 3.4 min that can be averaged. However, even single shots are possible
through manual operation of the LIDAR [Raymetrics, 2012]. According to Abdullah
et al. (2013), a time period of 1 min is sufficient to eliminate artifacts caused by back-
ground noise from the signal [Abdullah et al., 2013]. For the purpose of comparison to
other instruments, such as the sun photometer and the ceilometer, a time resolution
of 1 min is suitable, as fast changing weather conditions can still be detected. With
a laser pulse frequency of 20 Hz, 1201 laser pulses are emitted during 1 min. There-
fore, a time resolution of 1 min was chosen for measurements performed in this thesis.
Also the bin size is selectable and set to 7.5 m to ensure the highest possible spatial
resolution. Thus, 1 range bin corresponds to 7.5 m. The maximum range is 120 km, al-
though, known from experimental experience the signal above 15 km does not contain
information due to the high signal-to-noise ratio. For data analysis the Raymetrics
software including Licel software for controlling and processing is used. A MATLAB
routine was implemented to derive the aerosol extinction coefficient including on-site
measurements for pressure and temperature and the raw signal of the LIDAR. Data
corresponding to a time period of 33 h and 32 min has been collected between the
2013/08/01 and the 2014/06/11. 22 h and 18 min of this data were measured at clear
atmospheric conditions and approximately 1 h was dedicated to angular measurements.
The data from the vertical measurements serves for comparison to ceilometer and sun
photometer data. Measurements performed at cloudy or hazy conditions are solely for
comparison to ceilometer data and the determination of the aerosol extinction coeffi-
cient. The 355 nm, 532 nm and polarized 532 nm channels detect a purely backscatter
signal from elastic backscattering events. The backscatter signals at 355 nm and 532 nm
are analyzed with respect to the derivation of the aerosol extinction coefficients.
3.1.4 Data Processing
For post processing of the data a LabVIEW Post Processing Software is provided by
Raymetrics that allows data preview and analysis. From the database a data set can
be chosen for data export. Signals from 355 nm, 532 nm and polarized 532 nm channels
are available for pre-analysis. With respect to each wavelength it can be differentiated
between analog and photon counting signals which can either be saved together for
export or separately in an ASCII file. The program additionally offers a background
correction and gluing tool. The background correction tool allows a subtraction of the
mean signal from a selectable range, chosen in the far-end region above 14.5 km, where
the SNR is high and signals are weak. For the purpose of deeper understanding of the
gluing process, a MATLAB routine based on the LabVIEW Software was implemented,
as later discussed in section 3.1.5 and gluing was performed externally.
The LabVIEW Software for data acquisition program controls the system and pro-
cesses data of the experiment, requiring the data export right after a measurement. The
Licel control modules, included in the LabVIEW structure, are the transient recorder,
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the high voltage photomultiplier, the high voltage APD (Avalanche Photodiode) and
the trigger based on ASCII (American Standard Code for Information Interchange)
command sets [Licel, 0011]. The transient recorder ethernet control module translates
the ASCII based commands into low level transient recorder commands, which then
can be sent back to the PC [Licel, 0011]. The control voltage of the PMT is generated
by a precise digital-to-analog-converter (DAC) and ranges between 0 and 1 V. The Licel
APD high voltage control module is also controlled by a precision DAC with a control
voltage ranging from 0 to 1.8 V. Both voltage controls can be monitored on the PC.
To synchronize the system, the trigger module is used that is coupled to a quarz based
oszillator ensuring nanosecond timing stability.
3.1.5 Analog and Photon Counting Signal
The LIDAR detector captures backscatter signals that can span a dynamic range of up
to 5 orders of magnitude. To exploit the return power signal with a high sensitivity for
all magnitudes, the Licel transient recorder TR 20 160 operates in a dual acquisition
mode. The backscatter signal is simultaneously converted with the analog-to-digital
and photon counting mode [Lange et al., 2011]. For the following considerations the
analog and photon counting signal are referred to as AN and PC, respectively. Although
both data sets can be analyzed separately, a combination of the signals offers great
advantages. For high level signals the AD conversion is of high linearity, especially for
close ranges up to 7 km. The PC mode is highly sensitive for low level signals, usually
obtained from greater distances [Lange et al., 2011]. To obtain exact information about
the atmospheric conditions, the backscatter signal must reveal a high sensitivity at all
ranges. Hence, a combination (gluing) of the analog and photon counting signal has
been aimed.
Gluing is possible in a region where both signals are valid and reveal the same at-
mospheric conditions [Mielke, 2005]. This preposition is fulfilled when both signals
demonstrate the same physical properties, meaning that the raw backscatter signal
increases or decreases with the same gradient. The gluing region extends typically
from 2 to 50 MHz in the photon counting mode. The glued signal then is used for
further evaluations. The gluing algorithm includes the following steps: 1. Dead time
correction, 2. Bin Shift Correction and 3. Determination of Gluing Parameters.
Dead Time Correction A systems dead time corresponds to the short time period
right after a discrete scattering event was recorded and during which the system is not
able to record another event. There are in general two types of systems for which a
dead time correction of the photon counting data is applicable: the paralyzable and
the nonparalyzable systems. For the paralyzable system the photon counting signal
can be corrected using:
N = S · exp(−Sτt), (45)
where N is the observed count rate, S the true count rate and τd the system’s dead time
[Mielke, 2005]. The Licel photon counter can be best described by the nonparalyzable
System. For that case the dead time corrected photon counting signal is given by the
following equation:
S =
N
1−N · τd . (46)
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According to Raymetrics (2012), the system’s dead time τd is 260 MHz =̂ 3.8 ns so that
the dead time corrected signal S is:
S =
N
1−N · 3.8 MHz. (47)
This correction is only valid for lower count rates when S ·τd < 1 [Mielke, 2005]. Figure
7 shows the dead time corrected photon counting signal and the observed raw photon
counting signal measured on 2014/03/05, 12:01 pm for the 355 nm channel.
The signal’s dead time correction accounts for the signal loss due to the systems dead
time. The maximum intensity of backscatter signal increases by more than 100 %, as
can be seen in figure 7 and needs to be applied before further data analysis, as it is
essential for a correct data processing.
Figure 7: Raw PC signal (red) and corresponding dead time corrected signal (black) for
355 nm. Recorded on 2014/03/05, 12:01 pm.
Bin Shift Correction For gluing the analog signal to the photon counting signal,
the analog signal has to be scaled according to the photon counting signal. Special
attention has to be given to a possible bin shift. This bin shift can be determined from
experimental data, when a cloud or aerosol layer is detected with both signal types.
The analog signal is shifted by several range bins, indicating the cloud layer at higher
ranges with respect to the photon counting signal. The signal shifting appears due to
the functioning of the preamplifier of the analog channel. That amplifier contains an
anti-alias filter, with a bandpass of half the frequency, that delays the analog signal.
As LIDAR is a time-of-flight technique this delay refers to shift in the measured range.
Another source of bin shifting is based on the analog-to-digital pipelining. Voltage
sampling is a multiple step process providing the sample result several clock cycles
after the actual sampling took place [Abdullah et al., 2013, Licel, 0011].
The bin shift varies for each LIDAR system and has to be found experimentally. To
obtain the best accordance between the PC and AN signal for the LIDAR system at
the PSA, the analog signal was shifted by 9 bins or 255 ns, as can be seen in figure
8. The depicted data were acquired with the 355 nm LIDAR channel on 2014/03/05,
12:01 pm.
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Figure 8: Raw AN signal for 355 nm (black), bin shift corrected signal (red) and back-
ground corrected signal (green). Recorded on 2014/03/05, 12:01 pm.
Determination of Gluing Parameters To scale the AN signal to the PC signal, linear
regression coefficients have to be found in a region where both signals decrease with a
similar gradient. The linear regression coefficients a and b are determined with:
n∑
i=1
(PC (ri)− (a · Analog (ri) + b))2 = min. (48)
The index i corresponds to the bin number, where the gluing region begins [Lange et al.,
2011]. The gluing region is found defining the upper and lower toggle frequencies. The
toggle frequency describes the output frequency of the generated signal. As minimum
and maximum toggle frequencies 23.34 MHz and 49.69 MHz were chosen, which corre-
spond to memory bin numbers 212 and 285, respectively. This correspondence can be
found when comparing with the dead time corrected PC signal. Therefore, the gluing
region extends from 1590 m to 2137.5 m and is invariant for all LIDAR measurements.
The linear regression coefficients are determined with equation 48. For the displayed
data in figure 9(a) and 9(b) the analog signal was background corrected, as can be seen
in figure 8. The regression coefficients for this data set were then found to be a = 67.8
and b = 0. For each measurement the regression coefficients have to be determined
separately, as they depend on local atmospheric conditions and system parameters,
such as the PMT voltage. The AN and PC signals are separately averaged over the
measured time period and the regression coefficients are consistently applied to the
complete data set of one measurement cycle. Variations for a and b can be approxi-
mated with ±10 and are seeked with 0.1 accuracy in the MATLAB routine. Finally,
the bin shifted and scaled analog signal is glued to the photon counting signal at the
bin number 212 or 1590 m. The results of the gluing process can be seen in figure 9(a),
where the bin shifted AN signal, the dead time corrected PC signal and the resulting
glued signal of the 2014/03/05, 12:01 pm are depicted for the 355 nm wavelength. The
gluing parameters have been determined from the whole measurement period between
11:37 am and 15:38 pm. It can be seen that the transition from the PC signal to the
scaled AN signal is very smooth and does not cause distortions in the gluing region.
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(a)
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Figure 9: (a) Bin shifted, background corrected analog signal (green), dead time corrected
photon counting signal (black) and glued signal (red). Recorded on 2014/03/05, 12:01 pm.
(b) Bin shifted, range corrected analog signal (green), dead time corrected photon counting
signal (black) and glued signal. Recorded on 2014/02/27, 14:49 pm . At 1900m altitude
an aerosol layer can be seen.
Figure 9(b) shows a glued data set for a dizzy day with varied gluing parameters.
Data were measured on 2014/02/27 between 14:49 pm and 15:48 pm and is depicted
for 14:49 pm. The linear regression coefficients are a = 69.2 and b = 1.4. At 1959 m
an aerosol cloud can be seen from all three signals. For special meteorological events,
e.g. saharan dust intrusions, an optimized data-gluing method can be applied, which
seeks not only for best fitting regression coefficients, but also for an optimized gluing
region. For those events the total gluing region may stretch up to 1.5 km [Lange et al.,
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2011]. Since those special events have not been recorded in this master thesis, a further
application of this optimized procedure is not presented here.
3.2 Ceilometer
The ceilometer CHM15kx, see figure 10, provided by Jenoptik is an instrument mainly
used for cloud height determination and vertical visibility up to altitudes of 15 km
[Jenoptik, 2013]. Its measurement principle is LIDAR as described in section 2.2.
Short light pulses are emitted vertically into the atmosphere where they are scattered
by aerosols and molecules. The time of flight and the intensity of the backscattered
light are analyzed. From this data the height assignment of the aerosol cloud layers
and the visibility are determined. As for the LIDAR system, it is aimed in this thesis
to additionally derive information about atmospheric parameters like the backscatter
and extinction coefficients from the raw backscatter signal.
3.2.1 Components
The ceilometer, as can be seen in figure 10, is located at the Plataforma Solar de
Almer´ıa in about 5 m distance south to the LIDAR system. The corrosion resistant
aluminum shell protects the modular devices, such as the laser, the telescope and
the acquisition and processing system, from soiling weather impacts. The ceilometer
system is oriented vertically towards the zenital direction. At the top of the instrument
a low reflection window for exit and entry of the laser light is installed with a Brewster
inclination angle to ensure small laser light losses and support self-cleaning [Jenoptik,
2013].
The ceilometer provides the cloud base height, up to three simultaneous layers. Like
the LIDAR system, it suffers from the overlap effect, that is internally corrected with
a correction function. The laser (Nd:YAG-laser, class M1) emits light pulses of 1 ns
duration and 8µJ energy of the wavelength 1064 nm. After the beam passed through
the beam steering and expanding optics, the beam diameter is 90 mm with a divergence
Figure 10: Ceilometer located at the Plataforma Solar de Almer´ıa.
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of 100µrad. The measurement time, meaning the period of time over which the
backscatter signal is averaged, is 15 s with a sample frequency of 5 - 7 kHz [Jenoptik,
2013]. The raw data is stored in a NetCDF-format.
3.2.2 Data Collection
Data collection with the ceilometer functions fully automatically. A standard measure-
ment cycle contains the testing of the data and the evaluation of the status parameters,
such as the temperature and the voltage after each measurement. If the parameter
values exceed the tolerance region or a hardware error exists, a reinitialization is per-
formed, controlled by the APD controller. Also, in case of malfunction or the absence
of communication between the modules a new measuring cycle is triggered [Jenoptik,
2013]. The laser pulse energy is essentially determined by the pulse repetition rate. A
decrease in pulse energy leads to an automatic decrease in pulse repetition rate. When
the pulse energy falls below 4.5 kHz, an error message is issued [Jenoptik, 2013]. Error
messages are sent to the user, when the window is contaminated. An automatic anal-
ysis of the reflection at the window provides information about the soiling. For signal
recording, a sensitive photon counter is used, which allows the detection of low count
rates, but also of noise signals. The noise performance of the receiver depends on the
voltage supply [Jenoptik, 2013]. Data storage and measurement work simultaneously.
The system runs day and night continuously since April 2014 at the PSA, saving the
data on a daily basis in NetCDF-format.
3.2.3 Data Processing
For comparison of ceilometer data with lidar data or sun photometer data specific con-
ditions must be valid. Because of malfunction or contaminated windows that demand
a shutdown for cleaning, there are gaps in the ceilometer data, that need to be sorted
out manually with a MATLAB routine. In principal, a sampling rate of 15 s serves
as reference for data exclusion. Only measurements that include consecutive sampling
for more than 2 min are used. Time stamps that refer to night measurements from
9 pm to 6 am are excluded from data analysis, because the sun photometer and LIDAR
measure almost only during daytime.
Cloud Exclusion For comparison with sun photometer data it is essential to dif-
ferentiate between measurements performed at cloud-free time periods or at cloudy
conditions. As further discussed in section 3.3.2, the sun photometer data is processed
by AERONET and gives results for time periods where a clear atmosphere was given.
The ceilometer measures up to three cloud base heights that data are also saved in the
NetCDF-file. Therefore, only data that indicates a cloud-free atmosphere, meaning
that no cloud base height is given, is used for comparison with the sun photometer.
Downsampling For the selected periods, the ceilometer data must be downsampled.
This means that the sampling rate of 15 s must be downsampled manually to 1 min to
match the LIDAR and sun photometer sampling rates. Thus, the backscatter signal of
the ceilometer is averaged over the respective time interval of one minute. This time
interval also coincides with the temporal resolution of the temperature and pressure
profiles that are acquired at the PSA and that have an impact on the derivations of
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the backscatter and extinction coefficients using the Klett-Fernald method, see section
2.5.
3.3 Sun Photometer
The multiband sun photometer CE318 provided by Cimel is an instrument for mea-
suring optical properties of the atmosphere, providing information about the quantity
and optical character of aerosols. It measures the direct solar irradiation of the wave-
lengths: 340, 380, 440, 500, 675, 870, 1020 and 1640 nm. On the basis of reference
values and the current intensity of the sun’s radiation, optical properties of the atmo-
sphere can be deduced. The sun photometer is connected to the AERONET (Aerosol
Robotic Network), which is a federation of ground based remote sensing aerosol net-
works. It provides a long-term, continuous and readily accessible database of aerosol
optical properties [AERONET, 2014]. The instrument is located at the PSA, Tabernas,
Spain, in about 2 m distance to the LIDAR system and the ceilometer.
3.3.1 Components
The sun photometer, depicted in figure 11 is a portable instrument that consists of
three parts: an electronic box, a two axis motorized system and a sensor head [Cimel,
2001]. The electronic box is the control and measuring unit and contains the CPU card,
which is the central processor of the instrument. It connects the sensors for the sun’s
luminance and controls the motorized tracking system that carries the optical head,
which can rotate around the vertical and horizontal axis [Cimel, 2001]. Two detectors,
installed at the sensor head, measure the direct sunlight over a range of particular
wavelengths. The selection of wavelength is achieved with the motorized filter holder
by eight attached narrow filters in front of the detectors.
Figure 11: Sun photometer located at the PSA, Spain.
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3.3.2 Data Collection
Since the sun photometer is an autonomously operating instrument, the data collection
functions fully automatically. Data processing and analysis is performed by AERONET
with the AERONET standard cloud-screening algorithm and the AERONET inversion
code [Smirnov et al., 2000, Holben et al., 1998]. The code inverts sky radiances simul-
taneously at all measured spectral channels. Aerosol particles are assumed to be either
spherical or non-spherical and the atmosphere is assumed to be plane-parallel [Cimel,
2001]. The retrieval method provides inter alia the aerosol optical depth for the given
channels. It is differentiated between three levels of classification. Level 1.0 refers
to the AOD of uncorrected data, Level 1.5 refers to a cloud correction, where high
AODs that indicate clouds are extracted from the data. Level 2.0 then corresponds to
a cloud corrected and quality assured retrieval method, that sets the limits for uncer-
tainties lower and thus yields a reduced number of data points due to data removal.
The processed data files are freely accessible via the AERONET website [AERONET,
2014].
Figure 12: The AODs for 8 wavelengths plotted over time. Recorded on 2014/03/05.
In figure 12 an exemplary data file is depicted. The aerosol optical depth is plot-
ted over the time axis for the eight available wavelengths. Data were acquired on
the 2014/03/05 between 7:30 am and 5 pm at the PSA, when the atmosphere was
clear, containing no visible clouds. High wavelengths are less scattered by particles or
molecules resulting in smaller backscatter and extinction coefficients. Therefore, high
wavelengths yield to lower values for the AOD than low wavelengths.
With the obtained AODs at 340, 500, and 1020 nm, the A˚ngstro¨m parameters have
been calculated using the modified A˚ngstro¨m approach [Bird and Riordan, 1984, Guey-
mard, 2001]. This approach allows to determine the AODs for the specific wavelengths
355, 532 and 1064 nm from the measured AODs of the sun photometer channels. The
simplified methodology considers two different spectral regions, above and below the
threshold wavelength λ0 = 500 nm. The A˚ngstro¨m coefficients Ai and Bi are determined
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with:
AOD = Bi
(
λ
λ1
)Ai
, (49)
where λ is the variable wavelength and λ1 = 1000 nm is the reference wavelength [Guey-
mard, 2001]. If λ<λ0, Ai =A1, otherwise, Ai =A2. Further, Bi =B1 = 2
A2−A1B if
λ<λ0 and Bi =B2 =B otherwise. With the according A˚ngstro¨m coefficients the AODs
for the specific wavelengths of 355, 532 and 1064 nm, that correspond to the operating
channels for LIDAR and ceilometer measurements are retrieved.
4 Results
In this section the aerosol extinction coefficient is derived from data acquired with
the LIDAR and ceilometer system using the Klett-Fernald method. The impact of
the reference height, the lidar ratio and the background correction to the method are
discussed. Furthermore, the AODs determined with the sun photometer, the LIDAR
and the ceilometer are intercompared, using the sun photometer AODs as reference
values. The overlap correction functions presented in section 2.7 are determined and
applied to the LIDAR backscatter signal. Then again, the corrected LIDAR data is
compared to the sun photometer data. Finally, the extinction coefficient determined
with the LIDAR is compared to scattermeter data.
4.1 Determination of the Aerosol Extinction Coefficient
To derive the aerosol extinction coefficient with the Klett-Fernald method as described
in section 2.5, the reference height rref and the lidar ratio LR need to be specified. LI-
DAR data analysis is performed using MATLAB. The raw signal from photon counting
and analog is glued together as described in section 3.1.5 and background corrected. For
temperature and pressure determination on-site measurements have been performed,
giving the ground values Tg and pg with a temporal resolution of one minute. Com-
monly known standard profiles released by the Air Force Geophysics Laboratory in
1986 are used for scaling the temperature and pressure profiles to the ground values
[Anderson et al., 1986]. The afglms-atmospherical profile for midlatitude summer has
been applied to the ground values with an according output spatial resolution of 7.5 m.
The refractive index ns and the depolarization factor δ are given by Raymetrics:
n2s − 1 =

5.7148 · 10−4 355 nm
5.5647 · 10−4 532 nm
5.48 · 10−4 1064 nm
δ =

0.0301 355 nm
0.0284 532 nm
0.0273 1064 nm
.
The number density of molecules at standard air conditions NS0 is 2.547 · 1025 moleculesm3
[Kovalev, 2004]. With these values and the additional presumptions about the reference
height and the lidar ratio, the molecular backscatter and extinction coefficients can be
calculated and furthermore the aerosol backscatter and extinction coefficients can be
determined.
4.1.1 Sensitivity - Reference Height
The specific choice of a reference height is an important factor for the determination
of the atmospheric parameters, as the Klett method is very sensitive. For that rea-
son sensitivity studies for the uncorrected lidar signals have been carried out. With
the presumed lidar ratios of 58 sr and 55 sr for the 355 nm and 532 nm wavelengths,
respectively, the reference height rref has been varied for sensitivity studies. Figure 13
shows the aerosol extinction coefficient for five different reference heights varying from
rref = 2000 m to rref = 7000 m plotted over the range from 0 - 5000 m. The data were
acquired on the 2014/03/05, 11:47 am with the LIDAR system.
The coefficient is derived for both wavelengths, 355 nm in figure 13(a) and 532 nm
in figure 13(b). The results reveal that there is no proportional dependency between
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(a)
(b)
Figure 13: Aerosol extinction coefficient with varying reference height for (a) 355 nm
with LR = 58 sr and (b) 532 nm with LR = 55 sr. Recorded on 2014/03/05, 11:47 am.
rref and αaer, in fact, the reference height meets singularity conditions in the Klett-
Fernald method. As can be seen in figure 13(a), an increase in the reference height
from 2000 m to 6000 m leads to an increase of the aerosol extinction coefficient for the
355 nm wavelength. When assuming a reference height of 7000 m the aerosol extinction
coefficient reveals a similar result as for the 4000 m reference height. Figure 13(b) shows
that the aerosol extinction coefficient for the 532 nm wavelength is smaller than 0 over
the complete range, when assuming a reference height of 4000 m and 6000 m.
Negative values for the aerosol extinction coefficient are due to the SNR in high ranges
of lidar sounding. The backscatter signal reveals negative values after background
correction and therefore leads to a negative aerosol extinction coefficient. To avoid
negative values in the backscatter signal at the reference height, the reference height
should be set low. According to [Mattis et al., 2008] the reference height lies between
5 - 7 km. Hence, a reference height of 5000 m was chosen for the following considerations.
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4.1.2 Sensitivity - Lidar Ratio
To analyze the sensitivity of the Klett-Fernald method regarding the lidar ratios, the
reference height rref was kept constant and the lidar ratios have been varied. Figure 14
shows the aerosol extinction coefficient αaer for 355 nm and 532 nm with the lidar ratios
ranging from 20 sr to 70 sr. αaer exhibits a proportional dependency to the variation
of LR for both wavelengths. An increase of the LR leads to an increase of the aerosol
extinction coefficient for both wavelengths. It can be seen that a variation of LR from
20 sr to 70 sr results in an increase of the aerosol extinction coefficient by almost one
magnitude.
(a)
(b)
Figure 14: Aerosol extinction coefficient with varying lidar ratio for (a) 355 nm and (b)
532 nm with reference height = 5000m. Recorded on 2014/03/05, 11:47 am.
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From the elastic backscatter signal of the LIDAR system no information about the
size of aerosol particles and thus the lidar ratio can be derived. Therefore, the values
for the lidar ratio are taken from literature, see section 2.5.2. For the ongoing studies
the lidar ratios of 58 sr for 355 nm and 55 sr for 532 nm were chosen.
4.1.3 Background Correction
Background radiation is a source of error during LIDAR measurements. Diffuse sun-
light reaches the telescope and leads to a randomly change of signal for the LIDAR
channels. Generally, the signal-to-noise ratio for shorter wavelengths is better than for
(a)
(b)
Figure 15: (a) Raw lidar signal and (b) aerosol extinction coefficient for 355 nm, derived
from the uncorrected signal (red), the background corrected signal (cyan) and the signal
from night measurement (blue). Recorded on 2014/03/17, 14:13-18:07 pm and 19:03-
19:46 pm.
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higher wavelengths, as can be seen in the figures 13 and 14. Since a night measurement
has been performed on the 2014/03/17, see figure 16, the background corrected signals
can be compared to night measurement signals to check if a background correction
is of importance for the derivation of the extinction coefficient. The results for the
background correction for the 355 nm wavelength are depicted in figure 15. The data
were acquired during day time at 14:13-18:07 pm and at night time at 19:03-19:46 pm.
The signals and aerosol extinction coefficients are depicted over a range from 0 to
7500 m and have been averaged over the respective time periods. In addition to the
uncorrected day and night measurement signals, the background corrected signal from
day measurement is shown in figure 15(a).
The recorded backscatter signal of the day measurement contains background signals.
From the data of the night measurement can be seen that the background radiation has
an impact on the signal for the region above 1000 m. Figure 15(b) shows the aerosol
extinction coefficient.
For background correction, the mean signal value of the last 50 data points (bins) of
the complete range (0 - 15000 m), is subtracted from the signal. 50 bins correspond to
375 m. After background correction the signals of night and day measurements exhibit
a similar behavior.
An exemplary application of the Klett-Fernald method to the uncorrected signal from
the day measurement yields to a strong deviation of αaer between the corresponding
day and night results, see 15(b)(red). After background correction the profiles for the
aerosol extinction coeffient exhibit a similar behavior. Small deviations are due to
the different atmospheric conditions during day and night performance. For further
considerations a background correction has been applied to the raw backscatter lidar
signals.
Figure 16: METAS, PSA on the 2014/03/17, 19:40 pm during LIDAR measurements.
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The data of the LIDAR, the ceilometer and the sun photometer can be intercompared
when representing the AOD. For the LIDAR and the ceilometer, the calculation of the
AOD was accomplished using the Klett-Fernald method and integrating over the aerosol
extinction coefficient up to the reference height of 5000 m according to equation 1. The
determination of the AOD with sun photometer data was performed as described in
section 3.3.2.
4.2.1 LIDAR - AERONET
(a) (b)
Figure 17: AODs of sun photometer and LIDAR for 355 nm (a) and for 532 nm (b).
To compare LIDAR and sun photometer AODs, adequate time periods need to be
chosen with the presumption that the atmosphere is completely cloud-free. This pre-
sumption is necessary for the data processing of AERONET. In other cases, i.e. a
cloudy atmosphere, the level 1.5 algorithm will lead to gaps in the data set. For the
purpose of cloud exclusion the continuously measuring ceilometer is taken as a refer-
ence, as earlier described in section 3.2.3.
It is expected that the AODs determined with the LIDAR system lie below the values
obtained with the sun photometer due to the overlap problem of the LIDAR.
As a fast and simple correction method for the overlap problem of the LIDAR, the
measured signal was held constant for the region of incomplete overlap with the value
corresponding to 120 m. The results are unchanged from the results with no signal
correction and presented in figure 17. Keeping the signal constant for the lowest range
bins is an insignificant correction method that is furthermore reduced by the range
correction implied in the Klett-Fernald method. More promising correction methods
are applied and the results are presented in section 4.3.
For analysis and comparison data recorded between the 2014/03/04 and
2014/03/20 has been used, leading to a total number of 1399 data points. One data
point refers to an average of one minute measurement for the LIDAR. For the cal-
culation of the AOD from the aerosol extinction coefficient, only positive values were
used.
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The AODs of the sun photometer and LIDAR are plotted in figure 17(a) for the
355 nm wavelength and in 17(b) for the 532 nm wavelength. To keep errors comparable
for both wavelengths, all outliers above an AOD of 0.6 are sorted out before error
analysis. Also values of the AOD indicating 0 are removed from the data, causing a
variation in the number of data points as depicted in figure 17(a) and 17(b). For the
355 nm wavelength 1389 data points and for the 532 nm wavelength 1369 data points
have been used for analysis. The color bar is set to a logarithmic scale for better
distinction of multiple occupation of the same coordinate point. The diagonal line
indicates the region where LIDAR AODs and sun photometer AODs would coincide.
A factor for scattering around this line is the inhomogeneity of the atmosphere, since
both instruments do not measure the exact same sample of air column.
The expectation of lower AODs for lower wavelengths is experimentally verified. For
the 355 nm wavelengths the data accumulation exhibits a linear behavior, meaning that
for increasing AODs measured with the LIDAR, the corresponding AODs of the sun
photometer are also increasing. The majority of values lies between 0.03 and 0.25. The
mean difference (MD) between the AOD of the LIDAR and reference AOD of the sun
photometer is −0.004 with mean(AODLIDAR) < mean(AODAERONET ). The standard
deviation (STD) as a measure of the amount of variation from the average is 0.070 and
the root mean square (RMS), as a measure of the magnitude of the varying values,
is also 0.070. The errors are calculated with the sun photometer AODs as reference
data for the LIDAR AODs. From the scatter plot can be seen, that the processed
AERONET data exhibits constant AODs for longer time periods, whereas the LIDAR
data fluctuates, due to the sensitive retrieval algorithm. The absolute errors for the
AOD retrieval with the Cimel sun photometer vary between 0.01 and 0.02 [Holben
et al., 1998].
A source of error for the LIDAR data processing is the varying lidar ratio. The ratio
is held constant over altitude and time, although the physical understanding of the
lidar ratio demands an atmosphere dependent determination for each altitude and time.
Analogous, the AODs of the sun photometer and the LIDAR for the 532 nm wavelength
are depicted in figure 17(b). From the plot can be seen, that the LIDAR AODs are
smaller than the sun photometer AODs. The sun photometer AODs vary from 0.01 to
0.13, whereas the LIDAR AODs accumulate around 0.02. Also from the mean difference
of −0.035 can be seen, that the LIDAR data exhibits a smaller mean AOD than the
sun photometer data. The standard deviation of 0.074 and the root mean square of
0.082 are higher than the errors of the 355 nm results, showing that the scattering of
the LIDAR data around the reference data of the sun photometer is stronger for the
532 nm wavelength, although the mean AODs of this wavelength are lower than for the
355 nm wavelength. Another factor that impacts the 532 nm channel stronger than the
355 nm channel is the background noise at the reference height of 5000 m. For 532 nm,
the range corrected signal includes negative values after the background correction.
Those values lead to a negative extinction coefficient at some ranges and can therefore
not be considered when calculating the AOD. Accordingly, the AOD for the LIDAR
532 nm channel is expected to be lower than the reference values.
A significant source of error, besides the uncertainty of the lidar ratio, is the incom-
plete overlap of the receiver’s and laser’s fields of view. Both fields of view coincide
above a range of 120 m. Below this range an incomplete signal is recorded that leads
to a smaller aerosol extinction coefficient and consequently a lower AOD.
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4.2.2 LIDAR - Ceilometer
As results of the comparison between LIDAR and ceilometer a difference in AODs is
expected, caused by the difference in detection wavelengths, since the AOD is wave-
length dependent and decreases with increasing wavelengths. Nevertheless, a temporal
change in atmospheric conditions must be detected by both instruments.
The ceilometer aerosol extinction coefficient is calculated with the Klett-Fernald
method, analogous to LIDAR calculations. The time resolution is downsampled to
one minute time steps. The lidar ratio for the 1064 nm wavelength is approximated to
be 45 sr and the reference height is 5000 m. Temperature and pressure profiles have
been determined using the ground values at the PSA and scaling the standard profiles
[Anderson et al., 1986]. An exemplary aerosol extinction coefficient profile is shown in
figure 18. Data is recorded on the 2014/03/05 at 12:58 pm and 13:44 pm. The aerosol
extinction coefficient determined with the ceilometer for the 1064 nm is expected to be
generally smaller than for the LIDAR 355 nm and 532 nm channels.
The aerosol extinction coefficient for the 1064 nm wavelength results in negative val-
ues due to the retrieval method for measurements performed when the atmosphere was
very clear, see figure 18. The integration of a negative aerosol extinction coefficient
leads to negative values for the AOD, accordingly. When compared to figure 12, smaller
values for the AOD at high wavelengths at the 2014/03/05 is in accordance with the
sun photometer data. The AERONET 1.5 level retrieval method allows negative val-
ues for AODs down to −0.1 [AERONET, 2014]. For the purpose of comparison also
with LIDAR measurements, negative values of the AOD are omitted. Data measured
between the 2014/03/03 and 2014/03/20 has been used. The AODs determined with
ceilometer measurements are plotted together with the AODs determined with the
LIDAR system for 355 nm 19(a) and for 532 nm 19(b) and the ceilometer functions as
Figure 18: Exemplary aerosol extinction coefficient measured with the ceilometer at
1064 nm on 2014/03/05 at 12:58 pm (blue) and at 13:44 pm (red).
a reference for the LIDAR. After cloud exclusion a data set consisting of 1547 data
points was found. For error calculations all values equal or smaller than 0 and greater
than 0.6 are excluded and subsequently the number of data points decreased to 1463
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and 1404 for 355 nm and 532 nm, respectively. This decrease is due to the fact, that a
negative aerosol extinction coefficient leads to a negative AOD and therefore is excluded
from the data.
In figures 19(a) and 19(b) can be seen, that the ceilometer AODs compared to the
LIDAR AODs for the 532 nm channel lead to a smaller mean difference than for the
355 nm channel. This was an expected behavior, because the AOD is wavelength
dependent. The STD and the RMS of the comparison with ceilometer AODs to LIDAR
AODs for the 355 nm are smaller than for the 532 nm channel. A reason for this is
found in the higher SNR for the 532 nm wavelength. At the reference height the range
corrected 532 nm lidar signal exhibits strong irregularities causing a greater scattering
of AODs than for 355 nm.
(a) (b)
Figure 19: AODs of ceilometer and LIDAR for 355 nm (a) and for 532 nm (b) with
cloud-free atmosphere.
In figure 20, all data are shown without any specific cloud exclusion, so that also data
of days with hazy atmospheric conditions were analyzed and AODs also greater than
0.6 are plotted. The total number of data points is 2210 and all AOD values, equal or
smaller than 0 and greater than 1, are sorted out for error calculations. The MD, STD
and RMS for the 355 nm channel are significantly bigger than for the cloud-free data
set. This is also due to the higher range of AODs. For hazy days the AODs tend to be
greater than 0.6, causing a larger error scale. Particularly noticeable from the figure
20(b) is the scale change in the color bar. The dark red pixel close to the coordinate
origin indicates that more than thousand data points are scattered around this sample
pixel. The errors for the 532 nm channel are small, because most part of the AOD data
is close to 0 for LIDAR and ceilometer.
From both figures 19 and 20 can be seen that the AODs acquired with the ceilometer
are significantly smaller than for the LIDAR. The errors of the AODs obtained with the
532 nm wavelengths compared to the ceilometer data is smaller than for the 355 nm
wavelength, because the AOD is wavelength dependent and the 532 nm wavelength
consequently leads to smaller values of AOD for this channel. The data acquired with
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(a) (b)
Figure 20: AODs of ceilometer and LIDAR for 355 nm (a) and for 532 nm (b).
hazy atmospheric conditions show greater errors than for clear atmospheric conditions.
A source of error for the ceilometer is the instability in signal at the reference height.
It is also possible that higher cloud layers were detected with the LIDAR system, but
not with the ceilometer, resulting in bigger errors than if only clear conditions were
assumed. For that reason, it is necessary to compare also the sun photometer AODs
with the ceilometer AODs.
4.2.3 Ceilometer - AERONET
For the comparison of the sun photometer AODs to the ceilometer AODs a great data
set, acquired between the 2013/11/07 and 2014/06/24 has been analyzed. The AODs
of both instruments are expected to show the same values and scatter close to the
indicated diagonal in the scatter plot.
Again, the cloud exclusion routine narrowed the data set down to a total number
of 44 260 data points, where one data point corresponds to one minute averages of
sampling. After sorting out all points equal to 0 and greater than 0.6 before error
calculation, the number of data points has been reduced to 38 981. For the determi-
nation of the AOD from the ceilometer signals at 1064 nm, a lidar ratio of 45 sr and a
reference height rref of 5000 m has been assumed. The results are shown in figure 21.
For the sun photometer, constant values over a larger period of time are characteristic,
while the ceilometer is able to measure fluctuating changes in the atmosphere. For
error calculations, the AOD of the sun photometer was taken as a reference for the
ceilometer. From the AODs mean difference can be seen that the AODs acquired with
the ceilometer are smaller than for the sun photometer, which was unexpected since the
same wavelength is analyzed for both instruments. Around 10 000 data points coincide
very close to the coordinate origin, which results in comparably small errors for the
standard deviation and the root mean square. It can also be seen, that although the
ceilometer data indicated an aerosol free atmosphere with the cloud exclusion routine
and shows AODs at 0.01, the sun photometer measured values greater than 0.5. This
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suggests that a ceilometer calibration must be performed. A misalignment could cause
an exit of the laser beam out of the receiver’s FOV before reaching the reference height
at 5 km. Therefore, the backscatter signal could be reduced at higher regions, causing
also a reduction in the extinction coefficient, when the far-end Klett method is applied.
Figure 21: AODs of sun photometer and ceilometer at 1064 nm.
44 4.3 Overlap Correction of the Lidar Signal
4.3 Overlap Correction of the Lidar Signal
Figure 22: Correction functions.
The aerosol extinction is expected to be comparably high for the lowest 120 m, due
to stirred-up dust and urban pollution. Presuming a higher aerosol density, the laser
light is scattered stronger by particles in this region. Hence, the backscatter signal in
the lowest region is also expected to reach its maximum values, assuming a cloud-free
atmosphere. For the evaluation of the correction functions, the sun photometer data
served as a reference for the ongoing considerations.
The three correction functions presented in section 2.7 were generated using MAT-
LAB and are plotted in figure 22. Since the overlap problem is exclusively due to the
geometrical properties of the LIDAR setup, the correction functions are wavelength
independent. All correction functions are normalized to 1 in the full overlap region.
The analytical correction function, see figure 22 (dark blue), was found with the
specifications stated in section 3.1.1 and the method described by Stelmaszczyk et
al. (2005), see section 2.7.1. The correction function reveals values equal to 0 for the
first 4 range bins, corresponding to 30 m and can therefore only correct the signal down
to the first 30 m of the measurement range.
The correction function proposed by Biavati et al. (2011) was calculated from tilted
measurements with an elevation angle ω= 20◦ and vertical measurements. Data of the
2014/03/17 beginning at 13:29 pm was used with 5 min averaging for single measure-
ments. Optimal results could be achieved by averaging the data that was recorded
vertically, before and after an elevated angle measurement was performed. 25 iter-
ations were applied to generate the correction function, which is valid for altitudes
down to 41.04 m. Below this altitude, the backscatter signal is held constant for the
corresponding range bins, causing a maximum in the aerosol extinction coefficient at
45 m, as can be seen in figure 24(b).
The correction method proposed by Guerrero-Rascado et al. (2010) leads to two dif-
ferent correction functions for the direct and the iterative approach, indicated as black
dashed line and red diamond line in figure 22. For both approaches the data recorded
on the 2014/03/17 between 14:13 pm and 17:18 pm was averaged over the whole time
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Figure 23: Guerrero-Rascado direct correction function for 355 nm and 532 nm of aver-
aged data. Recorded on 2014/03/17, 14:13-17:18 pm.
period. This correction method uses the ceilometer as reference, which measures with
a spatial resolution of 15 m. The correction function is consequently valid for altitudes
greater than 15 m.
The correction functions by Biavati et al. (2011) and Guerrero-Rascado et al. (2010)
are derived separately from the lidar backscatter signals at the 355 nm channel and at
the 532 nm channel. The determined correction functions have then been averaged
to achieve a wavelength independence. An exemplary plot showing the difference be-
tween the correction functions generated with the 355 nm and the 532 nm wavelength is
displayed in figure 23 for the direct method proposed by Guerrero-Rascado et al. (2010).
The three correction functions are applied to the signal by division, as can be seen
in figure 24(a). The impact on the resulting aerosol extinction coefficient is displayed
in figure 24(b). For that figures, the data of the 2014/03/05, 12:34 pm is used. The
greatest impact on the signal is obtained by the correction function proposed by Bia-
vati et al. (2011), followed by the correction function proposed by Guerreo-Rascado et
al. (2010). The smallest modification to the signal occurred with the correction function
of Stelmasczcyk et al. (2005). These results are also reflected in the aerosol extinction
coefficient.
Consequently, for the corrected aerosol extinction coefficient the most significant
modification is achieved when using the correction function proposed by Biavati et
al. (2011), see 24(b). For clear atmospheres, the aerosol extinction coefficient is ex-
pected to be significantly higher in the lowest hundred meters of the troposphere in
comparison to higher altitudes. For that reason, the correction functions proposed by
Biavati et al. (2011) and Guerreo-Rascado et al. (2010) seem best suited as a correction
function for the LIDAR signal. Further evaluation of the correction functions is made
in the following sections.
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(a)
(b)
Figure 24: Correction functions applied to the 355 nm signal (a) and the resulting aerosol
extinction coefficient (b). Recorded on 2014/03/17, 12:34 pm.
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4.3.1 Stelmaszczyk
LIDAR - AERONET The correction function proposed by Stelmaszczyk et al. (2005)
has a very small impact on the signal, resulting in an insignificant change in the aerosol
extinction coefficient, as can be seen in figure 24(a) and 24(b). Therefore, the impact
of the correction on the lidar AODs is expected to be small.
The figures 25(a) and 25(b) show the corrected AOD derived from LIDAR measure-
ments in comparison to the AOD obtained with the sun photometer for 355 nm and
532 nm, respectively. The same data set as in section 4.2.1 is used, where uncorrected
LIDAR data were compared with sun photometer data.
In comparison to the uncorrected data, the AOD of the LIDAR 355 nm channel is
corrected towards the reference AODs. The mean difference, compared to the uncor-
rected LIDAR data is lowered to −0.002 and the standard deviation and the root mean
square are lowered to 0.066. For the corrected LIDAR data, the number of data points
that are unequal to 0 and smaller than 0.6 is 1385 for the corrected LIDAR data.
For the 532 nm wavelength, no change is obtained by applying the correction function
by Stelmaszczyk et al. (2005). The correction functions are designed to correct the
overlap problem caused by the geometrical properties of the LIDAR setup, regardless
the wavelength of the measurement signal. Therefore the correction function proposed
by Stelmaszczyk et al. (2005) might not suit the LIDAR system installed at the PSA.
(a) (b)
.
Figure 25: AODs of sun photometer and LIDAR for 355 nm (a) and for 532 nm (b) with
applied correction function by Stelmaszczyk et al. (2005).
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4.3.2 Biavati
LIDAR - AERONET Since the correction function by Biavati et al. (2011) induced
the greatest impact of all correction methods on the resulting aerosol extinction coeffi-
cient, the AODs obtained with the LIDAR system are expected to differ less from the
reference values.
Figure 26 shows the AODs measured with the sun photometer in comparison to
the AODs measured with the LIDAR system for the 355 nm and 532 nm wavelengths.
For this comparison, the same data set is used previously in section2.7, when it was
used for the comparison without usage of a correction function for the lidar signal.
For the 355 nm signal an ”over-correction” is induced by the correction function, see
figure 26(a). The mean difference of AODs obtained by sun photometer and LIDAR
changes from −0.004 for the uncorrected data to 0.017 for the corrected data. This is
due to the fact that also outliers are corrected, leading to considerably higher values.
The standard deviation and the root mean square vary insignificantly by 1 % from
the values of the AOD comparison with the uncorrected data. In figure 26(b) the
impact of the correction function on the 532 nm AODs is shown. The values of the
LIDAR AODs increase, compared to the uncorrected data. The mean difference of
sun photometer AODs and LIDAR AODs is decreased to −0.028, whereas the STD
and the RMS are increased because outliers are corrected with the correction function.
Also the number of data points greater than 0 and smaller than 0.6 increased to 1374
for the 533 nm wavelength, consequently causing a variation in STD and RMS. The
application of the correction function by Biavati et al. (2011) leads to results, which
are in good accordance with the expected effect of increasing AOD after correction.
(a) (b)
Figure 26: AODs of sun photometer and LIDAR for 355 nm (a) and for 532 nm (b) with
applied correction function by Biavati et al. (2011).
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4.3.3 Guerrero-Rascado
LIDAR - AERONET Figure 27(a) and 27(b) show the AODs of the sun photometer
and LIDAR, when the correction function by Guerrero-Rascado(2010) is applied to the
lidar signal. The same data set has been used as for the comparison of the uncorrected
LIDAR data with the sun photometer data, see section 17, has been used. As expected,
the correction function obtained with the iterative method has a greater impact on the
resulting AODs, than the correction function obtained with the direct method.
(a) (b)
Figure 27: AODs of sun photometer and LIDAR for 355 nm (a) and for 532 nm (b) with
applied correction function by Guerrero-Rascado et al. (2010) (direct method).
(a) (b)
Figure 28: AODs of sun photometer and LIDAR for 355 nm (a) and for 532 nm (b) with
applied correction function by Guerrero-Rascado et al. (2010) (iterative method).
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For the 335 nm wavelength both correction functions lead to a decreasing number of
included data points from 1389 to 1384. The correction function obtained with the
iterative method leads to smaller errors for the 355 nm wavelengths (MD 0.005, STD
0.069, RMS 0.070) than the usage of the direct method. The errors are calculated with
the sun photometer AODs as reference values. The correction function obtained with
the direct method ”over-corrects” the signal, as can be seen from the positive value of
the mean difference (0.011). Also for the 532 nm wavelength the correction function
obtained with the iterative method leads to smaller errors, when comparing the AODs
of the sun photometer with the AODs of the corrected LIDAR data, see figures 27(a)
and 27(b). In that case number of data points is reduced to 1365.
4.3.4 FS11 Comparison
At the PSA also FS11 scattermeter of Vaisala are used to determine the extinction
coefficient. As primary measurand, the MOR (Meteorological Optical Range) serves to
derive the spectral extinction coefficient using the Beer-Lambert Law. The scattermeter
consists of an emitting unit which produces a light beam with a wavelength of 875 nm.
The receiver unit measures the monochromatic photons, which are scattered by a small
air volume into the receiver optics. One FS11 scattermeter is mounted in a height of
about 90 m on the top of the CESA1 tower located at PSA (see figure 29(a) and 29(b).
It is expected that the FS11 extinction coefficient is lower than the extinction coef-
ficient obtained with the LIDAR system, because of the higher wavelength. To reach
the region of complete overlap for the LIDAR system already at an altitude of 90 m,
the LIDAR was tilted to an elevation angle of 20◦ and 15◦ for separate measurements
at 2014/06/11 at 12:19-12:48 pm and at 13:21-13:50 pm, respectively.
(a) (b)
Figure 29: (a) Tower and (b) scattermeter at the PSA.
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(a)
(b)
Figure 30: Extinction coefficient at 90 m altitude obtained by FS11 CESA1 and LIDAR
with 20 ◦ elevation (a) and 15 ◦ elevation (b). Recorded on 2014/06/11.
In figure 30, the extinction coefficient α(r, λ) measured with the FS11 scattermeter
and the LIDAR system is shown. Figure 30(a) shows the extinction coefficient for the
LIDAR wavelengths 355 nm and 532 nm for an elevation angle of 20◦ compared to the
extinction coefficient measured with the FS11 for the 875 nm wavelength. The tem-
perature and pressure profiles have been adapted for the calculation of the extinction
coefficient. For the 15◦ measurement, the reference altitude was adapted from 5000 m
to the highest possible altitude 3882 m.
As expected, the LIDAR 355 nm extinction coefficient is higher than for the other
wavelengths. For the 532 nm wavelength, a large fraction of the determined extinction
coefficients are below the values measured with the FS11. This could be due to the
range correction that is applied to the LIDAR signal. The backscatter signal is mul-
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tiplied with r2 for the respective sampling altitude to correct the assumed logarithmic
decrease in signal for increasing altitudes. For angular measurements this correction
may be insufficient, because a smaller amount of the direct solar radiance reaches the
receiver.
Furtermore, the LIDAR extinction measurements show higher peaks, due to a higher
sensitivity compared to the FS11. A general source of error for the comparison of
LIDAR and FS11 is the inhomogeneity of the atmosphere. Although the FS11 and the
LIDAR recorded signals at the same altitudes, the distance between the atmospheric
sampling points is approximately 1 km. Thus, the extinction coefficient may vary
strongly due to fluctuations in aerosol and molecule density.
Figure 30(b) shows the extinction coefficients for the different LIDAR wavelengths
recorded with an elevation angle of 15◦ of the LIDAR system, compared to the ex-
tinction coefficient measured with the FS11 for the 875 nm wavelength. Again, the
LIDAR wavelengths show a stronger sensitivity, reflected by high peaks, whereas the
extinction coefficient measured with the FS11 lies constantly below the range of 10−5.
Particularly, extinction coefficient determined from the 532 nm wavelength lies below
the FS11 extinction coefficient. A reason for the lower values at this wavelength is
the negative range corrected signal at the reference height. The 532 nm lidar signal is
more distrubed by noise signals and therefore tends to negative signals at the refer-
ence height, resulting in a low or negative extinction coefficient for the corresponding
altitude. Nevertheless, figure 30 shows that the calculated extinction coefficients for
the LIDAR system are in good accordance with the reference values obtained with the
FS11.
To evaluate the correction functions not only by comparing to sun photometer data,
the extinction coefficient from the corrected signal of vertical LIDAR measurements
can also be compared with the extinction coefficient obtained with the FS11. For that
aim, the three correction functions are applied to the lidar signals. Data were recorded
on the 2014/03/05 between 11:37 am and 15:38 pm. Figure 31(a) shows the LIDAR
extinction coefficient derived from the 355 nm measurement for the correction functions
earlier stated in section 2.7 and shown in figure 22. Additionally, the derived extinction
coefficients from the uncorrected lidar signal and the FS11 data is shown. The data
were obtained for an altitude of 90 m.
In figure 31(a) the lidar extinction coefficients for the 355 nm channel is shown. If
no correction is applied, the extinction coefficient is negative as expected for altitudes
lower than the complete overlap region beginning at 120 m. The application of the
correction function proposed by Stelmaszczyk et al. (2005) results in a negative extinc-
tion coefficient. A significant change is obtained with the correction function proposed
by Biavati et al. (2011) and the iteratively obtained correction function by Guerrero-
Rascado et al. (2010). For the 532 nm LIDAR channel, the analogous measures are
illustrated in figure 31(b). Again, the stronger influence of background radiation for
higher wavelengths is reflected in the depicted results. At the reference height, noise
signals lead to negative values after background correction, resulting in a negative
extinction coefficient.
A direct comparison to the FS11 values underlines the need of a correction function
for the region of incomplete overlap. According to the previously described results of
section 4.3.2 and section 4.3.3, the proposed correction function by Biavati et al. (2011)
and the iteratively obtained correction function by Guerrero-Rascado et al. (2010) are
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best suited. After correction of the signal the extinction coefficient lies in good accor-
dance to the reference values obtained with the FS11.
(a)
(b)
Figure 31: Extinction coefficient at 90 m altitude obtained by FS11 CESA1 and LIDAR
with applied correction functions for 355 nm (a) and 532 nm (b). Recorded on 2014/03/05.

5 Conclusion and Outlook
The determination of the aerosol extinction coefficient by LIDAR measurements and
the comparison with results of simultaneously recorded measurements by sun pho-
tometer and ceilometer were the main goal of this study. As described in the previous
sections, there are multiple factors, dependent of environmental conditions and the
measuring set-up, that have significant influence on the results.
For LIDAR analysis, data were acquired between the 2013/08/02 and the 2014/06/20
with a total amount of 33:32 h measurement time. For data processing suited MATLAB
routines were developed. The backscatter signals of the 355 nm and 532 nm elastic
LIDAR channels were analyzed using the Klett-Fernald method, as it is a stable solution
method for determination of the backscatter and extinction coefficients [Klett, 1981].
Pressure and temperature standard profiles were scaled to on-site ground values for
application in the calculation of the molecular backscatter and extinction coefficients.
Additionally, assumptions for the reference height and the lidar ratio have been made
as required by this method. These assumptions were made on the basis of the per-
formed sensitivity studies regarding the reference height, lidar ratio and background
correction and with respect to existing literature. In fact, the reference height was set
to 5000 m, and the lidar ratios to 58 sr for the 355 nm wavelength and 55 sr for the
532 nm wavelength. For background correction, the mean backscatter signal from the
region between 14 675 m and 15 000 m was subtracted from the overall signal.
The choice of the reference height and the lidar ratio is atmosphere dependent and
varies for different measurement sites. As the influence to the derived backscatter and
extinction coefficients is large, the determination of both parameters prior to calcula-
tions is of equal importance. The choice of background correction parameters, such
as the range where no signal is expected, is of secondary importance, as its impact on
the calculations is less significant. Nevertheless, the results exhibit that, generally, a
background correction for the raw backscatter signal is necessary.
Recorded data of the sun photometer and the ceilometer were compared to the result-
ing extinction measurements from the LIDAR system. The sun photometer provides
values for the AOD by measuring the relative luminescence. The data processing by the
Aerosol Robotic Network (AERONET) includes inter alia the level 1.5 retrieval algo-
rithm that excludes all data acquired under cloudy atmospheric conditions. Therefore,
the comparison of sun photometer and LIDAR AODs was accomplished with data from
≈ 23 h measurement at exclusively cloud-free time periods between the 2014/03/04 and
the 2014/03/20. For the 355 nm wavelength the mean difference between the AODs
determined with the sun photometer and the LIDAR of −0.004 was determined. An
increase in aerosol extinction in the atmosphere, due to a temporal increase of the
number of particles in air, is equally detected by both instruments. With the 532 nm
LIDAR channel, lower AODs than for the sun photometer were determined, caused by
the incomplete overlap of the laser’s and the receiver’s fields of view.
Furthermore, a comparison of the ceilometer AODs and the LIDAR AODs was accom-
plished for data recorded between the 2014/03/03 and the 2014/03/20 involving a total
time of measurement of ≈ 24 h. As an advantage, also time periods with cloudy atmo-
spheric conditions could be analyzed, leading to an additional included measurement
time of ≈ 10 h compared to the sun photometer. Since the ceilometer is also based on
the LIDAR technology, the retrieval of the aerosol extinction coefficient was analogous
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for both types of backscatter signals. The lidar ratio was set to 45 sr for the 1064 nm
wavelength. The results revealed significantly lower extinction coefficients measured by
the ceilometer elastic backscatter channel at a wavelength of 1064 nm than by LIDAR
measurements. This deviation was found to increase under hazy or cloudy conditions.
A source of error could be a possible misalignment of the ceilometer system. The laser
beam could exit the FOV of the receiver below the reference range is reached, so that
the backscatter signals are smaller. Nevertheless, a misaligned ceilometer system is an
improbable source of error, that could be corrected by a system calibration. Another
possible explanation for errors of the ceilometer backscatter signal, is a malfunction of
the ceilometer correction function. The output signal is corrected by an implemented
correction function by Jenoptik that aims to correct the reduced signal in the region
of incomplete overlap of the ceilometer.
A comparison between the ceilometer and the sun photometer was accomplished.
The A˚ngstro¨m approach allows to modify the sun photometer AODs of the 1020 nm
channel to the specific 1064 nm wavelength of the ceilometer. Thus, the AODs of
both instruments can be compared without wavelength dependent deviations in the
corresponding AODs. Data correspond to a total time of 738 h of measurement between
the 2013/11/07 and 2014/06/24 with cloud-free atmospheric conditions. The AODs of
the ceilometer are significantly lower than these of the sun photometer, supporting the
assumption of a misalignment of the ceilometer’s set up. Another source of error was
found in the high signal-to-noise ratio of the ceilometer signal at the reference altitude.
To correct the signal loss below the complete overlap region of the LIDAR system,
the correction functions proposed by Stelmaszczyk et al. (2005), Biavati et al. (2011)
and Guerrero-Rascado et al. (2010) were analyzed. Therefore, the correction functions
were implemented and applied to the lidar backscatter signal. The aerosol extinction
coefficient is expected to decrease with altitude for clear atmospheres and hence reaches
its maximum at ranges close to the ground.
The correction function proposed by Stelmaszczyk et al. (2005), solely retrieved from
geometrical considerations respecting the LIDAR system, has a small impact on the
signal in the region below 120 m. Nevertheless, comparing all correction functions
regarding deviation to the reference AODs by the sun photometer, it is found to be
the best suited correction method for the 355 nm wavelength lidar signal, since the
deviations are minimized. On the other hand, it has no impact on the results for the
532 nm LIDAR channel. For that reason this correction function is not suited for the
LIDAR system.
A significant impact on the signal and the according aerosol extinction coefficient
could be verified for the correction function proposed by Biavati et al. (2011). This
correction function is valid for the region above 45 m. Comparison to sun photometer
data shows that the 355 nm wavelength signal is ”over-corrected” as it leads to higher
AODs than the reference AODs of the sun photometer. For the 532 nm wavelength the
AODs after signal correction are in good accordance to the reference AODs of the sun
photometer.
From the deviation analysis for the 532 nm wavelength can be seen that the correction
function proposed by Guerrero-Rascado et al. (2010), determined with the iterative
approach suits best for signal correction, because the deviations are minimized. This
correction function is retrieved from the ceilometer attenuated backscatter coefficient.
The ceilometer backscatter signal is valid for the region above 15 m and thus can
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account for the lidar signal correction down to 15 m. This correction function fulfills
the expectation that the AODs for both wavelengths are corrected in agreement to the
reference AODs. Therefore, the correction function proposed by Guerrero-Rascado et
al. (2010), obtained with the iterative method, is the best suited method for the LIDAR
system.
Finally, the extinction coefficient acquired with the lidar signals from tilted measure-
ments and a Vaisala FS11 scattermeter was compared. The scattermeter is installed
at 90 m altitude. Angular LIDAR measurements have been performed with 20◦ and
15◦ elevation. For both measurements a smaller extinction coefficient at the 532 nm
wavelength than for the 875 nm scattermeter extinction coefficient was obtained. An
explanation is the horizontal inhomogeneity of the atmosphere, since different samples
of air are measured. Comparison of the corrected extinction coefficient of the LIDAR to
the scattermeter data shows that after correction with the correction function proposed
by Guerrero-Rascado et al. (2010) the extinction coefficients lie in good accordance. A
deviation of peak intensity is explained by atmospheric inhomogeneity.
To obtain more accurate results of extinction coefficients and consequently of the
aerosol optical depth, further investigation of the lidar ratio is necessary [Wiegner
and Geiß, 2012]. For this purpose the LIDAR system provided by Raymetrics allows
optional extension of the polarized detection channels.
LIDAR systems offer promising possibilities for a more precise understanding of op-
tical and chemical properties of the earth’s atmosphere. Especially, extinction profiles
with high temporal resolution are of interest for CSP technology. Information about
the aerosol distribution in the lower boundary layer is primarily important for solar
resource assessment, as concentrating solar tower plants suffer more from atmospheric
extinction than for example parabolic through plants. More measurement campaigns
with high technology LIDAR systems next to commercially available instruments like
the FS11 Vaisala scattermeter will probably allow a better understanding of the work-
ing principles and drawbacks of the more simple commercial instruments. That may
lead to the possibility of a more accurate resource assessment even with these commer-
cial instruments in the future.
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