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QUOTIENTS OF UNSTABLE SUBVARIETIES AND MODULI SPACES OF
SHEAVES OF FIXED HARDER–NARASIMHAN TYPE
VICTORIA HOSKINS AND FRANCES KIRWAN
Abstract
When a reductive group G acts linearly on a complex projective scheme X there is a stratification of
X into G-invariant locally closed subschemes, with an open stratum Xss formed by the semistable points
in the sense of Mumford’s geometric invariant theory which has a categorical quotient Xss → X//G. In
this article we describe a method for constructing quotients of the unstable strata. As an application,
we construct moduli spaces of sheaves of fixed Harder–Narasimhan type with some extra data (an ‘n-
rigidification’) on a projective base.
1. Introduction
Let X be a complex projective scheme and G a complex reductive group acting linearly on X
with respect to an ample line bundle. Mumford’s geometric invariant theory (GIT) [19] provides
us with a projective scheme X//G which is a categorical quotient of an open subscheme Xss
of X, whose geometric points are the semistable points of X, by the action of G. This GIT
quotient X//G contains an open subscheme Xs/G which is a geometric quotient of the scheme
Xs of stable points for the linear action.
Associated to the linear action of G on X there is a stratification {Sβ : β ∈ B} of X
into disjoint G-invariant locally closed subschemes, one of which is Xss [9, 11]. In this paper
we consider the problem of finding quotients for each unstable stratum Sβ separately. For
each β ∈ B we find a categorical quotient of the G-action on the stratum Sβ. However this
categorical quotient is far from an orbit space in general. We attempt to rectify this by making
small perturbations to a canonical linearisation on a projective completion Sˆβ of Sβ and an
associated affine bundle over Sβ and considering GIT quotients with respect to these perturbed
linearisations.
We then apply this to construct moduli spaces of unstable sheaves on a complex projective
scheme W which have some additional data (depending on a choice of any sufficiently positive
integer n) called an n-rigidification. There is a well-known construction due to Simpson [21]
of the moduli space of semistable pure sheaves on W of fixed Hilbert polynomial as the GIT
quotient of a linear action of a special linear group G on a scheme Q (closely related to a
quot-scheme) which is G-equivariantly embedded in a projective space. This construction can
be chosen so that elements of Q which parametrise sheaves of a fixed Harder–Narasimhan
type form a stratum in the stratification of Q associated to the linear action of G (modulo
taking connected components of strata). As above, we consider perturbations of the canonical
linearisation on a projective completion of this stratum using a parameter θ which defines for
us a notion of semistability for sheaves of this fixed Harder–Narasimhan type τ . Finally for
each τ we construct a moduli space of S-equivalence classes of θ-semistable n-rigidified sheaves
of fixed Harder–Narasimhan type τ .
The layout of this paper is as follows. §2 summarises the properties of the stratifications
introduced in [9, 11] when X is a nonsingular complex projective variety with a linear G-
action. In §3 we construct linearisations on a projective completion of a given stratum in this
stratification and provide a categorical quotient of each unstable stratum. In §4 we observe that
this construction can be extended without difficulty from varieties to schemes. §5 summarises
Simpson’s construction of moduli spaces of semistable sheaves and calculates the associated
Hilbert–Mumford functions for one-parameter subgroups, while §6 relates the stratification of
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the parameter scheme Q to Harder–Narasimhan type. In §7 we define what we mean by an
n-rigidified sheaf. Finally in §8 we construct moduli spaces for n-rigidified sheaves of fixed
Harder–Narasimhan type which are semistable with respect to a given parameter θ.
Acknowledgements. Our thanks go to Dima Arinkin and to the referee for helpful comments
on an earlier version of this paper.
2. Stratifications of X
In this section we state the results needed from [11] for linear reductive group actions on
nonsingular projective varieties. Let G be a complex reductive group acting linearly on a
smooth complex projective variety X with respect to an ample line bundle L. Abusing notation
we will use L to denote both the linearisation (the lift of the G-action to the line bundle) and
the line bundle itself. For the purposes of GIT we can assume without loss of generality that
L is very ample, so that X is embedded in a projective space Pn = P(H0(X,L)∗) and the
action of G is given by a homomorphism ρ : G → GL(n + 1). The associated GIT quotient
X//G = X//LG is topologically the semistable set X
ss = Xss(L) modulo S-equivalence, where
x and y in Xss are S-equivalent if and only if the closures of their G-orbits meet in Xss. The
fact that G is a complex reductive group means that it is the complexification of a maximal
compact subgroup K, and we assume without loss of generality that K acts unitarily on Pn via
ρ : K → U(n+ 1).
Since X is nonsingular, the Fubini-Study metric on Pn gives X a Ka¨hler structure and the
Ka¨hler form ω is a K-invariant symplectic form on X. Let K denote the Lie algebra of K; the
action of K on the symplectic manifold (X,ω) is Hamiltonian with moment map µ : X → K∗
defined by
µ(x) := ρ∗
(
x⋆x¯⋆t
2πi||x⋆||2
)
where x⋆ ∈ Cn+1 lies over x ∈ Pn and ρ∗ : u(n + 1)∗ → K∗ is dual to Lieρ. Then x ∈ X is
semistable if and only if the closure of its G-orbit meets µ−1(0), and the inclusion of µ−1(0)
in Xss induces a homeomorphism from the symplectic quotient µ−1(0)/K to the GIT quotient
X//G.
We fix an inner product on the Lie algebra K which is invariant under the adjoint action of
K, and use it to identify K∗ with K. The norm square of the moment map ||µ||2 : X → R with
respect to this inner product induces a Morse-type stratification of X into G-invariant locally
closed nonsingular subvarieties
X =
⊔
β∈B
Sβ
where the indexing set B is a finite set of adjoint orbits in the Lie algebra K (or equivalently a
finite set of points in a fixed positive Weyl chamber t+ in K). In particular 0 ∈ B indexes the
open stratum S0, which is equal to the semistable subset X
ss.
Remark 2.1. It is important to note that this stratification depends on the choice of lineari-
sation and the choice of invariant inner product on K. However, the stratification is unchanged
if the ample line bundle L is replaced with L⊗m for any integer m > 0, which means that we
can work with rational linearisations L⊗q for q ∈ Q ∩ (0,∞).
Remark 2.2. The gradient flow of ||µ||2 from any x ∈ X is contained in the G-orbit of x,
and so the stratification of X is given by intersecting X with the stratification of the ambient
projective space Pn.
Remark 2.3. If X is singular (and/or quasi-projective rather than projective) we still get
a stratification of X into G-invariant locally closed subvarieties, which may be singular, by
intersecting X with the stratification of the ambient projective space Pn. Indeed, as we will
see in §4, we can allow X to be any G-invariant projective subscheme of Pn and obtain a
stratification of X by intersecting X with the stratification of Pn.
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The strata indexed by nonzero β ∈ B have an inductive description in terms of semistable
sets for actions of reductive subgroups of G on subvarieties of X [11]. We fix a maximal torus
T of K and let H := TC be the complexification of T , which is a maximal torus of G = KC. We
also fix a positive Weyl chamber t+ in the Lie algebra t of T . The restriction ρ|T : T → U(n+1)
is diagonalisable with weights
α0, . . . , αn : T → S
1.
If we identify the tangent space of S1 at the identity with the line 2πiR in the complex plane,
and identify 2πiR with R in the natural way, then by taking the derivative of αj at the identity
we get an element of the dual of the Lie algebra t which we also call αj. The index set B is
defined in [11] to be the set of β ∈ t+ such that β is the closest point to zero of the convex hull
in t of some nonempty subset of the set of weights {α0, . . . αn}.
Remark 2.4. Since the set of weights {α0, . . . αn} is invariant under the Weyl group, B can
also be identified with the set of K-orbits in K of closest points to 0 of convex hulls of subsets
of {α0, . . . αn}.
If β ∈ B we define Zβ to be
(1) Zβ := X ∩ {[xo : · · · : xn] ∈ P
n : xi = 0 if αi · β 6= ||β||
2}.
Zβ also has a symplectic description as the set of critical points for the function µβ(x) := µ(x)·β
on which µβ takes the value ||β||
2. By [11] Lemma 3.15 the critical point set of ||µ||2 is the
disjoint union over β ∈ B of the closed subsets
(2) Cβ := K(Zβ ∩ µ
−1(β)).
The stratum Sβ corresponding to the critical point set Cβ is the set of points in X whose path
of steepest descent under ||µ||2 has a limit point in Cβ.
Remark 2.5. The stratum Sβ depends only on the adjoint orbit of β, but in order to define
Zβ we need to fix an element in that adjoint orbit.
The strata have an alternative algebraic description. Let Stabβ be the stabiliser of β under
the adjoint action of G on its Lie algebra g; then Zβ is Stabβ-invariant ([11] §4.8). We consider
the action of Stabβ on Zβ with respect to the original linearisation twisted by the character −β
of Stabβ, so that the semistable set Zssβ with respect to this modified linearisation is equal to
the open stratum for the Morse stratification of the function ||µ − β||2 on Zβ. Let
(3) Yβ := X ∩
{
[x0 : · · · : xn] ∈ P
n :
xi = 0 if αi · β < ||β||
2 and xi 6= 0
for some i such that αi · β = ||β||
2
}
be the set of points in X whose corresponding weights are all on the opposite side to the origin
of the hyperplane to β and such that at least one of the weights lies on the hyperplane to β. In
the symplectic description, Yβ is the set of points in X whose path of steepest descent under
µβ has limit in Zβ. There is an obvious surjection pβ : Yβ → Zβ which is a retraction onto Zβ.
We define Y ssβ = p
−1
β (Z
ss
β ); then by [11] Theorem 6.18
Sβ = GY
ss
β .
The positive Weyl chamber t+ corresponds to a choice of positive roots
Φ+ := {α ∈ Φ : α · η ≥ 0 for all η ∈ t+}
where Φ ⊂ t∗ is the set of roots coming from the adjoint action of T on g. This in turn
corresponds to a Borel subgroup B = B+ of G such that the Lie algebra b+ of B+ is given by
b+ := h⊕
⊕
α∈Φ+
gα.
For β ∈ t+ we construct a parabolic subgroup Pβ := B+Stabβ which may also be defined as
Pβ := {g ∈ G : lim
t→−∞
exp(itβ) g exp(itβ)−1 exists inG}.
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The subsets Y ssβ and Yβ are Pβ-invariant (see [11] Lemma 6.10) and by [11] Theorem 6.18 there
is an isomorphism
Sβ ∼= G×Pβ Y
ss
β .
Remark 2.6. This stratification can also be described in terms of the work of Kempf and Ness
[9] and Hesselink [7]. The Hilbert–Mumford criterion gives a test for (semi-)stability in terms
of limits of one-parameter subgroups (1-PSs) acting on a given point x ∈ X. Given a 1-PS λ,
we define µ(x, λ) to be the integer equal to the weight of the C∗-action induced by this 1-PS on
the fibre Lx0 where x0 = limt→0 λ(t) · x. We call µ(x, λ) the Hilbert–Mumford function and the
Hilbert–Mumford criterion states that x is semistable if and only if µ(x, λ) ≥ 0 for all 1-PSs. A
point x is unstable if and only if it fails the Hilbert–Mumford criterion for at least one 1-PS, and
there is a notion of an adapted 1-PS for this point: that is, a non-divisible 1-PS λ for which the
quantity µ(λ, x)/||λ|| is minimised. The set ∧L(x) of 1-PSs which are adapted to x is studied
by Kempf [10], who shows that ∧L(x) is a full conjugacy class of 1-PSs in a parabolic subgroup
Px of G. In fact for each λ ∈ ∧
L(x),
Px = P (λ) := {g ∈ G : lim
t→0
λ(t)gλ(t)−1 exists inG}.
These sets of 1-PSs give us a stratification of the unstable locus X −Xss [9], which agrees with
the stratification {Sβ : β ∈ B} described above, as follows.
Each β ∈ B is rational in the sense that there is a natural number m > 0 such that mβ
defines a 1-PS C∗ → H = TC whose restriction to S
1 → T has derivative at the identity
R ∼= 2πiR ∼= LieS1 → t
sending 1 to mβ. For any rational β ∈ t let λβ : C
∗ → H be the unique non-divisible 1-PS
which is defined by qβ for some positive rational number q. Then if β ∈ B \ {0} we have
Pβ = P (λβ)
and λβ is a 1-PS adapted to x.
3. Quotients of the unstable strata
Let β ∈ B \ {0} be a nonzero index for the stratification {Sβ : β ∈ B} and consider the
projective completion
Sˆβ := G×Pβ Yβ ⊂ G×Pβ X
of the stratum Sβ ∼= G×Pβ Y
ss
β , where Yβ is the closure of Y
ss
β in X.
Remark 3.1. It is always the case that
Yβ ⊆ X ∩ {[x0 : · · · : xn] : xj = 0 if αj · β < ||β||
2}.
We often have equality here (for example when X = Pn) but it might be the case, for example,
that X ∩ {[x0 : · · · xn] : xj = 0 if αj · β < ||β||
2} has connected components which do not meet
Yβ.
It may also be the case that Zβ, Yβ and Sβ are disconnected (cf. [11] §5), in which case we
can, if we wish, refine the stratification by replacing Zβ with its connected components Zβ,j, say,
and setting Sβ,j = GY
ss
β,j where Y
ss
β,j = p
−1
β (Z
ss
β,j) and Z
ss
β,j = Zβ,j ∩ Z
ss
β . Then each Sβ,j will be
a connected component of Sβ (so long as Z
ss
β,j is non-empty). In what follows we will work with
Sβ for simplicity of notation, but we could equally well work with its connected components
separately.
The action of Pβ on X extends to an action of G on X so there is a natural isomorphism
G×Pβ X
∼= G/Pβ ×X
(g, x) 7→ (gPβ , g · x).
In order to find new linearisations on Sˆβ we can consider linearisations on G×PβX
∼= G/Pβ×X
and restrict them to Sˆβ. The quotient G/Pβ is a partial flag variety and linearisations of the
G-actions on such varieties are well understood.
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3.1. Line bundles on partial flag varieties G/P . We review the construction of line bundles
on partial flag varieties; for more detailed information see [13, 14, 15, 16].
For the moment we assume that G is semisimple and simply connected. Fix sets of positive
roots Φ+ ⊂ Φ and simple roots Π. Let ωi denote the fundamental dominant weight associated
to a simple root αi. If λ =
∑
aiωi is a dominant weight then define
Πλ := {αi ∈ Π : ai = 0} ⊂ Π.
Let λ also denote the corresponding one-parameter subgroup; then the parabolic subgroup P (λ)
associated to the 1-PS λ has associated simple roots
ΠP (λ) := {αi ∈ Π : −αi is a root of P (λ)} ⊂ Π
and these sets agree, so that Πλ = ΠP (λ).
A character χ : H → C∗ extends to P (λ) if and only if χ · α∨ = 0 for all coroots α∨ such
that α ∈ ΠP (λ). The weights naturally correspond to characters and the character defined by λ
extends to P (λ) since
λ · α∨i = ai = 0 for all αi ∈ ΠP (λ)
by the definition of this set. We let λ also denote the associated character of P (λ) and define
a line bundle L(λ) on G/P (λ) to be the line bundle associated to the character λ−1; that is,
L(λ) := G×P (λ) C
↓
G/P (λ)
where (g, z) and (gp, λ(p)z) are identified for all p ∈ P (λ). The sections of L(λ) are given by
H0(G/P (λ),L(λ)) = {f : G→ C : f(gp) = λ(p)f(g) for all g ∈ G, p ∈ P}
and the natural left G-action gives this vector space a G-module structure. Let V (λ) denote
the representation of G of highest weight λ. By the Borel–Weil–Bott theorem [3], there is an
isomorphism of G-modules
H0(G/P (λ),L(λ)) ∼= V (λ)∗.
The line bundle L(λ) is very ample if and only if
λ · α∨i = ai > 0 for all αi /∈ ΠP (λ)
which is clearly the case by definition of Πλ = ΠP (λ). Thus there is an embedding
G/P (λ) →֒ P(H0(G/P (λ),L(λ))∗) ∼= P(V (λ))
which is the natural projective embedding of the partial flag variety G/P (λ). More concretely,
let vmax denote the highest weight vector in V (λ), so that vmax is an eigenvector for the action
of T with eigenvalue λ; then the embedding is given by the inclusion of the orbit G · vmax,
G/P (λ) →֒ P(V (λ))
gP (λ) 7→ [g · vmax].
Remark 3.2. We will be primarily interested in the case when G is a subgroup of GL(n) and
the weight λ is restricted from GL(n), and here we do not need to assume that G is simply
connected or semisimple. For we can view the weight λ as an element of the dual of the Lie
algebra of both GL(n) and PGL(n) or equivalently SL(n). There are associated parabolics
P (λGL) and P (λSL), and the partial flag varieties for these two parabolics agree
GL(n)/P (λGL) = SL(n)/P (λSL).
Since SL(n) is semisimple and simply connected there is a projective embedding of this partial
flag variety into P(V (λSL)) where V (λSL) is the representation of SL(n) with highest weight
λSL. We have G ⊂ GL(n) and P (λ) = G ∩ P (λGL) and so
G/P (λ) ⊆ GL(n)/P (λGL) = SL(n)/P (λSL).
Hence we can use this inclusion and the embedding of SL(n)/P (λSL) described above to obtain
a projective embedding of G/P (λ).
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3.2. The canonical linearisation on Sˆβ. We have seen that given a one-parameter subgroup
λ of G as above there is a natural ample linearisation of the G-action on the partial flag variety
G/P (λ). We can apply this to the case when the parabolic subgroup is Pβ = P (λβ). The
natural embedding of the partial flag variety G/Pβ is thus given by the very ample line bundle
L(λβ)
G/Pβ →֒ P(H
0(G/Pβ ,L(λβ))
∗) ∼= P(V (β)).
Let Lβ denote the G-linearisation on G/Pβ ×X given by the tensor product of the pullbacks
of L(λ−β) on G/Pβ and L on X to G/Pβ × X. We also let Lβ denote the restriction of this
linearisation to Sˆβ and call this the canonical linearisation. There is also a canonical linearisation
Lβ of the Stabβ-action on Zβ given by twisting the original linearisation L by the character
of Stabβ corresponding to −β. Recall that Zssβ is defined to be the semistable subset for this
linearisation. The character of Stabβ corresponding to −β extends to a character of Pβ and so
there is also a canonical linearisation Lβ of the Pβ-action (or the Stabβ-action) on Yβ given by
twisting L by the character corresponding to −β. All of these linearisations are equal to the
restriction of the canonical G-linearisation Lβ on Sˆβ to the relevant subvarieties and subgroups.
The following lemma explains why we call Lβ the canonical linearisation.
Lemma 3.3. We have isomorphisms of graded algebras⊕
r≥0
H0(Sˆβ,L
⊗r
β )
G ∼=
⊕
r≥0
H0(Y β,L
⊗r
β )
Pβ ∼=
⊕
r≥0
H0(Zβ ,L
⊗r
β )
Stabβ.
Proof. The first isomorphism follows from the fact that Sˆβ = G ×Pβ Y β and the canonical
G-linearisation on Sˆβ is equal to G ×Pβ Lβ where here Lβ is the canonical Pβ-linearisation on
Y β.
Let λβ : C
∗ → G be the 1-PS determined by the rational weight β. Then λβ(C
∗) ⊆ Pβ and
so ⊕
r≥0
H0(Y β,L
⊗r
β )
Pβ ⊆
⊕
r≥0
H0(Y β,L
⊗r
β )
λβ(C
∗).
The torus λβ(C
∗) acts on Y β with respect to the canonical linearisation Lβ with non-negative
weights, and has zero weights exactly on Zβ. Hence⊕
r≥0
H0(Y β,L
⊗r
β )
λβ(C
∗) ∼=
⊕
r≥0
H0(Zβ ,L
⊗r
β )
λβ(C
∗)
and so ⊕
r≥0
H0(Y β,L
⊗r
β )
Pβ ⊆
⊕
r≥0
H0(Y β ,L
⊗r
β )
Stabβ ∼=
⊕
r≥0
H0(Zβ ,L
⊗r
β )
Stabβ.
Let σ ∈ H0(Zβ ,L
⊗r
β )
Stabβ and consider p∗βσ ∈ H
0(Yβ,L
⊗r
β )
Stabβ where pβ : Yβ → Zβ is the
retraction defined by β. We have that Pβ = StabβUβ where Uβ is the unipotent radical of Pβ
and there is a retraction qβ : Pβ → Stabβ such that
(4) pβ(p · y) = qβ(p) · pβ(y)
for all y ∈ Yβ and p ∈ Pβ . The action of Pβ on H
0(Yβ,L
⊗r
β ) is induced from its action on Yβ
and Lβ, and so if p ∈ Pβ we have
p · p∗βσ = p
∗
β(qβ(p) · σ) = p
∗
βσ
as σ is Stabβ invariant. Therefore,⊕
r≥0
H0(Y β,L
⊗r
β )
Pβ ∼=
⊕
r≥0
H0(Zβ,L
⊗r
β )
Stabβ.

Remark 3.4. Unfortunately if β 6= 0 then L(λ−β) is a non-ample linearisation of the G-
action on G/Pβ , and the canonical G-linearisation Lβ on Sˆβ is in general non-ample too, as the
following example shows.
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Example 3.5. Consider G = SL(2,C) acting on the complex projective line X = P1 with
respect to L = OP1(1). The semistable set is empty and the action is transitive so there will be
one nonzero index in the stratification of X. We choose a maximal torus T = {diag(t, t−1) : t ∈
S1}; then the weights of T acting on C2 are α0 = α,α1 = α
−1 where
α : T → S1(
t 0
0 t−1
)
7→ t.
The Lie algebra of T is t ∼= R and we pick the positive Weyl chamber t+ which contains α.
Then β = α is an index for the stratification of X and we have that
Zβ = Z
ss
β = Yβ = Y
ss
β = {[1 : 0]}
and Sβ = X. The parabolic subgroup Pβ is the Borel subgroup of upper triangular matrices
and we have an isomorphism
G/Pβ ∼= P
1
gPβ 7→ g ·
(
1
0
)
.
The very ample line bundle on G/Pβ defined by β is OP1(1) and the line bundle defined by −β
is OP1(−1). The canonical linearisation is given by restricting OP1(−1)⊗OP1(1) on P
1 × P1 ∼=
G/Pβ ×X to Sˆβ ∼= Sβ = X. The morphism Sβ → P
1× P1 is the diagonal morphism and so the
canonical linearisation on Sβ = X is Lβ = OP1 .
Proposition 3.6. The projective variety Zβ//LβStabβ is a categorical quotient for the action
of
i) Stabβ on Zssβ ,
ii) Stabβ on Y ssβ ,
iii) Pβ on Y
ss
β ,
iv) G on Sβ.
Proof. The natural morphism Zssβ → Zβ//LβStabβ is a categorical quotient by classical GIT
since Lβ is ample on Zβ and Stabβ is reductive, so (i) is proved.
There is a surjective morphism Y ssβ → Zβ//LβStabβ given by the composition of the re-
traction pβ : Y
ss
β → Z
ss
β with the categorical quotient Z
ss
β → Zβ//LβStabβ. Moreover this
surjective morphism Y ssβ → Zβ//LβStabβ is Pβ-invariant by (4) and the Stabβ-invariance of
Zssβ → Zβ//LβStabβ. Thus to prove (ii) and (iii) it suffices to show that any Stabβ-invariant
morphism f : Y ssβ → Y factors through Zβ//LβStabβ. As f is Stabβ-invariant it is constant
on orbit closures and so f = f |Zss
β
◦ pβ. Since f |Zss
β
: Zssβ → Y is Stabβ-invariant, there is a
morphism h : Zβ//LβStabβ → Y such that f |Zssβ is the composition of h with the categorical
quotient Zssβ → Zβ//LβStabβ of the Stabβ-action on Z
ss
β . Then we have a commutative diagram
Y ssβ Z
ss
β Zβ//LβStabβ
Y
✲
pβ
◗
◗
◗
◗
◗◗s
f
✲
❄
f |
✑
✑
✑
✑
✑✰
h
where f | = f |Zss
β
and the morphism f factors through Zβ//LβStabβ as required.
Thus (ii) and (iii) are proved, and (iv) now follows immediately from the fact that Sβ ∼=
G×Pβ Y
ss
β . 
Remark 3.7. From Lemma 3.3 and Proposition 3.6 we see that Zβ//LβStabβ has properties
we would like and expect for a GIT quotient of the actions of Stabβ and Pβ on Y β and of
G on Sˆβ with respect to the linearisation Lβ. The linearisation Lβ is ample on Y β and the
proofs above do indeed show that Y ssβ is the semistable set for this linear action of Stabβ and
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that the GIT quotient is Zβ//LβStabβ. However the parabolic subgroup Pβ of G is not usually
reductive and the linearisation Lβ is not in general ample on Sˆβ, so we cannot apply classical
GIT to the actions of Pβ on Yβ and G on Sˆβ with respect to the linearisation L. For a linear
action of a reductive group G on a variety X with respect to a non-ample line bundle, Mumford
does define in [19] a notion of semistability and shows that the resulting semistable set Xss has
a categorical quotient; however according to his definition for the linearisation Lβ on Sˆβ we
would not in general get Sˆssβ = Sβ with the categorical quotient being Zβ//LβStabβ. Indeed in
Example 3.5 Mumford’s semistable set and categorical quotient are empty.
Remark 3.8. The categorical quotient Sβ → Zβ//LβStabβ collapses more orbits than we might
like, resulting in the GIT quotient having lower dimension than expected. This happens because
if y ∈ Y ssβ then pβ(y) ∈ Stabβ · y ⊆ G · y, and so in the quotient every point in Y
ss
β is identified
with its projection to Zssβ .
3.3. Perturbations of the canonical linearisation. To resolve the issue mentioned in Re-
mark 3.8 above we would like to perturb the canonical linearisation Lβ for the action of G on Sˆβ
or the action of Pβ on Yβ and take a GIT quotient with respect to this perturbed linearisation.
Unfortunately, as we observed in Remark 3.7, on Sˆβ the canonical G-linearisation is not ample,
whereas on Y β it is ample, but Pβ is not reductive, and so in each case applying GIT is delicate.
On the other hand Stabβ is reductive and Lβ is an ample Stabβ-linearisation on Y β, so we can
try perturbing this linearisation.
Remark 3.9. Note that although Y β//LβStabβ
∼= Zβ//LβStabβ is a categorical quotient for
the G-action on Sβ by Proposition 3.6, after a perturbation we would no longer expect the GIT
quotient Y β//Stabβ to give us a categorical quotient of the G-action on an open subset of Sβ.
Instead, if U is a Stabβ-invariant open subscheme of Y ssβ , then a categorical quotient for the
Stabβ-action on U will be a categorical quotient for the G-action on G ×Stabβ U . Moreover,
since Sβ ∼= G×Pβ Y
ss
β , we have a surjective morphism
G×Stabβ Y
ss
β → Sβ
[g, y] 7→ g · y
with fibres isomorphic to Pβ/Stabβ ∼= Uβ, the unipotent radical of Pβ, which as an algebraic
variety is isomorphic to an affine space.
Recall that the canonical Stabβ-linearisation Lβ on Y β is ample and is equal to L twisted by
the character of Stabβ associated to −β. Therefore, to perturb this linearisation we can perturb
the original linearisation L and/or make a perturbation of the character by using −(β + ǫβ′)
rather than −β where β′ ∈ t+ is a rational weight and ǫ is a small rational number.
The norm square of the moment map associated to the canonical Stabβ-linearisation Lβ on
Y β gives us a stratification
Y β =
⊔
δ∈Bˆβ
Scanδ
of Y β such that S
can
0 = Y
ss
β . A perturbation of this linearisation also has an associated moment
map which gives us a new stratification
Y β =
⊔
γ∈Bˆper
β
Sperγ
such that Sper0 ⊆ S
can
0 = Y
ss
β . The next proposition shows that provided the perturbation is
sufficiently small, the second stratification is a refinement of the first stratification. In particular
this proposition shows that there is a subset
Bperβ ⊂ Bˆ
per
β
quotients of the unstable strata 9
such that
Y ssβ =
⊔
γ∈Bper
β
Sperγ .
Proposition 3.10. Let X be a projective variety with a G-action and ample linearisation L
and let Lper be an ample perturbation of this linearisation. If µ (respectively µper) denotes
the moment map associated to L (respectively Lper), then provided Lper is a sufficiently small
perturbation of L the stratification
X =
⊔
γ∈Bper
Sperγ
associated to ||µper||
2 is a refinement of the stratification
X =
⊔
β∈B
Sβ
associated to ||µ||2.
Proof. Fix a maximal torus H = TC ⊆ G and consider its fixed point set X
H which has a finite
number of connected components Fi for i ∈ I. Let αi (respectively α
per
i ) denote the weight
with which T acts on L|Fi (respectively on L
per|Fi). Then by definition B is the set of closest
points to 0 of convex hulls of subsets of {αi : i ∈ I} modulo the action of the Weyl group W .
Similarly Bper is the set of closest points to 0 of convex hulls of subsets of {αperi : i ∈ I} modulo
the W -action. Fix γ ∈ t representing a point of Bperβ , so that γ is the closest point to 0 of the
convex hull of
{αperi : i ∈ I and α
per
i · γ ≥ ||γ||
2}
and we can list these weights as αperi0 , . . . , α
per
ik
, say. We define βγ ∈ B to be the W -orbit of the
closest point to zero of the convex hull of
{αi0 , . . . , αik}.
As the linearisation Lper becomes close to L the weight αperi becomes close to αi for each i and
so γ approaches βγ . We need to show that if this perturbation is sufficiently small then
Sβ =
⊔
γ ∈ Bper
β = βγ
Sperγ .
Since {Sβ : β ∈ B} and {S
per
γ : γ ∈ Bper} are both stratifications of X, it suffices to show that
Sperγ ⊆ Sβγ
for all γ ∈ Bper, and for this it is enough to show that
(i) Sperγ ∩ Sβ′ = φ for all β
′ ∈ B such that ||β′|| > ||βγ ||, and
(ii) Y perγ ⊂ Yβγ ,
since then Sperγ = GY
ss, per
γ ⊂ GYβγ \ ∪||β′||>||βγ||Sβ′ = Sβγ as required.
Firstly we consider how small the perturbation must be for (i) and (ii) to hold. Let
ǫ0 := min
{
||β||2 − αi · β : β ∈ B, i ∈ I such that ||β||
2 > αi · β
}
and
ǫ1 := min
{
| ||β′|| − ||β|| |: β′, β ∈ B and ||β′|| 6= ||β||
}
.
Then ǫ0 > 0 and ǫ1 > 0 depend only on the initial linearisation L of the G-action on X. Since
X is compact M = sup{||µ(x)|| : x ∈ X} exists and we can define
ǫ := min
{
1,
ǫ0
4M + 1
,
ǫ1
3
}
> 0.
If the perturbation Lper is sufficiently small then
(a) for all γ ∈ Bper we have ||γ − βγ || < ǫ, and
(b) for all x ∈ X we have ||µ(x) − µper(x)|| < ǫ;
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we will assume that these conditions are satisfied.
Proof of (i): Suppose that γ ∈ Bper and β′ ∈ B and ||β′|| > ||βγ ||. If y ∈ S
per
γ then by (2)
there exists g ∈ G such that gy is arbitrarily close to some point x in Zperγ ∩ µ−1per(γ), so there
exists g ∈ G such that
||µper(gy)|| − ||γ|| < ǫ.
Then (b) implies that ||µ(gy)|| − ||µper(gy)|| < ǫ and (a) implies that ||γ|| − ||βγ || < ǫ so that
||µ(gy)|| < 3ǫ + ||βγ ||. However by the definition of ǫ we know that 3ǫ ≤ ||β
′|| − ||βγ ||, so we
conclude that ||µ(gy)|| < ||β′|| which implies gy /∈ Sβ′ , and so y does not belong to Sβ′ .
Proof of (ii): Let y ∈ Y perγ where γ ∈ Bper, and consider its gradient flow under the 1-PS
associated to βγ , which has limit point x, say. Then x ∈ Y
per
γ since x is in the H-orbit closure
of y and Y perγ is invariant under H, and hence
(5) µper(x) · γ ≥ ||γ||
2.
Note that
µper(x) · γ − µ(x) · βγ = (µper(x)− µ(x)) · γ + µ(x) · (γ − βγ);
the assumption (b) implies that |(µper(x)−µ(x))·γ| < ǫ||γ|| and (a) together with the inequality
||µ(x)|| ≤M implies that |µ(x) · (γ − βγ)| < Mǫ, so that
(6) |µper(x) · γ − µ(x) · βγ | < ǫ(M + ||γ||).
To prove that y ∈ Yβγ (at least interpreted as in Remark 3.1, which is sufficient for the purposes
of this proof) it suffices to show that µ(x).βγ > αi.βγ for all i such that αi.βγ < ||βγ ||
2, so it is
enough to show that
µ(x).βγ > ||βγ ||
2 − ǫ0.
Combining (5) and (6) gives µ(x) · βγ > ||γ||
2 − ǫ(M + ||γ||) and so by (a) we get the following
inequality
µ(x) · βγ > ||βγ ||
2 − ǫ(M + ||γ|| + 2||βγ ||).
Again using (a) we have that −ǫ||γ|| > −ǫ||βγ || − ǫ
2 and since ||βγ || ≤M we see that
µ(x) · βγ > ||βγ ||
2 − (4M + ǫ)ǫ.
By the choice of ǫ we know that (4M + ǫ)ǫ ≤ (4M + 1)ǫ ≤ ǫ0 and so
µ(x) · βγ > ||βγ ||
2 − ǫ0
as required. This completes the proof of (ii) and hence of the proposition. 
4. Extending to projective schemes
In this section we observe that the constructions in the previous sections for nonsingular
projective varieties can be extended to the case when X is any projective scheme with an ample
G-linearisation L. For this it is enough to deal with the case when L is very ample and check
that the resulting constructions do not change when L is replaced with L⊗m for any positive
integer m.
Thus let us assume that X is a closed subscheme of Pn and the action of G on X is given by
a linear representation G → GL(n + 1). For the G-action on the ambient projective space Pn
we can define the subvarieties Zssβ and Y
ss
β as before. We can also define the closed subvariety
Y β of P
n and use the scheme structure on Pn to give this the reduced induced closed scheme
structure as in [6], II Example 3.2.6. This gives Sˆβ := G ×Pβ Y β its scheme structure. Then
the open subsets Sβ ⊂ Sˆβ and Y
ss
β ⊂ Y β get an induced scheme structure as open subsets of
schemes. We have a stratification
Pn =
⊔
β∈B
Sβ
into G-invariant locally closed subschemes and the morphism
G×Pβ Y
ss
β → P
n
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induced by the group action
G×Pβ P
n → Pn
is an isomorphism onto Sβ.
To go from the stratification of the ambient projective space Pn to a stratification of X we
intersect the above stratification by taking fibre products. For any subscheme S of Pn we let
S(X) := S ×Pn X
be the fibre product of X and S over Pn. Then Y β(X) is a closed subscheme of X and
Sˆβ(X) = G×Pβ Y β(X) is a projective completion of Sβ(X). The morphism
G×Pβ Y
ss
β (X)→ X
is an isomorphism onto Sβ(X) by using the universal property of the fibre product Sβ(X) and
the fact that G×Pβ Y
ss
β
∼= Sβ for the ambient projective space. We have a stratification
X =
⊔
β∈B
Sβ(X)
into G-invariant locally closed subschemes (although for some indices β the stratum Sβ(X) may
be empty). We note at this point that this stratification can be refined by taking connected
components of Zssβ (X) in the same way as it can for varieties (cf. Remark 3.1).
We can also define the canonical linearisation on Sˆβ in exactly the same way as we do for
varieties and this can be restricted to Sˆβ(X). In this situation it is still true that the GIT
quotient
Zβ(X)//LβStabβ
is a categorical quotient of the G-action on Sβ(X).
Finally we observe that the stratification {Sβ : β ∈ B} of P
n is unchanged (except for a
minor modification of its labelling) if we replace OPn(1) with OPn(m) for any m > 0, and if
we regard Pn as a G-invariant linear subspace of a bigger projective space PN on which G acts
linearly. Thus we obtain well defined constructions for any projective scheme X with an ample
G-linearisation L, which are unaffected by replacing L with L⊗m for any m > 0. Moreover in
the case when X is a nonsingular projective variety these constructions agree with those in §§
2-3 (cf. Remark 2.3).
5. Simpson’s construction of moduli of semistable sheaves
Let W be a complex projective scheme with ample invertible sheaf O(1). We consider the
moduli problem of classifying pure coherent algebraic sheaves on W up to isomorphism. From
now on we will use the term sheaf to mean coherent algebraic sheaf and unless otherwise
specified sheaves will be on W . Gieseker introduced a notion of semistability for sheaves in [5]
and constructed coarse moduli spaces of semistable torsion free sheaves in the case when W is
a smooth projective variety of dimension at most two. Maruyama generalised this to torsion
free sheaves over integral projective schemes in [17, 18]. Later Simpson [21] constructed coarse
moduli spaces of semistable pure sheaves on an arbitrary complex projective scheme W . We
follow the more general construction of Simpson where the moduli space of semistable pure
sheaves on W of fixed dimension and Hilbert polynomial is constructed as a GIT quotient of
a subscheme Q of a quot scheme by the action of a special linear group G. The linearisation
is given by using Grothendieck’s embedding of the quot scheme into a Grassmannian and then
using the Plu¨cker embedding of the Grassmannian into projective space.
We fix a rational polynomial P ∈ Q[x] of degree e which takes integer values when x is
integral. Recall that a sheaf is pure of dimension e if its support has dimension e and all
nonzero subsheaves have support of dimension e. Then we consider pure sheaves of dimension
e with Hilbert polynomial P calculated with respect to O(1).
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Definition 5.1. Let F be a pure sheaf of dimension e over W . We define the multiplicity of
F to be r(F) = e!ae where ae is the leading coefficient in the Hilbert polynomial of e. If F is
torsion free this is just the rank of F . The reduced Hilbert polynomial of F is defined to be the
quotient P (F)/r(F).
Definition 5.2. A sheaf F is semistable if it is pure and every nonzero subsheaf F ′ ⊂ F satisfies
P (F ′)
r(F ′)
≤
P (F)
r(F)
where the ordering on polynomials is given by lexicographic ordering of their coefficients. The
sheaf is stable if the above inequality is strict for every proper nonzero subsheaf. A semistable
sheaf F has a Jordan–Ho¨lder filtration
0 = F0 ⊂ F1 ⊂ · · · ⊂ Fs = F
where Fi/Fi−1 is stable with reduced Hilbert polynomial P (F)/r(F) for 1 ≤ i ≤ s. This
filtration is not in general canonical but the associated graded sheaf
GrJH(F) =
s⊕
i=1
Fi/Fi−1
is canonically associated to F (up to isomorphism). Two semistable sheaves F and G over W
are S-equivalent if GrJH(F) and GrJH(G) are isomorphic.
Simpson shows that the semistable sheaves with Hilbert polynomial P are bounded (see [21],
Theorem 1.1), and hence we can choose n >> 0 so that all such sheaves are n-regular. In
particular this means that for any such sheaf F the evaluation map H0(F(n))⊗O(−n)→ F is
surjective and the higher cohomology of F(n) vanishes, i.e.
H i(F(n)) = 0 for i > 0,
so that P (n) = P (F , n) = dimH0(F(n)).
Let V be a vector space of dimension P (n). Then the evaluation map for F and a choice of
isomorphism H0(F(n)) ∼= V determine a point ρ : V ⊗O(−n)→ F in the quot scheme
Quot(V ⊗O(−n), P )
of quotients with Hilbert polynomial P of the sheaf V ⊗O(−n) on W . We consider the open
subscheme Q ⊂ Quot(V ⊗O(−n), P ) consisting of quotients ρ : V ⊗O(−n)→ F such that F is
pure of dimension e and the map on sections H0(ρ(n)) : V → H0(F(n)) induced by ρ tensored
with the identity on O(n) is an isomorphism. The group G := SL(V ) acts on this quot scheme
by acting on the vector space V , so that g · ρ is the composition
g · ρ : V ⊗O(−n) V ⊗O(−n) F✲
g−1·
✲
ρ
for g ∈ G and ρ : V ⊗O(−n)→ F in the quot scheme. The subscheme Q is preserved by this
action and the G-orbits correspond to isomorphism classes of sheaves.
Simpson considers a linearisation of this action given by an equivariant embedding of the
quot scheme Quot(V ⊗O(−n), P ) into a Grassmannian. Grothendieck showed that for m >> n
the morphism
Quot(V ⊗O(−n), P ) −→ Gr(V ⊗H0(O(m− n)), P (m))
ρ : V ⊗O(−n)→ F 7−→ H0(ρ(m)) : V ⊗H → H0(F(m))
is an embedding, where H := H0(O(m − n)) and Gr(V ⊗H0(O(m − n)), P (m)) is the Grass-
mannian of P (m)-dimensional quotients of the vector space V ⊗H. The Plu¨cker embedding
Gr(V ⊗H,P (m)) →֒ P((∧P (m)(V ⊗H))∗)
H0(ρ(m)) 7→ ∧P (m)H0(ρ(m))
then gives an embedding of Quot(V ⊗O(−n), P ) in the projective space P((∧P (m)(V ⊗H))∗).
Let Q denote the closure of Q in the quot scheme Quot(V ⊗O(−n), P ), let U be the restriction
to Q×W of the universal quotient sheaf on the product of the quot scheme and W , and let πQ
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and πW be the projections from Q×W to Q andW . Then since m >> n the higher cohomology
groups H i(F(m)) for i > 0 all vanish for ρ : V ⊗O(−n)→ F in Quot(V ⊗O(−n), P ) and
(7) L = det(πQ∗(U ⊗ π
∗
WO(m)))
is the ample invertible sheaf corresponding to the embedding of Q into the projective space
P((∧P (m)(V ⊗H))∗) above. There is a natural lift of the G-action on Q to the universal quotient
U and this gives an action of G on L; by abuse of notation we let L denote this linearisation
as well as the line bundle underlying it. We assume n and m are both chosen sufficiently large
(for details see [21]).
Theorem 5.3. ([21], Theorem 1.21) Let W be a projective scheme, e ≤ dim(W ) a positive
integer and P a Hilbert polynomial of degree e. Then if m >> n >> 0 the GIT quotient Q//LG
defined as above is a coarse moduli space for semistable sheaves of pure dimension e with Hilbert
polynomial P up to S-equivalence.
5.1. Calculating the Hilbert–Mumford function. The Hilbert–Mumford criterion (see
[19], Theorem 2.1) gives a way to test the (semi)stability of a point ρ : V ⊗ O(−n) → F
of Q in terms of one-parameter subgroups of G. If λ is a 1-PS then limt→0 λ(t) ·ρ ∈ Q is a fixed
point for the C∗-action induced by λ, and so the group C∗ acts on the fibre of L over this fixed
point by some character of C∗, say t 7→ tw for some integer w. The Hilbert–Mumford function
of ρ : V ⊗O(−n)→ F evaluated at λ is defined as
µL(ρ, λ) := w.
Let
ML(ρ) = inf
µL(ρ, λ)
||λ||
,
where the infimum is taken over all non-trivial one-parameter subgroups λ of G, and as before
the norm is determined by an invariant inner product on the Lie algebra of the maximal compact
subgroup SU(V ) of G = SL(V ). Then the Hilbert–Mumford criterion states that ρ is semistable
with respect to L if and only if µL(ρ, λ) ≥ 0 for every 1-PS λ of G, or equivalently ML(ρ) ≥ 0.
If ρ is unstable with respect to L then ML(ρ) is negative and a non-divisible 1-PS achieving
this value is said to be adapted to ρ (cf. Remark 2.6). In this section we will calculate the
Hilbert–Mumford function µL(ρ, λ) for any 1-PS λ of G.
First of all we make use of the fact that any 1-PS induces a decomposition of V as a direct
sum of weight spaces:{
1-PSs of SL(V )
}
←→
{
decompositions V =
⊕
k∈Z Vk
such that
∑
kdimVk = 0
}
λ 7→ Vk := {v ∈ V : λ(t) · v = t
kv}.
The relation
∑
kdimVk = 0 ensures that we get a 1-PS of the special linear group as opposed
to the general linear group. Such a decomposition determines a filtration of V given by
· · · ⊆ V≥k+1 ⊆ V≥k ⊆ V≥k−1 ⊆ · · ·
where V≥k := ⊕l≥kVl. There are only finitely many integers k such that Vk 6= 0, say
k1 > · · · > ks;
let V (i) = V≥ki for i = 1, · · · s. Then we obtain a map{
1-PSs of SL(V )
λ
}
−→


0 = V (0) ⊂ V (1) ⊂ · · · ⊂ V (s) = V
filtrations of V and integers k1 > · · · > ks
such that
∑
kidimV
(i)/V (i−1) = 0


Let λ be a 1-PS of G = SL(V ) and let ρ : V ⊗O(−n)→ F be a point in Q. Then the filtration
of V determined by λ induces a filtration of F given by
0 = F (0) ⊂ F (1) ⊂ · · · ⊂ F (s) = F
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where F (i) = ρ(V (i) ⊗ O(−n)). Let F≥k denote the image of V≥k ⊗ O(−n) under ρ for any
integer k. Then ρ induces
ρk : Vk ⊗O(−n)→ Fk = F≥k/F≥k+1
for each integer k; here Fk and ρk can only be nonzero if k = ki for some i with 1 ≤ i ≤ s. We
define
(8) ρ =
⊕
k∈Z
ρk :
⊕
k∈Z
Vk ⊗O(−n)→ F =
⊕
k∈Z
Fk
(cf. [8] §4.4). We now have a formula for the Hilbert–Mumford function.
Lemma 5.4. The Hilbert–Mumford function evaluated at a one-parameter subgroup λ of G =
SL(V ) for a point ρ : V ⊗O(−n)→ F in Q is given by
µL(ρ, λ) =
s−1∑
i=1
(ki − ki+1)
(
P (F (i),m)− dimV (i)
P (F ,m)
P (F , n)
)
where V (i) and F (i) are defined as above.
Proof. By [8] Lemma 4.4.3 the fixed point limt→0 λ(t) · ρ in Q is equal to ρ. To calculate the
value of the Hilbert–Mumford function we need to calculate the weight of the C∗-action on the
fibre at ρ of the line bundle L defined at (7). For this we follow the argument of [8] Lemma
4.4.4, though using a left action as opposed to a right action. Since m >> n >> 0 we have
H i(F(m)) = 0 for i > 0 and the line bundle
L = det(πQ∗(U ⊗ π
∗
WO(m)))
has fibre
det(H0(F(m)))∗ = ∧P (m)H0(F(m))∗
at ρ. The C∗-action induced by λ on ρk has weight −k because λ(t) · ρk is the composition
Vk ⊗O(−n) Vk ⊗O(−n) Fk✲
λ−1(t)
✲
ρk
and
λ−1(t) · vk = t
−kvk for all vk ∈ Vk.
Therefore the weight of the C∗-action on detH0(Fk(m)) is equal to −k times the dimension of
H0(Fk(m)), which is the value P (Fk,m) at m of the Hilbert polynomial P (Fk). The weight
of the C∗-action on the fibre of L over ρ is minus the sum of the weights of the C∗-action on
detH0(ρk(m)), and so
µL(ρ, λ) =
∑
k∈Z
kP (Fk,m) =
s∑
i=1
kiP (Fki ,m).
Since λ is a 1-PS of the special linear group G = SL(V ) we have
∑s
i=1 kidimVki = 0, so we may
write this as
µL(ρ, λ) =
s∑
i=1
ki
(
P (Fki ,m)− dimVki
P (F ,m)
P (F , n)
)
=
s∑
i=1
ki
(
P (F (i),m)− P (F (i+1),m)− dimV (i)
P (F ,m)
P (F , n)
+ dimV (i+1)
P (F ,m)
P (F , n)
)
= ks
(
P (F ,m) − dimV
P (F ,m)
P (F , n)
)
+
s−1∑
i=1
(ki − ki+1)
(
P (F (i),m)− dimV (i)
P (F ,m)
P (F , n)
)
which gives the required result since dimV = P (F , n). 
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6. The stratification of the closure of Q
We consider the group G = SL(V ) acting on the subscheme Q of the quot scheme Quot(V ⊗
O(−n), P ) with respect to the linearisation L defined at (7), for which the GIT quotientQ//LG is
a coarse moduli space for semistable sheaves onW with Hilbert polynomial P . The linearisation
L defines a G-equivariant embedding of Q in the projective space P((∧P (m)(V ⊗H))∗) and we
can choose a Ka¨hler structure on P((∧P (m)(V ⊗ H))∗) which is invariant under the maximal
compact subgroup SU(V ) of G = SL(V ). There is a stratification of this ambient projective
space associated to this action and by intersecting this with Q we obtain a stratification
Q =
⊔
β∈B
Sβ
into G-invariant locally closed subschemes as in §4. The aim of this section is to prove Propo-
sition 6.13 which relates the stratum Sβ containing a point ρ : V ⊗ O(−n) → F of Q to the
Harder–Narasimhan type of the sheaf F . Versions of this result have been well known for a
long time (cf. [2, 12, 20] for the case when W is a nonsingular projective curve) but we provide
a proof for the sake of completeness.
Fix a basis of V and pick the maximal torus T ⊂ SU(V ) consisting of diagonal matrices
of determinant 1 with entries in S1. Then the Lie algebra of T consists of purely imaginary
tracefree diagonal matrices. We choose a positive Weyl chamber given by
t+ =
{
idiag(a1, · · · , adim(V )) :
ai ∈ R such that
∑
ai = 0
and a1 ≥ a2 ≥ · · · ≥ adim(V )
}
.
The indexing set B for the stratification {Sβ : β ∈ B} is a finite set of points in t+. We note at
this point that the strata Sβ may not be connected and so may be stratified further into their
connected components (cf. Remark 3.1).
6.1. The refined stratum associated to a fixed Harder–Narasimhan type. Any sheaf
of pure dimension e over W has a canonical filtration by subsheaves whose successive quotients
are semistable with decreasing reduced Hilbert polynomials, known as the Harder–Narasimhan
filtration.
Definition 6.1. Let F be a pure sheaf; then its Harder–Narasimhan filtration is a filtration
0 = F (0) ( F (1) ( · · · ( F (s) = F
such that the successive quotients F (i)/F (i−1) are semistable with decreasing reduced Hilbert
polynomials
P (F (1))
r(F (1))
>
P (F (2)/F (1))
r(F (2)/F (1))
> · · · >
P (F (s)/F (s−1))
r(F (s)/F (s−1))
.
We will denote by GrHN (F) the associated graded sheaf
GrHN (F) =
s⊕
i=1
F (i)/F (i−1).
We call the first sheaf F (1) appearing in the Harder–Narasimhan filtration the maximal desta-
bilising subsheaf. The Harder–Narasimhan type of F is specified by the vector of Hilbert poly-
nomials of the successive quotients,
HN(F) := (P (F (1)), P (F (2)/F (1)), · · · , P (F (s)/F (s−1))).
For each point ρ : V ⊗O(−n)→ F in Q we define the Harder–Narasimhan type of ρ to be the
Harder–Narasimhan type of F .
The different types of Harder–Narasimhan filtrations allow us to decompose Q into subsets
of fixed Harder–Narasimhan type.
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Definition 6.2. If τ is a Harder–Narasimhan type, let Rτ ⊆ Q be the set of points ρ : V ⊗
O(−n)→ F such that F has Harder–Narasimhan type τ . Then we can write Q as
Q =
⊔
τ
Rτ .
Let τ0 = (P ) denote the trivial Harder–Narasimhan type; then Rτ0 parameterises semistable
sheaves and so is equal to the stratum S0 by [21] Theorem 1.21 (cf. Theorem 5.3).
For the rest of this section we fix a nontrivial Harder–Narasimhan type τ = (P1, . . . , Ps),
where P1, . . . , Ps are polynomials of degree e such that P1 + · · · + Ps = P , and we assume
that there is a sheaf of pure dimension e over W with this Harder–Narasimhan type. The
following lemma shows that if n is sufficiently large then Rτ parameterises all sheaves with
Harder–Narasimhan type τ .
Lemma 6.3. The set of sheaves of pure dimension e with Hilbert polynomial P and Harder–
Narasimhan type τ is bounded.
Proof. This follows from a result of Simpson (see [21] Theorem 1.1) that a set of sheaves on
W of pure dimension e and Hilbert polynomial P is bounded if the slopes of their subsheaves
are bounded above by a fixed constant, where the slope of a sheaf is (up to multiplication by
a positive constant) the second to top coefficient of its reduced Hilbert polynomial. Any sheaf
F with Harder–Narasimhan type τ has a maximal destabilising subsheaf F (1) with Hilbert
polynomial P1, and all subsheaves of F have reduced Hilbert polynomial less than or equal to
the reduced Hilbert polynomial of F (1). Let µ1 denote the slope of F
(1), which depends only
on the polynomial P1; then any subsheaf F
′ of F has slope less than or equal to µ1 and this
proves the result. 
This boundedness result means that we may assume n is chosen so that all pure sheaves
with Hilbert polynomial P and Harder–Narasimhan type τ are n-regular, and therefore are
parameterised by Q. We may also assume that all sheaves with Harder–Narasimhan type
(Pi1 , . . . , Pik) for any 1 ≤ i1 < i2 < · · · < ik ≤ s are n-regular; in particular the sheaves F
(i)
occurring in the Harder–Narasimhan filtration of any sheaf F of Harder–Narasimhan type τ are
n-regular.
We want to show that the subset Rτ indexed by a fixed Harder–Narasimhan type is contained
in a stratum Sβ(τ) occurring in the stratification {Sβ : β ∈ B}. In order to do this we look for a
candidate for β = β(τ) depending only on the information coming from the Harder–Narasimhan
type τ . The definitions of Zβ and Yβ, Z
ss
β and Y
ss
β are valid for any β ∈ t and do not require β
to belong to the indexing set B, but Y ssβ will only be nonempty when β ∈ B. Therefore we can
look for a candidate β ∈ t+, and if Y
ss
β is nonempty then this will imply that β belongs to B.
We fix a point ρ : V ⊗O(−n)→ F in Rτ and let
0 = F (0) ( F (1) ( · · · ( F (s) = F
denote the Harder–Narasimhan filtration of F . We want to find β such that ρ belongs to Yβ, so
first we look for a 1-PS λ of G = SL(V ) which is adapted to ρ (cf. Remark 2.6). We have seen
that all 1-PSs give rise to filtrations of F and it is reasonable to expect that a 1-PS adapted
to ρ will give rise to the filtration of F which is most responsible for its instability, namely its
Harder–Narasimhan filtration. With this in mind we let
V (i) := H0(ρ(n))−1(H0(F (i)(n)))
and choose a basis of V (and corresponding maximal torus of G = SL(V )) by first taking a
basis of V (1), then extending to V (2) and so on. This gives us a decomposition
V = V1 ⊕ · · · ⊕ Vs
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of V such that V (i) = V1 ⊕ · · · ⊕ Vi and so V
(i)/V (i−1) ∼= Vi. Then we consider 1-PSs in
G = SL(V ) of the form
λ(t) =


tβ1IV1
tβ2IV2
. . .
tβsIVs


where β1, . . . , βs are integers such that β1 > · · · > βs and
∑
βiP (F
(i)/F (i−1), n) = 0.
Remark 6.4. Since we are assuming that each F (i) and F (i)/F (i−1) is n-regular, we have that
P (F (i)/F (i−1), n) = dimV (i)/V (i−1) = dimVi
for each i.
Recall that a non-trivial 1-PS λ of G is adapted to ρ if
µL(ρ, λ)
||λ||
is minimal among non-trivial 1-PSs of G. Therefore let us choose the integers (β1, · · · , βs) to
minimise the function
f(β1, · · · βs) :=
∑s−1
i=1 (βi − βi+1)
(
P (F (i),m)− P (F (i), n)P (F ,m)P (F ,n)
)
(
∑s
i=1 β
2
i P (F
(i)/F (i−1), n))1/2
subject to the condition that g(β1, · · · βs) :=
∑s
i=1 βiP (F
(i)/F (i−1), n) = 0. We introduce a
Lagrangian multiplier η and define
Λ(β1, · · · , βs, η) := f(β1, · · · βs)− ηg(β1, · · · βs);
then we look for solutions to
(9)
∂
∂βj
Λ(β1, · · · , βs, η) = 0 for j = 1, · · · , s and
∂
∂η
Λ(β1, · · · , βs, η) = 0.
Note that for any a ∈ R>0, we have f(aβ1, · · · , aβs) = f(β1, · · · , βs) and g(aβ1, · · · , aβs) = 0 is
equivalent to g(β1, · · · , βs) = 0. It is easy to check that
(β1, . . . , βs, η) =
(
P (F ,m)
P (F , n)
−
P1(m)
P1(n)
, · · · ,
P (F ,m)
P (F , n)
−
Ps(m)
Ps(n)
, 0
)
provides a solution to the equations (9). Note that β1 > · · · > βs where
βi =
P (F ,m)
P (F , n)
−
Pi(m)
Pi(n)
because the reduced Hilbert polynomial of Pi is strictly greater than that of Pi+1. Now consider
(10) β = idiag(β1, · · · , β1, β2, · · · , β2, · · · , βs · · · βs) ∈ t+
where βi appears Pi(n) times.
Remark 6.5. This β depends on the Harder–Narasimhan type τ (as well as on n and m) and
will be written as β = β(τ) if it is necessary to make this dependence explicit. We note that for
two distinct Harder–Narasimhan types τ and τ ′, for all n and m sufficiently large the associated
weights β(τ) and β(τ ′) will also be distinct.
Consider the subschemes Zβ and Yβ of Q defined as at (1) and (3).
Lemma 6.6. Suppose n >> 0, then the point ρ : V ⊗O(−n) → F in Rτ belongs to Yβ where
β = β(τ).
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Proof. Our assumptions on n imply that F and all the subquotients appearing in its Harder–
Narasimhan filtration are n-regular. The point ρ belongs to Yβ if and only if the limit point
lim
t→0
λβ(t) · ρ = ρ
of its path of steepest descent under the function µ · β belongs to Zβ . By [8] Lemma 4.4.3 this
limit point is
ρ : V ⊗O(−n)→ GrHN (F) =
s⊕
i=1
F (i)/F (i−1).
The weight of λβ acting on a point lying over ρ is given by
−µL(ρ, λβ) =
∑ Pi(m)2
Pi(n)
−
P (m)2
P (n)
which is equal to ||λβ||
2 = ||β||2, and so ρ ∈ Zβ as required. 
Recall that we have a decomposition V = V1 ⊕ · · · ⊕ Vs into weight spaces for the 1-PS λβ.
Lemma 6.7. Let ρ : V ⊗O(−n) → F be a point in Q. Then ρ is fixed by the 1-PS λβ if and
only if F has a decomposition
F = F1 ⊕ · · · ⊕ Fs
and we also have a decomposition
ρ = ρ1 ⊕ · · · ⊕ ρs
where ρi : Vi ⊗O(−n)→ Fi lies in the quot scheme Quot(Vi ⊗O(−n), P (Fi)).
The fixed point locus of λβ(C
∗) acting on Q decomposes into components indexed by the
tuple of Hilbert polynomials of the direct summands. Let Qi := Quot(Vi ⊗ O(−n), Pi) and
consider
F = {q ∈ Quot(V ⊗O(−n), P ) : q = ⊕si=1qi such that qi ∈ Qi}
∼= Q1 × · · · ×Qs.
Corollary 6.8. The scheme F ∩Q is a union of connected components of Zβ.
Proof. Clearly F is a union of connected components of the fixed point locus of the one-
parameter subgroup λβ. By definition Zβ is the connected components of the fixed point locus in
Q on which λβ acts with weight ||β||
2. Let q = ⊕si=1qi be a point in F where qi : Vi⊗O(−n)→ Ei
is a quotient sheaf in Qi. The Hilbert-Mumford function µ
L(q, λβ) is equal to minus the weight
of he action of λβ on the fibre of L over q. By direct calculation we have
||β||2 =
s∑
i=1
β2i Pi(n) =
s∑
i=1
Pi(m)
2
Pi(n)
−
P (m)2
P (n)
and
µL(q, λβ) =
s∑
i=1
βiP (Ei,m) =
s∑
i=1
βiPi(m) =
P (m)2
P (n)
−
s∑
i=1
Pi(m)
2
Pi(n)
so that F ∩Q is a union of connected components of Zβ . 
Remark 6.9. Recall from Remark 3.1 that from the decomposition Zβ = ⊔Z(τ ′) into disjoint
closed subsets we get similar decompositions Yβ = ⊔Y(τ ′) and Y
ss
β = ⊔Y
ss
(τ ′) and
Sβ = ⊔GY
ss
(τ ′)
∼= ⊔G×Pβ Y
ss
(τ ′)
where Y(τ ′) = p
−1
β (Z(τ ′)) ⊆ Yβ and Y
ss
(τ ′) = p
−1
β (Z
ss
(τ ′)). Thus GY
ss
(τ)
∼= ⊔G×Pβ Y
ss
(τ ′) is a union of
connected components of Sβ.
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We want to show that ρ belongs to Y ssβ , which is equivalent to showing that ρ ∈ Z
ss
β . Recall
that the subscheme Zβ is invariant under the subgroup of SL(V ) which stabilises β,
Stabβ =
(
s∏
i=1
GL(Vi)
)
∩ SL(V ).
The original linearisation L restricts to a Stabβ linearisation on Zβ which we also denote by L.
Associated to −β is a character
χ−β : Stabβ → C
∗
(g1, · · · gs) 7→ Π
s
i=1detg
−βi
i
which we can use to twist the linearisation L; we let Lχ−β denote this twisted linearisation on
Zβ. By definition
Zssβ := Z
Stabβ−ss
β (L
χ−β)
is the open subscheme of Zβ whose geometric points are semistable for this Stabβ action.
Note that the centre of Stabβ is
Z(Stabβ) = {(t1, . . . , ts) ∈ (C
∗)s :
s∏
i=1
t
Pi(n)
i = 1}.
Consider the subgroup
G′ =
s∏
i=1
SL(Vi)
of Stabβ.
Lemma 6.10. There is an isomorphism Stabβ ∼= (G′ ×Z(Stabβ))/(
∏s
i=1 Z/Pi(n)Z). Further-
more, the semistable subscheme F ss := F Stabβ−ss(Lχ−β) for the Stabβ action on F with respect
to Lχ−β is equal to the semistable subset for the G′-action on F with respect to L.
Proof. The stabiliser of β is
Stabβ =
(
s∏
i=1
GL(Vi)
)
∩ SL(V )
and there is a surjection
G′ × Z(Stabβ)→ Stabβ
((g′1, . . . , g
′
m), (t1, . . . , ts)) 7→ (t1g
′
1, . . . , tsg
′
s)
with kernel
∏s
i=1 Z/Pi(n)Z. Hence Stabβ is the quotient of the product G
′ × Z(Stabβ) by
this product of the finite cyclic groups of order Pi(n). However finite groups do not make any
difference to GIT semistability, so we can just consider the action of G′ × Z(Stabβ).
The centre Z(Stabβ) fixes each point q = ⊕qi in F and acts on the fibre of L at q as
multiplication by a character χ. Since qi is multiplied by t
−1
i , detH
0(qi(m)) is multiplied by
t
−Pi(m)
i , and we find that χ(t1, · · · ts) =
∏s
i=1 t
Pi(m)
i . Since
∏
t
Pi(n)
i = 1 we may rewrite this as
χ(t1, · · · ts) =
s∏
i=1
t
−
(
Pi(n)
P (n)
P (m)
−Pi(m)
)
i =
s∏
i=1
t
−βiPi(n)
i .
The centre acts on Lq via the character χ−β and so it acts trivially on the fibre over the modified
linearisation Lχ−β . In particular, the semistable set for the action of Stabβ = G′Z(Stabβ) with
respect to Lχ−β is equal to the semistable set for the G′ action with respect to L. 
Recall the following standard result:
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Lemma 6.11. Let X1, · · · ,Xk be complex projective schemes and suppose Gi is a reductive
group acting on Xi for 1 ≤ i ≤ k. Let Li be an ample linearisation of the Gi action on Xi.
Then
(
k∏
i=1
Xi)
∏
Gi−ss(
k⊗
i=1
π∗iLi) =
k∏
i=1
XGi−ssi (Li)
where πj :
∏k
i=1Xi → Xj is the projection map.
Recall that
F ∼= Q1 × · · · ×Qs
where Qi = Quot(Vi ⊗O(−n), Pi). Consider the linearisation Li = det(πQi∗(Ui ⊗ π
∗
WO(m))) of
the SL(Vi)-action on Qi where Ui is the universal quotient sheaf on this quot scheme. By [21],
Theorem 1.19 provided n and m are sufficiently large the points of the semistable subscheme
Qssi := Q
SL(Vi)−ss
i (Li)
are quotient sheaves qi : Vi ⊗O(−n)→ Ei where Ei is Gieseker semistable.
Proposition 6.12. Under the isomorphism F ∼= Q1 × · · · × Qs the semistable part of F with
respect to Lχ−β is isomorphic to the product of the GIT semistable subschemes Qssi :
F ss ∼= Qss1 × · · · ×Q
ss
s .
Furthermore, for n and m sufficiently large the limit point ρ ∈ F ss ∩ Q ⊂ Zssβ and so β is an
index in the stratification of Q.
Proof. By Lemma 6.10, we have that F ss := F Stabβ−ss(Lχ−β ) = FG
′−ss(L) where G′ =∏s
i=1 SL(Vi). If we can show that L|F
∼= ⊗π∗iLi, then, by Lemma 6.11,
FG
′−ss(L) = FG
′−ss(⊗π∗i Li) = Q
ss
1 × · · · ×Q
ss
s
where πi : F ∼=
∏s
j=1Qj → Qi is the ith projection map. Let i : F →֒ Quot(V ⊗O(−n), P ) and
j : F ×W →֒ Quot(V ⊗O(−n), P )×W denote the inclusions. Then
L|F = i
∗det(π∗(U ⊗ π
∗
WO(n)))
∼= detπF∗j
∗(U ⊗ π∗WO(n))
since the determinant commutes with pullbacks and i is flat. The universal family U pulls back
via the morphism j : F ×W →֒ Quot(V ⊗O(−n), P )×W to the family ⊕si=1p
∗
iUi parameterised
by F , where pi : F ×W ∼= (
∏s
j=1Qj)×W → Qi ×W is the obvious projection map. Thus
L|F ∼= det
(⊕s
i=1 πF∗(p
∗
iUi ⊗ (π
F×W
W )
∗O(n))
)
∼=
⊗s
i=1 detπF∗p
∗
i (Ui ⊗ (π
Qi×W
W )
∗O(n))
∼=
⊗s
i=1 detπ
∗
i πQi∗(Ui ⊗ (π
Qi×W
W )
∗O(n)) ∼=
⊗s
i=1 π
∗
iLi.
We have ρ = ⊕ρi where ρi : Vi ⊗ O(−n) → F
(i)/F (i−1) is a quotient of Vi ⊗ O(−n) such
that H0(ρi(n)) is an isomorphism and F
(i)/F (i−1) is a semistable sheaf. We pick n and then
m sufficiently large as in [21] so that GIT semistability of points in Qi with respect to Li is
equivalent to Gieseker semistability of the associated sheaves. Then
Qssi := Q
SL(Vi)−ss
i (Li)
is the open subset of quotients parameterising semistable sheaves. By definition of the Harder–
Narasimhan filtration ρi ∈ Q
ss
i and so ρ ∈ Q ∩ F
ss ⊂ Zssβ . In particular Sβ is nonempty and so
β is an index for the stratification of Q. 
Proposition 6.13. Choose an ordered basis of V and a positive Weyl chamber t+ in the Lie
algebra of the associated maximal torus of G = SL(V ). Let τ = (P1, . . . Ps) be a Harder–
Narasimhan type and let β = β(τ) = β(τ, n,m) ∈ t+ be as at (10). If n and m are sufficiently
large, then we can give Rτ a scheme structure such that every connected component of Rτ is a
connected component of Sβ.
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Proof. Let n and m be chosen as in Proposition 6.12. Let Ri be the open subscheme of Qi
consisting of quotient sheaves qi : Vi⊗O(−n)→ Ei which are pure of dimension e and such that
H0(qi(n)) is an isomorphism. Let R
ss
i denote the semistable subscheme for the SL(Vi)-action
on Ri. Then consider the subschemes
Zss(τ) = {q = ⊕
s
i=1qi : (qi : Vi ⊗O(−n)→ Ei) ∈ R
ss
i }
of Zssβ and Y
ss
(τ) = p
−1
β (Z
ss
(τ)) of Y
ss
β .
Any quotient sheaf q : V ⊗O(−n)→ F in Y ss(τ) has a filtration and associated graded object
q : V ⊗O(−n)→ F for which the successive quotients are semistable with Hilbert polynomials
P1, . . . , Ps; i.e. F has Harder–Narasimhan type τ . As Rτ is G-invariant it follows immediately
that every point in GY ss(τ) is a point in Rτ . Conversely let ρ : V ⊗ O(−n) → E be any point
in Rτ ; then the Harder–Narasimhan filtration of E gives rise to a filtration of V by subspaces
W (i) = H0(q(n))−1(H0(E(i)(n))). We choose g ∈ G = SL(V ) to be a change of basis matrix
sendingW (i) to V (i) for each i, which is possible since dimW (i) = dimV (i) =
∑
j≤i Pi(n). Then
g · q ∈ Y ss(τ) by Proposition 6.12, so
Rτ = GY
ss
(τ)
∼= G×Pβ Y
ss
(τ)
and this gives the set Rτ its scheme structure.
Since R
ss
i = R
ss
i (cf. [21] Theorem 1.19) the subscheme Z
ss
(τ) is closed in F
ss ∩Q and is thus
a union of connected components of Zssβ by Corollary 6.8. It follows that Rτ = GY
ss
(τ) is a union
of connected components of Sβ by Remark 6.9. 
7. n-rigidified sheaves of fixed Harder–Narasimhan type
As in the previous section we let τ = (P1, . . . Ps) be a Harder–Narasimhan type and let
β = β(τ) = β(τ, n,m) ∈ t+ be the associated rational weight given at (10). In section 8 below
we consider the action of Stabβ on the closure Y (τ) in the quot scheme Quot(V ⊗ O(−n), P )
of the subscheme Y ss(τ) defined in the proof of Proposition 6.13. We know the Pβ-orbits in
Y ss(τ) correspond to G-orbits in Rτ
∼= G ×Pβ Y
ss
(τ) and thus to isomorphism classes of sheaves of
Harder–Narasimhan type τ , and so in this section we study the objects parametrised by the
Stabβ-orbits in Y ss(τ).
Definition 7.1. Let n be a positive integer and F be a sheaf with Harder–Narasimhan type
τ . Let 0 ⊂ F (1) ⊂ · · · ⊂ F (s) = F denote the Harder–Narasimhan filtration of F and Fi :=
F (i)/F (i−1) denote the successive quotients. Then an n-rigidification for F is an isomorphism
H0(F(n)) ∼= ⊕si=1H
0(Fi(n))
which is compatible with the inclusion morphisms j(i) : F (i) →֒ F and projection morphisms
π(i) : F (i) → Fi; that is, for each i we have a commutative triangle
H0(F (i)(n)) H0(F(n))
H0(Fi(n))
✲
j
(i)
∗
❄
π
(i)
∗
✑
✑
✑
✑
✑
✑✰
where the unlabelled arrow is the given isomorphism H0(F(n)) ∼= ⊕si=1H
0(Fi(n)) followed by
the ith projection. An isomorphism of two n-rigidified sheaves E and F is an isomorphism of
sheaves φ : E ∼= F such that for each i the induced isomorphisms H0(E(i)(n)) ∼= H0(F (i)(n))
are compatible with the n-rigidifications; i.e., we have a commutative square of isomorphisms
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H0(E(n)) H0(F(n))
⊕si=1H
0(Ei(n)) ⊕
s
i=1H
0(Fi(n))
✲
❄ ❄
✲
where the horizontal morphisms are induced by the isomorphism φ and the vertical morphisms
are the given n-rigidifications for each sheaf.
Remark 7.2. Any sheaf F with Harder–Narasimhan type τ has an n-rigidification for n >> 0
where n is sufficiently large so the higher cohomology of F(n) and Fi(n) vanish. In fact if we
pick n as required for Proposition 6.13, then the quotient sheaf q : V ⊗ O(−n) → F has a
natural n-rigidification coming from the eigenspace decomposition V = ⊕si=1Vi of V for λβ(C
∗)
and the isomorphisms V ∼= H0(F(n)) and Vi ∼= H
0(Fi(n)) induced by q.
Lemma 7.3. Consider the n-rigidified sheaves represented by points q : V ⊗ O(−n) → E and
q′ : V ⊗O(−n)→ F in Y ss(τ) as in Remark 7.2. These n-rigidified sheaves are isomorphic if and
only if there is some g ∈ Πsi=1GL(Vi) such that g · q = q
′.
Proof. If E and F are isomorphic as n-rigidified sheaves then, in particular, they are isomorphic
as sheaves and so there is some g ∈ GL(V ) such that g · q = q′. As q and q′ are both in Y ssβ and
GY ssβ
∼= G ×Pβ Y
ss
β , we know that g ∈ Pβ is block upper triangular with respect to the blocks
for β. Then as the isomorphism is compatible with the n-rigidifications, we see that g must be
block diagonal; i.e., g is an element of Stabβ = Πsi=1GL(Vi).
Conversely if there is a g ∈ Πsi=1GL(Vi) such that g · q = q
′ then this induces a sheaf
isomorphism E ∼= F . The fact that g is block diagonal with respect to the blocks for β means
this isomorphism is an isomorphism of n-rigidified sheaves. 
8. Moduli spaces of rigidified unstable sheaves
In this final section we construct moduli spaces of n-rigidified sheaves of fixed Harder–
Narasimhan type τ as GIT quotients Y(τ)//Stabβ, where β = β(τ), with respect to perturbations
of the canonical linearisation Lβ for the Stabβ-action on Y(τ).
Remark 8.1. We would like to construct moduli spaces of sheaves of fixed Harder–Narasimhan
type τ as GIT quotients Y(τ)//Pβ or G×Pβ Y(τ)//G for suitable perturbations of the linearisation
Lβ. However there are difficulties here since in general the group Pβ is not reductive and the
linearisation Lβ on G×Pβ Y(τ) is not ample.
Remark 8.2. Moduli spaces of unstable bundles of rank 2 on the projective plane have
been constructed by Strømme in [22] and this has been generalised to sheaves with Harder–
Narasimhan filtrations of length two over smooth projective varieties by Dre´zet in [4].
We will define a notion of θ-(semi)stability for sheaves over W of a fixed Harder–Narasimhan
type τ corresponding to a sequence of Hilbert polynomials (P1, . . . , Ps) and a moduli functor
of θ-semistable n-rigidified sheaves of Harder–Narasimhan type τ over W . This notion of θ-
(semi)stability depends on a parameter θ ∈ Qs (see Definition 8.5 below), and we will show that
if m >> n >> 0 then θ determines for us a perturbed Stabβ-linearisation on the closure Y (τ) of
Y(τ) as in §3.3 with the following properties:
(i) any ρ : V ⊗O(−n)→ F in Y ssτ is GIT semistable for the perturbed linearisation associated
to θ if and only if the sheaf F of Harder–Narasimhan type τ is θ-semistable (Theorem 8.15
below), and
(ii) the associated GIT quotient is a projective scheme which corepresents the moduli functor
of θ-semistable n-rigidified sheaves of Harder–Narasimhan type τ overW (Theorem 8.20 below).
Fix a Harder–Narasimhan type τ = (P1, · · · , Ps) and let P =
∑
i Pi; then, by Proposition
6.13, for n and m sufficiently large the subvariety Rτ = GY
ss
(τ)
∼= G×Pβ Y
ss
(τ) of Q parametrising
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sheaves of Harder–Narasimhan type τ is a union of connected components of a stratum Sβ(τ)
in the stratification {Sβ : β ∈ B} of Q given by
β(τ) = idiag(β1, . . . , β1, . . . , βs, . . . βs) ∈ t+
where
βi =
P (m)
P (n)
−
Pi(m)
Pi(n)
appears Pi(n) times. The stratum Sβ for β = β(τ) is isomorphic to G×Pβ Y
ss
β and as in §3 we
consider linearisations of the G-action on the projective completion
Sˆβ := G×Pβ Y β,
where Y β is the closure of Y
ss
β in Q. Since Rτ
∼= G×Pβ Y
ss
(τ) where Y
ss
(τ) is a union of connected
components of Y ssβ we let
Rˆτ = G×Pβ Y (τ)
where Y (τ) is the closure of Y
ss
(τ) in Q; this is the closure of Rτ in Sˆβ and is a projective
completion of Rτ .
Let Lβ denote the canonical linearisation on Sˆβ as defined in §3.2 and let Lβ also denote its
restriction to Rˆτ . As was noted in §3, Sβ and Rτ have categorical quotients
Sβ → Zβ//LβStabβ
and
Rτ → Z(τ)//LβStabβ
but these are far from orbit spaces: the map pβ : Y
ss
(τ) → Z
ss
(τ) sends a point y to the graded
object associated to its Harder–Narasimhan filtration and since pβ(y) is contained in the orbit
closure of y these points are S-equivalent, in the sense that they represent the same points in
the categorical quotient. In fact two sheaves F and G with Harder–Narasimhan type τ are
S-equivalent in this context if and only if the graded objects associated to their Jordan–Ho¨lder
filtrations are isomorphic. We would like a finer notion of equivalence.
As was noted in §3.3, one possible approach to avoiding this problem is to perturb the
canonical linearisation, but applying GIT to either the canonical G-linearisation on Sˆβ or the
canonical Pβ-linearisation on Y β is delicate. So instead we will consider perturbations of the
canonical Stabβ-linearisation Lβ on Y β given by making a small perturbation to the character
χ−β : Stabβ → C
∗ used to twist L.
8.1. Semistability. We will choose a perturbation of the canonical Stabβ-linearisation Lβ on
Y (τ) which depends on a parameter θ = (θ1, . . . , θs) ∈ Q
s. A notion of (semi)stability with
respect to this parameter θ will be defined for all sheaves over W with Harder–Narasimhan
type τ . Before stating the definition we first need an easy lemma which enables us to write
down the Harder–Narasimhan filtration of a direct sum of pure sheaves E ⊕ F in terms of the
Harder–Narasimhan filtrations of E and F .
Lemma 8.3. Let E and F be pure sheaves of dimension e with Harder–Narasimhan filtrations
0 ⊂ E(1) ⊂ · · · ⊂ E(N) = E
and
0 ⊂ F (1) ⊂ · · · ⊂ F (M) = F .
Then the maximal destabilising subsheaf of E ⊕ F is
i) E(1) if P (E(1)) r(F (1)) > P (F (1)) r(E(1)),
ii) F (1) if P (E(1)) r(F (1)) < P (F (1)) r(E(1)),
iii) E(1) ⊕F (1) if P (E(1)) r(F (1)) = P (F (1)) r(E(1)).
24 victoria hoskins and frances kirwan
Proof. Suppose P (E(1)) r(F (1)) > P (F (1)) r(E(1)); then we need to show E(1) is the maximal
destabilising subsheaf of E ⊕ F . We know E(1) is semistable and we also claim that there is
no sheaf G ⊂ E ⊕ F with reduced Hilbert polynomial great than E(1). To prove this suppose
such a sheaf G exists; then we may assume without loss of generality that G is semistable. As
Hom(G, E) = 0, the composition
G →֒ E ⊕ F → E
is zero and so G is contained completely in F . This contradicts the fact that F (1) is the maximal
destabilising subsheaf in F .
Now suppose there is E(1) ( G ⊂ E ⊕ F such that G and E(1) have the same reduced Hilbert
polynomial. Then the composition
G →֒ E ⊕ F → F
is zero and so G is contained in E which contradicts the fact that E(1) is the maximal destabilising
subsheaf in E . Therefore E(1) is the maximal destabilising subsheaf of the direct sum.
The other cases follow from similar standard arguments and will be omitted. 
Definition 8.4. We say a sheaf F is τ -compatible if it has a filtration
0 ⊆ F (1) ⊆ · · · ⊆ F (s) = F
such that Fi = F
(i)/F (i−1), if nonzero, is semistable with reduced Hilbert polynomial Pi/ri
where τ = (P1, . . . , Ps). We call such a filtration a generalised Harder–Narasimhan filtration of
F ; it is the same as the Harder–Narasimhan filtration of F except that we may have F (i) =
F (i−1) for some i. Note that the generalised Harder–Narasimhan filtration of a τ -compatible
sheaf F is uniquely determined by F and τ .
Of course any sheaf of Harder–Narasimhan type τ is τ -compatible.
Definition 8.5. A τ -compatible sheaf F is θ-semistable if for all proper nonzero τ -compatible
subsheaves F ′ ⊂ F for which F/F ′ is also τ -compatible we have∑s
i=1 θiP (F
′
i)
P (F ′)
≥
∑s
i=1 θiP (Fi)
P (F)
where F ′i andFi denote the successive quotients appearing in the generalised Harder–Narasimhan
filtrations of F ′ and F . We say F is θ-stable if this inequality is strict for all such subsheaves.
Remark 8.6. To get a nontrivial notion of semistability we will always assume that the θi are
not all equal to each other. In addition, we will usually assume that for all m >> n >> 0
(11)
∑
θiPi(n)
P (n)
≥
∑
θiPi(m)
P (m)
.
If (11) does not hold we can still define θ-(semi)stability but there will be no θ-semistable
sheaves with Harder–Narasimhan type τ .
8.2. Families and the moduli functor. Let S be a complex scheme, and recall that a flat
family of sheaves over W parametrised by S is a sheaf V over W ×S which is flat over S. We say
this is a flat family of semistable sheaves which are pure of dimension e with Hilbert polynomial
P if for each point s ∈ S the sheaf Vs := V|W×{s} is a semistable pure sheaf of dimension e
with Hilbert polynomial P . We say two flat families V and W over W parametrised by S are
isomorphic if there is a line bundle L on S such that V ∼= W ⊗ π∗SL where πS : W × S → S is
the projection. Given a morphism f : T → S we can pull back a family on S to a family on T
in the standard way.
Definition 8.7. Let τ = (P1, . . . , Ps) be a Harder–Narasimhan type of a pure sheaf of dimension
e. A flat family V of sheaves over W parametrised by S has Harder–Narasimhan type τ if V is a
family of pure sheaves of dimension e with Hilbert polynomial
∑m
i=1 Pi and there is a filtration
by subsheaves
0 ( V(1) ( · · · ( V(s) = V
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such that Vi = V
(i)/V(i−1) is a flat family of semistable sheaves of pure of dimension e with
Hilbert polynomial Pi.
Let n be a positive integer. A flat family V of n-rigidified sheaves of Harder–Narasimhan
type τ over W parametrised by S is a flat family V of sheaves of Harder–Narasimhan type τ
parametrised by S which has an n-rigidification; i.e., an isomorphism
H0(V(n)) ∼= ⊕si=1H
0(Vi(n))
which is compatible with the inclusion morphisms V(i) →֒ V and projection morphisms V(i) → Vi
in the sense of Definition 7.1.
Finally, we say such a family is θ-semistable if for each s ∈ S the sheaf Vs is θ-semistable.
Lemma 8.8. There exists a flat family V of n-rigidified sheaves of Harder–Narasimhan type
τ over W parametrised by Y ss(τ) which is given by restricting the universal quotient sheaf U on
Quot(V ⊗O(−n), P )×W to Y ss(τ) ×W .
Proof. We use the vector space filtration 0 ⊂ V (1) ⊂ · · · ⊂ V (s) = V corresponding to β = β(τ),
defined as in §7, to induce a universal Harder–Narasimhan filtration for V. Then a universal
n-rigidification comes from the eigenspace decomposition V = ⊕si=1Vi for β. 
Definition 8.9. The moduli functor of θ-semistable n-rigidified sheaves over W of Harder–
Narasimhan type τ is the contravariant functor Mθ−ss(W, τ, n) from complex schemes to sets
such that if S is a scheme over C then Mθ−ss(W, τ, n)(S) is the set of isomorphism classes of
families of θ-semistable n-rigidified sheaves overW parametrised by S with Harder–Narasimhan
type τ .
8.3. Boundedness. By Lemma 6.3 if n is sufficiently large then all sheaves with Hilbert poly-
nomial P and Harder–Narasimhan type τ are n-regular and the successive quotients appearing
in their Harder–Narasimhan filtrations are n-regular. A similar argument gives us
Lemma 8.10. Fix a Harder–Narasimhan type τ = (P1, . . . , Ps). Then for n sufficiently large
every τ -compatible subsheaf F ′ ⊂ F of a sheaf with Harder–Narasimhan type τ is n-regular.
Moreover, the successive quotients F ′i appearing in the generalised Harder–Narasimhan filtration
of F ′ are also n-regular.
We also have
Lemma 8.11. Fix a Harder–Narasimhan type τ = (P1, . . . , Ps). If n is sufficiently large, then
for any τ -compatible subsheaf F ′ ⊂ F of a sheaf with Harder–Narasimhan type τ the following
inequalities are equivalent:∑
θiP (F
′
i)
P (F ′)
≥
∑
θiP (Fi)
P (F)
⇐⇒
∑
θiP (F
′
i , n)
P (F ′, n)
≥
∑
θiP (Fi, n)
P (F , n)
where F ′i and Fi are the successive quotients in the generalised Harder–Narasimhan filtrations
of F ′ and F .
Proof. The Hilbert polynomials of F and Fi are fixed, and the successive quotients F
′
i are
semistable with reduced Hilbert polynomial
P (F ′i)
r′i
=
Pi
ri
where r′i denotes the multiplicity of F
′
i , so since there are only a finite number of possibilities for
r′i, there are only a finite number of possible Hilbert polynomials for F
′
i . Thus the inequalities
are equivalent for all sufficiently large n. 
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8.4. The choice of perturbed linearisation. Let θ = (θ1, . . . , θs) ∈ Q
s be a stability param-
eter satisfying the condition (11) of Remark 8.6. Then θ defines a perturbation of the canonical
linearisation Lβ in the following way. For any natural number n we can define
(12) β′i := θi −
∑s
j=1 θjPj(n)
P (n)
and let β′ := idiag(β′1, · · · β
′
1, · · · , β
′
s, · · · β
′
s) ∈ t where β
′
i appears Pi(n) times. Then
s∑
i=1
β′iPi(n) = 0
and the assumption (11) on θ means that
β′ · β =
s∑
i=1
β′iβiPi(n) ≥ 0.
For any small positive rational number ǫ consider the perturbation Lperβ of the canonical Stabβ-
linearisation Lβ on Y (τ) given by twisting the original ample linearisation L on Q by the char-
acter χ−(β+ǫβ′) : Stabβ → C
∗ corresponding to the rational weight −(β + ǫβ′). By Proposition
3.10 if ǫ > 0 is sufficiently small then the stratification associated to the Stabβ-action on Y (τ)
with respect to Lperβ is a refinement of the stratification associated to the Stabβ-action on Y (τ)
with respect to Lβ. We assume that ǫ > 0 is sufficiently small for this to be the case, and then
since Y
Stabβ−ss
(τ) (Lβ) = Y
ss
(τ) it follows that
Y ss(τ) =
⊔
γ∈C
S(β)γ
where S
(β)
γ is a stratum appearing in the stratification for the perturbed linearisation, and we
have for each γ ∈ C
S(β)γ = GY
(β)−ss
γ
∼= G×Pβ Y
(β)−ss
γ
where Y
(β)−ss
γ = (p
(β)
γ )−1(Z
(β)−ss
γ ) and Y
(β)−ss
γ and Z
(β)−ss
γ are the subschemes of Y ss(τ) defined
following (1) and (3).
A 1-PS λ : C∗ → Stabβ ∼= SL(V ) ∩ΠGL(Vi) of Stabβ is given by 1-PSs λi : C→ GL(Vi) for
i = 1, . . . , s such that
s∏
i=1
detλi(t) = 1
for all t ∈ C∗. As in §5.1 we can diagonalise each 1-PS simultaneously to get weights k1 > · · · >
kr and for each i a decomposition Vi = V
1
i ⊕ · · · ⊕ V
r
i into weight spaces and a filtration
0 ⊂ V
[1]
i ⊂ · · · ⊂ V
[r]
i = Vi
of Vi where V
[j]
i := ⊕l≤jV
l
i such that
s∑
i=1
r∑
j=1
kjdimV
j
i = 0.
There is an associated filtration
0 ⊂ V [1] ⊂ · · · ⊂ V [r] = V
of V where V [j] := ⊕si=1V
[j]
i and we let V
j := V [j]/V [j−1].
Now suppose ρ : V ⊗O(−n)→ F is a point in Y ss(τ) such that the limit ρ := limt→0 λ(t) · ρ is
also in Y ss(τ). Then the 1-PS λ determines a filtration
0 ⊂ F [1] ⊂ · · · ⊂ F [r] = F
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where H0(F [j](n)) = V [j] and ρ = ⊕rj=1ρ
j where ρj : V j ⊗O(−n)→ F j := F [j]/F [j−1]. As ρ is
also a point in Y ss(τ), the sheaf F := ⊕
r
j=1F
j has Harder–Narasimhan type τ and the filtration
0 ⊂ V (1) ⊂ · · · ⊂ V (s) = V induces this filtration. In particular each direct summand F j is
τ -compatible (see Lemma 8.3) and has generalised Harder–Narasimhan filtration
0 ⊆ F j(1) ⊆ · · · ⊆ F
j
(s) = F
j .
We let F ji denote the successive quotients in this generalised Harder–Narasimhan filtration.
Lemma 8.12. Suppose m >> n >> 0 and let λ be a 1-PS of Stabβ and ρ : V ⊗O(−n) → F
be a point in Y ss(τ). If the limit ρ := limt→0 λ(t) · ρ is also in Y
ss
(τ) then, using the above notation,
we have
i) for 0 ≤ l < j ≤ r the quotient sheaf F [j]/F [l] is τ -compatible with generalised Harder–
Narasimhan filtration induced by that of F ;
ii) the Hilbert–Mumford function is given by
µL
per
β (ρ, λ) = ǫ
r∑
j=1
s∑
i=1
kjβ
′
iP (F
j
i , n).
Proof. Let n >> 0 so that Lemma 8.10 holds. Let 0 ⊂ F
(1)
⊂ · · · ⊂ F
(s)
= F denote
the Harder–Narasimhan filtration of F where V (i) ∼= H0(F
(i)
(n)). By Lemma 8.3 the direct
summands F j have generalised Harder–Narasimhan filtrations
0 ⊂ F j(1) ⊂ · · · ⊂ F
j
(s) = F
j
where
F j(i) := F
j ∩ F
(i)
= ρ(V (i) ⊗O(−n)) ∩ ρ(V j ⊗O(−n)).
Since ρ is a direct sum of maps which send V j ⊗O(−n) to F j and H0(ρ(n)) is an isomorphism
this is equal to
F j(i) = ρ((V
(i) ∩ V j)⊗O(−n)) =
ρ((V (i) ∩ V [j])⊗O(−n))
ρ((V (i) ∩ V [j−1])⊗O(−n))
.
Let F
[j]
(i) := ρ((V
(i) ∩ V [j])⊗O(−n)); then these sheaves define a filtration
0 ⊂ F
[j]
(1) ⊂ · · · ⊂ F
[j]
(s) = F
[j]
of F [j]. We claim that this filtration is a generalised Harder–Narasimhan filtration for F [j] and
thus that F [j] is τ -compatible. It is enough to show that F
[j]
i := F
[j]
(i)/F
[j]
(i−1) is semistable with
reduced Hilbert polynomial Pi/ri if it is nonzero. We prove this by induction on j. For j = 1
it is clear as F [1] is τ -compatible so suppose we know this is true for j − 1. We have a diagram
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of short exact sequences
0

0

0 // F
[j−1]
(i−1)
//

F
[j−1]
(i)
//

F
[j−1]
i
//

0
0 // F
[j]
(i−1)
//

F
[j]
(i)
//

F
[j]
i
//

0
0 // F j(i−1)
//

F j(i)
//

F ji
// 0
0 0
and so F
[j−1]
(i−1) = F
[j−1]
(i) ∩F
[j]
(i−1) from which it follows that the third column is also a short exact
sequence. As the outer sheaves in this short exact sequence are both semistable with reduced
Hilbert polynomial Pi/ri, so is the middle sheaf. This completes the induction and shows that
F [j]/F [l] is also τ -compatible.
Recall that Lperβ was constructed by twisting the original linearisation L on Y (τ) by the
character of Stabβ corresponding to −(β + ǫβ′); therefore,
µL
per
β (ρ, λ) = µL(ρ, λ) + (β + ǫβ′) · λ
where · denotes the natural pairing between characters and 1-PSs of Stabβ. We have calculated
µL(ρ, λ) =
r∑
j=1
kjP (F
j ,m)
(see Lemma 5.4) and
(β + ǫβ′) · λ =
s∑
i=1
r∑
j=1
kj(βi + ǫβ
′
i)vi,j
where vi,j is the dimension of (V
j ∩ V (i)/V j ∩ V (i−1)). Observe that vi,j = P (F
j
i , n) where
F ji = F
j
(i)/F
j
(i−1) as H
0(ρ(n)) is an isomorphism, so that V j ∩ V (i) ∼= H0(F
j
(i)(n)) and the F
j
i
are all n-regular. Then since F j is τ -compatible this means F ji , if nonzero, has reduced Hilbert
polynomial equal to Pi/ri so
s∑
i=1
Pi(m)
Pi(n)
vi,j =
s∑
i=1
P (F ji ,m) = P (F
j ,m).
Thus
µL
per
β (ρ, λ) =
r∑
j=1
kj
(
P (F j ,m) +
s∑
i=1
(
ǫβ′i −
Pi(m)
Pi(n)
)
vi,j
)
= ǫ
r∑
j=1
s∑
i=1
kjβ
′
iP (F
j
i , n)
and the proof is complete. 
We can use this lemma to study the indices γ ∈ t+ of the stratification {S
(β)
γ : γ ∈ C} of Y ss(τ).
Recall that γ determines a 1-PS λγ of Stabβ, and as above this determines a decomposition
V = V 1⊕· · ·⊕V r of V into weight spaces and an associated filtration 0 ⊂ V [1] ⊂ · · · ⊂ V [r] = V
where V [j] =
⊕
l≤j V
l, together with a sequence of rational numbers γ1 > · · · > γr such that∑
γjdimV
j = 0.
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Proposition 8.13. Suppose that m >> n >> 0 and that γ is a nonzero index in the stratification
{S
(β)
γ : γ ∈ C} of Y ss(τ). If ρ : V ⊗ O(−n) → F belongs to the subscheme Y
(β)−ss
γ of Y ss(τ),
then ρ = p
(β)
γ (ρ) ∈ Z
(β)−ss
γ is given by ρ = ⊕rj=1ρ
j : ⊕rj=1V
j ⊗ O(−n) → ⊕rj=1F
j where
F [j] = ρ(V [j] ⊗ O(−n)) and F j = F [j]/F [j−1]. In particular the F j are τ -compatible and so
have generalised Harder–Narasimhan filtrations
0 ⊆ F j(1) ⊆ · · · ⊆ F
j
(s) = F
j .
Let F ji := F
j
(i)/F
j
(i−1); then
γj = −
ǫ
∑s
i=1 β
′
iP (F
j
i , n)
P (F j , n)
.
Proof. We assume m >> n >> 0 so that the statements of Proposition 6.13 and Lemma 8.10
hold. We have seen that
ρ = ⊕rj=1ρ
j : ⊕rj=1V
j ⊗O(−n)→ ⊕rj=1F
j
is the graded object associated to the filtration 0 = F [0] ⊂ F [1] ⊂ · · · ⊂ F [r] = F of F given by
F [j] = ρ(V [j] ⊗O(−n)), by [8] Lemma 4.4.3. In particular ρ ∈ Y ss(τ), so by Lemma 8.12 the F
j
are τ -compatible and
µL
per
β (ρ, λγ) = ǫ
r∑
j=1
s∑
i=1
γjβ
′
iP (F
j
i , n).
Since ρ ∈ Y
(β)−ss
γ the associated 1-PS λγ is adapted to ρ, and so
µL
per
β (ρ, λ)
||λ||
takes its minimum value for λ a non-trivial 1-PS of Stabβ when λ = λγ ; this will enable us to
determine the values of γj for 1 ≤ j ≤ r. If we minimise the quantity
µL
per
β (ρ, λγ)
||λγ ||
subject to
∑r
i=1 γjP (F
j , n) = 0, we see that
γj = −
ǫ
∑s
i=1 β
′
iP (F
j
i , n)
P (F j , n))
The γj have been scaled so that µ
Lper
β (ρ, λγ) = −||γ||
2, which ensures ρ is a point in Z
(β)
γ . 
From this description we can write down the strata inductively, starting with the highest
stratum. In particular we know the GIT semistable set, corresponding to the open stratum
S
(β)
0 , is the complement of the (closures of the) higher strata.
Proposition 8.14. Suppose m >> n >> 0 and ρ : V ⊗O(−n)→ F is a point in Y ss(τ). Then ρ
is semistable with respect to Lperβ if and only if for all proper nonzero τ -compatible subsheaves
F ′ ⊂ F for which F/F ′ is τ -compatible we have
s∑
i=1
β′iP (F
′
i , n) ≥ 0
where since F ′ is τ -compatible it has a generalised Harder–Narasimhan filtration
0 ⊆ F ′(1) ⊆ · · · ⊆ F
′
(s) = F
′
and F ′i := F
′
(i)/F
′
(i−1).
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Proof. We suppose m >> n >> 0 are chosen as at the beginning of Proposition 8.13. Suppose
ρ is semistable with respect to Lperβ and let F
′ ⊂ F be a τ -compatible subsheaf such that F/F ′
is τ -compatible. Let V ′ = H0(ρ(n))−1(H0(F ′(n))) ⊂ V and let V ′′ be a complement to V ′ in
V . Consider the 1-PS
λ(t) =
(
tv−v
′
IV ′ 0
0 t−v
′
IV ′′
)
where v′ (respectively v) denotes the dimension of V ′ (respectively V ). Then
ρ := (lim
t→0
λ(t) · ρ) : (V ′ ⊕ V ′′)⊗O(−n)→ F
where F = F ′ ⊕F/F ′ has Harder–Narasimhan type τ . Since ρ is semistable
µL
per
β (ρ, λ) ≥ 0,
but by Lemma 8.12
µL
per
β (ρ, λ) = vǫ
s∑
i=1
β′iP (F
′
i , n)
where vǫ > 0, so
∑s
i=1 β
′
iP (F
′
i , n) ≥ 0.
Now suppose ρ is unstable with respect to Lperβ . Then there is a nonzero γ ∈ C such that ρ
belongs to S
(β)
γ , and in fact by conjugating γ by an element of Stabβ we may assume ρ ∈ Y
(β)−ss
γ .
Then γ determines a filtration 0 ⊂ V [1] ⊂ · · · ⊂ V [r] = V and sequence of rational numbers
γ1 > · · · > γr, and by Proposition 8.13
γj = −
ǫ
∑s
i=1 β
′
iP (F
j
i , n)
P (F j , n)
.
We claim for j = 2, . . . , r that∑s
i=1 β
′
iP (F
[1]
i , n)
P (F [1], n)
<
∑s
i=1 β
′
iP (F
[j]
i , n)
P (F [j], n)
.
For j = 2 this is equivalent to the inequality γ1 > γ2. Then we proceed by induction as
combining the above inequality with γ1 > γj+1 gives the inequality for j + 1. In particular if
j = r then ∑s
i=1 β
′
iP (F
[1]
i , n)
P (F [1], n)
<
∑s
i=1 β
′
iP (Fi, n)
P (F , n)
= 0
by construction of β′. Let F ′ = F [1]; then by Lemma 8.12 both F ′ and F/F ′ are τ -compatible
and we have shown that
s∑
i=1
β′iP (F
′
i , n) < 0.

8.5. Moduli of θ-semistable n-rigidified sheaves of fixed Harder–Narasimhan type.
As before let W be a complex projective scheme and let τ = (P1, . . . , Ps) be a fixed Harder–
Narasimhan type. Let P =
∑s
i=1 Pi and for n >> 0 let V be a vector space of dimension
P (n). Recall that Q is the open subscheme of Quot(V ⊗ O(−n), P ) representing quotient
sheaves ρ : V ⊗ O(−n) → F which are pure of dimension e and such that H0(ρ(n)) is an
isomorphism. We defined in §6.1 a subscheme Rτ = GY
ss
(τ) of Q consisting of the quotient
sheaves ρ : V ⊗ O(−n) → F which have Harder–Narasimhan type τ . Let β = β(τ) be the
corresponding index of the stratification {Sβ : β ∈ B} of Q as defined in §6, and recall from
Proposition 6.13 that for m >> n >> 0 the subscheme Rτ is a union of connected components
of Sβ. A choice of θ ∈ Q
s defines a notion of (semi)stability for sheaves of Harder–Narasimhan
type τ (see Definition 8.5) and an ample Stabβ-linearisation Lperβ on a projective completion
Y (τ) of Y
ss
(τ) in terms of
β′ = idiag(β′1, · · · β
′
1, · · · , β
′
s, · · · β
′
s) ∈ t
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defined as at (12) where
β′i = θi −
∑s
j=1 θjPj(n)
P (n)
appears Pi(n) times (see §8.4).
Theorem 8.15. Suppose n is sufficiently large and for fixed n that m is sufficiently large. Then
ρ : V ⊗ O(−n) → F in Y ss(τ) is GIT semistable for the action of Stabβ on Y(τ) with respect to
Lperβ if and only if F is θ-semistable.
Proof. We pick n sufficiently large so that the statements of Lemma 8.10 and Lemma 8.11 hold.
Then pick m as in [21] so that GIT semistability of points in Q with respect to L is equivalent
to semistability of the corresponding sheaf. We also assume n and m are chosen large enough
for Proposition 6.13 to hold.
Suppose F is θ-semistable and consider a τ -compatible subsheaf F ′ of F such that the
quotient F/F ′ is also τ -compatible. Then by θ-semistability we have an inequality∑
θiP (F
′
i , n)
P (F ′, n)
≥
∑
θiP (Fi, n)
P (F , n)
which by the definition of β′ is equivalent to
∑
β′iP (F
′
i , n) ≥ 0, and so by Proposition 8.14 we
conclude that ρ is GIT semistable with respect to Lperβ .
Now suppose ρ is GIT semistable with respect to Lperβ and take a τ -compatible subsheaf
F ′ ⊂ F such that F/F ′ is τ -compatible. Then
∑
β′iP (F
′
i , n) ≥ 0 by Proposition 8.14, or
equivalently ∑
θiP (F
′
i , n)
P (F ′, n)
≥
∑
θiP (Fi, n)
P (F , n)
.
We have chosen n so that we can apply the results of Lemma 8.11 and conclude that F is
θ-semistable. 
Remark 8.16. It is straightforward to modify the proof of this theorem to show that, under
the same assumptions on n and m, a point ρ : V ⊗ O(−n) → F in Y ss(τ) is GIT stable with
respect to Lperβ if and only if the sheaf F of Harder–Narasimhan type τ is θ-stable in the sense
of Definition 8.5.
Remark 8.17. Our aim is to take a GIT quotient of Y (τ) by the action of Stabβ, so we need to
examine semistability here. If a point ρ : V ⊗O(−n)→ F in Y (τ) is θ-semistable then the sheaf
F is τ -compatible, and since F also has Hilbert polynomial P it must have Harder–Narasimhan
type τ , so that ρ actually belongs to Y ss(τ). Let
Y θ−ss(τ) := Y
θ−ss
(τ)
be the set of θ-semistable sheaves in Y (τ); then as we saw above this set is contained in Y
ss
(τ).
We are assuming that ǫ > 0 is sufficiently small that the perturbation Lperβ of Lβ satisfies
Proposition 3.10. Therefore it follows from Theorem 8.15 that on Y (τ) GIT (semi)stability with
respect to Lperβ of a point ρ : V ⊗O(−n)→ F is equivalent to θ-(semi)stability of the quotient
sheaf F for n and m sufficiently large.
Definition 8.18. Let F be a θ-semistable n-rigidified sheaf of Harder–Narasimhan type τ . A
Jordan–Ho¨lder filtration of F with respect to θ is a filtration
0 ⊂ F{1} ⊂ · · · ⊂ F{r} = F
such that:
(1) The successive quotients F j := F{j}/F{j−1} are τ -compatible and θ-stable with∑s
i=1 θiP (F
j
i )
P (F j)
=
∑
θiP (Fi)
P (F)
.
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(2) The n-rigidification for F induces generalised n-rigidifications for each F j ; that is, an
isomorphism H0(F j(n)) ∼= ⊕si=1H
0(F ji (n)) with the usual compatibilities.
The associated graded sheaf ⊕rj=1F
j thus has an n-rigidification and is of Harder–Narasimhan
type τ . Moreover, this sheaf is θ-polystable; i.e., a direct sum of θ-stable sheaves. Standard
arguments show that the n-rigidified sheaf ⊕rj=1F
j is uniquely determined up to isomorphism
by F . Finally, we say two θ-semistable n-rigidified sheaves F and G of Harder–Narasimhan
type τ are S-equivalent if they have Jordan–Ho¨lder filtrations such that the associated graded
sheaves are isomorphic as n-rigidified sheaves.
Remark 8.19. In exactly the same way as in the original proofs for S-equivalence of semistable
sheaves, we see that the Stabβ-orbit closures in Y θ−ss(τ) of two n-rigidified sheaves F and G in
Y θ−ss(τ) intersect if and only if F and G are S-equivalent, and that the Stabβ-orbit of a point
ρ : V ⊗ O(−n) → F in Y θ−ss(τ) is closed if and only if F is polystable. We briefly recap the
argument here. From the general theory of GIT we know that the closure in Y θ−ss(τ) of any
Stabβ-orbit contains a unique closed Stabβ-orbit. For any ρ : V ⊗O(−n)→ F in Y θ−ss(τ) we can
choose a 1-PS whose limit as t tends to zero is the graded object ρ : V ⊗O(−n)→ F associated
to a Jordan–Ho¨lder filtration of F , so that F is polystable and ρ is in the orbit closure of ρ.
Now suppose that ρ : V ⊗ O(−n) → F is a point in Y θ−ss(τ) such that F is a polystable sheaf
F = ⊕Fi and suppose that ρ
′ : V ⊗O(−n) → F ′ in Y θ−ss(τ) lies in the orbit closure of ρ. Then
there is a family V of θ-semistable sheaves parameterised by a curve C such that Vc0 = F
′ for
some c0 ∈ C and for c 6= co the corresponding sheaf is Vc = F . By semicontinuity
hom(Fi,F
′) ≥ hom(Fi,F)
and by θ-stability of Fi and θ-semistability of F
′ we see that each nonzero morphism Fi → F
′
must be injective. From this we can conclude that F ′ ∼= ⊕Fi = F and that ρ
′ lies in the same
Stabβ-orbit as ρ, so the Stabβ-orbit of ρ is closed. Thus the unique closed Stabβ-orbit in the
Stabβ-orbit closure in Y θ−ss(τ) of any point ρ : V ⊗O(−n)→ F in Y
θ−ss
(τ) is the orbit of the graded
object ρ : V ⊗O(−n)→ F associated to a Jordan–Ho¨lder filtration of F .
Just as for moduli of semistable sheaves over a projective scheme W (cf. [21] Theorem 1.21),
we obtain a projective scheme which corepresents the moduli functor of θ-semistable n-rigidified
sheaves of Harder–Narasimhan type τ over W , in the sense of [21] §1 or [1] Definition 4.6.
Theorem 8.20. Let W be a projective scheme over C and τ = (P1, . . . , Ps) be a fixed Harder–
Narasimhan type. For θ ∈ Qs and n >> 0 there is a projective scheme Mθ−ss(W, τ, n) which
corepresents the moduli functor Mθ−ss(W, τ, n) of θ-semistable n-rigidified sheaves of Harder–
Narasimhan type τ over W . The points of Mθ−ss(W, τ, n) correspond to S-equivalence classes
of θ-semistable n-rigidified sheaves with Harder–Narasimhan type τ .
Proof. The proof is based on that of [21] Theorem 1.21 (see also [1] §4). Pick n and m as in the
beginning of Theorem 8.15. For a complex scheme R let R = Hom(−, R) denote its functor of
points, and if R has a G-action then let R/G denote the quotient functor.
Let Y (τ) be the closure of Y
ss
(τ) as at the beginning of §8 and L
per
β the linearisation defined in
§8.4; then let
Mθ−ss(W, τ, n) := Y (τ)//Lper
β
Stabβ.
By Theorem 8.15 and Remark 8.17 the projective schemeMθ−ss(W, τ, n) is a categorical quotient
of the open subset Y θ−ss
(τ)
⊆ Y (τ) parameterising points ρ : V ⊗O(−n)→ F of Y (τ) such that F
is θ-semistable for the action of Stabβ, or equivalently by the action of H := Πsi=1GL(Vi) since
the central 1-PS C∗ ⊂ GL(V ) acts trivially on Y (τ). The quotient map Y
θ−ss
(τ) →M
θ−ss(W, τ, n)
is H-invariant and so induces a natural transformation
ϕ1 : Y(τ)
θ−ss/H →Mθ−ss(W, τ, n),
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and as Mθ−ss(W, τ, n) is a categorical quotient it corepresents the quotient functor Y(τ)
θ−ss/H.
Let V denote the restriction to Y θ−ss
(τ)
of the family of θ-semistable n-rigidified sheaves of
Harder–Narasimhan type τ parameterised by Y ss(τ) (cf. Lemma 8.8). Then this family defines a
natural transformation
φ : Y(τ)
θ−ss →Mθ−ss(X, τ, n)
by sending a morphism f : S → Y θ−ss(τ) to the family f
∗V for any scheme S. Following Lemma
7.3 two elements of Y(τ)
θ−ss(S) define isomorphic families if and only if locally on S they are
related by an element of H(S), this descends to a local isomorphism (in the sense of [21] §1 or
[1] Definition 4.3)
φ˜ : Y(τ)
θ−ss/H →Mθ−ss(X, τ, n).
Since local isomorphism means isomorphism after sheafification andMθ−ss(W, τ, n) corepresents
Y(τ)
θ−ss/H, it also corepresents Mθ−ss(X, τ, n) (cf. [1] Lemma 4.7). Finally the fact that the
points of Mθ−ss(W, τ, n) correspond to S-equivalence classes follows from Remark 8.19. 
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