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1. CHAPTER 1 
Introduction 
Combustion engines have been for a long time the most important prime 
mover for transportation globally. A combustion engine is simple in its 
nature; a mix of fuel and air is combusted, and work is produced in the 
operating cycle. The amount of combusted air and fuel controls the 
amount of work the engine produces.Equation Chapter 1 Section 1 
The engine work has to overcome friction and pumping losses, and a 
smaller engine has smaller losses and is therefore more efficient. 
Increasing engine efficiency in this way is commonly referred to as 
downsizing. Downsizing has an important disadvantage;  smaller engine 
cannot take in as much air and fuel as a larger one, a d is therefore less 
powerful, which can lead to less customer acceptance.  
By increasing the charge density the smaller engine can be given the 
power of a larger engine, and regain customer acceptance. A number of 
charging systems can be used for automotive application, e.g. 
supercharging, pressure wave charging or turbocharging. Turbocharging 
has become the most commonly used charging system, since it is a 
reliable and robust system, that utilizes some of the energy in exhaust gas, 
otherwise lost to the surroundings.  
There are however some drawbacks and limits of a turbocharger. The 
compressor of a single stage turbo system is sized after the maximum 
engine power, which is tightly coupled to the maximum mass flow. The 
mass flow range of a compressor is limited, which imposes limits on the 
pressure build up for small mass flows and thereby ngine torque at low 
engine speed. Further, a turbo needs to spin with hig  rotational speed to 
increase air density, and due to the turbo inertia it t kes time to spin up 
the turbo. This means that the torque response of a turbocharged engine is 
slower than an equally powerful naturally aspirated engine, which also 
lead to less customer acceptance 
A two stage turbo system combines two different sized turbo units, 
where the low mass flow range of the smaller unit, means that pressure 
can be increased for smaller mass flows. Further, due to the smaller 
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inertia of the smaller unit, it can be spun up faster and thereby speed up 
the torque response of the engine. The smaller unit ca  then be bypassed 
for larger mass flows, where instead the larger turbo unit is used to supply 
the charge density needed [71]. 
1.1 Generalities on engine modeling 
In the past years, the recourse to experimental analyses on the test bench 
was the only way to design an engine, analyze the pollutant emissions and 
develop engine control strategies. This method laidheavy in terms of 
human resources, facilities and time and, then, on the development costs. 
These aspects influenced both the final cost on the customer and the 
product time-to-market.  
Starting from the need of limiting time and costs, the engine models 
have been developed to estimate engine performances and pollutant 
emissions with a narrow set of experimental data. The use of 
mathematical models in an automotive control system is gaining 
increased interest from the industry. This increased interest comes from 
the complex engine concepts used, where additional actuators and degrees 
of freedom are added to the systems. Model based control is proposed as 
a way of handling the increased complexity. 
According to the description of phenomenon, the use of xperimental 
data and computational time, the models can be classified into: 
• White box 
• Grey box 
• Black box 
The white box models are based on the resolution of partial 
differential equations (PDE) and the need of experim ntal data is very 
limited. This means that the white box models are untied from engine 
geometry and characteristic with an high degree of generalization. The 
drawback is the high computational effort, therefor nly steady state 
condition can be simulated with these kind of models.  
The black box models use a large number of experimental data in 
order to make up to the lack of a physical mathematical description. The 
benefit of the black box models is the limited computational demand. 
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Thank to this peculiarity, they are suitable for real-time applications such 
as on-board and ECU implementation. 
The gray box models are the right settlement between the 
generalization of white box models and the fast computational time of 
black box models: they merge the experimental and physical information 
about the process. They are frequently used for the engine control tuning, 
assumed a given geometry. 
The choice about the model to be used derives from the kind of engine 
under test. Indeed the most critical phenomena to model are different 
depending on the fuel, the modality of combustion and the presence of the 
turbocharger. 
For a compression ignition engine (CI), especially for a Common Rail 
multiple injection Diesel engine, the attention has to be focused on the 
combustion phase and on the in-cylinder events becaus  they are the most 
critical phenomena in the engine cycle. The reason consist in the modality 
of the mixture formation. Almost all the modern Diesel engines adopt the 
direct injection: the fuel is injected directly in the combustion chamber 
and the air turbulence has to provide the sufficient energy for the mixture 
before reaching the flammability conditions. In a Multijet engine, there 
are several injection per engine cycle (till 8 per cycle in the Multijet II 
system). The first interesting effect is that the composition in the 
combustion chamber cannot be considered homogeneous. Furthermore 
the ignition timing cannot be decided and determined a priori. It is evident 
that, in order to have a good estimation of the engine cycle, the 
phenomena above described must be modeled with an high degree of 
physical concepts. 
In a spark ignition engine (SI) with indirect fuel injection, the 
combustion is easiest to simulate because the mixture come in the 
combustion chamber already mixed and its composition can be assumed 
homogenous. Besides the combustion starts depending on the sparking 
plug timing. The most common used combustion models are based on 
quasi-dimensional approach, with semi-empirical Wiebe law for the heat 
release rate simulation. For these engines the inertia and dynamic effects 
in intake and exhaust systems have greater influence. One-dimensional 
models of gas dynamics, representing the flow and the heat transfer in the 
piping and in the other components of the engine system are often used 
for SI engine simulation.  
The recent years have seen the extension of the superchargers system 
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(mostly turbochargers) also to smaller engines equipping the city cars. 
This justifies the increasing interest of manufacturers about turbochargers 
and the development of a wide numbers of turbocharger models. 
1.2 Combustion modeling 
The combustion models can be divided in three categori s: zero-
dimensional models, quasi-dimensional models and multi-dimensional 
models [19][33][88][98]. 
The zero-dimensional models or single zone models suppose that at 
any time the composition and the temperature of the in-cylinder gases are 
uniform. These kind of models are able to forecast very well the 
performances of the engine with a low computational effort as shown in 
[8][14][17][18][113]. Nevertheless they are not suitable for the estimating 
of the gradients of gas composition and temperature in the combustion 
chamber, which are fundamentals for the pollutant emissions calculation. 
In opposition to the zero-dimensional models, there a  the multi-
dimensional models, in which the differential equations, that describe the 
in-cylinder fluid motion, are solved by using very fine grids. However, 
some processes are still simulated by means of phenom ological 
submodels and the simulation results are strongly inf uenced by the used 
calibration parameters. Consequently, it is not possible guarantee for each 
operating condition an adequate level of accuracy. In addition, the 
computational time and memory request impose the applic tion only for 
the design of the combustion chamber and not for the definition of control 
strategies. 
In the middle there are the quasi-dimensional models. They combine 
the benefit of both types of models, through the resolution of balance 
equations of mass and energy without explicitly integrating the balance 
equations of momentum. These models are able to provide information 
about the spatial distribution of temperature and composition of in-
cylinder gases with lower detail than multi-dimensional but with a much 
lower computational burden. Over the years several qu si-dimensional 
models have been developed with only two zones ([7] e [91]) up to 
models with more than one hundred zones ([63], [14], [70] e [86]). These 
models, as well as the number of zone, differ in the level of detail and 
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accuracy of the submodels used in the description of pr cesses of 
penetration, atomization, evaporation, mixing and combustion. Some 
multi-zone models simulate the mixing and subsequent burning without 
considering the dynamics of the spray ([68] e [77]). For example, in [68], 
an instantaneous vaporization of the fuel injected into the cylinder is 
assumed. Other models, such as that proposed in [77], consider the 
processes of atomization and evaporation so rapid compared to the 
mixing that can be neglected: the spray is described as a jet of steam and 
the liquid phase is not considered. Strictly speaking, the processes of 
atomization and evaporation can be neglected only if the in-cylinder 
conditions are close to the fuel critical point. Therefore, it is not possible 
to apply this type of models in a wide range of engine operation. One of 
the most advanced multi-zone models is undoubtedly the one proposed by 
Hiroyasu and Katoda ([63]) and later taken by Jung a d Assanis ([67]), 
where the spray is divided into many zones, both along the axial and 
radial direction, simulating the time evolution of each of them. The angle 
formed at the base of the spray penetration, the Sauter mean diameter and 
the breakup length are simulated using experimental correlations obtained 
through studies in environments with constant pressure. In addition, the 
effect of swirl motion and the collision of the jetwith the cylinder walls is 
considered through appropriate empirical coefficients. An important point 
has to be taken in account: in the latest generation of Diesel engines, the 
fuel injection pressure and the in-cylinder pressure and temperature at the 
time of injection are significantly higher than those considered in these 
models. It should be noted that among the mentioned multi-zone models, 
there are few examples of combustion submodels that can simulate 
adequately both the diffusive and premixed combustion. For example, in 
the model proposed in of Ramos J. I.[92], the burning rate depends on the 
amount of air incorporated during the premixed combustion without 
taking into account the mixing. Many works, as [63] and [118], assume 
that the fuel burns in a stoichiometric mixture. These models overestimate 
the temperature in the combustion chamber and therefor  overestimate the 
NOx emissions. In addition, they are extremely sensitive to the amount of 
entrained air which is often calibrated appropriately hrough coefficients 
that take values very different among the different authors [67]. At last, in 
other works ([23]) the combustion submodel is based on a turbulent 
simplified approach, in order to take into account the effect that the 
mixing has on the combustion. Many Multi-zone models do not consider 
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radiative heat exchange ([63] and [118]): its contribution to the overall 
heat transfer may vary significantly (5 ÷ 50%) [62]. 
In almost all multi-zone models the emissions of NOx and SOOT are 
estimated using, respectively, the well-known Zeldovich mechanism 
([62]) and the formation mechanism of oxidation proposed by Hiroyasu et 
al. [63]. In some recent works the oxidation model proposed by Nagle and 
Strickland-Constable was also applied [67][88]. 
1.3 Turbocharger performance representation 
State-of-the-art analyses on turbocharger modeling, as the one proposed 
in [71], evidence that turbocharger performances are usually presented 
through maps based on corrected variables. The corrctions are important, 
since the performance maps are otherwise only valid for the conditions 
under which they were measured. The basis for the corre tions is the 
dimensional analysis [106] and the correction equations relevant for a 
turbochargers are presented in [38][76][115]. The correction equations 
scale the turbine and compressor performance variables, ased on the 
current inlet temperature and pressure. An experimental investigation of 
the correction quantities for the compressor is preented in [75]. There are 
standards describing the procedures involved in measuring a turbo map, 
see [95][96][13][31]. The definition of when surge occurs, which gives 
the smallest mass flow point for a corrected compressor speed, have been 
discussed in recent works [1][47]. A summary of some different 
turbocharger test facilities is presented in [47]. Methodology to measure 
turbo performance on an engine in a test stand is presented in [73].  
1.3.1. Compressor map 
There are four performance variables for the compressor map: corrected 
mass flow, pressure ratio, corrected shaft speed and adiabatic efficiency. 















=ɺ ɺ  (1.1) 
where cmɺ  is the compressor mass flow, 01T  is the compressor inlet 
temperature, and 01p  is the compressor inlet pressure. The temperature  
,c stdT and the pressure ,c stdp  are the reference states. The reference states 
must be supplied with the compressor map, since these states are used to 
correct the performance variables. The compressor pressure ratio is given 
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where 02p  is the compressor outlet pressure. The corrected shaft peed 
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where tcN  is the turbo shaft speed. The adiabatic efficiency of the 
























where cγ  is the ratio of specific heats for air. The adiabatic efficiency 
describes how efficient the compression of the gas is, compared to an 
ideal adiabatic process. Or in other words, how much the pressure 
increases, compared to how much the temperature increases. Points 
measured with equal ,c corrN  are connected in the compressor map, and 
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are referred to as speed lines. A speed line consists of a number of 
measurements of cΠ  and ,c corrmɺ  and gives the characteristics of the 
compressor. Compressor efficiency cη  is also measured for each point, 
and contours of constant cη  are normally superimposed over the speed 
lines. The mass flows measured on each speed line range from the surge 
line into the choke region. An example of a compressor map is shown in 
Figure 1.1 
The surge line is the boundary of stable operation of the compressor. 
A compressor will enter surge if the mass flow is reduced below this 
point. Surge is an unstable condition, where the mass flow oscillates. 
These oscillations can destroy the turbo. Compresso ch ke is found for 
high mass flows, and indicates that the speed of sound is reached in some 
part of the compressor. Measurements are conducted at different ,c corrN  
up to the maximum allowable, and mechanical failure of the turbo can 
result if the speed is increased further. 
 
Figure 1.1 Example of compressor map 
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1.3.2. Turbine map 
As for the compressor map, there are four performance variables used in the 
turbine performance map: corrected mass flow, expansion ratio, corrected 
speed and adiabatic efficiency. It is further common to define two more 
variables for the turbine: turbine flow parameter and turbine speed parameter. 














=ɺ ɺ  (1.5) 
where ,c stdT and ,c stdp  can be other standards states, than are used in 
the compressor maps. The turbine mass flow tmɺ  is the combustion 
products and thus normally the sum of fuel and air. The pressures 03p  and 
04p  are the turbine inlet and outlet pressure, respectively, and 03T  and 04T  
are the turbine inlet and outlet temperature, respectively. It is common to 
neglect the standard states in eq. (1.5), and present turbine data using the 







= ɺ  (1.6) 






Π =  (1.7) 
Some authors prefer to have the pressure after the component divided 
by the pressure before, as is the case for the compressor pressure ratio, as 
eq. (1.2). The corrected turbine shaft speed is given by the eq. (1.8) 










=  (1.8) 
It is common to neglect stdT  in eq. (1.8) and define the turbine speed 





=  (1.9) 
 
Figure 1.2 Example of turbine map 
Since stdp  and stdT  are constants, neglecting them in eq. (1.5) and (1.8) to 
give eq. (1.6) and (1.9) respectively, gives only a sc ling. 
























where tγ  is the ratio of specific heats for the exhaust gas.  
The high temperatures on the turbine side cause large heat fluxes. 
Measurement of 04T  can have substantial systematic errors, due to the heat 
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fluxes. An alternative efficiency definition for the turbine side is therefore 
commonly used, where no measurement of 04T is needed. The heat 
transfer effects are less pronounced on the compressor ide, and the 
compressor power  
02 01( )c c pP m c T T= ⋅ −ɺ  (1.11) 
can be used to define an alternative efficiency. This alternative turbine 
efficiency definition includes the shaft friction, and the equation is 




























where the shaft friction is included in the mechanic l efficiency mη . 
Figure 1.2 shows an example of a turbine map. 
1.4 Turbochargers modeling 
Modeling of nominal turbochargers operation is divied into three 
subsections, depending on the model structure.  
1.4.1. 3D and 1D models 
Gas motion can be modeled in 3D, e.g. solving the Navier-Stokes 
equations of gas motion numerically. Such modeling needs accurate 
geometric information of the system, see e.g. the complex impeller 
geometries of Figure 1.3.  
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Figure 1.3 Compressor impeller 
The boundary conditions of the model are further important, i.e. how 
the gas enters and leaves the modeled component. Due to the complexity 
and the computational effort, these models are most often only used to 
model components of the engine [119][57][60]. The solutions obtained, 
give valuable information of for example the gas motion, that can be used 
also for less complex model families. Also the revese is true [29]; good 
models from less complex model structures can be used on a component 
level for a 3D simulation. Another level of detail that is frequently used, 
is the 1D model family. They model the gas flow along pipes and account 
for properties in this dimension. However 1D models of compressors are 
rarely found. The computational cost is reduced, compared to 3D models, 
and large parts of an engine system can be simulated with reasonably 
short simulation times. 
1.4.2. Physical 0D compressor models 
For the physical compressor model, an ideal compression process is 
frequently assumed, and different losses are then described and subtracted 
from the ideal component performance. This model structure often makes 
use of the velocity triangles, exemplified for the impeller entry in Figure 
1.4. This section follows a gas element through the compressor, and 
describes important losses along the way, that are compiled to the model. 
The air flow into the compressor is assumed to have no circumferential 
velocity, i.e. no pre-whirl, and the diffuser section is assumed to be vane-
less. An automotive compressor is normally vane-less and without 
intentional pre-whirl, due to the fact that a vaned diffuser normally has a 
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narrower flow range, and a pre-whirl system is avoided due to additional 
cost and packaging constraints. 
 
Figure 1.4 Velocity triangle 
The first losses occur since the gas has to comply with the vane 
geometry at the impeller inlet. These losses are referred to as incidence 
losses [53], and are due to that the inducer relativ  velocity vector W does 
not agree with the vector parallel to the vane surface, V, see Figure 1.4. 
The impeller vane angle varies with the radius of the impeller, since the 
outer points on the impeller have higher relative velocities [49]. Studying 
Figure 1.4, the incidence losses are minimized if I = 0, but [53] states that 
the actual velocity vectors are not given simply by the geometries of the 
compressor, due to inertial effects of the gas. The fluid friction losses due 
to the gas viscosity and motion through the compressor are modeled in 
[115][55][52], where slip is used to model the gas flow through the 
impeller. Slip describes how well the gas is guided by the impeller vanes, 
and is discussed and modeled in [38][76][90]. Generally, the less 
guidance the gas attracts from the vanes the more slip. The more 
guidance, the more friction. Due to the potentially large pressure gradient 
through the compressor, flow can recirculate unintetionally. These flow 
recirculation losses occur due to the clearance between the impeller, 
rotating at high velocity, and the compressor housing. Flow recirculates 
both from the pressure side of the impeller vanes to the suction side, and 
along the compressor housing, from after the impeller, to the impeller 
entry. Models of these losses are presented in [53][66]. 
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The air that recirculates to the impeller entry, is already heated by the 
compression process. The temperature of the recirculated air increases 
with increased compressor pressure ratio, and the amount of recirculated 
air is a function of pressure ratio and not turbo speed. This recirculation 
occurs where the local gas pressure is high and velocity is low [60]. 
Experimental data of recirculation is also presented in the literature [1]. 
The radial temperature profile at the impeller entry is experimentally 
shown in [1]. For compressors with vaned diffusers, an incidence loss can 
be associated with the air leaving the impeller, and e tering the diffuser 
passages. These losses are however not simply given by the geometries of 
the impeller and diffuser vanes, but also of the flow physics inside the 
impeller [49]. Experimental investigations of the gas motion in the 
diffuser is found in [97]. The main cause of the diffusion process losses, 
are in [38] said to be separation of boundary layers and fluid friction. 
Losses in the volute [114], and losses due to disc friction [116] and 
choking [29] can also be modeled. The losses associated with the volute 
are more pronounced for a vaned diffuser, and are modeled in [53]. In 
[66] it is noted that the relative magnitude of thecl arance, backflow and 
volute losses decreases with increasing mass flow, since the losses 
associated with incidence and friction increase more. 
1.4.3. Curve fitting 0D based models 
The curve fitting based approach is another subset of the 0D model 
family, and recognizes that all performance variables are conveniently 
given by the speed lines and the efficiency contours of the map. The 
modeling effort is then to fit different curves to he map, or to a 
transformed map.  
Semi-physical modeling usually transforms the compressor map 
variables into the dimensionless head parameter Ψ and the dimensionless 
mass flow coefficient Φ . A connection between Ψ  and Φ  is then 
parameterized and used as a model [65][103][41]. Curve fitting directly to 
the map variables is another way to produce a model. Th  modeling effort 
is then to create functions describing the speed lines and iso-contours of 
efficiency of the map. A summary of curve fitting models for automotive 
control applications is presented in [79], and both speed line shapes [22] 
and efficiency contours are modeled [2][101][44]. Both the models of 
[72] and [74] use a parametrized ellipse to represent the speed lines of the 
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map, and are therefore of the curve fitting family. 
1.4.4. Choke flow and restriction modeling 
The previous section described nominal compressor ope ation and these 
section presents research relevant for modeling choked flow, and when 
the compressor only restricts the air, e.g. compressor operation with a 
pressure ratio lower than unity. If the inlet section of the compressor 
chokes, the choking is independent of compressor speed. This since the 
flow is choked, before it reaches the impeller blades. A varying choke 
mass flow with shaft speed, can be expected if choking conditions are 
established further into the compressor. This since the density of the gas 
arriving at the choking section, can be increased through an increase in 
compressor speed. In [52] the choke mass flow, assuming that choking 
occurs in the impeller, is described as an increasing function in shaft 
speed. A model that extrapolates compressor performance maps to 
smaller pressure ratios, including choking effects, is described in [29]. For 
pressure ratios lower than unity the compressor is assumed to work as an 
restriction for the flow, and the behavior of the compressor is compared to 
a nozzle discharge [81], where further a constant efficiency of 20 % is 
assumed in this operating region. [74] uses a choke mass flow model that 
is affine in corrected shaft speed. This is physically motivated by that a 
compressor impeller that stands still has a non-zero choke flow, and an 
increase in choke flow can be expected for increases in corrected shaft 
speed, up to the point where the compressor inlet chokes. The speed line 
model in [72] focuses on a the nominal compressor map, but the speed 
lines are extended to also cover pressure ratios less than unity. Constant 
compressor efficiency is assumed in this region in [72][74] 
1.4.5. Surge and zero mass flow modeling 
The last region of the compressor map is the one left of the surge line in 
Figure 1.1. When the compressor operating point moves beyond this line, 
surge will occur since the compressor is unable to maintain flow. When 
the flow breaks down completely, the highly pressurized air travels 
upstream, reversing the mass flow. This reversed flow reduces the 
pressure ratio, until the compressor is able to maintain positive mass flow. 
The pressure ratio then increases again and, if no other changes are 
applied to the system, the compressor enters a new surge cycle. Surge in 
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automotive applications can be encountered for example during a gear 
change in an acceleration phase. When the accelerator pedal is released, a 
sharp reduction in throttle mass flow results. Due to the inertia of the 
turbo, the compressor wheel does not slow down fast, and the compressor 
continues to build pressure. 
To model surge many authors follow the Moore-Greitzer approach 
[56]. An extra state is introduced in the model to handle changes in mass 
flow through the compressor, where, due to the gas inertia, the 
compressor mass flow deviates from stationary performance curves for a 
transient [48]. Surge can be established from low t high turbo speeds 
[59]. The frequency of the surge phenomenon is mainly given by the 
system properties, where the downstream volume is most important. Most 
of the time in a surge cycle, is spent in either emptying or filling the 
downstream volume [47][22][56], and measurements of a clear 
connection between increased surge frequency and decreased downstream 
volume is presented in [48]. The filling period of the cycle is longer than 
the emptying, due to the flow through the throttle downstream of the 
compressor in a SI engine [56]. The surge frequency also depends on the 
compressor characteristic, and compressor speed will therefore also affect 
the surge frequency [47][56]. The surge phenomenon has a hysteresis 
effect, where the breakdown of the flow does not follow the same path in 
the compressor map as the build up of flow [1][56]. Mass flow 
measurements of surge presented in [1], show that the flow reversal is 
conducted at nearly constant pressure, followed by an increasing mass 
flow at lower pressure, and finally a rapidly increasing mass flow to a 
steady flow compressor speed line. The unstable branch of a compressor 
speed line is modeled using a third order polynomial, and is said to 
influence the modeled surge cycles to a small degree, since the time spent 
there is small [59]. Compressor pressure ratio at zero mass flow has been 
modeled in different versions in [48][107][54]. The n gative flow branch 
of an extended compressor map, is modeled using a parabola with good 
accuracy in [59]. The Moore-Greitzer approach is followed in [72]and 
[74], and a third order polynomial in corrected mass flow is used in both 
papers for the unstable branch. This polynomial is parametrized to give 
zero derivative for the zero mass flow pressure build up point. The model 
of [74] then uses a turbine flow characteristic forthe negative flow 
branch, while [74] uses the third order polynomial also for reversed flow. 




The present manuscript is divided in three macro-areas concerning 
modeling, optimization and control of engines and components.  
In the next chapter the optimization of the control variables for a 
turbocharged CI engine is faced [3]. The optimization analysis is based on 
an engine simulation model, composed of a control oiented model of 
turbocharger integrated with a predictive multi-zone combustion model, 
which allows accounting for the impact of control variables on engine 
performance, NOx and soot emissions and turbine outlet temperature. This 
latter strongly affects conversion efficiency of after treatment devices 
therefore its estimation is of great interest for bth control and simulation 
of tailpipe emissions. The proposed modeling structure is aimed to 
support the engine control design for common-rail turbocharged Diesel 
engines with multiple injections, where the large number of control 
parameters requires a large experimental tuning effort. Nevertheless, the 
complex interaction of injection pattern on combustion process makes 
black box engine modeling not enough accurate and a more detailed 
physical model has to be included in the loop. An hybrid modeling 
approach, composed of black and grey box models is implemented to 
simulate compressor flow and efficiency maps. The gr y box model is 
used at low engine speeds while the black box model, based on a moving 
least squares method, provides compressor data at mediu - high speed. 
Both models appear to perform best in their respectiv  area. On the other 
hand a classical grey box approach is implemented for the turbine, along 
its overall working range. Compressor and turbine models are 
implemented in a computational scheme for integration with a predictive 
multi-zone combustion model that simulates the fueljet and its interaction 
with surrounding gases by dividing the jet core into many parcels in order 
to describe the thermal gradient and the chemical composition within the 
combustion chamber. The whole engine model allows simulating in-
cylinder pressure and temperature, NO and soot emissions as well as 
turbine outlet temperature, depending on engine control variables (i.e. 
injection pattern, Exhaust Gas Recirculation - EGR, Variable Geometry 
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Turbine - VGT). Model validation is carried out by comparing simulated 
in-cylinder pressure trace and exhaust temperature with a wide set of 
experimental data, measured at the test bench in steady-state conditions 
on a small automotive Diesel engine. In the paper th  overall modeling 
approach is presented with a detailed description of in-cylinder, 
compressor and turbine models and the results of the experimental 
validation vs. measured data are shown. Furthermore, the optimization 
results over a set of operating points selected among those of interest for 
the ECE-EUDC test driving cycle are presented and discussed. 
The third chapter deals with the impact of alternative fuels on engine 
control strategies [5][4]. Internal combustion engines for vehicle 
propulsion are more and more sophisticated due to increasingly restrictive 
environmental regulations. In case of heavy-duty engines, Compressed 
Natural Gas (CNG) fueling coupled with Three Way Catalyst (TWC) and 
Exhaust Gas Recirculation (EGR) can help in meeting he imposed 
emission limits and preventing from thermal stress of engine components. 
To cope with the new issues associated with the more c mplex hardware 
and to improve powertrain performance and reliability and after-treatment 
efficiency, the engine control strategies must be reformulated. The paper 
focuses on the steady-state optimization of control parameters for a 
heavy-duty engine fueled by CNG and equipped with turbocharger and 
EGR.  The optimization analysis is carried out to design EGR, spark 
timing and wastegate control, aimed at increasing fuel economy while 
reducing in-cylinder temperature to prevent from thermal stress of engine 
components. The engine is modeled by a 1-D commercial flu d-dynamic 
code for the simulation of intake and exhaust gas flow arrangement. In 
order to speed-up the computational time, an empirical formulation based 
on the classical Wiebe function simulates the combustion process. 
Furthermore, an intensive identification analysis i performed to correlate 
Wiebe model parameters to engine operation and guarantee model 
accuracy and generalization even in case of high EGR rate. The 
optimization analysis is carried out by means of a co-simulation process 
in which the 1-D engine model is interfaced with a constrained 
minimization algorithm developed in the Matlab/Simulink® environment. 
Modeling approach and identification analysis are psented and the 
results of the experimental validation vs. measured data at the test bench 
are shown. 
Both CI and SI engine control design and optimization have to face 
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with turbocharger control through wastegate or VGT (Variable Geometry 
Turbocharger) actuation. The fourth chapter concerns with turbocharger 
control. Particularly a model-based design of a PID controller for the 
boost pressure by means of an actuation systems acting on the turbine 
wastegate valves is handled [34][110]. Actuation systems for automotive 
boost control incorporate a vacuum tank and PWM controlled vacuum 
valves to increase the boosting system flexibility. Physical models for the 
actuator system are constructed using measurement data from a 
dynamometer with an SI GM 2.0 liters engine having a two stage turbo 
system. The actuator model is integrated in a complete Mean Value 
Engine Model and a boost pressure controller is constructed. Based on the 
actuator model a nonlinear compensator, capable of r jecting disturbances 
from system voltage, is developed. A boost pressure controller is 
developed for the vacuum actuator and engine, using IMC. The complete 
controller is evaluated in an engine test cell where its performances are 
quantified and system voltage disturbance rejection is demonstrated. 









2. CHAPTER 2 
Turbocharged CI engine 
The interest in Diesel engines for automotive application has dramatically 
grown in the last decade, due to the benefits gained with the introduction 
of common-rail system. A strong increase in fuel economy and a 
remarkable reduction of emissions and combustion noise have been 
achieved, thanks to both optimized fuelling strategy and improved fuel 
injection technology. Namely, the improvement of injector time response, 
injection pressure and nozzle characteristics have made feasible the 
operation of multiple injections and have enhanced the fuel atomization. 
Altogether these benefits make the combustion cleaner d more efficient, 
thus reducing both particulate emissions and fuel consumption. 
Furthermore, the presence of early pilot and pre injection may enable the 
occurrence of a quasi-homogeneous combustion with a reduction of noise 
and main combustion temperature and with a decrease of NOx emissions. 
Despite the technological improvements of fuel injection systems and the 
increase of electromechanical actuators (e.g. EGR, VGT, waste-gate) the 
engine control design process evidences a methodologica  gap of Diesel 
engine compared to SI engine. Nowadays the design of SI engine control 
is supported by complex computational architectures (i. . Hardware-In-
the-Loop, optimization, rapid prototyping) where the main features are 
compliant with the opposite requisites of high accura y and limited 
computational demand. In the field of electronic contr l for Diesel 
engines, it is likely to expect the implementation f methodologies 
derived from the SI engine in order to gain all the potential benefits of the 
common-rail system. Massive use of advanced mathematical models to 
simulate powertrain and system components (mechanical and electronic 
devices) is needed to speed up the design and optimiza on of engine 
control strategies. This problem is particularly felt in presence of a large 
number of control parameters (i.e. injection pattern, EGR, VGT), as it is 
the case of current Diesel engines, where the exclusive recourse to the 
experiments is extremely expensive in terms of money and time. The 
complexity of Diesel engine combustion, which is governed by the 
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turbulent fuel-air-mixing, causes an unresolved trade-off between 
computational time and accuracy. Single zone models based on empirical 
heat release laws [17], largely used to simulate SI ngine performance and 
emissions, are inadequate to simulate the heterogene us character of 
Diesel combustion. This problem is particularly felt for emissions 
prediction; in that case a huge effort has to be spent for the identification 
analysis to reach a satisfactory accuracy. Therefore, in order to achieve 
suitable precision, most of the studies in the field of Diesel Engine 
modeling have been addressed to the basic phenomena involved into fuel 
injection/evaporation, air entrainment, combustion and emission 
formation, with particular emphasis on particulate matter (mainly soot). 
On the other hand many advanced models are available in the literature, 
based on the complete 3D description of turbulent, multi-phase flow field 
inside the cylinder [88][33][98]. Despite their accuracy, these models 
present a large computational demand and are indeed ori nted to engine 
design (combustion chamber shaping, fuel jet/air interaction, swirl) rather 
than to control design application. As experienced for the SI engine 
control design [9], the implementation of fast and flexible models of 
reduced order is required. The proper solution can be found in a modular 
approach from single zone toward more physical multi-zone models. 
These models are coupled with algebraic relationships (i.e. regressions) to 
relate model parameters to engine state variables on the whole working 
range. Phenomenological two-zone or multi-zone combustion models 
have been proposed in literature to meet the requirments for engine 
control design. Such models are accurate enough to predict fuel 
evaporation, air entrainment, fuel-air distribution and thermal 
stratification with a reasonable computational demand [70][6]. 
Particularly, the recourse to two-zone models, coupled with a detailed 
identification analysis of the main model parameters, makes it possible to 
have a predictive tool for simulating, with a reduced computational 
burden, the effects of control injection variables on combustion process 
and exhaust emissions formation [91][12]. The interaction of in-cylinder 
processes with intake/exhaust systems is simulated by coupling the 
predictive multi-zone model with a control-oriented turbocharger model. 
Particularly a quasi-steady approach based on the related characteristic 
curves has been followed to simulate compressor and turbine, according 
with the methodology usually proposed in literature for control-oriented 
application [80][27][28]. Simulation of intake/exhaust processes allows 
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predicting the gas temperature downstream the turbine which has great 
influence on the conversion efficiency of the after-tr atment devices and 
consequently on tail pipe emissions.Equation Chapter (Next) Section 1 
2.1.1. Model structure 
The model structure is composed of a multi-zone phenomenological 
model for in-cylinder pressure and temperature simulation coupled with 
black-box and grey box models to simulate the steady-state behavior of 
turbine and compressor. The interaction between in-cyli der and 
turbocharger models  is sketched in Figure.2.1 where a scheme of the 
overall computational structure is shown. The external inputs are the 
engine speed (N) and the control variables: injection pattern, EGR rate 
and VGT rack position (ξ). In steady state operation, the mutual 
interaction of compressor and turbine models is considered through the 
power balance at the turbocharger shaft.  In order to calculate temperature 
and pressure into the exhaust manifold from in-cylinder data at Exhaust 
valve Opening (EVO), the assumption of ideal four stroke process with 
constant pressure turbocharging is considered to model the open valve 
cycle from EVO to Intake Valve Closing (IVC) [45]. 
 
Figure.2.1 Scheme of the overall model structure, including in-cylinder, turbine 
and compressor models 
Figure 2.2 shows the superposition of indicated andideal exhaust 
Power balance at turbocharger shaft
Ideal open valve cycle
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process, evidencing the isentropic expansion at Botom Dead Center 
(BDC).The former assumption simplifies the evaluation of gas properties 
(i.e. pressure and temperature) during the exhaust process, thus reducing 
the computational time with respect to the simulation of the real exhaust 
blowdown process. Therefore the gas is supposed to continue its 
expansion from EVO to BDC with the same thermodynamic law as 
before EVO. The characteristic parameters (i.e. polytropic data) of the 
expansion process are computed from the simulated pressure cycle.  
 
Figure 2.2 Superposition of indicated and ideal intake/exhaust strokes from EVO to 
IVC 
At BDC it is assumed that the gas expands adiabatically and its 
properties are computed again with common thermodynamic laws. 
During the exhaust stroke, the adiabatic constant pressure assumption is 
considered to evaluate the temperature, which remains constants from 
BDC to TDC. In the next sections a satisfactory comparison with 
experimental data is provided for the temperature estimated at turbine 
inlet. During intake stroke the constant pressure process is assumed and 
the first law of thermodynamics is exploited to compute inlet temperature 
and gas density at IVC [45]. Again a comparison betwe n simulated and 
measured intake variables was performed with satisfac ory agreement, 
thus guaranteeing the proper accuracy of the exhaust/intake submodel.  
It is worth reminding that the assumptions made are consistent with 
the turbocharged Mean Value Engine Model approach for steady-state 
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operating condition simulation [80][27]. Such an approach is well suited 
for the purpose, thus solving effectively the trade-off between accuracy 
and computing speed.  
2.2 Common-rail injector 
The electro-injector is the heart of the common-rail multiple injection 
system and its scheme is shown in Figure 2.3. It is fed by a single high 
pressure fuel line which is divided in two parts. The largest amount of 
fuel goes to the nozzle and the smallest attends to control the rod. Both 
parts are used to oil the internal moving connection of the element. The 
injector can be divided in two main parts: 
• the atomizer composed by spin and nozzle; 
• the solenoid valve controller. 
The control volume (Vc) (see Figure 2.3) is permanently fed with the 
fuel by means of the hole Z, while the discharge of the fuel is left to the 
hole A, controlled by the solenoid valve. The force acting on the pressure 
rod is proportional to the pressure ruling in the Vc. The dynamics of the 
pressure rod depends mainly by the equilibrium of the following forces: 
• Fe: acting in closing direction due to the spring on the spin.  
• Fc: acting in closing direction due to the pressure of the fuel in the 
control volume at the top of the spin 
• Fa: acting in opening direction due to the pressure of the fuel in the 
control volume on the anchor  
When the solenoid valve is not excited (see left-hand of Figure 2.3), 
the pressure in the atomizer and in the control volume are equal and 
corresponds to the rail pressure so that c e aF F F+ > . In this case the 
closing forces are greater than the opening force and the injector keep 
closed. In order to open the injector, the condition c e aF F F+ <  has to be 
satisfied. In this case the lack of balance on the spin causes the nozzle 
opening and the injection of the fuel (right-hand of Figure 2.4). 
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Figure 2.3 Scheme of the common-rail injector [32] 
The solenoid valve throws off the forces. In resting position the 
solenoid is not excited and the valve is closed by means of a spring. In the 
control volume, fed by the hole Z, there is the rail pressure and then the 
closing forces (Fc+Fe) are greater than the opening force (Fa). For this 
conditions, there is no injection of fuel in the cylinder. By exciting the 
solenoid valve, the raising of the anchor is obtained, allowing the ball 
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valve to open the hole A. This hole has a discharge diameter greater than 
that of hole Z, and then the control volume empties.  
 
Figure 2.4 Injector in closing and opening position [32] 
This generates a pressure drop in the control volume that causes a 
decrease in the force Fc. When the force drop verifies the inequality 
c e aF F F+ < , the rod begins to raise causing the opening of the a omizer. 
In this condition the fuel injection starts. The stop in the solenoid 
alimentation causes the closing of the hole A and a fast increasing of the 
control volume pressure till the equilibrium conditions for the closing of 
the injector. The quick movement of the rod, in order to guarantee a fast 
interruption of the injection, is due to a spring.  
Because of the dynamics of the injector mechanical components, it is 
clear that there is no time synchrony between the electrical signal feeding 
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the solenoid valve (ET energizing time) and the opening of the injector, as 
shown in Figure 2.5 and in Table 2.1. 
 
 
Figure 2.5 Time correlation between current, solenoid valve lift and nozzle lift 
The only measurable variable for automotive application is the 
energizing time. This means that the correct injection iming (ISD) and 
the correct fuel volume injected  in the cylinder cannot be measured by 
experimental test. 
Detailed models of the dynamical behavior of the inj ctor and possible 
improvement are available in literature [30][25][32]. These concern about 
the injector modeling from electrical features to fluid dynamic and 
mechanical features [25][32] and the possible improvement in order to 
avoid a pressure drop during the injection [30]. 
In par. 2.3.1 a simplified model of the injector is presented. The values 
of ISD and EID are estimated depending of the amount f injected fuel 
and the energizing time of each injection.  
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Table 2.1 Acronyms of Figure 2.5 
ET Energizing Time 
ED Energizing Delay 
COD Control Valve Opening Delay 
CCD Control Valve Closing Delay 
NOD Needle Opening delay  
ISD Injection Start Delay 
NCD Needle Closing Delay 
IED Injection End Delay 
EID  Effective Injection Duration  
2.3 In-cylinder simulation 
Multi-zone model is structured so that a main routine nteracts with a 
series of sub-routines for dynamic simulation of the jet, turbulence, 
combustion and emissions of pollutants. The combustion chamber is 
outlined in several zones with the same pressure but different temperature 
and composition. Each zone consists of a homogeneous mixture of ideal 
gases in chemical equilibrium. The thermodynamic prope ties of each 
area are measured as a function of pressure, temperature and composition 
[45]. Simulation of in-cylinder pressure is accomplished by a 
thermodynamic model, which is based on the energy conservation for an 
open system and on the volume conservation of the total combustion 
chamber [14][63][6][24]: 
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where i is the current zone and j are the zones affected by mass and 
energy exchange. Eɺ  represent the temporal variation of the current zoe, 
Qɺ  the thermal power transmitted to current zone, Wɺ  the mechanical 
power transmitted from the current zone to the piston, ,i jmɺ  the mass flow, 
,i jh  specific enthalpy, cylV  the instantaneous cylinder volume and aV  and 
iV  the instantaneous volume of air zone and current zo e.  
During the compression stroke, the in-cylinder volume is filled by an 
homogeneous mixture of air and exhaust gases of the previous engine 
cycle, as shown in Figure 2.6 
 
Figure 2.6 Scheme of the combustion chamber with air zone (a) and spray 
discretization in axial and radial direction  
The composition is constant till the fuel injection which forms a spray 
for each injector hole. The spray is divided in radial and axial zones 
assuming that each zone has the same amount of fuel. In order to evaluate 
the thermal gradient each zone is divided in two more: burned and 
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unburned zone. The first one is an homogeneous mixture of combustion 
result, instead the second one is composed by an homogeneous mixture of 
air, vaporized fuel and exhaust gases of the previous engine cycle. 
In order to complete eq. (2.1) and eq. (2.2), equations obtained from 
several submodels that describe physical phenomena, are used (e.g. for 
the injection, spray dynamic, evaporation, turbulence, ignition delay, 
combustion and pollutant emissions). 
2.3.1. Injection 
For estimating correctly the start of injection (SOI) and its duration from 
the electric signal sent by the ECU, an appropriate submodel has been 









=  (2.3) 
2 ,inj f injt C V ET∆ ⋅= ⋅  (2.4) 
where 1C  and 2C  are the model calibration constants, ,f injV  is the 
amount of injected fuel for each injection and ET  is the injector 
energizing time. 
2.3.2. Spray dynamic  
This submodel regards the position, the velocity end the momentum of 
each single zone in the spray. The spray model, called real from now, is 
based on the analysis of an ideal spray following these condition [82]: 
• the density of the liquid fuel is much larger than that of the gas in 
which is injected; 
• the velocity profile is constant along sections perpendicular to the 
axis; 
• the injection speed is constant; 
• fuel and entrained air move at the same speed; 
• the jet has a conical shape; 
• the velocity along the axis of the ideal jet is equal to that of the 
real jet; 
• the momentum in each section perpendicular to the axis of the 
ideal jet is equal to that of the real jet. 
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Figure 2.7 Ideal jet reference 
Considering the red hatched control surface in Figure 2.7, the 
following mass and momentum conservations equations ca  be written 
between a generic section x and the section where x=0: 
( ) ( ) ( )0f f f f f fA U A x U xρ ρ=  (2.5) 
( ) ( ) ( ) ( ) ( )2 220f f f f f a aA U A x U x A x U xρ ρ ρ   = +     (2.6) 
( ) ( ) ( )a f fA x A x A xδ= −  (2.7) 
where fδ  is a variable parameter between 0 and 1, fρ the fuel 
density, fA  the fuel passing area, fU  the fuel velocity, aρ  the air 
density, aA  the air passing area, A  the passing area and U  the velocity. 
By means of the three previous equations, the velocity f the spray, at any 
section, can be calculated. Starting from the velocity section by section 
and using the momentum conservation, the mass of entrained air is 
computed: 















ɺ  (2.8) 
3C is a calibration parameter that takes into account the effects about 
the collision of the spray with the head of the piston and the cylinder 
walls, ,f injm  is the mass of injected fuel, fU  is the fuel speed and S is the 
penetration is the central zones of the spray. 
2.3.3. Vaporization 
The injected fuel moves as a liquid column, until the break-up time 
elapses when the spray disintegrates and several little droplets form. After 
the break-up distance, the droplets begin to interac  with the surrounding 
air and to fall more and more their diameter until atomization and 
vaporization. The injected fuel, vaporizing, merges with the surrounding 
air supporting the combustion. Related to the break-up distance, there is 
the break-up time expressed as in eq. (2.9) 
( ) 0.52
4.351 l nb









where lρ  and aρ  are, respectively, the density of the fuel and of the 
air, fp  and ap  are, respectively, the pressure of the fuel and of the air, 
nd  is the injector hole diameter and dC  is the discharge coefficient. The 
break-up distance is shown in Figure 2.8. Gone over th  break-up 
distance, the spray vaporizes.  
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Figure 2.8 Break-up distance and spray angle 
In this submodel the fuel phase transition is modele  in accordance 
with some hypothesis: 
• vaporization follows the spray pulverization; 
• the droplets have spherical geometry; 
• the droplets are composed by only one component: in this case the 
tridecane ( 13 28C H ) 
• the droplet temperature is uniform  
• section by section, all the droplets have the same diameter.  
The diameter is assumed to be the Sauter mean diameter (SMD 





d ND Sh ln
dt R T p p
π
 
=   − 
 (2.10) 
where fvm  is the vaporized fuel mass, vD  the binary diffusion 
coefficient evaluated at the mean temperature of the boundary layer (film 
temperature) mT , Sh the Sherwood number, p the in-cylinder pressure, 
vsurfp  vapor pressure evaluated at surface temperature of the liquid and ld  
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the spherical and non-deformable droplet diameter. 
2.3.4. Turbolence 
The in-cylinder flow field cannot be computed point by point, so that the 
turbulence is taken into account in reference to the mean value. In order to 
make clear this phenomenon, the concept of homogeneus and isotropic 
turbulence is introduced: the statistical characteristics are independent 
from the space position and are the same in all the directions. Following 
this hypothesis, and merging it with the equilibrium between production 













ε ε ρ ε
ρ
= −  (2.12) 
where k  is the turbulent kinetic energy and ε is its velocity of 
dissipation. In eq. (2.11) and (2.12) the first terms of the right-hand 
member represent respectively the k and ε  production due to 
compression whereas the second terms are their disspation. Eq. (2.11) 
and (2.12) are a system of ordinary differential equation and, for 
integrating them, two congruent initial condition are needed: the first one 
for the turbulent kinetic energy and the other one for the dissipation 
velocity. In order to determine the initial conditions, it is needed to define 
the turbulence profile which portrays the flow motion of the fluid 
aspirated at initial moment of the integration range. In the internal 
combustion engines, the turbulence intensity is assumed to be 
proportional to the flow mean speed entering in the cylinder at the intake 
valve closing. This speed is correlated to the piston mean speed (mpV ) by 
mean of a proportional factor IB  [94]. The integral scale of the length IL
stands for the biggest dimension if the turbulent vor ex at the intake valve 
closing. So that the conditions are: 
( )22
3IVC I mp
k B V=  (2.13) 









ε =  (2.14) 
2.3.5. Ignition 
To resolve the problem of the delay between the fuel inj ction and its 
ignition a model is needed. The in-cylinder pressure raising is made 
explicit by an evident deviation than the compression stroke. The ignition 
delay considers both the physic delay, corresponding to the time required 
to enter the first droplet in the combustion chamber, vaporize and mix 
with the surrounding air, and the chemical delay, corresponding to the 
typical time of the processes of chemical kinetic connected with the fuel 
burning. Generally, the ignition delay is a complicated function of 
mixture temperature, pressure, air-fuel ratio and fuel properties. In this 
model the delay is estimated through an Arrhenius correlation [67]: 
2100
1.02 T
id idA p eτ
−=  (2.15) 
where p and T are the in-cylinder pressure and temperature, 
respectively and idA  is an empirical parameter and was set to 3.45 
according with literature data [62]. Starting from the SOI, and taking in 
account the pressure and temperature variations, the star of combustion is 






=∫  (2.16) 
2.3.6. Combustion 
The speed with which the mass entrained in each zone in the flame burns 





−=  (2.17) 
where the characteristic time bτ  is the same for each chemical 
reactants. In order to account for the interactions between turbulent and 
chemical reactions the characteristic time is calcul te as the weighted sum 
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of the laminar timescale (,b lamτ ) and the turbulent timescale, (,b turbτ ): 
b b,lam b,turbτ τ γτ= +  (2.18) 










Figure 2.9 Dependence of γ from x 
Zeroing the concentration of fuel at equilibrium, the laminar time 




τ = 7.68 ×10 n n exp -b,lam fv O R T0 b
−
     ⋅         
 (2.21) 
where E = 77.3 103 J/mol and R0= 8.3144 J/(mol K).  
Finally the turbulent combustion time is considered proportional to the 
eddy turnover: 
k
τ = Cb,turb 4
ε
 (2.22) 
the proportional factor C4 was set to 0.142 according with literature 
data [69][105][16][88]. 
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2.3.7. Heat exchange 
The heat exchange in an internal combustion engines if strongly non-
stationary and depends on the crank angle and the measuring point. Some 
key-aspect of the phenomenon are: 
• temperature, velocity and density of the gasses changing in time; 
• geometry of the system change because of valve and piston 
motion; 
• temperature of the cylinder walls and of the piston head changes 
point by point due to the different thickness of the material; 
• heat exchange is influenced by the oil film and by the piston-
cylinder friction; 
By looking at the previous consideration, it is easy to understand that 
the modeling of the heat exchange in an internal combustion engine is 
very difficult. Applying the hypothesis that the thermal flow is constant 
along the cylinder walls and along the piston, the model used is [92]: 
( ) ( )4 42 0i g w g wQ h A T T C A T Tσ= ⋅ ⋅ − + ⋅ ⋅ ⋅ −ɺ  (2.23) 
where ih  is the coefficient of convection heat transfer, gT  and wT  are 
respectively the gas temperature and the wall temperatur  and 0σ  is the 
coefficient of radiation heat transfer for a blackbody. 
2.3.8. Nitrogen oxide emission 
The measured emission of NOx at the tail pipe of an internal combustion 
emission are remarkably higher than the values calculated considering the 
chemical equilibrium at exhaust temperature. This means that the NOx 
formation is not an equilibrium process driven by the kinetic of the 
chemical reactions so that is influenced by the temp rature gradient in the 
burned gas areas. The model adopted is the well-known extended 
Zeldovich mechanism which use the following reactions: 
2
20
O N NO N
N NO O
N OH NO H
+ ↔ +
 + ↔ +
 + ↔ +
 (2.24) 
The model can be simplified assuming steady state conditions for the 
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atomic nitrogen under the very low concentration in the gasses. In 
addition, the energetic contribution of the formation and dissociation 
reactions of NO to the combustion is negligible so that these can be 
decoupled from the kinetic of the combustion reactions, characterized by 
shorter reaction time. Therefore it is allowed to bring near the 
concentration of 2, , ,O O OH H  and 2N  to the respective equilibrium 
concentration realized downstream the flame with gas completely burned. 
Following these assumptions, the Zeldovich mechanism allows to 
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where NOn  is the number of the moles of NO contained in the bV  
volume of burned gas, eq. (2.25) is referred to the c mical equilibrium 
and 1R , 2R and 3R  are: 
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− = ⋅ ⋅  
 
− = ⋅ ⋅  
 
− = ⋅ ⋅  
 
 (2.27) 
By looking at the previous equations, it is clear that the nitrogen oxide 
40 Chapter 2 
 
formation is strongly connected with the maximum tep rature reached 
during the combustion. 
2.3.9. SOOT emission 
The mechanism of particulate formation is one of the most critical tasks 
in Diesel engine modelling The basic phenomena which characterize the 
formation, the growth and the oxidation of the soot particles are not 
completely clear yet. The most common model used is proposed by 
Hiroyasu and models the formation and oxidation processes through two 
Arrhenius correlations [63]. The net soot mass is the difference between 
that produced and that oxidized 
, ,s f s os
dm dmdm
dt dt dt
= −  (2.28) 
where ,s fdm  and ,s odm , expressed by the eq. (2.29), are respectively 











A m p exp
dt RT
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= ⋅ − 
 
 (2.29) 
where ,f pm is the net mass of soot, p is the in-cylinder pressure, 2OY  
is the oxygen fraction, fA  and 0A  are coefficients assumed both as 
40.12 3 10N −+ ⋅ ⋅ , fE  and 0E  are the activation energies considered equal 
to 12500 [cal/mol] and 14000 [cal/mol] as proposed by [63]. 
2.4 Compressor model 
Two approaches have been followed for the compresso model: 
1. An interpolation method called the “moving least squares 
method”. This is a black box model. 
2. A model with a few physical principles added, able to 
Turbocharged CI engine 41 
extrapolate at low turbine speeds. This is a grey box model. 
The target is to reproduce the experimental compresso  map (Figure 
2.10) 
2.4.1. Black box model 
The first alternative is a black box model called the moving least squares 
method [111][20]. Starting from data obtained (in this case from the 
compressor map), consider the data set { }
i 1,2 ,.. N
,i ix y
=
 with ix the 
coordinates and iy  the experimental points. Next a domain of influence 
( )ixD  is defined around each data point. 
 
Figure 2.10 Compressor maps from the manufacturer 
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x x
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∉
 (2.30) 
The approximation on a coordinate x  can be given by: 








Y x p x a x
=
=∑  (2.31) 
where pj is the j-th basis, m = 3 for a linear basis ([1 x1 x2]) and m = 6 
for a quadratic basis. ( )ja x  are the coefficients which have to be 
determined. The values for ( )xa j  are determined by solving a regression 
problem for M experimental points in which the minimization of the error 
gives: 
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 = − − 
∑
 (2.33) 
Hence the approximation Y is be given by: 
1( ) ( ) ( ) ( )
T
Y x p x A x B x y−=  (2.34) 
The principle of this approach is sketched in Figure 2.11. Consider a 
certain coordinate x  and experimental points y1, y2 and y3. The 
interpolated value Y  on x  will have a contribution of every measuring 
point which has x  in its domain. In this example y1 and y2  will have 
influence, while y3 has no influence at all. It can be seen that the more 
experimental points contribute to the approximation, the more accurate Y  
will be. This method could therefore be enhanced by distributing the 
experimental points more uniformly over the experimntal domain using 
conformal mapping.  
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Figure 2.11 Sketch of the moving least squares method principle  
Then the relative flow rate Vrel is transformed as follows: 























     −     
     =
         −      
         
 (2.36) 
A graphical representation of the domain transformation is presented 
in Figure 2.12. By distributing the coordinates more uniformly better 
accuracy can be achieved at areas where only a few data points are 
available.  
After preparing the experimental domain and applying the moving 
least squares method the whole compressor map can be recreated as 
shown in Figure 2.13. The surge and choke lines are approximated by 
second and fourth order polynomials, respectively. The figure shows that 
the moving least squares method produces accurate results within the 
whole operating range of the compressor and is ableto predict flow 
curves between two measured turbo compressor speeds. The error is 
found to be around ±1%.  
The same procedure can be applied to approximate the fficiency of 
the compressor simply by replacing the experimental points of βc ( iy ) by 
the efficiency ηc. 
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Figure 2.12 The experimental domain transformation using conformal mapping 
There is one drawback to the moving least squares method. Although 
it performs well within the operating range of the compressor, it cannot 
extrapolate to low turbo compressor speeds (Figure 2.14). Extrapolating 
to low speeds is essential in order to study the behavior of the turbo 
compressor when the engine runs at low speed and low load. Therefore 
another method is proposed in 2.4.2. 
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Figure 2.13 Graph of the recreated compressor flow map with fitted and predicted 
curves. 
2.4.2. Grey box model 
The second method is proposed by Marcello Canova and uses a few 
physical principles to both interpolate and extrapol te the compressor 
map [28]. 
For this approach the following parameters are used. 







=  (2.37) 










Φ =  (2.38) 
The head parameter Ψ: 
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Figure 2.14 Low speed area of the compressor 
The parameters k1, k2 and k3 can be determined using the experimental 
data. First the data for each available speed is fitted using a third order 
polynomial, an example is shown in Figure 2.15. 
 
Figure 2.15 Example of a third order fit of a compressor flow curve 
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Now for each available turbine speed the parameters k1, k2 and k3 can 
be determined. It should be noted that at k3 = Φ a singularity will occur 
which might cause problems. The relation between th parameters ki and 
N appears to be a linear function of the turbo compressor speed N, or the 
Mach number Ma: 
,1 ,2i i ik k k Ma= +  (2.41) 
When the parameters ki are known, the compressor map can be 
recreated using the relations above.  This method is able to extrapolate to 
low turbo compressor speeds, as Figure 2.16 shows. The figure shows 
two fitted curves within the operating range and two extrapolated flow 
curves at 40.000 and 60.000 rpm. It can be observed that the results are 
accurate in the low speed area. When observing the results at high speeds 
it can be seen that significant errors occur. The singularity between flow 
rate 0.08 and 0.09 m3/s in Figure 2.17 can be explained by the fact that k3 
approaches Φ. 
 
Figure 2.16 Fitted and extrapolate compressor flow curves in the low speed area 
This singularity occurring at high speeds could question the 
applicability of this grey box method in this area. A combination of the 
black and grey box models could be useful. The effici ncy calculation is 
based on the power output of the compressor. The power is related to the 
turbo compressor speed and the mass flow rate as follows: 
3.
3~ ~ corrcorr corrP N m  (2.42) 
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So the corrected power output can be written as third order 
polynomial: 
3 2. . .
1 2 3 ,0
1 2 3 ,0, , , ( )
corr corr corrcorr corr
corr corr
P b m b m b m P
b b b P f N
= + + +
=
 (2.43) 
Pcorr,0 is the power output at mass flow zero. This value is obtained by 
linear extrapolation of the experimental data to mass flow zero, creating 
an extra data point as shown in Figure 2.18. For each turbo compressor 
speed the values for b1, b2 and b3 can be found. 
 
Figure 2.17 Fitted compressor flow curve in the high speed area 
 
Figure 2.18 Fitted power curves 
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The relation between the coefficients bi and Pcorr,0 and Ncorr is written 
as a third order function of the Mach number (Pcorr ~ Ma
3) with an added 
constraint that the power goes to zero at Mach number zero. To do this, 
extra “measuring points” are created to force the fitt d curve to zero as 
shown in Figure 2.19. This procedure is applied for all coefficients bi and 
Pcorr,0. 
 
Figure 2.19 Fit of coefficient b1 as function of the Mach number 
Once the corrected power is known, the definition fr the work of the 
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Now the compressor efficiency ηc can be determined. Figure 2.20 
shows results of efficiency curves at low speeds, one fitted curve at 
75,400 rpm and one extrapolated curve at 60,000 rpm. It can be seen that 
the results are accurate in this area. Figure 2.21 shows the results of a 
fitted efficiency curve at high speed, 281,000 rpm. 
The situation between 0.08 and 0.09 kg/s is a result of the singularity 
caused in the flow calculation (k3 = Φ, eq. (2.40)). It can be concluded 
that the grey box model is applicable in the low speed area while the 
black box model is applicable in the whole operating range. An obvious 
suggestion is that both models are used: the grey box model in the low 
speed area and the black box model in the operating range. 
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Figure 2.20 Fitted and extrapolated compressor effic ency curve in the low speed 
area 
 
Figure 2.21 Fitted compressor efficiency curve in the high speed area 
At last, Figure 2.22 shows the simulated compressor map recreated by 
the two models above descripted  
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Figure 2.22 Simulated compressor map 
2.5 Turbine model 
The performance of the turbine is not only dependent on the turbo 
compressor speed, but also on the rack position of the vanes, in other 
words the turbine inlet area ( as shown in Figure 2.23). A grey box 
approach proposed by Marcello Canova is used to describ  the flow and 
the efficiency of the turbine using a few physical principles and the data 
from the turbine maps [28]. The turbine efficiency alculation is 



























Figure 2.23 Turbine maps from the manufacturer 
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This is the ratio between the rotor tip speed and the speed the 
combustion gases would obtain after an isentropic expansion. The 
efficiency of the turbine can be written as a second rder function of the 
tip speed ratio: 
( ) ( )
2
1 2 3 4 5 6
t t
t corr corr corr
s s
U U








1 2, 6, .... ( )a a a f ξ=  (2.47) 
The coefficients a1, a2…a6 can be found using the available turbine 
map data. This expression takes into account both the tip speed ratio and 
the rotational speed. Any efficiency curve can be recreated for one of the 
rack positions given by the experimental data. To calculate a curve 
between two given rack positions linear interpolatin is used. Figure 2.24 
shows three fitted efficiency curves and one predict  curve at a rack 
position of 40%. 
 
Figure 2.24 Fitted and predicted turbine efficiency curves 
It can be observed that this method produces an accur te recreation of 
the turbine efficiency maps. The flow calculation is a bit trickier. The 










βΩ= =  (2.48) 
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where Cd is the discharge coefficient and Ω the inlet area which is a 































   +  − ≤    −   = 
 − 
 + − + 
 (2.49) 
The upper situation is for subsonic flow and the lower situation for 
choked flow. The polytropic coefficient n can be found from the 























The isentropic efficiency ηt and the expansion ratio βt are known from 
map data. For convenience the value for n is averaged nd taken constant 
for each rack position. This approach does not yet take into account the 
turbo compressor speed however. Therefore the expansion ratio βt is 
written as: 
t t t ,0  1β β β→ − +  (2.51) 
The parameter βt,0 is the theoretical expansion ratio at mass flow zero. 
This is obtained by considering the energy equation for a fluid element in 
a centrifugal field: 
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−  − − = +   
    
 (2.52) 
The value for Cd and Ω are approximated as follows. First the data of 
the flow curves are extrapolated using a second order polynomial to 
estimate a maximum mass flow parameter as indicated in Figure 2.25. 
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Figure 2.25 A second order fit of turbine flow maps is used to estimate a maximum 
reduced mass flow rate. An extra data point is created by fixing this maximum 
value to a high expansion ratio 
A constraint is added by moving the found maximum far away (for 
example to βt = 20) and fixing the value for Cd to 1 on this point. In other 
words, an extra data point is created. Now using eq. (2.48) and (2.49) on 
this point the value for Ω can be found (because Cd = 1). Once Ω is found 
(which is constant for constant vane rack position) Cd can be calculated 
for each data point using eq. (2.48) and (2.49). The found values of Cd are 
fitted using a second order polynomial, giving Cd as function of the 
expansion ratio for each rack position. It is assumed that Cd does not 
depend on the turbo compressor speed. With Cd, Ω and f(βt) known the 
flow curves can be calculated. An example of the recreated flow curves is 
given in Figure 2.26. Flow curves can be recreated for any turbo 
compressor speed on a certain rack position.  
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Figure 2.26 Fitted turbine flow curves 
The error in the mass flow parameter goes up to 15%. This could be 
caused by: 
 The approximation for the discharge coefficient Cd 
 The assumption that the polytropic coefficient is kept constant 
at one rack position 
 The constraint introduced at mass flow zero by βt,0. 
2.6 Model validation 
The present section is devoted to analyze model accur y by comparison 
against a wide set of experimental data measured at the test bench on a 
small automotive Diesel engine equipped with common-rail multijet 
injection system, EGR system and VGT. The engine data sheet is shown 
in Table 2.2  
The model accuracy has been evaluated via comparison between 
predicted and measured in-cylinder pressure and turbine inlet temperature 
in a wide engine operating range 
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Table 2.2 Data sheet of the reference engine 
FIAT 1.3 l COMMON-RAIL MULTI-JET ENGINE 
Cycle Diesel 
Number of stroke 4 
Max power [kW] 66 @ 4000 rpm 
Max torque [Nm] 200 @ 1750 rpm 
Number of cylinders 4 
Disposition In line 
Bore [mm] 69.6 
Stroke [mm] 82 
Displacement [cm3] 1248 
Compression ratio 17.6 
Rod/crank ratio 0.3122 
European emission standard EURO 5 
 
. Then the overall experimental data set was composed f 34 operating 
conditions,  measured with engine speed ranging from 1000 to 4500 
[rpm], BMEP ranging from 1 [bar] to full load, EGR rate ranging from 0 
to 30 % and in correspondence of single, double or multiple fuel 
injections. Figure 2.27 - Figure 2.34 show the comparison between 
predicted and measured in-cylinder pressure and apparent heat release 
rate traces for four engine operating conditions, with different engine 
speed, load, number of fuel injection and EGR rate. In all cases the model 
exhibits a good accuracy in predicting the engine cycle, even in the most 
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critical conditions in case of high EGR rate (i.e. Figure 2.33). The model 
accuracy on the whole data set is shown in Figure 2.35 where the 
comparison between measured and predicted gross IMEP is shown. The 
figure evidences a good agreement with a correlation index R2 equal to 
0.9947. Figure 2.36 shows the comparison between measur d and 
predicted turbine inlet temperature for the whole experimental data set, 
with a correlation index R2 equal to 0.9964. Despite the assumption of 
ideal open-valve cycle, the results evidence the good accuracy of the 
model in predicting the gas temperature in the exhaust manifold. It is 
worth noting that the results exhibit the good features of the overall model 
that allows taking into account the impact of engine control variables (i.e. 
injection pattern, EGR, VGT) on performance, emission  and exhaust 
temperature which has a key role on the activation/efficiency of the after-
treatment devices.  
 
 
Figure 2.27 Comparison between measured and predicted in-cylinder pressure. 
Engine speed=1500 rpm, BMEP=13 bar, EGR=0% 
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Figure 2.28 Comparison between measured and predicted heat release rate. Engine 
speed=1500 rpm, BMEP=13 bar, EGR=0% 
 
Figure 2.29 Comparison between measured and predicted in-cylinder pressure. 
Engine speed=2000 rpm, BMEP=13 bar, EGR=12% 
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Figure 2.30 Comparison between measured and predicted heat release rate. Engine 
speed=2000 rpm, BMEP=13 bar, EGR=12% 
 
Figure 2.31 Comparison between measured and predicted in-cylinder pressure. 
Engine speed=2500 rpm, BMEP=19 bar, EGR=0% 
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Figure 2.32 Comparison between measured and predicted heat release rate. Engine 
speed=2500 rpm, BMEP=19 bar, EGR=0% 
 
Figure 2.33 Comparison between measured and predicted in-cylinder pressure. 
Engine speed=3000 rpm, BMEP=4 bar, EGR=30% 
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Figure 2.34 Comparison between measured and predicted heat release rate. Engine 
speed=3000 rpm, BMEP=4 bar, EGR=30% 
 
Figure 2.35 Comparison between measured and predicted Indicated mean Effective 
Pressure (IMEP) for the whole set of experimental data. R2=0.9947 
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Figure 2.36 Comparison between measured and predicted turbine inlet 
temperature. R2=0.9964 
2.7 Optimization analysis 
The optimization analysis is aimed at tuning the engine control variables 
in steady state operation to minimize the exhaust emissions with some 
constraints on performance and fuel consumption. Nevertheless the trade 
off between NO and soot emissions makes this target n arduous task, due 
to the need to simultaneously minimize both pollutants. Furthermore, the 
recourse to after treatment devices for particulate matter (e.g. Diesel 
Particulate Filter - DPF) or NOx (e.g. DeNox catalyst, Selective Catalyst 
Reducer - SCR), can address the control design toward the minimization 
of just one of the two pollutants. In the current aalysis the optimization 
was performed by targeting the minimum NO emissions as uming the 
feasibility of a successful after-treatment reduction of engine soot. This 
choice is supported by considering that DPF exhibits h gher conversion 
efficiency than DeNOx catalysts and relatively easir and cheaper 
management than SCR, that needs additional and expensive components 
for the UREA management. 
The minimization was carried out by optimizing the control variables 
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that are supposed to mainly affect the NO emissions, namely Start of 
Injection (SOI) and injected fuel amount (Vinj) of the main injection, EGR 
rate and VGT actuator (ξ). The optimization analysis was performed in 
four operating conditions selected among those of interest for the 
ECE/EUDC test driving cycle and reported in Table 2.3. Constraints were 
introduced to impose: 
 constant IMEP during optimization in order to maint the 
reference load condition for each test case; 
 turbine outlet temperature greater than a threshold to ensure 
suitable oxidation efficiency in the pre-catalyst; 
 limitation of soot increase with respect to the refe nce 
condition.  
Table 2.3 Operating conditions selected as test cases for the optimization analysis 
Test Case Engine speed [rpm] BMEP [bar] 
1 1500 8 
2 2000 8 
3 2500 13 
4 3000 13 
Although soot emissions are supposed to be oxidized in the DPF, this 
latter constrain is introduced because measurement of pollutants along the 
test cycle include regeneration as well; therefore limitation of engine 
pollutants is always appreciated, regardless to after-treatment devices. 






















From eq. (2.53)  it emerges that soot increase and IMEP variation are 
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restrained within 5% and 1%, while the turbine outlet temperature is 
imposed to be greater than 350 °C which is a safe threshold for efficient 
conversion in the after-treatment devices (e.g. DPF and/or De NOx 
catalysts).  
The results of the optimization analysis are presented in Figure 2.37 - 
Figure 2.40 that show the comparison between initial and optimized 
engine emissions and control variables. Figure 2.37 and Figure 2.38 
evidence that engine NO emissions are reduced in all conditions and that 
such reduction is achieved by an increase of EGR, that is more effective 
for the 4th case where the benefit on NO emissions appears greater. These 
results can be explained by considering the impact of EGR on the in-
cylinder temperature reduction which in turn inhibits the NO formation 
governed by kinetics. On the other hand the lower temperature and 
oxygen content following the greater EGR rate inhibits particles oxidation 
with a negative impact on soot emissions. Nevertheless the constraint 
imposed in the optimization problem (eq. (2.53)) allows bounding  the 
soot increase within 5 % as shown in Figure 2.40.Figure 2.39 shows that 
in order to overcome the IMEP reduction following the EGR increase, the 
main injection is advanced, particularly in the last two cases due to the 
greater EGR upgrade. Actually the earlier SOI allows compensating for 
the longer ignition delay thus resulting in a more suitable heat release rate 
and greater in-cylinder pressure.  
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Figure 2.37 Optimization results: NO engine emissions in case of base and optimal 
control variables 
 
Figure 2.38 Optimization results: EGR rate in case of base and optimal control 
variables 
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Figure 2.39 Optimization results: SOI for the main injection  engine emissions in 
case of base and optimal control variables 
 



































































3. CHAPTER 3 
Heavy-duty CNG engine 
Compressed natural gas has proven to be a concrete alternative to 
gasoline and diesel fuels for vehicle propulsion. The mixed-fuel 
technology enables the usage of CNG also in Diesel ngine with a 
reduction of both nitrogen oxides (NOx) and particulate matter (PM) 
without increasing hydrocarbons (HC) and carbon monoxide (CO), 
though a strong effort is needed to design the engin  control system. At 
the present time, most of CNG engines operate in spark ignition (SI) 
mode, for both light and heavy-duty applications. Particularly in this latter 
case the typical disadvantages of CNG (fuel tank weight and allocation) 
are overcome because of the wide space availability and the small relative 
weight increase. Moreover in case of public transportati n in urban areas, 
the route is scheduled and therefore the NG option ca be chosen 
according to the autonomy range. CNG wide inflammability limits 
enhances lean burn operation with benefits on effici ncy and thermal 
stress. Nevertheless, to assure a good level of performance, an increase of 
NOx and HC emissions is detected, due to poor catalyst conversion 
efficiency in case of lean mixture and low temperature, respectively [50]. 
For this reason most of CNG engines operate with stoichiometric mixture 
and are equipped with three way catalyst and closed-loop lambda control. 
The drawback of this configuration is represented by lower efficiency, 
due to engine throttling, and high in-cylinder temperature that results in 
thermal stress of engine components [50]. In order to overcome this issue 
and increase engine reliability, exhaust gas recirculation has been  proved 
to be a good option [83] [37]. In fact, this technology allows reducing the 
thermal load of components particularly stressed (e.g. valves, engine and 
piston head) especially for diesel derived engines that are designed for 
lower temperature than SI engines. In addition EGR enhances engine 
efficiency for reduction in pumping and thermal losse . The recourse to 
EGR allows maintaining the stoichiometric operation with closed-loop 
lambda control, however it’s clear that the introduction of an additional 
control parameter imposes a reformulation of the engine control 
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strategies. Particularly an optimization of control maps for spark advance, 
throttling, EGR and boost pressure is mandatory to gain benefits in terms 
of fuel consumption, catalyst efficiency and thermal stress. Simulation 
models have been proven to be valid tools to design, calibrate and 
optimize engine control strategies, due to the stres ed and continuous 
need to improve fuel economy and emissions. Their role in this process is 
more and more evident due to the manufacturers needto speed up the 
time to market of new engines/vehicles and to reduc the recourse to time 
consuming experiments. Many different modeling approaches have been 
proposed in literature, characterized by substantial differences in 
structure, goals and complexity [62][92]. A significant number of them 
are devoted to design engine control strategies and to develop new engine 
control technologies. They range from input-output black-box models, to 
gray-box mean-value models [61][9], with a simplified description of the 
most relevant physical processes, up to quasi-dimensional models for 
simulating engine combustion and emissions [10] or 1D models for the 
prediction of the unsteady gas flow in intake and exhaust pipes 
[99][85][26]. All these classes of model substantially differ in terms of 
computational time and experimental data required: for the validation of 
the simplest black-box models, hundreds or thousands of engine data 
could be needed to compensate for the lack of physical information, 
resulting in high experimental effort and lower model flexibility. On the 
other hand, the computational time of phenomenological models is not 
compatible with real-time application for control pur oses. Hierarchical 
model structures have been proposed in literature to meet both reasonable 
computing time and limited experimental effort. They are based on a 
suitable mixed approach, in order to combine the advantages of different 
modeling techniques [11]. The approach followed in the present work is 
based on the integration of a commercial solver for engine simulation into 
Matlab/Simulink® environment to face with an optimization algorithm 
(co-simulation). In this framework, the commercial code simulates the 1D 
unsteady gas flow in intake and exhaust pipes and the engine combustion, 
thus providing the data to build-up the objective function of the 
optimization algorithm. This latter is in charge to evaluate the input 
parameters for the engine simulator (i.e. engine control parameters) that 
iteratively will lead to meet the target engine performance. The work is 
intended to furnish a detailed description of the mthodology followed in 
order to:Equation Chapter (Next) Section 1 
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• extend engine model accuracy in a wide operating rae through 
proper identification analysis; 
• integrate physical simulation models with optimization algorithms 
and prove the effectiveness of engine simulation for control maps 
optimization. 
 
3.1 Modeling approach 
Several commercial solvers for engine simulation are vailable, among 
the others Wave® from Ricardo North America, Boost® from Avl and 
GT-Power® from Gamma Technologies. This latter was used for the 
present application to simulate engine breathing and combustion 
processes. The fluid dynamics in all engine ducts and manifolds is 
approximated via a finite volume method, by discretizing the 
intake/exhaust system into many small sub-volumes and solving the 
equations of conservation of mass, momentum  and energy [21]. These 
equations are integrated in space by means of a staggered mesh and in 
time with a variable time step based on the explicit technique with time 
step governed by the Courant condition [87]. 
For the in-cylinder intake and exhaust process, the tim -dependent 
simulation is based upon the solution of the equations for mass and 
energy [62][92][45]. The combustion process was simulated assuming a 
two zone discretization and estimating the burned fuel raction by means 
of the well known Wiebe function [45]: 








 = − −  
   
(3.1) 
where sϑ  is the spark advance angle, bϑ is the combustion duration, a 
and n are pre-exponential and exponential parameters, respectively. 
This approach allows speeding-up the computational time though, 
being based on an empirical formulation, the Wiebe function lacks any 
physical content. 
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Figure 3.1 Scheme of the engine model developed in GT-Power®. The red arrows 
indicate the model input variables supplied by the Matlab/Simulink environment in 
the co-simulation process 
Therefore identification of parameters bϑ , a and n is mandatory to 
achieve satisfactory accuracy in a wide engine operating range. This 
analysis will be presented in a next section. The dimensional and 
thermodynamic models provide among the others, in-cyli der pressure as 
well as thermodynamic and chemical properties of burned and unburned 
gases along the engine cycle. These data represent the boundary condition 
for the optimization algorithm, as it will be described in a later section. 
Figure 3.1 depicts a scheme of the engine model developed in GT-
Power®, comprehensive of intake and exhaust systems, turbocharger and 
low pressure EGR circuit. The external input variables supplied by the 
Matlab/Simulink® environment in the co-simulation process are 
evidenced by the red arrows. 
3.2 Reference engine and experimental set-up 
The reference engine considered for the present work is a heavy-duty 
spark ignition engine, fueled with CNG, whose main characteristics are 
reported in Table 3.1. The engine was derived from a turbocharged Diesel 
engine that was supposed to operate in lean burn condition with low 
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combustion temperature.  
Table 3.1 Data sheet of the reference engine 
IVECO CURSOR 8 CNG ENGINE 
Rated power [kw] 200 @ 2100 rpm 
Max. torque [Nm] 1100 @ 1100-1650 rpm 
Number of cylinders 6 
Disposition In line 
Bore [mm] 115 
Stroke [mm] 125 
Displacement [l] 6.8 
Compression ratio 11:1 
 
As the fuel was turned to CNG and the combustion was operated 
stoichiometric, to meet satisfactory TWC efficiency, an inlet charge 
dilution with inert gas was needed to decrease combustion temperature 
and reduce the thermal stress of some engine components (head, valves). 
Figure 3.2 shows the cooled low pressure EGR system th  engine was 
equipped with to accomplish this task. The engine was installed on a 
dynamic test bed at Istituto Motori laboratories. A large set of 
experimental data were collected in steady-state operation, ranging the 
engine speed from 1100 to 2000 rpm, the load from 160 Nm to 1100 Nm 
and the EGR valve opening from 0 to 50%. 
Furthermore a research ECU enabled the access to the main control 
parameters (air/fuel mixture, spark advance, wastegte duty cycle etc.) 
during engine operation. The measured data, both instantaneous (i.e. in-
cylinder pressure) and mean (i.e. brake torque and fuel consumption) 
were used for identification analysis and model validation as it will be 





74 Chapter 3 
 
Figure 3.2 Cooled low pressure EGR system on the CGN engine 
3.3 Parameters identification 
As previously mentioned identification of Wiebe parameters is mandatory 
to achieve satisfactory model accuracy in the wide engine operation range 
investigated for the present work. This is particularly true in case of high 
EGR rate that gives rise to a significant variation of the heat release rate 
due to greater ignition delay and slower combustion process. The analysis 
was carried out vs. 33 operating conditions, ranging e gine load from 
medium to high at various engine speeds and EGR rates. Engine 
operation at low load was not considered since EGR would be useless in 
such conditions. The three model parameters n, a and bϑ  (see eq. (3.1)) 
were simultaneously identified, for each operating condition, by a least 
square technique, comparing predicted and apparent h at release rate 
derived from in-cylinder pressure measurements. Afterwards, in order to 
enhance model prediction in the whole engine operating range, multiple 
linear regressions were derived, expressing the parameters as function of 
operating and control variables: 
2 2
1 2 3 4    sn k k rpm k EGR k ϑ⋅ ⋅ ⋅= + + +  (3.2) 
2 24
1 2 3 5  b b
b
k
k k rpm k p k EGR
p
ϑ ⋅ + ⋅+ +⋅= +  (3.3) 
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A step-wise method was used to identify the more suitable functional 
form of the linear regressions, expressed by eq. (3.2) and (3.3) [93]. 
Particularly the resulting multiple regressions expr ss dependence of 
parameter n on engine speed (rpm), EGR rate and spark advance ( sϑ ), 
and parameter bϑ  on engine speed, EGR rate and boost pressure (bp ).
Concerning the pre-esponential parameter a, a significa t cross 
correlation was found against parameter n and the following relationship 
was identified: 
3
1 2    
k
a k k n
n
⋅= + +  (3.4) 
The identified coefficients ik  are reported in Table 3.2 for each 
parameter, together with the correlation index R betwe n predicted and 
optimal values. The good accuracy achieved by the regression analysis is 
also evidenced by Figure 3.3 - Figure 3.6 that show c mparison between 
experimental and predicted heat release rate, for three engine operating 
conditions with different engine speed, torque and EGR rate. It is worth 
noting the longer combustion duration in the former and last cases (i.e. 
Figure 3.3 and Figure 3.6) with respect to the second and third (i.e. Figure 
3.4 and Figure 3.5), due to the higher EGR rate that results in a late 
combustion, over 45° ATDC. 
 
Table 3.2 Coefficients of the polynomial regressions for the estimation of 
parameters n, a and θb 
 k1 k2 k3 k4 k5 R 
n 4.28 -4.68 10-8 -1.6 10-3 -0.0459  0.92 
a - 4.20 0.392 11.4   0.94 
θb 11.0 3.40 10
-3 4.20 0.177 0.030 0.99 
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Figure 3.3 Predicted and experimental burned fuel fraction vs. engine crank angle. 
Engine speed=11000 rpm, brake torque=640 Nm, EGR rate=20% 
 
Figure 3.4 Predicted and experimental burned fuel fraction vs. engine crank angle. 
Engine speed=1500 rpm, brake torque=850 Nm, EGR rate=7% 
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Figure 3.5 Predicted and experimental burned fuel fraction vs. engine crank angle. 
Engine speed=1500 rpm, brake torque=1050 Nm, EGR rate=0% 
 
Figure 3.6 Predicted and experimental burned fuel fraction vs. engine crank angle. 
Engine speed=2000 rpm, brake torque=900 Nm, EGR rate=13% 
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3.4 Model validation 
Model accuracy was validated by means of comparison between predicted 
and measured boost pressure, brake torque and in-cylinder pressure. The 
analysis was carried out at 12 engine operating conditi s, corresponding 
to medium and high load at 1100, 1500 and 2000 rpm,with and without 
EGR rate. Figure 3.7 and Figure 3.8 show a comparison between 
predicted and measured boost pressure and brake torque for all the 12 
conditions considered for model validation. The good accuracy achieved 
is evidenced by the correlation indexes R equal to 0.989 and 0.992, 
respectively. Figure 3.9 - Figure 3.12 show the comparison between 
predicted and measured in-cylinder pressure for four test cases, referred to 
two different engine working conditions, with and without EGR. In all 
cases the pressure peak is well predicted, both in amplitude and in 
position, confirming the accuracy of the regression models developed to 
predict the heat release rate and the effectiveness of the whole engine 
model to predict engine performance at various operating conditions. 
3.5 Optimization analysis 
The introduction of the EGR system to limit combustion temperature and 
prevent the thermal stress of engine components imposes a reformulation 
of engine control variables. This task was accomplished by means of a 
constrained  optimization analysis aimed at minimizng fuel consumption 
as function of the engine control variables, namely spark advance (sϑ ), 
EGR rate and wastegate valve opening (WG). In order to minimize the 
engine losses due to intake air throttling, the throt le was assumed fully 
open in all conditions. 
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Figure 3.7 Comparison between measured and predicted boost pressure in the 12 
operating conditions considered for model validation. R=0.989 
 
Figure 3.8 Comparison between measured and predicted brake torque in the 12 
operating conditions considered for model validation. R=0.992 
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Figure 3.9 Measured and predicted in-cylinder pressure vs. Engine crank angle. 
Engine speed=1100 rpm, brake torque=850 Nm, EGR rate=0% 
 
Figure 3.10 Measured and predicted in-cylinder presure vs. engine crank angle. 
Engine speed=1100 rpm, brake torque=850 Nm, EGR rate=13% 
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Figure 3.11 Measured and predicted in-cylinder presure vs. engine crank angle. 
Engine speed=2000 rpm, brake torque=900 Nm, EGR rate=0% 
 
Figure 3.12 Measured and predicted in-cylinder presure vs. engine crank angle. 
Engine speed=2000 rpm, brake torque=900 Nm, EGR rate=13% 
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The constraint to be satisfied refers to the mentioned need to limit the 
thermal stress of engine and piston head. This issue was faced by 
introducing a Thermal Load Factor (TLF), proportional to the heat power 
transferred to the cylinder wall which is expressed as: 
     w cQ S h T∆⋅ ⋅=ɺ  (3.5) 
where S is the heat transfer surface, hc is the convective heat transfer 
coefficient (W/m2K) and ∆T is the difference between gas and wall 
temperature. The heat transfer surface S is only dependent on engine 
geometry while, according to the correlation proposed by Woschni [62], 
the convective heat transfer coefficient hc depends on engine operation 
through piston speed and in-cylinder pressure and temperature. The TLF 
was defined as proportional to the maximum value reach d by the heat 
power along the engine cycle. Therefore, assuming that 
1) the mean temperature difference ∆T can be correlated with 
the maximum in-cylinder gas temperature Tmax;  
2) the mentioned dependence of hc on engine operation can be 
condensed as function of fuel flow rate. 
From eq. (3.5) the TLF was analytically expressed as: 
  fuel maxTLF m T⋅= ɺ  (3.6) 
It is worth noting that both fuel flow rate and in-cylinder temperature 
in eq. (3.6) are dependent on engine operation that is in turn affected by 
control variables. Figure 3.13 shows the normalized TLF, estimated from 
model simulations in case of engine speed ranging from 1100 to 2000 
rpm without EGR. The simulations were carried out at full load (i.e. 1100 
Nm) except for the condition at 2000 rpm where a max torque of 900 Nm 
was imposed to limit the maximum power. As expected from eq. (3.6), 
the most critical conditions are those at higher speed, where the thermal 
power transferred to the cylinder walls is greater. In order to set the TLF 
threshold to prevent from thermal stress, a set of hermocouples was 
located close to the engine head and temperature measurements were 
carried out at the operating conditions mentioned above (i.e. Figure 3.13). 
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Figure 3.13 Estimation of the TLF at full load without EGR vs. engine speed 
The experimental observations suggested to consider the temperature 
reached at 1500 rpm as safe upper limit, therefore the TLF relative value 
of 0.85 was chosen as threshold value to be considered in the optimization 
analysis. 
The optimization analysis was performed in five operating conditions 
selected as the most critical with respect to the TLF, among the reference 
ETC for heavy-duty vehicles: 600, 800 and 1100 Nm at 1500 rpm, 1100 
Nm at 1700 rpm and 900 Nm at 2000 rpm, as it is shown in Figure 3.14. 
Apart from the TLF, a further constraint was introduced to impose an 
almost constant Brake Torque (BT) during optimization, in order to 
maintain constant engine speed and load with respect to the reference 
condition without EGR. 
Finally, the following constrained minimization problem was solved, 
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Figure 3.14 Load-speed map of the operating conditions considered as test cases for 
the optimization analysis 
The optimization analysis was carried out by means of a co-simulation 
process in which the GT-Power® engine model was interfaced with the 
constrained minimization algorithm developed in Matlab/Simulink® 
environment. According to the scheme in Figure 3.15, for each of the five 
test cases considered, the minimization algorithm provides the control 
variables (i.e. sϑ , EGR and WG) for the engine model, that in turn feed-
back the simulation results of interest, such as the variable to be 
minimized (i.e. fuel consumption) and those which have to meet the 
constraints (i.e. BT and TLF). 
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Figure 3.15 Scheme of the co-simulation process 
The results of the optimization analysis are presented in Figure 3.16 - 
Figure 3.20 that show the values of TLF, BSFC and control variables (i.e. 
EGR rate, spark advance and WG) in case of base (i.e. without EGR) and 
optimized set-points. Figure 3.16 evidences that the TLF was reduced in 
all cases, especially the more critical ones (i.e. case 3, 4 and 5) where the 
initial values exceeded the threshold limit imposed to prevent from 
thermal stress. The BSFC was also reduced in all cases (see Figure 3.17) 
in a range between 3 % and 4.5 %. This reduction was due to the 
concurrent effects of increased throttle opening and WG closing (see 
Figure 3.20), that result in lower pumping losses and greater turbine 
work, respectively. More importantly, the EGR rate (s e Figure 3.18) also 
contributed to the BSFC reduction, due to the reduc heat transfer to the 
cylinder wall following the in-cylinder temperature duction. Figure 3.19 
evidences the significant increase of spark advance, du  to the need of 
compensating for the delaying effect of the EGR rate on the combustion 
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Figure 3.16 Optimization results: normalized TLF in case of base (no EGR) and 
optimal control variables 
 
Figure 3.17 Optimization results: Brake Specific Fuel Consumption in case of base 
(no EGR) and optimal control variables 
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Figure 3.18 Optimization results: EGR rate in case of optimal control variables 
 
Figure 3.19 Optimization results: Spark advance in case of base (no EGR) and 
optimal control variables 
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Figure 3.20 Optimization results: Waste-gate valve opening in case of base (no 
EGR) and optimal control variables 








































4. CHAPTER 4 
Boost pressure control 
The trend towards downsizing of internal combustion engines in the 
automotive industry has increased in recent years. The main goal is to 
decrease fuel consumption and emissions, while keeping the performance 
of the engine constant. A way of achieving this goal is the introduction of 
turbocharging, as proposed in [39][58][89]. By means of wastegate valve 
opening or closing, it is possible to control the flow through the turbine 
and thus the amount of energy available to compresso . Coordinated 
control of throttle and wastegate valves is important, since the control 
affects engine performance and efficiency [43][42]. 
As turbocharging develops, the demand on the wastegte valve control 
strategies increases. The wastegate valve actuation is usually performed 
by a pressure actuator. The actuator is connected to a solenoid valve that 
is electronically controlled by a PWM signal in orde  to reach the desired 
pressure in the actuator chamber. One important sub pro lem is that the 
system voltage can vary several Volt during driving which has a direct 
influence on the performance of the boost pressure controller. Figure 4.1 
shows that a disturbance in supply voltage from 11.9 V to 11.1 V, causes 
an alteration in the chamber pressure of 2500 Pa which produces a change 
in wastegate valve position of about 10%. A boost pressure control 
system that follows the reference boost pressure has to be developed, 
while also rejecting the disturbance caused by system voltage 
changes.Equation Chapter (Next) Section 1 
Next section briefly explains: 
• the system layout of the two stage turbocharged gasoline engine, 
the operating principles of the pressure relief valve and its 
connection to the engine;  
• the experimental data collected for modeling, together with the 
development of a physical including parameter identifica ion and 
model validation; 
• the wastegate valve position control focusing on the nonlinear 
compensator, its development and the obtained results; 
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• development the control system for the boost pressu in order to 
reach the desired pressure upstream the throttle valv in the intake 
manifold, pointing out the supply voltage disturbance rejection. 
The performance of the compensator and of the control system are 
demonstrated first using a complete Mean Value Engine Model 
(MVEM) of a Two Stage Turbo-Charged Spark Ignition (TSTCSI) 
engine, developed and validated in [41], and then on an engine in 
a test cell. 
 
 
Figure 4.1 Effect of voltage disturbance on actuator chamber pressure and 
wastegate valve position 
4.1 Mean value engine modeling 
MVEM libraries have been designed with the aim of being flexible and 
reusable when building models for both naturally aspir ted and 
turbocharged engines. Another design guideline has been to enable a 
modular design of the engine models and this is accomplished by 
ensuring that the implemented components adhere to simple rules 
concerning their causality. In particular the causality in these models for 
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NA engines and TC engines follow the principle of rest ictions in series 
with control volumes, see [41] for a longer discussion on this topic. The 
control volumes have pressure and temperature as outputs, and the 
restrictions have mass flow and temperature of the flowing fluid as 
outputs. The components in the library is shown in Figure 4.2, where the 
upper components are components that have dynamic elements in them, 
i.e. they have states and this is marked by a shadowe  block. There are 
also components that generate gas flows, engine torque, and some that 
influence temperature. Currently no generic components for turbo 
chargers are included in the library but they are planned to be included. 
However the generic equations used in these are describ d in the 
compressor and turbine sections in this document. 
4.1.1. System decomposition and flow directions 
A particular model for an engine is thus built up using control volumes in 
series with generalized flow restrictions (i.e. both restrictions and pumps). 
For the control volume there is only one type of model but for the 
generalized restrictions there are two main components, compressible and 
incompressible fluid. The implementations of the contr l volume and the 
two restrictions mentioned above all have an upstream and downstream 
side but they can handle flows in both directions. The convention that is 
used is described below. Through the engine there is a natural direction 
for the air and fuel flow, and these directions areused to define the 
upstream and downstream of the components. Some of the components 
implemented in the MVEM library do also handle unidirectional flows. In 
these components, that handle both flow directions, the following 
convention is used: A flow in the forward direction, from upstream to 
downstream, is positive, and a flow in the opposite d r ction is negative. 
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Figure 4.2 Top view of MVEN library. This top view shows the components that 
are utilized and reused when building engine models  
4.2 System overview 
Traditional turbocharged gasoline engines have a torque deficiency at low 
end engine speed. This comes from the trade-of between low end torque 
and maximum engine power since the compressor cannot supply a high 
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One way to solve this problem, and get better driveability, is to use a two 
stage turbocharging system, allowing good performance i  the full speed 
range of the engine. 
4.2.1. Engine 
The engine used for the experiments is a 2.0 liter GM four cylinder 
engine with direct injection, that has been equipped with a research two 
stage turbocharging system. 
 Figure 4.4 shows a sketch of the system. The advantage of this layout 
comes from the different sizes of the turbochargers, where the turbo of the 
low pressure stage is larger than the one of the high pressure stage. In this 
way, it is possible to utilize each turbocharger in its region of maximum 
efficiency.  
For example, in a gasoline engine it is useful to divide the engine 
speed range in three regions: low speed (below 2000rpm), medium speed 
(2000-3500 rpm) and high speed (above 3500 rpm). In the low speed 
region, where the mass flow is too small to power th  larger low pressure 
stage, the smaller turbine and the smaller inertia of the high pressure stage 
allows high boost pressure and fast response. At high speed the high 
pressure compressor goes in the choke region and thus only the low 
pressure stage is used.  
This strategy can be applied setting up the HPC by-pass valve and the 
HPT wastegate valve fully opened so as to completely by-pass the high 
pressure stage. In the middle region both turbochargers can be used in 
order to ensure a gradual transition between the two strategies. The 
operation of the wastegate and HPC bypass control valves is explained in 
the next section. 
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Figure 4.4 Two stage turbocharging system sketch. LPC, HPC, BP, SV, IC, TH, 
HPT, LPT, WG and CAT mean respectively low pressure compressor, high 
pressure compressor, by-pass, surge valve, intercooler, throttle, high pressure 
turbine, low pressure turbine, wastegate and catalyst 
 
4.2.2. Actuation system 
The main component of the actuation system is the sol noid valve that 
contains a plunger. The plunger position is controlled by the PWM signal 
and the valve is connected to other pneumatic components with three 
pipes, see Figure 4.5. On the solenoid the lowest pipe is connected to 
ambient air, the middle pipe to the actuator, and the top pipe to the 
vacuum tank. The valve controls the actuator chamber pr ssure and 
thereby the force on the membrane. Figure 4.6 illustrates the forces on the 
mechanical system that govern the membrane movement.  
96 Chapter 4 
 
 
Figure 4.5 Wastegate position control system scheme: the blue line represents the 
electrical signal, the red lines represent the pipe connections and the direction of 
the mass flow. The components are not to scale 
Further, the membrane is tied to a rod connected to the wastegate shaft 
on the turbine. The pressure in the vacuum tank should be kept low 
enough to allow the membrane force to overcome the actuator spring 
force, allowing a fully opened and closed wastegate v lve.  
 
Figure 4.6 Actuator working principle and forces acting on the mechanical system 
The vacuum tank pressure is controlled by the control system, that 
switches on the vacuum pump when the pressure becomes too high. The 
reasons for tank pressure rises are leakages and plu ger movement in the 
valve. Leakages are due to air infiltration through the ducts of the system 
Boost pressure control 97 
and the elastic membrane in the solenoid valve.  
 
Figure 4.7 Plunger movement inside solenoid valve for the three possible working 
position. The plunger is drawn in blue color while the component drawn whit 
squared black-white at extremities of the figure is the solenoid 
Further, when the plunger is in the down position, a mass flow from 
actuator to tank is established increasing the tankpressure, see Figure 4.7. 
More information on plunger behavior can be found i [46] and [78]. The 
importance of rejecting the supply voltage disturbances is now evident. A 
disturbance changes the magnetic field acting on the plunger, its position 
and the wastegate position, changing the boost pressur . In this work, the 
frequency of the PWM signal was 300 Hz, while the controller is 
executed at 80 Hz. 
4.2.3. Experimental data 
The measurements have been performed in the engine laboratory at the 
Division of Vehicular Systems, Linköping University. The engine uses a 
rapid prototyping system from dSpace (RapidPro and MicroAutoBox), 
connected to a PC running ControlDesk. In addition t  the production 
tank pressure sensor, the system has been equipped with two extra sensors 
for modeling, a linear position sensor to measure the wastegate position 
and a sensor to measure the actuator chamber pressure. 
4.3 Actuator modeling 
The mass flow through the valve can be modeled with the orifice 
equations for compressible flow [46][117][104]. It should be noted that 
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this model is valid for steady flows with flow states and boundary 
geometry being sufficiently smooth functions of a spatial variable 





Π =  (4.1) 
where dp  and up are respectively the pressure downstream and 







Π =  + 
 (4.2) 





= Ψ Πɺ  (4.3) 
Where dC  is the discharge coefficient, A  is the flow area, R  is the 






























    Π − Π Π ≥ Π   −      Ψ Π = 

  Π < Π  + 
 (4.4) 
Eq. (4.3) can be applied to describe the leakage in the valve as well as 
the plunger position when it opens a passage between ambient and 
actuator and between actuator and tank. With knowledge about the flows 





= ɺ  (4.5) 
where the temperature variation is neglected. The tank is of constant 
volume and the tank pressure is calculated by integra ing eq. (4.5). To 
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calculate the actuator pressure it is necessary to couple it to the model of 
the actuator, since the membrane motion causes changes i  the actuator 
volume. The model of the actuator, and thereafter of the wastegate 
position, is based on Newton's second law: 
amb exh act spring frmx bx F F F F F+ = + − − −ɺɺ ɺ  (4.6) 
with the force balance as shown in Figure 4.6 and with the submodels 












where m is the system mass, b is the damping coefficient, exhF  is the 
result of the force on the wastegate plate caused by exhaust gases and frF  
is the friction. The most popular friction model is the Dahl's model [36] 









= − ⋅ ⋅ 
 
 (4.8) 
cF , σ  and α determine the shape of the curve and need to be 
identified. This model is particularly suitable for hysteresis modeling. 
4.3.1. Identification and validation of the model 
Due to the lack of plunger position measurements, and thus the passage 
area across the valve, the effective area dC A⋅  has been identified as one 
parameter. The plunger position depends on the force equilibrium 
between three main elements, force due to actuator pressure, force due to 
ambient pressure and force due to magnetic field. This means that the 
actuator pressure is strongly connected to the PWM signal. In order to 
identify the constants of eq. (4.9) and (4.10), the least squares techniques 
was used on measured data. 
2
1 2 3dC A k PWM k PWM k⋅ = ⋅ + ⋅ +  (4.9) 
3 2
1 2 3 4actp k PWM k PWM k PWM k= ⋅ + ⋅ + ⋅ +  (4.10) 
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The value of the parameters ik can be found in. Table 4.1 
 
Table 4.1 Regression coefficients 
 dC A⋅  actp  
1k  54.7625 10−− ⋅  22.8939 10−⋅  
2k  27.2000 10−⋅  6.5767−  
3k  25.2300 10−− ⋅  24.4044 10⋅  
4k   51.0612 10⋅  
The identified effective area for the passage from ambient to actuator 
is 9 28 10 m−⋅ , and the passage area between actuator and tank is 
7 210 10 m−⋅ . Figure 4.8 shows a comparison between model and 
measurement, where the model is shown to give good agreement. Eq. 







C A if p p
m RT
if p p
 ⋅ ⋅ ⋅ Ψ Π >= 
 =
ɺ  (4.11) 
where PWMp  is the pressure achievable depending the value of the 
PWM signal.  
An analysis of experimental data shows that some approximations in 
the model can be assumed. In Figure 4.9 a slow up-down ramp was 
performed to analyze actuator hysteresis effects, and the result was that 
this effect can be neglected.  
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Figure 4.8 Influence of PWM signal on leakage discharge coefficient (upper) and 
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Figure 4.9 Identification of hysteresis phenomenon with a up-down slow ramp in 
PWM signal 
The exhaust gases force is also neglected, because it has a negligible 
effect on the wastegate position, Figure 4.10. The step in the actuator 
position between 72.5 s and 82.2 s is due to the switching on of the 
vacuum pump that produces a supply voltage drop and shows again the 
phenomenon of the wastegate position changing conneted to the supply 
voltage level.  
An analysis of the actuator spring and the vacuum pu p is then 
needed, to complete the model. Figure 4.11 shows that the spring has a 
nonlinear behavior. The lowest possible actuator pressure is the tank 
pressure, see lower plot of Figure 4.12, and if the tank pressure is too 
high, the wastegate valve cannot be fully actuated. To avoid this, the 
pressure in the tank is kept between 30 and 35 kPa by the control system. 
In this region the mass flow from tank to ambient when the pump is 
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switched on can be considered constant. 
 
Figure 4.10 Influence of force of the exhaust gases with constant PWM signal 
A comparison between model and measurements is shown in Figure 
4.12, for a ramp and a step in the PWM signal. Further, the dynamic 
behavior of the actuator and tank pressure, and actuator position are 
satisfactorily reproduced by the model. 
 
Figure 4.11 Spring stiffness 
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4.4 Compensator development 
The system voltage is expected to affect the magnetic fi ld controlling the 
plunger position. Further, the plunger movement is expected to be slow 
compared to fast changes in the magnetic field and the plunger is 
therefore assumed to follow a moving average of the magnetic field. 
Based on experimental data the following simple compensator is 




= ⋅  (4.12) 
where compPWM  is the compensated PWM, U is the supply voltage, 
and 12PWM  is the PWM value if the voltage is 12 V.  
Given a desired value of wastegate position, a corresponding PWM 
value can be calculated using the inverse of the actuator model. A 
compensation for supply voltage is then calculated using eq. (4.12). The 
compensator was tested with a voltage disturbance ad the results are 
shown in Figure 4.13 taking care to repeat the same shape of the voltage 
disturbance. Despite the voltage disturbance, appropriately modulating 
the PWM value with the compensator, membrane position is kept 
constant, verifying the performance of the compensator. The compensated 
wastegate position is unaffected by the supply voltage disturbance. 
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Figure 4.12 Validation of the model. The pressure lines represent: measured 
actuator pressure (black solid), model actuator pressure (red dashed), measured 
tank pressure (blue solid) and model tank pressure (light blue dashed). In the 
actuator position plot, the measured position is in blue solid and the calculated 
position is in red dashed 
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Figure 4.13 Compensator performance for the supply voltage disturbance. The 
second plot shows the wastegate position without compensator (solid) and with 
compensator (dashed) 
4.5 Boost pressure controller  
Before developing the control system, an analysis to find the best 
turbocharger configuration was carried out using the TSTCSI MVEM 
[41][40]. Focus was on low engine speed. The maximum boost pressure 
was set up to 240 kPa to avoid engine damage and in-cylinder knocking. 
Two configurations, both with the throttle fully opened, were 
investigated: LP-wastegate fully closed and fully opened. The HP-
wastegate was used to maintain constant boost pressure. 
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Figure 4.14 Comparison between two different control strategies for low engine 
speed. HP-wastegate is controlled keeping respectively LP-wastegate fully closed 
(solid) and fully opened (dashed) 
Figure 4.14 shows that running with LP-wastegate fully closed gives 
maximum torque at lower engine speed. The LP-wastegte fully closed 
configuration is therefore used up to 2000 rpm, where the torque begins to 
decrease and the back pressure reaches too high values. The structure of 
the control system is shown in Figure 4.15, where the feedforward is a 
static map for PWM depending on desired boost pressu  and engine 
speed [109]. 
To overcome the nonlinearities of the system, it was linearized across 
different desired boost pressures and engine speeds. Control signal step 
responses are then used to identify the parameters of the transfer function, 
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where pK  is the static gain of the system, tfT  is the time constant and 
L  is the time delay. 
 
 
Figure 4.15 Control system structure 
The most common version of a transfer function for a PID controller 
is shown in eq. (4.14) 
( ) ( )11 1 d
i
C s K sT
sT
 
= ⋅ + ⋅ + 
 
 (4.14) 
Where K  is the proportional gain, iT  is the integral time and dT  is the 
derivative time. The design method chosen in this work is the λ-tuning 



























where λ is the time constant describing how fast the controller will 
react to a control error.  
The derivative terms deserves a special investigation. In on-board 
applications instabilities could occur if the signal error, usually defined as 
the difference between reference and actual value (ref acte p p= − ) 
processed by the derivative part is unfiltered due to high-frequency 
measurements noise. For this reason the signal have been filtered. This 
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creates problems in the filtered derivative part when the reference value 
changes quickly. In order to avoid it, for this part only, the signal used is 
the process variable actp  [108][109]. A tracking mode was added to the 
controller, with tracking time tr i dT TT= , to remove the wind-up 
phenomenon when the control variable saturates [15].  
The above procedure was applied for each point of the linearization 
grid to achieve a gain scheduled feedback loop. A relay type controller 
was used to maintain the tank pressure between 30 kPa and 35 kPa, where 
the controller is switched on if the pressure is higher than 35 kPa and 
switched of when the tank pressure becomes lower than 30 kPa. 
4.6 Experimental testing 
The performance of the boost pressure control system was tested on both 
the MVEM model and the engine test stand. Obviously the experimental 
results are more interesting that the model results o that the experimental 
results from the test stand will be presented. Once having validated the 
performances of the voltage compensator, the performance investigation 
has been divided into two steps:  
1. the developed boost pressure controller; 
2. the coupling of the voltage compensator with the boost pressure 
controller.  
Figure 4.16 shows the resulting boost pressure for several steps up and 
down with a constant system voltage. Boost pressure follows the steps in 
reference value correctly. A small undershoot is present for a positive 
reference step, but it is limited to 5 kPa. The behavior is better for a 
reference pressure decrease, and the largest overshot i  only 1 kPa. The 
saturation of the PWM signal guarantees a fast response. It is worth 
mentioning that the controller parameters have been tuned using only the 
model and no retuning is made on the engine test bench. 
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Figure 4.16 Performance of the control system at 1500 rpm subject to steps in 
reference value with a constant supply voltage. Upper plot: reference (solid) and 
actual pressure (dashed) are drawn. Lower: Corresponding PWM signal  
The voltage compensator is then integrated in the engin  control 
system. The experimental results, shown in Figure 4.17, point out that the 
simple compensator proposed is effective and the maximum pressure 
error is 1 kPa (0.8%). Since the boost pressure does n t change much for 
variations in system voltage, this means that the wastegate position is 
almost constant and there is only a small movement in the membrane, 
proving the disturbance rejection. 
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Figure 4.17 Performance of the control system with the developed compensator at 
1500 rpm and a pressure set-point of 125 kPa. Upper plot: System voltage. Lower 

















































5. CHAPTER 5 
Conclusions 
In the dissertation, the value of engine system modeling has been 
discussed. It was shown how modeling in-cylinder processes and 
turbocharger can aid the development of the control s ategies saving time 
and money efforts. All the developed models were experimentally 
validated and applied for optimization analysis or real-time control. 
Particularly the model based optimization of the engine control 
variables of an automotive turbocharged Diesel engine has been 
presented. The model structure is based on a hybrid approach, with a 
predictive multi-zone model for the simulation of in-cylinder processes 
(i.e. combustion and emissions formation) integrated with a control-
oriented turbocharger model to predict intake/exhaust processes. Model 
accuracy was tested via comparison between measured and simulated in-
cylinder pressure and engine exhaust temperature on a wide set of 
experimental data, measured at the test bench. Validation results exhibit a 
correlation index R2 equal to 0.995 and 0.996 for IMEP and exhaust 
temperature, respectively. The optimization analysis was aimed at 
minimizing NO emissions in four steady state engine operating 
conditions, selected among those of interest for the ECE/EUDC test 
driving cycle. Constraints were introduced to prevent from increase of 
soot emissions and low exhaust temperature which would have a negative 
impact on the efficiency of the after-treatment devic s. The optimization 
results evidence a significant reduction of engine NO emissions by means 
of increased EGR rate and earlier main fuel injection. 
A model-based optimization was also applied for a CNG heavy-duty 
engine, equipped with turbocharger and EGR. The optimization analysis 
was addressed to design the set-points of engine control variables, 
following the implementation of an EGR system aimed at reducing the in-
cylinder temperature and preventing from the thermal stress of engine 
components (i.e. head and valves). A co-simulation analysis was carried 
out by coupling a 1-D engine commercial code with a cl ssical 
constrained optimization algorithm. The 1-D model accounts for intake 
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and exhaust gas flow arrangement, comprehensive of EGR system and 
turbocharger, while an empirical formulation based on the classical Wiebe 
function was implemented to simulate the combustion process. An 
intensive identification analysis was performed to correlate Wiebe model 
parameters to engine operation and guarantee model accuracy and 
generalization even in case of high EGR rate. 1-D model and 
identification results were successfully validated against a wide set of 
experimental data, measured on the test bench. The results of the 
optimization analysis, aimed at minimizing fuel consumption while 
preventing from thermal stress, showed an increase of fuel economy up to 
4.5% and a reduction of the thermal load below the imposed threshold, 
against five engine operating conditions selected among the most critical 
of the reference European Transient Cycle (ETC). Particularly, the 
effectiveness of the co-simulation analysis is evidnced in pursuing the 
conflicting goal of optimizing engine control while r ducing the recourse 
to time consuming and expensive experiments at the est bed. This latter 
point is becoming more and more critical as the number of control 
variables is increasing with engine complexity. 
Both the presented optimization analyses evidenced th  key-role of 
the turbocharger to face with energy and emissions issues. Particularly the 
impact of the turbocharger management via wastegate or VGT control 
was evidenced. Indeed, by acting on these components, the amount of 
exhaust gases evolving in the turbine can be managed thus regulating the 
supercharging degree and the boost pressure. This allows keeping the 
throttle valve fully open with significant decrease of pumping losses. The 
wastegate position is defined by a pneumatic actuator in which the 
pressure is regulated by a solenoid valve fed by a PWM signal. The 
drawback of this system is the dependence of the PWN signal, and 
afterwards of the performance, from the system supply voltage. During 
the thesis the development of a wastegate actuator model was carried out 
in order to compensate the actuator PWM signal to improve boost 
pressure control. The compressible flow equations were found to be 
sufficient to describe the actuator system mass flow and both discharge 
coefficient and static actuator chamber pressure were modeled using 
polynomials in PWM signal. Furthermore a simple friction model was 
implemented to simulate the actuator system. The boost pressure 
controller based on the developed compensator has shown to give limited 
undershoot and overshoot and is further able to reject the disturbance in 
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supply voltage. The compensator was incorporated into a boost pressure 
controller and the complete control system has shown to reject system 
voltage variations and perform good boost pressure control in both 
simulations analyses and experimental tests on the engine test stand. 
Model simulations evidenced the need to ensure low enough vacuum 
pressure to enable fully closed and open actuator while a switch type 
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