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A condensed-matter platform for analog simulation of complex two-dimensional molecular bond-
ing configurations, based on optically trapped exciton-polariton condensates is proposed. The stable 
occupation of polariton condensates in the excited states of their optically configurable potential 
traps permits emulation of excited atomic orbitals. A classical mean-field model describing the dis-
sipative coupling mechanism between p-orbital condensates is derived, identifying lowest-threshold 
condensation solutions as a function of trap parameters corresponding to bound and antibound π 
and σ bonding configurations, similar to those in quantum chemistry. 
I. INTRODUCTION 
The idea of designing analog simulators to study com-
plex molecular systems relies on the ability to map such 
systems onto experimentally accessible and transpar-
ent platforms. Such simulators operate on the princi-
ple that a specially designed system can simulate in-
teractions between artificial atomic or molecular or-
bitals through its parallelized and (ideally) fast dynam-
ics. From this perspective, implementations of interact-
ing artificial atoms—forming molecules—have been in-
vestigated in the quantum regime using cold atom en-
sembles [1, 2] and in the classical regime using optical 
microdisks [3, 4], microring resonators [5], and exciton-
polariton condensates [6, 7]. Here, we propose such 
a classical analog simulator for molecular bonding be-
tween artificial atoms using extended systems of optically 
trapped exciton-polariton condensates. 
Exciton-polariton condensates in planar microcavities 
can be confined in etched cavity pillars and mesas, form-
ing a discrete photonic spectrum similar to atomic or-
bitals [8–10]. When combined, adjacent micropillars be-
come coupled due to the overlapping orbitals forming new 
macroscopic states [6, 11, 12]. Exciton-polaritons may 
also be confined optically, by using non-resonant lasers 
which excite a background exciton gas that repulsively 
interacts with polaritons [13, 14]. Stimulated bosonic 
scattering from the surrounding exciton gas then provides 
gain to the confined condensate, compensating for pho-
tonic losses due to the finite microcavity quality factor. 
In optical traps, polariton condensates demonstrate rich 
phenomenology, including spin bifurcations [15], quan-
tum chaos [16], vortices [17, 18], spin hysteresis [19], and 
multilevel synchronization between traps [20]. 
The advantage of using polariton condensates as 
macroscopic wavefunction emulators is the easy readout 
of the polariton state through the emitted cavity light. It 
permits both integrated and time-resolved measurement 
of the energy-resolved real-space and momentum-space 
condensate density, phase, spin (polarization), and cor-
relations between selected condensates [21]. In contrast, 
high-resolution time-of-flight experiments using ultracold 
atoms can only indirectly measure correlations and the 
phase of the atomic ensembles by associating the wave 
function phase with its momentum density distribution 
nodal lines (i.e., boundaries of π phase slips) [1]. 
Of interest, compared to other methods of trapping 
polariton condensates [6, 22], optical traps result in sta-
ble occupation of the excited states [20, 23–28] due to 
the optical gain provided by the laser. That is, more 
energetic states penetrate further into the laser-induced 
potential, experiencing enhanced scattering into the con-
densate, and remain indefinitely stable as long as the 
laser is present. This is in contrast to equilibrium con-
densates which instead relax quickly to the ground state. 
Moreover, optically induced potentials benefit from be-
ing completely reconfigurable by simply reprogramming 
the shape of the external nonresonant laser light using 
liquid crystal spatial light modulators, avoiding the costs 
of fabricating new patterned cavities from scratch. These 
two properties of optical traps, stable condensation into 
exited orbitals and flexibility in potential engineering, un-
derpin their appropriateness for possible analog simula-
tion of molecular bonding. 
Today, coupled polariton condensates have been pro-
posed to simulate the energy minima of the XY spin sys-
tem [29], and recent works have started to address their 
potential to simulate molecular bonding [30]. There, each 
condensate is cylindrically symmetric and radially emits 
polaritons equally in all directions. Thus, the coupling 
strength between adjacent condensates depends only on 
the spatial separation distance and occupation difference 
between condensates. However, if individual condensates 
occupy more complex orbitals, the in-plane emission of 
polaritons from the condensate becomes anisotropic, and 
the coupling strength becomes dependent on the relative 
angle between neighbors. Anisotropic dissipative cou-
pling and symmetry breaking stemming from it have not 
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been accounted for in open nonequilibrium condensates, 
in contrast to spontaneous symmetry breaking resulting 
from nonlinear dissipative terms [15, 31, 32]. 
In this work we show that anisotropic dissipative cou-
pling of optically trapped and spatially separated po-
lariton condensates demonstrates unique features even 
in the linear regime close to the condensation threshold. 
Namely, it results in self-ordering of the macroscopic po-
lariton orbitals orientation maximizing the system gain. 
This effect is present in the coupling of degenerate or-
bitals in adjacent optically induced traps. In particular, 
we consider the first excited doublet of optically confined 
polariton modes, which are similar to atomic p-orbitals. 
Coupled trapped condensates demonstrate mutual align-
ment of dipole spatial wavefunction profiles, similarly to 
π and σ molecular bond types. The particular type of 
bond alignment due to the dissipative mechanism de-
pends on the separation distance and the angle between 
traps. This observation paves the way towards opti-
cally controlled emulation of coupling and hybridization 
of electronic orbitals in molecules. 
We first develop the complex δ shell potential model of 
a single trap and compute its eigenstates in Sec. II. Treat-
ing coupled traps within the perturbation theory, we then 
compute the spectrum of synchronized states in Sec. III. 
We calculate the dependence of the interaction strength 
on the distance between the traps and identify four pos-
sible types of coupling and alignment of dipole p-state 
condensates in adjacent traps in Secs. III A and III B, re-
spectively. The polariton spectrum and condensation in 
the presence of the considered interaction are analyzed in 
the cases of two traps in Sec. IV. Polariton condensation 
into aligned dipole states is further confirmed with nu-
merical simulation of the complex Gross-Pitaevskii equa-
tion. 
II. SINGLE TRAP 
The dynamics of polariton condensates interacting 
with spatially inhomogeneous exciton reservoirs is gov-
erned by the generalized (driven-dissipative) Gross-
Pitaevskii equation, coupled to the semiclassical rate 
equation for the reservoir density [33]:   
∂Ψ ~2Δ α + iβ Γ 
i~ = − + N + α1|Ψ|2 − i~ Ψ, (1)∗∂t 2m 2 2 
∂N 
= P (r) − (β|Ψ|2 + γ)N. (2)
∂t 
Here, Δ denotes the two-dimensional Laplacian opera-
tor, Ψ and N are the condensate wavefunction and the 
∗reservoir density, m is the polariton effective mass, α 
and α1 are the interaction constants describing the po-
lariton repulsion off the exciton density and polariton-
polariton repulsion, β governs the stimulated scattering 
from the reservoir into the condensate, Γ and γ are the 
polariton and exciton decay rates, and P (r) is the cylin-
drically symmetric reservoir pumping rate. We will fo-
cus on an annular-shaped laser pumping profile, simi-
lar to those used in [13, 14, 20, 23, 25–27, 34]. The 
laser pump is approximated with a δ shell ring shape p
P (r) = P0δ(r − R)/R, where r = x2 + y2 is the radial 
coordinate, R is the trap radius, and P0 represents the 
pumping power. 
Close to the condensation threshold (i.e., normal-to-
condensed-state phase transition) one may put |Ψ|2 ' 0, 
neglecting polariton-polariton interactions and reservoir 
depletion in Eqs. (1) and (2). This approximation allows 
establishing the hierarchy of the fastest exponential de-
cay (or growth) rates of polariton modes in the system. 
At threshold, scattering from the reservoir starts exceed-
ing the polariton decay rate, corresponding to a mode 
with the fastest population growth rate. At higher laser 
power, beyond the condensation threshold, the conden-
sate state is typically governed by this fastest-growing 
mode which saturates the reservoir and stabilizes. Po-
lariton interactions, however, can destabilize this state 
when the mean field energy becomes comparable with 
other characteristic energy scales [35]. We will not con-
sider this regime and focus instead on the hierarchy of 
the fastest-growing modes around the threshold. 
The solutions corresponding to the linear limit of 
Eq. (1) are stationary, allowing us to put the left-hand 
part of Eq. (2) to zero and express the reservoir density 
as N = P (r)/γ. The reservoir effect on the condensate 
then reduces to a complex potential given by 
δ(r − R)
V (r) = V0 , (3)
R 
where the potential strength V0 = (α + iβ)P0/(2γ). 
The generalized Gross-Pitaevskii equation then becomes 
a dissipative (non-Hermitian) Schrödinger equation for 
the polariton wave function, which in polar coordinates 
reads:     
~2 1 ∂ ∂ 1 ∂ Γ − r + + V (r) − i~ Ψ = EΨ,∗ r22m r ∂r ∂r ∂ϕ2 2 
(4) 
where E is the complex valued eigenenergy. 
Rotational symmetry of the problem allows us to sep-
arate the angular and radial coordinates and express 
the wavefunction in the form Ψ = ψ(r)Φ(ϕ), where 
imϕΦ(ϕ) = e . Substituting into Eq. (4) results in an 
equation for the radial part:    
2~2 1 d d m Γ − r − + V (r) − E − i~ ψ = 0.∗ r22m r dr dr 2 
(5) 
As we are considering the δ function potential, inside and 
outside the trap the equation will take the form     
d2ψ 2dψ Γ r2 ∗ 2 r + r + 2m E + i~ − m ψ = 0. (6)
dr2 dr 2 ~2 p
With the substitution ρ(r) = 2m ∗ (E + i~Γ/2)r/~ (the 




tion turns into the canonical Bessel equation. In the re-
gion r < R the wave function then reads ψ = AJm(ρ), 
where Jm(ρ) is the Bessel function of the first kind and we 
have taken into account the divergence of the Bessel func-
tion of the second kind Ym(ρ) at the origin. For r > R 
(1)
the solution can be expressed as ψ = BHm (ρ), where the 
Hankel function of the first kind is chosen to converge at 
r → ∞, keeping in mind that Im {E + iΓ/2} > 0 and 
Re {E + iΓ/2} > 0. In order to match the solutions at 
the point r = R one needs to satisfy 
AJm(ρR) = BH
(1)(ρR) (7)m 
where ρR = ρ(R), and then should integrate Eq. (5) over 
the small region r ∈ {R − δR, R + δR}, which results in 
the following condition: 
dψ 
dr 
 R+δR c = ψ(R), (8)RR−δR 
where c = 2m ∗V0/~2 . One can derive, for δR → 0, FIG. 1. (a) Condensation (lasing) threshold as a function of  the trap radius for α/β = 1. Each state is sustainable only 
AρR m below a certain critical radius (black circles). The threshold 






 with trap radius (black solid line). The minimal threshold 
BρR (1) m 
H(1) for wide traps (ρ  1) has a linear characteristic dependence (ρR) . (10)m on ρ, shown with a dashed line. (b) Angular number of the 
−H (ρR) + = m+1R ρRR+δR 
state at which condensation occurs. (c)-(e) Simulated lowest 
Equations (9) and (10) yield the trap’s resonance condi- threshold steady-state solutions |Ψ(r)|2 of Eqs. (1) and (2) for 
tion, given by the transcendental complex equation a single trap of different radii R = 5, 7.5, 10 µm, obtained 
−2 −1for powers P0/R = 25, 40, 55 µm , respectively. Theps 
(1) (1)
Jm(ρR) mHm (ρR) − ρRH (ρR)m+1
= 1. 
(1)
Hm (ρR) [mJm(ρR) − ρRJm+1(ρR) + cJm(ρR)] 
(11) 
The condensation threshold condition can be defined 
as the moment when all eigenvalues satisfy Im{E} < 0 
(lossy modes) except for one which satisfies Im {E} = 0. 
Any state defined by its angular and radial quantum 
numbers m and n, respectively, can then be associated 
with the so-called threshold pump power P n,m when the t 
above condition is satisfied. This quantity may be nondi-
mensionalized for convenience: 
∗ 
n,m (α + iβ)m P n,mp = . (12)t tγ~2 
trap ridge (i.e., circle of radius R) is given by the dashed black 
line. 
surpasses the first excited doublet m = ±1 in thresh-
old pumping power. The consequent cascade of succes-
sive switching of states with increasing angular numbers 
results in a dependence of the minimal threshold, re-
sembling a linear one at large scale [see dashed line in 
Fig. 1(a)]. In Fig. 1(b) we plot an exhaustive phase dia-
gram of the lowest threshold angular number as a func-
tion of two dimensionless parameters, the interaction pa-
rameter ratio α/β and the trap radius ρ0. In Figs. 1(c)-
1(e) we show real-space densities |Ψ(r)|2 of the lowest 
threshold stationary solutions from Gross-Pitaevskii sim-
ulations [Eqs. (1) and (2)] using a pump profile corre-
sponding to current experimental capabilities, 
Thep
R
dimensionless trap radius, in turn, reads ρ0 = 
∗Γ/~. We focus on solutions of the resonance con- P0 L4 0m P (r) = . (13)dition (11) satisfying Im {E} = 0. Physically, these solu-
tions would appear first in the experimentally measured 
cavity photoluminescence intensity with increasing pump 
power. We are interested only in the states n = 0 as they 
possess the lowest threshold powers among the states 
with a given angular number m [36]. This is in agreement 
with previous experimental observations [23, 25, 27]. 
The solutions are summarized in Fig. 1(a). For small 
traps, as expected, the condensate forms at the state 
m = 0. However, for larger traps the ground state 
R (r2 − R2)2 + L4 0 
Here, L0 denotes the finite thickness of the reservoir-
induced trap walls. The initial condition of the simu-
lations in Figs. 1(c)-1(e) was chosen to be Ψ(t = 0) ∝ 
cos (mϕ), where the lowest-threshold solution was deter-
mined for each R by varying P0 slowly across different 
values of m. In all simulations throughout the paper 
we have chosen parameters similar to those in previous 
∗ −2works: m = 0.3 meV ps2 µm , α1 = 3.3 µeV µm , 2 
4 
α = 2α1, β = 1.4α1, γ = Γ = 0.2 ps−1 , L0 = 3 µm. 
In Figs. 2, 4, and 5 below we used P0/R = 25 µm−2 
ps−1 . In Fig. 4 for the L0 = 2 µm results we change only 
β = 2.8α1. 
III. COUPLING BETWEEN TRAPS 
We will now formulate our theory describing the 
anisotropic nature of the coupling between spatially sep-
arated optically trapped polariton condensates, each 
populating an excited state in its respective trap. It 
should be underlined that the mechanism of coupling and 
synchronization in optically trapped polariton conden-
sates [34] can be drastically different from its counterpart 
in microcavity pillar structures [6] or in planar microcavi-
ties in the presence of potential disorder [37]. In the latter 
case, polariton tunneling between overlapping orbitals is 
responsible for their coupling (i.e., evanescent coupling), 
realizing the familiar bosonic Josephson junction. In the 
former case, however, condensates excited by the nonres-
onant laser beams are not separated by a potential barrier 
save the one which traps themselves. This means that po-
laritons which escape their optical traps convert trap en-
ergy into kinetic energy and propagate across the poten-
tial free region between the traps. Such condensates are 
referred to as ballistic condensates and have been found to 
stabilize and phase lock over long separation distances by 
using either Gaussian excitation beams [38, 39] or optical 
traps like those considered here [34]. Dissipative coupling 
then refers to the interference (i.e., overlap) of the two 
condensates in the optical gain region—corresponding to 
Im[V (r)]—that changes the imaginary part of the system 
complex energies. In other words, it is the imaginary 
(non-Hermitian) part from the overlap integrals between 
two wave functions and the potential with which they 
interfere hΨ|V (r)|Ψi. Dissipative coupling is responsible 
for emergence of the weak lasing regime [32, 35], limit cy-
cles [39, 40], and chaos [41]. As discussed in the context 
of Eq. (12), the imaginary part of a mode’s complex en-
ergy corresponds to its gain (like optical gain in lasers), 
and the mode with the highest imaginary part will be 
occupied by the condensate. 
Furthermore, depending on the shape of the laser, 
ballistic propagation of polaritons from the condensate 
can become pronounced [see, e.g., concentric rings in 
Fig. 2(a)], which leads to stronger matter-wave interfer-
ence between neighbors. The range of this propagation 
is limited only by the polariton attenuation length and 
has been reported to synchronize condensates over 100 
µm [39], about 50 times longer than the condensate full 
width at half maximum. 
Assuming that the threshold is reached for the first 
excited mode doublet m = ±1, as shown schematically in 
Fig. 2, the general form of the condensate wave function 
outside the trap reads � 









FIG. 2. (a) Schematic of two circular pump-induced potential 
traps containing the first two Laguerre-Gaussian modes, the 
ground state Ψ00, and the degenerate first excited state Ψ10. 
Finite tunneling probability causes polariton waves to leak ra-
dially away from the trap and interfere with any neighboring 
condensates. (b) Steady-state simulation for d = 25 µm show-
ing |Ψ(r)|2 with clear interference fringes between two phase 
locked dipole-shaped condensates analogous to the chemical 
σ-bonding configuration. Notation in the text is overlaid for 
clarity. Black dashed circles denote the ridges of the potential 
traps. 
It is worth noting that these states have been realized 
several times in experiment [17, 18, 26, 42, 43] but have 
lacked the theory explaining their coupling in extended 
systems. Here, the two complex coefficients c± are re-
lated to the pseudovector s = (sx, sy, sz)T , which defines 
its state up to a common gauge-invariant phase: 
∗ sx + isy = c c−,+
sz = (|c+|2 − |c−|2)/2. (15) 
In this notation, sz = ±1 corresponds to the two opposite 
circulating vortex states whereas sx = ±1 and sy = ±1 
correspond to a dipole state orientated horizontally, ver-
tically, diagonally, and antidiagonally respectively, anal-
ogous to the Stokes components of light. 
For a fixed value of the condensate energy E we may 
introduce the characteristic wavevector of the condensate p
outside the trap k = 2m ∗ (E + i~Γ/2)/~. A pair of 
coupled condensates in optically induced traps, separated 
by the distance d > 2R, measured from the center of each 
trap, are then given by a common wave function defined 
� 
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by the four coefficients c1±, and c2±: � 
iϕ −iϕ (1)Ψ(r, ϕ) = c1+e + c1−e H (kr)1  
i(π−ϕ0) −i(π−ϕ0) (1)+ c2+e + c2−e H1 (kr
0), (16) 
where p
0 r = r2 + d2 − 2rd cos(ϕ), (17) 
sin(ϕ0) = sin(ϕ)r/r0 , (18) 
from the law of cosines and sines, respectively. 
In order to investigate the growth rates of coupled 
states stemming from their interference we directly calcu-
late the overlap integrals between the two wavefunctions 
and their respective potentials, Z 
= I(1) +I(2)I = Ψ ∗ [δ(r − R) + δ(r 0 − R)] Ψ dr. (19) 
The common (superposed) wavefunction overlap with 
the potential is composed of two terms, corresponding 
to the two excitonic traps. Let us find them sepa-
rately and begin with the overlap with the first trap R 2π
I(1) = |Ψ(R, ϕ)|2 dϕ, which, in turn, may be decom-
0 
posed into the sum of overlaps of both individual con-
densates and the cross term: 
I(1) 
(1)
= I (c1+, c1−) + I
(1)(c2+, c2−)0 κ 
(1)
+ I (c1+, c1−, c2+, c2−). (20)λ 
The condensate overlap with its own trap reads simply 
(1) (1)
I = 4πs1|H (kR)|2, where s1,2 = |s1,2| are the pseu-0 1 
dovector amplitudes of each condensate. We note that in 
standard tight-binding techniques the overlap integrals 
correspond to constant matrix terms hΨ|V |Ψi which lead 
to an eigenvalue problem whose solutions are the new 
energies and states of the coupled system. However, the 
ballistic nature of the polaritons is an interference prob-
lem, meaning that all integrals depend on the polariton 
outflow wave vector k, which is defined by the energy 
of the system. For this reason, the new energies of the 
system cannot be calculated from an eigenvalue problem 
unless one considers the interaction as a perturbation to 
the isolated condensate energy [see Eq. (11)]. We will 
consider this perturbative tight-binding case in Sec. IV. 
The interference term reads Z 2π    (1) iϕ −iϕ ∗ iϕ0 ∗ −iϕ0 I = − + c1−e c + cλ c1+e 2+e 2−e 
0 
(1) (1)× H (kR)H (kr0) ∗ dϕ + c.c. (21)1 1 
The second integral due to the second condensate overlap 
with the first trap reads Z 2π  2   
I(1) 
 −iϕ0 iϕ0   (1) 2 
κ = c2+e + c2−e  H1 (kr0) dϕ. (22) 
0 
With increasing distance between the traps d/R the 
(1) (1) (1)
hierarchy of the terms I0  Iλ  Iκ quickly estab-
lishes due to exponential decay of the Hankel function. 
(1)
This allows us to neglect the last term Iκ and treat 
(1)
the effect of interference I as a perturbation to the λ 
first order with respect to decoupled condensates. The 
same argument obviously applies to the interference of 
the condensates at the second trap, with the correspond-
(2) (1)
ing integrals being I = 4πs2|H (kR)|2 and0 1 Z 2π �   (2) iϕ −iϕ ∗ −iϕ0 ∗ iϕ0 Iλ = c2+e + c2−e c1+e + c1−e 
0 
(1) (1)× H (kR)H (kr0) ∗ dϕ + c.c., (23)1 1 p
0where r = d2 + R2 + 2dR cos(ϕ) is slightly redefined 
compared to the first trap case. 
A. Long-distance limit 
Expanding Eqs. (17) and (18) in R/d → 0, we obtain 
in the integration range   
ϕ0 ≈ sin(ϕ) R  1, r 0 ≈ d 1 − R cos(ϕ) . (24)
d d 
In the main order in R/d the interference integral (21) 
thus reads Z 2π � (1) iϕ −iϕIλ = − c1+e + c1−e 
0     
R R∗ ∗ × c 1 + i sin(ϕ) + c 1 − i sin(ϕ) (25)2+ 2−d d 
(1) (1) ∗ ×H (kR)H [kd − kR cos(ϕ)] dϕ + c.c. 1 1 
It is important to note here that |k| ∼ R−1 since the 
characteristic wave vector, corresponding to the highest 
state confined in a trap, is given by the inverse trap size. 
We may thus asymptotically expand the Hankel function 
in Eq. (25):   
(1) (1 + i) R 
H [kd − kR cos(ϕ)] ≈ √ 1 + cos(ϕ)1 
πkd 2d 
× exp (ikd) exp [−ikR cos(ϕ)]. (26) 
Plugging (26) into (25) and employing the inte-
gral expression for the Bessel function 2πiJ1(ρ) = R 2π 
cos(ϕ) exp [iρ cos(ϕ)] dϕ, we may compute the inter-
0 
ference integral (25) to the leading order in R/d:  ∗ 
(1) (1) (1)
I = −2πiH (kR) H (kd)J1 (kR)λ 1 1 
∗ × (c1+ + c1−) (c2+ + c2−) + c.c. (27) 
The analogous interference integral for the first conden-
sate overlap with the second trap reads  ∗ 
(2) (1) (1)
I = −2πiH (kR) H (kd)J1 (kR)λ 1 1 




FIG. 3. (a) Illustration of the four possible coupling types. 
Regimes A and C share similarity with π bonding, while B 
and D are similar to σ bonds. (b) Coupling parameters for 
|m| = 1 condensate interference for the experimentally realis-
tic parameter value kR = 3+ 0.075i. (c) The absolute values 
of coupling parameters. Switching of the coupling types oc-
curs at the crossing points |I+| = |I−|. 
Therefore, we have, for the net interference contribution 
to the condensate overlap with the reservoir, 
(1) (2)
Iint = Iλ + Iλ n  ∗o 
(1) (1)
= 8πIm H (kR) H (kd)J1 (kR)1 1  ∗ × Re (c1+ + c1−) (c2+ + c2−) . (29) 
B. General case 
One may show for any distance d between the traps 
that the overlap integral may be represented in the fol-
lowing form: 
 ∗ 
Iint =I+Re (c1+ + c1−) (c2+ + c2−) ∗ 
+I−Re (c1+ − c1−) (c2+ − c2−) , (30) 
where I± = Ia ± Ib and Z 2π h 
i(ϕ0 (1) (1)Ia = e +
−ϕ)H (kR) ∗ H (kr0 )1 1 +
0 i 
i(ϕ0 (1) (1)−+ϕ)H−e (kR)H −) ∗ dϕ, (31)(kr0 1 1 Z 2π h 
−i(ϕ+ϕ0 (1) (1)= e +)H (kR) ∗ H (kr0 )Ib 1 1 +
0 i 
i(ϕ−ϕ0 (1) (1)−e −)H (kR)H −) ∗ dϕ, (32)(kr0 1 1 p
0where r = d2 + R2 ± 2dR cos(ϕ) and ϕ0 = ± ± 
sin−1[sin(ϕ)R/r0 quantify ±]. Physically, the integrals I± 
the strength of interference coming from dipoles that are 
aligned longitudinally or transversely to the interference 
direction (the axis connecting the trap centers). Com-
paring Eqs. (29) and (30), one may note that for long 
distances there exists an asymptotic relation: n  ∗o 
(1) (1)
I+(d) ≈ Ilr(d) = 8πIm H (kR) H (kd)J1 (kR) ,1 1 
(33) 
where Ilr(d) is the long-range part of the coupling param-
eter. The numerically computed values of the interaction 
parameters I± are shown in Fig. 3 for the experimentally 
realistic value of kR = 3+0.075i. The asymptotic equiv-
alence of the computed parameters I+(d) and Ilr(d) is 
illustrated in Fig. 3(b) by the solid red and dot-dashed 
black lines, respectively. Moreover, in the logarithmic 
scale [Fig. 3(c)] it is clear that the envelope of |I+(d)|
is exponentially dominant in the limit of long distances. 
Nevertheless, the sign-changing and oscillating charac-
ter of its dependence on the distance suggests that |I−|, 
responsible for the π bonding type (regimes A and C), 
overcomes |I+| in narrow regions of distances. 
The net overlap integral may be represented in a more 
compact form, I = IC, in terms of the state vector C† ˆ
T
C = (c1+, c1−, c2+, c2−) , where ⎛ ⎞ 
0 0 Ia Ibe
2iθ ⎜ −2iθ ⎟0 0 Ibe Iaˆ ⎜ ⎟I = (34)⎝ 2iθ ⎠ . Ia Ibe 0 0 
Ibe
−2iθ Ia 0 0 
Here, we have accounted for an arbitrary angle θ between 
the axis, connecting the centers of the two traps, and the 
axis, from which the angles ϕ and ϕ0 are measured. 
IV. THE CASE OF JUST TWO TRAPS 
The coupling derived in the previous section may be 
applied to various configurations of traps. The simplest 
case, illustrating the properties of the p-orbital dissipa-
tive coupling, is the case of only two traps, similar to 
the s-orbital coupling studied in [34]. We compare our 
analytical results to simulations of the driven-dissipative 




In the particular case of only two coupled conden-√ 
sates we will write c1± = s1 exp [i(Φ1   φ1)], c2± = √ 
s2 exp [i(Φ2   φ2)], where Φ1,2 and φ1,2 define the 
phase of each condensate. We then get  ∗ 
Re (c1+ + c1−) (c2+ + c2−) 
√ 
= 4 s1s2 cos(ΔΦ) cos(φ1) cos(φ2), (35) ∗ 
Re (c1+ − c1−) (c2+ − c2−) 
√ 
= 4 s1s2 cos(ΔΦ) sin(φ1) sin(φ2), (36) 
where ΔΦ = Φ2 − Φ1. Substituting Eqs. (35) and (36) 
into (30), we obtain: 
√ 
I = 4 s1s2 cos(ΔΦ) 
× [I+ cos(φ1) cos(φ2) + I− sin(φ1) sin(φ2)] . (37) 
The relative “external” phase difference between the two 
condensates ΔΦ, and the “internal” phases φ1 and φ2 
are chosen to maximize the value of the overlap integral 
(37). 
We will consider the limiting case of the outflow wave 
vector k = k0 being approximately unaffected by the 
coupling, where k0 is the wave vector corresponding to 
a single isolated condensate. The problem of identify-
ing the solutions of the system in the linear regime is 
then analogous to a tight-binding theory where the new 
Hamiltonian describing the coupled system can be writ-
ten 
ˆV0I(k0)
Ĥ = . (38)
R 
Eigenvalues of Eq. (38) are complex since V0 is complex, 
with the largest imaginary part eigenvalue corresponding 
to the lowest-threshold solution. We can directly infer 
from the relative strength and signs of the overlap inte-
grals I± and the fact that Im(V0) > 0, which molecule 
configuration [see A-D in Fig. 3(a)] maximizes the gain 
of the system. 
If |I+| > |I−|, then φ1 and φ2 take the values πn, cor-
responding to two dipole states aligned so that all four 
polariton density peaks lie on the line, connecting the 
centers of the traps. The relative phase ΔΦ which leads 
to the strongest constructive interference and maximum 
gain is governed by the sign of I+: a negative sign corre-
sponds to a symmetric wave function (B), while positive 
sign corresponds an antisymmetric wave function (D). 
If, on the contrary, |I+| < |I−|, then φ1 and φ2 take the 
values π(n + 1/2), corresponding to both dipoles orien-
tated transversely to the axis connecting the traps. Pos-
itive values of I− again correspond to a symmetric wave 
function (A), while negative values correspond to an an-
tisymmetric wave function (C). 
We can notice that the condensate σ bonds [configura-
tions B and D in Fig. 3(a)] possess the lowest threshold 
over a much wider range compared to the π bonds [con-
figurations A and C in Fig. 3(a)]. In fact, this is analo-
gous to molecular orbital theory where σ bonds form the 
FIG. 4. Distance dependence of the stable steady-state so-
lutions from simulation of the dissipative Gross-Pitaevskii 
equation for two traps of R = 5 µm. The observed states 
correspond to configurations B and D in Fig. 3(a) and are 
obtained from stochastic initial conditions. (a) Particle num-
ber of the two coupled condensate system for two different 
values of L0. Circles correspond to state B, and diamonds to 
state D. The oscillating number of particles for L0 = 2 µm 
is well matched by our interference expression |I+| (scaled) 
depicting the gain of the σ bonds (red solid line). Here, we 
use kR = 3.96 + i0.41, estimated from an isolated condensate 
steady state. For L0 = 3 µm we observe stronger deviation 
from the δ shell model, as expected. (b)-(e) The correspond-
ing normalized condensate density |Ψ(r)|2 is shown for the 
case of L0 = 2 µm for four different values of d/R (red stars). 
Black dashed circles denote the ridges of the traps. 
strongest covalent bonds, determined by the amount of 
overlap between the atomic orbitals. For the experimen-
tally relevant set of system parameters the stable exis-
tence of only the σ configurations (i.e., states B and D) 
is confirmed through simulation of the driven-dissipative 
Gross-Pitaevskii equation, where in Fig. 4 we show the 
resulting condensate steady states from stochastic initial 
conditions as a function of trap distance. While π bonds 
are predicted to exist in the linear regime at key distances 
for ideal δ shell potentials there are several elements that 
could explain their absence in simulation. First, the sim-
ulation operates in the nonlinear regime since the con-
densate converges to a steady state. Second, the pump 
profile [see Eq. (13)] has not reached the δ function limit. 
Third, the wave vector k entering the overlap integrals 
[Eqs. (31) and (32)] changes slightly as the coupled sys-
tem energy changes. 
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FIG. 5. The two stable σ bond configurations Re[Ψ(r)] 
(normalized) from the simulation of the dissipative Gross-
Pitaevskii equation for a hexagon of traps of R = 5 µm and 
circumradius Rhex = 26, 30 µm in (a) and (b) respectively. 
White dashed circles denote the ridges of the traps. 
We will then focus on just the observed σ bonds. InR 
Fig. 4(a) we plot the particle number |Ψ|2dr, which 
shows an oscillating character changing from state B (cir-
cles) to state D (diamonds) at intervals. This is in good 
agreement with our derived interference expression |I+|
(red solid curve) from the δ shell model. When I+ > 0 
occurs we obtain state B, which maximizes the gain of 
the system, whereas when I+ < 0 we obtain state D in 
the same way. As the distance d increases, the particle 
number reduces as the interference weakens between con-
−1densates. To calculated |I+|, we used Re[k] = 0.66 µm
obtained from the isolated condensate steady state. We 
then estimated Im[k] = Γm ∗/2~Re[k], corresponding to 
the decaying envelope of the polariton Bessel function 
away from the trap [44]. The best fit for |I+| was then 
obtained using R = 6 µm, which is slightly larger than 
the value R = 5 µm used in simulation. We attribute this 
deviation to the fact that L0 = 2 µm has not fully reached 
the δ shell limit and that coupling between the conden-
sates changes the system energy, which affects Re[k]. As 
expected, for L0 = 3 µm, corresponding to a trap with 
thicker walls, we observe stronger deviation from the δ 
shell model. In Figs. 4(b)-4(e) we show the corresponding 
normalized condensate densities for four distances d/R 
[red stars in Fig. 4(a)] in the case of L0 = 2 µm. 
We additionally show results in Fig. 5 for a hexagon 
of coupled dipoles emulating a σ bonded benzene-type 
molecule at two different molecule radii, Rhex = 26, 30 
µm. The σ bonded states are dominantly stable, and 
we expect that such configurations will appear in exper-
iment. To favor the π bonding mechanism, one can in-
troduce eccentricity < 1 into the traps such that mode 
splitting occurs and the condensate will start favoring π 
bonded states. Indeed, such control over the trap geom-
etry is easily possible in experiment and would allow for 
much more complex molecule simulation than shown in 
Fig. 4 and 5. 
V. CONCLUSION 
We have proposed and investigated a system of 
exciton-polariton condensates for emulation of atomic 
orbitals and taken steps towards realization of optical-
based simulation of interacting condensates forming two-
dimensional molecules. We have focused on the first ex-
cited p-orbital state in a cylindrically symmetric trap, al-
ready observed in a number of polariton experiments [17, 
18, 20, 25, 43]. From there, we studied the formation of 
in-phase and anti-phase π- and σ-type bonding configu-
rations dictated by the system optimal gain, or lowest-
threshold, condition due to the dissipative nature of the 
polaritons. Interestingly, we find that the condensate σ 
bonds are dominant, analogous to molecular bonding the-
ory, in which they form the strongest covalent bonds and 
most stable molecular configuration. Our trap, which 
mimics the atomic potential, can be engineered through 
optical means, allowing for reprogrammable parameters 
of the potential such as its shape and size. The approach 
is straightforwardly extendable for the creation of lattices 
of artificial atoms with independent control over individ-
ual trap parameters. This allows for the implementation 
of a number of different geometries such as square, triag-
onal, honeycomb, and more, which underscores the ca-
pabilities of the platform as a potential analog simulator 
for conjugated systems of p-orbitals and possibly more 
complex molecules. The condensate occupation number 
scales with the excitation power, which allows control 
over the influence of on-site particle interactions. The 
spin degree of freedom of the condensates can also be har-
nessed by controlling the excitation polarization, which 
can be used to explore the spinor states of the designed 
molecules [43]. 
Although our theoretical analysis has similarities to 
the gain maximization principle used for the description 
of dissipative coupling of polariton condensates [31], we 
emphasize that the addressed linear model does not rely 
on the gain maximization assumption, which is invalid in 
the presence of strong nonlinearities, resulting in spon-
taneous symmetry breaking. Instead, we identify the 
coupled state characterized by the lowest condensation 
threshold in the pumping power, describing adiabatically 
slow condensation in the vicinity of this threshold, where 
no mode competition is taking place. Although more de-
tailed numerical simulation accounting for nonlinearity in 
the experimentally relevant range of parameters supports 
the analytical results, we are leaving the proper analysis 
of the stability of predicted molecular condensate states 
out of the scope of this work. 
Beyond simulation of electron dynamics in molecules, 
our study also brings in the possibility to investigate net-
works of dissipative polariton condensates with a direc-
tional (anisotropic) coupling mechanism. While p-orbital 
interactions of polariton condensates are already well es-
tablished in high-quality patterned microcavities [6, 12], 
networks of optical traps containing dissipatively coupled 
excited condensate orbitals have not been considered be-
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fore. Of interest, by designing traps with open space 
between their centers like shown in Fig. 2(b), as opposed 
to traps that are tightly packed, one can introduce the 
effect of a time lag into the condensate coupling due to 
the finite travel time of particles. Such time delay cou-
pling [39], available in our system, cannot be reproduced 
in patterned microcavities or cold atoms which rely on 
evanescent coupling (tunneling). 
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