Introduction
Electrical drives represent a dominant source of mechanical power in various industrial applications. In order to meet the requirements for modern electrical drives in terms of both static and dynamic characteristics (OrlowskaKowalska and Szabat, 2007b) , it is vital to use control algorithms based on full knowledge about the process. Often, complete state vectors cannot be provided by the readily available measurement systems. Hence, there is a growing need for state variable-estimating algorithms.
Machine learning methods -similar to artificial neural networks -play an increasingly important role in designing control algorithms. The following paper presents the state variables estimation algorithm based on a set of off-linetrained, feedforward, sigmoid neural networks (Kamiński, 2013; Orlowska-Kowalska and Kaminski, 2008; OrlowskaKowalska and Kowalski, 1997; Yadaiah and Sowmya, 2006) . The main advantages of this technique include the lack of necessity for developing a precise model of the considered system and the possibility of data generalisation during the training process.
One of the main problems related to the use of neural networks in control systems is the lack of a procedure for selecting the size and structure of a network (Kazmierkowski and Orlowska-Kowalska, 2002; Orlowska-Kowalska and Szabat, 2007a; Simoes and Bose, 1995) . The paper presents statistical simulation research on estimation quality of the state variable of the mechanical part of a drive in relation to the size and structure of the neural network. On the basis of the obtained results, the scope of useful structures of neural state estimators (NSEs) for a complex mechanical part of drive is indicated.
Structure of the drive system
The schematic diagram of the considered drive system is presented in Fig. 1 . The drive is a classic example of a cascade control system, with angular velocity control as the primary and motor torque control as the inner control loops. This section describes the mathematical models of the plant, the speed sensor, the speed controller and the actuator. The next section discusses in detail the structure of the proposed NSE. 
Fig. 1.

Mechanical Part of the Drive (Plant)
A conventional model of the complex mechanical system of the drive is the dual-mass system (Fig. 2) , i.e. a system of two rigid bodies that share a common axis of rotation, each characterised by moments of inertia J 1 and J 2 . It is assumed that connections between the rigid bodies are characterised by stiffness k and coefficient of viscous friction b (Łuczak, 2014; Łuczak and Nowopolski, 2014; Orlowska-Kowalska and Szabat, 2007b) . The equations of motion for the considered system, represented by Eq. (1), were derived from d'Alembert's principle (Łuczak, 2014) . The linear time-invariant (LTI) model of the mechanical part of the drive is based on the system of expressions in Eq. (1). Motor torque T e and load torque T l were adopted as the input signals and motor angular velocity ω 1 as the output, assuming that it is the only state variable used directly in the control process. 
Torque Control Loop (Actuator)
A closed-loop torque control system includes three elements of the electrical drive: an active current i A digital controller, a power inverter and the electromagnetic part of the motor (Fig. 3) . Optimal tuning of the current controller and proportional dependency between current i A and motor torque T e was assumed (Zawirski et al., 2012) . Delay and time constants of the torque control loop for the considered system are at least two orders of magnitude smaller than the resonance period (period corresponding to the natural frequency) of the mechanical system. This allowed for usage of a simplified model as shown in Eq. (2). 
Digital Angular Velocity Measurement (Sensor)
The angular velocity measurement system model (Fig. 4) does not represent a specific sensor or technique, but instead, it takes into account the general parameters of measurement devices: bit resolution (quantisation), range (saturation) and sample time (discretisation), as shown in Eq. (3).
where q [rad/s] -sensor quantization step size and ω max [rad/s] -sensor saturation. 
Digital Angular Velocity Control (Controller)
A discrete, parallel PI controller (proportional-integral controller), represented in Eq. (4), with an additional feedback ( Fig. 5 ) was used in the angular velocity control method. Tuning was done based on a previous paper (OrlowskaKowalska and Szabat, 2007b) . The characteristic polynomial of the closed system is assumed to be in form. All input signals are normalised (divided by nominal values), and the output is denormalised (multiplied by nominal value). In Table 1 , the controller gain for three feedback structures are presented: no additional feedback, stiffness torque feedback and load speed feedback. During simulation research, additional feedback was used alternatively in order to determinate estimation error in a closed loop for a single variable.
where After including the additional state feedback in the closed-loop control system, the system damping ξ can be selected during the tuning procedure as ξ ref .
In Fig 6 , an example step response of the drive system with and without additional state feedback and ξ ref = 0.7 is presented. Introduction of both additional state feedbacks reduces load speed overshoot.
The adopted model allowed for the inclusion of phenomena vital from the point of view of training procedures for artificial neural networks, such as measurement and control delays, quantisation noise and sampling period. At the same time, in order to simplify the calculations, a simple model of the electromagnetic part of motor and power inverter was adopted. 
where 
Proposed NSE
The proposed NSE is a variation of the neural network autoregressive with exogenous input model (NNARX), represented by Eq. (6) (Orlowska-Kowalska and Kowalski, 1997; Orlowska-Kowalska and Szabat, 2007a; Yadaiah and Sowmya, 2006) . The task of the NSE system is to predict the value of an unmeasured state variable of the plant, represented by Eq. (7). 
Structure of the NSE
The NSE consists of three primary components ( Fig. 7) : data pre-processing, a set of neural algorithms ( Fig. 8 ) and data post-processing. Estimator inputs are the current plant output and control signal, namely, -motor speed ω 1 and reference motor torque T e ref , respectively. Estimator output is the prediction of the unmeasurable state variables of the plant, namely, load speed ω 2 and stiffness torque T S .
The presented method assumes the use of a pre-processing procedure common for each of the estimated state variables. The pre-processing procedure consists of the following steps: The vector obtained in the pre-processing step is then passed to the set of artificial neural networks. Each one of the networks is optimised through the supervised off-line learning process for estimating a single state variable, i.e. each one of the variables is estimated independently. This, in turn, allows for choosing a different network structure
Fig. 7. Schematic diagram of NSE for selected variables of dual-mass system
for each of the state variables. The simulation research was primarily designed to identify a set of neural structures useful for the considered task.
The procedure of the post-processing of the output data consists of denormalisation of the estimation results and optional low-pass filtering, respectively, for load angular speed and stiffness torque. An important detail of the implementation of the algorithm is the imposition of saturation on the output of the estimator. The restriction, however, was imposed in the neural algorithm itself (non-linear output activation function).
Training Procedure of the NSE
The procedure of training of neural networks constituting the NSE consists of the following steps:
1. Generating the input signal vectors of the reference angular velocity ω ref and load torque T l . This task requires a preliminary knowledge of the drive system, as proper training results will only be obtained under the condition that the spectrum of input signals will cover a wide range of bandwidth of the system. Particular attention should be paid to excite the resonance and anti-resonance frequencies of the mechanical part of the drive. 2. Obtaining the input vectors of the neural networks. This step requires the signals of the angular velocity of the motor and the given electromagnetic torque. This can be achieved by using either the simulation model described earlier or the drive system that satisfies the above-mentioned assumptions. Then, the signals must be pre-processed as describe above. 3. Obtaining the output vectors (targets). The algorithm assumes the availability of dataset of the unknown variables of state. This data can be obtained in a simple way by using a simulation model or the drive system, which -at least in certain circumstances -allows for measurement of the velocity and the stiffness torques of each of the shaft inertias. The second solution is achievable under laboratory conditions; hence, the procedure of training of the estimator is reduced to calibrating the controller with the use of additional sensors. 4. Distribution of training data into two groups: actual training data and validation data. Due to the dynamic nature of the data and the static nature of the estimator, it was decided to distribute the data into continuous blocks, which is assumed to improve the level of data generalisation. 5. Carrying out the training process using the chosen optimisation algorithm. Mean squared normalised error function was used as the performance indicator. The Levenberg-Marquardt backpropagation algorithm was adopted as the primary method of optimisation. Weights update for the selected method is expressed as in Eq. (8). The computation process for Jacobian matrix can be organised according to the traditional backpropagation computation in first-order algorithms (such as the error backpropagation [BP] algorithm), with minor modification. First of all, for every pattern, in the BP algorithm, only one backpropagation process is needed, while in the Levenberg-Marquardt algorithm, the backpropagation process has to be repeated for every output separately in order to obtain consecutive rows of the Jacobian matrix (Yu and Wilamowski, 2011) . This method is a modification of the Gauss-Newton method, with estimation of the Hessian matrix, as in Eq. (9), and the error gradient, as in Eq. (10).
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where H [-] -network Hessian (second-order partial derivative of error vector with respect to network weights) and g [-] -network error gradient.
As the combination of the steepest descent algorithm and the Gauss-Newton algorithm, the LevenbergMarquardt algorithm switches between the two algorithms during the training process. When the combination coefficient m is very small (nearly zero), the Gauss-Newton algorithm is used. When the combination coefficient m is very large, the steepest descent method is used (Yu and Wilamowski, 2011) . 6. Test of performance of the NSE on a different set of input signals. Test is a two-step process, the first being evaluation of the estimation error exclusively, without including the estimated variables in the regulation. The second step is to evaluate the estimation error and control quality after closing the estimator feedback.
After reaching satisfactory results at the stages of training and testing, the adopted set of data and network structure can be considered useful for the investigated drive system.
Simulation results
The conducted simulation research consisted of optimisation and evaluation of 272 neural network structures as NSE for the dual-mass system. Training and testing were led for the dual-mass system as a model of the mechanical part, with five different values of shaft stiffness (Table 2) . Sample time was chosen as t s = 500 ms. Speed sensor bit resolution was chosen as 16 bits with range of 2ω N . In Fig. 9 , the Bode plot of the considered system models is shown. Neural networks with fixed-size inputs and outputs were subjected to the study. As the input vector, due to the order of the investigated system, based on a previous study (Orlowska-Kowalska and Kaminski, 2008) , current samples and two previous samples of measured speed (d 1 = 2) and reference torque (d 2 = 2) were adopted -a total of six elements. Thus, 16 networks with a single hidden layer and 256 networks with two hidden layers were examined. Training data for all cases were identical and consisted of 500,000 samples. However, to prevent overfitting for small neural networks and ensure good generalisation for bigger networks, a simple heuristic, shown in Eq. (11), was adopted for selection of the training data from a common set. The results of the training and validation for each structure were satisfactory -<0.5% ω N for the speed estimator and 0.05% T N for the torque estimator. This allows to state that the training data have been selected correctly. Evaluation of the usefulness of the structure was based on the quality of state estimation for a separate set of data, which was carried out in a system with feedback from the state estimate. The collected results, averaged for five sets of model parameters (Table 2) , are shown in Figs. 10 and 11. Root mean square error (RMSE) of the estimate of the state variable, expressed in physical units, was selected as the indicator.
Test results with error >0.5% of nominal value are marked black and are not presented by the exact value but as constant, denoting unsatisfactory error -1.0 for load speed and 0.05 for stiffness torque. Test results with error <120% of global minimum are marked white. NSEs with a single hidden layer return the best results of load speed estimation for seven and eight neurons. The best result of stiffness torque estimations is obtained for a network with 7 and 11 neurons. NSEs with two hidden layers return the best result of load speed estimation for the {7,5} and {2,7} structures. The general relation between neuron number and estimation error suggests that for this particular task, layers with >12 neurons tend to overfit the training data. The best result of stiffness torque estimation is obtained for a network with {9,6} and {16,3} neuron structure. Most of the test failures occur for networks with <4 neurons in the hidden layer. Simulation research was originally conducted in the MatLab/Simulink environment, allowing the evaluation of the accuracy of both the training procedure and the estimation algorithm. In addition, tests were repeated in the CrossCore Embedded Studio environment, using previously obtained data, in order to verify the correctness of the authorial method implementation. The programme code was written in C++, using the object-oriented technique (Łuczak and Wójcik, 2017) . 
Conclusion
Based on the obtained results, it can be concluded that the proposed training procedure for NSE was correct. All the selected networks produced satisfactory estimation results for the training data and the open-loop validation test; therefore, the range of the tested structure of neural networks was also selected correctly. The level of estimation error in the best cases shows that the algorithm is applicable in the case of the considered drive system. The proposed training method gives useful and repeatable results. The results demonstrate that neural networks with fewer neurons -less than 12 per hidden layer -deal with the task of load speed of dual-mass system much better than networks with greater numbers of neurons. Even a single, well-trained neuron with appropriate input size is a useful model, allowing to reduce drive speed overshoot. Estimation of the stiffness torque requires a neural network with neuron number >6 neurons per hidden layer. Further work is oriented towards determining the upper limit of the resonance frequency of the mechanical drive, for which static neural models allow for state estimation.
