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Abstract
Suppose  is a Brauer tree algebra. We determine the location of a -module M in the stable
Auslander–Reiten quiver of  from the description of M as a multi-pushout of elementary
modules. This is done by introducing a new combinatorial object associated to M , which is a
certain walk around the Brauer tree of . These walks have applications to determining universal
deformation rings and stable homomorphism groups. c© 2002 Elsevier Science B.V. All rights
reserved.
MSC: Primary 16W20; 16G70; secondary 16E30
1. Introduction
Suppose  is a Brauer tree algebra over an algebraically closed 9eld k with Brauer
tree T (). Let Ind() be the 9nite set of isomorphism classes [M ] of 9nitely gen-
erated nonprojective indecomposable -modules M . There are two di=erent ways of
parameterizing the elements of Ind(). The 9rst is to use the description of M as a
multi-pushout of elementary modules, as given by the work of Janusz [16] and Kupisch
[17]. The second results from the fact that Ind() is the set of vertices of the sta-
ble Auslander–Reiten quiver s() of  (see [2,3]). Given the explicit formulas for
almost split sequences of [20], we provide an explicit comparison between these two
parameterizations. Our device for passing from the multi-pushout description of an ele-
ment [M ] in Ind() to its location in s() is a new combinatorial object, which is a
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walk around T () associated with [M ]. Our main results, Theorem 3.5 and Proposition
3.7, use such walks to determine for [M ]; [N ]∈ Ind(), both the location of [M ] and
the relative locations of [M ] and [N ] in s(). Theorem 3.3 is a simpler version of
Theorem 3.5 which applies when the multiplicity of the exceptional vertex of T ()
is 1.
The motivation for comparing the two above parameterizations of Ind() is that
they are useful for di=erent reasons. Multi-pushouts provide a way to specify particular
-modules. However, to determine various invariants of modules or pairs of modules,
such as stable endomorphism rings and Ext groups, it is useful to know the locations
of the modules in s(). For this reason, one would like to be able to pass explicitly
between the two parameterizations of Ind().
One application of this paper is to the computation of universal deformation rings.
Suppose G is a 9nite group and [M ]∈ Ind(kG) belongs to a block B of the group
ring kG having cyclic defect groups. If the stable endomorphisms of M are all given
by scalars, then it is shown in [4, Theorems 3:2, 1:2] that the universal deformation
ring R(G;M) can be computed from the location of [M ] in s(B). Multi-pushout
descriptions of M arise naturally in arithmetic situations, for example from 9ltrations
of M as a representation for a Galois group. Thus to compute R(G;M), it is relevant to
9nd the position of M in s(B) from a multi-pushout description, for example via the
walks used in this paper. Some examples of calculations of R(G;M) are given in [4,5],
and the proofs of results in [4] rely on this paper. For arbitrary pro9nite groups G,
the universal deformation ring R(G;M) pertains to many problems in arithmetic (see
for example [10,14,19,21,12,9] and their references); in representation theory this ring
arises naturally when considering lifts of M from k to local algebras having residue
9eld k.
The transition problem between the two parametrizations of Ind() can also be ad-
dressed by the methods of Gabriel and Riedtmann [13], using a stable equivalence
between  and a serial Brauer tree algebra to reduce to the serial case. Which method
one prefers to use in determining the locations of modules in s() depends on the
information one has about  and about the -modules. The walks used in this paper
require the data of T () and of the “top-socle path” of [M ]∈ Ind(), which together
with the direction and multiplicity determines the multi-pushout description of M (see
De9nition 2.1). The walks employed in Theorem 3.5 and Proposition 3.7 have ele-
mentary combinatorial descriptions based on these data, and are di=erent from those
introduced by Green [15].
A main theme of this work is that one 9nds new and interesting objects by consid-
ering di=erent ways to make explicit computations. For example, it was shown in [13]
that the ring End(M) of stable endomorphisms of M ∈ Ind() is generated over k by
a single nilpotent element. In Theorem 4.2 we determine an explicit nilpotent generator
which can be deduced directly from the multi-pushout description of M . This generator
is called the “shift” of M , and we compute its nilpotency via the top-socle path of
M . To describe another example, it is shown in [13] how the group Hom(M;N ) of
stable homomorphisms between M;N ∈ Ind() can be determined from the locations
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of [M ] and [N ] in s(). This is 9rst done for a serial Brauer tree algebra ; by
reducing via a stable equivalence to the case of a serial algebra, this gives then a
description of Hom(M;N ) for an arbitrary Brauer tree algebra . Suppose one has
explicit multi-pushout descriptions of M and N . Then one can use walks instead of
9nding the images of M and N under a stable equivalence. Thus Hom(M;N ) can be
found directly from the multi-pushout descriptions of M and N , which is described in
Theorem 5.5. For some other descriptions of Hom(M;N ) see [6,8] and their
references.
We end this introduction with a summary of the contents of this paper. In Section
2 we recall some basic de9nitions. In Section 3 we prove our main results concerning
the location of [M ] and the relative locations of [M ] and [N ] in s(). In Section
4 we prove Theorem 4.2 concerning End(M). In Section 5 we apply the results of
Sections 3 and 4 to the study of Hom(M;N ) and Ext
i
(M;N ) for i¿ 0.
Throughout this paper, k is an algebraically closed 9eld and  is an arbitrary Brauer
tree algebra over k with Brauer tree T (), multiplicity m¿ 1 and e isomorphism
classes of simple modules. For the de9nition of a Brauer tree algebra we refer to [1,
Section 17]. We also need some basic results from Auslander–Reiten theory as may be
obtained from [2]. The almost split sequences for Brauer tree algebras have been 9rst
discussed in [20]. Since Brauer tree algebras are in particular string algebras, we will
also use the notation introduced in [7, Section 3]. Note that we compose morphisms
as if they were written on the right, so that fg is the composition of f :X → Y with
g :Y → Z .
2. Basic denitions
For the convenience of the reader we begin by recalling some basic de9nitions con-
cerning the structure of indecomposable -modules and almost split sequences (see
[16;17;20;7, Section 3]). In De9nition 2.1, we give a description of nonprojective
indecomposable -modules using the top-socle path. If Ind() is empty, then all in-
decomposable -modules are projective and  is a simple algebra. From now on we
assume that Ind() is not empty.
Recall that  is called a Brauer tree algebra if there exists a tree T (), called the
Brauer tree of , satisfying the following properties. The tree T () is embedded into
the plane, and the edges adjacent to each vertex are given a counterclockwise circular
ordering. Moreover, all vertices have multiplicity 1 except possibly one vertex, called
the exceptional vertex, which has multiplicity m¿ 1. If there is no exceptional vertex,
we set m=1. The number m is called the multiplicity of T (). The edges of T ()
are in bijective correspondence with the isomorphism classes of simple -modules.
Additionally, if S is a simple -module, then its projective cover PS has the form
PS =
S
Q1 Q2
S
;
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where soc(PS)= S = top(PS), and rad(PS)=soc(PS)=Q1⊕Q2 for two uniserial (possibly
zero) -modules Q1 and Q2. To read the descending composition factors of Q1 and
Q2 from T (), identify Q1 and Q2 with the endpoints v1 and v2 of the edge of T ()
corresponding to [S]. Let mi be the multiplicity of vi, and suppose there are ri edges
adjacent to vi. Then
S
Qi
has a descending composition series of length miri whose terms
correspond to the edges adjacent to vi found by walking around vi in counterclockwise
order starting with [S] a total of mi times. (For more details on Brauer tree algebras
see [1, Section 7].)
2.1. Multi-pushout description
A -module X is called elementary if it is a proper factor module of a projective
indecomposable -module. Suppose M is a nonprojective indecomposable -module.
Then M can be described as a multi-pushout of elementary modules with simple kernels
as in Fig. 1.
The Tj are simple modules, and the Xi are elementary modules of the form
Xi =
Ui
Mi;1 Mi;2
such that Ui is simple and soc(Mi;2) ∼= soc(Mi+1;1) ∼= Ti. Furthermore, if Vi;j =Mi;j=
soc(Mi;j), then
Ui Ui+1
Vi;2 Vi+1;1
Ti
is required to be a submodule of the projective cover PTi . Using the de9nition of the
Tj, Xi and Vi;j, M can be written as
M =
U1 U2 Ut
M1;1 V1;2 V2;1 V2;2 · · · Vt;1 Mt;2
T1 T2 Tt−1
:
Fig. 1. Multi-pushout for M .
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Note that the mirror image M˜ of M
M˜ =
Ut U2 U1
Mt;2 Vt;1 · · · V2;2 V2;1 V1;2 M1;1
Tt−1 T2 T1
is isomorphic to M .
2.2. Top-socle path, direction and multiplicity
Let T0 = soc(M1;1) if M1;1 =0 and Tt =soc(Mt;2) if Mt;2 =0. The sequence of edges
in T () that corresponds to the sequence of simple modules in the top and socle of M ,
T0 (if M1;1 =0); U1; T1; U2; : : : ; Tt−1; Ut ; Tt (if Mt;2 =0);
de9nes a path in T () [20, p. 127]. We call this sequence the top-socle sequence of
M and denote it by E1; : : : ; Es. The corresponding path in T () is of the form
(e1; E1; e2; E2; : : : ; Es; es+1);
where ei = ei+1 are the endpoints of Ei, and ei+1 is required to be the exceptional
vertex in case Ei =Ei+1. We call this path the top-socle path of M . If none of the Ej
is adjacent to the exceptional vertex, then all Ej are distinct. If not all Ej are distinct,
then two consecutive edges Ei, Ei+1 which are adjacent to the exceptional vertex are
equal. But then none of the other Ej is adjacent to the exceptional vertex, and the Uy
(resp. Tz) are pairwise distinct. So top(M) and soc(M) have no repeated composition
factors.
In this paper, we need another description of M as follows.
Denition 2.1. Let E1; : : : ; Es be the top-socle sequence of M . Let #=(#1; #s) be given
as #=(−1; 1) if M is simple. Otherwise let #1 =− 1 if E1 belongs to soc(M), and let
#1 = 1 if E1 belongs to top(M). Similarly let #s = − 1 if Es belongs to soc(M), and
let #s = 1 if Es belongs to top(M). Note that #s is determined by #1 and s. In case
that the multiplicity of T () is m¿ 1 and one of the edges Ei0 is adjacent to the
exceptional vertex, let $ be equal to the number of times Ei0 occurs as a composition
factor of M . Note that $ is independent of the choice of the edge Ei0 adjacent to the
exceptional vertex. If no edge in E1; : : : ; Es is adjacent to the exceptional vertex, let
$=0. In particular, $=0 in case m=1.
Then E1; : : : ; Es, # and $ uniquely determine M . In the following, we call # the
direction of M , and $ is called the multiplicity of M .
2.3. Almost split sequences, hooks and cohooks
To describe the almost split sequences of , we use the notation introduced in [7,
Section 3]. This is possible, since  is in particular a string algebra. In case Ind()
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contains only one element [S], S is simple with projective cover PS =
S
S . Then the
almost split sequence starting in S, which is unique up to isomorphism, is 0 → S →
PS → S → 0. From now on, we assume that Ind() has at least two elements.
We call a uniserial module H a hook if H = SW , where S is simple and the corre-
sponding projective cover PS has the form
PS =
S
W Q
S
:
On the other hand, a uniserial module C is called a cohook if C = XR , where R is
simple and the corresponding projective cover PR has the form
PR =
R
X Q′
R
:
Note that W or X might be zero. If e is the number of isomorphism classes of simple
-modules, then there are exactly 2e hooks. Moreover, the hooks are exactly the mod-
ules lying at the boundaries of s(). If e¿ 1 then a hook H is uniquely determined
by soc(H) and top(H). If e=1 then there are exactly two hooks, namely the unique
simple module S and PS=S. Since  is a Brauer tree algebra, every cohook is a hook
and vice versa.
Suppose M is a nonprojective indecomposable -module given as above. If there
exists a hook H = SW so that
S
M W
(resp. S
W M
) is an indecomposable -module,
we call this module Mh (resp. hM). We say Mh (resp. hM) is obtained from M by
adding a hook on the right (resp. left) end of M . If Mh (resp. hM) does not exist, we
say M starts (resp. ends) on a peak. If there exists a cohook C = XR so that
M X
R
(resp. X M
R
) is an indecomposable -module, we call this module Mc (resp. cM).
We say Mc (resp. cM) is obtained from M by adding a cohook on the right (resp.
left) end of M . If Mc (resp. cM) does not exist, we say M starts (resp. ends) in a
deep.
If M starts (resp. ends) in a deep, it has the form M ′h (resp. hM
′) for some module
M ′. If M starts (resp. ends) on a peak, it has the form M ′c (resp. cM
′) for some module
M ′.
Let * denote the Heller operator (see [3]). Then the almost split sequence starting
in M , which is unique up to isomorphism, has the form
0→ M → L1 ⊕ L2 ⊕ Z → N → 0;
where L1, L2, Z and N are indecomposable -modules so that M =*2(N ), Z is either
zero or projective, and L2 = 0 if [M ] lies at one of the boundaries of s(). The
modules L1, L2, Z and N are as follows. Suppose 9rst that M =
X
R is a cohook. Then
[M ] lies at one of the boundaries, hence L2 = 0. If the projective cover PR is uniserisal,
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then L1 =X , Z =PR and N =
R
X . If PR is not uniserial, then L1 =Mh, Z =0 and N is
the hook added on the right end of M to obtain Mh. Suppose now that M is not a
hook, hence both L1 and L2 are nonzero. If M = rad(PS) for some projective cover
PS =
S
Q W
S
;
then M =Qc =c W , and L1 =Q, L2 =W , Z =PS and N =PS=S. Otherwise, if M both
starts and ends on a peak, then M has the form M =c M ′c , and L1 =c M
′, L2 =M ′c ,
Z =0 and N =M ′. If M neither starts nor ends on a peak, then L1 =Mh, L2 =h M ,
Z =0 and N =h Mh. If M starts on a peak, but does not end on a peak, then M has the
form M =M ′c , and L1 =M
′, L2 =h M ′c , Z =0 and N =h M
′. If M does not start on a
peak, but does end on a peak, then M has the form M =c M ′, and L1 =c M ′h, L2 =M
′,
Z =0 and N =M ′h. In all cases, L1 and L2 are obtained from M by either adding a
hook or removing a cohook.
3. The location of an indecomposable module in s()
In this section we start with an arbitrary nonprojective indecomposable -module M
given by its top-socle path, direction and multiplicity as in De9nition 2.1. We determine
the location of [M ] in the stable Auslander–Reiten quiver s(), using certain walks
around T (). We assume that s() has at least two vertices. In the following, we
will not distinguish between the module M and its isomorphism class [M ].
We want to 9nd the distance from M to one of the boundaries of the stable
Auslander–Reiten quiver and thus determine the location of M in s(). In other
words, we determine the length of a maximal directed path starting at M . Note that
we call a path in s() directed if it does not contain any subpath from *2(X ) to X
for any nonprojective indecomposable -module X . Further, a directed path is called
maximal directed if it ends at one of the boundaries of s().
We will show that one of the two maximal directed paths in s() starting at
M can be obtained as follows. Starting with M we either add a hook on the right
end or remove a cohook on the right end of each successive module we obtain. At
each point there is only one possibility, and after 9nitely many steps we come to a
hook which belongs to one of the boundaries of s(). We call the resulting path
the maximal directed right-oriented path starting at M . Similarly, one can de9ne the
maximal directed left-oriented path in s() starting at M by successively adding a
hook or removing a cohook on the left end of each successive module. This left-oriented
path would provide the distance from M to the other boundary of s(). Since M
is isomorphic to its mirror image M˜ (see Section 2.1), we can always reduce to
considering right-oriented paths. Moreover, the distances d1 and d2 from M to the
respective boundaries of s() satisfy d1+d2 =me−1, since the length of any longest
directed path which connects the two boundaries is exactly me − 1.
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The problem of 9nding the distance from M to one of the boundaries is to keep
track of the number of times one must add a hook or remove a cohook on the right
end as one moves along the maximal directed right-oriented path which starts at M .
We do this by using a clockwise “walk” around T () to keep track of the rightmost
composition factor of each module on the path.
We illustrate this method when e¿ 1, the rightmost composition factor Es of M is
in the top and M does not start on a peak, i.e. we can add a hook on the right end of
M (see Fig. 2). For simplicity, we assume that there is no exceptional leaf vertex in
T (). We only show the relevant part of T () at each step.
Fig. 2.
We wish to show which sequence of adding hooks and removing cohooks on the
right end has the net e=ect of adding one more composition factor, F1, on top of Es
(see Fig. 3). Note that F1 is the next clockwise edge to Es around the common vertex
of Es−1 and Es in T ().
Fig. 3.
To begin to pass from Figs. 2 to 3, imagine the e=ect of adding a hook to the right
end of M (see Fig. 4).
Fig. 4.
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We might then be able to add another hook on the right end of the resulting module.
We continue adding hooks until we are unable to add another hook, in which case the
right end of the resulting module M ′ starts on a peak. This means that the rightmost
composition factor of M ′ is a leaf edge, which has a nonexceptional leaf vertex. In
our example this is Gg (see Fig. 5).
Fig. 5.
We must now remove a cohook from the right end of M ′. In our example, the cohook
would be Gg. Then we start adding hooks again until this is no longer possible; we
must then remove a cohook. Eventually, we will remove all the composition factors
to the right of F1 in Figs. 4 and 5, leading to the desired picture in Fig. 3. As we do
this, the e=ect on T () is that we walk clockwise around the subtree T ′ which is the
connected component of T ()− {F1} not containing Es (see Fig. 6).
Fig. 6.
This indicates how walks around T () can be used to keep track of the e=ect of
adding hooks and removing cohooks while moving from M to one of the boundaries of
s(). When the multiplicity m of T () is greater than 1, the following complication
arises. Suppose that for M as in Fig. 2, Es and Es−1 are adjacent to the exceptional
vertex. Then we might have to walk completely around T () for several times in
order to build up a cohook on the right end of M . This is why one needs an additional
constant . which appears in De9nition 3.4 below.
To carry out this process of keeping track of the rightmost composition factors, we
9rst need the precise de9nition of clockwise walks around T ().
Denition 3.1. A clockwise walk around the Brauer tree T () is a 9nite sequence of
edges X1; : : : ; Xn and of vertices v1; : : : ; vn+1 of T (), written as
W =(v1; X1; v2; : : : ; vn; Xn; vn+1);
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where n¿ 0, such that
(i) vi = vi+1 are the end points of Xi.
(ii) Xi+1 is the edge that is the next clockwise edge to Xi around the vertex vi+1. If
vi+1 is a leaf vertex, meaning Xi is the only edge adjacent to vi+1, then Xi+1 =Xi.
The walk W is called a complete walk of multiplicity ! if n=2e!, where e denotes
as before the number of nonisomorphic simple -modules. Note that in that case we
walk around T () exactly ! times.
The next de9nition gives the starting and the end point of the walk around T ()
that corresponds to the rightmost composition factors of the modules occurring on the
maximal directed right-oriented path in s() starting at M .
Denition 3.2. Let M be a nonprojective indecomposable -module with top-socle
path (e1; E1; e2; E2; : : : ; : : : ; Es; es+1), direction # and multiplicity $. If M is a hook, we
assume, by taking the mirror image of M if necessary, that #=(−1; 1):
(i) If M is a hook, let va and vz be the two endpoints of Es so that vz is nonexceptional.
If s=1, i.e. M is simple, let va and vz be the two endpoints of M .
Let now s¿ 2 and let M be not a hook. (Case (ii) is illustrated in Fig. 7.)
(ii) De9ne va = es+1 if #s =1, and va = es if #s =− 1.
De9ne vz = e1 if #1 = 1, and vz = e2 if #1 =− 1.
If M is a hook, let Sa = Sz =Es. Otherwise, let Sa =Es, and let Sz be the next coun-
terclockwise edge to E1 around vz. If vz is a leaf vertex then let Sz =E1.
Fig. 7. Illustration of case (ii) of De9nition 3.2.
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Theorems 3.3 and 3.5 describe the distance from M to the boundaries of s(), and
thus the location of M in s(). We 9rst describe the easier case when the multiplicity
of T () is m=1.
Theorem 3.3. Suppose the multiplicity of T () is m=1. Let M be a nonprojective
indecomposable -module with #; $; and va; vz; Sa; Sz given as in De8nition 3:2.
Let WM =(v1; X1; : : : ; Xn; vn+1) be the shortest clockwise walk around T () with
v1 = va; X1 = Sa and Xn = Sz; vn+1 = vz. Let H be the unique hook with soc(H)=E1
and top(H)=Xn.
There exists a unique directed path in s() starting at M and ending at H which
is obtained by successively adding hooks or removing cohooks on the right end of
the modules and for which the sequence CM of rightmost composition factors is given
by
CM =(X1; X3; X5; : : : ; Xn):
In particular; n is odd. The distance d from M to the boundary of s() contain-
ing H is given by d=(n − 1)=2. The distance from M to the other boundary is
given by e − 1 − d. Thus the location of M in s() is controlled by the walk
WM .
Theorem 3.3 is a corollary of Theorem 3.5 which gives the distance from M to
one of the boundaries of s() in the general case, which means that m is arbitrary.
In this case, the de9nition of the clockwise walk around T () corresponding to the
sequence CM of rightmost composition factors is more complicated. It consists of a
certain shortest clockwise walk WM which meets all the edges in the top-socle path of
M and a complete walk of a certain multiplicity . which depends on the multiplicity
$ of M .
The idea behind the de9nition of . is as follows. In case the rightmost composition
factor Es of M lies in the top, and Es and Es−1 are adjacent to the exceptional vertex,
one has to walk m−$ times completely around T () to build up a cohook on the right
end of M . In case the rightmost composition factor Es lies in the socle, and Es and
Es−1 are adjacent to the exceptional vertex, we have to walk $− 1 times (resp. $− 2
times, if Es−1 =Es) completely around T () in order to remove all the composition
factors in M to the right of Es−1.
We give now the precise de9nition of .. We use the convention that if (b1; : : : ; bx)
and (c1; : : : ; cy) are two sequences, then (b1; : : : ; bx)(c1; : : : ; cy) denotes the sequence
(b1; : : : ; bx; c1; : : : ; cy).
Denition 3.4. Let M be a nonprojective indecomposable -module with top-socle path
(e1; E1; e2; E2; : : : ; Es; es+1), direction # and multiplicity $. If M is a hook, we assume
that #=(−1; 1). Let va, vz; Sa; Sz be given as in De9nition 3.2. De9ne 4=1 if #1 = 1
and 4=2 if #1 =− 1.
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Let WM =(v1; X1; v2; X2; : : : ; Xn; vn+1) be the shortest clockwise walk around T ()
with v1 = va; X1 = Sa and Xn = Sz, vn+1=vz, such that there exist indices i1 ¡i2 ¡ · · ·¡
is+1−4 with Xij =Es+1−j for 16 j6 s+ 1− 4. Note that WM can contain a complete
walk of multiplicity 1.
Let Wo =(w1; Y1; w2; Y2; : : : ; Y2e; w2e+1) be the complete walk of multiplicity 1 such
that WMWo is a clockwise walk around T ().
Let . be the integer attached to M which is de9ned as follows:
(i) If none of the vertices vi in WM is the exceptional vertex, then .=0.
(ii) If one of the vi is the exceptional vertex, but $=0, then .=m− 1.
Suppose now that $¿ 1 and one of the vi is the exceptional vertex. Let k0 be the
largest index such that Ek0 is adjacent to the exceptional vertex.
(iii) Suppose s=1, i.e. M is simple. Then .= $ − 1=0 if va is exceptional, and
.=m− $=m− 1 if vz is exceptional.
Let now M be not simple.
(iv) Suppose Ek0 belongs to top(M). Then .= $−1 if ek0+1 is exceptional, and .=m−
$ if ek0 is exceptional.
(v) Suppose Ek0 belongs to soc(M). Then .=m−$ if ek0+1 is exceptional, and if ek0
is exceptional
.=
{
$ − 2 if Ek0−1 =Ek0 ;
$ − 1 otherwise:
Theorem 3.5. Suppose M is a nonprojective indecomposable -module with top-socle
path (e1; E1; e2; E2; : : : ; Es; es+1); direction # and multiplicity $; so that WM =(v1; X1; : : : ;
Xn; vn+1); Wo =(w1; Y1; : : : ; Y2e; w2e+1) and . are given as in De8nition 3:4. If e¿ 1;
let H be the unique hook with soc(H)=E1 and top(H)=Xn. In case e=1 and v1 is
exceptional; let H be the unique simple module; and in the remaining case; let H be
the hook with multiplicity m.
There exists a unique directed path in s() starting at M and ending at H which
is obtained by successively adding hooks or removing cohooks on the right end of the
modules and for which the sequence CM of rightmost composition factors is given by
CM =(X1; X3; : : : ; Xn)(Y2; Y4; : : : ; Y2e).:
In particular; n is odd and Y2e =Xn. The distance d from M to the boundary of
s() containing H is given by
d= length(CM )− 1= (n− 1)=2 + .e:
The distance from M to the other boundary is given by me−1−d. Thus the location
of M in s() is controlled by the walk WM and the integer ..
Remark 3.6. (i) Theorem 3.3 follows from Theorem 3.5 in the following way. Let
the multiplicity of T () be m=1 and let M be an arbitrary nonprojective indecom-
posable -module which is not a hook. Then the top-socle path of M contains no
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multiple edges. Further, the shortest clockwise walk WM =(v1; X1; : : : ; Xn; vn+1) with
v1 = va, X1 = Sa and Xn = Sz, vn+1 = vz meets automatically all the edges Es; Es−1; : : : ; E4,
since the top-socle sequence of M does not contain any multiple edges. Since we are
in case (i) of De9nition 3.4, it follows that CM =(X1; X3; : : : ; Xn) and d=(n − 1)=2.
This is exactly the description of CM and d in Theorem 3.3.
(ii) In case the multiplicity m of T () is arbitrary and M is a nonprojective inde-
composable -module of multiplicity $=0; WM can be determined as in Theorem 3.3.
This follows since we are then either in case (i) or in case (ii) of De9nition 3.4, and
thus CM is either CM =(X1; X3; : : : ; Xn) or CM =(X1; X3; : : : ; Xn)(Y2; Y4; : : : ; Y2e)m−1. The
distance d is then either d=(n− 1)=2 or d=(n− 1)=2 + (m− 1)e.
Proof. Let 9rst M be a hook, which means that M belongs to one of the boundaries
of s(). Then M is uniserial with #=(−1; 1), and either $=0, or $=1¡m, or
$=m¿ 1. By De9nitions 3.2 and 3.4, Sa = Sz =Es and WM =(va; Es; vz) such that vz
is nonexceptional. If $=0 then also va is nonexceptional and we are in case (i) of
De9nition 3.4, which means that .=0. If $=1¡m then either va is exceptional or
not. If va is exceptional and M is simple, then we are in case (iii) and .= $− 1=0.
If va is exceptional and M is not simple, then, since $=1; E1 is not adjacent to the
exceptional vertex and we are in case (iv) where Ek0 =Es and ek0+1 is exceptional.
This implies that .= $ − 1=0. If va is nonexceptional, then we are in case (i) and
again .=0. If m¿ 1 and $=m, then all composition factors of M are edges which
are adjacent to the exceptional vertex, which means that we are in case (iv) where
Ek0 =Es and ek0 is exceptional. It follows that .=m − $=0. Thus in all cases .=0
and so, according to Theorem 3.5, CM =(Es), and d=0. Since M does lie at distance
0 from one of the boundaries of s(), this establishes Theorem 3.5 if M is a hook.
Let now M be not a hook and let WM =(v1; X1; : : : ; Xn; vn+1) be the correspond-
ing clockwise walk around T (), as in De9nition 3.4. We want to use an inductive
argument to verify the description of the sequence CM and thus of the distance d.
De9ne a path 8M in s() by starting with M and then either adding a hook on
the right end or removing a cohook on the right end of each successive module. Let
N be a module on 8M . Then the successor N ′ of N is well de9ned by this procedure
unless N is simple and not a hook. In the latter case, if N =M we require N ′ to
be obtained by adding to M the hook whose top is the simple module which is the
next clockwise edge to M around vz. If N =M we require N ′ to be the neighbor of
N which is not isomorphic to *−2(N ′′), where N ′′ is the predecessor of N on 8M .
From this requirement and from the description of the almost split sequences, it follows
that there are no three consecutive modules of the form *2(R); R′; R on the path 8M .
This means that 8M is a directed path starting at M , and so it must reach one of
the boundaries of s() and thus a hook H , since s() is a 9nite tube. Since the
path 8M is directed, it describes the unique minimal path from M to H , and it is
the maximal directed right-oriented path in s() starting at M . Thus the distance d
from M to one of the boundaries of s() is given by the number of modules in this
minimal path from M to H minus 1.
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Let M ′ be the indecomposable -module which is a neighbor of M in s() and
which is given by either M =M ′c if M starts on a peak, or otherwise by M
′=Mh.
Since M ′ is obtained from M by either adding a hook or removing a cohook on the
right end of M , it follows that M ′ is the successor of M on 8M .
We assume now that the sequence of the rightmost composition factors of the mod-
ules on the minimal path from M ′ to H in s() is given by CM ′ , where CM ′ is the
sequence obtained by applying Theorem 3.5 to M ′. We want to show that then the
sequence CM , as given in Theorem 3.5, satis9es CM =(Es)CM ′ . This then implies that
CM is the sequence of the rightmost composition factors of the modules on the minimal
path from M to H in s(). Further, it follows that d, as given in Theorem 3.5, gives
the distance from M to H , which is the distance from M to one of the boundaries of
s(). Note that this also implies that H is the unique hook with soc(H)=E1 and
top(H)=Xn if e¿ 1. In case e=1 and v1 is exceptional, it follows that H is simple,
and in the remaining case H has multiplicity m.
Let now $′ be the multiplicity of M ′, and let .′ be the integer attached to M ′
according to De9nition 3.4. To show CM =(Es)CM ′ , we have to look at two di=erent
cases.
(1) We suppose 9rst that M =M ′c . Then either
(a)
M =
Es
M ′ U
Es−1
;
where U is uniserial and
Es
U
Es−1
is a cohook, or
(b)
M =
Es−1
N V
Es
=
M ′
Es
;
where V is uniserial and one endpoint of Es, namely es+1, is a nonexceptional leaf
vertex. Note that this leaf vertex cannot be exceptional, since otherwise Es is not a
cohook.
In case (a), the walk for M is
WM =(v1; Es; v2; Es−1; v3; X3; : : : ; Xn; vn+1):
In case (b), this walk is
WM =(v1; Es; v2; Es; v3; X3; : : : ; Xn; vn+1):
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In both cases n¿ 3 because M is not a hook. Since X3 is the rightmost composition
factor of M ′, the walk for M ′ is given by
WM ′ =(v3; X3; : : : ; Xn; vn+1)W9o ;
where Wo is the complete walk around T () of multiplicity 1 as given in De9nition
3.4, and 9 is either 0 or 1. In particular, W 0o is the (empty) walk of length 0.
Let s′= s − 2 in case (a), and s′= s − 1 in case (b). In both cases, Es′ belongs to
top(M ′) and top(M). The top-socle path of M ′ is either (e1; E1; e2; : : : ; es′ ; Es′ ; v3; X3; v4)
or (e1; E1; e2; : : : ; es′ ; Es′ ; v3). The latter case occurs if the uniserial part of M having
Es′ in the top and Es′+1 in the socle consists only of Es′ ; Es′+1. In that case X3 =Es′ .
We have 9=1, i.e. the complete walk Wo occurs in WM ′ , if and only if the
top-socle path of M ′ is (e1; E1; e2; : : : ; es′ ; Es′ ; v3; X3; v4) and the clockwise walk
(v3; X3; : : : ; Xn; vn+1) does not meet Es′ after meeting X3 as 9rst edge. This happens
exactly if X3 =Es′ . In particular, Es′ and Es′+1 are adjacent to the exceptional vertex,
and $ and $′ are both nonzero. Note that in this case the multiplicities $ and $′ are
the same if and only if Es′+1 =Es′ .
To show that CM =(Es)CM ′ , it is enough to show that .= .′ + 9.
We 9rst assume that the multiplicities $ and $′ of M and M ′, respectively, are
the same. If we are in case (i) of De9nition 3.4 for M , then v1 and v2 are both
nonexceptional, and 9=0. So we are in case (i) for M ′, and thus .= .′ + 9. If we
are in case (ii) for M , then, since $=0, we have 9=0, and v1 and v2 are both
nonexceptional. Since $′= $=0, we are also in case (ii) for M ′, and .= .′+ 9. Since
M is not simple, case (iii) does not occur. If we are in case (iv) for M , then, since
$= $′; k0 satis9es k06 s′. So we are also in case (iv) for M ′, and .= .′ and 9=0.
If we are in case (v) for M , then .= .′ and 9=0 unless k0 = s′ + 1. If k0 = s′ + 1,
then, since $= $′; Es′ is also adjacent to the exceptional vertex and Es′ =Es′+1. Hence
by (v), .= $ − 1. If 9=0, then X3 =Es′ , hence by (v), .′= $′ − 1= .. If 9=1, then
X3 =Es′ , and by (v), .′= $′ − 2 and .= .′ + 9.
Suppose now $ = $′. We 9rst look at the case in which Es′ =Es′+1. Then es′+1 is
the exceptional vertex, and $= $′ + 1. We are in case (v) of De9nition 3.4 for M ,
where Ek0 =Es′+1 and .= $ − 2. If 9=1, then Es′ =X3, and we are in case (v) for
M ′ so that .′= $′ − 2; hence .= .′ + 9. If we are in case (v) for M ′ and 9=0, then
Es′ =X3 and .′= $′ − 1; hence .= .′. Otherwise, 9=0 and we are not in case (v)
for M ′. Then Es′ is the rightmost composition factor of M ′, and Es′ is adjacent to
the exceptional vertex. Thus either M ′ is simple as in case (iii), or M ′ is as in case
(iv). Since v3 = es′+1 is the exceptional vertex, it follows that in both cases .′= $′ −
1= ..
Now we assume that $ = $′ and Es′ =Es′+1. This can occur only if we are in case
(a), not in case (b), and Es is adjacent to the exceptional vertex. Then $′=0 and we
are in case (i) for M ′, since the only vi which can be adjacent to the exceptional vertex
is either v1 or v2; hence .′=0. Since $′=0, it follows from our earlier analysis of
9 that 9=0. If Es−1 is not adjacent to the exceptional vertex, then $=1, and we are
in case (iv) for M , where Ek0 =Es; es+1 is exceptional and .= $ − 1=0. If Es−1 is
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adjacent to the exceptional vertex, then $=m, and we are in case (iv) for M , where
Ek0 =Es, es is exceptional and .=m− $=0. Since 9=0, we get .= .′ + 9.
(2) We now suppose that M ′=Mh. Then either
(a)
M =
Es
N U
Es−1
;
where U is uniserial and
Es
U
Es−1
is not a cohook, or
(b) M =Es is simple, or
M =
Es−1
N V
Es
;
where V is uniserial and no endpoint of Es is a nonexceptional leaf vertex.
Case (2) is treated in the same way as case (1), by writing out the possibilities for
the walks WM and WM ′ and by analyzing the possible relationships between $ and $′,
and . and .′.
This proves Theorem 3.5.
Theorem 3.5 gives a formula for the location of a nonprojective indecomposable
-module in s(), using only T (). To determine the relative locations of two non-
isomorphic -modules M and N in s(), we also have to 9nd the distance between
two hooks belonging to the same boundary of s().
The following result determines when two hooks belong to the same boundary, and
the length of a minimal path between two hooks belonging to the same boundary. If
e¿ 1 then a hook H is uniquely determined by E1 = soc(H) and E2 = top(H). Further
E1 is one of the edges which are the next clockwise edges to E2 around the endpoints
of E2. If e=1 then m¿ 1, since we have assumed that s() contains at least two
modules.
Proposition 3.7. If e=1 and m¿ 1; there is exactly one vertex at each of the two
boundaries of s(). Suppose now that e¿ 1. Let H be a hook with E1 = soc(H)
and E2 = top(H). Let WH =(v1; X1; v2; X2; : : : ; X2e; v2e+1) be a complete clockwise walk
of multiplicity 1 around T () with X1 =E2 and X2 =E1.
A hook H ′ with E′1 = soc(H
′) and E′2 = top(H
′) belongs to the same boundary of
s() as H if and only if there exists 16 j6 e with E′1 =X2j and E
′
2 =X2j−1. Further
the length of a minimal path from H to H ′ is given by 2(j−1). Note that the length
of a minimal path from H ′ to H is then 2e − 2(j − 1).
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Proof. We can assume that e¿ 2. We show that the hook K with soc(K)=X4 and
top(K)=X3 belongs to the same boundary of s() as H , and that the length of a
minimal path from H to K is 2. Then it follows by induction that all hooks H ′ with
soc(H ′)=X2j and top(H ′)=X2j−1 for some 16 j6 e belong to the same boundary
as H , and that the length of a minimal path from H to H ′ is given by 2(j− 1). Since
we get e di=erent hooks this way and since each boundary of s() consists exactly
of e hooks, also the other direction of the statement follows.
To show that K belongs to the same boundary as H , we determine the almost split
sequence starting in H . Note that v3 is the endpoint of E1 which is not an endpoint
of E2. If v3 is a leaf vertex and v3 is not exceptional, then X3 =E1 and X4 is the next
clockwise edge to E1 around v4 = v2. So
H =
E2
U
E1
where U is uniserial or zero, and soc(E2U )=X4. Then
K =
E1
E2
U
and the almost split sequence starting in H has the form (up to isomorphism)
0→ H → E2
U
⊕ PE1 → K → 0;
where PE1 is the projective cover of E1.
Otherwise, v3 is not a leaf vertex or v3 is exceptional of multiplicity m¿ 1. Then
H and K look like
H =
E2
U
E1
(resp. H =E1 =E2 if v2 is a nonexceptional leaf vertex), and
K =
X3
V
X4
(resp. K =X3 =X4 if v4 is a nonexceptional leaf vertex), where U and V are uniserial
or zero. Then the almost split sequence starting in H is given by (up to isomorphism)
0→ H →
E2
X3 U
V E1
X4
→ K → 0;
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where
X3
V
X4
has to be replaced by X3 if K is simple, respectively,
E2
U
E1
has to be replaced by E1 if H is simple. Thus, K belongs to the same boundary
of s() as H , and the length of a minimal path from H to K is 2. This proves
Proposition 3.7.
Corollary 3.8. The relative locations of any two nonprojective indecomposable -
modules M and N in s() can be determined from the multi-pushout descriptions
of M and N by the following algorithm:
(1) Use Theorem 3:5 to obtain a clockwise walk WM (resp. WN ) around T () along
with an integer .M (resp. .N ). Use this theorem to compute from (WM; .M ) (resp.
(WN ; .N )) the distances from M (resp. N ) to each of the boundaries of s().
Use the Theorem to determine also the hooks H1;M and H2;M (resp. H1;N and
H2;N ) on each boundary of s() which are closest to M (resp. N ).
(2) Use Proposition 3:7 to determine from walks WH1; M and WH2; M which of the hooks
from step (1) lie on the same boundary. Use this proposition to 8nd the distance
between the hooks on the same boundary.
(3) The distances found in steps (1) and (2) determine the relative locations of M
and N in s() because s() is a 8nite tube.
The following result gives an explicit formula for the length of a shortest path from
M to N in s(), provided we know the distances of M , respectively N , to the same
boundary as given by Theorem 3.5, and the distance between two hooks belonging to
the same boundary as given by Proposition 3.7.
Proposition 3.9. Let M and N be indecomposable -modules in s(). Suppose HM
and HN are two hooks belonging to the same boundary of s() such that there exist
directed paths from M to HM of length dM ; respectively; from N to HN of length dN .
Let further dMN be the length of a shortest path from HM to HN . Then the length d
of a shortest path from M to N is given by
d=2el+ dMN + dM − dN ;
where l is an integer de8ned as follows. If dM ¿dN ; or dM ¡dN and 2(dN −
dM )6dMN ; then l=0. If dM ¡dN and 2(dN − dM )¿dMN ; then l¿ 1 is the in-
teger such that 2e(l− 1)6 2(dN − dM )− dMN ¡ 2el.
F.M. Bleher, T. Chinburg / Journal of Pure and Applied Algebra 169 (2002) 109–135 127
Proof. We de9ne the boundary of s() containing HM and HN to be the upper
boundary, and the other boundary to be the lower boundary of s(). Further, each
directed path heading toward the upper boundary (resp. lower boundary) is called an
up-path (resp. down-path). If dM ¿dN then M is below N . Suppose M ′ is the module
at the end of the up-path of length dM − dN starting at M . Then dM ′ =dN and the
shortest paths from M ′ to N have length dMN . So d=(dM−dN )+dMN =dMN+dM−dN .
If dM ¡dN then M is above N . Let M ′ be the module at the end of the down-path
of length dN − dM starting at M , which means dM ′ =dN . Suppose 9rst that 2(dN −
dM )6dMN . Then the shortest paths from M ′ to N are by 2(dN −dM ) shorter than the
shortest paths from HM to HN . So d=(dN−dM )+(dMN−2(dN−dM ))=dMN+dM−dN .
Let now 2(dN−dM )¿dMN . Then there is a path from N to M ′ of length 2(dN−dM )−
dMN . Since dM ′ =dN , the minimal length of a path from N to M ′ has to be less than
2e. So, with l as in the statement of Proposition 3.9, 2(dN −dM )−dMN − 2e(l− 1) is
the length of the shortest paths from N to M ′. Thus the length of a shortest path from
M ′ to N is 2e− [2(dN −dM )−dMN −2e(l−1)]= 2el+dMN −2(dN −dM ). Therefore,
it follows that d=(dN − dM ) + (2el + dMN − 2(dN − dM ))= 2el + dMN + dM − dN .
This proves Proposition 3.9.
4. Stable endomorphism rings
In this section we give an explicit description of the stable endomorphism ring of a
nonprojective indecomposable -module M , using the description of M via its top-socle
sequence, direction and multiplicity as given in De9nition 2.1. Note that this section
is independent of the results proved in Section 3.
We need the following lemma.
Lemma 4.1. Let IM be a set of representatives for the isomorphism classes of in-
decomposable -modules which are both factor modules and submodules of M . If
Q∈ IM and Q ∼= M then Q is uniserial; and each composition factor of Q occurs at
least twice in M (but not necessarily twice in Q).
Proof. This is clear from the description of the indecomposable factor modules and
submodules of M given in [20, Proposition 2:1].
For each Q∈ IM we now choose a surjection =Q :M → Q and an injection >Q :Q →
M . We will call 4Q = =Q>Q the chosen endomorphism of M factoring through Q. In
the following, we will choose 4M to be idM . By Crawley-Boevey [11], Krause [18],
and Reiten [20, Proposition 2:1], every endomorphism 4 of M is given as a k-linear
combination of chosen endomorphisms 4Q as Q runs over IM .
Gabriel and Riedtmann proved in [13] that End(M) has a nilpotent generator as
a k-algebra. In the following result, we show how to determine an explicit nilpotent
generator, using only the top-socle sequence and the multiplicity of M . The nilpotency
of this generator is computed in Proposition 4.5.
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Theorem 4.2. Let M be a nonprojective indecomposable -module with top-socle se-
quence E1; : : : ; Es and multiplicity $; and let ? : End(M)→ End(M) be the natural
surjection. Suppose @∈End(M) is given as follows:
(i) If M has only composition factors with multiplicity 1; then @=0.
(ii) If M has composition factors of multiplicity greater than 1; then $¿ 2. Let
S1 (resp. Sj) be the unique composition factor of top(M) (resp. soc(M)) corre-
sponding to an edge in T () which is adjacent to the exceptional vertex. Denote
all the edges which are adjacent to the exceptional vertex by S1; : : : ; Sj; : : : ; Sn in
counterclockwise order. Let the descending radical series of the uniserial part of
M consisting of these modules be given as
V =(S1; : : : ; Sn; S1; : : : ; Sn; S1; : : : ; S1; : : : ; Sj);
where S1 occurs $ times as composition factor of V . Then
Q0 =V=rad()($−2)n+jV =(S1; : : : ; Sn; S1; : : : ; S1; : : : ; Sj)
can be taken to be in IM ; where S1 occurs $ − 1 times in Q0. De8ne @= ?(@0);
where @0 = 4Q0 is the chosen endomorphism of M factoring through Q0. We will
call @0 a “shift” of M .
Then @∈ rad(End(M)); and there exists a positive integer r6 $ with @r−1 =0 and
@r =0 in End(M) such that
End(M)= k?(idM )⊕ k@⊕ k@2 ⊕ · · · ⊕ k@r−1
as k-vector space.
Remark 4.3. Suppose @˜0 is an endomorphism of M factoring through Q0. From the
form of V and Q0 one sees that
@˜0 =
$−1∑
l=1
al@l0
for some al ∈ k. The @˜0 which can be used as chosen endomorphisms of M factoring
through Q0 are those for which a1 =0.
Proof. If M has only composition factors with multiplicity 1, then by Lemma 4.1 we
can choose IM = {M} and 4M to be the identity map idM . Hence End(M)= k?(idM ).
Suppose now that M has composition factors of multiplicity greater than 1. Let
E1; : : : ; Es, $, S1; : : : ; Sn, Q0, @0 and @ be as in the statement of Theorem 4.2(ii).
We want to show that @ generates rad(End(M)). Suppose 9rst that soc(M) ∩
top(M)= ∅. Then all composition factors of M that are not isomorphic to S1; : : : ; Sn
have multiplicity 1. So by Lemma 4.1, the only Q ∼= M in IM are factor modules of Q0
having Sj as socle. The associated 4Q factor through Q0, so it follows from Remark 4.3
that @ generates rad(End(M)).
We now suppose soc(M) ∩ top(M) = ∅. Then Sj must be equal to S1, and we
might have to consider additional Q. To describe this special phenomenon, we con-
sider the top-socle sequence E1; : : : ; Es. We are in the situation that there exists an
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i with Ei =Ei+1 = S1. Then there exists a smallest 16 x6 i with Ei−u =Ei+1+u for
06 u6 i − x, and Ex−1 =E2(i+1)−x. Thus E1; : : : ; Es looks like
E1; : : : ; Ex−1; Ex; : : : ; Ei−1; Ei; Ei; Ei−1; : : : ; Ex; E2(i+1)−x; : : : ; Es:
Note that the composition factors of M lying between E1; : : : ; Ex−1 or between E2(i+1)−x;
: : : ; Es, excluding Ex−1 and E2(i+1)−x, have multiplicity 1. By Lemma 4.1, the additional
Q are uniserial, and have all composition factors occurring at least twice in M . Further,
top(Q) and soc(Q) are elements of
{Ex−1; Ex; : : : ; Ei; E2(i+1)−x}:
By considering which composition factors of M have multiplicity at least 2, we con-
clude that the Q∈ IM which are not isomorphic to M and which are not factor modules
of Q0 are the simple modules Ex; : : : ; Ei−1, and possibly a module X involving Ex−1
and E2(i+1)−x. To see whether X exists or not, we have to look at the following cases.
Either Ex−1 belongs to top(M), or Ex−1 belongs to soc(M). The subtree of T () con-
taining the edges Ex, Ex−1 and E2(i+1)−x can be either of the following two possibilities:
If Ex−1 belongs to top(M), X exists only if the subtree is as in (A). Then X is the
uniserial module obtained by walking counterclockwise from Ex−1 to E2(i+1)−x. In case
that Ex−1 belongs to soc(M), then the subtree must be as in (B), and X is the uniserial
module obtained by walking counterclockwise from E2(i+1)−x to Ex−1.
We now show that we can select the additional chosen endomorphisms 4Ei−1 ; : : : ; 4Ex ;
4X so that each can be written as a sum
 U +
$−1∑
l=1
bl@l0;
where  U is an endomorphism of M which factors through a projective module and
bl ∈ k. By Remark 4.3 and the paragraph just after Lemma 4.1, this will suQce to
prove Theorem 4.2.
Let  Ei−1 be an endomorphism of M factoring through the projective cover PEi of
Ei in the following way:
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We assume the sequence of maps de9ning  Ei−1 is surjective, injective, surjective and
then injective. The image of  Ei−1 is isomorphic to Ei−1 ⊕ V0 where V0 is a factor
module of Q0 such that soc(V0)= top(V0)= S1. Thus, we can choose Ei−1 ∈ IM and
4Ei−1 in such a way that  Ei−1 − 4Ei−1 factors through V0. Remark 4.3 now shows
4Ei−1 =  Ei−1 −
$−1∑
l=1
cl@l0 for some cl ∈ k
as required.
We will de9ne 4Eu for x6 u6 i− 2 by descending induction on u. Let 4Ei = @$−10 ,
and suppose that 4Eu+2 has already been de9ned. Since Eu+2 is simple, all endomor-
phisms of M factoring through Eu+2 are scalar multiples of 4Eu+2 . Let  Eu be given as
Then the image of  Eu is Eu ⊕ Eu+2. Therefore after multiplying  Eu by a suitable
nonzero scalar, we will have
4Eu =  Eu − 4Eu+2
for some 4Eu . This suQces by induction to show that all 4Eu with x6 u6 i − 2 may
be chosen to have the required form.
Finally, we must de9ne a suitable endomorphism 4X corresponding to X . If Ex−1
belongs to top(M), then we can construct an endomorphism  X which factors through
the projective module PEx :
If x¡ i, then the image of  X is X ⊕ Ex+1, and 4Ex+1 has already been de9ned (and
is unique up to multiplication by a nonzero scalar). In this case, replacing  X by a
suitable nonzero multiple of itself, we may de9ne
4X =  X − 4Ex+1 ;
which is suQcient to complete the proof. Otherwise the image of  X is isomorphic to
X ⊕V1 where V1 is a quotient module of Q0 with soc(V1)= top(V1)= S1. In this case
we can de9ne 4X so  X − 4X factors through V1. Then
4X =  X −
$−1∑
l=1
cl@l0 for some cl ∈ k;
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which suQces to complete the proof. If Ex−1 belongs to soc(M), then  X is constructed
as follows:
The analysis of the cases x¡ i and x= i is now similar using this  X .
Remark 4.4. The proof of Theorem 4.2, using [11,18], shows also how to compute
the endomorphism ring of M . In case (i)
End(M)= k idM :
In case (ii), if soc(M) ∩ top(M)= ∅ then
End(M)= k idM ⊕ k@0 ⊕ k@20 ⊕ · · · ⊕ k@$−10 :
If soc(M) ∩ top(M) = ∅ then
End(M)= k idM ⊕ k@0 ⊕ k@20 ⊕ · · · ⊕ k@$−10 ⊕ k4Ei−1 ⊕ · · · ⊕ k4Ex(⊕k4X );
where 4X is only included if X exists.
We now want to give an explicit formula for the nilpotency r of @ as de9ned in
Theorem 4.2(ii), which follows directly from the top-socle path and the multiplicity
of M .
Proposition 4.5. Let M be given as in Theorem 4:2(ii) such that S1 occurs $¿ 2
times in
V =(S1; : : : ; Sn; S1; : : : ; Sn; S1; : : : ; S1; : : : ; Sj)
and S1 lies in top(M) and Sj lies in soc(M). Let Ei be the edge in the top-socle
path with Ei = S1. By taking the mirror image of M if necessary; we assume that
Ei+1 = Sj. Let r be de8ned as follows:
(i) If S1 =Sj; then r=min($; m+1−$). Suppose now that S1=Sj. Then Ei=Ei+1=S1;
and there exists a smallest 16 x6 i with Ei−u =Ei+1+u for 06 u6 i − x; and
Ex−1 =E2(i+1)−x (if they exist).
(ii) If (x=1 or 2i + 1 − x= s) and Ex ∈ top(M); or if x¿max(1; 2i + 1 − s) and
the subtree of T () containing the edges Ex; Ex−1 and E2(i+1)−x looks like
then r=min($; m+ 1− $).
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(iii) If (x=1 or 2i + 1− x= s) and Ex ∈ soc(M); or if x¿max(1; 2i + 1− s) and
the subtree of T () containing the edges Ex; Ex−1 and E2(i+1)−x looks like
then r=min($ − 1; m+ 2− $).
Proof. The strategy of the proof is to analyze for each simple -module T whether
there is an endomorphism of M factoring through the projective cover PT , and to write
down all such endomorphisms in terms of the basis B of End(M) found in Remark
4.4. In the proof of Theorem 4.2 we analyzed how to write each element of B as a
sum  U + CU , where  U factors through a projective module and CU is an explicit
linear combination of powers of @0. We can in this way analyze the minimal exponent
t for which some linear combination
∑$−1
l=t al@
l
0 with at =0 factors through a projective
module. This t is equal to the nilpotency r.
We 9rst consider case (i). Then soc(M)∩ top(M)= ∅ and all endomorphisms of M
are linear combinations of powers of @0. It follows that the smallest power of @0 which
factors through a projective module factors through some PT with T ∈{S1; : : : ; Sn} or
T adjacent to one of the Sl. By considering these possibilities, and using the fact that
Aut(M) acts on End(M), we see that T = Sj provides r=min($; m+ 1− $).
In cases (ii) and (iii), one 9nds r is realized by the following construction.
In case (ii), let C be the factor module of M with top-socle path S1; S1; Ei+2 (where
we include Ei+2 only if i¡ s−1), and let D be the submodule of M with top-socle path
Ei−1; S1; S1 (where we include Ei−1 only if i¿ 1). Then there exists an endomorphism
 :M → C → PS1 → D → M;
which has as image Ei−1 ⊕ V ′ where V ′=(S1; : : : ; Sn; S1; : : : ; S1) with S1 occurring
(2$−m−1) times if 2$¿m+1, and V ′=0 otherwise. From the proof of Theorem 4.2
it follows that the chosen endomorphism 4Ei−1 factoring through Ei−1 factors through
a projective module. In case 2$¿m + 1 this means that  − 4Ei−1 is of the form∑$−1
l=m+1−$ cl@
l
0 for suitable cl ∈ k with cm+1−$ =0. It follows that r=m + 1 − $ if
2$¿m+ 1, and r= $ otherwise.
In case (iii), the chosen endomorphism factoring through Ei−1 does not factor
through a projective module. So in that case we let D′ be the submodule of M with
top-socle path S1; S1 such that S1 occurs $ − 1 times. Then the image of
 ′ :M → C → PS1 → D′ → M
is nonzero exactly if 2$−1¿m+1. In that case  ′=∑$−1l=m+2−$ cl@l0 for suitable cl ∈ k
with cm+2−$ =0. Further, it follows from the proof of Theorem 4.2 that the chosen
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endomorphism 4S1 factoring through S1 factors through a projective module. Since @
$−1
0
is a nonzero multiple of 4S1 , this means that @
$−1
0 factors through a projective module.
So we obtain r=m+ 2− $ if 2$ − 1¿m+ 1, and r= $ − 1 otherwise.
This completes the proof of Proposition 4.5.
5. Hom-paths and Ext groups
In this section we discuss applications of the two previous sections. The main result
is Theorem 5.5 which shows that one can compute stable Hom groups and Ext groups,
using only the multi-pushout descriptions of the modules involved and clockwise walks
around T ().
To prove Theorem 5.5 we will use some ideas and methods of Gabriel and Riedt-
mann [13].
Denition 5.1. Let l¿ 0 and let (M =X0; X1; : : : ; Xl =N ) be a path of successively
nonisomorphic -modules in s(). If l¿ 1 and fi :Xi−1 → Xi; 16 i6 l; is an arbi-
trary irreducible morphism, then f=f1 · · ·fl is called a hom-path of length l= l(f)
from M to N , corresponding to (M =X0; : : : ; Xl =N ). In case that l=0, a hom-path f
of length 0 from M to M , corresponding to the path (M), is given by an automorphism
of M .
The next two theorems follow directly from the methods of Gabriel and Riedtmann
[13], though they do not appear explicitly in this form in [13]. For this reason we will
state them without proof.
Theorem 5.2 (Gabriel–Riedtmann). Let M and N be two nonprojective indecompos-
able -modules; and let f∈Hom(M;N ) be a hom-path of minimal length. Then
Hom(M;N )=End(M)f=fEnd(N ):
Suppose @ is an ideal generator of rad(End(M)) and E is an ideal generator of
rad(End(N )) as given in Theorem 4:2. Then there exists a positive integer j(f)
such that
Hom(M;N ) = kf ⊕ k@f ⊕ · · · ⊕ k@j(f)−1f
= kf ⊕ kfE ⊕ · · · ⊕ kfEj(f)−1
as k-vector space.
Theorem 5.3 (Gabriel–Riedtmann). Let M and N be nonprojective indecomposable
-modules. Let d1 (resp. d2) be the length of a shortest hom-path from *−1(N )
to M (resp. from M to N ). Then me − 1=d1 + d2 + 2es for some integer s; and
dimk Hom(M;N )=max(0; s+ 1).
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For arbitrary nonprojective indecomposable -modules M and N , the Ext groups
Exti(M;N ) have the form
Exti(M;N ) ∼=
{
Hom(M;N ); i=0;
Hom(*
i(M); N ); i ¿ 0:
Note that Hom can be replaced by Hom if M or N are simple.
So one has as corollary of Theorem 5.3 the following result.
Corollary 5.4. Suppose M and N are nonprojective indecomposable -modules and
i¿ 0. Let d1 (resp. d2) be the length of a shortest hom-path from *−1(N ) to *i(M)
(resp. from *i(M) to N ). Then me − 1=d1 + d2 + 2es for some integer s; and
dimk Exti(M;N )=max(0; s+ 1).
We now combine these results with the work of the previous sections. The multi-
pushout description of *i(M) follows from the one of M for all integers i. Thus we
get the following theorem:
Theorem 5.5. The dimensions dimk Hom(M;N ) and dimk Ext
i
(M;N ) for i¿ 0 can
be determined from the multi-pushout descriptions of M and N by the following
algorithm.
Fix i¿ 0; and de8ne (M ′; N ′)= (*−1(N ); *i(M)) or (M ′; N ′)= (*i(M); N )
(1) Use Theorem 3:5 to obtain a clockwise walk WM ′ (resp. WN ′) around T () along
with an integer .M ′ (resp. .N ′). Use this theorem to compute from (WM ′ ; .M ′)
(resp. (WN ′ ; .N ′)) the distances from M ′ (resp. N ′) to each of the boundaries
of s(). Use Theorem 3:5 to determine also the hooks H1;M ′ and H2;M ′ (resp.
H1;N ′ and H2;N ′) on each boundary of s() which are closest to M ′ (resp. N ′).
(2) Use Proposition 3:7 to de8ne walks WH1; M′ and WH2; M′ to determine which of the
hooks from step (1) lie on the same boundary. Use this proposition to 8nd the
distance between the hooks on the same boundary.
(3) Use Proposition 3:9 to compute the length d1 (resp. d2) of a shortest hom-path
from *−1(N ) to *i(M) (resp. from *i(M) to N ) using the distances determined
in steps (1) and (2).
(4) Use Theorem 5:3 and Corollary 5:4 to compute from d1 and d2 the dimension
dimk Hom(M;N ) when i=0; respectively; dimk Ext
i
(M;N ) when i¿ 0.
Remark 5.6. Using only the location of M in s(), the location of *(M) in s()
can be described explicitly as follows.
Let M be a nonprojective indecomposable -module. If M lies at one of the bound-
aries of s(), then *(M) is the module at the end of the maximal directed path
starting at M . If M is not at one of the boundaries, then *(M) is the module at the
end of a path of length me − 1 given by the composition of a maximal directed path
starting at M with a directed path.
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