Abstract. Assume that the valuation semigroup Γ(λ) of an arbitrary partial flag variety corresponding to the line bundle L λ constructed via a full-rank valuation is finitely generated and saturated. We use Ehrhart theory to prove that the associated Newton-Okounkov body -which happens to be a rational, convex polytope -contains exactly one lattice point in its interior if and only if L λ is the anticanonical line bundle. Furthermore we use this unique lattice point to construct the dual polytope of the Newton-Okounkov body and prove that this dual is a lattice polytope using a result by Hibi. This leads to an unexpected, necessary and sufficient condition for the Newton-Okounkov body to be reflexive.
Introduction
For quite some time researchers from different branches of mathematics have been interested in associating combinatorial objects (for example polytopes) to geometric objects (for example varieties). The textbook examples are of course toric varieties, where polytopes arise quite naturally encoding a lot of geometric information about the variety. Many people have been and are trying to make use of this fact by degenerating more complicated varieties into toric varietiesin particular Gonciulea and Lakshmibai [16] , Kogan and Miller [25] , Caldero [9] , Alexeev and Brion [1] as well as Feigin, Fourier and Littelmann [13] .
All of their approaches used polytopes that were already known to representation theorists because there has always been a strong interest in finding polytopes for representations to find new bases of these representations and thus the tools were already developed. Starting with the polytopes of Gelfand and Tsetlin in type A n in [15] Berenstein and Zelevinsky defined Gelfand-Tsetlin polytopes for all classical Lie algebras in [7] . This approach lead to the construction of so called string polytopes for Lie algebras of arbitrary type that where studied by Littelmann in [28] and Berenstein and Zelevinsky in [8] . A different "string polytope" has been defined by Nakashima and Zelevinsky in [30] . Other prominent polytopes -usually called Lusztig polytopes -were defined by Lusztig in [29] . A slightly different approach based on a conjecture by Vinberg led to the definition of Feigin-Fourier-LittelmannVinberg polytopes in types A n [11] and C n [12] by Feigin, Fourier and Littelmann. Gornitskii analogously defined Gornitskii polytopes in types B n and D n [18] as well as G 2 [17] .
The most general approach to toric degenerations has been developed using Newton-Okounkov bodies, firstly defined by Okounkov in [31] and [32] , by Lazarsfeld and Mustat , ă [27] , Kaveh and Khovanskii [22] and Anderson [2] . The formerly known representation theoretic polytopes can be realized as Newton-Okounkov bodies for some nice valuations, which has been shown by Kaveh [21] , Kiritchenko [24] and Fujita and Naito [14] . Most recently Kaveh and Manon analyzed the connection between Newton-Okounkov bodies and tropical geometry in [23] . A generalized method to construct most of the formerly mentioned polytopes in a representation theoretic setting -including Newton-Okounkov bodies -was developed by Fang, Fourier and Littelmann [10] via so called birational sequences.
Another viewpoint on polytopes associated to geometric objects arises in the theory of Mirror Symmetry. Most notably Batrev, Ciocan-Fontanie, Kim and van Straten used reflexive polytopes to construct mirror duality in [5] based on an idea of Batyrev [3] . This approach was used by Rusinko [35] to construct mirror duals for type A n complete flag varieties using Littelmann's string polytopes, thereby recovering mirror families formerly described by Batyrev in [4] . The key point of his work was to prove that the duals of these polytopes are lattice polytopes in certain cases by observing that they contained a special lattice point in their interior. The goal of our paper is to understand this remarkable property in a more general setting.
Our main result is the following. Notice that this result applies to many of the formerly mentioned polytopes since most of them can be realized as Newton-Okounkov bodys of "nice" valuations.
Theorem. If the valuation semigroup Γ(λ) associated to a partial flag variety G/P via the P -regular dominant integral weight λ and full-rank valuation v is finitely generated and saturated, the following properties of the Newton-Okounkov body
Notation will be explained in Section 1. For the definition of the objects in Newton-Okounkov theory and a collection of known facts see Section 2. The proof of this theorem uses many results from Ehrhart theory and a result of Hibi [19] . A short introduction to and presentation of the main results from Ehrhart theory will be given in Section 3. Afterwards we will be able to state our theorem in a very compact form in Section 4. The proof itself is divided into multiple lemmata that will be stated and proved in Section 5 and unified in the concluding proof of our main theorem in Section 6. An overview over certain applications and many examples of string polytopes finalize this paper in Section 7. Most notably we will briefly elaborate on the following criterion on reflexivity.
Corollary (Corollary 7.1). Under the assumptions of the Theorem the NewtonOkounkov body ∆(λ) is a reflexive polytope (after translation by a lattice vector) if
and only if it is a lattice polytope and λ is the weight of the anticanonical bundle over G/P .
Preliminaries
Let G be a simple algebraic group of rank r with Lie algebra g. Let T be a maximal Torus of G and B a Borel subgroup of G containing T . Let P be a parabolic subgroup of G containing B and let L be the Levi subgroup of P containing T . Let W denote the Weyl group of G.
Let Φ be the set of roots of G and let Φ + be the subset of positive roots with respect to B. Denote the set of simple roots by S = {α 1 , . . . , α r }. Let N be the number of positive roots.
Let Λ be the lattice of integral weights of G and Λ + the subset of dominant integral weights with respect to B. Let ω i ∈ Λ + be the fundamental weight corresponding to α i ∈ S and ρ := 1 2
We know (see [36, Theorem 8.4.3] ) that there exists a set of simple roots I ⊆ S such that P = w∈WI BwB, where W I ⊆ W is the Weyl group generated by the simple reflections {s α | α ∈ I} and {w ∈ N G (T ) | w ∈ W} is a set of representatives for the Weyl group elements. Let I := Φ ∩ { α∈I m α α | m α ∈ Z ≥0 } and I + := I ∩ Φ + . We define Λ P := {λ ∈ Λ | λ, α ∨ = 0 for all α ∈ I} and Λ + P := Λ P ∩ Λ + as well as Φ
Let N P be the cardinality of Φ + P . A dominant weight λ ∈ Λ extends to a character of P if and only if λ ∈ Λ P . For every such λ we define the one-dimensional vector space C −λ with P -action given by p.x := λ(p) −1 x. We will consider the line bundle L P,λ := G× P C −λ = (G×C −λ )/P over G/P where the P -action on G × C −λ is given by p.(g, x) := (gp, p −1 .x). We know that for a dominant weight λ ∈ Λ + P the line bundle L P,λ is ample if and only if λ is P -regular, i. e. λ ∈ Λ + P and λ, α ∨ > 0 for all α ∈ S \ I. We will just write L λ for L P,λ if the parabolic is fixed. We will always implicitly exclude the trivial case I = S.
Facts from Newton-Okounkov Theory
We will recall some important terminology regarding valuations and semigroups. Definition 2.1. Let A be a C-algebra and assume that A is an integral domain. Fix a monoidal total ordering ≤ on Z d , i. e. a total ordering such that a ≤ b implies
By slight abuse of notation we will denote Im v := v(A \ {0}). We say that v has full rank if the dimension of the R-affine span of Im v equals the Krull dimension of A.
Remark 2.2. Condition (iii) yields the implication
Definition 2.3. Let Γ be a semigroup in N × Z d . Γ is called finitely generated if there exists a finite set of semigroup generators. We say that Γ is finitely generated in degree 1 if we can chose a finite set of semigroup generators with first coordinate equal to 1. Γ is called saturated if for every x ∈ N × Z d such that mx ∈ Γ for some m ∈ Z >0 we find x ∈ Γ.
We can now define the main object of our studies. Definition 2.4. For a given P -regular dominant weight λ and
and the closed cone
The Newton-Okounkov body associated to the partial flag variety G/P , dominant weight λ ∈ Λ + P and valuation v is defined by 
n , which is defined as the image of Sym n H 0 (G/P, L λ ) under the product map into R λ . But since this map is surjective, we can omit this distinction. However it would be important in the broader case of spherical varieties. Remark 2.6. Notice that a valuation v : R λ → Z NP for a P -regular dominant weight λ has full rank if and only if the R-affine span of Im v has dimension N P since this is the dimension of G/P . Furthermore, since the valuation image will always contain the origin, it suffices to consider the dimension of the linear span of Im v. In calculations this condition is very easy to check.
The following is a summary of basic facts.
NP a full-rank valuation and suppose that the semigroup Γ(λ) is finitely generated and saturated. Then ∆(λ) is an N P -dimensional rational convex polytope with exactly dim H 0 (G/P, L λ ) many lattice points and ∆(nλ) = n∆(λ) for all n ∈ N.
Proof. Since Γ(λ) is finitely generated, there exist sections f 1 , . . . , f s with each
} is a rational convex polytope. Since v has full rank we know that the semigroup generators v(f 1 ), . . . , v(f s ) span R NP by Remark 2.6. By the same remark we know that 0 ∈ ∆(λ), so the dimension of the Newton-Okounkov body is just the dimension of its linear span, which is precisely N P .
For convenience let us denote V := H 0 (G/P, L λ ). Regarding the number of lattice points we will prove that
Since this is a Z ≥0 -linear combination of the generators of Γ(λ), it is an element of Γ(λ). But this means that So at last let us prove the dilation property. Notice that a similar result can be found in [27, Proposition 4.1], but it is not directly applicable to our case. Hence we will state an explicit proof.
For the first direction let p = nm
be one of the vertices of n∆(λ). But then we have
p = m −1 v(f n ). Since f ∈ H 0 (G/P, L mλ ) we know that f n ∈ H 0 (G/P, L mnλ )
and so we see that p ∈ ∆(nλ). This implies n∆(λ) ⊆ ∆(nλ).
For the other direction let
We can chose this decomposition in such a way that the g i are linearly independent. We now have
Let us first prove that this is actually an equality. Suppose v(g) > min 1≤i≤s v(g i ).
Let this minimum be attained in i
which contradicts v having at most one-dimensional leaves. So our assumption must have been wrong and v(g) = min 1≤i≤s v(g i ).
This means that there exists one i ∈ {1, . . . , s} such that v(g) = v(g i ). We write
. So q can be written as n times a convex combination of elements of ∆(λ). Since q is a vertex of ∆(nλ) we have shown that ∆(nλ) ⊆ n∆(λ). This concludes the proof.
Facts from Ehrhart Theory
For the purpose of this section let P denote an arbitrary rational convex polytope in R d . Let int P = P \ ∂P denote its interior and P * its dual. We define the number of lattice points in its n-th dilation
and the so called Ehrhart series of P via
By convention we define the constant term of this series to be 1. During the remainder of this paper we will also use this notation for arbitrary convex bodies apart from rational convex polytopes.
From the variety of interesting results, that Ehrhart theory yields, we will only need the following two beautiful theorems by Ehrhart-Macdonald (see [6, Theorem 4 .1]) and Hibi (see [19] ). The first one compares the number of lattice points of a polytope with the number of lattice points in its interior int P.
Remark 3.1. The proper statement of Theorem 1 would be that there exists a quasi-polynomial l P such that l P (n) = L P (n) for all n ∈ N and for all possible choices of l P the equation
Since we are only interested in evaluating l P on (positive and negative) integers and those values are completely determined by L P , we will avoid this rather awkward distinction between L P and l P .
The second result due to Hibi gives a criterion on the integrality of the vertices of the dual polytope P * .
Theorem 2 (Hibi). Suppose
P ⊆ R d is full-dimensional and 0 ∈ int P. Then P *
is a lattice polytope if and only if
as rational functions in z.
The remainder of this section is dedicated to proving the following weaker result, which will be completely sufficient for our purpose.
Proposition 3.2. Suppose P ⊆ R
d is full-dimensional with 0 ∈ int P and L P is a polynomial. Then P * is a lattice polytope if
Note that a similar result is stated in [19, Corollary 2.2] . But this statement requires P to be a lattice polytope which cannot be assumed in our case.
Our proof will rely on the following generalization of the geometric power series.
We will abbreviate these two cases by simply writing
These power series can be expressed in terms of the so called Eulerian numbers -not to be confused with Euler numbers. A nice overview over the theory behind those numbers can be found in [33] . For our purpose it will be sufficient to define them as follows. 
We need the following result which is stated in [33, Corollary 1.1] where it is called Carlitz identity although it was already known to Euler.
We can now calculate the following property.
Proof. Since g 0 is the well known geometric series we have
From Theorem 3 we conclude
for all l > 0.
We are now able to prove Proposition 3.2.
Proof of Proposition 3.2.
Since L P is a polynomial, we have coefficients
We know that a 0 = L P (0) = 1. So for the Ehrhart series we calculate
Now Theorem 2 gives the desired result.
Remark 3.6. In light of Proposition 3.2 it would be interesting to furtherly analyze the class of (possibly rational) polytopes whose Ehrhart quasi-polynomial is actually a polynomial. These polytopes seem to share a lot of properties with lattice polytopes and can be thought of as quasi-lattice polytopes. A broader knowledge of these objects could be fertile in the study of Newton-Okounkov bodies.
Main Theorem
Using the language of Ehrhart theory we can reformulate our main theorem.
Theorem. Let λ ∈ Λ 
In this case∆(λ)
* is a lattice polytope.
Key Lemmata
Our whole proof is based on the following computation of the coefficients of the Ehrhart series.
for all n ∈ Z and λ ∈ Λ + P . This formula follows directly from Proposition 2.7 and the following result of Kostant for positive n ∈ N. It generalizes Weyl's character formula and can be found in [26, Corollary 5.14] in even broader generality. Since L ∆(λ) is already completely determined by its values on N we get the desired formula for n ∈ Z. Proof. Since W I is generated by all simple reflections {s α | α ∈ I} we know that w I ( I ) = I . Since w I ∈ W we also have w I (Φ) = Φ, thus w I (Φ
Theorem 4 (Kostant
P there is at least one α ∈ S \ I such that m α > 0. Since w I ∈ s α | α ∈ I this sign cannot be changed by w I . This yields
The second part follows from the fact that w I is the longest word of the Weyl Group W I corresponding to the Levi L I , so it sends positive roots of L I with respect to B ∩ L I onto negative roots and vice versa.
Lemma 5.3. The weight of the anticanonical bundle over G/P is
Proof. We know that the anticanonical bundle is the dual of the highest wedge power of the tangent space of G/P whose weight is exactly β∈Φ The following lemma on root systems seems rather technical, but it is crucial to the proof of our main theorem.
Lemma 5.4. Let λ ∈ Λ
To prove the lemma we need the following two lemmata.
Proof. We will prove the lemma by induction on ht β.
For ht β = 2 we have nothing to prove since β = α i +α j for some i, j ∈ {1, . . . , r}. Hence we know that the support of β − α i is connected in the Dynkin diagram of g. But because m i = 1 we know that this support does not contain α i . This means that there exists only one simple root in the support of β that is adjacent to α i , because otherwise the removal of α i would result in a disconnected subgraph. Denote this adjacent simple root by α j . So for every k ∈ {1, . . . , r} \ {i, j} with m k > 0 we have α k , α
we conclude that m j < 2 and thus m j = 1. So we can use the induction hypothesis on β − α i and get a k = j such that β − α i − α k is a root. Because β − α i does not contain α i in its support, we know that k = i. Thus we conclude Proof. We will prove the lemma by induction on ht β.
If ht β = 1 there is nothing to prove. So let h ∈ N, h > 1, and suppose the lemma is true for every positive root β ′ ∈ Φ + P with ht β ′ < h. Let us now assume β ∈ Φ + P with ht β = h. If no such β exists we have nothing to prove.
We know that there exists α ∈ S such that β − α ∈ Φ + . If β − α / ∈ Φ + P then β must be of the form β = α + α ′ ∈I m α ′ α ′ . In this case Lemma 5.5 assures us that there exists another α ′ ∈ S such that β − α ′ ∈ Φ and furthermore this root has to be in Φ + P . So we can always find α ∈ S such that β − α ∈ Φ + P . By applying the induction hypothesis on that root we find the correct sequence (i j ) j∈{1,...,h−1} in {1, . . . , r} for β − α. Defining i h by α i h = α will yield the desired sequence for β.
We can now prove our last key lemma and finish our preparations. 
Since λ is P -regular this is only possible if α i k ∈ I, i. e. λ, α ∨ i k = 0, and thus
This shows that there are only three possible values for λ − ρ, β ∨ k−1 , since the fraction on the right side must be an element of { 
as an element of the root lattice. We have
We still have to show thatβ is actually a root. By expanding
Since the last summand is not an integer, we know that the second summand must not be an integer, too. But this means that β k and β k−1 must have the same length because only two root lengths are allowed to occur in any irreducible root system ([20, Lemma C of 10.4]). We conclude that β k , α
which implies thatβ is a root using basic considerations on root strings ( [20, 9.4] ). The last possible case λ − ρ, β ∨ k−1 = 2 can only occur if the root system is G 2 , α i k is the long simple root and β k−1 is a short positive root. Since their sum must again be a root, we know that β k−1 has to be the short simple root. In that case we setβ = 2α i k + 3β k−1 ∈ Φ + P and calculate
which concludes the proof.
Proof of the Main Theorem
We are now able to state the proof of our main theorem.
Proof of the Main Theorem. Proposition 2.7 tells us that ∆(λ) ⊆ R
NP is a fulldimensional rational polytope and from Lemma 5.1 we know that
Now suppose that ∆(λ) contains one unique lattice point in its interior. By the Ehrhart-Macdonald reciprocity in Theorem 1 we have
This implies that λ − ρ, β ∨ = 0 for every β ∈ Φ + P and by Lemma 5.4 this actually means that λ − ρ, β ∨ > 0 for all β ∈ Φ + P . From Lemma 5.2 we know that the longest word w I ∈ W I ⊆ W permutes the elements of Φ + P . Since it is a reflection, it leaves the scalar product invariant and by reshuffling factors we have
Consider the integral weight
. This is a dominant weight. Even more every coefficient µ i is strictly positive since λ − ρ, (w I β) ∨ > 0 for every β ∈ Φ + P -especially for every α ∈ S \ I -and λ − ρ, (w I α) ∨ = − ρ, (w I α) ∨ > 0 for every α ∈ I because w I (α) ∈ − I + by Lemma 5.2. This observation allows us to use the weighted inequality of arithmetic and geometric means to calculate
Since ω i , β ∨ ≥ 0 for all β ∈ Φ + P with strict inequality at least once for every i ∈ {1, . . . , r}, we have strictly positive coefficients a 1 , . . . , a r ∈ R >0 such that
Since all of the µ i are strictly positive integers, this inequality can only hold if µ i = 1 for all i ∈ {1, . . . , r} and then it is in fact an equality. But this means that w I (λ − ρ) = µ = r i=1 ω i = ρ and thus λ = ρ + w I (ρ). By Lemma 5.3 this is the weight of the anticanonical line bundle over G/P , which proves the first direction.
In fact we also proved the other direction on the way because we noticed that µ = ρ if λ is the weight of the anticanonical bundle, which yields L int ∆(λ) (1) = So what is left to prove is the final implication of the theorem. Let λ = ρ + w I (ρ) be the weight of the anticanonical line bundle over G/P . We calculate
for all n ∈ N. It is clear that the Ehrhart polynomial of a polytope is invariant under translation of the polytope via a lattice vector. Hence the weaker version of Hibi's Theorem in Proposition 3.2 concludes the proof.
Applications
We have the following two immediate corollaries to our Main Theorem under our assumptions that λ is a P -regular dominant weight, v is a full-rank valuation and Γ(λ) is finitely generated and saturated.
Corollary 7.1. The Newton-Okounkov body ∆(λ) is a reflexive polytope (after translation by a lattice vector) if and only if it is a lattice polytope and λ is the weight of the anticanonical bundle over G/P .
Let GT (λ) denote the Gelfand-Tsetlin polytope as defined for type A n in [15] and for type C n in [7] . Let F F LV (λ) denote the Feigin-Fourier-Littelmann-Vinberg polytope as defined for type A n in [11] and for type C n in [12] . Let G(λ) denote the Gornitskii polytope as defined for type G 2 in [17] . Finally we want to study one of the biggest classes of examples -namely the string polytopes Q w0 (λ) as defined in [28] using notation from [1] . As a special case we have the following observation for the full flag variety in type A n that has already been proved by Rusinko directly in [35, Theorem 7] . Of course one would like to give a precise criterion when the string polytope of a partial flag variety is reflexive. But this is not solvable at the moment because it is not known when the string polytope is a lattice polytope, even for nice reduced decompositions and miniscule weights. We want to conclude our paper by illustrating this problem in the following three examples and stating a conjecture that would partially solve this problem.
Our first example will answer a prominent question regarding string polytopes in type A n by giving a counter-example to the following conjecture as formulated by Alexeev This conjecture has been verified by Alexeev and Brion for all n ≤ 4 in [1] . We will see that it does not hold any more for n = 5. Example 7.5. Let G = SL 6 and consider the Grassmannian G/P = Gr (3, 6 [28] by applying two 3-moves (and two 2-moves). Hence we have multiple ways of calculating the string polytopes in addition to the construction by Berenstein and Zelevinsky in [8, Theorem 3.14] . We find that the vertices of Q w0 (ω 3 ) are the rows of the matrix 
Luckily the non-integral vertex has half-integral coordinates, so the string polytope for the weight of the anticanonical bundle λ ac = 6ω 3 is again a lattice polytope. But this magic trick does not happen every time, since we can enlarge this example in A 5 to a whole class of examples for arbitrary n by using the reduced decomposition w 0 = (s 1 s 3 s 2 s 1 s 3 s 2 )(s 4 s 3 s 2 s 1 )(s 5 s 4 s 3 s 2 s 1 ) · · · (s n s n−1 · · · s 2 s 1 ). The respective string polytope Q w0 (ω 3 ) will not be a lattice polytope for n ≥ 5. In particular for n = 6 we can calculate that Q w0 (ω 3 ) has half-integral vertices. Thus even for the weight of the anticanonical bundle λ ac = 7ω 3 over Gr(3, 7) the string polytope Q w0 (7ω 3 ) = 7 · Q w0 (ω 3 ) will not be a lattice polytope. Remark 7.6. It seems that this observation is connected to the fact that the string polytopes for the reduced decomposition w 0 = s 1 s 3 s 2 s 1 s 3 s 2 in A 3 do not fulfil the Minkowski property, i. e. for arbitrary λ, µ ∈ Λ + the Minkowski sum Q w0 (λ) + Q w0 (µ) is not equal to the string polytope Q w0 (λ + µ). This implies that there exists λ ∈ Λ + such that Q w0 (λ) contains lattice points that are not sums of lattice points of the fundamental string polytopes. And although A 3 and A 4 are too small to create non-integral string polytopes, this already foreshadows that something interesting might happen for higher n.
Remark 7.7. In [34] Rietsch and Williams constructed Newton-Okounkov bodies for Grassmannians using plabic graphs. In some cases their construction leads to non-integral polytopes -the first one appearing for the same Grassmannian Gr (3, 6) . This polytope also has a single non-integral vertex. It would be interesting to see, whether these polytopes are actually unimodularly equivalent.
I want to thank Valentin Rappel for pointing out this remarkable connection.
So we have seen that in type A n only non-standard reduced decomposition can -and indeed will -give rise to non-integral string polytopes. In other types the situation is even more challenging since the standard reduced decompositions of [28] will already provide those as we will see in the next example. Example 7.8. Let G be of type B 2 and chose w 0 to be the standard reduced decomposition from [28, Section 6] , which is w 0 = s 2 s 1 s 2 s 1 , where α 2 denotes the short root. Let λ = ω 2 . The corresponding string polytope is then given by
where A is the matrix 
The irreducible g-representation V (ω 2 ) is 4-dimensional and indeed we find four adapted strings -i. e. lattice points in the string polytope -given by the rows of But this matrix has rank 2 which is smaller than 3 = dim G/P (α 1 ) = dim Q w0 (ω 2 ). Thus the string polytope cannot be a lattice polytope, because its lattice points only span a proper subspace of the affine hull of Q w0 (ω 2 ).
Indeed one can calculate that the vertices are the rows of the matrix Since these vertices have at worst half-integral coordinates we see that the string polytope for the weight of the anticanonical bundle λ ac = 4ω 2 over G/P (α 1 ) will be a lattice polytope and by our theorem reflexive after translation by the lattice vector (1, 2, 3, 0) T . In contrast to our previous example this observation seems to hold for general B n and the standard reduced decomposition.
From the previous two examples we can already see that sticking to the standard reduced decompositions of [28] might yield some useful results. Known results and many calculations for string polytopes in classical types suggest the following. Conjecture 7.9. Let G be of type A n , B n , C n or D n , let λ ∈ Λ + and let w 0 std be the standard reduced decomposition of the longest word of the Weyl group of G as stated in [28] . Then Q w0 std (λ) is a lattice polytope if and only if one of the following conditions hold.
(1) G is of type A n , (2) G is of type B n and λ, α Remark 7.11. The implication is due to the fact that the conditions in Conjecture 7.9 are fulfilled, whenever the irreducible highest weight g-representation V (λ) is a representation for the underlying simple algebraic group G.
We shall revisit these conjectures in a forthcoming paper discussing them in further detail. In the exceptional cases the situation is even more unclear, as can be seen in our final example. One calculates that the vertices of Q w0 (2ρ) are the rows of the matrix 
Hence Q w0 (2ρ) is not a lattice polytope and thus not reflexive even after translation by the unique interior lattice point (1, 2, 5, 3, 4, 1) T .
