Anteni Augustynowicz

EXISTENCE OF A SOLUTION OF SOME FUNCTIONAL EQUATION
Va consider the existenoe of a solution of a functional aquation of the form (1) x(t) -f{t,x(a(t))) in the space 5T(I,X) of all. functions from 1 into X, where I, X are given sets, at I -»-I, f t I « X --X. The existenoe and construction of a solution of the equation (2) x(^(t)) -g(t,x(t)) has been desoribed in [2] , [3] , [5] , [6] , but the equation (2) is of the form (1), if |i is an injeotion. Relations introduoed in set I are the same as in Kuozma papers [3] , [5] (see also [4] ), but assumptions about the function f are of the another kind.
We consider neoessary and sufficient conditions for existenoe of a solution of (1) defined on I.
Let us introduce soma notions for tel, k • 0,1,2,... i fSx -X, P t (x) = f(t,x) for xeX, Oj, X -"-X, 01 = fV^...* 0^, G^ -Idx, where -Idj, ot 1 « otot 1 " 1 (i»1,2,...), Gq -F*. The relation c is an equivalenoe relation (see Q4]» P.14). Let C(t) mean the abstract olass Of an element t &I with respect to this relation. Theorem 1.
The neoessary condition for the existence of a eolation of (1) defined on 1 is
1°.
V V (* r (t) m t=> 3 7 n g! (y)). tel r>0 yeX
The suffioient condition for the existence of a solution of (1) defined on I is the condition 1° and
Assume that x is a solution of (1) defined on 1. Let« r (t) > t for some tel and r»1, then
therefore the first part of the theorem is proved* Assume that conditions 1° and 2° are fulfiled. It is easy to see that we can define a solution of (1) on classes C(t) independently* It follows from the implication s e C(t) a(s) 6 C(t).
Let t6 I, Consider two cases:
Ve can assume that r is the least natural number which i 1 k, has the above property. We obtain from the condition 1° that there exists 7 e Z for whioh 7 » wtxere u = 01
Notice that for all seC(t) there exists p>0 such that a p (s) = u. In reality, let seC(t) then there exist natural m, n such that a m (a) «=a n (u). Let natural 1 be such that lr ^ n then «lr-n+m^, m o[ lr-n + n (u) , a rl (a) " a since a r (u) = u. Let seC(t), s 4 u. Assume that p is the least natural number such that a p (s) -u, then we define
We obtain
so x is a solution of (1) on C(t). II. The case I is not fulfiled. This means that
Let y Q be an arbitrary fixed element of X and be a solution of the equation 
Jx(t) -f(t,x(oc(t))), t € I jx(t) » h(t), t e J -848 -
has a solution defined on I. The above conclusion follows immediately from the proof of Theorem 1. If we introduce a certain structure on the set X, then we can change the assertion 2° of Theorem 1 to a more natural one: Theorem 2.
Suppose that X is a compact metrio 3« that space and the assertion 1° of Theorem 1 is fulfilled. Assume
where C[X,X] is the set of all continuous functions from X into X. Then there exists a solution of (1) 
Since X is a aompaot metric space, we can choose a subsequence {y£} of the sequence {l k } such that 
respectively, then Theorems 1 and 2 are also true* If we change the assumptions about the structure of the set X, then we can prove the existence of a solution of (1) in a different way. Theorem 3. Let X be a convex and compact subset of a local convex spaoe V. Assume that f(t,*) e C[X,X] for all tel.
Then there exists a solution of (1) is a compact and convex subset of the local convex spaoe 7(1,W).
Let P: SF(I,X) -&(I,X) be the function defined by the formula (Fx)(t) = f(t,x(o<{t))).
Elements of the subbase of 7(1,X) are of the form Ut ={x: x e 7(1,2), x(t)eu}, where U is an open set in X. We get P" 1 (Ut) = {x: FxeUt} = {x: (Fx) (t) e u} = { xs f (t ,x(<*{ t))) e u} = = {x: P t (x(<xj(t))) e u} = { xs x(«(t)) 6 (FVtU)} = -^'^»ait) for tel. F* is a continuous function, so ((F* )~1 (U)
t j is open for all te I and open U c x. It follows from the above that F is a continuous function.
From the generalization of Schauder's fixed point theorem on local convex spaces (see C1], p.71) it follows that there exists a fixed point x of the function F
