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A QUALITY CONTROL MODEL WITH LEARNING EFFECTS
ABSTRACT
The model of this paper is used to explore the idea of "quality-based
learning." The basic idea is that firms producing higher quality products
may attain faster learning rates and faster cost reduction than firms
producing lower quality products. Such a phenomenon could result from the
added care and scrutiny, required for high quality production, which may
uncover sources of production problems and improved production methods or
techniques.
The model presented extends a variant of the classic quality
control/machine maintenance model. The extension captures the idea that
operators of a production process may be able to discover and eliminate
defects in the system if, during an inspection, they find the process to be
"out of control." Thus, the distinguishing feature of the model is that one
inspects the process not only for the purpose of repairing the machine, but
also in the hope that the machine will be "caught in the act" of producing
defective output, so that a (potentially fixable) source of problems is
uncovered.
We derive optimal inspection policies for this model and then compute
the "cost of myopia," that is, the cost of being ignorant of the learning
process, for a few numerical examples.
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A QUALITY CONTBROL ODEL WITH LRNIT.P N EFFECTS
There is now a significant amount of evidence that many Japanese
manufacturing firms have higher quality products and lower unit costs than
their American competitors. (See, for example, Abernathy, et al. [19811 on
the auto industry and Garvin [1983] on the room air conditioner industry.)
To help explain how one firm can have both higher quality and lower costs
than its competitors, this paper describes and explores the idea of
quality-based learning, introduced in Fine [1983a, 1983b]. The basic idea
behind quality-based learning is that firms producing higher quality
products may attain faster learning rates and faster cost reduction than
firms producing lower quality products. Such a phenomenon may result from
high levels of operator care and scrutiny, which are often required for high
quality production. This care and scrutiny may uncover sources of production
problems and improved production methods or techniques that would otherwise
go undiscovered.
Fine [1983b] presents a model that explores the effects of a
quality-based learning curve on optimal production, pricing, and quality
policies. In that model, product quality is the firm's principal decision
variable and serves as a proxy for an array of quality-related activities.
The model presented here treats product quality as the output of more
"primitive" decisions rather than as a decision variable itself. Here, the
decision focus is on inspection policies in a model that extends a variant
of the classic machine replacement/quality control model developed by
Girshick and Rubin [1952]. Pierskalla and Voelker [1976] and Monahan [1982]
survey the literature spawned by the Girshick and Rubin paper.
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We present a model that describes an imperfect production process, i.e.,
one that produces defective items at times. The process may produce
defective items for any of a large number of reasons, such as poorly
designed or poorly constructed materials and/or components, substandard
workmanship, faulty or poorly maintained equipment, product or process
design problems, or ineffective process controls.
In this model, the production process can be improved through
"quality-based learning" by the operators who are responsible for the
process. Tight quality control standards enforced by intensive inspection
procedures, although costly in the short run, will lead to faster learning
and thus lower failure costs (in the long run) than will loose quality
standards. Cost reduction occurs because intensive inspection and analysis
of defects will lead to discovery of particular problems in materials,
workmanship, equipment, design, or controls which, once recognized, can be
wholly or partially solved. That is, high intensity inspection is likely to
uncover "bugs" and problems that otherwise might not have been discovered,
and which, once discovered, can be fixed.
The paper is organized as follows: Section 1 describes the model
formulation for a single production station. Section 2 analyzes the form of
the optimal inspection policy when no learning is possible. Section 3
analyzes the same problem under the assumption that quality-based learning
is possible. This section contains the principal analytical result of the
paper: Even in a learning environment, the optimal policy takes the simple
form of using a cutoff rule, as is optimal in the no-learning case of
Section 2. This result is used in Section 4 to calculate the cost of
myopia, i.e., the cost of ignoring learning effects and (consequently)
suboptimizing on quality levels. Such calculations would be
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(computationally) significantly more difficult without the result that the
optimal policy takes this very simple form. Section 5 contains a discussion
and conclusions.
1. ODEL FORMULATION
Imagine a work area, a machine, or a series of machines with human
operator(s) which has an input inventory of materials or components and an
output inventory of finished goods. Call this work area the station. This
station is assumed to be in either of two states, "in control," or "out of
control," denoted respectively by I and 0. Time is indexed by the
production of output; each unit produced advances the clock by one. Let
Xt denote the state of the station immediately prior to the inspection of
the tth unit, and let Xt denote the station's state following any
inspection at time t but before production of the tth unit. Thus,
Xt 0 (Xt 0) means that the state before (after) inspection at time t
is "out of control." We assume that the state of the station evolves as a
two state, time homogeneous Markov chain with transition matrix:
I 0
I /-h(n) h(n) 
where 0 < 1-B < 1 and 0< h(n) < 1 and > h() for all negative
where O < ~ < 1 and O < h(n) < 1 and 8 > h(n) for all non-negative
integers n. The symbol n will serve as an index of cumulative learning and
will be elaborated on shortly. The assumption that > h(n) means that
the probability that the station is out of control in the next period is
higher if the station were out of control the previous period than if it
were in control. When the machine is in control at date t, the probability
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that unit t is defective is ql. When the machine is out of control, the
tth unit is defective with probability q2. We assume that defectives
are more likely when the system is out of control, i.e., ql < q2.
In virtually all of the many variants of this basic quality
control/machine maintenance model, it is assumed (e.g., see Monahan 1981])
that B = 1. That is, it is assumed that once out of control, the production
station cannot go back into control without some type of managerial action.
Such an assumption implies an unnecessarily narrow view of the model and the
meaning of "in control" and "out of control." Mathematically, the states of
being out of control and in control are only distinguished by the fact that
defectives are more likely when the station is out of control than when it
is in (i.e., q2 > ql) ' One could think of a number of transient
(i.e., self-correcting) events that might temporarily increase the frequency
of defectives at a production station. For example, operator-related
problems such as illness, low motivation, or inebriation could easily cause
the frequency of defectives to increase temporarily. Alternately, a bad
batch of raw material inputs could raise the defective rate for the duration
of that batch, followed by a return to a lower defect rate. Each of these
situations is quite plausible and can be modelled by assuming that < 1.
Before producing the tth unit, the firm must decide whether or not to
expend c (> 0) dollars to inspect the station and learn whether it is, in
fact, truly out of control. We denote the firm's action by at; at 0 °
means "do not inspect" and at 1 means "inspect." If the inspection
action is taken and the station is found to be in control, then the station
will be in control for the production of the tth unit. If the inspection
reveals that the station is out of control, then it is adjusted back into
control, and the operator(s) gain some knowledge about the source of the
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problem that caused the station to go out of control. The operator(s) then
use this knowledge to make an improvement in the process.
The key assumption here (which does not always hold in practice, of
course) is that learning takes place only when the station is inspected and
it is out of control. The idea is that checking the station when it is out
of control enables the operator to discover a bug or problem in the process
and fix it. We capture this in the model by letting h(.) be a decreasing
function of n and incrementing n by one each time the station is inspected
and it is found to be out of control.
In this model, we use h(n), the one period probability that the station
will go from "in control" to "out of control," to represent station or
process quality. For the remainder of the paper, we assume that h(.)
takes the form h(n) yn h(O) where 0 < y 1 and
O < h(O) < 1. (We make this assumption for ease of notation only. All
of the results are true for any decreasing h(*) function.) The assumption
that h(n) ynh(O) implies that when a learning opportunity arises
(i.e., when the station is inspected and found to be out of control) the
extent of the decrease in the one step probability that the station goes out
of control is deterministic. Further, the proportional improvement is a
constant, y. One way to interpret this is to think of the station as
having a sequence of "layers" of quality problems. Each layer must be
discovered and fixed before the next layer of problems can be uncovered.
As soon as the tth unit has been produced, the quality of that unit
(denoted by Yt) is costlessly observed. Each unit is found to be either
defective (Yt - D) or nondefective (Yt ' N). The probability that item
t is defective given that the station is in control at time t will be
denoted by ql, i.e., P{Y DIXt - I} ql. Similarly, we use
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the notation P{Y - DIX t 0 q2 and assume 1 > q > ql > 0.
Each defective item costs the firm d (> 0) dollars.
Let At - 1 if and only if the inspection action was taken (at - 1),
and the station was found to be out of control (Xt - 0). Thus, At - 1
if and only if "learning took place" at time t. Let
Ht= X0, al'Al' Y, a2, A2, Y2, ..., at, At}
denote the "history" of the process immediately preceding the observation of
the output at time t. Let
Pt- {Xt - 0 I H} .
Thus, Pt is the probability that the station is out of control after the
inspection decision of time t has been implemented (at = 1) or foregone
(at 0 ), given the history of the process up to that time. Note that
Pt 0 if at ' 1, and Pt P{t OIHt-l Yt-l if a t 0.
That is, if the "inspect" action is chosen (at - 1), then the station will
be in control for certain, either because it was found to be in control or
because it was adjusted into control. And, if the "do not inspect" action
is chosen (at 0), then no additional information is made available to
update the probability that the state is out of control.
If Pt p, then after the production of the tth unit and observation
of Yt (the quality of that unit), we update the probability that the
station was out of control at the time of production by the use of Bayes'
rule, yielding
p{Xt ' OIH , Yt D} - q2p
q2 p+ql(l-p)
if a defective (Yt ' D) was observed. Similarly,
p{Xt OIHt, Yt - N} (l-q2)P
t t (-q 2) + (1-ql) (l-p)
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if a nondefective (Yt = N) was observed. We then use the transition
matrix (1.1) to compute the post-production probability that the station
will be out of control for the next unit, i.e.,
P{Xt+1 = OIH t, Yt= D} = q2p + h(n) ql(1-p)
q2p + ql(l-p)
or
P{Xt+l OIHt' Yt N} = 0(l-q2)p + h(n) (-ql) (l-p)
(l-q 2 )p + (1-q 1 ) (l-p)
The station model, as formulated, is a partially observable Markov
decision process that can be solved (see, e.g., Monahan [1981]) as a dynamic
program with Pt and the current value of h(n) as the state variables.
Since c is the cost of inspection and d is the cost of a defective,
C(Pt,at) ate + [q2Pt + q(1-Pt)]d
is the (expected) period t cost of taking act at when the state is Pt.
The objective for the infinite horizon discounted problem with discount
factor a < 1 is to minimize
co
| a t - 1 E{C(Pt,at)lPo, h(O)}
t-l
over all admissible policies, where a policy is any (measurable) non-
anticipatory rule for choosing actions. Let p denote the current
probability that the station is out of control and r the current value of
h(n), which is the probability that the station will be out of control next
period, given that it is currently in control. Also, let W(p,r) be the
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optimal value function for an infinite horizon discounted problem with
discount factor a < 1. Then it is well-known (see Blackwell [1965])
that W(p,T) is the unique solution to
W(p,) min{I(p,), N(p,)} , (1.2)
where
I(p,n) - c + qld + a[pW(yn, y) + (l-p) W(r, r)] (1.3)
is the value of continuation if the station is inspected, and
N(p,) - [q2p + q(1-p)]d + aW (q2 + q1(1-p) 
q2P + ql(l-p)
+ a[(l-q2)p+(l-ql)(l-p)]W e(1-q2)p + n(l-ql)(l-p) A (1.4)
(1-q2)P + (l-ql)(l-p)
is the value of continuation if the "do not inspect" action is taken.
To ease the notational burden, the following abbreviations will
sometimes be used. The probability that the station is out of control,
given that the prior probability that the station was out of control was p
and a defective (nondefective) item was just observed, and the one stage
probability that the station will go out of control is , will be denoted
as
P(p) P -t+l OIP ' p , Yt D} q2p + ql(l-p) (1.5)
q2P + qlM1-p)
and
P p) = P {Xtl - Pt ' p Y N} (-q 2)p + (1-ql)(-p) .6)(l-q2)p + (1-q1) (-p)
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In addition, the probability of observing a defective (nondefective) item,
given that the prior probability that the station was out of control was p,
will be denoted by qD(P) (qN(P)). That is,
qD(p) - P{Yt = DIPt = p} ql(1-P )
and
qN( p ) - P{Yt ' NIPt - p} qD(P)
These abbreviations allow for the more compact expression of (1.2), (1.3),
and (1.4) as
W(p,) = min{c + qld + a[pW(y,yr) + (l-p) W(,n)] 
qD(P)[d + aW(P(p), Tr) + qN(P) aW(P(p), )
2. THE NO-LEARNING" MODEL
Before examining the effects of learning opportunities on the optimal
inspection policy, it is useful to analyze the "no-learning" case as a
benchmark for comparison. This case is modelled by letting y ' 1. That
is, the probability () of going out of control in one period is constant
and cannot be decreased.
In this case, since is a constant, p is the only state variable, so
the optimal value function can be written as
V(p) - min{I(p), N(p)}
where
I(p) - c + qd + aV(r) , (2.1)
and
N(p) - qD(P)[d + aV(P;(p))] + qN(p) aV(P(p)) . (2.2)
(We use V(s) for the optimal value function in the no-learning case.) For
any given value of W c [0,1], the optimal policy is to inspect if and
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only if the current probability (p) that the station is out of control
exceeds a critical value, p*(T). Variations of this result, well-known in
the literature, are surveyed by Monahan [1982]. For completeness, and for
later comparisons with the results of Section Three, the result is proved
here as Theorem 1.
Before proving that theorem, the following lemmas' will be needed.
Lea 1:
(a) P;(p) is strictly increasing and concave in p,
(b) PN(p) is strictly increasing and convex in p,
(c) P(O) - PN(O) and P(1) P(1) - , and
(d) P(p) > P(p) for all p c (0,1)
These two functions are illustrated in Figure 1.
[Place Figure 1 about here]
Proof (a) From the definition of P(p) in (1.5), we get
dPr(p) [q2p + ql(1-p)] [Lq 2-ql] - [q2p + ql(-p)] (q2-q1)
dp [q2 p + q1(-p)] 2
=(- ) qlq2 > 
[q 2p + ql(-lP)]2
/1
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Figure 1: The posterior probabilities that the station is out of
control, given a defective (PD(p)) or a nondefective
(P(p) ) (N '
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·
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because B > . Also,
2 32d (p) . 2(-) qlq2(q2 -ql ) < 0 since O > ~, and q2 > ql 'dp [q2P ql (l-p)]
(b) Similarly, from the definition of P(p) in (1.6), we get
dPN(p) . (2-) (1-ql)(l-q2 ) > 0 
dp [(l-q2)p + (1-ql)(l-p)]2
and
2nd P(p) . -2(6-n) (1-q2)(l-q 1)(ql-q2) > O
dp 2 [(l-q2 )p + (l-ql)(l-p)] 3
(c) Follows immediately from the definition of PD( ) and PN(. )
(d) Follows immediately from (a), (b), and (c). 
Lea 2: The optimal value function, V(p), is nondecreasing in p.
Proof: Let V(p,n) denote the n-period finite horizon optimal value
function. That is, let
V(p,l) - min {c + qld, [q2p + ql(1-p)]d }
and let
V(p,n) - min{c + qld + aV(n,n-l),
qD(P)[d + aV(PD(p), n--1)1 + (1-qD(P))aV(PNp), n-l)}
for all nonnegative integers n > 2. The function V(p,l) is nondecreasing
in p because q2 > ql1 Assume V(p, n-l) is nondecreasing in p. Then
V(p,n) is nondecreasing in p by the induction hypothesis, Lemma 1, and the
fact that qD(p) is increasing in p. Since V(p,n) is nondecreasing for all
n, V(p) is nondecreasing by the standard limiting argument as n + ~ with
a contraction mapping (see, e.g., Ross [19701). 
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Corollary 1: The expected cost from not inspecting, N(p), is strictly
increasing in p.
Proof. Follows immediately from Lemmas 1 and 2 and the definition of
N(p). 0
Theorem 1: For each ce [0,1], there exists a unique p*(T) such
that p*(r) e (0,1] and V(p) is minimized by choosing to inspect if and
only if p > p*(T).
Proof: Since
V(0) min{I(0), N(0)}
= min {c+qld+ caV(7), qld+ aV(r) } ,
it is clear that N(0) < I(0) and the optimal act at p - 0 is to produce
without inspection; that is, a*(O) 0.
Both N(p) and I(p) are continuous in p (by an easy induction argument
followed by the usual limiting argument), and I(p) is constant in p while
N(p) is increasing in p (Corollary 1). Therefore, either N(p) < I(p) for
all p [0,1], or there exists a unique p*E(0,1) such that N(p*) - I(p*)
and N(p) < (>) I(p) for p < (>) p*. In the former case (i.e., when N(p) and
I(p) never cross), we set p* 1. 0
The next result (which has not appeared previously in the literature)
deals with how the optimal inspection policy changes with changes in the
"quality" of the system, represented by .
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Theorem 2: Stations with lower quality (higher r's) have higher optimal
cutoff inspection points p. That is, dp*()/d > 0.
Proof: The optimal cutoff point, p*(n), satisfies N(p) - I(p) - 0,
where N(-) and I(') are defined by (2.1) and (2.2). By the Implicit
Function Theorem,
dp*(T)/d" '- [dN(p)/d - dI(p)/d] dN(p)/dp - d(p)/dp
Since dI(p)/dp 0 and dN(p)/dp > 0 by Corollary 1, the denominator is
positive. The numerator equals
a[V'() - ql(l-p*) V'(PD(p*)) - (-ql)(l-p*) V'(PN(p*))]
Since V(*) is concave and and < PN(p*) < P(p*), the
numerator is positive. Therefore, dp*()/dw > 0. (The concavity of
V(-) is proved for the (more general) learning case in Proposition 1 in
the Appendix. The proof for the no-learning case, which is needed here, is
identical to the proof of Proposition 1.) 
The intuition behind this result runs as follows. The inspection
decision is made (roughly) if it will "pay for itself" (i.e., cover the
inspection cost, c). It is easy to verify (by direct differentiation and
the use of Lemma 2 and Proposition 1) that aV/a > 0 and a 2v/apa < 0.
That is, the optimal value function is nondecreasing in T and the slope
(with respect to p) of the optimal value function is nonincreasing in T.
Figure 2 illustrates the optimal value function (denoted V(p,r)) as a
function of p and . Since the slope of V in p is greater for smaller
values of , the "investment" of c in an inspection is "covered' at a
lower level of p for lower values of . Thus, the optimal cutoff point
increases in , i.e., dp*(n)/d > 0.
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[Put Figure 2 about here.]
One might think that this result is somewhat unintuitive; that one would
expect to "watch more closely" (inspect more frequently) a lower quality
station than one of higher quality. But this intuition is not contradicted
by the result. For a lower quality station, a given sequence of defectives
and nondefectives will yield a greater posterior probability that the
station is out of control than will the same sequence for a higher quality
station. Thus, it is possible that, with the same sequence, the lower
quality station will reach its critical number before the higher quality
station does. In this case, we would say that the lower quality station is
watched "more closely." Another interpretation, is that the expected time
between inspections is smaller for the lower quality station. We conjecture
that this is so -- that if, with a higher quality station, a certain
sequence of defectives and nondefectives causes an (optimal) inspection at
some time, then that same sequence from a lower quality station triggers an
inspection at or before this time (where both are started in control, and we
mean the time of first inspection). We are unable to verify this conjecture
analytically, but it has been verified in a few cases computationally, as
discussed in Chapter Four, Section Two of Fine [1983a].
3, THE OPTIMAL INSPECTION POLICY WITH QUALITY-BASED LEA.NIBR
This section explores optimal inspection policies under the assumption
that quality-based system improvement is possible. This case is
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significantly more difficult to analyze because, when y < 1, W(p,r) is
not nondecreasing in p -- costs may be lower when the station is more likely
to be out of control. To see this, note that at high values of p, say p'
near 1, it will often be optimal to inspect the station (because it is
"likely" to be out of control). Suppose it is optimal to inspect both for
p' and for p" > p'. (We will later show that there is a single critical
number optimal policy.) Then having a posterior p" will give a lower cost
because learning, which improves system performance (lowers costs), is more
likely at p". Thus, W(p,r) is decreasing in p for values of p near 1.
(By comparison, when learning is not possible, once the decision is made to
inspect, the cost is constant in the current level of p. It costs c to
inspect and then the station will be in control, irrespective of p.)
Because W(p,n) is not monotone in p, the simple proof used in the
no-learning (y - 1) case to derive the optimal policy will not work here.
Although W(p,n) is not nondecreasing in p, it can still be shown that
the structure of the optimal policy is to use a cutoff, as in the no
learning case. The proof requires showing that I(p,w) is linear and
decreasing in p, N(p,n) is concave in p, and the two functions only cross
once on the interval [0,1], as depicted in Figure 3. The most
[Place Figure 3 about here ]
difficult part of this proof is to show
Theorem 3: W(T,T) > W(ya,yv) for 0 < y < 1, 0 < < 1.
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This theorem states, that when learning is possible, the minimum
infinite horizon expected cost after inspection (and learning) is larger
with a larger single period probability of going out of control. (This may
seem intuitively obvious, but it is nontrivial to demonstrate.)
Proof: This theorem is proved with a series of propositions in the
Appendix. An intuitive "roadmap" of these propositions is described here.
For integers m > 1, let Wm(n,n) and Wm(yr,yT) be m-period
(finite horizon) optimal value functions. It is easy to show that
Wi,() > Wl(yr,yr). Assume that Wk(,a) > Wk(y,yr) for
1 < k < m-1. Then it must be shown that Wm(,or) > Wm (yn,yn)
and Wm(,) - W(n,r) as m + a. The second step is the standard
limiting argument. The first step is nontrivial, however, because the
number of periods to the first regeneration (inspection) in the optimal
policy is a random variable that depends on the sequence of defectives (D's)
and nondefectives (N's) observed. Further, the probability distribution
over such sequences is not the same in the (,) process as it is in the
(yT,yn) process. So, for a given state of the world (sequence of N's
and D's) the optimal regeneration times will, in general, be different for
the two processes. In particular, it may be optimal to wait longer to
inspect in the (yr,y) case and accept more D's before inspecting than
in the (,) case.
The key to the proof is the observation that for any n > 1, the
probability distribution over sequences of N's and D's of length n generated
by the (yn,yT) process prior to the first regeneration can be
transformed (by a randomization process) into the probability distribution
that obtains from the (,rr) process. Further, this transformation has a
It
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special characteristic. Given any sequence of N's and D's generated by the
(yn,yn) process, the sequence will be "garbled" into one which has no
fewer defectives in total and has no nondefectives in places where the
original sequence has a defective. That is, given a sequence of N's and D's
from the (yT,yr) process, the sequence is garbled in the sense that some
of the N's will (randomly) be changed into D's. This randomization is
carried out so that the probability distribution over the garbled
(yr,yn) sequences is the same as the probability distribution over
(hr,) sequences. And, this garbling can be carried out in
nonanticipatory and "cumulative" fashion. That is, the probability that an
N is converted into a D at some time depends only on the history of the
process up to that time. (The use of the term "garbling" in this paper is
consistent with the "ordinary usage of the term" described by Marshak and
Miyasawa [1968].)
With this garbling result (Proposition 4 in the Appendix), the proof that
W(r,r) W(yrr,yn) (Theorem 3) is straightforward. The function
Wm(yu,yn) is less than or equal to the expected cost in the m-period
problem with initial states of (yn,yn) under the following (randomized)
policy. Given any sequence of N's and D's from the (yn,yr) process,
simultaneously garble it and apply the optimal policy under the (,n)
process given the garbled sequence. Continue this until the first
regeneration (inspection) under this policy. Once a regeneration occurs,
revert to the optimal policy (under the (yn,yr) process) for the
ungarbled process. The probability distribution for regeneration times
under this randomized policy on the (yn,y) process is exactly the same
as the probability distribution for regeneration times under the optimal
policy for the (,n) process, because the garbled sequences have the
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same distribution as the sequences in the (,n) process. The expected
cost of following the randomized policy for the (yT,yr) process is less
than wm(r,) because:
(1) At any regeneration time the (,n) process will have generated
no fewer (costly) defectives than the (yn,yn) process generated
to get the same regeneration time. This follows because the
garbling only acts to change N's to D's.
(2) By the induction hypothesis, the value of continuation after
regeneration in the (yr,ya) process is strictly less than the
value of continuation in the (,n) process by the induction
hypothesis.
Therefore, W(,) > W"(yn,yr), and the result follows by the
usual limiting argument.
The principal result of this section is that (even when y < 1) for
all (0,1], there exists a p(r) such that the optimal inspection policy
for the quality-based learning model is to inspect if and only if the current
probability that the station is out of control exceeds p(). This result is
stated and proved as Theorem 4.
Theorem 4: For each i e (0,1], there exists a p(n) where
0 < p(ir) < 1, such that W(p,r) is minimized by choosing to inspect if and only
if p > p(R).
Proof: At p 0,
N(O,A) qld + aW(r,r) < c + qd + aW(,rr) - I(0,n)
III
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so it is optimal not to inspect. Since N(p,n) is concave in p
(Proposition 1 in Appendix) and I(p,r) is linear and decreasing in p
(Theorem 3), it suffices to show that N(p,r) and I(p,T) cannot cross
twice on the interval p c 0,1].
A sufficient condition for the result (see Figure 3) is
N1(1,r) > I(l,n). That is, the slope of N(.,n) at p 1 is
greater than the slope of I(*,n) at p 1. Using equations (1.3) and
(1.4) gives the following partial derivatives:
N1 (p,) ' (q2-ql) [d + aW(PD(p),n) - aWPN(p),)]
+ aWl (PD(p),T) 1 qq 2 + c I (P ( p),n ( 1 l 2
qD(P) qN(P)
and
I1(p,) ' a[W(ynr,yr) - W(r,)] .
IT T
Since P(1) PN(1) ' , N ( 1,n) - (q2-ql)d + i 1(B,n)(B-1). So we must
show that
aWl(B,T)(B-) + (q2-ql)d > a[W(yn,yr) - W(n,)] . (3.1)
Inequality (3.1) is analyzed in three cases.
Case 1. I(B,n) < N(,), i.e., inspection is optimal at (B,n). In
this case, W(B,r) I(B,n), so W1(G,) - a[W(yn,y¥) - W(n,W)] .
To see that this implies (3.1), first note that
[a2(B-) - a] [W(yn,yu) - W(w,)] + (q2-ql)d > 0. (3.2)
The first term is positive because 0 < a < 1 and 0 < B-n < 1 and
by Theorem 3. The second term is positive because q2 > ql. Adding
c[W(yw,yn) - W(n,n)] to each side of (3.2) gives the desired
result.
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Case 2A. I(B,i) > N(B,n) and I(l,r) < N(1,), i.e., non-
inspection is optimal at (B,n), but inspection is optimal at (1,I).
Since W(p,) is concave in p, W1(,) > W(l,r). Since
I(l1,) < N(1,), W(1,) - a[W(yn,y)-W(T,n)]. Therefore,
U(B-1) W(B,6) + (q2-ql1)d > (0-) W(1,T) + (q2-q1)d
. 2(L-n) [W(yn, yrr) - W(T, )] +
(q 2 -ql)d
> a[W(yn,ynI) - W(T, )] 
The last inequality was proved in Case 1.
Case 2B. I(B,) > N(B,r), I(l,) > N(l,r), i.e., non-inspection is
optimal at (,n) and at (1,r). Let
n-1
h(p,n) - an(c _l)n W1(p,n) + (q2-ql)d * E a (B-n) .i
i-0
Then (3.1) is equivalent to h(B,l) > a[W(yn,yn) - W(n,n)]. By concavity of
W(p,Tr) in p, h(B,n) > h(l,n). Since N(l,r) < I(l,), we get W(l,T) -
N1( 1,n) - a(B-r)W1 (, ) + (q2-ql)d . This implies that
n-2
h(l,n-1) (n-l(B-)n- [a(B-)W 1(B,) + (q 2-ql)dl + ai( - (q 2-ql)d
i-o
- h(B,n)
So, for all nonnegative integers n, h(a,n) > h(l,n) h(B,n+l). Since
lim h(B,n) - (q2 -ql)d > 0
n *1-a(B-) ,
we have
h(B,1) > (q2-ql)d (by monotonicity of h in n)0- (a(se-)
> (since q2 > ql, a < l)
(by Proposition 3 in Appendix). 
III
> aW(yRr,yr - WT' .ff) 
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Thus, the optimal policy, even in the learning case, is to use a cutoff
policy. That is, it is optimal to inspect if and only if the current
probability that the station is out of control exceeds the "cutoff" value of
p(w). The simplicity of this decision rule plays a key role in the
simulations and the computation of the cost of myopia in the next section.
4. COPUTATION: THE COST OF MYOPIA
In this section the station model is further explored by computing
optimal policies and optimal value functions for several numerical
examples. Results from these calculations are then used to simulate the
activity of a station over a long but finite horizon. This approach allows
us to calculate the cost of "myopia" in decisions about product quality.
That is, we calculate the cost of using policies that ignore the potential
for learning in an environment where the learning is, in fact, possible.
The cost of myopia turns out to be quite sensitive to the other parameters
in the model. For some parameter values, costs can be reduced by more than
half if learning effects that are being ignored are taken into
consideration; for other values, the loss is negligible.
Table 1 lists the sets of parameter values that were used in the
computations. For each of the nine parameter sets listed (I-IX), the
optimal value function (at p 0) and the optimal cutoff value, i.e., the
optimal inspection policy, were calculated as a function of y and (for
y - 0, .25, .5, .75, 1; r ' 0, .1, .2, ... , .9, 1), assuming that the
station started each time in the "in control" state. While not a full
factorial design on all parameters, this set of parameter values does yield
interesting insights into the cost of myopia.
Before turning to the results, we will briefly describe the computation
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procedure. For each set of parameter values (I-IX in Table 1), the optimal
cutoff probabilities, (y,n), and the optimal value functions were
calculated by a (discrete approximation) policy improvement algorithm. For
each y, values were calculated for the set {(p, )lp = 0, .1, .2,
..., 1.0; ' = 0, .1, .2, ..., 1.0}, using linear interpolations of the
value functions for values of (p,r) not in this grid. This was done for
y=O, 0.25, 0.5, 0.75, 1.0.
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Parameter
Set ql q2 a c d
I .1 .5 .9 .9 1 3
II .1 .5 .9 .9 3 3
III .1 .9 .9 .9 1 3
IV .1 .9 .9 .9 3 3
V .3 .7 1.0 .9 3 3
VI .3 .7 1.0 .9 6 3
VII .3 .7 .9 .9 1 3
VIII .3 .7 .9 .9 3 3
IX .3 .7 .9 .9 3 1
ql probability of a defective when the station is in control
q2 - probability of a defective when the station is out of control
E - the one-stage probability that the station stays out of control,
given that it already is out of control
a - the discount factor
c - the cost of inspecting the station
d - the "failure" costs related to the production of a defective unit
TABLE 1. Sets of Parameter Values used for Computation
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We define the cost of myopia as the cost of following a policy that
assumes no learning is possible (i.e., station quality is fixed and y =
1), when, in fact, learning is possible
(i.e., y < 1). The reason for doing this is to get some idea of how
costly it is to be ignorant of quality-based learning when choosing
inspection policies.
This issue can be treated analytically for some sets of parameter
values. For others, it is necessary to resort to simulations. Let
Wo(y,n) be equal to the optimal value function when the initial state
is p = 0. (The subscript "o" is mnemonic for optimal.) Consider the
"myopic" policy of using the policy p(l,w) when y < 1 (i.e., using the
policy that is optimal when no learning is possible, when, in fact, learning
is possible). Let Wm(y,n) be the myopic value function (when the
initial state isp = 0) generated by using the myopic policy. Of course, we
have W(y,n) < Wm(y,n), in general. We assume that learning
takes place when using the myopic policy, and that the myopic policy
employed is that policy optimal for the current value of ir and y 1.
"Myopia" here means inattention to or ignorance about the process by which
learning takes place; hence less than optimal rates of inspection are
employed. It does not mean that what is (accidentally) learned is ignored.
One measure of the cost of using this (suboptimal) myopic policy is
percentage loss, which will be denoted by L(y,n). This function is
calculated as
L(y,) Wm(Yn) W(y,n) x 100 . (4.1)
W (y, r)
O
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Whenever myopia prescribes the policy (l,n) 1, learning can never
occur (because the station is never inspected), so Wm(Y,n) W(1,7)
for the parameter values for which this occurs. In such cases, we can use
the already computed values of W (y,r) (computed by the Policy
Improvement Algorithm) to get a value for the percentage loss due to
myopia. In these cases, the value of L(y,r) is
W (1,r) - W (yr)
U(,-) 0( x 100y,
Wo(Yn)
If p(y,n) < 1, then we cannot compute L(y,) analytically.
However, U(y,) gives an upper bound on the value of L(y,) for any
set of parameter values. To see this note that
Wm(y,r) < W (1,) because the same policy is used in each case
but learning and station improvement can occur in the case when y < 1.
This inequality implies that L(y,r) < U(y,n).
There are six sets of parameters for which the optimal policy,
p(l,n), is equal to one for some values of (y,r). These six are
parameter sets II, IV, V, VI, VIII, and IX. What these six have in common
is that the c/d ratio in each of them is greater than or equal to one. In
the other three, c/d = .33. A high c/d ratio means that inspection is
costly, and will be performed less frequently than for lower c/d ratios.
Thus p(y,r) will tend to be high with high values of c/d.
We will refer to ql and q2 as the "information system" for the
station because these parameters determine the "information content" of the
events of having produced a defective item or a nondefective item. Since
ql is the probability of producing a defective given that the station is
in control and q2 is the probability of producing a defective given that
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the station is out of control, the amount of information contained in the
event that a defective or nondefective is produced is determined by ql and
q2'
If there is an h > 0 such that q2 = .5+h and ql = .5-h, then we
will refer to h as the degree of "discrimination" in the information
system. If h = .5, then the information system discriminates perfectly; the
quality of each item produced reveals the state of the station. If h = 0
(zero discrimination), then the quality of the items produced gives no
information about the state of the system.
Table 2 displays the values of L(y,r) , the percentage loss due to
following myopic policies, for the six parameter sets and the values of 
such that p(l,n) = 1. (The entries that have dashes are in the columns
where p(l,r) < 1 so that L(y,r) cannot be computed by equation
(4.2).) The percentage loss seems to increase with 7i and decrease with
y. Both of these effects accord well with intuition. When y is small,
learning benefits are large so that myopic policies that never inspect will
miss more valuable learning opportunities with small values of y. Also,
since the effect of reducing by the proportion is larger in absolute
value for larger values of , it is also reasonable that percentage loss
increases as a function of the starting state, n.
Several other relationships can be observed from Table 2. For example,
subtables II and IV suggest that percentage loss increases with increases in
q2' and subtables IV and VIII indicate that percentage loss increases as
discrimination increases. This is because the probability of getting a
defective (which is (q2-ql)p + qlwhen the probability that the station
is out of control is p) in any period increases in both q2 and discrimina-
tion. But a higher incidence of defectives does not increase the chances of
-27-
(q - .1, q2
.2
(ql .1, q2 
.2
Parameter
.5, = .9
.4
58.12
23.90
8.85
0
0
set II
, a - .9,
.6
76.09
26.10
6.55
0
0
Parameter set IV
.9, = .9, a - .9,
.4 .6
c 3, d 3)
.8
98.55
25.29
3.25
0
0
c 3, d 3)
.8
249.42
104.49
56.52
22.85
0
(q1 = .3, q2 =
.2
Parameter set V
.7, B 1.0, a - .9,
.4 .6
45.20 52.87
23.38 23.64
13.00 10.06
0 0
0 0
c - 3, d 3)
.8
58.93
22.38
7.30
0
0
Table 2
Percentage loss from following myopic policy in cases
where L(y,r) can be computed analytically
0
0
L(y,T)
.00
.25
.50
.75
1.00
L(y,1r)
.00
.25
.50
.75
1.00
L(y, )
.00
.25
.50
.75
1.00
1.0
125.05
30.00
2.33
0
0
1.0
297.12
110.78
57.30
20.52
0
1.0
69.23
23.50
2.33
0
0
0
-- -
II
-
S
--
~~~~~~" p ~~~~~'~~~~~- - - -----
- - - -
- - - -
- - - -
-I - -
-r - - -11
-- - - -~
- - -
- - -
- -·I - -I
·- - - -I
- -I - -r
- - - -·I
- - - -I ·-
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(ql = .3, q2 =
.2
23.59
15.19
8.49
0
0
(ql = .3, q2
.2
Parameter set VI
.7, B - 1.0, a = .9,
.4 .6
23.23
4.65
0
0
0
26.94
2.02
0
0
0
Parameter set VIII
= .7, = .9, a = .9,
.4 .6
30.81
12.83
4.48
0
0
40.27
14.91
3.65
0
0
c 6, d = 3)
.8
31.00
0
0
0
0
c = 3, d = 3)
.8
50.45
14.78
1.47
0
0
(ql = .3,
.2
0
0
0
0
0
Parameter set IX
q2 .7, B = .9, a .9, c 3, d 
.4
0.09
0
0
0
0
.6
1.92
0
0
0
0
.8
3.51
0
0
0
0
1)
1.0
10.05
0
0
0
0
Table 2 (continued)
Percentage loss from following myopic policy in cases
where L(y,n) can be computed analytically
0 1.0L(y, T)
.00
.25
.50
.75
1.00
L(y,)
.00
.25
.50
.75
1.00
37.50
0
0
0
0
0 1.0
60.84
17.35
0.93
0
0
0L(y,r)
.00
.25
.50
.75
1.00
0
0
0
0
0
II,
- - -
- - -
- - -
- - -
- - -
- - -
- - -
- - -
- - -
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inspection (and learning) under the myopic (p(l,r) = 1) policy, so higher
q2 and higher discrimination lead to higher losses due to myopia.
Comparisons of subtables V and VI and of subtables VIII and IX seem to
indicate that higher c/d ratios are associated with lower loss percentages.
This is reasonable because when c/d is high, the optimal cutoffs
(p(y,r)) are high so that the myopic policies are not too different from
the optimal policies. This reasoning cannot be followed too far, however,
because, as will be seen, percentage losses are also low when the c/d ratio
is low (e.g., c/d .33). This result obtains because even the myopic
policies prescribe frequent inspection in these cases since inspection is so
inexpensive. High percentage losses seem only to occur in a narrow range
when c/d is not so large that inspection is "almost never" optimal and is
not so small that inspection is "almost always" optimal.
Upper bounds and simulation generated estimates for the percentage loss
due to myopia (and the standard errors for those estimates) were calculated
for those parameter sets which do not lend themselves to the analytic
derivation of these quantities. For three parameter sets (I, III, and VII),
these calculations are exhibited in Tables 3, 4, and 5, respectively.
The upper bounds in those tables were calculated by using (4.2) and the
optimal value functions. These upper bounds can be compared to the
estimated loss percentages. To estimate the latter, for each set of
parameter values, the activity of the station was simulated over a long, but
finite, horizon which began with the station being in control. (Each finite
horizon problem was run for either 400 or 600 iterations. The horizon
lengths used were either 65 or 75 periods. Since .9 ( a) was used as the
65
discount factor and since 0.9 s .001, these horizon lengths are long
enough to get reasonably good approximations to infinite horizon costs.)
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Upper bound on percentage loss as a function of (y,n)
0
0
0
0
0
0
.2
43.27
30.25
17.33
9.22
0
.4
90.86
49.77
31.21
16.61
0
.6
141.15
70.79
42.92
21.80
0
.8
187.73
88.51
54.31
29.26
0
Estimate of expected percentage loss as a function of (y,n)
0
-0.58
-3.44
-0.96
-0.70
7.44
.2
2.71
-5.42
0.35
0.20
-2.00
.4
7.21
3.69
1.89
2.30
1.12
.6
4.95
2.84
4.69
2.41
2.75
.8
20.51
3.94
2.79
2.18
2.85
Standard error of estimate of expected
as a function of (,)
SE[L(y ,)] 0
326.09
88.72
32.30
155.48
66.46
.2
6.26
9.78
4.71
14.56
7.52
.4
6.62
4.74
3.52
3.02
2.90
.6
5.67
4.01
2.67
2.78
2.30
percentage loss
.8
6.93
3.31
2.62
2.17
2.06
Table 3
Upper bound and simulation estimate (75 periods, 400 iterations)
of expected percentage loss from using myopic policy for parameter set I
(ql -. 1; q2 .5; E -.9; a - .9; c - 1; d - 3)
U(y,T)
.00
.25
.50
.75
1.00
1.0
207.69
90.84
54.94
28.69
0
E[L(y,T)]
.00
.25
.50
.75
1.00
1.0
2.51
-2.21
-1.18
2.14
-0.11
.00
.25
.50
.75
1.00
1.0
6.88
3.20
2.50
2.14
1.83
__ __
"Il
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Upper bound on percentage loss as a function of (y,n)
0
0
0
0
0
0
.2
56.70
40.55
24.52
13.55
0
.4
137.42
76.45
48.35
25.59
0
.6
172.36
81.63
44.98
20.96
0
.8
192.83
77.62
42.37
17.95
0
Estimate of expected percentage loss as a function of (y,)
0 .2
-4.80
-3.16
5.96
-0.12
4.07
2.37
-0.36
-0.89
0.45
0.79
.4
7.71
6.73
5.66
7.42
-0.06
.6
1.69
-1.25
1.72
-0.48
-0.73
.8
2.30
-0.43
2.80
2.73
1.05
Standard error of estimate of expected
as a function of (y,r)
percentage loss
SE[L(Y,in)]
.00
.25
.50
.75
1.00
0 .2
130.50
58.85
133.42
217.40
131.48
4.49
3.33
2.92
3.21
2.97
.4
2.96
2.51
1.93
1.77
1.87
.6
3.15
1.82
1.50
1.31
1.21
.8
3.42
1.79
1.34
1.25
0.89
1.0
2.96
1.61
1.32
0.94
0.66
Table 4
Upper bound and simulation estimate (65 periods, 600 iterations)
of expected percentage loss from using myopic policy for parameter set III
(ql .1; q 2 -. 9; 8 -. 9; a - .9; c 1; d - 3)
U(y,ir)
.00
.25
.50
.75
1.00
1.0
207.69
74.14
41.81
16.43
0
E[L(y,) )]
.00
.25
.50
.75
1.00
1.0
0.31
-0.29
0.61
0.72
-0.30
__ ____ __ __
-------s__g*p
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Upper bound on percentage loss
0 .2 .4
0 20.82 40.36
0 15.15 24.13
0 9.00 16.04
0 5.15 9.06
0 0 0
as a function of (y,1)
.6 .8
59.79 76.18
35.23 44.64
23.24 29.82
12.78 17.50
0 0
Estimate
E[L(y,r)] 0
of expected
.2
percentage
.4
loss as a function of (y,T)
.6 .8
.00 3.13
.25 -1.78
.50 0.35
.75 4.96
1.00 -3.63
1.19
2.06
1.22
1.87
-0.77
1.52
1.85
4.93
-0.68
0.99
5.65 6.13
3.67 3.83
4.32 5.75 -
-0.55 4.67
-0.09 0.97 -
Standard error
SE[L(y,r)]
.00
.25
.50
.75
1.00
0
3.55
3.62
3.89
4.03
3.99
.2
2.43
2.44
2.55
2.40
2.45
of estimate of
as a function
.4
2.33
1.97
2.02
2.15
1.86
expected percentage loss
of (y,r)
.6 .8
2.50 2.89
2.32 2.06
1.91 1.85
1.69 1.60
1.51 1.34
Table 5
Upper bound and simulation estimate (65 periods, 400 iterations)
of expected percentage loss from using myopic policy for parameter set VII
(ql .3; q2 .7; .9; a .9; c 1; d - 3)
U(,)
.00
.25
.50
.75
1.00
1.0
81.82
45.93
30.42
17.32
0
1.0
1.09
0.10
-0.30
0.06
-0.69
1.0
2.65
1.90
1.72
1.45
1.24
__
-
-

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On each iteration (for each set of parameter values), two simulations
were run (independently) for the length of the horizon. For the first one,
Wo(y,), the total discounted cost using the optimal policy p(y,)
over the length of the horizon, was calculated. For the second one,
Wm(y,), the total discounted cost from using the corresponding
suboptimal, myopic policy (i.e., using p(l,r) when y < 1) was
calculated. These two numbers were then used to calculate L(y,7) via
(4.1). The values of L(y,r), obtained in this manner, were then summed
and divided by the number of iterations. The resulting statistic, which
estimates the expected percentage loss, is represented as E[L(y,n)] in
Tables 3, 4, and 5. The corresponding standard errors for these estimates
are represented by SE[L(y,r)] in those tables.
These tables show a great difference between the upper bounds on the
percentage loss and the estimates of the percentage loss. The upper bounds
for the percentage losses are similar in magnitude to the actual percentage
losses presented in Table 3, whereas the estimated percentage losses are
(almost without exception) not significantly different from zero. As
mentioned earlier, the reason the estimated percentage losses are so low is
because the c/d ratio is low (c/d .33) for these cases. Because of this,
even the myopic policies inspect frequently since it is so inexpensive to do
so. This results in rapid learning even under the myopic policies.
The numbers calculated in this section (and displayed in Table 3) tell a
striking tale. Percentage losses on the order of 100Z and more may be
suffered if quality-based learning effects are ignored and myopic policies
are followed. Potential efficiency gains of this size may sound quite
incredible, but a comparison of productivity between Japanese and American
XII- I-`-----
-34-
auto manufacturers (e.g., Abernathy, et al. [1981], National Academy of
Engineering [1982]) demonstrates that differences of this magnitude can and
do exist. Myopia or ignorance with respect to the cost-reducing effects of
high quality production may be very expensive.
5 SUMMARY AND CONCLUDING REMARKS
The model presented in this paper is a variant on the classic operations
research models of quality control and machine maintenance. It extends that
literature (surveryed by Monahan [1982] and Pierskalla and Voelker [1976])
by considering the possibility that the underlying characteristics of a
productive station/machine can be improved over time via a particular
learning process. The structure of the optimal policy for this model has
the same form as many of the models that preceded it: one should inspect
the station if and only if the probability that the machine is out of
control exceeds a critical level. This result is important because it
permits the computation of optimal policies for the study of the operating
characteristics of the model.
The result on the form of the optimal policy is exploited for
calculation of optimal policies for particular numerical examples. These
optimal policies are then used in simulations to study the cost of ignoring
quality based learning effects. The calculations show that these costs can
be quite large.
One contribution of this work is the introduction and exploration of the
concept of quality-based learning. At least on an intuitive level, the
notion that producing high quality products reduces costs faster than
producing low quality products seems to have significant explanatory power.
In addition, the work developed here provides a richer theory of
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quality--one that allows for dynamic learning effects--and a richer theory
of the learning (or experience) curve. Of course, few mathematical models
can hope to describe perfectly the phenomena they purport to study.
However, steps in the direction of more reality can help decision makers who
rely on these models. The principal managerial implication of this work is
that the cost of ignoring quality-based learning effects can be quite high.
--"-··I---- ·-n;aurar-··--------·-I ------------------
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APPENDIX:
Proof that W(,Tr) > W(yn, yO):
Let
Il(p,r) - c+qld ,
Nl(p,r) = [q 2 P + ql(l-p)]d ,
Wl(p,7) = min{Il(p,r), Nl(p,)}
In(pr) = c+qld + a[pWn-l(yyn) + (l-p) Wn-l (,)] 
Nn(p,) q(p)[d + awn-l(PD(p),T)] + qN(p) aWn-l(P(p),),
Wn(p,n) min{In(p,r), Nn(p,IT)}
be the finite horizon analogs of (1.2), (1.3), and (1.4) from Section one.
Proposition 1: The optimal value function W(p,n) is concave in p.
Proof. The single period optimal value function w l(p,r), is the
minimum of two linear functions. Therefore, it is concave. The n period
value of inspecting, In(p,r), is linear (and therefore concave) in p for
all n. Suppose Wn-l (p,) is concave in p. (In what follows,
subscripted functions represent partial derivatives.)
The first partial derivative
Nl(p,n) - aNn(p,)
ap
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(q 2-q )[d + aWn-l(P;(p),)] + (ql-q2 ) W- 1 (p)
n-i d(p) n-i 1r dPIT(p)
+ aqP(P"(p),r) dP(P) + WqD(P)W  N( p (p),P) 
dp 1 N dp
is used to calculate the second derivative,
Nl(p,n)
-. N (p,1) _ 2a(q2-q, ) W (p T(p),T) dPD (p)
2 1 Ddp
ap
+ aqD() fl(pD(p),7r)( dP(p) )2
dp
(Pn- (p), dPp)
+ 2(q,-q2) W1 (PN(P),) +dp
d2P(p )
+ aq (p)wl(p D
dp2
dp(p)
°qN(P) IW1 (PN(p), 1) ( N 
dp
2 
+ aqN(P) - (P(p), ) d 2
dp
This simplifies to
N (p,T) aWnl(P(p),n)[2(q 2 -q,) dPD(p) + q() d pD(p) 2 
dp
+ aWnl (Pn(p),r) [2(q-q 2) dP(p) + qN(P) d (p)
dp dp2
n-1 Tr dT
+ aqD(p) Wll (PD(p))( dP(P)) 2
dp
n-l- 11 dP(p) )2+ aqN(P) Wll (PN (),)( PN() )
dp
The first two terms of the above expression can easily (by simplifying the
bracketed terms) be shown to be equal to zero. The last two terms are
nonpositive by the induction hypothesis. Thus, Nn(p,r) is concave in p
for all n and so is W(p,r). The conclusion follows by the standard
.
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limiting argument on Wn(p,T). O
Let Sn denote a sequence (or "string") of N's and D's of length n. A
compact way to represent any such string is to use a base two numerical
representation with N's as zeroes and D's as ones. This idea is
operationalized as follows. Let i be a nonnegative integer. Then let
ak be the kth digit of the base two representation of i. That is, for k = 0,
i ik i1, 2, ...; a is defined by i = -0 ak 2 where ak =0 or 1 for each k.
Let S represent the first n digits of i in base two. That is, S =
n n
i i i F1 t s q n{(al, a2 ... a. For example, the sequence {Y, = N, Y2 = D, Y3 = N, Y4 = D}
would be represented by S4 .
For the purpose of Proposition 2, we will be interested in the
probabilities of sequences of N's and D's when the transition matrix has
h(n) = , "the (,y) process," and when h(n) y, "the (yr,yn)
process." To distinguish probabilities of strings for these two processes,
the notation
P7TSi and PY {So} will be used.
n n
Let Zij = E a ak. (The upper case symbol represents the usual
multiplication operator.) That is, Zij = 1 if the base two representation
of i has a one at every digit where the base two representation of j has a
one, and Zij = 0 otherwise. The garbling, to be constructed, (randomly)
transforms strings from the (yn, yr) process into strings that have no
fewer D's and are thus more costly. Thus, Zij = 1 if and only if the
string j from the (yn, y) process will be "permitted" to be garbled
into the string i from the (, ) process.
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Proposition 2: If Zij 1 and the station has not been inspected in the
past n periods, then
P1Tf X 015i} > pYT{X = OISJ }
n+l n - n+l n
for any positive integer n.
Proof: Since P{X1 OIPO } 'PO pT'{X1 OIPo}, the lemma is true for
n - 0. Assume it is true for n-l. (We will use yi(yJ) to denote
n n
the quality of the nth item in string i(j).) If Zij 1, then one of
the following three cases will obtain.
Case 1: Y = D and Y D
n n
In this case,
Pr{X olsi} - P(P{ u05s })
n+1 n D n n-i
by the definition of PD( )
> PD(PY {Xn - 01 })
-D n n-1
by the induction hypothesis and Lemma la.
> P (P {X'a -)
since pI(p) is increasing in T
- P(Xn+ 1 - OIS~}Pn(X~+l °lSn
Case 2: Yi D and Y - N
n n
Case 3: Y - N and YJ - N
n n
The proofs for Cases 2 and 3 are virtually identical to the proof for
Case 1, and are therefore omitted. 0
The next result, Proposition 3 states if Zij 1, then for any
positive integer n (assuming no inspection has taken place in the past n
---l-----rrru-----·I·---- --- --
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periods), the probability that the n+lst item is not defective given that
the string Si has been observed in the (, ) process is no greater
n
than the probability that the n+lst is not defective given that the string
Sj has been observed under the (yr, y) process. Intuitively,
this means that a process that has produced "few" defectives and has a
"small" chance of going out of control is more likely to produce another
nondefective than is a process which has already produced "many" defectives
and has a "large' chance of going out of control.
Proposition 3 is proved by using Proposition 2 which states that if
Zij = 1, then the station is more likely to be out of control given a
"defect-laden" string under the (,i) process than given a string with
fewer defects under the (yr,yn) process.
Proposition 3: If Zij 1, then
PT {Y - NIS } < PY7 = NISJ
n+l n - n+l n
for any positive integer n.
Proof. By the definition of q and q2,
T ({+1= NIS0 )} +1-ql)(l-P 7 {Xn+1 oIS})
which is less than or equal to
(1-q2 ) PYT + = OIS j } + (-q)(lP {Xn+1 - oIS})
by Proposition 2. 0
Proposition 4: For each positive integer n, there exist (garbling) probabilities
rn > , < i, j < 2n-1, such that rij > 0 only if Zij l, 1 rij = 1 and
T i 2,1 n py sj 
p ni rij n
n O
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Furthermore, for each n, the probabilities rij (0 < i < 2n , 0 < J < 2- 1)
have the form such that q
have the form r - 1 qij where qij c [0,1] is such that qj qjj ifi iv ~ii mm
Si Si and Sj Sj . (Thus, the garbling probabilities are
m m m m
and "cumulative" with respect to the process that controls
system and the sequence of defectives and nondefectives.)
Proof: The proof is by induction on n. Since Zoo Z10 =
"nonanticipatory"
the state of the
Zll 1 and
1 1 1
Z01 = 0, we need to find r0 0 , r 0 , rll, such that
1 PY Yl N}00o
7i
uW { Y1 N) (A.1)
1 P{Y1 " N} + r1 PY {Yl - D} - P{Y - D} (A.2)
10 1 
r0 + r 0 (A.3)00 10
r1 1 . (A.4)
1 1 1(The q probabilities are obtained automatically: qiJn ri
for all i and j.)
Using the notation developed above, (A.1) and (A.2) can be rewritten as
rOO, PY {S - n{s}, (A.5)t00
r 1 PY {51} + r1 PY {S1} - P,{S 1} (A.6)
10 1 11 1 1A.6)
Setting
1 9sO)
1~~~00 ~YT 511~(S
1 1-r1 and r1 
r10 100' 11
gives the requisite numbers. These clearly satisfy (A.3), (A.4), and
(A.5). To check that r00 < 1, note that
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1 =PT SO = (-q + (-qln)(1- )
PYln{SOI (l-q2)Yr + (l-ql)(l-y)
because q2 > ql and > y.
To check (A.6):
rl0 s1
P(SOI
1 y 1 ] . { 0} +pyns 1}
+11 r 1 py 1 S1
1B(S1)
= PY{S0 }_- P{S1} + PYi{Sl}
= 1- P{}SO} = P{ 1 91 = , 1
which verifies the proposition for n = 1.
Now suppose that there exist probabilities rj and q]
(O < i < 2 n-1 , 0 < j < 2n-1, 1 < m < n) such that
rn pylTi{sJ
ij n
2=-1
j=0
rn Zi PY{Sj for 0 < i < 2n-1
(A.7)
qiJ m m i = i a S jqii (where =qij q 'j' if m Sm and S m )
2n-1
rij
n
ri Zj for 0 < j < 2n-1 .
The rj's are the garbling probabilities and the qij's provide thei i
constructive method for arriving at "non-anticipatory" and "cumulative"
garbling probabilities. For 0 < i, j < 2n-1, let
sn+l P{Yn+l = NISi}/PYT{Y + NIS
sij n+l n n+l n
<1
2- 1
n J=0
and
n
rn II
m=1
and
2n-1
i=O
(A.8)
III
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By Proposition 3, 0 < sn+l < 1. (This3- is the key step in the construction, so
it should be noted carefully.) Let
n+l n
sij rij Zij
n+l n
i,J-2 n i,J-2n iJ
n+l n(1-s ) r
i-2n, i-2n,3
if 0 < i, j < 2n-1
if 0 <i < 2n.,
2n < j 2n+ll
zij
p PY {Y DIS} * n+l
-T1 r.L i-2u, J- 2 u
if 2n < < 2n+l-,
0 < j 2n-1
rn z
i-2n j-2 n ij
if 2n < i, j <2n+1 ,
if 0 < i, < 21-
n n+l
ri,j-2n qij
n n+l
ri- 2n ,j qiJ
n n+l
i-2 n,j-2n jL
if0 < i, < n j2n-l, J 
if 2n < i < 2n+l-1, 0 < j < 2n-1
if 2n < , j < 2n+l-1 .
Then, it must be shown that r+lIi satisfies the garbling condition (A.7) and that
2n+ll
E r1n+l 1 for 0 < j < 2n+l1l
To show (A7), first note that for 
To show (A.7), first note that for 0 < i < 2n-1,
P iSi ' P {Y NIS i} 
n+} n+l n n
n+l 
and let
n n+l
rij qij
n+l
riJ
----- 
--------------
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P P{Y = NSin
n+l n
2n-1
j=O
2n-l
j=0
n n+l
rij Zij [sij
rn Zi pYT{sjI
ii ij n
(by the induction hypothesis)
PY( +Y = NS1} P Y{SJ}]
n+l n n
n+l(by definition of sij )ij
n+l
ij Zij Y T{ S+l }n+l (by definition of Zij
n+l
and r ij ) 
Similarly, for 2n < i < 2n+l-l,
P7 {si ) = P Y = DIS} P{Si }n+l n+l n n
Zij Pn%+l= DSi} pY {S
j }
n n
(by the induction hypothesis and the fact that Si =
n
n
ri-2n, Zij
n+l
l1-si_2n I P Yn+Y - DISJ}j n+l n
Si-2n for i > 2n)
n
PYT { Sj}
n
n+l pyT{ j }
J
2n+ll
+ 2n r2n, n-2n
n+l
rij
ZiZ qn+l p{ Sn+ 1ij ij n+
Zij
Thus, (A.7) holds for 0 < i, j 2 n+-l.
The confirmation of (A.8) is straightforward, and is omitted.
This result is the key to
2n-1
j=0
n
r
i-2n j
2n-1
J-=o
2nl
E
j=O
2n-1
j=O
n
i- 2 n ,
2n-1
J=O
O
p YlT S J I
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Theorem 3: The minimum expected cost for the (,n) process is greater
than or equal to the minimum expected cost for the (yn,yn)
process. That is W(,n) > W(yl,yn) for 0 y < 1, 0 < < 1.
Before proving this proposition, more notation is needed. Recall that
Wm(r,n) denotes the m-period finite horizon optimal value function.
Let
T(t, S) 
m t
rl1 if, in the optimal policy for Wm(r, ), time t is
the first inspection time, given that S has been observed
to date,
0 otherwise
Let
(t, SS)
m t k 1
Given any i, J(t, Si ) "0 for all t prior to the first inspection in the
m t
optimal policy for Wm(,y) and equals one thereafter. Let
T(n,m,i) - min { t : (t, Si) = 1 }
m t
Then (r,m,i) is the optimal first inspection time for the policy which
yields Wm(n,y). Note that (r,m,i) is a stopping time with respect
to S, ..., and therefore represents a nonanticipatory policy.
If S (,m,i) > t then the event St {Y1, ..., Yt} is sufficient for the
event Ht,Yt } {alAl,Y1 , ..., at,At,Yt} because al - a2 ... at I 0.
i
Thus, for t < (V,m,i), P{XtOHt,Yt} - P{X t 01St}. Let
It{s, st} - m-t(pi{t 01st}, i.
(Recall that this is the m-t periods to go cost function if the inspection action
is chosen at time t.) That is, if we let p - P{X t - OIS}, thent t
----
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I (, it) = c + qld + a[pWm-t-l (y,yn) + (l-p) W-t-l ( )]
Proof (of Theorem 3): It is trivial that W(rrT,) > Wl(yn,yn).
Assume that for all n < m, Wn(T,n) > Wn(y,yn). For the
m-period problem, consider applying the following policy to the (yn,y7)
process. As a chain Sm is observed, it is recursively garbled according
to the garbling probabilities generated by Lemma 5. At each period, the
optimal policy for the (,k) process, represented by T(r,m,i), is
applied to the garbled chain. We denote the expected cost under this policy
by W*.
r(r,M,i) t- j
t-l t
This clearly satisfies W* > W(yT,y7) because W2(yT,yr)
represents the expected cost of applying the optimal policy to the
(y,y) process. By the induction hypothesis and the fact that
Z 1 implies a < a (by the definition of Zi), W* also satisfiesm [ T(T nmi) W* < pY{Sm} [ ri Zij [IT( (r, S mi)]
j=0 m ijT
r(,m,i) t-1+d L a]
t-1
By exchanging the order of summation and applying Lemma 5, it is easy to see
that the right hand side of the last inequality is equal to the
Thus, ( y) < (process.), and the result follows by the standard
limiting argument. 0E]
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