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INNER FUNCTIONS AND ZERO SETS FOR ℓpA
RAYMOND CHENG, JAVAD MASHREGHI, AND WILLIAM T. ROSS
Abstract. In this paper we characterize the zero sets of functions
from ℓpA (the analytic functions on the open unit disk D whose
Taylor coefficients form an ℓp sequence) by developing a concept of
an “inner function” modeled by Beurling’s discussion of the Hilbert
space ℓ2A, the classical Hardy space. The zero set criterion is used
to construct families of zero sets which are not covered by classical
results. In particular, we give an alternative proof of a result of
Vinogradov [34] which says that when p > 2, there are zero sets
for ℓpA which are not Blaschke sequences.
1. Introduction
For p ∈ (1,∞) let
ℓpA :=
{
f(z) =
∑
k>0
akz
k :
∑
k>0
|ak|
p <∞
}
.
When endowed with the norm
‖f‖p :=
(∑
k>0
|ak|
p
)1/p
,
ℓpA is a Banach space of analytic functions on the open unit disk D =
{z : |z| < 1}. Notice how we are identifying, via Taylor coefficients,
i.e., ∑
k>0
akz
k ↔ (ak)k>0,
the function space ℓpA with the classical sequence space
ℓp =
{
(ak)k>0 :
∑
k>0
|ak|
p <∞
}
.
The Hausdorff-Young inequalities show that
(1.1) ℓpA ⊆ H
p′, p ∈ (1, 2]; Hp
′
⊆ ℓpA, p ∈ [2,∞).
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Here p′ denotes the Ho¨lder conjugate index to p, i.e., 1/p + 1/p′ = 1,
and for s ∈ (0,∞), Hs denotes the standard Hardy space of analytic
functions f on D for which
sup
0<r<1
∫ 2π
0
|f(reiθ)|s
dθ
2π
<∞.
For more on the Hardy spaces, including the above-mentioned Hausdorff-
Young inequalities, see [18, 26].
The Hardy spaces are well-understood spaces of analytic functions.
Indeed, their zero sets, their boundary behavior, their multipliers, and
their invariant subspaces under the shift operator Sf = zf are well-
known and considered part of the classical complex analysis literature.
Similar topics have been explored for other related Banach spaces of
analytic functions such as the Bergman spaces [22] and the Dirichlet
spaces [23]. By comparison, relatively little is known about ℓpA spaces [1,
16] when p > 1. The Wiener algebra ℓ1A is somewhat better understood
but there is still much work to be done [28]. In this paper we focus on
the zero sets for ℓpA.
To speak of the “zero set” of a nontrivial, i.e., not identically zero,
analytic function in D, it is necessary to take account the multiplicities
of the zeros. With that in mind, we could consider systems
W = {(s1, s2, s3, . . .), (n1, n2, n3, . . .)},
where s1, s2, s3, . . . are distinct points of D, and n1, n2, n3, . . . are pos-
itive integers. For each k > 1, we would think of sk as a zero of
multiplicity nk. Equivalently, as we will do in this paper, we could
work with finite or infinite sequences W = (w1, w2, w3, . . .) of points in
D, with entries repeated in accordance with the multiplicity of the zero
wk. In either case, let us define
(1.2) RW := {f ∈ ℓ
p
A : f(wk) = 0, k > 1},
where in the above, if the zero wk is repeated, then we include the
requirement that the requisite number of derivatives of f vanish at
wk. Observe that an f ∈ RW might have other zeros besides wk, or
perhaps zeros of higher multiplicity than the multiplicity of wk. Since
convergence of a sequence of functions in the norm of ℓpA implies uniform
convergence on compact subsets of D, via (3.3) below, RW is a closed
subspace of ℓpA.
Definition 1.3. We say that a sequence W = (wk)k>1 ⊆ D is a zero
set for ℓpA if RW 6= {0}.
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When p = 2, notice, via Parseval’s theorem and radial boundary values,
that ℓ2A is the classical Hardy space H
2. Furthermore, the zero sets for
ℓ2A = H
2 are well understood. Indeed, a sequence (wk)k>1 ⊆ D \ {0} is
a zero set for ℓ2A if and only if∏
k>1
1
|wk|
<∞,
or equivalently,
(1.4)
∑
k>1
(1− |wk|) <∞.
This last summability condition is known as the Blaschke condition and
such sequences (wk)k>1 are known as Blaschke sequences. One example
of an f ∈ ℓ2A\{0} vanishing on a Blaschke sequence (wk)k>1, along with
the desired multiplicities, is the Blaschke product
(1.5) f(z) =
∏
k>1
|wk|
wk
wk − z
1− wkz
.
Note that this Blaschke product is a bounded analytic function on D.
Though the description of the zero sets for ℓpA for p 6= 2 does not
seem to have such a nice summability condition as with p = 2, there
are a few things we can say about the zero sets for ℓpA. When p ∈
(1, 2], the Hausdorff-Young inequalities from (1.1) show that ℓpA ⊆ H
p′.
Consequently, since the zeros of functions in the Hardy spaces must be
Blaschke sequences, the zero set for any f ∈ ℓpA\{0}must be a Blaschke
sequence. But this is only a necessary condition. For an example of a
sufficient condition, a result of Newman and Shapiro [29] shows that if
the sequence (wk)k>1 ⊆ D converges exponentially to the unit circle T,
i.e.,
(1.6) 1− |wk+1| < c(1− |wk|)
for some c ∈ (0, 1), then the Blaschke product B with precisely these
zeros has Fourier coefficients B̂(n) which satisfy |B̂(n)| = O(1/n) and
so B ∈ ℓpA. It is also known [33, Ch. III] that if the sequence (wk)k>1
accumulates on a sufficiently thin subset of T, then this sequence is
the zero set of an analytic function on D which has an infinitely differ-
entiable continuation to the closure of D. Such functions have rapidly
decaying Taylor coefficients and thus belong to ℓpA. Thus these types of
“thin” sequences are also zero sets for ℓpA. In the last several sections of
this paper, we will construct further examples of zero sets of ℓpA. One of
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the results in this regard is the following. Below, r′ denotes the Ho¨lder
conjugate index of r.
Theorem 1.7. Fix p ∈ (1,∞) and let W = (w1, w2, w3, . . .) ⊆ D\{0}.
Choose numbers r1, r2, r3, . . . with rk > 1 and∑
k>1
(
1−
1
rk
)
<
1
p′
.
If the sequence W satisfies∑
k>1
(1− |wk|
r′
k)rk−1 <∞,
then W is a zero set for ℓpA.
It is still an open question as to whether every Blaschke sequence is a
zero set for ℓpA.
When p ∈ (2,∞), the Hausdorff-Young inequalities from (1.1) yield
the containment Hp
′
⊆ ℓpA, which means that any Blaschke sequence is
a zero set for ℓpA. Furthermore, a result of Vinogradov [34] shows that
when p > 2 the zero sequences for (wk)k>1 must satisfy the condition∑
k>1
(1− |wk|)
1+ǫ <∞
for any ǫ > 0, which is somewhat weaker than the Blaschke condition.
On the other hand, is it possible for certain non-Blaschke sequences to
be zero sets for ℓpA? One might suspect the answer is yes due to the fact
that when p > 2, functions in ℓpA can be poorly behaved near T [16,
Cor. 5.2] in that there are functions in ℓpA which do not possess radial
limits almost everywhere on T. This is contrast to the Hardy space
case where there is an expected radial, even non-tangential, regularity
near T. All this leads to the suspicion that some of the zero sets for
ℓpA, p > 2, might be non-Blaschke. As shown by Vinogradov [34], this
is indeed the case. As a consequence of the main result of this paper
(see Theorem 2.2 below), using a a notion of “inner function” for ℓpA,
we will give a new proof of this fact.
Theorem 1.8. For each p > 2, there exists a non-Blaschke sequence
(wk)k>1 ⊆ D, i.e., ∑
k>1
(1− |wk|) =∞
that is a zero sequence for ℓpA.
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The zero sequence created in the theorem above will be wildly dis-
tributed near the circle T since, as is well known by a result of Shapiro
and Shields [32], that if the zeros of a nontrivial ℓpA function all lie on
a single radius, or more generally in a single non-tangential approach
region, then they must form a Blaschke sequence. Also noteworthy
here is the fact that when p > 2, ℓpA is considered a “large” space of
analytic functions on D. Another “large” space, the Bergman space Ap,
also has the property that their zero sets need not always be Blaschke
sequences [22]. We also point out here that the function from Theorem
1.8 vanishing on this non-Blaschke sequence will be an “inner function”
for ℓpA.
Acknowledgement: We wish to thank the referee for their careful
reading of our paper and their useful comments.
2. Our approach
The main tools we use to explore the zero sets for ℓpA are geometric
ideas, including a notion of orthogonality on normed linear spaces de-
veloped by Birkhoff and James [3, 25]. This notion of orthogonality
was also used in some recent papers [13, 14, 15]. We use this idea
to define a sort of “inner function” for ℓpA following an approach first
exploited by Beurling when examining the shift invariant subspaces of
the Hardy space ℓ2A.
With our notation and background to be explained in greater detail
in the next two sections, we will say that J ∈ ℓpA \ {0} is a p-inner
function if
J ⊥p S
nJ, n ∈ N,
where ⊥p is the notion of orthogonality on ℓ
p
A developed by Birkhoff
and James and will be explained below in (4.1). As usual,
S : ℓpA → ℓ
p
A, (Sf)(z) = zf(z),
is the unilateral shift operator, which is an isometry on ℓpA. When
p = 2, we can use Parseval’s theorem to see that J ∈ ℓ2A \{0} is 2-inner
when the radial boundary function for J , i.e.,
(2.1) J(eiθ) := lim
r→1−
J(reiθ),
which exists almost everywhere and defines a function in L2(dθ/2π)
[18], satisfies the integral condition∫ 2π
0
|J(eiθ)|2e−inθ
dθ
2π
= 0, n ∈ N.
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The identity in the previous line, along with the same identity but
taking complex conjugates, shows that a nontrivial function J is 2-
inner precisely when the radial boundary function for J has constant,
and nonzero, modulus almost everywhere on the unit circle T; that is,
apart from a multiplicative constant, J is inner in the traditional sense.
For f ∈ ℓpA \ {0}, let f̂ be the metric projection of f onto the subspace
[Sf ] :=
∨
{Skf : k > 1},
i.e., the closest point in [Sf ] to f (which exists and is unique since ℓpA
is a uniformly convex Banach space [17]). Our first observation is that
J = f − f̂
defines a p-inner function and indeed all p-inner functions arise in this
manner (see Proposition 5.4 below). Note that when p = 2, ℓ2A is
a Hilbert space and the above metric projection f̂ is the orthogonal
projection of f onto [Sf ]. Beurling used this co-projection analysis to
describe the S-invariant spaces of ℓ2A. It is worth pointing out that the
invariant subspaces of ℓpA when p 6= 2 can be quite complicated. Indeed,
as was shown in [1], the ℓpA spaces, for p > 2, have the so-called co-
dimension n property in that given n ∈ N∪{∞} there is an S-invariant
subspace M of ℓpA for which dim(M /SM ) = n. This is in sharp
contrast to Beurling’s theorem which says that dim(M /SM ) = 1 for
any non-trivial S-invariant subspace M of ℓ2A = H
2. This co-dimension
n phenomenon appears in the Bergman space setting as well [22].
We mention that an analogous notion of “inner” for the Bergman space,
along with some associated extremal conditions, was explored in [2,
19, 20, 21], while the corresponding notions for the Dirichlet space was
explored in [30, 31]. In these settings there is also a notion of “outer”
along with a corresponding “inner-outer factorization” which mirrors
the classical Nevanlinna factorization in the Hardy spaces [18]. To a
somewhat weaker sense, there is a notion of inner-outer factorization
in ℓpA [14].
We can now state the main theorem of the paper which uses our concept
of p-inner functions to describe the zero sets for ℓpA.
Theorem 2.2. Let p ∈ (1,∞) and suppose that W = (w1, w2, . . .) ⊆
D \ {0}. Define, for each n ∈ N,
(2.3) fn(z) :=
(
1−
z
w1
)(
1−
z
w2
)
· · ·
(
1−
z
wn
)
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and
Jn := fn − f̂n.
Then
(1) Jn is p-inner;
(2) ‖Jn‖p is monotone increasing with n;
(3) W is a zero set for ℓpA if and only if
sup
n>1
‖Jn‖p <∞.
In this case, Jn converges in the norm of ℓ
p
A to a p-inner func-
tion J ∈ ℓpA \ {0} such that J ∈ RW .
When p = 2, the 2-inner functions Jn corresponding to fn from (2.3)
turn out to be
Jn(z) =
(
n∏
k=1
1
wk
)
n∏
k=1
wk − z
1− wkz
,
which, apart from a multiplicative constant, are finite Blaschke prod-
ucts. Furthermore, Parseval’s theorem, and the fact that∣∣∣ n∏
k=1
wk − e
iθ
1− wkeiθ
∣∣∣ = 1, θ ∈ [0, 2π],
shows that
‖Jn‖2 =
n∏
k=1
1
|wk|
.
Thus in the p = 2 case, the necessary and sufficient condition for
W = (wk)k>1 ⊆ D \ {0} to be a zero set for ℓ
2
A = H
2 is
sup
n>1
‖Jn‖2 = sup
n>1
n∏
k=1
1
|wk|
<∞,
which, as noted already in (1.4), is precisely the well-known Blaschke
condition.
In final sections of this paper we will use Theorem 2.2 along with
estimates for the norms ‖Jn‖p to derive sufficient conditions for zero
sets for ℓpA spaces.
We will also derive formulas for p-inner functions corresponding to
finite zero sets. Related extremal problems will enable us to control
the limiting case of infinite zero sets. Theorem 2.2 also enables us to
construct new concrete examples of zero sets for ℓpA, going beyond those
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previously known from [29, 33]. As mentioned earlier, they include the
important new example of non-Blaschke zero sequences for ℓpA when
p > 2.
3. The basics of ℓpA spaces
For p ∈ (1,∞) let ℓp denote the set of sequences
a = (a0, a1, a2, . . .)
of complex numbers for which
‖a‖p :=
(∑
k>0
|ak|
p
)1/p
<∞.
The quantity ‖a‖p defines a norm which makes ℓ
p a uniformly convex
Banach space [8, p. 117].
For any p ∈ (1,∞), let p′ denote the usual Ho¨lder conjugate index to p.
We know that (ℓp)∗, the norm dual of ℓp, can be isometrically identified
with ℓp
′
by means of the bi-linear pairing
(3.1) (a,b) :=
∑
k>0
akbk, a ∈ ℓ
p,b ∈ ℓp
′
.
We now equate ℓp with a space of analytic functions on D as follows.
For an a ∈ ℓp we set
(3.2) a(z) :=
∑
k>0
akz
k
to be the power series whose sequence of Taylor coefficients is equal to
a. Note the use of a (bold faced) to represent a sequence and a (not
bold faced) to represent the corresponding power series. By Ho¨lder’s
inequality we see that∑
k>0
|ak||z
k| 6
(∑
k>0
|ak|
p
)1/p(∑
k>0
|z|kp
′
)1/p′
= ‖a‖p
(
1
1− |z|p′
)1/p′
, z ∈ D.
This implies that the above power series in (3.2) converges uniformly
on compact subsets of D and thus determines an analytic function on
D. If we define
ℓpA := {a : a ∈ ℓ
p}
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and endow a with the norm ‖a‖p, i.e.,
‖a‖p :=
(∑
k>0
|ak|
p
)1/p
,
then ℓpA becomes a Banach space of analytic functions on D. Further-
more, for each z ∈ D and a ∈ ℓpA we have
(3.3) |a(z)| 6 ‖a‖p
(
1
1− |z|p′
)1/p′
.
Thus if a sequence of functions from ℓpA converges in the norm of ℓ
p
A,
then it converges uniformly on compact subsets of D. Also worth point-
ing out here is that (3.3) extends to derivatives in that if n ∈ N ∪ {0}
and K is a compact subset of D, then
(3.4) |a(n)(z)| 6 Cn,K‖a‖p, z ∈ K.
One can prove this by using (3.3) and the Cauchy integral formula.
Remark 3.5. We emphasize that when p 6= 2, ‖f‖p is the norm in ℓ
p
A
of its coefficient sequence, and not, as the notation might appear to
suggest, its norm in any Hardy space Hp.
When p ∈ (1,∞), the space ℓp, and hence ℓpA, is uniformly convex.
Consequently it enjoys the unique nearest-point property, i.e., for each
closed subspace M ⊆ ℓpA and any a ∈ ℓ
p
A, there is a unique aM ∈ M
satisfying
‖a− aM‖p = inf{‖a− b‖p : b ∈M}.
Definition 3.6. The vector aM is called the metric projection of a onto
M while the vector a− aM is called the metric co-projection.
It is important to note here that despite the use of the suggestive word
“projection,” the mapping a 7→ aM is generally nonlinear. Of course
when p = 2, the map a 7→ aM is the orthogonal projection of a onto
M.
For fixed w ∈ D and an analytic function f on D, define the difference
quotient
(3.7) (Qwf)(z) :=
f(z)− f(w)
z − w
and note thatQwf is analytic on D. In many well-known Banach spaces
of analytic functions on D (Hardy space, Bergman space, Dirichlet
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space) we can “divide out a zero” and still remain in the space. Equiv-
alently stated, if f belongs to the space then so does Qwf . The ℓ
p
A
spaces also enjoy this property.
Proposition 3.8. Let p ∈ (1,∞) and w ∈ D. If f ∈ ℓpA then Qwf ∈ ℓ
p
A.
Proof. Let f(z) =
∑
k>0 akz
k. If w = 0, then the assertion is trivial.
Otherwise, using the identity
f(z)− f(w)
z − w
=
∑
n>0
(∑
k>0
ak+n+1w
k
)
zn,
it is elementary to show that when p = 1 we have∥∥∥∥f(z)− f(w)z − w
∥∥∥∥
1
6 ‖f‖1 ·
1
1− |w|
,
and similarly for p =∞,∥∥∥∥f(z)− f(w)z − w
∥∥∥∥
∞
6 ‖f‖∞ ·
1
1− |w|
,
where in the above we are using the norm
‖a‖∞ := sup{|ak| : k > 0}
on ℓ∞A (analytic functions on D with bounded Taylor coefficients). The
Riesz-Thorin interpolation theorem [4] shows that the linear operator
Qw is bounded for any p ∈ (1,∞), with norm bounded above by (1 −
|w|)−1 as well. 
4. Banach Space Geometry
The notion of Birkhoff-James orthogonality [3, 25] extends the concept
of orthogonality from an inner product space to a more general normed
linear space. Let x and y be vectors from a normed linear space X.
We say that x is orthogonal to y in the Birkhoff-James sense if
(4.1) ‖x+ βy‖X > ‖x‖X
for all scalars β. In this situation we write x ⊥X y. The relation
⊥X is generally neither symmetric nor linear. It is straightforward
to show that when X is a Hilbert space, with inner product ⊥, then
x ⊥ y ⇐⇒ x ⊥X y.
When X = ℓp, let us write ⊥p in place of the more cumbersome ⊥ℓp.
Of particular importance here is the following explicit criterion for the
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relation ⊥p when p ∈ (1,∞):
(4.2) a ⊥p b ⇐⇒
∑
k>0
|ak|
p−2akbk = 0,
where any occurrence of “|0|p−20” in the sum above is interpreted as
zero [25, Example 8.1].
Borrowing from the expression in (4.2) we define, for a complex number
z = reiθ, and any s > 0, the quantity
(4.3) z〈s〉 = (reiθ)〈s〉 := rse−iθ.
Let us begin by noting some simple properties of this non-linear opera-
tion, which is tied to Birkhoff-James orthogonality in ℓp. We leave the
verification to the reader.
Lemma 4.4. Let p ∈ (1,∞) and p′ denote the Ho¨lder conjugate of p.
Then for w, z ∈ C, n ∈ N0, and s > 0, we have
(zw)〈p−1〉 = z〈p−1〉w〈p−1〉,
|z|p = z〈p−1〉z,
(z〈s〉)n = (zn)〈s〉,
(z〈p−1〉)〈p
′−1〉 = z.
In light of the definition (4.3), for a = (ak)k>0, let us write
(4.5) a〈p−1〉 := (a
〈p−1〉
k )k>0.
If a ∈ ℓp, one can see that a〈p−1〉 ∈ ℓp
′
[14] and thus from (4.2),
(4.6) a ⊥p b ⇐⇒ (a
〈p−1〉,b) = 0,
where recall the bi-linear pairing (·, ·) from (3.1). Note that in this
special case ⊥p is therefore linear in its second argument when p ∈
(1,∞), and thus it makes sense to speak of a vector being orthogonal
to a subspace of ℓp. In fact, ifM is a subspace of ℓp, one can use (4.1) to
see that for any vector a ∈ ℓp, the metric projection aM from Definition
3.6 satisfies
(4.7) a− aM ⊥p M.
With the isometric identification of ℓpA with ℓ
p via Taylor coefficients,
i.e.,
a = (ak)k>0 ←→ a(z) =
∑
k>0
akz
k,
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we can pass the Birkhoff-James orthogonality from ℓp to ℓpA via
a(z) =
∑
k>0
akz
k, b(z) =
∑
k>0
bkz
k,
and write
a ⊥p b ⇐⇒ a ⊥p b.
Similarly, we have the identification
a〈p−1〉(z) =
∑
k>0
a
〈p−1〉
k z
k.
The proofs of our main results will need the following “Pythagorean
inequalities” from [13].
Theorem 4.8. Suppose that x ⊥p y in ℓ
p. If p ∈ (1, 2], then
‖x+ y‖pp 6 ‖x‖
p
p +
1
2p−1 − 1
‖y‖pp
‖x+ y‖2p > ‖x‖
2
p + (p− 1)‖y‖
2
p.
If p ∈ [2,∞), then
‖x+ y‖pp > ‖x‖
p
p +
1
2p−1 − 1
‖y‖pp
‖x+ y‖2p 6 ‖x‖
2
p + (p− 1)‖y‖
2
p.
These inequalities have their origins in [5, 6, 12] while a more general
approach is presented in [9, 13]. When p = 2, the four inequalities
merely simplify to the familiar Pythagorean theorem for the Hilbert
space ℓ2.
We will need the following metric projection lemma which is a conse-
quence of these Pythagorean inequalities.
Lemma 4.9. Suppose that Xn is a closed subspace of ℓ
p for each n ∈ N,
such that
X1 ⊇ X2 ⊇ X3 ⊇ · · · .
Define X∞ =
⋂∞
n=1 Xn. If, for each n ∈ N ∪ {∞}, Pn is the metric
projection mapping from ℓp to Xn, then for any x ∈ X , Pnx converges
to P∞x in norm.
Proof. The space ℓp is uniformly convex, and hence has unique nearest
points to subspaces, and by Theorem 4.8 satisfies, for some K, r > 0,
‖x+ y‖rp > ‖x‖
r
p +K‖y‖
r
p
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whenever x ⊥p y. Let x ∈ ℓ
p. By the definition of metric projection
from Definition 3.6, whenever m < n, we have
‖x− Pmx‖p = inf{‖x− z‖p : z ∈ Xm}
6 inf{‖x− z‖p : z ∈ Xn}
= ‖x− Pnx‖p
6 ‖x− P∞x‖p.(4.10)
Thus, as a sequence indexed by n, the quantity ‖x−Pnx‖p is monotone
nondecreasing, and bounded above. Accordingly, it converges.
Next, for m < n, the vector Pmx− Pnx lies in Xm (the larger space),
and hence by (4.7), the co-projection x − Pmx is Birkhoff-James or-
thogonal to it. Consequently, again by Theorem 4.8,
‖x− Pnx‖
r
p > ‖x− Pmx‖
r
p +K‖Pmx− Pnx‖
r
p.
Since the difference ‖x− Pnx‖
r
p − ‖x− Pmx‖
r
p, which is non-negative,
can be made arbitrarily small by choosingm sufficiently large, it follows
that (Pmx)m>1 is a Cauchy sequence in norm, and converges to some
vector z. It is clear that z belongs to X∞ since (Pmx)m>N ⊆ XN and
thus z ∈ XN for all N . From (4.10) we have
‖x− z‖p 6 ‖x− P∞x‖p,
and, from the definition of P∞x being a metric projection, we see that
equality must hold. Hence, by uniqueness (note another use of the
uniform convexity of ℓp here), it must be that z = P∞x. 
Birkhoff-James orthogonality arises in a natural way when considering
extremal problems in Banach spaces. In this setting, the Pythagorean
inequalities are enormously useful for estimation. These geometric
ideas have been applied in estimating zeros of analytic functions [15]
and exploring a sort of “inner-outer factorization” for ℓpA [14]. They
have also proved fruitful in the study of stochastic processes endowed
with an Lp structure. These processes include α-stable processes with
α ∈ (1, 2], Lp-harmonizable processes, and strictly stationary Lp pro-
cesses. The orthogonality condition is connected to associated predic-
tion problems, Wold-type decompositions, and moving-average repre-
sentations [7, 10, 11, 12, 13, 14, 27].
5. p-Inner Functions
From the theory of Hardy spaces, we say that f ∈ H2 \ {0} is an inner
function if the radial boundary function for f from (2.1) has constant
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modulus almost everywhere. In fact, most books on Hardy spaces make
the normalizing assumption that this constant modulus is equal to one.
Fourier analysis will show that f ∈ H2 is inner precisely when∫ ∞
0
|f(eiθ)|2e−inθ
dθ
2π
= 0, n ∈ N.
Since the inner product on H2 can be given by∫ 2π
0
f(eiθ)g(eiθ)
dθ
2π
,
we see that f ∈ H2 \ {0} is an inner function when
f ⊥H2 S
nf, n ∈ N.
Furthermore [18], inner functions for H2 take the form f = cBSµ,
where c ∈ C \ {0},
B(z) = zm
∏
k>1
|wk|
wk
wk − z
1− wkz
is a Blaschke product with zeros at z = 0, with multiplicitym ∈ N∪{0},
and wk ∈ D \ {0} satisfying∑
k>1
(1− |wk|) <∞,
and
Sµ(z) = exp
(
−
∫ 2π
0
eiθ + z
eiθ − z
dµ(θ)
)
,
where µ is a positive singular measure on [0, 2π].
The discussion above leads us to the following definition of inner for
ℓpA, where we use Birkhoff-James orthogonality in place of Hilbert space
orthogonality.
Definition 5.1. For p ∈ (1,∞) we say that f ∈ ℓpA \ {0} is p-inner if
f ⊥p S
nf for all n ∈ N.
Observe from (4.2) that f =
∑
k>0 akz
k ∈ ℓpA \ {0} is p-inner precisely
when
(5.2)
∑
k>0
|ak+n|
p−2ak+nak = 0, n ∈ N.
This shows that the function f(z) = zn is p-inner for all n ∈ N ∪ {0}.
At first one might be at a loss to create other p-inner functions since the
criteria in (5.2) is difficult to apply and there is no product or integral
representation like there was in the p = 2 case. However, the following
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analysis, using just the definition of Birkhoff-James orthogonality from
(4.1), provides many examples.
Definition 5.3. For f ∈ ℓpA, let f̂ be the metric projection of f onto
[Sf ] from Definition 3.6.
Proposition 5.4. For f ∈ ℓpA, let J = f − f̂ be the co-projection of f .
Then J is p-inner and any p-inner function arises in this way.
Proof. First observe that f̂ is the unique vector in [Sf ] which satisfies
‖f − f̂‖p = inf ‖f −Qf‖p : Q ∈ P, Q(0) = 0},
where P denotes the set of analytic polynomials. Then for any t ∈ C
and n ∈ N we see that since tSn(f − f̂) ∈ [Sf ] we have
‖J‖p = ‖f − f̂‖p
6 ‖f − f̂ − tSn(f − f̂)‖p
= ‖J − tSnJ‖p.
From the definition of Birkhoff-James orthogonality from (4.1), J ⊥p
SnJ for all n ∈ N and thus J is p-inner.
Conversely, suppose that J is p-inner. Then J ⊥p S
nJ for all n ∈
N. But since the criterion for Birkhoff-James orthogonality in the ℓpA
setting (4.2) is linear in the second argument, we see that J ⊥p QJ for
all Q ∈ P, Q(0) = 0. This means that
‖J − Ĵ‖ = inf ‖J +QJ‖p : Q ∈ P, Q(0) = 0}
> ‖J‖p.
By the definition of Ĵ , we see that Ĵ = 0 and so the p-inner function
J = J − Ĵ is of the desired form. 
Proposition 5.5. For any f ∈ ℓpA, the co-projection J has at least the
same zeros of f with at least the same multiplicities.
Proof. Without loss of generality, assume f(0) = 1. Indeed, if f has a
zero at the origin of multiplicity m, then we may carry out the following
argument with f/zm in place of f . Let w be a zero of f of multiplicity n.
We now argue that w is a zero of J with at least the same multiplicity.
To see this, observe that by the definition of the co-projection, there
must be polynomials hk such that hk(0) = 1 and hkf converges to
J in norm. This is due to the fact that f̂ belongs to the subspace
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S[f ]. Since the difference quotient operator is a bounded operator on
ℓpA (Proposition 3.8), it follows that
hkf
(z − w)n
→
J
(z − w)n
in ℓpA norm. In conclusion, J/(z − w)
n is analytic on D and hence all
zeros of f must be zeros of J to at least the same multiplicities. 
Let us work out the general formula for the p-inner function J = f − f̂
arising when f is a polynomial with a finite number of zeros, all of
which lie in D. Without serious loss of generality, we may assume that
f(0) = 1.
Example 5.6. Let p ∈ (1,∞) and
f(z) = 1−
z
r
where r ∈ D \ {0}. Define J = f − f̂ , so that J ⊥p S
nf for all n ∈ N.
Since f̂ ∈ [Sf ] we have f̂(0) = 0 and so J(0) = 1. Moreover, if
J(z) =
∑
k>0
Jkz
k = 1 +
∑
k>1
Jkz
k,
f(z) =
∑
k>0
fkz
k = f0 + f1z = 1−
1
r
z,
we use (5.2) to obtain
J 〈p−1〉n f0 + J
〈p−1〉
n+1 f1 = J
〈p−1〉
n · 1− J
〈p−1〉
n+1 ·
1
r
= 0, n ∈ N.
Solutions to this type of recurrence relation are well known; for example
[24]. This has the obvious solution J
〈p−1〉
n = Crn. By using the identity
(5.7) a〈p−1〉〈p
′−1〉 = a
from Lemma 4.4, we then have
J(z) = 1 +
∑
k>1
(Crk)〈p
′−1〉zk.
The constant C is uniquely determined by the requirement that J(r) =
0. This yields
0 = J(r)
= 1 +
∑
k>0
(Crk)〈p
′−1〉rk
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= 1 +
∑
k>1
C〈p
′−1〉rp
′k
= 1 + C〈p
′−1〉 r
p′
1− rp′
.
Thus
C〈p
′−1〉 = −
1 − rp
′
rp′
and so
J(z) = 1−
∑
k>1
1− rp
′
rp′
r〈p
′−1〉kzk
= 1−
1− rp
′
rp′
r〈p
′−1〉z
1− r〈p′−1〉z
= 1−
1− rp
′
r
z
1− r〈p′−1〉z
=
1− r〈p
′−1〉z
1− r〈p′−1〉z
−
1− rp
′
r
z
1− r〈p′−1〉z
=
1− z/r
1− r〈p′−1〉z
.(5.8)
This formula for the p-inner function associated with a linear polyno-
mial was first derived in [14] when exploring a possible “inner-outer
factorization” for ℓpA.
For a polynomial f of higher degree, the following can be said about
the p-inner function f − f̂ .
Proposition 5.9. Fix p ∈ (1,∞). Suppose that s1, s2,. . . , sd are
distinct elements of D \ {0} and let n1, n2,. . . , nd be positive integers.
Let f be the polynomial
f(z) =
(
1−
z
s1
)n1(
1−
z
s2
)n2
· · ·
(
1−
z
sd
)nd
.
Then J = f − f̂ is of the form
(5.10) J(z) = 1 +
∞∑
k=1
( d∑
m=1
nm−1∑
j=0
Cj,mk
jskm
)〈p′−1〉
zk,
and the constants Cj,m are uniquely determined by the conditions that
J (m)(sk) = 0 for all k, 1 6 k 6 d and all m, 0 6 m 6 nk − 1, where
J (m) stands for the mth derivative of J .
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Remark 5.11. Before proceeding to the proof of this proposition, it
is worth remarking that J is analytic in a neighborhood of D. Indeed,
each Taylor coefficient for J is a polynomial in sm raised to the 〈p
′−1〉
power. In that polynomial, one sees k times some skm. This decays
geometrically, since the modulus of sm is less than 1. In fact the root
of largest modulus dictates the radius of convergence of J . From here,
one sees that the radius of convergence of the Taylor series defining J
is 1/R(p
′−1) > 1, where R = max{|s1|, |s2|, . . . , |sm|}.
Proof of Proposition 5.9. By the definition of J we have J ⊥p S
kf for
all k ∈ N. With N = n1 + · · · + nd, this gives rise to a recurrence
relation
(5.12) J
〈p−1〉
k f0 + J
〈p−1〉
k+1 f1 + · · ·+ J
〈p−1〉
k+N fN = 0, k ∈ N,
on the coefficients of J , which, again via [24], has the solution (5.10).
Next, suppose thatK is a function of the form (5.10), and it satisfies the
condition K(m)(sk) = 0 for all k, 1 6 k 6 d and all m, 0 6 m 6 nk−1.
In other words, all of the roots of f are zeros of K to at least the same
multiplicities. Then K is analytic in a neighborhood of D, and its zero
set contains those of f , multiplicities taken into account. It follows
that K/f is also analytic in a neighborhood of D. Consequently, we
have
ϕnf → K
in ℓpA, where ϕn is the nth partial sum ofK/f . This shows thatK ∈ [f ].
Since K(0) = f(0) = 1, we also see that f−K belongs to S[f ]. Finally,
by virtue of K having the form (5.10), the function K satisfies
K ⊥p S[f ].
This forces f − K to be the metric projection f̂ of f onto S[f ]. We
conclude that K = J .
Finally, we turn to proving the uniqueness of the constants Cj,m defin-
ing J . Indeed, suppose that J has two representations of the form
(5.10), namely,
J(z) = 1 +
∞∑
k=1
( d∑
m=1
nm−1∑
j=0
Cj,mk
jskm
)〈p′−1〉
zk
= 1 +
∞∑
k=1
( d∑
m=1
nm−1∑
j=0
C˜j,mk
jskm
)〈p′−1〉
zk.
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It must be that the corresponding coefficients coincide, or( d∑
m=1
nm−1∑
j=0
Cj,mk
jskm
)〈p′−1〉
=
( d∑
m=1
nm−1∑
j=0
C˜j,mk
jskm
)〈p′−1〉
for all k ∈ N. By the taking 〈p − 1〉th “powers” of both sides, using
(5.7) and transposing, we find that
d∑
m=1
nm−1∑
j=0
[Cj,m − C˜j,m]k
jskm = 0
for all k. The only way this can happen is if Cj,m = C˜j,m for all
1 6 m 6 d and 1 6 j 6 nm − 1, since the sequences (k
jskm)k>1 consti-
tute a complete, linearly independent set of solutions to the difference
equation (5.12) underlying J [24, Corollary 2.24]. This shows that the
constants Cj,m are uniquely determined by the conditions J
(m)(sk) = 0
for all k, 1 6 k 6 d and all m, 0 6 m 6 nk − 1. 
6. Extremal Problems
Using ideas from [20], we relate p-inner functions to certain extremal
problems.
For a sequence W ⊆ D \ {0}, recall from (1.2) that RW denotes the
functions in ℓpA that vanish on W with the appropriate multiplicities.
From here, consider the extremal problem
(6.1) sup {|f(0)| : ‖f‖p = 1, f ∈ RW}
This is equivalent to finding
(6.2) inf {‖g‖p : g(0) = 1, g ∈ RW} .
To see this, let (fn)n>1 be a sequence for which approximates the ex-
tremum in (6.1). Then let
gn(z) =
fn(z)
fn(0)
and notice that gn(0) = 1 and gn ∈ RW . Thus the infimum is no
greater than the limit of the sequence 1/|fn(0)|. On the other hand,
suppose that the infimum is approximated by some sequence (hn)n>1.
Let
kn(z) =
hn(z)
‖hn‖p
.
Thus ‖kn‖p = 1, and kn ∈ RW . Accordingly, the supremum is at least
as large as the limit of the sequence 1/‖hn‖p.
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We have shown that the infimum is no greater than one over the supre-
mum, and the supremum is at least one over the infimum. This forces
each to be the reciprocal of the other, and thus they are indeed equiv-
alent problems in this sense.
The solutions to each extremal problem is unique, since the infimum is
a nearest point to a closed convex subset of a uniformly convex space.
Let H be the (unique) solution to the infimum problem (6.2). Then by
definition,
‖H‖p 6 ‖H(z) + zΨ(z)‖p
for any Ψ ∈ RW . Conversely, this condition characterizes H . In par-
ticular, via (3.6), we have H ⊥p S
nH for every n ∈ N.
This H reminds us of the p-inner functions J = f − f̂ that we have
already encountered. Let us check that they coincide in special cases.
Proposition 6.3. Let p ∈ (1,∞) and suppose thatW = (w1, w2, . . . , wn)
is a finite sequence from D \ {0}. Let
f(z) :=
(
1−
z
w1
)(
1−
z
w2
)
· · ·
(
1−
z
wn
)
and J = f − f̂ in ℓpA, and let H be the solution to the infimum problem
from (6.2). Then J = H.
Proof. If g ∈ RW , then, by n applications of Proposition 3.8, the func-
tion g/f also belongs to ℓpA. Its power series converges in norm, hence
there are polynomials ϕk such that ϕk → g/f in ℓ
p
A. It follows that
ϕkf → g. This shows that the subspace of RW is spanned by polyno-
mial multiples of f . With that, we may conclude
‖H‖p = inf{‖g‖p : g(0) = 1, g|W = 0}
= inf{‖ϕf‖p : ϕ ∈ P, ϕ(0) = 1}
= inf{‖f + (ϕf − f)‖p : ϕ ∈ P, ϕ(0) = 1}
= inf{‖f −Qf‖p : Q ∈ P, Q(0) = 0}
= ‖J‖p.
This shows that H = J . 
Let us examine another related extremal problem that will play an
important role in the proof of our main zero set theorem (Theorem
2.2). For a nonempty finite zero sequence W ⊆ D \ {0}, recall that
RW denotes the functions in ℓ
p
A that vanish onW with the appropriate
multiplicities. Since W is a finite and nonempty set, RW 6= {0}.
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Consider the extremal problem
(6.4) inf{‖1 + g‖p : g ∈ RW}.
Observe that by the nearest point property for uniformly convex spaces,
there is a unique Φ ∈ ℓpA for which Φ− 1 ∈ RW and
(6.5) ‖Φ‖p = inf{‖1 + g‖p : g ∈ RW}.
Proposition 6.6. The extremal problem in (6.4) has a unique solution
Φ satisfying
Φ = 1−
H
1 + (‖H‖pp − 1)p
′−1
,
where H is the unique solution to the extremal problem in (6.2).
Remark 6.7. The proof of Proposition 6.6 relies on the following de-
rivative calculation. Let p ∈ (1,∞) and t be a real variable. Suppose
that h(t) = u(t) + iv(t), where u and v are differentiable functions of a
real variable, not both vanishing on some interval. Then
d
dt
|h(t)|p =
d
dt
[h(t)p/2h¯(t)p/2]
=
ph(t)p/2h¯(t)p/2h¯′(t)
2h¯(t)
+
ph¯(t)p/2h(t)p/2h′(t)
2h(t)
= p|h(t)|p−2ℜ[h′(t)h¯(t)]
= pℜ
[
h(t)〈p−1〉h′(t)
]
.
Proof of Proposition 6.6. First note that the above infimum measures
the nearest point of RW to the constant function 1 and hence by the
uniform convexity of ℓpA it has a unique solution, i.e., there is a G ∈ RW
for which
inf{‖1 + g‖p : g ∈ RW} = ‖1−G‖p.
Next, observe that since RW 6= {0}, we have ‖1 − G‖p ∈ (0, 1). Fur-
thermore, if
G(z) =
∑
j>0
Gjz
j
we can see from the identity
‖1−G‖pp = |1−G(0)|
p +
∑
j>1
|Gj|
p,
that G(0) 6= 0.
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In addition, we know that G(0) > 0. Indeed, if
G1(z) = G(z)
|G(0)|
G(0)
,
then
‖1−G1‖
p
p = |1− |G(0)||
p +
∑
j>1
|Gj|
p
6 |1−G(0)|p +
∑
j>1
|Gj|
p
= ‖1−G‖pp.
Since G is the unique solution to the extremal problem in (6.4), it must
be the case that G1 = G and so G(0) = |G(0)| > 0.
We now argue that G(0) ∈ (0, 1). For this, note that
min
{∥∥∥1− t
G(0)
G
∥∥∥p
p
: t ∈ R
}
occurs when t = G(0). On the other hand,∥∥∥1− t
G(0)
G
∥∥∥p
p
= |1− t|p + |t|p
∑
j>1
|Gj/G(0)|
p.
Taking derivatives with respect to t on both sides of the previous line
and using the calculation from Remark 6.7, we get
d
dt
∥∥∥1− t
G(0)
G
∥∥∥p
p
= −p(1 − t)〈p−1〉 + pt〈p−1〉
∑
j>1
|Gj/G(0)|
p
which vanishes when
(1− t)〈p−1〉 = t〈p−1〉
∑
j>1
|Gj/G(0)|
p,
or equivalently when
|1− t|p−2(1− t) = |t|p−2t
∑
j>1
|Gj/G(0)|
p.
The above can only happen when t and (1 − t) have the same sign –
which forces t ∈ (0, 1). However, by the above analysis, this minimum
occurs when t = G(0), and so G(0) ∈ (0, 1).
Finally, among all the function g =
∑
j>0 gjz
j ∈ RW such that g(0) =
G(0), G itself has the smallest norm. Indeed, just consider the identity
‖1 + g‖pp = |1 +G(0)|
p +
∑
j>1
|gj|
p.
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Thus the function G/G(0) satisfies the extremal problem in (6.2).
Hence by Proposition 6.3, G/G(0) = H = J . From here we see that
inf{‖1 + g‖p : g ∈ RW} = ‖1−G‖p = ‖1−G(0)H‖p.
To compute the exact value of G(0), observe that G(0) is the value of
x ∈ (0, 1) for which
d
dx
‖1− xH‖pp = 0.
By a computation similar to the one used above to show that G(0) ∈
(0, 1) we see that
d
dx
‖1− xH‖pp =
d
dx
(
|1− x|p + |x|p(‖H‖pp − 1)
)
= −p(1 − x)〈p−1〉 + px〈p−1〉(‖H‖pp − 1)
= −p(1 − x)p−1 + pxp−1(‖H‖pp − 1).
Note the use of the fact that x and 1 − x are positive and Lemma 4.4
in the last step. Since H(0) = 1, observe that ‖H‖pp − 1 > 0. One can
check that
−p(1− x)p−1 + pxp−1(‖H‖pp − 1) = 0
precisely when
x =
1
1 + (‖H‖pp − 1)p
′−1
.
This proves the desired formula for Φ = 1−G. 
7. Proof of Theorem 2.2
Suppose that W = (w1, w2, . . .) ⊆ D \ {0}. We will think of W as a
possible zero set, repeated to reflect multiplicities, for a function in ℓpA.
Set Wn = (w1, w2, . . . , wn) and define RWn and RW as in the previous
section.
Let Φn and Φ be the unique functions in ℓ
p
A satisfying the extremal
problems
‖Φn‖p = inf{‖1 + g‖p : g ∈ RWn},
and
‖Φ‖p = inf{‖1 + g‖p : g ∈ RW}
from (6.5). By Proposition 6.6, we know that
Φn(z) = 1−
Jn(z)
1 + (‖Jn‖
p
p − 1)〈p
′−1〉
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Now apply Lemma 4.9, to X = ℓpA, Xn = {g ∈ ℓ
p
A : g ∈ RWn = 0}
and x = 1. The conclusion is that Φn (the metric co-projection of 1
to Xn) converges in norm to Φ (the metric co-projection of 1 to X∞).
Furthermore, ‖Φ‖p < 1 if and only if RW 6= {0}, i.e., W is a zero set
for ℓpA.
We know that ‖Φn‖p is a nondecreasing sequence with ‖Φn‖p < 1.
Moreover, since Jn(0) = 1 we have ‖Jn‖
p
p − 1 > 0. From Lemma 4.4
we get
(‖Jn‖
p
p − 1)
〈p′−1〉 = (‖Jn‖
p
p − 1)
p′−1.
From here we have
‖Φn‖
p
p = ‖1−Gn(0)Jn‖
p
p
= |1−Gn(0)|
p + |Gn(0)|
p(‖Jn‖
p
p − 1)
=
∣∣∣∣1− 11 + (‖Jn‖pp − 1)〈p′−1〉
∣∣∣∣p
+
1
(1 + (‖Jn‖
p
p − 1)〈p
′−1〉)p
(‖Jn‖
p
p − 1)
=
‖Jn‖
p
p − 1
(1 + [‖Jn‖
p
p − 1]p
′−1)p−1
.
Take p′ − 1 powers of both sides of the above equation to get
‖Φn‖
p′
p =
(‖Jn‖
p
p − 1)
p′−1
1 + (‖Jn‖
p
p − 1)p
′−1
.
Now solve for (‖Jn‖
p
p − 1)
p′−1 and then for ‖Jn‖
p
p to obtain
‖Jn‖
p
p = 1 +
‖Φn‖p
(1− ‖Φn‖
p′−1
p )p−1
.
Since ‖Φn‖p is a nondecreasing sequence with ‖Φn‖p < 1, we see that
‖Jn‖p must be monotone nondecreasing with n. Moreover, W is a zero
set for ℓpA if and only if ‖Jn‖p is bounded.
If W is a zero sequence for ℓpA, the limiting function J for the sequence
Jn is p-inner. To see this, note that J ∈ ℓ
p
A \ {0} since Jn(0) = 1 for
all n. Moreover, Jn ⊥p S
NJn for all N ∈ N. Using the bilinear pairing
(·, ·) between ℓpA and its dual space ℓ
p′
A , along with (4.6), we can rewrite
this orthogonality condition as
(J 〈p−1〉n , S
NJn), N ∈ N.
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We now claim that Jn → J in ℓ
p
A if and only if J
〈p−1〉
n → J 〈p−1〉 in ℓ
p′
A . To
see this, let ak and a
(n)
k be the kth coefficients of J and Jn, respectively.
The hypothesis that Jn → J implies that a
(n)
k → ak for each k; that is,
viewed as functions of the index k, the coefficient sequence Jk converges
to J “pointwise.” Furthermore, the elementary bound∣∣∣[a(n)k ]〈p−1〉 − a〈p−1〉k ∣∣∣p′ 6 2p′ (∣∣∣[a(n)k ]〈p−1〉∣∣∣p′ + ∣∣∣a〈p−1〉k ∣∣∣p′)
= 2p
′
(
|a
(n)
k |
(p−1)p′ + |ak|
(p−1)p′
)
= 2p
′
(
|a
(n)
k |
p + |ak|
p
)
holds for all k and n. The right hand side is summable in k for each
n. Thus, it furnishes a suitable dominating sequence of functions of k,
with the sequence being indexed by n, for the Dominated Convergence
Theorem to apply. Counting measure in k is the underlying measure.
The conclusion is that J
〈p−1〉
n → J 〈p−1〉 in ℓ
p′
A . The converse holds since
the argument is symmetric in p and p′.
As consequence of the claim, we see that
(J 〈p−1〉, SNJ), N ∈ N.
In other words J ⊥p S
NJ for all N . This completes our proof.
8. Geometric Convergence to the Boundary
In this section we use our main theorem to construct new examples of
zero sequences for ℓpA. To do this, we will find a bound on the norms of
the co-projection functions Jn for each finite sequence w1, w2, . . . , wn.
Then, by applying Theorem 2.2, we obtain a limiting function with
the prescribed zeros. The bound is made possible by constructing a
polynomial that is suitably close each of the associated co-projections.
Let p ∈ (1,∞) and W = (w1, w2, w3, . . .) ⊆ D \ {0}. As in Theorem
2.2, define, for each positive integer n,
fn(z) :=
(
1−
z
w1
)(
1−
z
w2
)
· · ·
(
1−
z
wn
)
,
and the p-inner function Jn = fn − f̂n.
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Fix ǫ > 0 suitably small and select r1, r2, r3, . . . such that each rk > 1
and ∑
k>1
(
1−
1
rk
)
=
1
p′
− ǫ > 0.
Necessarily, rk → 1. For any r ∈ (1,∞) and w ∈ D \ {0}, define
Bw,r(z) :=
1− z/w
1− w〈r′−1〉z
,
and observe this is the r-inner function from (5.8). Also note that when
r = 2, this function is a constant multiple of a Blaschke factor.
For each n ∈ N, the function
Fn := Bw1,r1Bw2,r2 · · ·Bwn,rn
belongs to ℓpA, satisfies Fn(0) = 1, and F (wk) = 0 for all k, 1 6 k 6 n.
Thus, by the minimality property of the of co-projection Jn (Definition
3.6), we have
‖Jn‖p 6 ‖Fn‖p
for each n. The goal now is to obtain an upper bound for ‖Fn‖p that
is independent of n.
We now define p1, p2, p3, . . . by first defining
(8.1)
1
p1
+
1
r1
=
1
p
+ 1
and then
(8.2)
1
pk
+
1
rk
=
1
pk−1
+ 1, k > 2.
Thus
1
pn
=
1
p
+
n∑
k=1
(
1−
1
rk
)
,
the sequence (pn)n>1 is decreasing, and
p∗ := lim
n→∞
pn =
{
1
p
+
1
p′
− ǫ
}−1
> 1.
By virtue of the conditions (8.1) and (8.2), we can apply Young’s con-
volution inequality repeatedly to obtain
‖Jn‖p 6 ‖Fn‖p
6 ‖Bw1,r1Bw2,r2 · · ·Bwn,rn‖p
6 ‖Bw1,r1‖r1‖Bw2,r2 · · ·Bwn,rn‖p1
6 ‖Bw1,r1‖r1‖Bw2,r2‖r2‖Bw3,r3 · · ·Bwn,rn‖p2
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· · ·
6 ‖Bw1,r1‖r1‖Bw2,r2‖r2‖Bw3,r3‖r3 · · · ‖Bwn−1,rn−1‖rn−1‖Bwn,rn‖pn−1
6 ‖Bw1,r1‖r1‖Bw2,r2‖r2‖Bw3,r3‖r3 · · · ‖Bwn−1,rn−1‖rn−1‖Bwn,rn‖p∗.
(8.3)
We will be done if we can find a uniform bound for the final factor,
‖Bwn,rn‖p∗, as well as the product of the remaining factors.
By direction calculation, similar to [15, Lemma 3.2], we have
‖Bw,r‖
t
t = 1 +
(1− |w|r
′
)t
|w|t(1− |w|(r′−1)t)
.
and
‖Bw,r‖
r
r = 1 +
(1− |w|r
′
)r−1
|w|r
.
Let us prove the second identity since the proof of the first identity is
similar. Indeed,
‖Bw,r‖
r
r = 1 +
∑
j>1
∣∣∣w〈r′−1〉(j−1)(w〈r′−1〉 − 1
w
)∣∣∣r
= 1 +
∑
j>1
∣∣∣w〈r′−1〉(j−1)(w〈r′−1〉 − 1
w
)∣∣∣r
= 1 +
∣∣∣w〈r′−1〉 − 1
w
∣∣∣r ∞∑
j=1
|w|r(r
′−1)
= 1 +
(1− |w|r
′
)p
|w|r
1
1− |w|r′
= 1 +
(1− |w|r
′
)r−1
|w|p
.
When t ∈ (1,∞), r ∈ (1,∞), and |w| increases to 1, the quantity
‖Bw,r‖
t
t tends to the value 1, since
(8.4)
(1− |w|r
′
)t
(1− |w|(r′−1)t)
∼
t(1− |w|r
′
)t−1r′|w|r
′−1
t(r′ − 1)|w|t(r′−1)−1
→ 0.
Next, we recall that p∗ > 1, and rk decreases to 1 as k tends to infinity.
Thus r′k increases to infinity, and consequently, for k sufficiently large,
we have
p∗ > r′k/(r
′
k − 1)
(r′k − 1)p
∗ > r′k
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1− |wk|
(r′
k
−1)p∗ > 1− |wk|
r′
k
> (1− |wk|
r′
k)p
∗
.
This implies that for sufficiently large k, the last factor ‖Bwn,rn‖p∗
of (8.3) is no greater than 2. Finally, we see that (8.3) is uniformly
bounded as n increases provided that the roots w1, w2, w3, . . . satisfy
(8.5)
∑
k>1
(1− |wk|
r′
k)rk−1 <∞.
This proves Theorem 1.7, which asserts that a sequence W = (wj)j>1
satisfying (8.5) is a zero set for ℓpA.
It is obvious that any W satisfying (8.5) must be a Blaschke sequence.
However, by replacing each factor Bwk,rk(z) in the above construction
with Bwk,rk(z
k), we obtain a zero set W˜ consisting of the complex kth
roots of wk for each k. Because
‖Bwk,rk(z)‖rk = ‖Bwk,rk(z
k)‖rk
holds, the same estimate for (8.3) applies, telling us that W˜ a zero set
for ℓpA. It is clear that W˜ cannot be the union of finitely many sequences
tending toward the boundary at exponential rates. Furthermore, the
zero set W˜ accumulates everywhere on the boundary of D. Therefore,
we have produced an example going beyond those known from the zero
sets created in [29, 33], via Blaschke products having certain desired
properties on their Taylor coefficients.
9. Slower Than Geometric Convergence to the Boundary
First, let us observe that if rk is given by
rk := e
−1/k, k ∈ N,
then rk fails to converge to 1 at an exponential rate as k increases to
infinity. In fact,
lim
k→∞
1− rk+1
1− rk
= lim
k→∞
1− e−1/(k+1)
1− e−1/k
= lim
k→∞
( k
k + 1
)2
e1/k(k+1) = 1.
The conclusion remains valid if e is replaced by some other base ex-
ceeding one, or if the 1/k in the exponent is replaced by 1/kd for any
positive integer d. Furthermore, it holds all the more if, instead of
being constant, the base increases with k. This will come into play at
the end of our construction.
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Our overall strategy in our construction is to identify an increasing
sequence of nested finite zero sets and define fk to to be the polynomial
with precisely the zeros of the kth set. We will obtain a corresponding
sequence of polynomials Fk that carry these zero sets and other zeros
as well. Each Fk will furnish a norm estimate of the associated p-inner
co-projection function Jk = fk − f̂k. By showing that these Fk are
uniformly bounded in norm, and using the extremal property of Jk,
i.e., ‖Jk‖p 6 ‖Fk‖p, we may conclude that the Jk are also bounded,
and hence the constructed zero set is contained in that of a nontrivial
function in ℓpA.
Let p ∈ (1,∞) and for each k ∈ N consider polynomials Fk given by
Fk(z) :=
(
1−
z
r1
)(
1−
1
2
[z2
r22
+
z4
r42
])(
1−
1
4
[z8
r83
+
z16
r163
+
z32
r323
+
z64
r643
])
× · · · ×
(
1−
1
2k−1
[zNk
rNkk
+ · · ·+
zN
2
k
r
N2
k
k
])
,
(9.1)
where Nk = 2
(2k−1−1), and r1, r2, . . . , rk belong to (0, 1) yet to be de-
termined. Let us make some observations about these Fk. Each factor
is a polynomial with a number of roots; among them are a specific set
of roots that we will call the targeted roots. The targeted roots are
determined in the following way. For each j = 1, 2, 3, . . . , k, fix some
modulus rj with rj ∈ (0, 1) and notice that the jth factor vanishes, as
does Fk itself, consequently, at the points
rj, rje
2πi/Nj , rje
2·2πi/Nj , . . . , rje
(Nj−1)·2πi/Nj .
For each j, the targeted roots are these Nj elements of D, each with
modulus rj, uniformly distributed in argument around the disk. The
jth factor thus contributes a huge number of targeted roots, and this
serves to slow down the rate of convergence to the boundary of the
constructed zero set. Any roots other than the targeted roots will have
no bearing whatsoever on the argument. Define fk to be the polynomial
whose zeros are precisely the targeted roots of Fk.
Next, consider the effect of multiplying out the factors Fk, with inten-
tion of calculating its norm in ℓpA. The fact that all occurrences of z
in the defining formula for Fk are all powers of 2 implies that in the
expansion each zm can occur only once for each m (namely, the combi-
nation of factors corresponding to the binary representation ofm). Put
differently, when you multiply out the defining formula for Fk, there
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is no need to collect like terms – each power of z can only arise in at
most one way.
A typical term in this expansion looks like
±
1
2j1−12j2−1 · · · 2js−1
1
rm1j1 r
m2
j2
· · · rmsjs
zm,
where m1, m2,. . . ,ms are certain powers of 2 adding up to m. Its
absolute value bounded above crudely by
1
2j1−12j2−1 · · ·2js−1
1
r
N2j1
j1
r
N2j2
j2
· · · r
N2js
js
,
and notice that there are 2j1−12j2−1 · · ·2js−1 terms with the same bound.
It follows that ‖Fk‖
p
p is bounded above by a sum of terms of the form
1
(2j1−12j2−1 · · · 2js−1)p−1
1
r
N2j1
p
j1
r
N2j2
p
j2
· · · r
N2jsp
js
.
where the parameters j1, j2,. . . ,js are now distinct.
And now working backwards from this sum, we obtain the bound
‖Fk‖
p
p 6
(
1 +
1
rp1
)(
1 +
1
2p−1r4p2
)(
1 +
1
22(p−1)r64p3
)
× · · · ×
(
1 +
1
2(k−1)(p−1)r
N2
k
p
k
)
.
The infinite product converges if and only if the following sum con-
verges:
∞∑
k=1
1
2(k−1)(p−1)r
N2
k
p
k
.
Our next task will be to identify values of rk that are sufficient for this
sum to converge. Plainly, this happens if there is some a > 1 such that
1
2(k−1)(p−1)r
N2
k
p
k
=
1
k(log k)a
for all k. This can be rewritten as
rk =
(
k(log k)a
2(k−1)(p−1)
)1/2(2k−2)p
.
Now remember that rk is not the modulus of the kth of the zeros of
Fk, but rather, it is the modulus of a large collection of zeros. Indeed,
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if (ρn)n>1 is an enumeration of the set of targeted zeros in order of
non-decreasing modulus, then |ρn| = rk whenever
N1 +N2 + · · ·+Nk−1 < n 6 N1 +N2 + · · ·+Nk−1 +Nk.
Let us estimate the rate at which the targeted roots of Fk tend toward
the boundary. Since Nk−1 6 N1+N2+ · · ·+Nk−1 and N1+N2+ · · ·+
Nk−1+Nk 6 kNk for all k, we have the bounds Nk−1 < n 6 kNk. With
n and k related in this manner, it follows that
Nk−1 < n 6 kNk
log2(1 + log2 n) 6 k < 2 + log2(1 + log2 n).
Consequently
ρn >
(
[log2(1 + log2 n)]{log2(1 + log2 n)}
a
{2[1 + log2 n]}
p−1
)(2/n)p
ρn 6
(
[2 + log2(1 + log2 n)]{2 + log2(1 + log2 n)}
a
{(1/2)[1 + log2 n]}
p−1
)1/(4n4)p
.
By the observation made at the beginning of this section, the zero
sequence (ρn)n>1 fails to approach the boundary at a geometric rate.
This completes the construction. Again, this produces an example of
a zero set that fails to satisfy the Newman condition; that is, it cannot
be expressed as the union of sequences tending toward the boundary
of D at an exponential rate.
10. A Non-Blaschke Zero Set for p > 2
Vinogradov [34] proved that when p > 2 the zero sets for ℓpA need not be
Blaschke sequences. Here is a new proof of this using p-inner functions.
For each k ∈ N, define the polynomial Fk by
Fk(z) :=
(
1−
z
r1
)(
1−
1
2
[z2!
r2!2
+
z2·2!
r2·2!2
])(
1−
1
3
[z3!
r3!3
+
z2·3!
r2·3!3
+
z3·3!
r3·3!3
])
× · · · ×
(
1−
1
k
[zk!
rk!k
+
z2·k!
r2·k!k
+
z3·k!
r3·k!k
+ · · ·+
zk·k!
rk·k!k
])
,
where r1, r2, r3, . . . are moduli in (0, 1). We observe that among the
roots of this polynomial are certain targeted roots, consisting of
rj, rje
2πi/j!, rje
2πi·2/j!, . . . , rje
2πi·(j!−1)/j!, 1 6 j 6 k.
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Observe how the jth factor contributes j! roots. Again, as with the
example in the previous section, let fk be the polynomial whose roots
are precisely the targeted roots of Fk.
It is easily proved by induction that
1 + 2 · 2! + 3 · 3! + · · ·+ k · k! + 1 = (k + 1)!
for each k. As a consequence, when the formula for Fk is multiplied
out, each resulting power of z can only arise from one combination of
factors, and there is no need to collect like terms. (It helps to notice
that if we take the largest power of z from each of the first (k − 1)
factors and multiply them, then the resulting power is, by design, one
less than the smallest power of the kth factor.)
This greatly simplifies the estimate of ‖Fk‖p. Indeed, a typical term in
the expansion looks like
±
1
k1k2 · · · km
1
rn1k1!k1 r
n2k2!
k2
· · · rnmkm!km
z(n1k1!+n2k2!+nmkm!)
where k1, k2,. . . , km are distinct indices between 1 and k, and for
1 6 l 6 m, we have 1 6 nl 6 kl. The coefficient can be bounded
absolutely above by
1
k1k2 · · · km
1
rk1k1!k1 r
k2k2!
k2
· · · rkmkm!km
where we have simply replaced powers in the denominator by some-
thing possibly larger, increasing the fraction overall. There are exactly
k1k2 · · ·km terms in the expansion with the same bound. Accordingly
we obtain the estimate
‖Fk‖
p
p 6 1 +
∑ 1
(k1k2 · · ·km)p−1
1
rpk1k1!k1 r
pk2k2!
k2
· · · rpkmkm!km
where the sum ranges over all selections k1, k2,. . . , km of distinct indices
between 1 and k. The right hand side can be expressed as
(
1 +
1
1p−1rp1
)(
1 +
1
2p−1r2p·2!2
)
· · ·
(
1 +
1
kp−1rkp·k!k
)
which converges as k tends to infinity precisely when
∞∑
k=1
1
kp−1rkp·k!k
< ∞
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Convergence is assured if we take, for example,
rk =
( 1
kp−2−α
)1/kp·k!
,
where α > 0. This can only make sense if p > 2, and we choose
0 < α < p− 2. The defined sequence of polynomials therefore satisfies
sup
k>1
‖Fk‖p <∞.
Since each Fk(0) = 1, we have ‖Jk‖p 6 ‖Fk‖p for all k, where Jk is the
p-inner function corresponding to fk, the polynomial with precisely the
targeted roots up to the kth index. Now invoke Theorem 2.2 to see that
the set W of all targeted zeros is the zero set of a nontrivial function
from ℓpA.
In this case, the corresponding Blaschke test (recall (1.4)) becomes
∞∑
k=1
k!(1− rk) =
∞∑
k=1
k!(1− exp log rk)
=
∞∑
k=1
k!
(
1− exp
{[ 1
kp · k!
]
(log{1/k})(p− 2− α)
})
>
∞∑
k=1
k!
1
kp · k!
(log k)(p− 2− α)
−
∞∑
k=1
k!
1
2(kp · k!)2
(log k)2(p− 2− α)2
=
∞∑
k=1
log k
kp
(p− 2− α)−
∞∑
k=1
1
2(kp)2k!
(log k)2(p− 2− α)2
(recalling that there are k! roots with modulus rk) which diverges to
infinity. Here we used
1−e−x = 1−
(
1− x+
x2
2!
−
x3
3!
+ · · ·
)
> 1−
(
1− x+
x2
2
)
= x−
x2
2
.
for sufficiently small x.
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