Abstract-This paper presents a fully distributed reactive power optimization algorithm that can obtain the global optimum solution of nonconvex problems for distribution networks (DNs) without requiring a central coordinator. Second-order conic relaxation is used to achieve exact convexification. A fully distributed second-order cone programming solver (D-SOCP) is formulated corresponding to the given division of areas based on the alternating direction method of multipliers (ADMM) algorithm, which is greatly simplified by exploiting the structure of active DNs. The problem is solved for each area with very little interchange of boundary information between neighboring areas. D-SOCP is extended by using a varying penalty parameter to improve convergence. A proof of its convergence is also given. The effectiveness of the method is demonstrated via numerical simulations using the IEEE 69-bus, 123-bus DNs, and a real 1066-bus distribution system. Index Terms-Active distribution networks (ADNs), alternating direction method of multipliers (ADMM), distributed reactive power optimization, second-order conic (SoC) relaxation.
NOMENCLATURE

Indices and Sets i, j, k
Indices of buses, from 1 to N. a, b
Indices of areas, from 1 to R. t Iteration index for distributed solvers (inner loop). u Regulation index for voltage regulators (outer loop). N Set of buses in the entire system. E Set of edges in the entire system. E T Set of edges of a spanning tree selected from the graph {N, E}. G Set of generators and reactive power (VAR) compensators in the entire system. N a Set of buses in area a. Upper bound and lower bound of reactive power at the sending end of branch ij.
I ij
Upper bound of current magnitude of branch ij.
I. INTRODUCTION
T HE OPTIMIZATION of distribution networks (DNs) has conventionally been solved in a centralized manner using a distribution management system (DMS). However, in future smart grid systems, an increasing number of distributed generators (DGs) comprising wind power and photovoltaic (PV) generation units are expected to be integrated into the DN, forming active DNs (ADNs) [1] - [3] . Because of the distributed nature of the active components of the network, centralized algorithms for ADNs are expected to encounter significant technical challenges.
The volume of data that arises as a result of large-scale integration of DGs is expected to lead to a communication bottleneck in the near future because the central coordinator must collect and process all of this information. Additionally, the size of the problem makes it very computationally expensive for the centralized DMS to solve [4] . Furthermore, the regional distribution system may belong to various owners, and it is thus problematic to implement a centralized optimization because of privacy and security concerns [5] .
Another important issue is robustness in terms of the cyberphysical system. The central coordinator becomes a vulnerable target for both cyber and physical attacks. If the central coordinator fails for some reason, the entire system will fail [5] .
One of the key operating tasks of ADNs is to maintain the network parameters, including the bus voltages and branch power flows, within predefined limits. However, a high penetration of DGs may result in overvoltage at ADNs due to reverse power flow [6] . Therefore, reactive power optimization, which is closely related to optimal power flow (OPF) problems, is used to minimize network power losses and prevent voltage violations by dispatching reactive power control devices [7] . Considering the significant challenges posed by a centralized DMS, a fully distributed reactive power optimization algorithm is preferred.
Unfortunately, the reactive power optimization problem is essentially nonconvex and NP-hard. Furthermore, directly applying distributed algorithms to nonconvex problems does not have guaranteed convergence. Therefore, various convexification or linearization techniques have been proposed to reduce the complexity of the problem. Because the original nonconvex problem stems from the nonlinear power flow equations, simplification techniques have mainly focused on the power flow constraints. The dc power flow approximation linearizes the constraints and makes the problem easier to solve [8] , [9] ; however, accuracy is not guaranteed because this may not be a good approximation for ADNs. Semi-definite relaxation may be used to solve a convex Lagrangian dual problem instead of the primal nonconvex one [10] ; this method works in radial networks, but it involves additional large-scale variables and cannot be extended to applications in meshed networks [11] . Second-order conic (SoC) relaxation is based on a branch flow model and is a promising convexification method. It was first proposed by Jabr [12] and was further developed to deal with radial networks [13] and extended to meshed networks [14] .
If the nonconvex problem is transformed into a convex problem, it is relatively easy to solve in either a centralized or a distributed manner. The alternating direction method of multipliers (ADMM) is a promising distributed algorithm [15] that has been applied to state estimation (SE) [16] and OPF problems [17] in power systems. Kekatos and Giannakis [16] described a distributed algorithm for robust SE; however, the solutions deviate from the optimum of the original problem due to the poor dc power flow approximation. Sun et al. [17] described an ac OPF solution in a fully distributed manner; however, only one generator was considered. A distributed semi-definite programming (SDP) solver for OPF problem with a bus injection model in microgrids has been reported [18] ; however, the positive semidefiniteness of a global matrix reflects the coupling of all buses in the systems, which is very hard to decompose.
Simulation results have been reported [18] that reveal an interesting and universal property, namely that the performance of ADMM relies on the value of the penalty parameter. Self-adaptive tuning techniques have been used to deal with monotone variational inequality problems [19] , [20] . Furthermore, varying the penalty parameter to deal with the general optimization problem has been reported [15] ; however, there was no proof of convergence and cannot directly be used in distributed manner.
In this paper, we use the SoC relaxation technique described in [13] and propose a D-SOCP for reactive power optimization problems in ADNs based on ADMM, in which we deploy a VPP tuning technique that does not require any central coordinator to accelerate convergence. The major contributions are as follows.
1) Most pioneering works apply ADMM to nonconvex OPF problems directly; however, convexity is a prerequisite for convergence of the ADMM algorithm. Using a few additional auxiliary variables, SoC relaxation can be used to transform the nonconvex ADN problem into a convex second oder optimization program (SOCP) model exactly for radial networks. 2) ADMM itself does not guarantee a fully distributed solution. In this paper, an ADMM-based D-SOCP for reactive power optimization problem is achieved by eliminating global variables and global updates. Besides, a revised iterative procedure of ADMM is proposed by considering the features of DNs. Solving SOCP in a distributed fashion is more practical than its distributed SDP counterpart for two reasons: first, the conic constraints only reflect couplings among neighboring buses rather than those among all buses in the system, which means that SOCP is easier for exact decomposition; second, the distributed SDP counterpart only applies to radial networks, whereas D-SOCP can handle both radial and meshed networks. Furthermore, SDP relaxation may lead to unrealistic results in some cases [21] . Note that mixed variables (branch powers and the voltage at buses) for SoC relaxation of the branch flow equations also make the distributed modeling more challenging.
3) The performance of the ADMM-based distributed algorithms relies on the choice of the penalty parameter. VPP tuning techniques in existing literatures cannot work without central coordination [19] , [20] . Therefore, a fully distributed tuning technique is proposed to accelerate convergence of the D-SOCP solver as a refinement. The remainder of this paper is organized as follows. Section II describes the original nonconvex reactive power optimization problem for ADNs in detail. Section III details the SoC relaxation technique. In Section IV, we propose an ADMM-based D-SOCP solver, and in Section V, we extend D-SOCP by using a VPP to improve performance with arbitrary initial values for penalty parameters. Numerical simulations are described in Section VI, and concluding remarks are given in Section VII. The Appendix provides derivations of the proposed distributed algorithms.
II. NONCONVEX ADN OPTIMIZATION PROBLEM
Consider an ADN with N buses, in which the bus set is represented by N := {1, . . . N}, where 1 denotes the PCC. The branches are denoted as the edge set E := {(i, j)} ⊂ N × N, and set of generators and VAR compensators is represented by G. {N, E} should be regarded as a directed graph, and the following reference orientation is adopted. Select any spanning tree {N, E T } of the graph rooted from the PCC; all tree branches, e.g., E T , are in the direction away from the root, and the link branches, e.g., E\E T , may be in an arbitrary direction. We denote a branch as i → j if it points from bus i to bus j.
As shown in Fig. 1 , a radial network was used as an example to illustrate the Distflow branch equations [22] , [23] .
For DN, especially in China, the transformers in substation are critical facilities to regulate voltage profiles by adjusting their tap-changers. A reactive power optimization scheme with voltage regulation for ADNs can be formulated as shown in Fig. 2 , which comprises two steps including reactive power optimization in feeders and voltage regulation in substations. These two steps can be executed either separately or coordinately. The technical details will be explained in the following sections.
A. Reactive Power Optimization Model for Feeders 1) Objective Function:
We aim to minimize the active power loss of the network, that is
where Q Ci is the total reactive power from the compensation devices, such as static VAR compensators or capacitor banks, at bus i, and P Gi , Q Gi are the injected active and reactive powers of the DGs (or other generators) at bus i.
2) DistFlow Branch Equality Constraints:
We have
and
where r ij , x ij denote the resistance and reactance of branch ij, respectively; P ij , Q ij are the active and reactive powers, respectively, at the sending end of each branch ij; P j , Q j are the injected active and reactive powers at bus j; P Dj , Q Dj are the injected active and reactive powers at the load; and V j denotes the voltage magnitude at bus j. For brevity, G denotes the set of both generators and VAR compensation devices. Lines are modeled as π -equivalent components, and transformers are modeled as series components with transmission parameters that depend on the connection type [24] . Connections to earth have been modeled as aggregated shunt conductance g j and susceptance b j of equivalent parameters for capacitor banks and transformers on bus j. Since transformers have been included, the method can be also applied to distribution systems with multivoltage levels.
3) Reference Voltage of the PCC:
Let
where V ref is a voltage magnitude controlled by the substation side.
4) Security Constraints:
where |I ij | denotes the current magnitude of branch ij;Ī ij is the upper limit of branch current magnitude for branch ij; and P ij ,P ij , Q ij ,Q ij represent the lower and upper bounds of P ij and Q ij , respectively; V i andV i are the lower and upper bounds of the voltage magnitude at bus i, respectively. 
5) Operating Constraints of DG and Compensation Devices:
Suppose that the output of a DG follows the signal from maximum power point tracking. Therefore, all DGs generate the maximum allowable active power, and the reactive power can be controllable and optimized.
whereP Gi is the upper bound of the injected active powers of the DG at bus i, Q Gi andQ Gi are the lower and upper bounds of the injected reactive powers of the DG at bus i, respectively, and Q Ci ,Q Ci are the lower and upper bounds of the reactive power from the compensation devices at bus i, respectively.
B. Voltage Regulation in Substation
As shown in Fig. 1 , the voltage regulation is implemented by transformer in substation. Based on the reactive power optimization results from the feeders, we can obtain the highest and lowest voltages over buses in the uth regulation (i.e., outer loop), denoted V u c max := sup{V i |∀i ∈ N} and V u c min := inf{V i |∀i ∈ N}; however, according to the predefined limit and requirement for voltage quality, the maximum and minimum allowable voltages over all buses can be calculated using V n max := sup{V i |∀i ∈ N} and V c max := sup{V i |∀i ∈ N}. We define the voltage gap as
Fig . 3 shows the equivalent network of a substation, wherė
and where k' is the transformer ratio of the voltage regulator, andŻ T is the impedance of the voltage regulator.Ż eq , V 0 are the Thevenin equivalent parameters, and X C denotes the shunt reactance at bus 1.
The voltage at the PCC can be regulated according to the following expression:
and the active and reactive powers supplied by the substation satisfy and
respectively. The information exchange between voltage regulation in substation and reactive power optimization on feeders in the uth iteration is figured out in Fig. 4 . With the regulation described by (6) and (7), the range of voltage magnitudes of all buses is expected to lie in the middle of the operational interval, which ensures a wide margin for voltage magnitude deviations for security concerns.
III. SOCP RELAXATION
Note that Model 1 is nonconvex and hard to solve. Furthermore, distributed optimization algorithms based on dual ascent typically do not guarantee convergence when applied to general nonconvex problems. Thus, here we use SoC relaxation to transform it into a convex problem [13] , which allows for an efficient computational solution as well as subsequent distributed algorithms with a proof of convergence.
SOCP problems are typically solved using convex programming [26] , and a global optimal solution can be found using interior point methods in polynomial time [27] .
Model 1 can be rearranged by introducing two new variables V i and I ij , which are defined as follows:
As a result, Model 1 can be restated as follows:
subject to Equations (15), (2)−(5), and (10)−(11)
Proposition 1 (SoC Relaxation):
The following relaxation of the equality given in (11) is exact:
if the following two conditions are satisfied.
1) The objective function increases with l ij .
2) There are no upper bounds for the loads.
Proof: Refer to [13] and [14] .
Equation (12) can be rewritten in a standard SoC form as
thus making it possible to obtain the global optimum of the nonconvex Model 1 by solving the following SOCP problem:
subject to
ij l ij , and (2) − (5), (10) , and (13) . (15) Note that Model 3 is almost identical to Model 2 except for the constraint in (13), which is relaxed from the constraint in (11) in Model 2. This SOCP relaxation is exact for radial networks [13] .
IV. FULLY DISTRIBUTED SOCP SOLVER
Suppose the DN is divided into R areas. Let N a , E a , G a represent the bus set, edge set, and generator/VAR compensator set in area a, respectively. Also, let s j := {P j , Q j , P ij , Q ij , v j , l ij |∀i : i → j} be a global state vector corresponding to bus j. For any area a, considering the interconnections with other areas, the bus set N a is extended to the setN a , which comprises both N a and the other end of tie lines among a's neighboring areas. The vectorx a := {x a,j |∀j ∈N a } is then introduced to describe the local state variables in area a with the vector x a,j , which represents a local copy of s j in area a. Model 3 can now be restated as follows:
where x := (x 1 , . . . , x R ) T is a global state vector that collects all copies in each area. For simplicity, all inequality constraints in area a are denoted by the vector function g a (x), which is nonnegative, whereas the equality constraints are denoted by the vector function h a (x), which is equal to 0, and f a (x) represents the objective function corresponding to area a. Let the set M j := {a| j ∈N a } contain all indexes of the areas that contain bus j with cardinality denoted as M j := |M j |. Clearly, the global entry s j should be duplicated in all local states x a if area a belongs to the set M j . Also note that M j > 1 means that more than one area overlap at bus j, and let the overlapping bus set O := { j|M j > 1} contain all such buses. With the example shown in Fig. 5 , suppose that the bus set supervised by area 1 is N 1 = {0 ∼ 3, 18 ∼ 21, 22 ∼ 24}, as shown by the red solid curve in the figure. However, when considering the interconnection with other areas, e.g., area 2, the bus set of area 1 must be extended to include the border of area 2, e.g., bus 4, so that the bus set of area 1 is extended toN 1 = {0 − 3, 18 − 21, 22 − 24, 4}, as shown by the pink area in Fig. 5 . Similarly, the bus set of area 2 was initially N 2 = {4 − 7, 25 − 26}; however, it was later extended tô N 2 = {4 − 7, 25 − 26, 3, 8}, which includes the border of its neighboring areas. We then haveN 1 ∩N 2 = {3, 4}; it follows that buses 3 and 4 are shared by areas 1 and 2. Therefore, M 3 = {1, 2}, M 3 = 2, and O := {3, 4, 7, 8}.
For any bus j that is shared by two neighboring areas, e.g., a and b, the local copies of state variables, e.g., x a,j and x b,j should be all driven to the same value as the global state variable s j . For the system shown in Fig. 5 , we have x 1,3 = s 3 , x 2,3 = s 3 . However, such constraints are interesting only for bus j, which belongs to the overlapping set O, as regional coupling exists only in this case. Model 4 may, therefore, be transformed equivalently to Model 5, which can be expressed in terms of the local variable x a and global variable s j , that is
The novelty here comes from solving Model 5 in a fully distributed manner using ADMM [28] . Let λ a,j denote the Lagrangian multiplier vector corresponding to the equality constraints in (19) , and suppose that the constraints in (18) define a feasible set X a for area a; the augmented Lagrangian of Model 5 can now be written as follows:
where ρ ∈ R + is the penalty parameter for the ADMM algorithm. Note that the global Lagrangian can be decoupled spatially, that is
with a local Lagrangian for each area a defined as
Let t denote the iteration index. The standard ADMM iterations consist of the following three steps: (24) and
The termination criteria may be determined by considering the primal residual column vector reflecting the primal feasibility during the tth iteration. This can be defined as r t , which describes {|x t a,j − s t j ||∀a, ∀j ∈ O∩N a } for all areas in a column. The dual residual column vector reflecting dual feasibility can be defined as d t , which describes {|s t j − s t−1 j ||∀a, ∀j ∈ O∩N a } for any overlapping bus j [15] . Given a feasibility tolerance ε > 0, a reasonable criterion for termination is that the primal and dual residuals must be small, i.e., their maximum element must be less than a predetermined tolerance ε, where
However, directly applying ADMM does not lead to a fully distributed algorithm. Although the update of local primal and dual optimization vectors in (23) and (25) can be executed by all areas in parallel, (24) updates the global vector s j for any overlapping bus j, which necessitates that the control center store the global data and execute a global update.
The major adaption here is to implement fully distributed optimization by eliminating the global vectors {s j } and the global update in (24) from the standard ADMM iterations. The following two lemmas are useful for our discussion.
Lemma 1 (Principle of Area Division):
Each area is considered as a node of a macroscopic graph. Assume that the macroscopic graph is a tree with the PCC as the root. Then, regardless of the initial division of the radial distribution here denoted as {N a 0 |∀a}, each bus set N a can be set up with a minor modification of N a 0 , and we can guarantee that, with the partition {N a |∀a}, any overlapping bus will be shared by only two areas, that is
Proof: See the Appendix. 
By exploiting the feature of radial DNs stated in Lemma 1 and the problem structure stated in Lemma 2, the ADMM algorithm described by (23)- (25) can be significantly simplified for any area a as follows:
To be more specific, for the reactive power optimization problem, we have Fig. 6 . Schematic of the fully distributed algorithm.
For initialization, the state variables x a can be set to arbitrary values x 0 a and auxiliary variables u 0 a,j = x 0 a,j + x 0 b,j /2. The termination criteria can be determined by considering the primal residual vector in the tth iteration r t , which collects {|x t a,j − x t b,j /2|} in each column, and the dual residual vector d t , which collects all {|(
Proposition 3 (Proof of Convergence):
If the penalty parameter is bounded, e.g., ρ < +∞, then the iteration described by (29) and (30) in Proposition 2 will approach both feasibility and optimality, that is where x * a and p * are the optimal solutions and optimum of centralized Model 5, respectively.
Proof: Since the adaption in Proposition 2 is a variable substitution and equivalent transformation, the convergence proof of standard ADMM remains valid (see [15, Appendix A]).
The fully distributed algorithm using (29) and (30) can be implemented in parallel manner. The local subproblems described by (31)-(37) can be solved for all areas simultaneously, and then the local auxiliary variable u a,j in (30) can be updated using the latest boundary data. For illustration, Fig. 6 shows the distributed optimization process for two areas.
V. DISTRIBUTED PENALTY PARAMETER TUNING
From Proposition 3, convergence of the D-SOCP algorithm is guaranteed in theory. However, in practice, if the penalty parameter ρ is not appropriately chosen, convergence may be slow. An optional extension of ADMM-based algorithms is to vary the penalty parameter ρ t depending on the (real-time) conditions during each iteration t (see [15, Sec. 3.4 .1]). It can be very difficult to provide a proof of convergence for the tuning scheme given in [15, Sec. 3.4.1] because ρ may vary in an unbounded manner, so Proposition 3 no longer applies.
A self-adaptive tuning technique was reported [20] for solving monotonic variational inequality problems. However, this kind of tuning technique requires a central coordinator to gather the primal and dual residuals from all areas, and it cannot be used in distributed manner.
Here, we propose a fully distributed penalty parameter tuning technique and it is used to improve the performance of ADMM-based D-SOCP solver.
The penalty parameter tuning scheme is as follows:
and t ≤ t max
where μ ∈ (0, 1) and τ > 0 are parameters and t max is the maximum allowable time for tuning. Typical choices are μ = 0.1 and τ = 1.
Proposition 4 (Proof of Convergence):
The iterations described by (29) and (30) in Proposition 2 with the VPP in (41) are guaranteed to converge.
Proof: Because ρ t a becomes fixed after a finite period of adaptation, ρ t a ≤ ρ 0 a (1 + τ ) t max < +∞ is bounded. Proposition 3 can be applied, and then Proposition 4 can be deduced readily.
The ADMM algorithm will converge very slowly if any one of the residual terms r t or d t converges slowly [20] . Because of this, the main principle of the above tuning method is to balance the speed with which the primal residual r t and dual residual d t converge to zero. When applying this penalty parameter tuning technique to distributed optimization problems, the physical interpretation is relatively straightforward. As seen from the augmented Lagrangian in (22) , a larger ρ t penalizes violations of primal feasibility more harshly and reduces r t , which means that it is easier for different areas to reach agreement in the shared data at the borders. The drawback is that both converge to the optimal solution more slowly. In contrast, a smaller ρ t and a larger r t provide greater optimality within an area, but they make it more difficult for the shared data between different areas to reach agreement.
VI. NUMERICAL SIMULATIONS
The D-SOCP in Proposition 2 and D-SOCP with the VPP in (41) were tested using the following two networks.
1) An IEEE 69-bus distribution system derived from a portion of the practical Pacific Gas and Electric Company distribution system as shown in Fig. 7 . 2) An IEEE 123-bus distribution system with a meshed structure that was partitioned into five areas, as shown in Fig. 8 . Suppose that each area is operated by a different company. Detailed information on these systems is given in [29] - [31] . The base power was 1.0 MW, and the following calculations were all based on per-unit data. The security constraints were given by voltage boundaries of V = 0.9 and V = 1.042 [6] . For both systems, the maximum active and reactive powers that could be supplied by substation were both set to 6.0 MW. The line transmission limit was set toP ij =Q ij = 6.0 MW. The state variable x a was initialized using a flat profile.
For the IEEE 69-bus system, ten DGs were located at buses G = {19, 20, 27, 54, 66, 34, 38, 3, 51, 48}, and the maximum active power they could supply was set toP Gi = 300 kW. The differences in reactive powers were set toQ Gi =Q Ci = 300 kvar and Q Gi = Q Ci = 0. For the meshed IEEE 123-bus system, four DGs were located at buses {7, 12, 33, 47}, and six VAR compensators were located at buses {121, 67, 76, 94, 115, 108}. The maximum active power they could supply was,P Gi = 150 kW and the differences in reactive powers were set toQ Gi =Q Ci = 150 kvar and Q Gi = Q Ci = 0.
The algorithms were implemented using MATLAB on a machine with an Intel Core i5-3210M 2.50-GHz processor and 8 GB of RAM.
Both IEEE 69-bus and 123-bus systems were derived from practical distribution systems. The radial IEEE 69-bus system corresponds to parallel region partitioning, whereas the IEEE 123-bus represents a challenging scenario with a large number of buses and a loop.
In the following, Sections VI-A-VI-D focus on convergence, accuracy and sensitivity analyses of reactive power optimization on the feeder side (inner loop) without considering voltage regulation, whereas Section VI-E investigates the effects of reactive power optimization with voltage regulation (an inner loop with an outer loop). Fig. 9 shows convergence of the real and reactive power using the D-SOCP described in (29) and (30) . The penalty parameter was set to ρ = 1.0 here. Fig. 9(a) and (d) shows the convergence of the objective function. Note that the optimum active power loss is reached in both systems. The convergence of optimal reactive outputs of DGs and VAR compensators, i.e., Q Gi and Q Ci respectively, is shown in Fig. 9(b) and (e). Fig. 9 (c) and (f) shows the residual δ t as defined in (26), which exhibits piecewise linear convergence. A small value of δ t corresponds to minor border gaps, which quantify the agreement between different areas and the stability of local solution. The residual drops rapidly at the beginning until the proposed D-SOCP converges to modest accuracy (∼10 −3 ), and then decreases at a slower rate. Fortunately, however, an accuracy of ∼10 −3 is often sufficient for practical applications of ADNs. i.e., 1 ≤ ρ ≤ 100, D-SOCP performs well; however, when ρ = 0.01, the residual in IEEE 69-bus system did not decrease significantly until around the 100-th iteration, whereas the residual in IEEE 123-bus system decreased to around 10 −1 after 300 iterations. The border residual converged more slowly with a small value of ρ, which may result in slower convergence in practice. Setting ρ empirically may not be suitable for all problems for DNs because in practice, this may require large historical datasets. Even if there is sufficient time to build large historical datasets and an empirical rule can be determined, this rule may fit the historical data, but not the real-time application if there are significant changes to the network (which we may expect, as there are often drastic and unpredictable changes in the loads or even the structure of DNs). Hence, a tuning method is preferable to accelerate convergence, even when ρ is not set appropriately.
A. Convergence of the D-SOCP
B. Sensitivity to the Penalty Parameter
C. Effects of VPP and the Accuracy of Distributed Algorithms
The D-SOCP method with a VPP, as described in equations (29) , (30) , and (41), is expected to improve the performance of D-SOCP. The effect of the VPP is shown in Fig. 11 . When the initial value of penalty parameter ρ was set to 0.01, convergence was accelerated through the use of VPP. Without VPP, when ρ was initialized to 0.01, the border residual obtained using D-SOCP was too large in the IEEE 123-bus system, even after 300 iterations; however, this large residual was not observed when VPP was used. When ρ was initialized to a relatively large value, the D-SOCP and VPP methods exhibited similar performance (not shown here for brevity).
The accuracy of D-SOCP and VPP in both test systems is listed in Table I , where the optimal solutions and active power losses obtained by the CEN, D-SOCP, and D-SOCP with VPP are compared. When ρ = 1.0, D-SOCP reached the optimal solutions in both systems. However, when ρ 0 = 0.01, for the radial IEEE 69-bus system, although D-SOCP still converged to the optimal solution, but convergence was slow, as shown in Fig. 11 ; similarly, when ρ 0 = 0.01, VPP can get more accurate results with less iterations than D-SOCP for the meshed IEEE 123-bus system.
Note that the accuracy with the meshed network was slightly inferior compared with that for the radial network because the SOCP relaxation may not be strictly exact for meshed networks without the aid of a phase shifter [13] . Fortunately, in practice, DNs typically operate radially, which means that both D-SOCP and VPP have potential applications for DNs.
D. Sensitivity to Partitioning
To analyze the sensitivity to partitioning, D-SOCP was tested for three types of partitioning of the IEEE 69-bus system. Detailed area divisions are listed in Table II . The original division is denoted as partition 1; partition 2 represents the case whereby different bus sets are chosen for the same zones; partition 3 represents a more challenging case of fragmentary division in a larger number of areas.
The convergence of the three partitioning schemes is shown in Fig. 12 . Partition 2 exhibited the same number of areas as partition 1, but with significant changes of bus sets in areas 1 and 3 as well as minor changes of bus sets in areas 2 and 4. However, the convergence characteristics did not differ significantly, and it follows that choosing different bus sets for the same number of areas does not significantly affect the optimization process.
Partition 3 retained the same bus sets in areas 2 and 4 as partition 1 did, with other buses further divided into another 
E. Effect of Voltage Regulation
We can further improve the quality of voltage using voltage regulation, and we can maintain the range of voltage magnitudes of all buses located at the center of operational interval, which ensures a wide margin of voltage magnitudes. Both systems with the original partitioning were tested, and the results are shown in Fig. 13 .
For the IEEE 69-bus system, although the active power loss could be minimized via reactive power optimization, the voltage magnitude nearly approached the upper bound, and the margin was very narrow without voltage regulation, as shown in Fig. 13(a) . In this case, an overvoltage was likely to occur in the presence of unexpected system disturbance. However, with voltage regulation at the PCC, this risk can be mitigated, as shown in Fig. 13(b) .
For the IEEE 123-bus system, no risk of voltage violation was observed in the base case. To test the effect of voltage regulation, the load demand was raised to 150% here and the voltage magnitude approached the lower bound. With two times of voltage regulation, the narrow margin of voltage had been improved significantly. 
F. Numerical Test on Real 1066-Bus Distribution System
To stress further the issue of practical application, D-SOCP has been tested on a real distribution system in Shandong province of China. It consists of 1066 buses, six VAR compensation devices, four capacitors, and 51 transformers. Additionally, 44 PV power plants are added in the real-network for demonstration. The network is unbalanced three phase. The detailed parameters of the system are available online [33] . To demonstrate the effectiveness of D-SOCP, the results have been compared to those obtained by original nonconvex Model 1.
As shown in Figs. 14 and 15, both the border residual and the objectives of D-SOCP were able to converge steadily. Compared to CEN, the relative error of optimum obtained by D-SOCP was 10 −4 . This convergence is guaranteed theoretically by Proposition 3. Table III shows that D-SOCP can achieve the same solution as the original centralized model. Detailed optimal reactive power schedule obtained by D-SOCP and voltages of all buses in the system are available online [33] .
VII. CONCLUSION
We have described a method to solve nonconvex reactive power optimization problems using a D-SOCP. Based on variable splitting and ADMM, a powerful fully distributed algorithm was derived by eliminating global variables and global updates. A fully distributed penalty parameter tuning technique (VPP) was shown to accelerate D-SOCP and to handle worst-case scenarios. A proof of its convergence was presented. Simulated data indicated that the proposed distributed method with VPP can converge reliably and achieve accurate solution. 
APPENDIX
