In 1994, the discovery by Shor, then at AT&T Bell Laboratories, of a method of factoring large numbers efficiently using quantum computers [1], transformed quantum computing from a fascinating academic curiosity to a major cross-disciplinary field of basic research. Because the difficulty of factoring large numbers (or, more precisely, the challenge of solving the discrete logarithm problem) underlies the security of ubiquitous public-key cryptography methods [2], Shor's invention immediately sparked a huge experimental effort to develop a practical quantum computer, large enough to be of use for such an application. Approaches based on trapped ions, neutral atoms, photons, nuclear magnetic resonance, and a variety of solid state systems have been investigated in recent years great progress, quantum computers large enough to factor a useful number remain many years off. Superconductive technology is a particularly attractive technology for implementing quantum computing circuits for two reasons: 1) the physics of superconductivity provides a quantum system that can be engineered using microfabrication methods to have a range of desirable properties and 2) superconductive circuits can be integrated monolithically and then scaled in complexity [5]- [8] . As we will now discuss, this scaling is critical, because quantum computers need to be quite large and sophisticated before they can be applied to real-world applications, and many of the alternative technologies (such as atom-or ion-based methods, and liquid-state nuclear magnetic resonance (NMR)] are not scalable by conventional methods of integrated-microelectronic-circuit manufacturing.
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Superconductive technology is a particularly attractive technology for implementing quantum computing circuits for two reasons: 1) the physics of superconductivity provides a quantum system that can be engineered using microfabrication methods to have a range of desirable properties and 2) superconductive circuits can be integrated monolithically and then scaled in complexity [5] [6] [7] [8] . As we will now discuss, this scaling is critical, because quantum computers need to be quite large and sophisticated before they can be applied to real-world applications, and many of the alternative technologies (such as atom-or ion-based methods, and liquid-state nuclear magnetic resonance (NMR)] are not scalable by conventional methods of integrated-microelectronic-circuit manufacturing.
To illustrate the importance of scalability to quantum computing, Fig. 1 compares an estimate of the time required to factor numbers of various lengths using either a quantum computer, or a hypothetical classical computer roughly 30 times faster than the fastest supercomputer that now exists. Scaling up from demonstrations of classical factoring of smaller numbers [9] , we can estimate that a 2048-b-long number would require execution time on the classical computer longer than the age of the universe, while realistic estimates of what might be achievable in a quantum computer running with a clock speed of only 100 MHz indicate that it could factor the same number in one hour [10] . This 100-MHz computer would have to be large, however: straightforward scaling of estimates given in [10] and [11] suggest that 4 10 qubits (a qubit is a two-state quantum memory register) would be required to factor a 2048-b key. This scale is far beyond that of the few-qubit quantum computers that have been realized thus far [12] .
Explaining in detail the reason quantum computers might be expected to operate faster than classical computers is beyond the scope of this article (see reviews such as [3] , [4] ); however, a simple analogy can be drawn with parallel computation that helps give a sense of the origin of the speedup.
In all computers, information is encoded at its most basic level in the state of a physical system. For example, in con- Comparison of estimated computation time in hours for the problem of factoring numbers of various bit lengths for a quantum computer operated at 100-MHz clock speed, and a classical computer capable of 10 operations/s. The times shown span from picoseconds to many times the age of the universe. The quantum computer shows a clear advantage in scaling with binary-length of the key. The values shown were derived by scaling of the calculations from [9] and [10] .
ventional silicon-based computers, the amount of charge on a capacitor encodes the logical value of a bit. But quantum mechanics tells us that physical systems can exist in more than one state simultaneously. These "superpositions" of states are completely outside of our everyday physical intuition, for two reasons: 1) they only exist while the physical system is totally isolated-an uncommon situation-and 2) their physical manifestations in large objects are evident only at extremely small time and length scales. But many carefully executed experiments, such as matter-interference experiments, have now proven that this description is indeed accurate for microscopic systems [13] [14] [15] . Indeed, superconductive quantum computation relies on quantum states that involve large numbers of particles (microamperes of current are not uncommon), and so this work is partly of interest because it has the potential to increase the size scale at which the more bizarre properties of quantum mechanics, such as superposition, are known to apply [16] .
A quantum computer achieves a speedup over conventional computers by exploiting superposition to perform many calculations in parallel. Rather than operating on a single value of a memory register, as in a classical computer, the quantum computer can operate on all possible values of the register at once. Unfortunately, the delicate superposition state is destroyed when a measurement is made of the state of the computer (i.e., when output is requested from the computer). Still, the consequences of the superposition (the interference that results from the superposition) can encode the answer to a problem. This picture implies that a speed-up is only expected for problems where large memory spaces are required internal to the computer, but where the input and output registers can be small. Factoring is one example of such an algorithm-one of the very few algorithms where a speedup has been theoretically demonstrated.
The other main algorithm for quantum computing where a speedup over classical operation has been demonstrated is the so-called "database-search" algorithm proposed by Grover [17] . Although this algorithm could not, in fact, be used to accelerate repeated searches of an arbitrary database because the database itself is destroyed after each search-the correct analogy is to a telephone book you have to burn and rewrite every time you use-it may have other applications. For example, Brassard pointed out that if the database were generated internally to the algorithm itself, Grover's algorithm could be used to accelerate a particular type of code breaking operation [18] .
There are other algorithms in development that could potentially use a quantum computer to perform important tasks that cannot currently be accomplished efficiently by a classical computer. Quantum lattice gas automata have been proposed, for example, that take advantage of a close analogy between the classical equations of motion of fluid flow and Schrödinger's equation to perform simple simulations of classical fluid flow on an array of small quantum computers, interfaced by classical communication channels [19] [20] [21] [22] [23] [24] [25] [26] . Another proposed algorithm solves certain difficult problems using the fact that adiabatic evolution of a system will keep it in its ground state [27] [28] [29] [30] . The system's potential is varied adiabatically in time such that any nonoptimal solution presents an energy cost to the final potential energy. Attempts have also been made to develop algorithms for image processing on quantum computers [31] , [32] . While these suggestions are architecturally interesting, particularly because they purport to be able to harness useful computation with only a handful of qubits, the extent to which they scale to larger, more interesting problems has not yet been established theoretically.
II. TECHNOLOGICAL CONSIDERATIONS
Architectures that promise greater performance with fewer qubits are of particular interest for quantum computing because of the daunting engineering challenges posed in increasing the complexity of even nominally "scalable" approaches to quantum computing, like superconductive circuits. These challenges come about in part because quantum mechanics imposes apparently contradictory constraints on the devices: the devices must exhibit no power dissipation and must in all other ways be decoupled from their environment; but, at the same time, the devices must store a quantum signal that can be measured by an apparatus that is strongly coupled to the outside world. Typically, these requirements mean operating with nanometer-scale systems (such as single atoms, or nanometer-scale electronics), but superconductive circuits can meet these constraints with devices of much larger length scales because of their unique physics. 1) At frequencies well below the superconducting gap, superconductive circuits are nearly lossless. 2) The Josephson junction, a nonlinear superconductive circuit element based on coherent charge-carrier (Cooper pair) tunneling, can be used to switch the coupling between various parts of the circuits. 3) Superconductive circuits can be integrated using standard microfabrication methods [33] , [34] . 4) Ultrasensitive magnetometers [35] , [36] and electrometers [37] can be fabricated out of superconductors to read out the state of the computer. 5) A classical control electronics family (single-flux quantum (SFQ) electronics) [38] , [39] exists that can be integrated with the superconductive qubits for classical control operations [40] [41] [42] . To examine in more detail the requirements for a technology, it is helpful to have a sample architecture in mind. The one illustrated in Fig. 2 1 should not be considered as optimum in any sense. It is a simple linear array of qubits, interacting only with its nearest neighbors. Still, it shares the key features of more realistic architectures, and so it is useful for analysis.
A. The Qubit
The most important element of any quantum computing architecture is the qubit, a two-level quantum system that serves as a memory register for the computer. The computational basis, physical states that correspond to the logical values of one and zero, can be assigned arbitrarily to these two states or to any orthogonal linear superposition of these states. Fig. 3 shows the potential energy of an example quantum system-a simple -oscillator. Expressed as a function of the magnetic flux in the inductor, the Hamiltonian that governs the behavior of this circuit is 1 This architecture was first suggested to me by Prof. J. E. Mooij. where is an effective mass (proportional to the capacitance) and is an effective spring constant (inversely proportional to the inductance). This expression is also the Hamiltonian of a simple harmonic oscillator, whose quantum states are analytically solvable and are shown in Fig. 3 . For the circuit's quantum-mechanical nature to be important in describing its behavior, two key conditions must be met.
1) The circuit must be underdamped, so the linewidth of the states is much less than the spacing between the states . This condition is readily satisfied in a superconductive circuit.
2) The resonance frequency must be high enough, or the temperature must be low enough, so that only the ground state is occupied. This constraint mandates temperatures of operation 10 mK, which can be achieved in a dilution refrigerator. Because the harmonic oscillator energy states are evenly spaced, resonant electromagnetic excitation leads to multiphoton processes that occupy excited states, and thus do not provide the clean two-level system that is needed for quantum computing. Instead a nonlinear element, like the Josephson junction, must be introduced. These circuit elements produce anharmonic oscillators, so the quantum states have varying energy-level spacings and two-level systems can be conveniently manipulated in isolation.
The quantum behavior observed in a qubit is very different from the "quantum" in the term SFQ electronics (the classical superconductive electronics family). "Quantum" in SFQ refers to quantization of the flux in a superconductive loop. In an SFQ circuit the system is described by a well-defined current and voltage which evolves in time, while the state of a qubit is described by a distribution of currents or voltages, each occurring with some amplitude and phase, which evolve in time.
Several different styles of qubits have been implemented in superconductors, all based on Josephson junctions. It is a testament to the flexibility of the technology that such a broad array of quantum systems exist in it. The broadest two categories are defined by whether the quantum states in the qubit differ in the flux or in the charge stored in the junction. Here we speak of flux being "stored" very loosely-in fact the real physical quantity is a phase drop that exists in the wavefunction of the Cooper-pairs as it crosses the junction. Qubits differing in charge state are called "charge" qubits, those differing in phase state are called "phase" qubits. Typically in charge qubits, the uncertainty in the phase of the junctions is large, similarly in phase qubits, the uncertainty in the charge across the junctions is large.
1) Phase Qubits: Phase qubits subdivide further into a variety of subcategories. The easiest to describe consists of a single junction biased by a constant current [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] . The computational basis in this case is typically the lowest two energy states of a metastable local minimum of the potential energy of the junctions.
Another phase-based qubit, shown in Fig. 4(a) , consists of a single junction enclosed in a loop, called an RF superconducting quantum interference device (SQUID) [53] [54] [55] [56] . When an external field consisting of exactly half of a flux quantum is applied to the loop, the potential energy looks like a symmetric double well, shown in Fig. 5 . The tunnel coupling between the wells permitted by the finite barrier height splits the ground-state degeneracy one would expect in the case of an infinite barrier. This splitting results in a symmetric ground state and antisymmetric first excited state for this system. To form a computational basis, we can take equally weighted positive and negative superpositions of these two states. The positive superposition has population in one well, the negative in the other. This choice of computational basis is not the only or even necessarily the best choice in this system, but it has the useful property that measurements of the flux stored in the loop can then reveal the computational state of the qubit.
A related phase-based qubit, the persistent-current qubit shown in Fig. 4(b) , uses three junctions and has a very similar potential-energy diagram to that of the RF SQUID [57] [58] [59] [60] [61] [62] [63] [64] [65] . In this case, there are two degrees of freedom of the qubit, one of which can be neglected because the oscillation frequency in that direction is much higher than in the other. Along the axis of symmetry of the potential with the lower oscillation frequency, the system looks like a symmetric double well, just as in the RF SQUID qubit case. The choice of computational basis is the same as in the RF SQUID qubit case.
The final example of a phase-based qubit uses a very large Josephson junction, shaped by fabrication so that a single fluxon (a quantum of magnetic flux, which can also be thought of as a current vortex) moving in the junction sees a double-well potential [66] [67] [68] . Because fluxons are the fundamental particle of SFQ electronics (the classical logic family of superconductive electronics), this approach promises particularly smooth integration with classical control and readout electronics.
2) Charge Qubits: Charge-based qubits, shown in Fig. 4(c) , all share the feature of using so-called Cooper-pair boxes as a key element [69] [70] [71] [72] [73] [74] [75] . These circuits consist of a small island of superconducting material (the Cooper-pair box) such that the capacitive charging energy of the island exceeds its thermal energy. A bias voltage on a nearby gate permits modulation of the box potential. When the box potential is set to the voltage corresponding to half a Cooper pair being on the box, the two states of the system (Cooper pair on and not on the box) are exactly degenerate and a symmetric double-well potential exists. The choice of computational basis is then the same as for the RF SQUID qubit, except now the double-well potential exists in the charge basis, not the phase basis.
3) Other Qubits: Qubits can also cross the boundary between the phase and charge categories. Proposals and experiments exist in which the quantum state of the system is defined in the charge basis, but the influence of this charge state on a coupled phase-sensitive circuit provides the qubit readout [76] [77] [78] [79] . This approach eliminates undesirable voltage noise which is otherwise coupled to the qubit through the readout.
Finally, there are some proposals where no experimental implementation yet exists-in principle the phase drop inherent to high-temperature superconducting junctions could be used to simplify the problem of biasing the qubit [80] [81] [82] [83] [84] [85] [86] [87] ; however, no Josephson junctions have been made in these materials with anything close to the required quality for qubits. Also, there has been a proposal to use quantum bound states formed in the tunneling process (from so-called multiple Andreev reflections) to form a qubit [88] . 
B. Single-Qubit Operations
The "software" of a quantum computer is a sequence of classical instructions that execute one and two-bit operations on the computer. The driver circuits are classical circuits that take a digital input (instructions from the classical control system) and output an analog signal. Typically, one thinks of an RF pulse in the case of superconductive qubits [43] , [63] , [65] , [77] , [89] (but lower-frequency signals have also been used successfully [63] , [69] ), which then performs the single-qubit operation. The best classical analog of a singlequbit operation is the NOT operation in digital logic.
It is possible that control fields themselves can reveal the state of a qubit. For example, if a field with only a few photons is shone on a qubit, a subsequent measurement of the state of the field can reveal the state of the qubit [90] , [91] . Straightforward calculations show that for superconductive qubits, if control fields with large numbers of photons are used, this effect can be safely neglected.
C. Two-Qubit Operations
Single-qubit operations are insufficient on their own to execute a quantum algorithm: some qubit couplings are required. Sequential action of two-qubit operations across the computer enable manipulation of superpositions of the states of multiple qubits: i.e., they generate entanglement in the quantum computer. The ability to generate entanglement is required in order to span the space of operations possible on a quantum computer.
The most elemental gate that can be used to generate entanglement in a quantum computer is the controlled-NOT (CNOT) gate. The truth table for this gate is shown in Table 1 . This gate flips the target bit if and only if the control bit is on. To see why this seemingly innocuous gate can be used to generate entanglement, consider setting the input control bit to a superposition of zero and one . This can be done with a simple one-bit gate operation. The component of the control bit in the zero state will leave the target unchanged, while the component of the control in the one state will flip the state of the target. Then suppose the target starts out in the zero state , a measurement performed after the CNOT will always reveal one of two outcomes: the control and target bit are either both zero or both one . Because a measurement performed on one qubit now completely determines the state of the other (even though they are no longer interacting), we say they have become entangled.
The problem of implementing two-qubit gates like the CNOT gate is vastly simplified if controllable couplings (i.e., couplings whose strength can be modulated and ideally nulled to zero) are used. Aside from this constraint, virtually any physical interaction could be used as a coupler-in superconductive circuits, electromagnetic coupling with capacitors [48] , [50] , inductors [92] [93] [94] [95] , or microwave cavities [96] , [97] have all been proposed, and a few have been recently realized experimentally [51] , [75] .
Work at the Massachusetts Institute of Technology (MIT) Lincoln Laboratory, Lexington, and the MIT campus, Cambridge, is aimed at developing a two-qubit coupler based on a balanced transformer design [94] , [95] . The qubits in this case are coupled by two counterwound transformers whose inductance can be tuned with SQUIDs embedded in each transformer. This technique permits couplings that can be tuned to zero and then switched to a finite value on demand.
D. Scaling Up
Straightforward scaling of the results of [9] and [10] suggests that, depending on the choice of architecture, on the order of 1 million qubits will be required to factor a number large enough to be of practical interest. Superconductive circuits are interesting for application to quantum computing because they can be integrated using standard methods of very large scale integration [33] , [34] . One challenge faced in scaling superconductive circuits will be control of device parameters. Like all approaches to quantum computing, each qubit is slightly different. In solid-state qubits, the dominant differences can be ascribed to fabrication imperfections, but in all approaches, variations in the local fields and coupling strengths to driver circuits will mandate qubit-by-qubit calibration of the control system. Because fabrication imperfections are likely to dominate the observed variance of superconductive qubit properties, development of methods for manufacturing qubits with nearly identical properties will be critical to practical implementation of a quantum computer.
An example of a fabrication process for superconductive quantum computing is one that has been implemented at MIT Lincoln Laboratory. The process is capable of yielding submicrometer Josephson junctions critical for the persistent-current qubit approach using i-line photolithography on 150-mm-diameter wafers [33] . Devices developed under this process have been used by multiple groups to realize superconductive quantum circuits [98] , [99] , [100] .
E. Sensor
The sensor serves as the interface between the quantum world of the qubit and the classical world of the engineer, trying to extract useful (classical) information from the computer. At its core, the sensor consists of an amplifier and comparator. At some point in the measurement process, enough information about the signal has bled into the surrounding environment so that the experimenter could, at least in principle, detect it. At that point, the quantum information has been destroyed and only the classical information remains. The goal of a measurement circuit is then to amplify the signal while introducing a minimum of undesirable external action into the qubit.
Typically, the qubit in a superconductive quantum system has some dipole moment, either electric or magnetic, coupled either to a SQUID magnetometer or a single-electron transistor (SET) electrometer. Two kinds of coupling have been used successfully in qubit experiments. 1) "Always on" coupling, where the measurement is continuous, but weak, constantly reading out a value that is only loosely correlated to the value of the qubit. This method permits quantum operations to occur even while a measurement is being made but introduces unavoidable errors or decoherence. 2) Switchable coupling, where the measurement is turned on only at certain moments (once the quantum operations are complete). This method permits the qubit to be isolated from the outside world for the duration of the quantum operations, but then provides a classical measurement where the value is strongly correlated to the value of the qubit. One measurement technique in development has several desirable features previously mentioned: it uses a symmetric superconductive comparator with a two-stage readout called a quantum flux parametron (QFP) [101] , [102] . The symmetry of the device provides intrinsic rejection of low-frequency external noise. The two-stage readout separates the amplification stage from the classical measurement.
The jury is still out regarding measurement of superconductive qubits. The broad variety of methods that have emerged in a very short time, however, suggests that the measurement is unlikely to limit development of a superconductive quantum computer.
F. Classical Control
Unlike classical computers, quantum computers would not be used to write the programs that run on them. Instead, the sequence of gate operations that act on the qubits (the memory registers) to perform useful calculations can be thought of as the "program" or "software." The correct sequence has to be carried to and applied to the quantum computer using a classical computer-an analogy might be drawn to the days of the punch-card computer, where the punch card is created entirely separately from the computer. Additionally, the classical signals from the computer output have to be collected and brought out to the world. Of course, conventional silicon-based computers could be used here, but given the need for ultralow temperatures and large-scale calibration of the computer, it is likely that superconductive classical electronics would be a more convenient technology choice.
The most promising classical control electronics family (SFQ electronics) [38] , [39] has been used extensively for implementation of analog, digital, and mixed-signal integrated circuits. Several proposals exist for use of these circuits to control quantum bit operations [40] [41] [42] . Ultimately, however, a full-scale quantum computer would probably require a classical circuit much larger than has currently been achieved, and implementation of such a circuit is not easy. Additionally, a number of sources of noise, such as thermal [103] and electromagnetic [104] , could be introduced in the process of integration of the SFQ circuits with the quantum device technology. Care will be needed to avoid these difficulties.
III. REMAINING CHALLENGES
There are two equally daunting challenges facing the field of superconductive quantum computing: decoherence and control. Both control inaccuracies and decoherence induce errors, which must be corrected in the computer. If these errors occur at a rate faster than some threshold [105] , they cannot be corrected, and sustained computation is impossible.
Decoherence consists primarily of the effect that undesired interactions with the environment have on the computer, but also arises when the system entangles quantum mechanically with states of the qubit that are not part of the computational basis.
A. Decoherence
Without a demonstration of coherence times in excess of a microsecond, superconductive quantum computing is likely to fall flat on its face. Decoherence comes in two flavors: phase and amplitude. Phase decoherence, which is elastic in the sense that energy is not lost during the process, tends to be much faster than the inelastic amplitude decoherence, where energy is lost. The energy decay (or relaxation) times of typical superconductive qubits systems appear to be in the tens of microseconds, though the precise mechanisms of decay have not been identified [106] . Importantly, experiments have not been able to detect the very short time decoherence properties of the qubits, but this is the most critical timescale, because it is during the first few instants that the errors exceed the threshold required by the proposed error correction methods.
Recent experiments have shown the dephasing timescale of phase superconductive qubits to be 100 ns [43] , [63] , much smaller than the corresponding relaxation rates for these systems, which can exceed 20 s [106] . To eliminate inhomogeneous broadening of the qubit levels due to low-frequency noise, spin-echo techniques borrowed from nuclear magnetic resonance technology must be used to measure the dephasing timescale.
The main sources of decoherence are still not completely understood. Typical models of the decoherence assume a coupling of a two-state quantum system-the qubit-to a bath of quantum-mechanical harmonic oscillators-the environment. The spectral density of the coupling to the bath is shaped by the frequency dependence of the electrical output impedance seen by the qubit [45] , [47] , [56] , [60] , [62] , [64] , [107] . It may still be, however, that other effects (for example, coupling to nuclear spins or charge states in the substrate or tunneling barriers) dominate the observed decoherence [107] , [108] .
B. Control
As with any system requiring analog control, systematic errors (caused, for example, by control electronics drifts or device parameter nonuniformity) build up rapidly. This feature makes the problem of control of a quantum computer much more challenging than control of a conventional computer, where the binary nature of the information can be used to reset the information at each stage and guard against buildup of errors. The theoretical solution to this problem (at the expense of greater system complexity) came with the discovery of quantum error correction [10] , [105] , which can reset the system as long as the total error rate does not exceed some threshold which depends somewhat on the type of error, but is typically estimated to be between 1 error per qubit per 10 or 10 operations.
But controlling an analog system consisting of many interacting qubits even with this level of precision is far from a trivial challenge. Achieving this control across an array of hundreds of thousands of qubits would an engineering tour de force.
IV. CONCLUSION
Superconductive quantum computation faces many challenges before a computer large enough to be useful can be realized. However it has several key features that make it a promising approach to quantum computation.
1) It is a coherent quantum technology.
2) Superconductive devices can be fabricated and integrated monolithically. 3) Nearly ideal superconductive sensors exist. 4) A superconductive classical electronics family exists for device control. These features suggest that this field is a strong competitor in the effort to develop a large-scale quantum computer.
The current government-sponsored road map for superconductive quantum computing calls for few-qubit systems to be developed in the next few years in order to understand the issues involved in implementation of the technology [109] . The field is well poised to achieve the goals laid out by this roadmap.
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