Mixture models provide a method of modeling a complex probability distribution in terms of simpler structures. In particular, the method of mixture of regressions has received considerable attention due to its modeling flexibility and availability of convenient computational algorithms.
Introduction
The method of mixtures of probability distributions is a powerful method that allows researchers to model multiple and complicated phenomena with simpler probability distribution models. Mixture models provide a convenient and flexible family of distributions for estimating or approximating distributions which are not well modeled by any standard parametric family. More importantly, they give us a parametric approach to non-parametric methods of density estimation, in particular for a Bayesian approach of using mixture models in density estimation. See for example [4] and [17] .
In addition to studying mixture models in the context of density estimation problems, mixture models can be extended to the regression problem setting. In the context of regression, mixture models are also well-known but under different names in diverse fields, such as switching regression model in the econometric literature, hierarchical mixture-of-experts model (HME) in the machine learning community [12] , and regression with latent mixtures in statistical literature. In particular, the Bayesian approach to mixtures of regressions has been examined by Viele and Tong [21] and Hurn et al. [11] .
While the theoretical justification for the mixture approach has been successfully worked out from the frequentist point of view, its Bayesian counterpart has not been fully investigated. From the Bayesian point of view, given a sufficient number of observations, the posterior distribution is expected to concentrate around the true values of the parameters as the sample size increases, and this is known as the concept of posterior consistency. Posterior consistency of Bayesian mixture models has been investigated in the literature and there has been significant progress on the topic of posterior consistency of normal mixture models [17, 14, 21, 2] . Most recently, a theoretical study of the consistency properties of a Bayesian HME model, Bayesian inference using the mixture of logistic regression models, is done by Ge and Jiang [5] . Given consistency of the posterior distribution, one would like to know how fast the posterior distribution converges to the true value of the parameter, and then compare the obtained convergence rate with the known optimal rate for point estimators. Ghosal et al. [7] and Shen and Wasserman [18] established general and related theorems for the convergence rate of posterior distributions. For density estimation based on the mixture model, the general result for rates of convergence for the Gaussian mixture sieve and Dirichlet mixtures of normal distributions has been considered in [6] and [9] , respectively.
Consequently, motivated by works of Ge and Jiang [5] , Genovese and Wasserman [6] and Ghosal and Van der Vaart [9] , we provide sufficient conditions under which an infinite number of mixtures of regressions achieves strong consistency and the appropriate rate of convergence of the posterior distribution at a true value of the parameter. We then investigate these Bayesian asymptotic properties in three specific cases of mixtures of regressions -Binary, Poisson and Gaussian regressions. The rest of the paper is organized as follows. In Section 2, we describe the general mixture model for regression problems that we are using and state sufficient conditions for obtaining strong consistency. We also state appropriate rates of convergence of posterior distribution in discrete mixtures of regressions based on the theorem by Shen and Wasserman [18] when the number of mixing weights goes to infinity as sample sizes increase. In Section 3, we deal with three differ-ent examples using mixtures approach: binary, Poisson and Gaussian regressions. For each of the three regressions, we investigate asymptotic properties, including strong consistency and rates of convergence by verifying sufficient conditions of the theorem in Section 2. In Section 4, we discuss some directions for future work.
Bayesian Mixture of Regressions
Let us consider a random response Y corresponding to a single predictor X taking values in a bounded interval T ⊂ R. The distribution of Y given X is assumed to be a mixture of linear regressions, which is a generalization of mixture distributions by incorporating the predictor in the mixture framework. That is, an observed quantity y is explained by the relationship of a single covariate x in the form of regression. For instance, the regression form might be a linear regression of x as y = βx+ ε, where ε is a standard normal noise. The main difference with the ordinary linear regression is that the slope β can get values among a set of k different possible values, β 1 , . . . , β k , with p 1 , . . . , p k probabilities. Thus, this approach leads to the conditional distribution of y given x as a mixture of normal densities.
The following subsection generalizes this idea into a generic form of mixture of regressions, in particular from Bayesian perspectives, and introduces the basic notations for Bayesian formulations, similar to what has been discussed by [17] for density estimation. This Bayesian approach to mixture of regressions has been studied by, for example, Viele and Tong [21] and Hurn et al. [11] with various real datasets.
Notations
where F k is the set of joint conditional densities f (y|x, p, β) that have the form
where p k j is a mixing weight and H j is a suitable conditional density function of Y given the covariate X, parametrized by an unknown θ k j = (β k j , p k j ). For example, if we model mixtures of regressions with additive noise distributed as standard normal, the conditional distribution of Y given x will be a mixture of normal distributions as follows:
where φ(x) denote a standard normal density. We take F to be F = ∞ k=1 F k . A natural way to construct priors on F is to consider sieve priors as discussed in [21] , [5] and [18] . A sieve prior Π has the following form : Π = ∞ k=1 a k Π k , where a k ≥ 0, ∞ k=1 a k = 1, and each Π k is a prior defined on F but supported F k . Note that each F k is parametrized by finite-dimensional parameters and Π k is a induced prior defined on Θ k for {β k j } k j=1 and {p k j } k j=1 . Following this framework, we consider three different choices of H j depending on the regression models under consideration: binary, Poisson, and Gaussian regressions as below : • Poisson regression with log linear link :
• Gaussian regression :
For these regression models, we are interested in asymptotic behaviors of the posterior distribution of unknown parameters for each of mixture of regression models, particularly their posterior consistency or posterior convergence rates. For this purpose, we need to deal with suitable neighborhoods of true density function of mixture of regressions. Specifically, we define a neighborhood of true density function in terms of Hellinger distance,
and then we compute the rate at which the posterior distribution converges to 1 almost surely around the Hellinger neighborhood of the true density function, and identify suitable rates of convergence for commonly used models for mixtures of regressions.
Preliminaries : A theorem for posterior convergence for mixtures
As mentioned in Section 1, posterior consistency of mixture models has been moderately explored in the literature. Roeder and Wasserman [17] consider Bayesian density estimation using mixture of normals and give some results on the consistency of the method when the maximum number of components is allowed to grow with the sample size. By embedding the problem in the context of density estimation, Lee [14] shows that the posterior distribution for neural networks is asymptotically consistent. Viele and Tong [21] provide a theoretical underpinning for the Bayesian mixture of normal regressions by demonstrating consistency of posterior distribution based on theorems for posterior consistency in Barron et al. [1] . Further, Carta [2] treats Bayesian semiparametric inference using normal mixtures and shows that its posterior distribution is consistent by following the same approach as [14] . Generally speaking, having no guarantee of posterior consistency will lead to undesirable consequences [3] , and since posterior consistency of mixture models has not been established fully, we need to further investigate its asymptotic behavior to ensure reasonable Bayesian consistency properties, especially in the context of the regression problem, under various mixtures of regression settings such as in [5] . After establishing posterior consistency, the next inherent question is the rate of convergence of the posterior distribution. The asymptotic behavior of the Bayesian procedure is quantified by its rate of convergence: given a distance d on the parameter space, we explore the appropriate sequence ε n which is positive and decreases to zero for the posterior probability. This is formalized as follows [10] : Suppose that there exits a constant M > 0 and ε n → 0 such that
in P θ 0 -probability or almost surely [P θ 0 ]. In other words, (2) means that the posterior mass around the true value of the parameter is still captured even if the decreasing sequence ǫ n of neighborhood of θ 0 goes to zero as the sample size increases. If (2) holds, we say that the rate of convergence is ǫ n . In finite dimensional problems, it is well known that the posterior distribution converges at a rate of n −1/2 in the Hellinger distance. See [13] for instance. However, much less is known on the behavior of posterior distributions for the nonparametric Bayesian model, i.e. the case of infinite dimensional parameter space.
Shen and Wasserman [18] provided theorems that gave general conditions for achieving the rate at which the posterior distribution concentrates around the true parameter value. The rates that they computed are derived by the bracketing entropy based on Hellinger distance and the rates that the prior probability assigns to the small ball around the true parameters. Ghosal et al. [7] also did independent work on the same topic and gave general results on the rate of convergence of the posterior distribution based on metric entropy and reaffirmed the usefulness of the approach based on testing.
In terms of mixtures of normal densities, Ghosal and Van der Vaart [9] studied the rates of convergence of the maximum likelihood estimator and posterior distribution in density estimation problems where the densities are mixtures of normal distributions. They provided a general theorem for rates of convergence of posterior distributions that could be applied to the case of normal mixture density estimation problems. The similar theorems for calculating convergence rates of posterior distribution under the Gaussian mixture sieve are also found in [6] .
In this subsection, we provide an analogous theorem for computing rates of convergence for mixtures of regressions that includes three examples in the previous section, and works not only for normal mixtures but also general mixtures under easily verifiable assumptions. We present Theorem 2.1 below and we verify the conditions in three mixtures of regression problems in the next section.
To make the posterior probability converge to 0, or investigate the rate of convergence, we will make assumptions about the true density function and the structure of parameter space with respect to prior distributions and bracketing entropy.
Assumption (i)
The true conditional density, f 0 (y|x) is the general mixture of H(y|x, β) with respect to the true probability distribution function of β, F 0 as follows.
Also, suppose that the covariate x is fixed in advance on a bounded interval T . Without loss of generality, we will assume that T = [0, 1] for the remainder of this paper.
Assumption (ii) Let m be a positive constant and define
denote the δ-covering number of a set B with respect to the Hellinger metric d H , which is defined as the smallest number of δ-balls that are necessary to cover the set B [19] . Then, we assume there exists a positive b 1 such that for every 0 < ε < 1,
Note that 1. Assumption (i) is used for the basic requiriment of posterior consistency [10] that prior distribution assigns positive probability to a Kullback-Leibler neighborhood of the true density.
To define a Kullback-Leibler neighborhood of the true density function, we need to specify the true density function. The assumption of true density taking the form of general mixture was also made in [6] and [9] .
2. Assumption (ii) is originally based on Theorem 1 in [22] , which was also used in Lemma 5 in [6] and assumption (4.2) of Theorem 3 in [18] so that their results can be applied here.
This assumption enables us to state an upper bound for the numerator of likelihood ratio in (3) when the posterior probability of A c given Z n and the prior Π, where A be a Hellinger neighborhood of the true density and
is the data, is expressed as
3. The prior distribution described in assumption (iii) is a natural and reasonable specification of prior for mixture models, commonly used in density estimation and regression for practical implementation as well as theoretical investigation [17, 9, 11, 21] . Assumption (iii) is also needed for showing that the prior probability of F c n is exponentially small as n → ∞ for the proof of Theorem 2.1. Now we have the following theorem for posterior consistency and convergence rates under the mixture of regression setup.
2/3 /(log n) and r n = (log n) (1+δ)/6 /n 1/6 for some δ > 0. Consider F kn as defined in (1) with m kn = O(k τ n ) for some τ > 0. Let f 0 be the true conditional density function. Let N n be a positive sequence such that N n → ∞ as n → ∞.
Suppose that assumptions (i)-(iii) hold.
(a) Assume that there exist positive sequence t n such that such that
Then for sufficiently large M , if nε 2 n → ∞ as n → ∞, we have that
almost surely, with respect to the true probability of P 0 .
(b) For every ε > 0, if the prior assigns the positive probability in the following set:
almost surely, with respect to P 0 , which stands for the joint distribution of Y 1 ) , . . . , (X n , Y n )}. Recall the equation (3) in Section 2.
Then, the posterior probability of our interest shown below,
can be written as
Note that, from assumption (ii)and Theorem 2 in [6] , we have that
kn /ε n ) 3kn . In addition, from the proof of Theorem 3 in [6] , it follows that there are positive constants c 3 and a positive sequence r n such that
where is easily verified under assumption (iii), using Mill's ratio.
Therefore, by applying Theorems 3 and 4 of [18] with assumptions (1)-(3) and two conditions in Theorem 2.1, it follows that with probability 1, there exist positive constants K 1 and
respectively. Hence, it completes the proof.
Convergence of Posterior
In this section, we investigate the asymptotic properties of posterior distributions from different types of mixtures of regressions. Specifically, we consider three regression models: logistic regression, Poisson regression, and Gaussian regression. We characterize asymptotic properties of the three regression models and discuss how to achieve posterior consistency and further obtain the convergence rate of posterior distributions, comparable to the rate of convergence known to the literature [6] with appropriate conditions.
For each model, we examine the bracketing entropy of assumption (2) and the rate that a prior probability shrinks as we consider a decreasing sequence of Kullback-Leibler neighborhoods of the true conditional density.
Mixture of logistic regressions
For a random binary response Y , the response probability function p(x) = Pr(Y = 1|x) is estimated based on a suitable link function of x. Specifically, we consider a logit link function with a linear combination of x and an unknown coefficient β, known as logistic regression. The logistic regressions can be incorporated into mixture of regressions, that is, mixtures of logistic regressions:
More generally, the following probability mass function for a random binary response Y is given for the mixture of logistic regressions,
The Bayesian mixture of logistic regression models was considered in [11] for implementation and applications to real data. In addition, this mixture model was also used for binary classification and pattern recognition [16] .
In terms of Bayesian asymptotic theory, Ge and Jiang [5] studied the consistency properties of Bayesian inference using a hierarchical mixture of expert approach under an almost identical model structure to what we describe here. However, our theoretical investigation is somewhat different from the approach by Ge and Jiang [5] in dealing with Hellinger metrics and more systematic. Consider the following set M as described in assumption (2) : M = {H(·; µ); |µ| ≤ m} . Now, we measure the size of M using bracketing entropy in Lemma 3.1. This lemma is comparable to what is described in Lemma 1 of Genovese and Wasserman [6] , whose result is for the Gaussian mixture sieve while our sieve is for the Bernoulli mixture. Then, for 0 < ε < 1,
Proof We have f (y|µ) = e µ 1 + e µ y 1 1 + e µ 1−y with y = 0, 1. Since ( Consider a set of pairs (l 1 , u 1 ), . . . , (l m , u m ) such that l i = f (y; (i − 1)r) and
Finally we count the number of boxes N . The number of boxes is less than or equal to 2m/r. Thus, we see that
Now, we see that assumption (2) holds under the Bernoulli mixture for µ. Note that, in general, when the binary data has a Bernoulli distribution with a parameter p, and the Bernoulli probability is explained with the link function g(µ) parametrized by µ, we can conclude that the assumption (2) is satisfied if g(µ) is Lipschitz continuous with respect to µ. Here, our specific choice of g(·) is a logit link, but, in fact, we can apply any Lipschitz continuous link function such as probit link to the result of Lemma 3.1.
Next, we will explore the prior positive conditions stated in Theorem 2.1. Recall that the true conditional density, f 0 (y|x) is the general mixture of H(y|x, β) with respect to the true probability distribution function of β, F 0 as follows.
where H(y = 1|x, β) = exp(βx)/(1 + exp(βx)).
Lemma 3.2 For a given positive integer N , Denote
Then, for every ε > 0, we have
Proof Note that, since H(y = 1|x, β) = 1−H(y = 0|x, β) and F 0 is a probability measure for β, it is obvious that H(y = 1|x, β)dF 0 (β) = 1 − H(y = 0|x, β)dF 0 (β), and further, since
Thus, we could use Lemma 1 of Ghosal and Roy [8] to bound K(f 0 , f ) and V (f 0 , f ) by the squared supremum of
, with respect to y. Hence, we have
From the above lemma, in order to verify the prior positive condition in Theorem 2.1, it is sufficent to calculate prior probability of suitable neighborhood of f 0 with respect to sup norm, as in the lemma below. Then, under the mixture of logistic regression models, we have
Proof Suppose that |β
For a given N n > 0, and each ε > 0, we consider
Following the similar approach to the proof of Lemma 5.1 in [9] , first, we have , where · ∞ is the sup norm with respect to y. Thus, we have
In addition, it is easy to see that
Then, we have
by conditioning on B ǫ , we have
Nn Nn ) has a multivariate normal distribution with nonsingular covariance matrix, it is obvious that there exists a positive constant b 4 independent of ε such that Pr(B ε ) > b 4 . In addition, from Lemma 6.1 in [7] , we obtain that there exist positive constants c and C such that
Hence, using the previous lemma and the same argument as in [9, p. 1253], we verify the prior positive conditions in Theorem 2.1 and consequently we obtain that there exist positive constants, c 4 and c 5 such that
where t n can be suitably chosen, e.g. t n = (log n)/ √ n as discussed in [9] .
On the other hand, r n in Theorem 2.1 was chosen as (log n) (1+δ)/6 /n 1/6 for some δ > 0 as discussed in [6] . Therefore, if we consider ε n = max r n , t
1/2 n
, we obtain the final results in Theorem 2.1 for mixture of logistic regression models.
The last thing to consider is to make Π(F c kn ) exponentially small, that is we need to make sure that there exists a positive constant d > 0 such that
This is easily verifiable from the Mill's ratio since we assigned an independent normal prior on β as also briefly mentioned in the proof of Theorem 2.1.
Mixture of Poisson regressions
In this subsection, we consider mixtures of Poisson regressions as follows:
where the parameter is explained by the regression model. As discussed in [11] , the mixtures of Poisson regressions can be used for describing investment choices based on socio-economic covariates, for instance. In addition, Viallefont et al. [20] dealt with a Bayesian analysis of Poisson mixtures for rare events. They developed a hierarchical Bayesian approach based on an MCMC algorithm. We study its asymptotic property by verifying assumptions listed in Section 2, step by step. Our asymptotic investigation provides theoretical justification not only in the context of regression [11] but also in the general Poisson mixtures [20] .
First, we verify assumption (2) 
Proof If f (y) = H(y; µ 1 ) and g(y) = H(y; µ 2 ), then Then, it is obvious that d 2 H (l i , u i ) ≤ r 2 = ǫ 2 . Finally we count the number of boxes N . The number of boxes is less than or equal to 2m ′ /r. Thus, we see that
Note that M is constructed via not β but λ and thus,
Thus, m ′ needs to be selected as n and log m ′ becomes log n, which is the role of m in assumption
(ii). Now, we consider the prior positivity condition in Theorem 2.1 for Poisson mixture regression models. Here, for simplicity, we only consider the case that prior distribution assigns a positive probability to the Kullback-Leibler neighborhood of true density rather than determing its rate.
Note that regarding the positivity itself, by the continuity of probability mass function of Poisson distribution with respect to λ and assumption (2) , it is easy to see that the prior distribution assigns positive probability to every Kullback-Leibler neighborhood of true conditional density and satisfies the condition in (b) of Theorem 2.1. For the sake of technical rigorousness, we introduce a reasonable assumption regarding the true density function, which also has been considered in [17, 21, 2] .
Define F to be the closure of F, where F = ∪ ∞ k=1 F k , as follows.
Then, assume that f 0 ∈ F. Now, we can consider two possible cases, either f 0 ∈ F or f 0 ∈ F c ∩ F.
For the former, it is obvious from assumption (3) and the latter is easily verified because of continuity of probability mass function of Poisson distribution with respect to λ.
Once again, the last thing to be verified is that Π(F c kn ) is exponentially small. Compared to the case of logistic mixture regression models, we need to be careful since the Poisson regression model is based on a logarithmic link function of x for λ, that is log(λ) = βx. Recall the equation (5) . The following lemma serves to complete our verification. 
Consider the exponent,
for sufficiently large n.
This completes the verification of all conditions for posterior consistency, (b) in Theorem 2.1.
Hence, we conclude that the posterior consistency is achieved for mixtures of Poisson regressions.
For mixtures of Poisson regressions, we have not probed into rates of convergence of posterior distributions. The main challenging part for posterior convergence rates is to find a rate that a prior probability shrinks as we consider a decreasing sequence of Kullback-Leibler neighborhoods.
By assuming additional conditions, it seems possible to calculate the rate but we leave it for further discussion in Section 4.
Mixture of normal regressions
The mixture of normal regressions is a well-known mixture regression model that has been commonly used in the literature. See, for instance, [15] and references therein.
This model is based on the simple linear regression model, y = βx + σε, assuming ε has a standard normal distribution with σ known. Then, we consider the general mixture of normal distributions, assuming the true conditional distribution is
and modeling the conditional distribution of y given x is a discrete mixture of normal distributions
where φ(x) denotes a standard normal density.
This approach to density estimation and regression has been fairly well studied in the literature, not only from a methodological aspect but also from a theoretical aspect [17, 6, 9, 21, 2, 11] .
Regarding the theoretical investigation of discrete mixtures of normal regressions that we consider in this section, bracketing entropy has been already calculated in detail by Genovese and
Wasserman [6] even with σ being treated unknown, which was our original motivation for working on this problem. By Theorem 1 of [6] , we can easily see that the mixture of normal regressions, i.e. Gaussian mixtures, satisfies the bracketing entropy condition in assumption (2) . In addition, to calculate the rate that prior probability assigns to shrinking balls of true conditional density, we could use Lemma 4.1 of [9] . Similar approaches have been made in [21] and [2] . In fact, Lemma 4.1 of [9] , which was based on Theorem 5 of [22] , requires two conditions on the underlying measure of mixing distributions, which needs to be modified in our discrete mixture framework. It is stated in the following lemma. , similarly as in the proof of Lemma 3.3 in Section 3.1, we can obtain suitable rates, (e.g. log n/ √ n), for prior positivity condition.
Hence, combining the bracketing entropy results in [6] and the previous lemma for the rate of prior positivity as in the statement of Theorem 2.1, we conclude that the same convergence rates as in [6] is achieved for the posterior distribution under mixture of Gaussian regression models.
Concluding Remarks
We have examined asymptotic results for posterior distributions in mixtures of the following three regressions: mixture of logistic, mixture of Poisson, and mixture of Gaussian regressions. For the mixture of logistic regression models, we have obtained an upper bound on the posterior convergence rate and identified that we are able to achieve the same rate attained for Gaussian mixtures as in [6] . In addition, posterior convergence rate directly implies the posterior consistency in mixture of logistic regression models, which is comparable to the result of posterior consistency by Ge and Jiang [5] . For mixture of Poisson regression models, we have established posterior consistency and this result has not been studied in the literature and we hope to investigate the convergence rate in future work by considering an appropriate sieve for the Poisson mixture. In addition, we mentioned posterior convergence rate of mixture of Gaussian regressions, which turned out to be rather simple from the previous results, studied in the literature. Although we have not treated the case of multidimensional covariates, we see that the extension would be straghtforward based on our result as long as we assume the compactness for the range of covariates.
Finally, we believe that similar results as above can be obtained for more general mixture of regressions such as exponential regression or gamma regression as well as the case where there are additional hyperparameters to be estimated in the mixing weights such as cases with either an unknown number of weights or a hierarchical mixture-of experts model that has been investigated by Ge and Jiang [5] .
