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Abstract 
Let X be a met&able space and let (C, E) be a pair of compact ANRs confined in X. For a 
given continuous map f : C -+ X, we call (C, E) proper with respect to f if C fi f(E) C 5’ and 
C n f(C)\C c E. For such a pair we introduce the so-called transfer endomorphism $c,EI of 
H* (C, E). The first main theorem of this note asserts that if the Lefschetz number II($~,~,) is 
nonzero then f has a fixed point in C\E. In order to state the second main result we assume that 
X is an ENR and there exists a finite family (Cl, &), . . , , (Cn, ii,) of proper ENR-pairs with 
respect to f, C, c 22-1, such that f has no fixed points in the boundary of Cl, in En, and in 
the complements of the relative interiors of Ci in E,- 1. The second theorem asserts that under 
these hypotheses the fixed point index ind(f, int Cl ) is equal to cy=, A(fTG, ,E,j). We provide 
an example indicating how to apply that theorem in order to determine the fixed point index of a 
Poincare map of a nonautonomous ordinary differential equations, and how to use that index to a 
result on bifurcation of periodic solutions. 0 1997 Elsevier Science B.V. 
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1. Introduction 
The purpose of this note is to present some extensions of the Lefschetz Fixed Point 
Theorem. Let us begin with recollection of the notation referred in this theorem. If 
V = {Vn}nez is a graded vector space over the field of rational numbers Q such 
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that all V, have finite dimension and almost all are trivial, h = {hn} : V -+ V is an 
endomo~hism of degree zero, then the Lefschetz number of h is defined as 
n(h) = 2(-l)” trh,. 
n=o 
In the whole paper H’ denotes the Alexander-Spanier cohomology functor with coef- 
ficients in Q. Since we deal with ANRs (absolute neighborhood retracts) mainly, H* can 
be frequently treated as the singular cohomology functor. If (A, B) is a pair of compact 
ANRs and g : (A, B) -+ (A, B), then H*(A, B) satisfies the above assumptions and the 
Lefschetz number of the induced endomorphism g* : H” (A, B) + H* (A, B) is defined. 
In this case we write n(g) instead of n(g*). If gA : A + A and gn : B --+ B are the 
induced maps then 
&A) = A(g) + &B). 
If g is the identity then 11(g) is equal to the difference of the Euler characteristics 
x(A) - x(B). Other properties of the Lefschetz number can be found, for example, in 
]4,71. 
In this note we assume that X is a metrizable space, A c X and f : A + X is a 
continuous map. We put 
Fix(f) = {Z E A: f(z) = x}, 
the set of fixed points of f. We call a pair (f, U) admissible provided U is an open subset 
of X, U c A, and Fix(f) n U is compact. If X is an ANR and f is locally compact hen 
the fixed point index ind(f, U) E ;Z is associated to an admissible pair (f, U) (c.f. 1131 
for general definition). For simplicity, in the sequel we will deal with the fixed point 
index in the case X is an ENR (Euclidean neighborhood retract; in this case the theory 
of the index is given in [6]) or X is a compact ANR (see also [4]). (In these cases each 
continuous f is also locally compact.) Our notation slightly differs from that in [6]; our 
ind(f, U) coincides with IfL, in the Dold’s book. The Lefschetz Theorem is fr~uently 
formulated as follows (compare [4,6,7]): 
Theorem 1 (Lefschetz). lf X is a compact ANR and A = X then 
Wf, X) = W) 
In pa~ticaZa~ if A(f) # 0 then there exists an x E X such that f(z) = z. 
If C is an invariant subset of A (i.e., f(C) c C) then f induces fc : C + C. The 
second assertion in the Lefschetz Theorem trivially implies: 
Corollary 2. If C is a compact ANR invariant Andes f and A(fc) # 0 then f has a 
jxed point in C. 
We do not try to write the most general consequence of the first assertion in the 
Lefschetz Theorem possible in our situation. Here (and in the corresponding results in 
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the sequel) we restrict ourselves to the ENRs case, however suitable arrangements for 
other metric ANRs can be also done. 
Corollary 3. If X is an ENR, C is a compact ENR invariant under f and f(x) # x for 
every x E K’ then 
ind(f, int C) = n(fc). 
Our aim is to generalize both Corollaries 2 and 3 to the case in which C is not 
necessarily invariant under f. In particular, we will give a formula for calculation of 
the fixed point index using the Lefschetz numbers of endomorphisms in cohomologies 
generated by the restrictions of f to suitable subsets of X. Results in this direction have 
recently been published in [ 11,181. A kind of hyperbolicity in a neighborhood of fixed 
points points is assumed in [ 11, Theorem, p. 41 and, in the more general setting in [ 18, 
Theorem 41, for some E c C, the fixed points located in C\E are separated from the 
other ones and (C, E) is a so-called index pair (see also Theorem 11 below for a more 
precise statement). 
In the particular case when f = & is the time-t map for some flow $ on X and t 
is small enough, the formulas for calculation of the fixed point index imply results on 
the Hopf index of vector-fields on manifolds. In particular, the Hopf Theorem is an easy 
consequence of Corollary 3 above; if C is positively invariant with respect to 4 then 
ind(&,intC) = X(C). 
There are improvements of the Hopf Theorem to the case in which the vector-field 
is not transversal to the boundary of C. In particular, if the vector-field generating 4 is 
transversal or externally tangent to the boundary of C then, for small t, 
ind(&,intC) = X(C) -x(E), (1) 
where E denotes the set of exit points, i.e., points on the boundary of C in which the 
vectorfield is directed outward of C. This can be expressed in purely topological setting 
and in that case C is called an isolating block with the exit set E (compare [14,24]). 
The formula in [ 181 is a generalization of (1) to arbitrary maps; we will write it later, in 
Section 2. There are other improvements of the Hopf Theorem; in dimension 2 this is 
the Poincare Index Formula, its generalizations to higher dimensions were discovered by 
many authors (cf. [12,16,21]). The corresponding results for flows in topological setting 
were obtained in [17] (in a particular case) and, in the general case, in [8]. The formula 
[8, (l)] (essentially given also in [21] in a simpler smooth setting) has the form 
ind($t. int C) = X(C) - x(El) + x(E2) - . . AI x(E,), (2) 
where El : . . , E, are suitable nested sets in the boundary of C, (1) is its special case. To 
our best knowledge no such general results for arbitrary maps have been yet published 
and in the remainder of this note we will attempt to fill this gap. 
Finally, let us mention that results of [18] were motivated by the theory of discrete 
dynamical systems and results of [ 111 were inspired by algebraic geometry. In this note 
210 R. Srzednicki / Topology and its Applications 81 (1997) 207-224 
we indicate possible applications of obtained results to periodic solutions of ordinary 
differential equations (cf. Section 4). 
2. The main theorems 
In order to state the main results of this note we should introduce some definitions. 
The first one introduces the concept of a proper pair. As we will see below, it is closely 
related to the notion of index pair used in the theory of isolated invariant sets for discrete 
flows, as given in [l&19,22]. 
Let C and E be compact subsets of X, E c C. 
Definition 4. We call the pair (C, E) proper with respect to f if C is contained in the 
domain A of f and 
Cnf(E) c E, (3) 
C n f(C)\C c E. (4) 
The condition (3) imposed on (C, E) in Definition 4 is [18, (B), p. 1841, the conditions 
[18, (9) and (12), p. 1841 imply our (4). 
Remark 5. For every compact set C contained in the domain of f there exists a set 
E such that (C, E) is proper with respect to f. (Obviously one can put E = C, but it 
does not provide any valuable results.) Actually, we can always construct the minimal 
set satisfying the required properties as 
E = {fn(,): 11 E N, z E K’n f(C)\C, fi(z) E C V’i = 1,. . . ,n}. (5) 
(f” is the ith iterate of f, we treat 0 as an element of N; f’(x) = z.) In the sequel we 
will require for E to be an ANR, so this construction has limited applications. 
In the following result we present alternative characterizations of proper pairs. 
Lemma 6. Let (C, E) b e a compact pair contained in X. The following conditions are 
equivalent: 
(a) (C, E) is proper with respect to f. 
(b) There exists a pair of compact sets (C’, E’) in X such that: 
(C, E) c (C’, E’), f(C) c C’, f(E) c E’, C\E = C’\E’. 
(c) (C, E) satisjes (3) and the map 
f t : C/E --+ C/E 
given by f+([z]) = [f(z)], iff(z) E C\E and f([z]) = *, otherwise (where [z] 
denotes the equivalence class of x E C in C/E; * is the class of any x E E), is 
continuous. 
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A proof of Lemma 6 is straightforward and is postponed to Section 5. The condition 
(c) in the lemma is motivated by [22, Definitions 4.1 and 5.11. Actually, in the sequel 
we will mainly use (b). 
Definition 7. Any pair (C’, E’) which satisfies Lemma 6(b) is called associated 
to the proper pair (C, E). For such a pair we define the transfer homomorphism 
f;lC,E) : El* (C, E) 4 H* (C, E) (shortly: f#) as the composition 
f” : H* (C, E) -% H” (C’, E’) f‘H*(C, E) 
where the first arrow is the inverse of the isomorphism induced by the inclusion (C, E) c--) 
(C’, E’) (we use the strong excision property of the Alexander-Spanier cohomology, cf. 
[23]) and the second arrow is induced by f : (C, E) + (C’; IS’). 
Remark 8. (a) It is easy to observe that the the definition of the transfer does not depend 
on the choice of an associated pair (C’, E’). 
(b) If f N g : (C, E) --) (C’, E’) f or some (C’, E’) associated to (C, E) then f# = g#. 
In particular, if g : (C, E) 4 (C, E) then f# = g*. For example, such a map g can be 
found if E is a strong deformation retract of E’. 
Cc) fl#C,E) is conjugated to 
Vi)* : H* (C/-Q {*I) + H*(C/E, {*}). 
If C and E are compact ANRs, then also C/E is a compact ANR and, by the conjugacy, 
the Lefschetz numbers of (f+)* and f’ coincide. 
Now we are ready to state the main theorems of this note. We use the transfer homo- 
morphisms in the following generalizations of Corollaries 2 and 3. Proofs of the theorems 
will be presented in Section 5. 
Theorem 9. Let X be an arbitrary metrizable space and let (C, E) be a pair of compact 
ANRs contained in X, proper with respect to f. If 
m&) f 0 
then there exists x E C\E such that f(x) = x. 
Theorem 10 (Fixed Point Index Formula). Let X be an ENR. Assume that (Cl, El), . . , 
(Cn. E,) is a sequence of pairs of compact ENRs, proper with respect to f, such that 
C,,, c Ei, i= l,..., n- 1, 
n-l 
f(x) # x VX E K’+ U E, U U Ei\(intCi+t(relEi)). 
i=l 
Then 
ind(f,intCl) = ~A(~~~,.E,,). 
i=l 
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Formally Theorem 10 is not a generalization of [ 18, Theorem 41 even in the setting 
considered by us (i.e., compact pairs of ENRs instead of closed pairs of ANRs). In the 
following result, we would like to show that in this restricted context, our methods lead 
to an improvement of Mrozek’s Theorem; as we indicated after Definition 4, we assume 
essentially less than it is required for (C, E) to be a regular weak index pair of compact 
ENRs. 
Theorem 11. Assume that X is an ENR. If (C, E) is a pair of compact ENRs in X, 
proper with respect to f and 
Fix(f) n C\E c int(C\E) 
then 
ind(f, int(C\E)) = A($~Y,E)). 
In the present note we try to avoid all nonessential complications, hence our restrictive 
assumptions. However, the arguments used in proofs of both Theorems 10 and 11 work 
also in more general context of [ 18]-one should apply notation and results from [9]. 
Moreover, one can formulate a general result which contains both Theorems 10 and 11 
as special cases. 
3. Consequences of the theorems 
Theorem 10 immediately implies 
Corollary 12. Let X be an ENR. Let Cl > . . . > C, be a nested sequence of compact 
ENRs in X such that (Ci, Ci+l) is proper with respect to f, i = 1, . . . , n- 1. Zf f (x) # x 
for all x E K’I U C, then 
n-l 
ind(f,intG) = ~A(f~c,,c,+,j). 
i=l 
(6) 
The above result looks much simpler than Theorem 10, but it seems to be less con- 
venient for practical calculations (see Example 14 below). The following result is a 
consequence of Theorem 11 or Corollary 12. It implies [ 11, Theorem, p. 41. 
Corollary 13. Let X be an ENR. Let (C, E) be a pair of compact ENRs, proper with 
respect to f, such that f(x) # x for every x E i3C U E. Then 
ind(f, int C) = n(frc,~~). 
Calculations of the Lefschetz number of the transfer frC,Ej are particularly simple if 
for some pair (C’, E’) associated to (C, E) 
f 1: idc : (C, E) --t (C’, E’) 
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(compare Remark 8(b)). In this case, if both C and E are ANRs then 
4&E,) = x(C) - X(E). 
One can formulate corollaries of the theorems using proper pairs satisfying the above 
condition. In particular, for such pairs the formula in Theorem 10 assumes the form 
ind(f, int Cl) = 2 (x(G) - x(&)). 
i=l 
(7) 
We remark that, in spite of visual simillarity of (7) to the formula [S, (l)] for flows 
(reproduced here as Eq. (2)), [8, Theorem 31 does not seem to be a direct consequence 
of our Theorem 10 unless n = 1. 
In the following example we indicate how Theorem 10 or Corollary 12 can be applied 
to calculate the fixed point index in a strongly nonhyperbolic case, where one cannot 
apply results of [ 11,181. We use the simplest (probably) map in Iw2 needed for our 
purpose (the value of the index in the considered case can be easily calculated directly 
from classical results). 
Example 14. Let z E @. and let f(z) = z + z2. The only fixed point of f is 0. At first 
we make a choice of proper pairs for calculation of ind(f, C) using Theorem 10. Put 
c,= ZEC ,z,C$}“(,-l,O]X [-$$I) 
{ 
E,= ZEC:: /z(=G u [-lO] 
{ 
2} ( > x[-$y]). 
cz = [-l,O] x [-$$I, 
E2 =8. 
Since f(z, y) = (X(X + 1) 1 y2, y( 1 + 22)) in the Cartesian coordinates, one can verify 
that C2 is invariant and (Cl, El) is proper. We can put Cl equal to {z : 1.~1 6 4) and Ei 
equal to Ci with Ci\Ei removed. The restriction f : (Cl, El) + (Ci, Ei) is homotopic 
to the identity (via the homotopy z H z + Xz2, X E [O, 11). Both Cl and C2 are convex, 
and El has the homotopy type of the circle, hence 
n(f?Wd >= dcl) - x(EI) = 1 - 0 = 1, A($&& = x(c2) = 1. 
By applying Theorem 10 we conclude that 
ind(f, C) = ind(f, int Cl ) = 2. 
For calculations using Corollary 12 we must use one more pair; in the above notation 
this is (El, 15’2). The calculation of the Lefschetz number of its transfer can no longer use 
Euler characteristic-one cannot find an associated pair such that the restriction of f is 
homotopic to the identity. However, using a geometric argument one can conclude that 
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.$!E,,cz) is a trivial map, hence its Lefschetz number is equal to zero, and the previous 
calculation applies. 
Assume that X is an ENR and (f, U) is an admissible pair. Calculation of ind(f, U) 
from the definition (given in [6]) usually requires one to embed X in some Euclidean 
space. An alternative definition of the fixed point index was proposed in [lo]; if X is 
a polyhedron then ind(f, U) can be obtained as the so-called relative Lefschetz number 
of the chain map generated by sufficiently close simplicial approximation of f (cf. [lo, 
Definition 3.21). The results presented in this note indicate situations in which one can 
avoid such an embedding or approximation, since all required ata are given by f itself. A 
natural question arises, namely whether this is always possible, i.e., whether for a given 
X, U and f as above, the index can be calculated using topological invariants (like 
induced homomorphisms in cohomologies) of some restrictions of f only. Corollary 12 
gives an affirmative answer to this question in the case X = (Kj is a compact polyhedron 
being the geometric realization of a simplicial complex K and f is the piecewise-linear 
map generated by a simplicial map 4 : K’ --+ K, where K’ is a subdivision of K. Indeed, 
in this case we can replace U by the interior of C = IL/ for some subcomplex L in 
K’. The set dC f’ f(C)\C is the realization of a subcomplex of L, and its dimension 
is at most equal to dim L - 1. Since there is a finite number of simplices in K, the 
pair (C, E) given by (5) is a proper pair of compact polyhedra for f, and E is the 
realization of a lower-dimensional subcomplex of L. By applying a similar argument to 
the restriction of the map f to E + E U f(E), and then repeating the same argument up 
to dimension 0, after finite number of steps we can find a family of compact polyhedrons 
Ci = C, C, = E, CJ , . . . , C, satisfying assumptions of Corollary 12. Actually, in this 
case, Corollary 12 can alternatively be proved using the Foumier’s approach to the fixed 
point index; by the Hopf Trace Theorem the right hand side of (6) coincides with the 
relative Lefschetz number given in [lo, Definition 2.11. 
It seems that in order to answer positively to the question in full generality, one can 
apply results for calculation of the index using open subsets of X, similar to the presented 
here results using subsets being compact ENRs. This is caused by possible patologies of 
X: all open subset of X are ENRs (by the Theorem of Hanner), but there might be no 
proper highest-dimensional subsets being compact ENRs (compare [l] or [2, p. 1561). 
A counterpart of Theorem 11 in such results is [20, Theorem 31. 
4. An application to differential equations 
In this section we use Theorem 10 to determine the fixed point index of a Poincare 
map of a nonautonomous ordinary differential equation. Before we state the result, we 
recall some general facts on differential equations of our interest. We consider equations 
of the form 
ci = u(t, Lx) (8) 
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with ‘LL : lR x IP -+ IR” continuous. We assume that the associated Cauchy problem 
j: = u(t,2), z(to) = 50 (9) 
has unique solution for every to and ~0. The time-T Poincare map CT : V + IR” is 
defined in the open set V consisting of points ~0 such that the solution of problem (9) 
with to = 0 is defined on the interval [0, T], and the value C~(zo) is equal to the value 
of the solution at T. In particular, if ‘1~(t, X) is T-periodic in t then the fixed points of CT 
are in one-to-one correspondence with T-periodic solutions of (8), hence the fixed point 
index of CT usually provides an important information on those solutions. If the system 
is autonomous (i.e., ‘LL is independent of t) then ind(CT, W) (for an open set W such 
that the index is defined; T can be arbitrary) is equal, up to sign, to the Brouwer degree 
of the vector-field u in IV (cf. [5, Corollary 2]), hence the Poincart? Index Formula or its 
generalization can be used to determine the index. As it was indicated in Section 1, such 
a formula uses information on the topology of W and the behaviour of u in a&’ only. 
In the case of an essentially nonautonomous equation one can expect that a counterpart 
result exists: for a set 2 in the extended phase space Iw x KY of Eq. (8), the fixed point 
index of the Poincare map restricted to solutions contained inside Z is determined by 
the topology of Z and the behaviour of u in the boundary of Z. Results of [15] and [25] 
provide some restrictive conditions on Z which guarantee that the index is determined 
in that way. In general, the result stated above for nonautonomous equations, is false. 
Using a resonant perturbation of the oscillator equation one can find two time-dependent 
vector-fields with the same exit and entrance points in the boundary of a suitably chosen 
set Z. such that the corresponding fixed point indices of their Poincare maps are different. 
Since there is no general counterpart of the Poincare Index Formula in the nonau- 
tonomous case, Theorem 10 can replace it in some situations. Below we present an 
equation (or, more exactly, the system of two scalar equations) to which it is convenient 
to apply that theorem: 
i 
j_ = ys + (p(t) - 2)z2y, 
y = X3 + (q(t) - 2)zy2, 
(10) 
where p, q : IR --f IR are continuous T-periodic functions (T > 0) such that 
(p@)( < 1, Iq(t)( < 1 
for every t E IR. 
Let ITt : U, ---f IR*, t > 0, be the time-t Poincare map associated to (10). We have 
chosen (10) in order to get ITT strongly nonhiperbolic (like the map in Example 14), 
hence the results of [11,15,18,25] do not apply to it. 
Proposition 15. (0,O) is the only fixed point of 17~ and 
ind(JTT, UT) = 3 
Proof. By w : Iw x Iw2 --t 1w2 denote the time-dependent vector-field in right side of (10). 
Let a be a positive number. Put 
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pa = [O, 4 x 10, a], Qa = [-a, 01 x [o, a], 
R, = [-u,O] x [-u,O], S, = [u,O] x [-u,O]. 
We begin with an analysis of the behaviour of v(t, Z, y) for (2, y) in the boundary of 
each of the above four squares. By elementary calculations we conclude that v(t, Z, Y) 
is directed inward to the square Pa if 
(Z> Y) E apa\{ (0, O), (a, O), (0, o)} 
and v(t, 2, Y) is directed outward of the square Qa if 
(z> Y) E aQa\{ (0, Oh (-a, O>, (0, a)}. 
By symmetry, w is directed inward to R, and outward of S, on their boundaries (except 
of the points (0, 0), (-a, 0), (0, -a), and (a, 0)). By those observations we conclude that 
for every a > 0 each nonzero solution of (10) which passes through CIP, (or i3R,) has 
to remain in the interior of Pa (respectively R,). (This statement is obvious at all but 
exceptional points (a, 0), (0, a), and (-a, 0). If a solution passes through an exceptional 
point, an additional argument using the Mean Value Theorem should be used in order 
to verify the statement.) Similarly, each nonzero solution which passes through aQa (or 
as,) has to remain outside of Qa (respectively S,). It follows that there are no nonzero 
periodic solutions (of any period) of the system which intersect he boundary of any of 
those squares, and, because a is chosen arbitrarily, no nontrivial periodic solutions at all. 
In particular, the fixed point index of no in UT is defined. Chose b > 0 such that 
Ct = [-b, b] x I-b, b] c UT 
Put 
El=PbuaQbuRbuasb, 
c2=PbURb, E2 = 0. 
Obviously 6’2 is invariant and contractible, hence 
~((nT);c!2,~2,> = X(C2) = l. 
We define C,l as a large ball which contains all images of Ct by Lrt, t E [0, T], and 
Put 
EI = Ci\(int Qb U int Sb) 
By the above properties of solutions of the system we conclude that (Cl, El) is a proper 
pair with respect o UT, and, using Lit, 0 < t < T, as a homotopy, that 
A@,)&,,,,,) = X(cl> - x(-Q) = 1 - (-1) = 2. 
Thus, by Theorem 10, 
ind(UT, UT) = ind(flT, int Cl) = 3. 0 
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The knowledge of the value of the fixed point index of the Poincare map can be useful 
in results on bifurcation of periodic solutions, an example of such results is the following 
proposition: 
Proposition 16. Let A(t) be a continuous T-periodic real (n x n)-matrix-valuedfunction 
of variable t E II% such that all characteristic multipliers of 
j: = A(t)lc 
are outside of the unit circle. Assume that w : Iw x IWn -+ KY’ is a time-dependent contin- 
uous vector-field such that w(t, x) is T-periodic in t, locally uniformly (with respect to 
t) Lipschitz in z and 
dt, x) - + 0 
II4 
if0 # 112)( -+ 0 uniformly in t E R. (11) 
Let C: W + IR” (W open) be the time-T Poincare’ map for the equation 
k = w(t, Z). 
If 0 is the only T-periodic solution of (12), and 
(in@, W)I # 1 
(12) 
then for every U, a neighborhood of 0, there exists an EO > 0 such that for every E, 
0 < E < ~0, there exists a nonzero T-periodic solution of 
:i: = eA(t)z + w(t, x) (13) 
wholly contained in U. 
Proof. Let CE : WE -+ 0%” denote the time-T Poincare map associated with (13). Fix an 
open set U, 0 E U. Without loss of generality one can assume that U is bounded. By 
the continuous dependence of Poincare maps with respect to the parameter E, 
ind(C’, U) = ind(C, U) 
provided E is small enough (cf. also [25, Lemma 6.31). By (ll), for every E > 0 there 
exists an open Z c U, a neighborhood of the origin such that 
ind(C’,Z) = 1 or - 1. 
(This can be achieved using [25, Example 5.1, Theorem 7.1, and Proposition 9.l(ii)]. 
See also [25, Section 101 for proofs of similar results.) If for such a small E there are no 
T-periodic solutions of (13) other then 0, then 
ind(C, W) = ind(CE, U) = ind(C”, Z), 
which contradicts to the assumption on the index of C. 0 
Propositions 15 and 16 can be directly applied to parameterized systems modifying 
(10). Since the right hand side of (10) is independent of t in the z- and y-axes, in the 
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following corollary we put a nonconstant matrix-valued function of t in order to a get a 
reasonably nontrivial assertion. 
Corollary 17. If T = T then the parametrized system 
i 
k = EZ cos 2t + Ey(sin 2t - 1) + y3 + (p(t) - 2)x2y, 
6 = Ex(sin 2t + 1) - EyCOS2t + x3 + (q(t) - 2)xy2 
satis$es the conclusion of Proposition 16. 
5. Proofs of the main results 
We begin with the proof of equivalence of the alternative definitions of a proper pair 
proposed in Lemma 6. 
Proof of Lemma 6. 
(a) * (b) If (C, E) is proper with respect o f, then one can put 
C’ = f(C) U C, E’ = E u (f(C)\C). 
It follows by (4) that E’ = E U f(C)\C, h ence it is compact. The verification of the 
other conditions required for (C’, E’) is elementary. 
(b) j (c) In order to prove (3) it suffices to observe that C n E’ = E. The inclusion 
C L) C’ induces a bijection (and thus a homeomorphism) C/E + C//E’. The continuity 
of f+ follows by the factorization of f as a map C 3 C’. 
(c) j (a) Only (4) must be proved. Let x E C and let f(x,) ---f x for some sequence 
{xn} in C such that f(x,) $ C. W e can assume that 2, 3 x0 E C. Then f(x,) -k 
f(xo), hence x is equal to f(xo). By continuity of f+, 
[xl = [f(xo,] = f+ ([x01) = &c f+ ([%I> =*r 
hence x E E. •1 
Now we present a construction of a space and a map associated to f : A -+ X and a 
proper pair (C, E) with respect o f. The construction will play the basic role in proofs 
of the main results. At this moment we assume only that X is a metrizable space. Let 
(C’, E’) be a pair associated to (C, E). For a given compact space D, a given embedding 
(i.e., a continuous injective map) e : E’ -+ D, and a given continuous map @ : D -+ D 
for which 
@(e(x)) = e(f(x)) t/x E E 
we define a new space M and a map g : M -+ M as follows. In the topological direct 
sumCx{O}UDx{1}ofCandDidentify(x,O)~Ex{O}with(e(x),1)~Ex{1}. 
The obtained quotient space is the adjunction 
M=Cu,D. 
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In the sequel we will denote the equivalence class of (2, i), i = 0, 1, by [z, i]. Put 
g(rGol) = LfC~:>JJl if n: E C and f(z) E C. 
g([x,O]) = [e@(z)), I] if IC E C and f(x) E E’, 
Y([Y, l]) = [G(Y), 11 if y E D. 
The space A4 is compact and g is continuous. We define also 
DM = {[y, l] E JU: y E D}, CM = {[X,0] E M: Z E c}, 
E” = CM nDM = {[zO] E M: x E E}, 
and the canonical embedding eM of C’ into A4 by 
eM(2) = 
{ 
[GO], if zEC, 
[e(z), 11, if z E E’. 
Let 
g’ : (M, D”‘) --f (M, D”), 
be the maps induced by g. 
g” : DM + DM 
Lemma 18. The homomorphisms frc,EI and (g’)* : H*(M, D”) --) H*(M) D”) are 
conjugate. 
Proof. It is a consequence of the commutativity of the following diagram: 
- H*(C, E). 0 
By the construction of M and g, and by Lemma 18 we immediately obtain: 
Lemma 19. Zf the spaces C, E, and D are compact ANRs (ENRs) then M is also a 
compact ANR (respectively ENR) and 
~(P~~,F;)) = A(g’) = A(g) - A(g”). (14) 
Proof of Theorem 9. We fix (C’, E’) associated to (C, E). The set C’ is compact 
and metrizable, hence it can be treated as a subset of some Banach space V (by the 
Kuratowski Theorem) and its closed convex hull conv(C’) in V is a compact AR by the 
Mazur Theorem. Put 
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D = conv(C’) x S’, 
e: E’ --t D, e(x) = (x,1). 
We construct a map @: D + D as follows. Let us introduce two auxiliary functions: 
4: conv(C’) -+ [0, 11, 
a function given by the Urysohn Lemma such that 4-l (0) = E and 
!P : conv(C’) -+ conv(C’), 
a function given by the Tietze-Dugundji Theorem such that !P(z) = f(z) for 2 E E. 
For z E conv(C’) and a E S’ put 
@(z, a) = (*i(z), aexp (%W>>. 
Using these maps, we build the space M and the map g as in the beginning of this 
section. It follows by the description of g that g(z) = z if and only if either 5 E C and 
f(x) = Z, or II: E {z} x S’ for some z E E satisfying f(.z) = Z. Thus, in order to prove 
Theorem 9 it suffices to show that that n(f# (C,E)) # 0 guarantees the existence of a fixed 
point of g in M\D M. By [3, Theorem 4.51 this follows from Eq. (14), hence the proof 
is finished. 0 
Since the other results to be proved involve the notion of the fixed point index in ENRs, 
we list some its properties which will be used in proofs. (The full list of properties is 
presented in [63; here we do not use multiplicativity and homotopy invariance.) Unless 
otherwise stated, we assume that f : A -+ X, X is an ENR, and (f, U) is admissible. 
(i) If ind(f, U) # 0, then f has a fixed point in U. 
(ii) If f’ : A’ --f X is continuous U c A f+ A’, and f’(z) = f(x) for z E U, then 
(f’, U) is admissible and 
ind(f’, U) = ind(f, U). 
(iii) (Excision) If V is open, V c U, and Fix(f, U) c V, then (f, V) is admissible 
and 
ind(f, V) = ind(f, U). 
(iv) (Ad&t&y) If Uo and Ul are disjoint open subsets of X, then (f, Uo U U,) is 
admissible if and only if both (f, UO) and (f, VI) are admissible, and in this case 
ind(f, UO U UI) = ind(f, VO) + ind(f, VI). 
(v) (Commututivity) Assume that U c X, U’ c X’, f : U + X’, f’ : U’ + X, U is 
open in X, U’ is open in X’, and both X and X’ are ENRs. If one of the pairs 
(f’ 0 f, f-‘(U’) n U) and (f o f’, (f’)-‘(U) n U’) is admissible, then the other 
is also admissible and 
ind(f’ o f, f-‘(U’) n U) = ind(f o f’, (f’)-‘(U) n U’). 
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As a consequence of Commutativity we have: 
Lemma 20. Assume that f : A + X and (f, U) is admissible. 
(a) Let X be an ENR. If h: X + Y is a homeomorphism, then (ho fo h-‘, h(U)) is 
admissible and 
ind(h o f o hK’, h(U)) = ind(f, U). 
(b) Assume that Z c X, X and Z are ENRs, and f(U) c 2. Put 
fz:UflZ-2, 
the map induced by f. Then (fz, U n 2) is admissible and 
ind(fz. U n Z) = ind(f, U). 
(c) Let Y be an ENR, r : Y --) X be a retraction, and i : X - Y. Then X is an ENR, 
(i 0 f 0 r, r -’ (U)) is admissible and 
ind(i o f o r, r-‘(U)) = ind(f, U). 
Now we are able to prove Theorem 11 by minor modifications of the proof of Theo- 
rem 9. 
Proof of Theorem 11. We follow the notation and results just obtained in the proof of 
Theorem 9. Since X is an ENR, we can assume that V is finite-dimensional and conv(C’) 
is an ER. We can also assume that A4 is an ENR. By assumption, the set of fixed points 
of g is compact and splits into two parts: one of them is contained in M\D”, the other 
one is contained in 
r = D”\CM\EM. 
Put 
W = f-’ (int(C\E)) n int(C\E)> n=g-‘(r)nr. 
By the Lefschetz Theorem and Lemma 20(b), 
ind(g, r) = ind(g, A) = ind(g”, A) = ind(g”. DA’) = A(g”). (15) 
Since g” is homotopic to a map without fixed points (recall the form of @ in the proof 
of Theorem 9), 
A(g”) = 0. (16) 
Again by the Lefschetz Theorem, (15), (16), and by Lemma 20(a) and (b), 
A(g) = ind(g, M) = ind(g, M\D”) + ind(g, r) 
= ind(g, e”(W)) = ind(f. W) = ind(f,int(C\E)). 
Now the result follows from Eqs. (14) and (16). 0 
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We return to the general case in which f : A + X is continuous, X metrizable and 
(C, E) is a proper pair with respect to f. Denote 
f&Qlf-i(C) + c, f~:Enf-‘(E) +E, 
the restrictions of f. 
Lemma 21. Let G be an open subset of C. Assume that 
G c Cnf-‘(C), f(x) # x Vx E C\G. 
Then G n E is an open subset of E contained in E n f-‘(E) and, if (C, E) is a pair of 
ENRs and X is ofjnite dimension, then 
ind(fc, G) = n(f&,Ej) + ind(fE, G n E). 
Proof. Fix (C’, E’) associated to (C, E). Since E’ is a finite-dimensional compact set, we 
can assume that E’ c Rd. Let D be a compact ball in Rd containing E’ in its interior. 
Since E is an ENR, there exists 2, a neighborhood of E in int D, and a retraction 
T : 2 -+ E. By shrinking 2 if necessary we can assume additionally that 2 is a compact 
ENR. Let @ : D + D be such that 
Q(Z) = f(T(Z)) t/Z E 2. 
Put 
U = (int 2) n r-‘(G n E), V= D\(Eu(for)-‘(E)). 
The sets U and V are open and disjoint, since U is contained in (p o r)-‘(E). If z is a 
fixed point of @ then either .z E V or z E G n E. Indeed, if z E (f o r) -’ (E) then 
.a = Q(Z) = f(r(~)) E E, 
and if .z E E then z is also a fixed point of f, hence z E G. Thus U is an open 
neighborhood of Fix(@)\V which is equal to Fix(f) n E, hence is compact. Put 
w = I/n F1(V). 
It follows that (@, U) and (@, W) are admissible and since D is contractible, by Lefschetz 
Theorem, 
ind(@, U) + ind(@, W) = 1. (17) 
For D, e : E’ c--f D and @ we construct M and g as in the beginning of this section. 
We put 
u” = {[x,0] EM: x~G}u{[y,l]~M: ~EU}, 
WM = {[y, I] E M: y E w}, z” = {[y, I] E ivl: y E z}. 
The sets UM and W” are open and disjoint, and all fixed points of g are contained in 
their union. Since DM is contractible, by Eq. (14) and the Lefschetz Theorem 
A@,,,,) + 1 = A(g) = ind(g, U”) + ind(g, W”). (18) 
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Since Q(W) does not intersect E, it follows by Lemma 20(a) and (b) that 
ind(g, W”) = ind(@, IV), 
hence, by (17) and (18) 
ind(g, U”) = A(fFc,E)) + ind(@, U). 
By Lemma 20(b) and (c), 





be the restriction of g. Since C” U 2” is an ENR (because CM n ZM = EM and C, 
E, and Z are ENRs), again by the same Lemma 20(a)-(c), 
ind(g, UI”) = ind(h, U”) = ind(fc, G). 
Now the result follows from (19) and (20). 0 
Proof of Theorem 10. Let the pair (Cl, Ei) be associated to (CZ, Ei), i = 1, . . n. 
Define 
G, = int Ct n f-‘(int Cl), 
Gi=G,_~nintC~(relE~_~)nf-‘(intC~(relE~_t)), i=2,...,n. 
Note that Gi c Ci n f-’ (Ci) and Gi is open in Ei-1 (hence also in Ci) because f 
continuously maps Gi-t n Ei_ l to Ei_1. We follow the notation used in Lemma 21, in 
particular fc, and f~, are suitable restrictions of f. By assumptions and Lemma 20(b), 
ind(fc,,Gi) = ind(&_,,Gi-1 n Ei-I). (21) 
It follows also by Lemma 20(b) that 
ind(f, int Cl) = ind(f, Gt ) = ind(fc,, Cl). 
By Lemma 21 and by the assumption on E,, 
ind(fc,,Gi)=A(f~~~,E,))+ind(fE~,GinEi), i=l,...,n-1, 




By combining together all equations (21)-(24) we obtain the required formula, hence 
the proof is finished. 0 
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