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ON THE CRITICAL ONE COMPONENT REGULARITY FOR 3-D
NAVIER-STOKES SYSTEM: GENERAL CASE
JEAN-YVES CHEMIN, PING ZHANG, AND ZHIFEI ZHANG
Abstract. Let us consider an initial data v0 for the homogeneous incompressible 3D Navier-
Stokes equation with vorticity belonging to L
3
2 ∩L2. We prove that if the solution associated
with v0 blows up at a finite time T
⋆, then for any p in ]4,∞[, and any unit vector e of R3,
the Lp norm in time with value in H˙
1
2
+ 2
p of (v|e)R3 blows up at T
⋆.
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1. Introduction
In this work, we investigate necessary conditions for breakdown of regularity of regular
solutions to the following 3-D homogeneous incompressible Navier-Stokes system
(NS)
 ∂tv + div(v ⊗ v)−∆v +∇Π = 0, (t, x) ∈ R
+×R3,
div v = 0,
v|t=0 = v0,
where v = (v1, v2, v3) stands for the velocity of the fluid and Π for the pressure. We shall
study necessary conditions for blowing up in the framework of Fujita and Kato solutions. Let
us sum up the fact about this theory introduced in [7] by H. Fujita and T. Kato that will be
relevant in our work.
Theorem 1.1. Let v0 be in the homogenneous Sobolev space H˙
1
2 . There exists a unique
maximal solution v in the space C([0, T ∗[; H˙
1
2 ) ∩ L2loc([0, T
⋆[; H˙
3
2 ). If T ⋆ is finite, then we
have, for any p in [2,∞[
(1.1)
∫ T ⋆
0
‖v(t, ·)‖p
H˙
1
2+
2
p
dt =∞.
The limiting case when p =∞ namely that fact that if there is blow up in finite time T ⋆,
then lim sup
t→T ⋆
‖v(t)‖
H˙
1
2
is infinite is a consequence of the work [6] of L. Escauriaza, G. Seregin
and V. S˘vera´k.
In all that follows, we consider initial data v0 with vorticity Ω0
def
= ∇× v0 belonging to L
3
2 .
Let us mention that dual Sobolev embedding implies that L
3
2 →֒ H˙−
1
2 which together with
Biot-Savart law ensures that v0 belongs to H˙
1
2 . Let us introduce the following family of
spaces.
Definition 1.1. For r in
]
3
2 , 2
]
, we denote by Vr the space of divergence free vector fields
with the vorticity of which belongs to L
3
2 ∩ Lr.
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Let us remark that, if we denote
(1.2) α(r)
def
=
1
r
−
1
2
,
the dual Sobolev embedding Lr →֒ H˙−3α(r) implies that the vector field Vr is included
into H˙
1
2 ∩ H˙1−3α(r).
The purpose of this work is to generalize the following result proved by the first two authors
in [5].
Theorem 1.2. Let us consider an initial data v0 in V
3
2 , let us consider the unique maximal
solution v associated with v0 given by Theorem 1.1. If its lifespan T
⋆ is finite, then we have,
for any p in ]4, 6[ and any unit vector e in R3,∫ T ⋆
0
‖(v(t)|e)
R
3‖p
H˙
1
2+
2
p
dt =∞.
We refer to [5] for a detailed introduction about the history of the results involving such
“anisotropic” norm for the description of blow up. The purpose of the present work is to
drop the restriction on p supposing that the initial data is more regular. Namely, we prove
the following theorem.
Theorem 1.3. Let us consider an initial data v0 in V
2, let us consider the unique maximal
solutio n v associated with v0 given by Theorem 1.1. If its lifespan T
⋆ is finite, then we have,
for any p in ]4,∞[ and any unit vector e in R3,∫ T ⋆
0
‖(v(t)|e)
R
3‖
p
H˙
1
2+
2
p
dt =∞.
Let us compare this theorem with the preceding one. Theorem 1.2 deals with solution
the regularity of which is exactly at the scaling of (NS). Theorem 1.3 deals with solutions
which are continuous in time with value in H˙
1
2 ∩ H˙1. But the blow up condition is much
better. Indeed, the bigger p is, the better the blow up condition is. Let us recall that in the
case when we control the norm of all component, the blow up condition about Lpt (H˙
1
2
+ 2
p ) is
elementary for finite p. The case when p is infinite, namely that fact that if there is blow
up in finite time T ⋆, then lim sup
t→T ⋆
‖v(t)‖
H˙
1
2
is infinite is a consequence of the work [6] of L.
Escauriaza, G. Seregin and V. S˘vera´k. It is a deep result the proof of which uses strongly the
particular structure of the Navier-Stokes equation.
Let us mention that the method presented here seems far away from proving the limiting
case when p is infinite. Let us point out that we have no idea about the following problem:
let us assume that for some unit vector e of R3, ‖(v0|e)R3‖H
1
2
is small with respect to some
universal constant, does it imply that there is no blow up for the Fujita-Kato solution of (NS)?
2. Ideas of the proof and structure of the paper
First of all, let us mention that we do not prove directly Theorem 1.3 but in fact the
following one, which obviously implies Theorem 1.3.
Theorem 2.1. Let us consider r in [3/2, 2[ and an initial data v0 in V
r. If the lifespan T ⋆
of the unique maximal solution v of (NS) given by Theorem 1.1 is finite, then we have, for
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any p in
]
4,
2r
2− r
[
and any unit vector e in R3,
(2.3)
∫ T ⋆
0
‖(v(t)|e)
R
3‖p
H˙
1
2+
2
p
dt =∞.
The case when r =
3
2
is exactly Theorem 1.2.
Let us explain the strategy of the proof of Theorem 2.1. We first remark that it makes no
restriction to assume that the unit vector e is the vertical vector e3
def
= (0, 0, 1). We follow
essentially the same strategy as that in [5] up to some differences due to the fact that the
regularity of the solution v is higher than the one given by the scaling of the equation.
The first point consists in rewriting the homogeneous incompressible Navier-Stokes equa-
tion in terms of two unknowns:
• the third component of the vorticity Ω, which we denote by
ω = ∂1v
2 − ∂2v
1
and which can be understood as the 2D vorticity for the vector field vh
def
= (v1, v2),
• the quantity ∂3v
3 which is − divh v
h = −∂1v
1 − ∂2v
2 because v is divergence free.
Immediate computations give
(N˜S)

∂tω + v · ∇ω −∆ω = ∂3v
3ω + ∂2v
3∂3v
1 − ∂1v
3∂3v
2,
∂t∂3v
3 + v · ∇∂3v
3 −∆∂3v
3 + ∂3v · ∇v
3 = −∂23∆
−1
( 3∑
ℓ,m=1
∂ℓv
m∂mv
ℓ
)
.
Let us analyse this formulation of the Navier-Stokes system keeping in mind that we already
have control of v3 in the norm LpT
(
H˙
1
2
+ 2
p
)
. Let us first introduce the notations
(2.4) ∇⊥h = (−∂2, ∂1), ∆h = ∂
2
1 + ∂
2
2 , v
h
curl
def
= ∇⊥h∆
−1
h ω and v
h
div
def
= −∇h∆
−1
h ∂3v
3.
Then we have, using the Biot-Savart’s law in the horizontal variables
(2.5) vh = vhcurl + v
h
div.
Let us concentrate on the equation on ω. As we have no a priori control on ω, quadratic
terms in this equation of (N˜S) seems dangerous. In fact, there is only one term of this type
which is vhcurl ·∇hω. A way to get rid of it is to use an energy type estimate and the divergence
free condition on v. Instead of working with scaling invariant norms as that in [5], namely
performing a L
3
2 energy estimate for ω, here we shall perform a Lr energy estimate for ω.
This is based on the following lemma.
Lemma 2.1. Let r be in ]1, 2[ and a0 a function in L
r. Let us consider a function f
in L1loc(R
+;Lr) and v a divergence free vector field in L2loc(R
+;L∞) . If a solves
(Tv)
{
∂ta−∆a+ v · ∇a = f
a|t=0 = a0
then |a|r/2 belongs to L∞loc(R
+;L2) ∩ L2loc(R
+; H˙1) and
1
r
∫
R
3
|a(t, x)|rdx+ (r − 1)
∫ t
0
∫
R
3
|∇a(t′, x)|2|a(t′, x)|r−2dx dt′
=
1
r
∫
R
3
|a0(x)|
r dx+
∫ t
0
∫
R
3
f(t′, x)a(t′, x)|a(t′, x)|r−2dx dt′.
(2.6)
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For the proof, see for instance [5], Lemma 3.1.
The terms on the right-hand side of the equation on ω in (N˜S) can be decomposed as Lω+F
with
Lω
def
= ∂3v
3ω + ∂2v
3∂3v
1
curl − ∂1v
3∂3v
2
curl and F
def
= ∂2v
3∂3v
1
div − ∂1v
3∂3v
2
div.
These two terms are different. The term Lω is linear with respect to ω and thus can be
estimated with quantities related to scaling invariant space after some Gronwall lemma. The
term F is a forcing term. It is quadratic with respect to v3 and will be estimated with
one term related to scaling 0 and another term related to the scaling corresponding to the
vorticity in Lr.
It remains to examine the second equation of (N˜S), which is
∂t∂3v
3 + v · ∇∂3v
3 −∆∂3v
3 + ∂3v · ∇v
3 = −∂23∆
−1
( 3∑
ℓ,m=1
∂ℓv
m∂mv
ℓ
)
.
The main feature of this equation is that it contains only one quadratic term with respect
to ω, namely the term
−∂23∆
−1
( 2∑
ℓ,m=1
∂ℓv
m
curl∂mv
ℓ
curl
)
.
Because we control v3 on some norm, a way to get rid of this term is to perform an energy
estimate on ∂3v
3, namely an estimate on
‖∂3v
3(t)‖H
for an adapted Hilbert space H. Indeed, we hope that if we control v3, we can control terms
of the type (
∂23∆
−1(∂ℓv
m
ρmcurl∂mv
ℓ
curl)
∣∣∂3v3)H
with quadratic terms in ω and thus it fits with ‖∂3v
3‖2H so that we can hope to close the
estimate. Again here, the scaling helps us for the choice of the Hilbert space H. The
scaling of H must be the scaling of H˙−3α(r) for α(r) given by (1.2). Moreover, because of
the operator ∇h∆
−1
h , it is natural to measure horizontal derivatives and vertical derivatives
differently. This leads to the following definition.
Definition 2.1. For (s, s′) in R2, H˙s,s
′
denotes the space of tempered distribution a such that
‖a‖2
H˙s,s′
def
=
∫
R
3
|ξh|
2s|ξ3|
2s′ |â(ξ)|2dξ <∞ with ξh = (ξ1, ξ2).
For α(r) given by (1.2) and θ in ]0, α(r)[, we denote Hθ,r
def
= H˙−3α(r)+θ,−θ.
We want to emphasize the fact that anisotropy in the regularity is highly related to the
divergence free condition. Indeed, let us consider a divergence free vector field w = (wh, w3)
in H˙1−3α(r) and let us estimate ‖∂3w
3‖Hθ,r . By definition of the H
θ,r norm, we have
‖∂3w
3‖2Hθ,r = AL +AH with AL
def
=
∫
|ξh|≤|ξ3|
|ξh|
−6α(r)+2θ|ξ3|
−2θ|F(∂3w
3)(ξ)|2dξ.
In the case when |ξh| ≥ |ξ3|, since θ ∈]0, α(r)[, we write that
AH ≤
∫
R
3
|ξ3|
2(1−3α(r)) |ŵ3(ξ)|2dξ ≤ ‖w3‖2
H˙1−3α(r)
.
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In the case when |ξh| ≤ |ξ3|, we use divergence free condition and write that
AL ≤ amp;
∫
|ξh|≤|ξ3|
|ξh|
−6α(r)|F(divh w
h)(ξ)|2dξ
≤
∫
R
3
|ξh|
2(1−3α(r)) |ŵh(ξ)|2dξ = ‖wh‖2
H˙1−3α(r)
.
Thus for any divergence free vector field w in H˙1−3α(r), we have
(2.7) ‖∂3w
3‖Hθ,r ≤ C‖w‖H˙1−3α(r) .
To use the space efficiently in the proof, we need to rely them on anisotropic Littlewood-Paley
theory and also anisotropic Besov spaces. This is the purpose of the third section.
The first step of the proof of Theorem 2.1 is the following proposition:
Proposition 2.1. Let v0 be in V
r; let us consider a solution v of (NS) given by Theorem 1.1.
Then for any p in
]
4, 2r2−r
[
and any θ in ]0, α(r)[, a constant C exists such that, for any t < T ⋆,
1
r
∥∥ω r
2
(t)
∥∥2
L2
+
r − 1
r2
∫ t
0
∥∥∇ω r
2
(t′)
∥∥2
L2
dt′ ≤
(
1
r
‖ |ω0|
r
2 ‖2L2
+
(∫ t
0
‖∂23v
3(t′)‖2Hθ,r dt
′
) r
2
)
exp
(
C
∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
dt′
)
.
(2.8)
Here and in all that follows, for scalar function a and for α in the interval ]0, 1[, we always
denote
(2.9) aα
def
=
a
|a|
|a|α.
Up to some technical difficulties, the proof of this proposition follows essentially the lines of
the analogous proposition in [5]; it is the purpose of the fourth section.
Next we want to control ‖∂23v
3‖L2t (Hθ,r). As already explained, a way to get rid of the only
quadratic term in ω, namely
−∂23∆
−1
( 2∑
ℓ,m=1
∂ℓv
m
curl∂mv
ℓ
curl
)
is to perform an energy estimate for the norm Hθ,r.
Proposition 2.2. Let v0 be in V
r; let us consider a solution v of (NS) given by Theorem 1.1.
For any p in
]
4, 2r2−r
[
and θ in
]
3α(r)− 2p , α(r)
[
, a constant C exists such that for any t < T ⋆,
we have
‖∂3v
3(t)‖2Hθ,r +
∫ t
0
‖∇∂3v
3(t′)‖2Hθ,r dt
′ ≤ C exp
(
C
∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
dt′
)
pourtout uad ×
(
‖Ω0‖
2
Lr +
∫ t
0
(
‖v3(t′)‖
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2(2α(r)+ 1p)
L2
∥∥∇ω r
2
(t′)
∥∥ 2p′
L2
+ ‖v3(t′)‖2
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥4(α(r)+ 1p)
L2
∥∥∇ω r
2
(t′)
∥∥2(1− 2p)
L2
)
dt′
)
.
(2.10)
Here and in all that follows, p′ denotes the conjugate number of p so that
1
p′
= 1−
1
p
·
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The proof of this proposition is different from the one of the analogous proposition in [5]. In
the framework of that article, only laws of product of quantities related to scaling 0 were used.
Here, two different scalings are involved and we do use the structure of the transport term v·∇
to prove propagation estimate in a quasi-linear spirit. The term (vh ·∇h∂3v
3|∂3v
3)Hθ,r requires
a particular care (see forthcoming Lemma 5.2). The proof of Proposition 2.2 is the purpose
of the fifth section.
A non-standard Gronwall type argument allows to deduce from Propositions 2.1 and 2.2
that we control the quantities
(2.11) ‖ω‖L∞t (Lr),
∫ t
0
‖∇ω r
2
(t′)‖2L2 dt
′ ,
∫ t
0
‖∂23v
3(t′)‖2Hθ,r dt
′ and
∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
dt′ .
Let us also point out that these quantities have different scaling; the quantity∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
dt′
is scaling invariant and the quantities
‖ω‖L∞t (Lr),
∫ t
0
‖∇ω r
2
(t′)‖2L2 dt
′ and
∫ t
0
‖∂23v
3(t′)‖2Hθ,r dt
′
are the scaling of the norm L∞t (H˙
1−3α(r)). Biot-Savart law in the horizontal variable allows
to prove that all the above quantities in (2.11) prevents the solution v of (NS) from blowing
up. The details of all this is the purpose of the last section.
3. Non linear inequalities and Littlewood-Paley analysis
In this section, we recall or prove estimates that will be useful later on and recall the
basics of anisotropic Littlewood-Paley theory. As a warm up, let us establish some Sobolev
type inequalities which involve the regularities of a r
2
and ∇a r
2
in L2 which are relevant to
Lemma 2.1.
Lemma 3.1. For r in ]3/2, 2[, we have
(3.1) ‖∇a‖Lr .
∥∥∇a r
2
∥∥
L2
∥∥a r
2
∥∥ 2r−1
L2
.
Moreover, for s in [−3α(r) , 1− α(r)], we have
(3.2) ‖a‖H˙s ≤ C‖a r2‖
1−α(r)−s
L2
‖∇a r
2
‖
3α(r)+s
L2
.
Proof. Notice that due to (2.9),
|∇a| =
2
r
|∇a r
2
| |a|1−
r
2
=
2
r
|∇a r
2
| |a r
2
|
2
r
−1,
then we get (3.1) by using Ho¨lder inequality. The dual Sobolev inequality claims that
(3.3) ‖a‖H˙−3α(r) ≤ C‖a‖Lr = C‖a r2‖
2
r
L2
.
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Moreover, using again that |∇a| =
2
r
|∇a r
2
| |a r
2
|
2
r
−1, Ho¨lder inequality implies that
‖∇a‖
L
3r
1+r
≤
2
r
‖∇a r
2
‖L2‖ a r2 ‖
2
r
−1
L6
. ‖∇a r
2
‖
2
r
L2
.(3.4)
Since r < 2, we have 3r1+r < 2. Then Theorem 2.40 of [1] ensures that L
3r
1+r →֒ B˙03r
1+r
,2
, which
along with Bernstein’s inequality implies
‖a‖H˙1−α(r) . ‖∇a‖B˙03r
1+r ,2
. ‖∇a r
2
‖
2
r
L2
,
from which and (3.3), we conclude the proof of (3.2) and hence the lemma by using interpo-
lation inequality between H˙s S obolev spaces. 
As we shall use the anisotropic Littlewood-Paley theory, we recall the functional space
framework we are going to use in this section. As in [3], [4], [8] and [5], the definitions of
the spaces we are going to work with require anisotropic dyadic decomposition of the Fourier
variables. Let us recall from [1] that
∆hka = F
−1(ϕ(2−k|ξh|)â), ∆
v
ℓa = F
−1(ϕ(2−ℓ|ξ3|)â),
Shka = F
−1(χ(2−k|ξh|)â), S
v
ℓ a = F
−1(χ(2−ℓ|ξ3|)â) and
∆ja = F
−1(ϕ(2−j |ξ|)â), Sja = F
−1(χ(2−j |ξ|)â),
(3.5)
where ξh = (ξ1, ξ2), Fa and â denote the Fourier transform of the distribution a, χ(τ) and ϕ(τ)
are smooth functions such that
Supp ϕ ⊂
{
τ ∈ R /
3
4
≤ |τ | ≤
8
3
}
and ∀τ > 0 ,
∑
j∈Z
ϕ(2−jτ) = 1,
Supp χ ⊂
{
τ ∈ R / |τ | ≤
4
3
}
and χ(τ) +
∑
j≥0
ϕ(2−jτ) = 1.
Definition 3.1. Let (p, r) be in [1,+∞]2 and s in R. Let us consider u in S ′h(R
3), which
means that u is in S ′(R3) and satisfies lim
j→−∞
‖Sju‖L∞ = 0. We set
‖u‖B˙sp,r
def
=
∥∥(2js‖∆ju‖Lp)j∥∥ℓr(Z).
• For s < 3p (or s =
3
p if r = 1), we define B˙
s
p,r(R
3)
def
=
{
u ∈ S ′h(R
3)
∣∣ ‖u‖B˙sp,r <∞}.
• If k is a positive integer and if 3p + k ≤ s <
3
p + k+1 (or s =
3
p + k+1 if r = 1), then
we define B˙sp,r(R
3) as the subset of distributions u in S ′h(R
3) such that ∂βu belongs
to B˙s−kp,r (R
3) whenever |β| = k.
We remark that in the particular case when p = r = 2, B˙sp,r coincides with the classical
homogeneous Sobolev spaces H˙s. Likewise, we can also define Besov spaces in the inhomo-
geneous context (see [1] for instance).
The description of the regularity of ωr−1 in terms of Besov spaces will be useful. This is
done thanks to the following lemma (see [5], Lemma 5.1).
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Lemma 3.2. Let (s, α) be in ]0, 1[2 and (p, q) in [1,∞]2. We consider a function G from R
to R which is Ho¨lderian of exponent α. Then for any a in the Besov space B˙sp,q, one has
‖G(a)‖B˙αsp
α ,
q
α
. ‖G‖Cα
(
‖a‖B˙sp,q
)α
with ‖G‖Cα
def
= sup
r 6=r′
|G(r) −G(r′)|
|r − r′|α
·
Similar to Definition 3.1, we can also define the homogeneous anisotropic Besov space.
Definition 3.2. Let us define the space
(
B˙s1p,q1
)
h
(
B˙s2p,q2
)
v
as the space of distribution in S ′h
such that
‖u‖(
B˙
s1
p,q1
)
h
(
B˙
s2
p,q2
)
v
def
=
(∑
k∈Z
2q1ks1
(∑
ℓ∈Z
2q2ℓs2‖∆hk∆
v
ℓu‖
q2
Lp
)q1/q2)1/q1
is finite.
We remark that when p = q1 = q2 = 2, the anisotropic Besov space
(
B˙s1p,q1
)
h
(
B˙s2p,q2
)
v
coincides with the classical homogeneous anisotropic Sobolev space H˙s1,s2 and thus the
space
(
B˙
−3α(r)+θ
2,2
)
h
(
B˙−θ2,2
)
v
is the space Hθ,r defined in Definition 2.1. Let us also remark
that in the case when q1 is different from q2, the order of summation is important.
For the convenience of the readers, we recall the following anisotropic Bernstein type lemma
from [4, 8]:
Lemma 3.3. Let Bh (resp. Bv) a ball of R
2
h (resp. Rv), and Ch (resp. Cv) a ring of R
2
h
(resp. Rv); let 1 ≤ p2 ≤ p1 ≤ ∞ and 1 ≤ q2 ≤ q1 ≤ ∞. Then there holds:
If the support of â is included in 2kBh, then
‖∂αxha‖Lp1h (L
q1
v )
. 2k(|α|+2(1/p2−1/p1))‖a‖Lp2h (L
q1
v )
.
If the support of â is included in 2ℓBv, then
‖∂βx3a‖Lp1h (L
q1
v )
. 2ℓ(β+(1/q2−1/q1))‖a‖Lp1h (L
q2
v )
.
If the support of â is included in 2kCh, then
‖a‖Lp1h (L
q1
v )
. 2−kN sup
|α|=N
‖∂αxha‖Lp1h (L
q1
v )
.
If the support of â is included in 2ℓCv, then
‖a‖Lp1h (L
q1
v )
. 2−ℓN‖∂Nx3a‖Lp1h (L
q1
v )
.
As a corollary of Lemma 3.3, we have the following inequality, if 1 ≤ p2 ≤ p1,
(3.6) ‖a‖(
B˙
s1−2( 1p2 −
1
p1
)
p1,q1
)
h
(
B˙
s2−( 1p2 −
1
p1
)
p1,q2
)
v
. ‖a‖(
B˙
s1
p2,q1
)
h
(
B˙
s2
p2,q2
)
v
.
To consider the product of a distribution in the isotropic Besov space with a distribution
in the anisotropic Besov space, we need the following result which allows to embed isotropic
Besov spaces into the anisotropic ones.
Lemma 3.4 (Lemma 4.2 of [5]). Let s be a positive real number and (p, q) in [1,∞] with p
greater than or equal to q. Then one has
‖a‖
Lph
(
(B˙sp,q)v
) . ‖a‖B˙sp,q .
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Lemma 3.5 (Lemma 4.3 of [5]). For any s positive and any θ in ]0, s[, we have
‖f‖(B˙s−θp,q )h(B˙θp,1)v
. ‖f‖B˙sp,q
.
One of the main motivation of using anisotropic Besov space is the proof of the following
Proposition 3.1, which extends r = 3/2 in [5] to general r in ]3/2, 2[.
Lemma 3.6. Let us consider θ in ]0, 3α(r)[ and β in ]0, 1/2[.Then we have
‖a‖(
B˙02,1
)
h
(
B˙
1−3α(r)−β
2,1
)
v
. ‖a‖β
Hθ,r
‖∇a‖1−β
Hθ,r
.
Proof. By definition of ‖ · ‖(
B˙02,1
)
h
(
B˙
1−3α(r)−β
2,1
)
v
, we have
‖a‖(
B˙02,1
)
h
(
B˙
1−3α(r)−β
2,1
)
v
= HL(a) + VL(a) with
HL(a)
def
=
∑
k≤ℓ
‖∆hk∆
v
ℓa‖L22
ℓ(1−3α(r)−β) and(3.7)
VL(a)
def
=
∑
k>ℓ
‖∆hk∆
v
ℓa‖L22
ℓ(1−3α(r)−β).
In order to estimateHL(a), we classically estimate differently high and low vertical frequencies
which are here the dominant ones. Using Lemma 3.3, we write that for any N in Z,
HL(a) .
∑
k≤ℓ≤N
‖∆hk∆
v
ℓa‖L22
ℓ(1−3α(r)−β) +
∑
k≤ℓ
ℓ>N
‖∆hk∆
v
ℓ∂3a‖L22
−ℓ(3α(r)+β).
By definition of the norm of Hθ,r, we get
HL(a) . ‖a‖Hθ,r
∑
k≤ℓ≤N
2k(3α(r)−θ)2ℓ(1−3α(r)−β+θ) + ‖∂3a‖Hθ,r
∑
k≤ℓ
ℓ>N
2k(3α(r)−θ)2−ℓ(3α(r)+β−θ).
The hypothesis on (β, θ) imply that
HL(a) . ‖a‖Hθ,r
∑
ℓ≤N
2ℓ(1−β) + ‖∂3a‖Hθ,r
∑
ℓ>N
2−ℓβ
. ‖a‖Hθ,r2
N(1−β) + ‖∂3a‖Hθ,r2
−Nβ.
Choosing N such that 2N ∼
‖∂3a‖Hθ,r
‖a‖Hθ,r
gives
(3.8) HL(a) . ‖a‖
β
Hθ,r
‖∂3a‖
1−β
Hθ,r
.
The term VL(a) is estimated along the same lines. In fact, we get, by using again Lemma 3.3,
that
VL(a) .
∑
ℓ<k≤N
‖∆hk∆
v
ℓa‖L22
ℓ(1−3α(r)−β) +
∑
ℓ<k
k>N
‖∆hk∆
v
ℓ∇ha‖L22
ℓ(1−3α(r)−β)2−k
. ‖a‖Hθ,r
∑
ℓ<k≤N
2k(3α(r)−θ)2ℓ(1−3α(r)−β+θ)
+‖∇ha‖Hθ,r
∑
ℓ≤k
k>N
2−k(1−3α(r)+θ)2ℓ(1−3α(r)−β+θ)
. ‖a‖Hθ,r2
N(1−β) + ‖∇ha‖Hθ,r2
−Nβ .
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Choosing N such that 2N ∼
‖∇ha‖Hθ,r
‖a‖Hθ,r
yields
VL(a) . ‖a‖
β
Hθ,r
‖∇ha‖
1−β
Hθ,r
.
Together with (3.7) and (3.8), this ensures the lemma. 
Proposition 3.1. Let v be a divergence free vector field. Let us consider θ in ]0, 3α(r)[
and β in ]0, 1/2[. Then we have
‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)−β
2,1
)
v
.
∥∥ω r
2
∥∥2α(r)+β
L2
∥∥∇ω r
2
∥∥1−β
Hθ,r
+ ‖∂3v
3‖β
L2
‖∇∂3v
3‖1−β
Hθ,r
.
Proof. Using horizontal Biot-Savart law (2.4) and Lemma 3.3, we have
(3.9) ‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)−β
2,1
)
v
. ‖ω‖(
B˙02,1
)
h
(
B˙
1−3α(r)−β
2,1
)
v
+ ‖∂rtial3v
3‖(
B˙02,1
)
h
(
B˙
1−3α(r)−β
2,1
)
v
.
Applying Lemma 3.3 and Lemma 3.5 gives
‖ω‖(
B˙02,1
)
h
(
B˙
1−3α(r)−β
2,1
)
v
. ‖ω‖(
B˙
2
3α(r)
3r
1+r ,1
)
h
(
B˙
1− 83α(r)−β
3r
1+r ,1
)
v
. ‖ω‖
B˙
1−2α(r)−β
3r
1+r ,1
.(3.10)
Now let us estimate ‖ω‖B˙s3r
1+r ,1
in terms of
∥∥ω r
2
∥∥
L2
and
∥∥∇ω r
2
∥∥
L2
. For s in ] − 2α(r), 1[ and
any positive integer N, which we shall choose hereafter, we write that
‖ω‖B˙s3r
1+r ,1
=
∑
j≤N
2js‖∆jω‖
L
3r
1+r
+
∑
j>N
2js‖∆jω‖
L
3r
1+r
.
∑
j≤N
2j(s+2α(r))‖∆jω‖Lr +
∑
j>N
2j(s−1)‖∆j∇ω‖
L
3r
1+r
. 2N(s+2α(r))‖ω‖Lr + 2
N(s−1)‖∇ω‖
L
3r
1+r
.
Choosing N such that 2N ∼
(‖∇ω‖
L
3r
1+r
‖ω‖Lr
) 1
1+2α(r)
yields
‖ω‖B˙s3r
1+r ,1
. ‖ω‖
1−s
1+2α(r)
Lr ‖∇ω‖
s+2α(r)
1+2α(r)
L
3r
1+r
.
Due to (1.2), 1+2α(r) = 2r , then using the above inequality with s = 1−2α(r)−β ∈]−2α(r), 1[,
(3.10), and (3.4) gives
‖ω‖(
B02,1
)
h
(
B
1−3α(r)−β
2,1
)
v
. ‖ω‖
r
2
(
2α(r)+β
)
Lr ‖∇ω‖
r
2
(1−β)
L
3r
1+r
.
∥∥ω r
2
∥∥2α(r)+β
L2
∥∥∇ω r
2
∥∥1−β
L2
.(3.11)
The application of Lemma 3.6 together with (3.9) and (3.11) leads to Proposition 3.1. 
To study product laws between distributions in the anisotropic Besov spaces, we need to
modify the isotropic para-differential decomposition of Bony [2] to the setting of anisotropic
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version. We first recall the isotropic para-differential decomposition from [2]: let a and b be
in S ′(R3),
ab = T (a, b) + T¯ (a, b) +R(a, b) with
T (a, b) =
∑
j∈Z
Sj−1a∆jb, T¯ (a, b) = T (b, a), and
R(a, b) =
∑
j∈Z
∆ja∆˜jb, with ∆˜jb =
j+1∑
ℓ=j−1
∆ℓa.
(3.12)
Sometimes we shall use Bony’s decomposition for both horizontal and vertical variables si-
multaneously.
Finally let us recall the following product laws in the anisotropic Besov spaces from [5]:
Lemma 3.7 (Lemma 4.5 of [5]). Let q ≥ 1, p1 ≥ p2 ≥ 1 with 1/p1+1/p2 ≤ 1, and s1 < 2/p1,
s2 < 2/p2 (resp. s1 ≤ 2/p1, s2 ≤ 2/p2 if q = 1) with s1 + s2 > 0. Let σ1 < 1/p1, σ2 < 1/p2
(resp. σ1 ≤ 1/p1, σ2 ≤ 1/p2 if q = 1) with σ1 + σ2 > 0. Then for a in
(
B˙s1p1,q
)
h
(
B˙σ1p1,q
)
v
and b
in
(
B˙s2p2,q
)
h
(
B˙σ2p2,q
)
v
, the product ab belongs to
(
B˙
s1+s2−2/p2
p1,q
)
h
(
B˙
σ1+σ2−1/p2
p1,q
)
v
, and
‖ab‖(
B˙
s1+s2−2/p2
p1,q
)
h
(
B˙
σ1+σ2−1/p2
p1,q
)
v
. ‖a‖(
B˙
s1
p1,q
)
h
(
B˙
σ1
p1,q
)
v
‖b‖(
B˙
s2
p2,q
)
h
(
B˙
σ2
p2,q
)
v
.
4. Proof of the estimate for the horizontal vorticity
The purpose of this section to present the proof of Proposition 2.1. Let us recall the first
equation of our reformulation (N˜S) of the incompressible Navier-Stokes equation which is
∂tω + v · ∇ω −∆ω = ∂3v
3ω + ∂2v
3∂3v
1 − ∂1v
3∂3v
2.
As already explained in the second section, we decompose the right-hand side term as a sum
of three terms. Hence by virtue of (2.6), we obtain
1
r
∥∥ω r
2
(t)
∥∥2
L2
+
4(r − 1)
r2
∫ t
0
∥∥∇ω r
2
(t′)
∥∥2
L2
dt′ =
1
r
∥∥|ω0| r2∥∥2L2 + 3∑
ℓ=1
Fℓ(t) with
F1(t)
def
=
∫ t
0
∫
R
3
∂3v
3|ω|r dx dt′ ,
F2(t)
def
=
∫ t
0
∫
R
3
(
∂2v
3∂3v
1
curl − ∂1v
3∂3v
2
curl
)
ωr−1 dx dt
′ and
F3(t)
def
=
∫ t
0
∫
R
3
(
∂2v
3∂3v
1
div − ∂1v
3∂3v
2
div
)
ωr−1 dx dt
′,
(4.1)
where vhcurl (resp. v
h
div) corresponds to the horizontal divergence free (resp. curl free) part of
the horizontal vector vh = (v1, v2), which is given by (2.4), and where ωr−1
def
= |ω|r−2 ω.
Let us start with the easiest term F1. We first get, by using integration by parts, that
|F1(t)| ≤ r
∫ t
0
∫
R
3
|v3(t′, x)| |∂3ω(t
′, x)| |ω(t′, x)|r−1 dx dt′
≤ r
∫ t
0
∫
R
3
|v3(t′, x)| |∂3ω(t
′, x)| |ω r
2
(t′, x)|
2
r′ dx dt′.
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Using that
p− 2
3p
+
1
r
+
2pr − 3p+ 2r
6p(r − 1)
×
2
r′
= 1,
we apply Ho¨lder inequality to get
|F1(t)| ≤ r
∫ t
0
‖v3(t′)‖
L
3p
p−2
‖∂3ω(t
′)‖Lr
∥∥ω r
2
(t′)
∥∥ 2r′
L
6p(r−1)
2pr−3p+2r
dt′.
As p is in
]
4,
2r
2− r
[
, we have that r′
p− 2
2p
belongs to ]0, 1[. Then Sobolev embedding and
interpolation inequality implies that∥∥ω r
2
(t′)
∥∥
L
6p(r−1)
2pr−3p+2r
.
∥∥ω r
2
(t′)
∥∥
H˙
r′
(p−2)
2p
.
∥∥ω r
2
(t′)
∥∥ 2r−p(2−r)2p(r−1)
L2
∥∥∇ω r
2
(t′)
∥∥r′ p−22p
L2
.
Using (3.1) of Lemma 3.1, this gives
|F1(t)| .
∫ t
0
‖v3(t′)‖
H˙
1
2+
2
p
∥∥∂3ω r
2
(t′)
∥∥
L2
∥∥ω r
2
(t′)
∥∥ 2r−1
L2
∥∥∇ω r
2
(t′)
∥∥1− 2p
L2
∥∥ω r
2
(t′)
∥∥1−2( 1r− 1p)
L2
dt′.
Applying convex inequality, we obtain
|F1(t)| .
∫ t
0
‖v3(t′)‖
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥ 2p
L2
∥∥∇ω r
2
(t′)
∥∥ 2p′
L2
dt′
≤
r − 1
r2
∫ t
0
∥∥∇ω r
2
(t′)
∥∥2
L2
dt′ + C
∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2
L2
dt′.(4.2)
The other two terms in (4.1) require a refined way of the description of the regularity of ω r
2
and demand a detailed study of the anisotropic operator ∇h∆
−1
h associated with the Biot-
Savart’s law in horizontal variables. Now we first modify Lemma 5.2 of [5] to the following
one.
Lemma 4.1. Let θ be in ]0, α(r)[ for α(r) given by (1.2), and σ, s be such that
σ ∈
]r′
4
, 1
[
and s =
1
2
+ 1−
2σ
r′
·
Then we have
(4.3)
∣∣∣∫
R
3
∂h∆
−1
h f∂haωr−1dx
∣∣∣ . min{‖f‖Lr , ‖f‖Hθ,r}‖a‖H˙s∥∥ω r2∥∥ 2r′H˙σ
for Hθ,r given by Definition 2.1.
Proof. Let us observe that ωr−1 = G(ω r
2
) with G(z)
def
= z|z|−2α(r). Using Lemma 3.2, we
obtain
(4.4)
∥∥ωr−1∥∥
B˙
2σ
r′
r′,r′
.
∥∥ω r
2
∥∥ 2r′
H˙σ
.
Let us study the product ∂haωr−1. Using Bony’s decomposition (3.12) and the Leibnitz
formula, we write
∂haωr−1 = T (∂ha, ωr−1) +R(∂ha, ωr−1) + T (ωr−1, ∂ha)
= ∂hT (ωr−1, a) +A(a, ω) with
A(a, ω)
def
= T (∂ha, ωr−1) +R(∂ha, ωr−1)− T (∂hωr−1, a).
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W e first get, by using Lemma 3.3, that
‖∆jT (ωr−1, a)‖L2 .
∑
|j−j′|≤4
‖Sj′−1ωr−1‖L∞‖∆j′a‖L2
.
∑
|j−j′|≤4
2j
′
(
3
r′
− 2σ
r′
)∥∥ωr−1∥∥
B˙
2σ
r′
r′,r′
cj′,22
−j′s‖a‖H˙s
. cj,22
−j
(
s− 1
r′
(3−2σ)
)∥∥ωr−1∥∥
B˙
2σ
r′
r′,r′
‖a‖H˙s .
Here and in what follows, we always denote
(
cj,r
)
j∈Z
to be a generic element in the sphere
of ℓr(Z). Then together with (4.4), the above inequality ensures that
(4.5)
∥∥T (ωr−1, a)‖
H˙
s− 1
r′
(3−2σ) . ‖a‖H˙s
∥∥ω r
2
∥∥ 2r′
H˙σ
.
Using that the operator ∂2h∆
−1
h is a bounded Fourier multiplier and the dual Sobolev embed-
ding Lr →֒ H˙−3α(r), we get by taking s =
3
2
−
2σ
r′
in (4.5) that
∣∣∣∫
R
3
∂h∆
−1
h f∂hT (ωr−1, a) dx
∣∣∣ = ∣∣∣∫
R
3
∂2h∆
−1
h fT (ωr−1, a) dx
∣∣∣
≤ ‖f‖H˙−3α(r)‖T (ωr−1, a)‖H˙3α(r)
. ‖f‖Lr‖a‖H˙s
∥∥ω r
2
∥∥ 2r′
H˙σ
.(4.6)
In the case of the anisotropic norm, recalling that Hθ,r = H˙−3α(r)+θ,−θ, and using Lemma ??,
we write ∣∣∣∫
R
3
partial2h∆
−1
h fT (ωr−1, a) dx
∣∣∣ ≤ ‖f‖Hθ,r‖T (ωr−1, a)‖H˙3α(r)−θ,θ
. ‖f‖Hθ,r‖T (ωr−1, a)‖H˙3α(r)
. ‖f‖Hθ,r‖a‖H˙s
∥∥ω r
2
∥∥ 2r′
H˙σ
.(4.7)
Now let us take into account the anisotropy induced by the operator ∂h∆
−1
h . Hardy-
Littlewood-Sobolev inequality implies that ∂h∆
−1
h f belongs to L
r
v(L
2r
2−r
h ) if f is in L
r. So
that it amounts to prove that A(a, ω) belongs to Lr
′
v (L
2r
3r−2
h ), which is simply an anisotropic
Sobolev type embedding. Because of s = 12 + 1 −
2σ
r′ < 1, we get, by using Lemma 3.3,
Inequality (4.4) and Ho¨lder inequality with 2 and r′, that
‖∆jT (∂ha, ωr−1)‖
L
2r
3r−2
.
∑
|j′−j|≤4
‖Sj′−1∂ha‖L2‖∆j′ωr−1‖Lr′
.
∑
|j′−j|≤4
cj′,2cj′,r′2
j′(1−s)‖a‖H˙s2
−2j′ σ
r′
∥∥ω r
2
∥∥ 2r′
H˙σ
. cj, 2r
3r−2
2−
j
2 ‖a‖H˙s
∥∥ω r
2
∥∥ 2r′
H˙σ
.
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Along the same lines, we have
‖∆jR(∂ha, ωr−1)‖
L
2r
3r−2
.
∑
j′≥j−3
‖∆j′∂ha‖L2‖∆˜j′ωr−1‖Lr′
.
∑
j′≥j−3
cj′,2cj′,r′2
j′(1−s)‖a‖H˙s2
−2j′ σ
r′
∥∥ω r
2
∥∥ 2r′
H˙σ
. cj, 2r
3r−2
2−
j
2 ‖a‖H˙s
∥∥ω r
2
∥∥ 2r′
H˙σ
,
and
‖∆jT (∂hωr−1, a)‖
L
2r
3r−2
.
∑
|j′−j|≤4
‖Sj′−1∂hωr−1‖Lr′‖∆˜j′a‖L2
. cj, 2r
3r−2
2−
j
2 ‖a‖H˙s
∥∥ω r
2
∥∥ 2r′
H˙σ
.
This leads to
(4.8) ‖A(a, ω)‖
B˙
1
2
2r
3r−2 ,
2r
3r−2
. ‖a‖H˙s
∥∥ω r
2
∥∥ 2r′
H˙σ
.
While it follows from Lemma 3.4 that
B˙
1
2
2r
3r−2
, 2r
3r−2
→֒ L
2r
3r−2
h
((
B˙
1
2
2r
3r−2
, 2r
3r−2
)
v
)
.
Sobolev type embedding theorem (see for instance Theorem 2.40 of [1]) claims that
B˙
1
2
2r
3r−2
, 2r
3r−2
(R) →֒ B˙0r′,2(R) →֒ L
r′(R).
Moreover, since r′ > 2r3r−2 , we have
L
2r
3r−2
h (L
r′
v ) →֒ L
r′
v (L
2r
3r−2
h ).
As a consequence, by virtue of (4.8), we obtain∣∣∣∫
R
3
∂h∆
−1
h fA(a, ω) dx
∣∣∣ . ‖∂h∆−1h f‖
Lrv(L
2r
2−r
h )
‖A(a, ω)‖
Lr′v (L
2r
3r−2
h )
. ‖f‖Lr‖A(a, ω)‖
B˙
1
2
2r
3r−2 ,
2r
3r−2
. ‖f‖Lr‖a‖H˙s
∥∥ω r
2
∥∥ 2r′
H˙σ
,
which together with (4.6) gives rise to∣∣∣∫
R
3
∂h∆
−1
h f∂haωr−1dx
∣∣∣ . ‖f‖Lr‖a‖H˙s∥∥øm r2∥∥ 2r′H˙σ .
In order to prove the remaining inequality of (4.3), we observe that
‖∇h∆
−1
h f‖H˙1−3α(r)+θ,−θ . ‖f‖H˙−3α(r)+θ,−θ = ‖f‖Hθ,r .
Thus thanks to (4.8), for θ given by the lemma, it amounts to prove that
(4.9) B˙
1
2
2r
3r−2
, 2r
3r−2
→֒ H˙−1+3α(r)−θ,θ.
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As a matter of fact, using Lemma 3.5 and Lemma 3.3, we have, for any γ in ]0, 1/2[,
B˙
1
2
2r
3r−2
, 2r
3r−2
→֒
(
B˙
1
2
−γ
2r
3r−2
, 2r
3r−2
)
h
(
B˙γ2r
3r−2
, 2r
3r−2
)
v
and(
B˙
1
2
−γ
2r
3r−2
, 2r
3r−2
)
h
(
B˙γ2r
3r−2
, 2r
3r−2
)
v
→֒
(
B˙
1
2
−γ− 2
r′
2,2
)
h
(
B˙
γ− 1
r′
2,2 )
)
v
→֒ H˙−γ+
2
r
− 3
2
,γ−1+ 1
r .
Let us choose θ
def
= γ −
1
r′
. Then since θ < α(r), we have γ <
1
2
, which ensures (4.9). This
completes the proof of the lemma. 
The estimate of F2(t) uses the Biot-Savart’s law in the horizontal variables (namely (2.4))
and Lemma 4.1 with f = ∂3ω, a = v
3. This gives for any time t < T ⋆ and σ in
]
r
4(r−1) , 1
[
that
Iω(t)
def
=
∣∣∣∫
R
3
(
∂2v
3(t, x)∂3v
1
curl(t, x)− ∂1v
3(t, x)∂3v
2
curl(t, x)
)
ωr−1(t, x) dx
∣∣∣
. ‖∂3ω(t)‖Lr‖v
3(t)‖
H˙
3
2−
2σ
r′
∥∥ω r
2
(t)
∥∥ 2r′
H˙σ
.
By virtue of (3.1) and of the interpolation inequalities between L2 and H˙1, we thus obtain
Iω(t) . ‖v
3(t)‖
H˙
1
2+2( 12− σr′ )
∥∥ω r
2
(t)
∥∥ 2r−1
L2
∥∥∇ω r
2
(t)
∥∥
L2
×
∥∥ω r
2
(t)
∥∥ 2r′ (1−σ)
L2
∥∥∇ω r
2
(t)
∥∥ 2σr′
L2
. ‖v3(t)‖
H˙
1
2+2( 12− σr′ )
∥∥ω r
2
(t)
∥∥2( 12− σr′ )
L2
∥∥∇ω r
2
(t)
∥∥2( 12+ σr′ )
L2
.
Choosing σ =
(p− 2)r
2p(r − 1)
, which is between
r′
4
and 1 because p is between 4 and
2r
2− r
, gives
Iω(t) . ‖v
3(t)‖
H˙
1
2+
2
p
∥∥ω r
2
(t)
∥∥ 2p
L2
∥∥∇ω r
2
(t)
∥∥2(1− 1p)
L2
.
Then by using convexity inequality and time integration, we get
(4.10) |F2(t)| ≤
r − 1
r2
∫ t
0
∥∥∇ω r
2
(t′)
∥∥2
L2
dt′ + C
∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2
L2
dt′.
In order to estimate F3(t), we write
F3(t) = −
∫ t
0
∫
R
3
(
∂2v
3(t′, x)(∂1∆
−1
h ∂
2
3v
3)(t′, x)
− ∂1v
3(t′, x)(∂2∆
−1
h ∂
2
3v
3)(t′, x)
)
ωr−1(t
′, x)dxdt′.
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Since σ =
(p − 2)r
2p(r − 1)
,
1
p
=
1
2
−
σ
r′
, thanks to interpolation inequality between Sobolev spaces,
we get, by applying Lemma 4.1 with f = ∂23v
3 and a = v3, that
|F3(t)| .
∫ t
0
‖∂23v
3(t′)‖Hθ,r‖v
3(t′)‖
H˙
3
2−
2σ
r′
∥∥ω r
2
(t′)
∥∥ 2r′
H˙σ
dt′
.
∫ t
0
‖∂23v
3(t′)‖Hθ,r‖v
3(t′)‖
H˙
1
2+2( 12− σr′ )
∥∥ω r
2
(t′)
∥∥ 2r′ (1−σ)
L2
∥∥∇ω r
2
(t′)
∥∥ 2σr′
L2
dt′
.
∫ t
0
‖∂23v
3(t′)‖Hθ,r‖v
3(t′)‖
pα(r)
H˙
1
2+
2
p
×
(
‖v3(t′)‖p
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2
L2
) 1
p
−α(r)∥∥∇ω r
2
(t′)
∥∥2( 12− 1p)
L2
dt′.
As we have
1
2
+ α(r) +
(
1
p
− α(r)
)
+
(
1
2
−
1
p
)
= 1,
applying Ho¨lder inequality ensures that
|F3(t)| .
(∫ t
0
‖∂23v
3(t′)‖2Hθ,r dt
′
) 1
2
(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
dt′
)α(r)
×
(∫ t
0
‖v3(t′)‖p
H˙
1
2 ;+
2
p
∥∥ω r
2
(t′)
∥∥2
L2
dt′
) 1
p
−α(r)(∫ t
0
∥∥∇ω r
2
(t′)
∥∥2
L2
dt′
) 1
2
− 1
p
.
Applying the convexity inequality leads to
|F3(t)| ≤
r − 1
r2
∫ t
0
∥∥∇ω r
2
(t′)
∥∥2
L2
dt′ + C
∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2
L2
dt′
+ C
(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
dt′
)1− r
2
(∫ t
0
‖∂23v
3(t′)‖2Hθ,r dt
′
) r
2
.
(4.11)
Conclusion of the proof to Proposition 2.1. Resuming the Estimates (4.2), (4.10) and (4.11)
into (4.1), we obtain
1
r
∥∥ω r
2
(t)
∥∥2
L2
+
r − 1
r2
∫ t
0
‖∇ω r
2
(t′)‖2L2 dt
′
≤
1
r
∥∥|ω0|r/2∥∥2L2 + C(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
dt′
)1− r
2
(∫ t
0
‖∂23v
3(t′)‖2Hθ,r dt
′
) r
2
+ C
∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2
L2
dt′.
Inequality (2.8) follows from Gronwall lemma once notice that x
1
4 eCx . eC
′x for C ′ > C. 
5. Proof of the estimate for the second vertical derivatives of v3
In this section, we shall present the proof of Proposition 2.2. Let Hθ,r be given by Defini-
tion 2.1. We get, by taking the Hθ,r inner product of the ∂3v
3 equation of (N˜S) with ∂3v
3,
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that
1
2
d
dt
‖∂3v
3(t)‖2Hθ,r+‖∇∂3v
3(t)‖2Hθ,r = −
3∑
n=1
(
Qn(v, v) | ∂3v
3
)
Hθ,r
with
Q1(v, v)
def
=
(
Id+∂23∆
−1
)
(∂3v
3)2 + ∂23∆
−1
( 2∑
ℓ,m=1
∂ℓv
m∂mv
ℓ
)
,
Q2(v, v)
def
=
(
Id+2∂23∆
−1
)( 2∑
ℓ=1
∂3v
ℓ∂ℓv
3
)
and
Q3(v, v)
def
= v · ∇∂3v
3.
(5.1)
The estimate involving Q1 relies on the following lemma. Let us point out that this term Q1
contains terms which are quadratic with respect to vhcurl.
Lemma 5.1. Let A be a bounded Fourier multiplier. If p and θ satisfy
(5.2) 0 < θ <
1
2
−
1
p
,
then we have∣∣(A(D)(fg) | ∂3v3)Hθ,r ∣∣ . ‖f‖H˙ 12−3α(r)+θ, 12− 1p−θ‖g‖H˙ 12−3α(r)+θ, 12− 1p−θ‖v3‖H˙ 12+ 2p .
Proof. Let us first observe that, for any couple (α, β) in R2, we have, thanks to Cauchy-
Schwartz inequality, that, for any real valued function a and b,∣∣(a|b)Hθ,r ∣∣ = ∣∣∣∫
R
3
|ξh|
−6α(r)+2θ−α|ξ3|
−β−2θâ(ξ)|ξh|
α |ξ3|
β b̂(−ξ)dξ
∣∣∣
≤ ‖a‖H˙−6α(r)+2θ−α,−β−2θ‖b‖H˙α,β .(5.3)
As A(D) is a bounded Fourier multiplier, applying (5.3) with α = 0 and β = −
1
2
+
2
p
, we
obtain
(5.4)
∣∣(A(D)(fg) | ∂3v3)Hθ,r ∣∣ . ‖fg‖H˙−6α(r)+2θ, 12− 2p−2θ‖∂3v3‖H˙0,− 12+ 2p .
Because H˙s,s
′
=
(
B˙s2,2
)
h
(
B˙s
′
2,2
)
v
, r is in ]3/2, 2[, 3α(r) is less than 12 ¡ BR¿ and thanks to
Condition (5.2), law of products of Lemma 3.7 implies in particular that
‖fg‖
H˙
−6α(r)+2θ, 12−
2
p−2θ
. ‖f‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
‖g‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
.
Due to Lemma 3.4, we have
‖∂3v
3‖
H˙
0,− 12+
2
p
. ‖v3‖
H˙
0, 12+
2
p
≤ ‖v3‖
H˙
1
2+
2
p
and thus the lemma is proved. 
Because both ∂23∆
−1 and ∂2h∆
−1
h are bounded Fourier multipliers, applying Lemma 5.1
with f and g of the form ∂hv
h
curl or ∂hv
h
div or with f = g = ∂3v
3 gives,∣∣(Q1(v, v) | ∂3v3)Hθ,r ∣∣ . ‖v3‖H˙ 12+ 2p (‖ω‖2H˙ 12−3α(r)+θ,12− 1p−θ + ‖∂3v3‖2H˙ 12−3α(r)+θ,12− 1p−θ).
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Because p > 4, r > 4/3, we have 1p +
1
r < 1, and θ < α(r) < 1/2 − 1/p so that the
Condition (5.2) is satisfied. Then we get, by using Lemma 3.5 and Lemma 3.1, that
(5.5) ‖ω‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
≤ ‖ω‖
H˙
1−3α(r)− 1p
.
∥∥ω r
2
∥∥2α(r)+ 1p
L2
∥∥∇ω r
2
∥∥ 1p′
L2
.
While it follows from Definition 2.1 that
‖a‖2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
=
∫
R
3
|ξh|
1−6α(r)+2θ |ξ3|
1− 2
p
−2θ|â(ξ)|2 dξ
≤
∫
R
3
|â(ξ)|
2
p
(
|ξ||â(ξ)|
) 2
p′ |ξh|
2(−3α(r)+θ)|ξ3|
−2θ dξ.
Applying Ho¨lder’s inequality with measure |ξh|
2(−3α(r)+θ)|ξ3|
−2θ dξ yields
(5.6) ‖a‖
H˙
1
2−3α(r)+θ,
1
2nbsp;−
1
p−θ
≤ ‖a‖
1
p
Hθ,r
‖∇a‖
1
p′
Hθ,r
.
We then infer that∣∣(Q1(v, v) | ∂3v3)Hθ,r ∣∣ . ‖v3‖H˙ 12+ 2p (∥∥ω r2∥∥2
(
1
p
+2α(r)
)
L2
∥∥∇ω r
2
∥∥ 2p′
L2
+ ‖∂3v
3‖
2
p
Hθ,r
‖∇∂3v
3‖
2
p′
Hθ,r
)
.
Convexity inequality ensures∣∣(Q1(v, v) | ∂3v3)Hθ,r ∣∣ ≤ 16‖∇∂3v3‖2Hθ,r + C‖v3‖pH˙ 12+ 2p ‖∂3v3‖2Hθ,r
+ C‖v3‖
H˙
1
2+
2
p
∥∥ω r
2
∥∥2( 1p+2α(r))
L2
∥∥∇ω r
2
∥∥ 2p′
L2
.
(5.7)
In order to estimate
(
Q2(v, v) | ∂3v
3
)
Hθ,r
, we first make the following observation: since
θ > 3α(r) − 2/p and 4 < p < 2r2−r , we have
2
p
+ 3α(r)− 1 ≤ θ < 5α(r) <
2
p
+ 3α(r),
and hence
|ξh|
2
(
1− 2
p
−6α(r)+2θ
)
|ξ3|
2
(
2
p
+3α(r)−2θ
)
≤ |ξh|
2(−3α(r)+θ)|ξ3|
−2θ|ξ|2.
We infer that
‖a‖2
H˙
1−6α(r)− 2p+2θ,
2
p+3α(r)−2θ
=
∫
R
3
|ξh|
2
(
1− 2
p
−6α(r)+2θ
)
|ξ3|
2
(
2
p
+3α(r)−2θ
)
|â(ξ)|2 dξ
≤
∫
R
3
|ξh|
2(−3α(r)+θ)|ξ3|
−2θ
(
|ξ||â(ξ)|
)2
dξ(5.8)
= ‖∇a‖2Hθ,r .
Along the same lines, one has
(5.9) ‖a‖2
H˙1−6α(r)+2θ,3α(r)−2θ
≤ ‖∇a‖2Hθ,r .
While we get by applying Bony’s decomposition (3.12) in the vertical variable for ∂3v
ℓ∂ℓv
3
that
∂3v
ℓ∂ℓv
3 = T v(∂3v
ℓ, ∂ℓv
3) + T¯ v(∂3v
ℓ, ∂ℓv
3) +Rv(∂3v
ℓ, ∂ℓv
3).
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The law of product of Lemma 3.7 implies that∥∥T v(∂3vℓ, ∂ℓv3) + T¯ v(∂3vℓ, ∂ℓv3)∥∥
H˙
2
p−1,−3α(r)−
2
p
. ‖∂3v
ℓ‖(
B˙12,1
)
h
(
B˙
−3α(r)− 2p
2,1
)
v
‖∂ℓv
3‖(
H˙
2
p−1
)
h
(
B˙
1
2
2,1
)
v
. ‖vℓ‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
‖v3‖
H˙
1
2+
2
p
.
As we have ‖∂ℓv
3‖(
H˙
2
p−1
)
h
(
B˙
1
2
2,1
)
v
. ‖v3‖(
H˙
2
p
)
h
(
B˙
1
2
2,1
)
v
≤ ‖v3‖
H˙
1
2+
2
p
.
Thus we get, by applying (5.3) that∣∣∣((Id+2∂23∆−1) 2∑
ℓ=1
(
T v(∂3v
ℓ, ∂ℓv
3) + T¯ v(∂3v
ℓ, ∂ℓv
3)
)
| ∂3v
3
)
Hθ,r
∣∣∣
.
∥∥T v(∂3vℓ, ∂ℓv3) + T¯ v(∂3vℓ, ∂ℓv3)∥∥
H˙
2
p−1,−3α(r)−
2
p
‖∂3v
3‖
H˙
1−6α(r)− 2p+2θ,
2
p+3α(r)−2θ
.‖v3‖
H˙
1
2+
2
p
‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
‖∇∂3v
3‖Hθ,r .
Whereas applying the law of product of Lemma 3.7 once again yields
‖Rv(∂3v
ℓ, ∂ℓv
3)‖
H˙
−6α(r)+2θ, 12−
2
p−2θ
. ‖∂3v
ℓ‖(
B˙12,1
)
h
(
B˙
−3α(r)− 2p
2,1
)
v
‖∂ℓv
3‖(
B˙
−6α(r)+2θ
2,2
)
h
(
B˙
1+3α(r)−2θ
2,2
)
v
,
which together with (5.4) and (5.9) ensures∣∣∣((Id+2∂23∆−1) 2∑
ℓ=1
Rv(∂3v
ℓ, ∂ℓv
3) | ∂3v
3
)
Hθ,r
∣∣∣
.‖Rv(∂3v
ℓ, ∂ℓv
3)‖
H˙
−6α(r)+2θ, 12−
2
p−2θ
‖∂3v
3‖
H˙
0,− 12+
2
p
.‖v3‖
H˙
1
2+
2
p
‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
‖∇∂3v
3‖Hθ,r .
Therefore, by virtue of Proposition 3.1, we infer that∣∣(Q2(v, v) | ∂3v3)Hθ,r ∣∣ . ‖v3‖H˙ 12+ 2p
×
(∥∥ω r
2
∥∥2(α(r)+ 1p)
L2
∥∥∇ω r
2
∥∥1− 2p
L2
+ ‖∂3v
3‖
2
p
Hθ,r
‖∇∂3v
3‖
1− 2
p
Hθ,r
)
‖∇∂3v
3‖Hθ,r .
Applying convexity inequality yields∣∣(Q2(v, v) | ∂3v3)Hθ,r ∣∣ ≤ 16‖∇∂3v3‖2Hθ,r + C‖v3‖pH˙ 12+ 2p ‖∂3v3‖2Hθ,r
+ C‖v3‖2
H˙
1
2+
2
p
∥∥ω r
2
∥∥4(α(r)+ 1p)
L2
∥∥∇ω 3
4
∥∥2(1− 2p)
L2
.
(5.10)
Finally let us estimate
(
Q3(v, v) | ∂3v
3
)
Hθ,r
.
Lemma 5.2. We have the following inequality.∣∣(vh · ∇h∂3v3 | ∂3v3)Hθ,r ∣∣ . ‖v3‖H˙ 12+ 2p (‖∇hvh‖2H˙ 12−3α(r)+θ, 12− 1p−θ
+‖∂3v
3‖2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
‖∇∂3v
3‖Hθ,r
)
.
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Proof. Let us use the following alternative definition for the inner-product in Hθ,r : based on
the fact that the space Hθ,r is equal to the space
(
B˙
−3α(r)+θ
2,2
)
h
(
B˙−θ2,2
)
v
of De finition 3.2.
(5.11)
(
vh ·∇h∂3v
3 | ∂3v
3
)
Hθ,r
=
∑
k,ℓ∈Z2
22k(−3α(r)+θ)2−2ℓθ
(
∆hk∆
v
ℓ (v
h ·∇h∂3v
3) | ∆hk∆
v
ℓ∂3v
3
)
L2
.
By using Bony’s decomposition (3.12) to vh · ∇h∂3v
3 for both horizontal and vertical
variables, we write that
vh · ∇h∂3v
3 =
(
T h +Rh + T¯ h
)(
T v +Rv + T¯ v
)
(vh,∇h∂3v
3)
=T hT v(vh,∇h∂3v
3) +A+B with
A
def
=T hRv(vh,∇h∂3v
3) + T hT¯ v(vh,∇h∂3v
3)
B
def
=RhT v(vh,∇h∂3v
3) +RhRv(vh,∇h∂3v
3) +RhT¯ v(vh,∇h∂3v
3)
+ T¯ hT v(vh,∇h∂3v
3) + T¯ hRv(vh,∇h∂3v
3) + T¯ hT¯ v(vh,∇h∂3v
3).
(5.12)
• The estimate of
(
∆hk∆
v
ℓT
hT v(vh,∇h∂3v
3) | ∆hk∆
v
ℓ∂3v
3
)
L2
.
By applying commutator’s argument and also considering the support to the Fourier trans-
form of the terms in T hT v(vh,∇h∂3v
3), we write
(
∆hk∆
v
ℓT
hT v(vh,∇h∂3v
3) | ∆hk∆
v
ℓ∂3v
3
)
L2
def
= I1k,ℓ + I
2
k,ℓ + I
3
k,ℓ with
I1k,ℓ
def
=
∑
|k′−k|≤4
|ℓ′−ℓ|≤4
([
∆hk∆
v
ℓ , S
h
k′−1S
v
ℓ′−1v
h
]
∆hk′∆
v
ℓ′∇h∂3v
3
∣∣ ∆hk∆vℓ∂3v3)
L2
,
I2k,ℓ
def
=
∑
|k′−k|≤4
|ℓ′−ℓ|≤4
((
Shk′−1S
v
ℓ′−1v
h − Shk−1S
v
ℓ−1v
h
)
∆hk′∆
v
ℓ′∆
h
k∆
v
ℓ nah∂3v
3
∣∣∆hk∆vℓ∂3v3)
L2
and
I3k,ℓ
def
= −
1
2
(
Shk−1S
v
ℓ−1 divh v
h∆hk∆
v
ℓ∂3v
3 | ∆hk∆
v
ℓ∂3v
3
)
L2
.
It follows from a standard commutator’s estimate (see for instance [1]) that
∣∣I1k,ℓ∣∣ . ∑
|k′−k|≤4
|ℓ′−ℓ|≤4
(
2−k‖Shk′−1S
v
ℓ′−1∇hv
h‖L∞
+ 2−ℓ‖Shk′−1S
v
ℓ′−1∂3v
h‖L∞
)
‖∆hk′∆
v
ℓ′∇h∂3v
3‖L2‖∆
h
k∆
v
ℓ∂3v
3‖L2 .
Note that applying Lemma 3.3 gives
‖Shk′−1S
v
ℓ′−1∇hv
h‖L∞ . 2
k′( 12+3α(r)−θ)2
ℓ′
(
1
p
+θ
)
‖∇hv
h‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
,
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from which, we infer that
2−k
∑
|k′−k|≤4
|ℓ′−ℓ|≤4
‖Shk′−1S
v
ℓ′−1∇hv
h‖L∞‖∆
h
k′∆
v
ℓ′∇h∂3v
3‖L2‖∆
h
k∆
v
ℓ∂3v
3‖L2
.
∑
|k′−k|≤4
|ℓ′−ℓ|≤4
ck′,ℓ′2
2k′(3α(r)−θ)2
ℓ′
(
− 1
2
+ 2
p
+2θ
)
‖∇hv
h‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
× ‖∂3v
3‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
ck,ℓ2
ℓ
(
1
2
− 2
p
)
‖∂3v
3‖
H˙
0,− 12+
2
p
. dk,ℓ2
2k(3α(r)−θ)22ℓθ‖v3‖
H˙
1
2+
2
p
(
‖∇hv
h‖2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖∂3v
3‖2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
)
.
Here and in what follows, we always denote
(
ck,ℓ
)
k,ℓ∈Z2
(resp.
(
dk,ℓ
)
k,ℓ∈Z2
) to be a generic
element of the sphere in ℓ2(Z2) (resp. ℓ1(Z2)). The same estimate holds for I3k,ℓ.
Likewise, since
‖Shk′−1S
v
ℓ′−1∂3v
h‖L∞ . 2
ℓ′
(
1
2
+3α(r)+ 2
p
)
‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
,
and ‖∇hv
3‖(
H˙
−1+ 2p
)
h
(
B˙
1
2
2,1
)
v
. ‖v3‖(
H˙
2
p
)
h
(
B˙
1
2
2,1
)
v
. ‖v3‖
H˙
1
2+
2
p
, we have
2−ℓ
∑
|k′−k|≤4
|ℓ′−ℓ|≤4
‖Shk′−1S
v
ℓ′−1∂3v
h‖L∞‖∆
h
k′∆
v
ℓ′∇h∂3v
3‖L2‖∆
h
k∆
v
ℓ∂3v
3‖L2
. 2−ℓ
∑
|k′−k|≤4
|ℓ′−ℓ|≤4
ck′,ℓ′2
k′
(
1− 2
p
)
2
ℓ′
(
1+3α(r)+ 2
p
)
‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
‖∇hv
3‖(
H˙
−1+ 2p
)
h
(
B˙
1
2
2,1
)
v
× ck,ℓ2
−k
(
1− 2
p
−6α(r)+2θ
)
2
−ℓ
(
2
p
+3α(r)−2θ
)
‖∂3v
3‖
H˙
1− 2p−6α(r)+2θ,
2
p+3α(r)−2θ
. dk,ℓ2
2k(3α(r)−θ)22ℓθ‖v3‖
H˙
1
2+
2
p
‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
‖∂3v
3‖
H˙
1− 2p−6α(r)+2θ,
2
p+3α(r)−2θ
.
Therefore, by virtue of (5.8), we obtain∣∣I1k,ℓ∣∣ .dk,ℓ22k(3α(r)−θ)22ℓθ‖v3‖
H˙
1
2+
2
p
(
‖∇hv
h‖2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖∂3v
3‖2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
‖∇∂3v
3‖Hθ,r
)
.
(5.13)
The same argument gives the same estimate for I2k,ℓ. We thus conclude that(
∆hk∆
v
ℓT
hT v(vh,∇h∂3v
3) | ∆hk∆
v
ℓ∂3v
3
)
L2
also verifies the Estimate (5.13).
• The estimate of
(
∆hk∆
v
ℓA | ∆
h
k∆
v
ℓ
)
L2
.
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We first get, by applying Lemma 3.3, that
‖Shk′−1∆
v
ℓ′v
h‖L∞h (L2v) . 2
−ℓ′
(
1−3α(r)− 2
p
)
‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
,
‖∆hk′S
v
ℓ′−1∇h∂3v
3‖L2h(L∞v )
. ck′,ℓ′2
k′
(
1− 2
p
)
2ℓ
′
‖v3‖(
H˙
2
p
)
h
(
B˙
1
2
2,1
)
v
.
(5.14)
In view of (5.14), Lemma 3.3, and also considering the support to the Fourier transform to
terms in T hRv(vh,∇h∂3v
3), we write
‖∆hk∆
v
ℓT
hRv(vh,∇h∂3v
3)‖L2 . 2
ℓ/2
∑
|k′−k|≤4
ℓ′≥ℓ−3
‖Shk′−1∆
v
ℓ′v
h‖L∞h (L2v)‖∆
h
k′∆˜
v
ℓ′∇h∂3v
3‖L2
. 2ℓ/2
∑
|k′−k|≤4
ℓ′≥ℓ−3
ck′,ℓ′2
2k′
(
1
p
+3α(r)−θ
)
2−ℓ
′(1−2θ)‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
× ‖∂3v
3‖
H˙
1− 2p−6α(r)+2θ,
2
p+3α(r)−2θ
,
which gives
‖∆hk∆
v
ℓT
hRv(vh,∇h∂3v
3)‖L2 . ck,ℓ2
2k
(
1
p
+3α(r)−θ
)
2−ℓ(
1
2
−2θ)
× ‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
‖∂3v
3‖
H˙
1− 2p−6α(r)+2θ,
2
p+3α(r)−2θ
.
Therefore since
‖∆hk∆
v
ℓ∂3v
3‖L2 . ck,ℓ2
− 2k
p 2
ℓ
2 ‖v3‖(
H˙
2
p
)
h
(
B˙
1
2
2,1
)
v
. ck,ℓ2
− 2k
p 2
ℓ
2 ‖v3‖
H˙
1
2+
2
p
,
we obtain
|
(
∆hk∆
v
ℓT
hRv(vh,∇h∂3v
3) | ∆hk∆
v
ℓ∂3v
3
)
L2
∣∣ . dk,ℓ22k(3α(r)−θ)22ℓθ‖v3‖
H˙
1
2+
2
p
× ‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
‖∂3v
3‖
H˙
1− 2p−6α(r)+2θ,
2
p+3α(r)−2θ
.
(5.15)
Along the same lines, we infer from (5.14) that
‖∆hk∆
v
ℓT
hT¯ v(vh,∇h∂3v
3)‖L2 .
∑
|k′−k|≤4
|ℓ′−ℓ|≤4
‖Shk′−1∆
v
ℓ′v
h‖L∞h (L2v)‖∆
h
k′S
v
ℓ′−1∇h∂3v
3‖L2h(L∞v )
.ck,ℓ2
k
(
1− 2
p
)
2
ℓ
(
3α(r)+ 2
p
)
× ‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
‖v3‖(
H˙
2
p
)
h
(
B˙
1
2
2,1
)
v
,
so that we obtain
|
(
∆hk∆
v
ℓT
hT¯ v(vh,∇h∂3v
3) | ∆hk∆
v
ℓ∂3v
3
)
L2
∣∣ . dk,ℓ22k(3α(r)−θ)22ℓθ‖v3‖
H˙
1
2+
2
p
× ‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
‖∂3v
3‖
H˙
1− 2p−6α(r)+2θ,
2
p+3α(r)−2θ
,
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from which, (5.8) and (5.15), we deduce that
|
(
∆hk∆
v
ℓA | ∆
h
k∆
v
ℓ∂3v
3
)
L2
∣∣ . dk,ℓ22k(3α(r)−θ)22ℓθ‖v3‖
H˙
1
2+
2
p
× ‖vh‖(
B˙12,1
)
h
(
B˙
1−3α(r)− 2p
2,1
)
v
‖∇∂3v
3‖Hθ,r .
(5.16)
• The estimate of
(
∆hk∆
v
ℓB | ∆
h
k∆
v
ℓ
)
L2
.
Again considering the support to the Fourier transform to terms in RhRv(vh,∇h∂3v
3), we
get, by applying Lemma 3.3, that
‖∆hk∆
v
ℓR
hRv(vh,∇h∂3v
3)‖L2 . 2
k2ℓ/2
∑
k′≥k−3
ℓ′≥ℓ−3
‖∆hk′∆
v
ℓ′v
h‖L2‖∆˜
h
k′∆˜
v
ℓ′∇h∂3v
3‖L2
. 2k2ℓ/2
∑
k′≥k−3
ℓ′≥ℓ−3
ck′,ℓ′2
−k′(1−6α(r)+2θ)2
−ℓ′
(
1− 2
p
−2θ
)
× ‖∇hv
h‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
‖∂3v
3‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
. ck,ℓ2
2k(3α(r)−θ)2
−ℓ
(
1
2
nbsp;− 2
p
−2θ
)
‖∇hv
h‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
‖∂3v
3‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
,
by using the fact that 3α(r)− 12 < 0 < θ <
1
2 −
2
p .
Likewise, we have
‖∆hk∆
v
ℓR
hT v(vh,∇h∂3v
3)‖L2 . 2
k
∑
k′≥k−3
|ℓ′−ℓ|≤4
‖∆hk′S
v
ℓ′−1v
h‖L2h(L∞v )
‖∆˜hk′∆
v
ℓ′∇h∂3v
3‖L2
. 2k
∑
k′≥k−3
|ℓ′−ℓ|≤4
ck′,ℓ′2
−k′(1−6α(r)+2θ)2
−ℓ′
(
1
2
− 2
p
−2θ
)
× ‖∇hv
h‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
‖∂3v
3‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
. ck,ℓ2
2k(3α(r)−θ)2
−ℓ
(
1
2
− 2
p
−2θ
)
‖∇hv
h‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
‖∂3v
3‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
.
It is easy to check that all the remaining terms in B given by (5.12) share the same estimate.
Therefore, we obtain∣∣(∆hk∆vℓB | ∆hk∆vℓ )L2∣∣ .‖∆hk∆vℓB‖L2‖∆hk∆vℓ‖L2
.dk,ℓ2
2k(3α(r)−θ)22ℓθ‖∇hv
h‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
× ‖∂3v
3‖
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
‖∂3v
3‖
H˙
0,− 12+
2
p
.
(5.17)
Inserting the Estimates (5.13), (5.16) and (5.17) in (5.12) leads to Lemma 5.2. 
Thanks to Lemma 5.2, we get, by applying (2.4) and Proposition 3.1, that∣∣(vh·∇h∂3v3 | ∂3v3)Hθ,r ∣∣
.‖v3‖
H
1
2+
2
p
(
‖ω‖2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+ ‖∂3v
3‖2
H˙
1
2−3α(r)+θ,
1
2−
1
p−θ
+
(∥∥ω r
2
∥∥2(α(r)+ 1p)
L2
∥∥∇ω r
2
∥∥1− 2p
L2
+ ‖∂3v
3‖
2
p
Hθ,r
‖∇∂3v
3‖
1− 2
p
Hθ,r
)
‖∇∂3v
3‖Hθ,r
)
,
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from which, (??) and (5.6), we infer
∣∣(vh · ∇h∂3v3 | ∂3v3)Hθ,r ∣∣ . ‖v3‖H 12+ 2p
(∥∥ω r
2
∥∥2(2α(r)+ 1p)
L2
∥∥∇ω r
2
∥∥ 2p′
L2
+
(∥∥ω r
2
∥∥2(α(r)+ 1p)
L2
∥∥∇ω r
2
∥∥1− 2p
L2
+ ‖∂3v
3‖
2
p
Hθ,r
‖∇∂3v
3‖
1− 2
p
Hθ,r
)
‖∇∂3v
3‖Hθ,r
)
.
(5.18)
To estimate
(
v3∂23v
3 | ∂3v
3
)
Hθ,r
, we write, according to (5.3), that∣∣(f | g)Hθ,r ∣∣ ≤ ‖f‖
H˙
−1−3α(r)+ 2p+θ,−θ
‖g‖
H˙
1−3α(r)− 2p+θ,−θ
.
As θ > 3α(r) − 2p , we get, by applying law of product of Lemma 3.7 and then Lemma 3.5,
that ∣∣(v3∂23v3 | ∂3v3)Hθ,r ∣∣ ≤ ‖v3∂23v3‖H˙−1−3α(r)+ 2p+θ,−θ‖∂3v3‖H˙1−3α(r)− 2p+θ,−θ
. ‖v3‖(
H˙
2
p
)
h
(
B
1
2
2,1
)
v
‖∂23v
3‖Hθ,r‖∂3v
3‖
H˙
1−3α(r)− 2p+θ,−θ
. ‖v3‖
H˙
1
2+
2
p
‖∂23v
3‖Hθ,r‖∂3v
3‖
H˙
1−3α(r)− 2p+θ,−θ
.
This along with the interpolation inequality which claims that
‖a‖2
H˙
1−3α(r)− 2p+θ,−θ
=
∫
R
3
|ξh|
2
(
1− 2
p
)
|ξh|
−6α(r)+2θ |ξ3|
−2θ|â(ξ)|2 dξ
≤
(∫
R
3
|ξh|
−6α(r)+2θ |ξ3|
−2θ|â(ξ)|2 dξ
) 2
p
×
(∫
R
3
|ξh|
−6α(r)+2θ |ξ3|
−2θ|ξh|
2|â(ξ)|2 dξ
)1− 2
p
≤ ‖a‖
4/p
Hθ,r
‖∇ha‖
2
(
1− 2
p
)
Hθ,r
,
ensures ∣∣(v3∂23v3 | ∂3v3)Hθ,r ∣∣ . ‖v3‖H˙ 12+ 2p ‖∂3v3‖ 2pHθ,r‖∇∂3v3‖ 2p′Hθ,r .
Due to (5.18) and convexity inequality, we thus obtain∣∣(Q3(v, v) | ∂3v3)Hθ,r ∣∣ ≤ 16‖∇∂3v3‖2Hθ,r + C‖v3‖pH˙ 12+ 2p ‖∂3v3‖2Hθ,r
+ C‖v3‖
H˙
1
2+
2
p
∥∥ω r
2
∥∥2(2α(r)+ 1p)
L2
∥∥∇ω r
2
∥∥ 2p′
L2
+ C‖v3‖2
H˙
1
2+
2
p
∥∥ω r
2
∥∥4(α(r)+ 1p)
L2
∥∥∇ω r
2
∥∥2(1− 2p)
L2
.
(5.19)
Now we are in a position to complete the proof of Proposition 2.2.
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Conclusion of the proof to Proposition 2.2. By resuming the Estimates (5.7), (5.10) and (5.19)
into (5.1), we obtain
d
dt
‖∂3v
3(t)‖2Hθ,r + ‖∇∂3v
3(t)‖2Hθ,r
≤ C
(
‖v3‖
H˙
1
2+
2
p
∥∥ω r
2
∥∥2(2α(r)+ 1p)
L2
∥∥∇ω r
2
∥∥ 2p′
L2
+ ‖v3‖p
H˙
1
2+
2
p
‖∂3v
3‖2Hθ,r + ‖v
3‖2
H˙
1
2+
2
p
∥∥ω r
2
∥∥4(α(r)+ 1p)
L2
∥∥∇ω r
2
∥∥2(1− 2p)
L2
)
.
(5.20)
On the other hand, Inequality (2.7) cla ims that ‖∂3v
3
0‖Hθ,r . ‖v0‖H˙1−3α(r) . ‖Ω0‖Lr . Thus
Gronwall’s inequality allows to conclude the proof of Proposition 2.2. 
6. Conclusion of the proof of Theorem 2.1
The first main step is the proof of the following proposition.
Proposition 6.1. Let us consider a solution v of (NS) given by Theorem 2.1. For any p
in
]
4, 2r2−r
[
and θ in
]
3α(r)− 2p , α(r)
[
, a constant C exists such that, for any t < T ∗, we have∥∥ω r
2
(t)
∥∥2(1+2pα(r))
L2
+
∥∥∇ω r
2
∥∥2(1+2pα(r))
L2t (L
2)
≤ C‖Ω0‖
r(1+2pα(r))
Lr E(t) and
‖∂3v
3(t)‖2Hθ,r + ‖∇∂3v
3‖2L2t (Hθ,r)
≤ ‖Ω0‖
2
LrE(t) with
E(t)
def
= exp
(
C exp
(
C
∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
dt′
)
βiggr).
Proof. The important point is the proof of the following estimate: for any t in [0, T ⋆[, we
have ∥∥ω r
2
(t)
∥∥2(1+2pα(r))
L2
+
∥∥∇ω r
2
∥∥2(1+2pα(r))
L2t (L
2)
≤ C‖Ω0‖
r(1+2pα(r))
Lr exp
(
C exp
(
C
∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
dt′
))
.
(6.21)
In order to do it, let us introduce the notation
(6.22) e(T )
def
= C exp
(
C
∫ T
0
‖v3(t)‖p
H˙
1
2+
2
p
dt
)
.
where the constant C may change from line to line. As (a+ b)
r
2 ∼ a
r
2 + b
r
2 , Proposition 2.2
implies that(∫ t
0
‖∂23v
3(t′)‖2Hθ,r dt
′
) r
2
e(T ) . e(T )
(
‖Ω0‖
r
Lr + V1(t) + V2(t)
)
with
V1(t)
def
=
(∫ t
0
‖v3(t′)‖
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2(2α(r)+ 1p)
L2
∥∥∇ω r
2
(t′)
∥∥ 2p′
L2
dt′
) r
2
and
V2(t)
def
=
(∫ t
0
‖v3(t′)‖2
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥4(α(r)+ 1p)
L2
∥∥∇ω r
2
(t′)
∥∥2(1− 2p)
L2
dt′
) r
2
.
(6.23)
Let us estimate the two terms Vj(t), j = 1, 2. Applying Ho¨lder inequality gives
V1(t) ≤
(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2(1+2pα(r))
L2
dt′
) r
2
× 1
p
(∫ t
0
∥∥∇ω r
2
(t′)
∥∥2
L2
dt′
) r
2
(
1− 1
p
)
.
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As we have
1−
r
2
(
1−
1
p
)
= r
(
α(r) +
1
2p
)
=
r (1 + 2pα(r))
2p
,
convexity inequality implies that, for any t in [0, T ],
e(T )V1(t) ≤
r − 1
3r2
∫ t
0
∥∥∇ω r
2
(t′)
∥∥2
L2
dt′
+ e(T )
(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2(1+2pα(r))
L2
dt′
) 1
1+2pα(r)
.
(6.24)
Now let us estimate the term V2(t). Applying Ho¨lder inequality yields
V2(t) ≤
(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2(1+pα(r))
L2
dt′
) r
2
× 2
p
(∫ t
0
∥∥∇ω r
2
(t′)
∥∥2
L2
dt′
) r
2
(
1− 2
p
)
.
As we have
1−
r
2
(
1−
2
p
)
= r
(
α(r) +
1
p
)
=
r (1 + pα(r))
p
,
convexity inequality implies that
e(T )V2(t) ≤
r − 1
3r2
∫ t
0
∥∥∇ω r
2
(t′)
∥∥2
L2
dt′
+ e(T )
(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
‖ω r
2
(t′)‖
2(1+pα(r))
L2
dt′
) 1
1+pα(r)
.
(6.25)
Let us notice that the power of
∥∥ω r
2
∥∥
L2
here is not the same as that in Inequality (6.24).
Applying Ho¨lder inequality with
q =
1 + 2pα(r)
1 + pα(r)
and with the measure ‖v3(t′)‖p
δH
1
2+
2
p
dt′ gives
(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2(1+pα(r))
L2
dt′
) 1
1+pα(r)
≤
(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
dt′
)(1− 1
q
)
× 1
1+pα(r)
×
(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2(1+2pα(r))
L2
dt′
) 1
1+2pα(r)
.
By definition of e(T ), we have(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
dt′
)(1− 1
q
)
× 1
1+pα(r)
e(T ) ≤ e(T ).
Thus we deduce from (6.25) that
e(T )V2(t) ≤
r − 1
3r2
∫ t
0
∥∥∇ω r
2
(t′)
∥∥2
L2
dt′+e(T )
(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2(1+2pα(r))
L2
dt′
) 1
1+2pα(r)
.
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Inserting this inequality and (6.24) in (6.23) gives, for any t in [0, T ],(∫ t
0
‖∂23v
3(t′)‖2Hθ,r dt
′
) r
2
e(T ) ≤
2(r − 1)
3r2
∫ t
0
∥∥∇ω r
2
(t′)
∥∥2
L2
dt′ + e(T )‖Ω0‖
r
Lr
+ e(T )
(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2(1+2pα(r))
L2
dt′
) 1
1+2pα(r)
.
Hence thanks to Proposition 2.1, we deduce that
1
r
‖ω r
2
(t)‖2L2 +
r − 1
3r2
∫ t
0
‖∇ω r
2
(t′)‖2L2 dt
′ ≤ ‖Ω0‖
r
Lre(T )
+ e(T )
(∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
‖ω r
2
(t′)‖
2(1+2pα(r))
L2
dt′
) 1
1+2pα(r)
.
Taking the power 1 + 2pα(r) of this inequality and using that
(a+ b)1+2pα(r) ∼ a1+2pα(r) + b1+2pα(r),
we obtain for any t in [0, T ],
∥∥ω r
2
(t)
∥∥2(1+2pα(r))
L2
+
(∫ t
0
∥∥∇ω r
2
(t′)
∥∥2
L2
dt′
)1+2pα(r)
≤ ‖Ω0‖
r(1+2pα(r))
Lr e(T )
+ e(T )
∫ t
0
‖v3(t′)‖p
H˙
1
2+
2
p
∥∥ω r
2
(t′)
∥∥2(1+2pα(r))
L2
dt′.
Then Gronwall lemma leads to Inequality (6.21). On the other hand, it follows from Propo-
sition 2.2 that, for any t < T ∗,
‖∂3v
3(t)‖2Hθ,r +
∫ t
0
‖∇∂3v
3(t′)‖2Hθ,r dt
′
≤ e(t)
(
‖Ω0‖
2
Lr + ‖v
3‖
Lpt (H˙
1
2+
2
p )
∥∥ω r
2
∥∥2(2α(r)+ 1p)
L∞t (L
2)
∥∥∇ω r
2
∥∥ 2p′
L2t (L
2)
+ ‖v3‖2
Lpt (H˙
1
2+
2
p )
∥∥ω r
2
∥∥4(α(r)+ 1p))
L∞t (L
2)
∥∥∇ω r
2
∥∥2(1− 2p)
L2t (L
2)
)
.
Inserting the Estimate (6.21) in the above inequality concludes the proof of Proposition
6.1. 
Thus, if we assume that
(6.26)
∫ T ⋆
0
‖v3(t)‖p
H˙
1
2+
2
p
dt <∞,
we know that the quantities
(6.27) ‖ω‖L∞([0,T ⋆[;Lr),
∫ T ⋆
0
‖∇ω r
2
(t)‖2L2 dt , and
∫ T ⋆
0
‖∂23v
3(t)‖2Hθ,r dt
are finite. We want to prove that it prevents this solution from blowing up. Let us recall the
following theorem of anisotropic condition for blow up.
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Theorem 6.1 (Theorem 2.1 of [5]). Let v be a solution of (NS) in the space C([0, T ⋆[; H˙
1
2 )∩
L2loc([0, T
⋆[;H3/2). If T ⋆ is the maximal time of existence and T ∗ < ∞, then for any (pk,ℓ)
in ]1,∞[9, one has ∑
1≤k,ℓ≤3
∫ T ⋆
0
‖∂ℓv
k(t)‖
pk,ℓ
Bpk,ℓ
dt =∞,
where Bp
def
= B˙
−2+ 2
p
∞,∞ .
Now let us present the proof of Theorem 2.1.
Proof of Theorem 2.1. We first deduce from Lemma 3.3 that
max
1≤ℓ≤3
‖∂ℓv
3‖Bp . sup
j∈Z
2
j
(
−1+ 2
p
)
‖∆jv
3‖L∞ . sup
j∈Z
2
j
(
1
2
+ 2
p
)
‖∆jv
3‖L2 . ‖v
3‖
H˙
1
2+
2
p
,
which ensures that
(6.28) max
1≤ℓ≤3
∫ T ⋆
0
‖∂ℓv
3(t)‖pBp dt .
∫ T ⋆
0
‖v3(t)‖p
H˙
1
2+
2
p
dt <∞.
As we have
‖∂2h∆
−1
h ∂3v
3(t)‖Bp . ‖∂
2
h∆
−1
h ∂3v
3(t)‖
H˙
−
1
2+
2
p
,
so that for vhdiv = −∇h∆
−1
h ∂3v
3, there holds
(6.29)
∫ T ∗
0
‖∇hv
h
div(t)‖
p
Bp
dt .
∫ T ∗
0
‖v3(t)‖p
H˙
1
2+
2
p
dt <∞.
The other components of the matrix ∇v can been estimated with norm which are not of
scaling 0, namely norms related to Lr regularity of the horizontal vorticity ω. To proceed
further, we get, by using Lemma 3.3, that
‖∆ja‖L∞ .
∑
k≤j+1
ℓ≤j+1
2k2
ℓ
2 ‖∆hk∆
v
ℓa‖L2
. ‖a‖H˙1−3α(r)+θ,−θ
∑
k≤j+1
ℓ≤j+1
2k(3α(r)−θ)2ℓ
(
1
2
+θ
)
. 2j
(
1
2
+3α(r)
)
‖a‖H˙1−3α(r)+θ,−θ ,
because −
1
2
− 3α(r) = −2 +
3
r′
, this leads to
(6.30) ‖a‖B 2r′
3
. ‖a‖H˙1−3α(r)+θ,−θ .
Let us define q(r)
def
=
2r′
3
. As r belongs to ]3/2, 2[, q(r) is in ]4/3, 2[ and thus is less than 2.
Observing that
‖∂3v
h
div‖H˙1−3α(r)+θ,−θ = ‖∇h∆
−1
h ∂
2
3v
3‖H˙1−3α(r)+θ,−θ . ‖∂
2
3v
3‖Hθ,r ,
then applying Inequality (6.30) and Ho¨lder inequality, we deduce that
(6.31)
∫ T ∗
0
‖∂3v
h
div(t)‖
q(r)
Bq(r)
dt . T ⋆
(
1−
q(r)
2
)(∫ T ∗
0
‖∂23v
3(t)‖2Hθ,r dt
) q(r)
2
<∞
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Let us admit for a while that
(6.32) ‖∇vhcurl(t)‖Bq(r) . ‖∇ω(t)‖Lr .
Lemma 3.1 implies that
‖∇ω(t)‖Lr . ‖ω r
2
‖
2
r
−1
L∞([0,T ⋆;L2)
∥∥∇ω r
2
(t)
∥∥
L2
.
Then Ho¨lder inequality implies that∫ T ∗
0
‖∇vhcurl(t)‖
q(r)
Bq(r)
dt . T ⋆
(
1− q(r)
2
)
‖ω r
2
‖
2
r
−1
L∞([0,T ⋆[;L2)
(∫ T ∗
0
‖∇ω r
2
(t)
∥∥2
L2
dt
) q(r)
2
<∞ .
Together with Inequalities (6.28), (6.29) and (6.31), this concludes the proof of Theorem 2.1
provided we prove the Estimate (6.32).
Let us start with the term ∇hv
h
curl. Dual Sobolev embedding implies that
‖ω‖H˙1−3α(r) . ‖∇ω‖H˙−3α(r) . ‖∇ω‖Lr .
As ∇hv
h
curl = ∂
2
h∆
−1
h ω, we get, by using Lemma 3.5 and (6.30), that
(6.33) ‖∇hv
h
curl‖Bq(r) . ‖∂
2
h∆
−1
h ω‖H˙1−3α(r) . ‖∇ω‖Lr .
The term ∂3v
h
curl is treated as follows. Let us write that
∆j∂3v
h
curl =
∑
k≤j+1
ℓ≤j+1
∆j∆
h
k∆
v
ℓ∂3∇
⊥
h∆
−1
h ω .
Using Lemma 3.3, we can wri te
2−j(
3
r
−1)‖∆j∂3v
h
curl‖L∞ . 2
−j( 3r−1)
∑
k≤j+1
ℓ≤j+1
∥∥∆j∆hk∆vℓ∂3∇⊥h∆−1h ω∥∥L∞
. ‖∂3ω‖Lr2
−j( 3r−1)
∑
k≤j+1
ℓ≤j+1
2k(
2
r
−1)2
ℓ
r
. ‖∂3ω‖Lr .
This concludes the proof of (6.32) and hence also the proof of Theorem 2.1 . 
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