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Skeletons have been largely used as descriptors of shape in the field of 
image processing. Only binary pictures, however, have been considered so 
far. In this paper a grey-weighted skeleton is defined for grey-valued con- 
tinuous and quantized images. In order to extend the invertibility property 
of the skeleton to the grey case, a transformation is defined, which is a generaliza- 
tion of both direct and inverse binary skeleton transformations. By taking 
advantage of the properties of this transformation, a procedure for the in- 
version of a grey-weighted skeleton (i.e., for obtaining a binary reconstructed 
image from a grey-weighted skeleton) is finally proposed. 
1. INTRODUCTION 
Skeletons and their properties have been studied by several authors in 
the fields of perception modeling and automatic pattern recognition (Blum, 
1961; Rosenfeld and Pfaltz, 1966; Pfaltz and Rosenfeld, 1967; Montanari, 
1968 and 1969; Philbrick, 1968). A skeleton can be thought of as a generalized 
axis of symmetry of a figure; it is obtained from the contour of a black-and- 
white figure and contains the whole figure information, i.e., the contour 
can be easily reconstructed from the skeleton. In addition, the skeleton 
exhibits some geometrical and topological properties of a figure; hence, 
it can be used as a useful descriptor of shape in image processing. Several 
algorithms have been proposed to obtain the skeleton of a digitized image. 
Both discrete (Rosenfeld and Pfaltz, 1966; Montanari, 1968; Philbrick, 1968) 
and continuous (Montanari, 1969) skeletons can be obtained. 
In image processing, however, we often deal with digitized grey figures. 
In this case, the figure information is contained in the distribution of the 
optical density over the figure itself. Usual skeleton transformation can be 
applied to such a figure only if it has been previously transformed into a 
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black-and-white figure (this can be achieved, for instance, by choosing a 
suitable value of the optical density to be used as a threshold). In this case, 
however, the optical density information is not used, and the skeleton 
depends on the chosen threshold. Consequently, it would be better to define 
a grey-weighted skeleton (GWS) which does take into account he grey 
information in the figure. Such a skeleton should be unique for a given grey 
figure and could be used as a generalized axis of symmetry of the optical 
density distribution. 
This paper consists of three parts. In the first part a grey-weighted skeleton 
is defined, both for a grey figure in the real plane (Section 2), and for a 
digitized grey figure (Section 3). The latter is obtained by a suitable 
generalization of the algorithms that have been used in the black-and-white 
case (Rosenfeld and Pfaltz, 1966; Montanari, 1968). The problem of 
inverting a discrete grey-weighted skeleton back to its original picture is 
then considered. A grey-weighted inversion is meaningless, but a black-and- 
white inversion is interesting, because it gives a splashed one-bit version of 
the original multilevel picture. This is possible, however; only if the GWS 
is also a black-and-white skeleton. Therefore in the second part (Section 4) 
necessary and sufficient conditions are developed for checking if a set of 
points with a parameter defined on it is a skeleton. We point out that usual 
direct and inverse skeleton transformations are not identical, but both of 
them are particular cases of a more general transformation which we call 
direct-inverse skeleton transformation (DIST). A simple interpretation of
DIST in terms of prairie fires is possible. DIST is, in general, amany-to-one 
transformation. However, among all possible input matrices, which give 
the same output, there exists one matrix (the initial matrix) in which the 
information is minimal. If initial matrices only are considered, then DIST 
is invertible and is proved to be exactly equal to its inverse. Thus, a possible 
skeleton is invertible if (a) it can be considered an initial matrix, and 
(b) a DIST applied to it can be interpreted as an inverse skeleton transforma- 
tion. In the third part (Section 5), a quantitative measure of the invertibility 
of a skeleton is given. This measure is used in inverting a GWS for deter- 
mining some free parameters in an optimal way. Some experimental results 
are finally shown. 
2. A GREY-WEIGHTED SKELETON IN THE REAL PLANE 
In this section, definitions of a distance transformation and a skeleton 
in the real plane are given for the grey-valued case. 
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Let the grey-valued figure be assigned by means of a real-valued non- 
negative function f (P )  (grey function), defined for every point P of the real 
plane. I f  f (P) = 0, the point is said to be external, otherwise P is internal 
and f (P )  is the grey value of point P. Consider the subset C of boundary 
points of the set of internal points and assume that such points form a 
continuous, closed line, possibly multiply connected: It will be called the 
contour of the given figure. Let the contour be an initial wavefront of a 
propagation process, as in the black-and-white case; here, however, the 
propagation velocity at point P is assumed to be equal to the value 1If(P). 1 
That is, according to Hugens principle, the wavefront corresponding to 
time t + dt is the envelope of infinitesimal circles centered in every point P 
of the wavefront corresponding to time t and whose radius is (1/f(P))dt.  
As usual, wavefront superposition is not allowed and wavefront intersection 
points (i.e., singular wavefront points) are skeleton points. By labelling 
every internal point P with the time t at which it has been reached from 
the wavefront, we obtain a function t ~ t(P) called the distance of P from 
the contour. According to Fermat's least-time variational principle, the same 
function t(P) can also be obtained in the following way. For every point P 
consider the path integral: t,(P) = f J (Q)  dl, where the path l starts from 
P and reaches some contour point; assume now that the functional t~(P) 
has a global minimum ~ in correspondence of a path I. Then we have 
t~(P) = t(P) while the path l is called an optimal path from point P to 
the contour. Skeleton points can then be simply characterized as points 
that do not belong to the minimal path of any other point. In the black-and- 
white case, skeleton points also can be characterized as those having a least, 
equal distance from more than one contour point (see Montanari, 1968). 
This last definition, however, cannot be extended to the grey level case; 
in fact, a point not belonging to the skeleton can have two or more minimal 
paths. Consider Fig. 1: Successive wavefronts are represented by continuous 
lines labelled with time values. The segment SS'  is a skeleton branch. 
The dashed lines are minimal paths from point P to the contour. We can 
easily see that P has two minimal paths, but that it is not a skeleton point, 
because it lies on the minimal path of other points (for example, Q). 
Branches of grey-weighted skeletons have a tendency to be contained 
in the most significant figure areas. Because of the above definition of 
Note that the most significant points are those having greatest grey values. The 
propagation velocity has been so defined as to be higher in the least significant points. 
In Fermat's principle, a local minimum only is required; in our case, however, 
only global minima need to be considered, because wavefront superposition is not 
allowed. 
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Fro. 1. Grey-weighted propagation. 
A square and its black-and-white continuous keleton. 
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FIG. 3. Grey function defined on a square. 
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Grey-weighted continuous skeleton obtained from Fig. 3. 
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propagation velocity, the skeleton is effectively a generalized axis of symmetry 
of the distribution of grey values over the figure. As an example, consider 
a simple geometrical figure: Figure 2 shows a square and its black-and-white 
skeleton; dashed lines represent some of the wavefronts of the propagation 
process. Consider now the same square with an associated grey function 
as shown in Fig. 3; Fig. 4 exhibits its grey-weighted skeleton. We can 
easily see that wavefronts have a tendency to crowd in the regions in which 
the grey function has the greatest values. 
3. A DISCRETE GREY-WEIGHTED SKELETON 
The skeleton definition which is given in the above section for the 
continuous case, is extended in this section to the discrete case. We will 
first briefly recall the discrete skeleton definition used in the black-and-white 
case (Montanari, 1966). 
3.1. Discrete Skeletons in Black-an&White Figures 
The initial figure is given by means of a boolean matrix [aij] assumed 
as the characteristic function of the set of internal points. At first, a hierarchy 
of reticular network approximations to the real plane is introduced. In these 
networks, every vertex Q corresponds to a point P of the real plane with 
integer coordinates. 8 Different numbers of arcs connecting the vertices are 
XXX× 
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Fie. 5. Reticular networks for methods 0, 1, 2. 
3 In the following, P(i, j) will denote the point in the real plane with integer coor- 
dinates (i,j) while Qi~ will denote the corresponding vertex in the reticular network. 
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introduced according to the accuracy of the approximation. Reticular networks 
for methods 0, 1, and 2 (increasing approximations to the real plane) are 
shown in Fig. 5a-e. To the arc connecting vertices Qij and .Q~ is associated 
a length ti~. ~ equal to the euclidean distance between the corresponding 
points P(i,j) and P(r, s) in the real plane (see Fig. 6). 
a) 
A ~ A 
b) 
FIG. 6. Lengths of the arcs connecting a vertex with its neighbors for methods 
0,1,2.  
First, a distance function is determined, whose value Tij in every vertex Qij 
is equal to the distance (computed on the arcs of the reticular network) 
between Q~j and the set of vertices corresponding to external points. The 
problem of finding this distance function is equivalent to a problem of 
optimal path determination. Montanari (1968) has proposed two algorithms 
to find the distance function. The first one is an iterative algorithm [in the 
ease of the simplest reticular network, this algorithm is simply the one 
proposed by Rosenfeld and Pfaltz (1966)]; the second one, similar to a 
propagation process, is a particular case of a Dantzig algorithm. Both 
algorithms find the distance function by determining the minimal paths 
between every vertex Qij and an extra vertex Q~, which is assumed to be 
connected to every vertex of the reticular network corresponding to an 
external point with an arc of length zero (see Fig. 7). The value Tij of the 
distance function in a vertex Q~j is equal to the length of every minimal 
path between Qi~ and Q~v- It is worth noting that in the black-and-white 
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case the iterative algorithm converges in two iterations. As in the continuous 
case, skeleton vertices are vertices that do not belong to the minimal path 
of any other vertex. This property is a direct consequence of the optimal 
policies used in computing the distance. A criterion for determining the 
most significant skeleton vertices has also been proposed. Such criterion 
is based on the computation of the "speed" of skeleton vertices and on a 
suitable thresholding operation on these values (see Montanari, 1968, 
Section 9). 
~N 
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FIG. 7. Connect ing external vertices with the extra vertex QN • Vertices marked 
with the dot are external. The reticular network corresponds to method 0. 
Given all skeleton vertices Qs and the corresponding distances Ts ,  it is 
possible to reconstruct the initial figure. First, every skeleton vertex Qs is 
connected with an extra vertex QM by means of an arc of length C - -  Ts ,  
where C > Ts for every vertex Qs ; finally, a distance function is computed 
by determining the minimal paths between every vertex Qij and QM : internal 
vertices have a distance less than C. 
Therefore, both the direct (figure to skeleton) and the inverse (skeleton 
to figure) transformations can be accomplished by the same procedure 
(determination of the distance function). 
3.2. Discrete Skeletons in Grey Figures 
In the grey level case, the figure is given by means of a matrix aij (i ~ 1,..., r; 
j = 1,..., c) whose elements can assume a finite set of integer values only. 4 
Let us introduce a grey function f (x ,  y) defined in the domain (1 ~ x ~< r, 
1 <~ y ~< c) of the real plane. This function must interpolate the matrix 
values, i .e . , f ( i , j )  = aij , i = 1 .... , r; j = 1,..., c. Suitable grey functions are, 
Typical ly, if the discrete figure is obtained by digit izing a picture on a reading 
device (such as a flying-spot), the range of grey values is 0 to 2 ~ - -  I. 
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for instance, a simple step function, a piecewise linear function, or, better 
yet, a trigonometric interpolating function. Let us now define the same 
hierarchy of reticular networks introduced for black-and-white figures: 
in the grey level case, however, the length of the arc connecting vertices 
Qij and Qr8 is assumed to be 
tij,~ = fz f  dl, (1) 
where the integration path is the segment P(i,j), P(r, s). Note that (1) is 
consistent with the definitions given in Section 2. Thus, we define a grey- 
weighted reticular network, whose arcs have a length which depends on 
the values of the grey function. 
We can now determine the minimal paths between every vertex of the 
reticular network and an extra vertex Qtv, which is ass~lmed to be connected 
with every vertex Qij corresponding to a zero-valued (i.e., external) point 
with an arc of length zero; the propagation rules for obtaining the distance 
function and the skeleton definition are assumed to be the same as those 
given for a black-and-white figure. From a computational viewpoint, both 
the iterative and the Dantzig algorithms developed by Montanari (1968) 
are applicable. In the grey level case, however, a path like the one described 
by Montanari n Section 5, cannot in general be found, so that the iterative 
algorithm might converge in more than two iterations; also for the Dantzig 
algorithm, simplifications proved in Theorems 3 and 4, do not apply. 
The iterative algorithm will now be briefly recalled. We start with a 
matrix [bij] whose element b~5 has a value equal to the length of the are 
connecting Q~j to Qlv ; that is, bi~- is zero if Qi~ corresponds to an external 
point, blank otherwise, a The basic procedure is the following: The elements 
of the matrix are considered sequentially and for every element anew value is 
determined. This new value is 
bi~. = min (b~j b~s + t~j,rs), (2) 
where {Q'rs} is the set of already computed neighbors of bi~. The set of 
neighbors {Q'~} to be considered in the extremal operation is determined 
by the following factors: 
(a) The order of the method. In fact, {Q'r~} is a subset of the set {Qr~} 
of vertices directly connected to Q~3" in the reticular network. 
5 Computationally, blank elements can assume avery high constant value. 
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(b) The actual sequence in which elements are considered. Two sequences 
are used: the forward raster sequence and the backward raster sequence 
(see Rosenfeld and Pfaltz, 1966). 
As an example, Fig. 8 shows the sets {Q'~} in the forward raster sequence 
and in the backward raster sequence for the reticular network corresponding 
to method 2. 
~'  :~- Qi 
FIG. 8. Method 2: vertices marked with the square belong to {Q'J in the forward 
raster sequence, while vertices marked with the circle belong to {Q'rs} in the backward 
raster sequence. 
In a black-and-white figure the distance function can be found by applying 
the basic procedure to matrix [b~j] twice, first in forward raster sequence, 
then in backward raster sequence; therefore, we say that the method converges 
in two iterations. In  order to compute the distance function from a grey 
figure, on the contrary, we need to apply the basic procedure to the matrix 
[bij] iteratively with forward-backward sequences, until matrix [bit] is left 
unchanged by the procedure. 6 
Rutovitz (1968) has proposed an algorithm for obtaining a grey-weighted distance 
function. In his method, he proposes only two iterations, as in the black-and-white 
case, evaluating (2) with t~.~s = ~ • a~j (where a is an adjustable parameter) and on a 
method 1 reticular network. However, his procedure fails to obtain the distance 
function, since i n  genera l  more than two iterations are needed. This drawback is not 
present in the parallel version of this algorithm developed by Rosenfeld (1969): 
b~f~ = b?~ + ~-~-~ 
where b}~ = a~¢ and the minimum is taken over the neighbors of Q~, including Q,  
itself. Iterations are carried on in parallel for every vertex Q,~ until no further change 
takes place. Impressive results can be obtained with this method. However, neither 
Rutovitz' nor Rosenfeld's algorithm fits exactly our undirected reticular network 
scheme. In fact, in general 
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It is worth recalling that the values ti~,~ appearing in (2) depend upon 
the grey function, in the grey level case. Let us consider, for instance, 
the case of an interpolating step grey function and let us confine ourselves 
to methods 0 and 1. In this case, Eq. (1), which gives the length of the 
arc connecting vertices Qis" and Qrs in the grey-weighted reticular network, 
becomes 
tij,r s : aiJ @ ars • 2 "tij'r*' (3) 
where t~3. r 8 is the length of the arc connecting vertices Qi~" and Qr~ in the 
corresponding black-and-white reticular network. If  we use methods of 
order greater than 1, the expression of h~'.rs depends also on the values of 
other points in the neighborhood of QiJ and Q~,. In any case, it can easily 
be seen that we must always use a copy of the grey figure to contain [bij], 
because we need grey values in order to determine tiJ,r s when evaluating (2) 
in any iteration. With more complex interpolating functions, ti~,~s can be 
generally evaluated only with (1). Of course, if sufficient storage is available, 
the values tiy,rs can be precomputed atthe beginning of the algorithm. 
In accordance with the definition given in the black-and-white case, 
the grey-weighted skeleton (GWS) vertices are distance matrix vertices 
such that 
bij > max (0, b, ,  - -  tu . . ) ,  (4) 
O0~©CCO00000@©@OOCO 
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0000001234432100000 
0000000234432100000 
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000©C00222222000000 
0000000000000000000 
FIG. 9. A digitized grey figure. 
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where {Qr~} is the set of all vertices directly connected to ~)~j in the particular 
grey-weighted reticular network. The method for extracting the most 
significant skeleton vertices (see Montanari, 1968, Section 9) can easily be 
extended to the grey level case. 
Let us consider the grey figure of Fig. 9 as an example. Figure 10 illustrates 
its distance function obtained with a step interpolating function and method 0, 
while Fig. 11 shows its grey-weighted skeleton. Another example is shown 
0 0 0 0 0 0 0 0 O 0 0 O 0 0 0 0 0 0 0 
0 10 10 10 1~, 10 0 0 0 0 0 0 10 10 10 10 10 0 
(I C 10 :35 35 35 10 O 0 0 0 0 0 10 35 3S 35 10 0 
@ 0 I0  3S 70 t,S 20 S 0 0 0 G 0 10 35 TO 35 10 O 
0 1 n 35 ?0 45 20 S 0 0 (~ S 5 20 *,S 70 35 lO 0 
Q lO ~ TO 55 3Q 1S S 0 S 15 15 30 55 TO 3S 10 0 
0 0 20 3.  • 70 65 ~0 25 1S 5 15 25 2s 40 65 70 35 10 0 
@ 0 10 ]5 70 75 50 35 25 15 25 35 35 50 75 70 35 tO 0 
0 O 10 35 70 gs ?O sO 41c 3() 40 5o 5o 70 g5 70 3s lo  0 
@ O 10 35 70 lOS 95 "/5 65 55 65 TS 75 g5 105 TO 35 10 0 
C 0 IQ 3S 70 80 qO 110 1CC 90 100 I10 l lO  cjQ 80 70 ]5  10 O 
@ ~ lO ~5 35 i,5 55 75 105 130 1A, a 105 75 55 45 45 ~S 10 0 
C 0 lO 10 1.9 20 3Q 50 ";~ 110 110 75 50 30 20 20 10 10 O 
@ C (] (} 0 5 1S 30 ~S 90 9() 55 30 IS S 5 0 0 0 
C C 0 0 0 0 5 20 s,~ 80 8Q aiS 20 S O O 0 0 o 
0 O 0 0 ~0 (] G 10 35 70 eO q5 20 S 0 0 0 0 0 
o 0 o 0 0 o 0 lO 3~ ?0 "70 35 10 0 O O 0 0 O 
@ C 0 0 C 0 O 10 35 70 70 35 10 0 Q 0 0 0 0 
0 C, 0 0 O (] 0 10 3~ IS 35 35 10 0 0 0 0 0 0 
O ~] 0 O 0 0 (] 10 lO 1C, 10 10 10 0 0 0 O 0 0 
C O 0 0 0 Q 0 0 0 (] (} 0 O (1 0 0 O 0 0 
FIG. 10. Grey-weighted distance function obtained from Fig. 9 with method 0 
(5 iterations). 
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in Fig. 12; Fig. 12a is a digitized human chromosome; Fig. 12b is the 
black-and-white skeleton obtained from Fig. 12a, while Fig. 12c is the 
corresponding rey-weighted skeleton. In both the black-and-white and 
the grey-weighted cases, the reticular network of method 2 was used; the 
same velocity threshold (0.8) was applied to both skeletons in order to 
remove less significant vertices. The grey-weighted istance was obtained 
with 5 iterations, r 
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FIG. 11. Grey-weighted skeleton obtained ~om 
labeled with the character S). 
Fig. i0 (skeleton vertices are 
3.3. The Inverse Transformation on a Grey-Weighted Skeleton 
The usual inverse transformation cannot reasonably be extended to 
the grey level case. In fact (see Section 3.1), this transformation should be 
accomplished in the following way: Given all skeleton vertices Q~ and 
corresponding parameters T+, we should first define a matrix [%] whose 
elements have the value C --  T~ if corresponding to skeleton vertices or are 
blank otherwise; we should then apply the iterative algorithm to this matrix. 
When evaluating (2), however, the grey function (or, equivalently, the 
grey-weighted reticular network) must be known in order to compute 
the values of t~.r s ; that is, the grey figure could be reconstructed from the 
GWS, only if the grey function (in practice, the figure itself) is already 
known.  
7 Note that 16 iterations are necessary on this same figure if the reticular network 
of method 0 is used. 
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FIG. 12. (a) A human chromosome. 
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(b) Black-and-white skeleton obtained from (a) (method 2 and 
threshold on velocity 0.8). 
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Fig. 12. (c) Grey-welghted skeleton obtained £rom(a)(method 2 and 
threshold on velocity 0.8). 
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Therefore, we suggest o consider as the reconstructed figure of a grey- 
weighted skeleton, the figure obtained by applying the inverse transformation 
to the GWS in a black-and-white reticular network (i.e., the GWS is 
considered to be a black-and-white skeleton). Such a reconstructed figure 
can be a useful tool in image processing, because it can be regarded as a 
splashed image of the original figure. 8
A grey-weighted skeleton, however, cannot in general be considered to 
be a black-and-white skeleton: thus a compatibility problem arises. Necessary 
and sufficient conditions which must be satisfied by a discrete set of "vertices 
with associated parameters ''9to be a black-and-white skeleton are developed 
in the following sections. 
4. THE DIRECT-INVERSE SKELETON TRANSFORMATION 
In this section, a transformation called the direct-inverse skeleton trans- 
formation is introduced. Both the direct and the inverse skeleton trans- 
formations are particular cases of this procedure. We will prove that this 
transformation has an inverse; furthermore, both the direct and the inverse 
transformation are implemented by exactly the same algorithm. 
The first part of this transformation is a generalization f the usual distance 
transformation. Let us recall that the distance function can be obtained 
by evaluating distances between any figure vertex and an extra vertex, 
if the extra vertex is connected to every external vertex with arcs of length 
zero. We can define a matrix [ai~ ] whose elements have a value equal to the 
length of the arcs connecting the corresponding figure vertices to the extra 
vertex; hence, an element aij is zero if the corresponding vertex is external, 
blank otherwise. We can now consider a more general case, in which an 
element aij can assume any nonnegative value or the value blank. Such a 
matrix will be called input matrix. 
Let us first define a black-and-white r ticular network as above. Consider 
an input matrix lair], and connect every vertex Qij corresponding to a 
nonblank element aij to an extra vertex QN with an arc of length ai~. Distances 
from QN with a value less than a fixed constant C are then computed 1°and 
a direct distance matrix [bit ] is defined, where bit is equal to the distance of 
s For instance, chromosome c ntromeres could generally be more easily recognizable 
in the reconstructed image than in the initial figure. 
9 As, for instance, a grey-weighted skeleton. 
10 This result can be easily accomplished with the Dantzig algorithm (see Montanari, 
1968) which computes the distances in increasing order. 
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Let us now consider the vertices QiJ for which 
b~j < min (C, b~s + tij.~). (6) 
These are vertices for which the only optimal path to Q2v is the direct arc 
and will be called initial vertices. Note that vertices connected to QN with 
a zero-length arc are always initial vertices. Such vertices will be called 
initial external vertices. 
Let us now define an initial matrix [Qj] where 
t= bij if QiJ" is an initial vertex 
c~j {blank otherwise. (7) 
In our case, the initial matrix is shown in Fig. 15: External vertices have 
the value zero. 
FIG. 15. 
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~a ] m 
• 00( ]0000000000000 * 
• 0 O * 
• 0 0 * 
• 0 2 1 2 0 * 
• 0 Q * 
• 0 Q * 
• O00OOOO000000000 * 
M 41, 
g l • 
tl  tl t l  t t t l  t i l l  t0 ii i i  t0 t* iJ i~ t~t~ tD t l  t l  tD~,  • . t  ~ ,  m.  o~ t 
Initial matrix obtained from Fig. 13--external vertices have the value 0. 
The following theorem can be proved: 
THEOREM 1. An initial matrix, considered as an input matrix, generates 
its own direct distance matrix. 
Proof. By comparing (5), (6), and (7) we obtain c~. = bij = aij for 
initial vertices. For noninitial vertices, Eq. (5) can be written 
bi~ = rain (C, brs + tij.rs) ,
{Or~} " 
so that the direct distance matrix is unchanged if arcs connecting noninitial 
vertices to QN are erased. 
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Let us now define I[b~s] as the set of all the input matrices [ais] that generate 
the same direct distance matrix [bis]. The following property holds for 
input matrices: 
THEOREM 2. For any input matrix [aij] belonging to the set I[bij]: aij = bi~ , 
if Qi~ is an initial vertex; otherwise ai~ >~ his (note that this inequality is satisfied 
if ais is blank ). 
The proof follows immediately from (5) and (6). Note that both the 
initial matrix [%] and the direct distance matrix [bis] belong to I[b~]. The 
following theorem lists additional properties of the initial matrix. 
THEOREM 3. An initial matrix [cis] has the foUowing properties: 
(a) The set of blank elements of any matrix [aij] belonging to I[bM /s a 
subset of the set of blank elements of [cis]. 
(b) Every nonblank element of [%] is equal to the corresponding element 
of any one of the matrices [aij] belonging to I[~i~]. 
Proof. (a) If  % is a blank element, (5) becomes 
bij = min (C, br, -~ tis,~s) {Q~D" 
so that (6) does not hold and also % is a blank element. 
[";i] 
[bii] 
DIRECT DISTANCE 
MATRIX 
[Cii] 
INITIAL MATRIX 
i[b i] 
Fro. 16. Transformations defined on the set l[b~f. 
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(b) This property follows immediately from Theorem 2. 
From the foregoing, it can easily be seen that the initial matrix has the least 
number of nonblank elements (see Figs. 13-15). 
We can now represent he set IEbiJ] and some relationships occurring 
between its elements with the diagram of Fig. 16. ~0 d is the distance trans- 
formation, corresponding to (5); % is the singular vertices extraction 
transformation corresponding to the application of (7) to points satisfying (6). 
An inverse distance matrix [dij] can now be defined by the expression, 
d~ = C - -  b~.  (8) 
Finally, a final matrix [eij] is introduced by stipulating that its generic 
element % be blank either if the vertex 0~J is an initial external vertex 
(i.e., bi} = 0), or if it belongs to a computed minimal path from some other 
vertex to ON (in the direct distance matrix); otherwise, 
% = C- -  bis = di~. (9) 
In this last case, the vertex Qij will be called final. Therefore, a vertex QiJ 
is final if 
bij > max (0, brs - -  tiL,.s). 11 (i0) {O~,} 
Note that noncomputed vertices (i.e., vertices 0iy such that bit = C and 
therefore di j -~ 0) are always final vertices. Such vertices will be called 
external final vertices. 
Figure 17 shows the inverse distance matrix in our example, while Fig. 18 
is the corresponding final matrix: Zero-labelled vertices are external final 
vertices. 12 The diagram of Fig. 19 is an extension of the diagram of Fig. 16, 
representing also the inverse distance and final matrices, and their relation- 
ships to Itb,l .  ~o~ is the C-complement transformation (8); % is the skeleton 
transformation corresponding to the application of (9) to vertices satisfying 
(i0). 
11 By comparing (10) and (4), we can easily see that final and skeleton vertices 
coincide. In the usual skeleton transformation the skeleton parameters (i.e., values in 
skeleton vertices) are the values bij of the direct distance matrix, while the final 
matrix has the values dij = C- -  b~ of the inverse distance matrix; any element eij 
of the final matrix is equal to the length of the arc directly connecting Qi~ and the extra 
vertex QN in the initial state of the skeleton inversion process. 
12 Note that the external final vertices depend upon the value of C. For instance, 
in our example, if a greater value of C is chosen (say 8) the set of external final vertices 
changes. 
643/I7/I-6 
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Fm. 17. 
*C00000000000000000000000000000- 
*000000000000000000010000000000* 
*000000000011111111]21111110000* 
*0000000001~2~22222232222221000- 
*000000001233333333333333332100* 
*0000000123~4~4~44~3210*  
*000000123433333333333333~32100- 
*00000123432222222222223~321000- 
*0000123k3212123212112343210000- 
*000123~32222222222223432100000. 
*001234333333333333334321000000- 
*01234~4~3210000000.  
*0012333~3333333333~2100000000. 
*000122~2222232222221000000000* 
*000011111111121111110000000000- 
*000000¢00000010000000000000000* 
*000000000000000000000000000000* 
Inverse distance rnatrix obtained ~omFig. 13. 
FIG. 18. 
*000000000000000000000000000000- 
*0000000000QQ000~000 0Q00000000* 
*0000000000 0000* 
*000000000 000- 
*00000000 3 00* 
*OOOOOO0 O* 
*000000 33 00" 
*00000 2 222 2 22 000" 
-0000 1 1 1 11 OOOO* 
.000 22 2 222 2 0@@@0" 
-00 33 00@000- 
*0 000©©00- 
*00 3 00000000" 
*OOO O00~O00CO0* 
*0000 0000000000- 
*0000000000000 00000000000¢00" 
*000000000000000000000000000000- 
Final matrix obtained ~omFig. 13--external vertices have the value 0. 
Summarizing the above definitions, a vertex can belong to: 
(a) the set A of the initial external vertices; 
(b) the set B of the initial nonexternal vertices; 
(c) the set C of the final nonexternal vertices; 
(d) the set D of the final external vertices; 
(e) none of the sets A-D. 
A Venn diagram of these sets is given in Fig. 20. An overall interpretation of
the direct-inverse skeleton transformation (i.e., initial matrix to final matrix 
transformation) can be given with Blum's prairies fire picture of a skeleton 
(Blum, 1967). In fact this transformation corresponds to considering the 
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[.%] 
I [,,,j] 
I e~i] I *" 
[b j] t- 
INITIAL MATRIX ] 
i[b,i] 
MATRIX ,] 
'N E', J I 1 ~,.A. MATR,X I 
FzG. 19. Obtaining the inverse distance matrix and the final matrix from i[b~j]. 
propagation of a fire between an initial and a final instant, allowing unburnt 
grass igniting also during this interval. Set A corresponds to the grass 
already burnt at the initial instant, set B to the grass ignited during propaga- 
tion, set C to quenching points (skeleton), set D to unburnt grass at the 
final instant. 13 Distance matrices give a complete history of the propagation, 
while initial and final matrices exhibit igniting and quenching conditions 
respectively. In the following, we will prove that time inversion can be 
performed by interchanging igniting and quenching conditions. A final 
matrix [%] can be considered an initial matrix and as a result of the direct- 
inverse skeleton transformation (i.e., as final matrix) the corresponding 
initial matrix [ci~] is found. 
FIG. 20. Venn diagram of the sets of vertices, A, B, C, D. 
z3 Note that the intersection B c3 C is empty in the continuous case. 
643/z7]z-6 
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The inverse distance matrix [dis ] can be considered a direct distance 
matrix (see Theorem 7 below). Therefore, we can define a set o[a,] as the set 
of all the matrices [f~] (output matrices) that generate [dij] as direct distance 
matrix. The symmetry property of the direct-inverse skeleton transformation 
will be proved. Such a property can be illustrated by the diagram of Fig. 21, 
which shows the relationships between the sets I[~-1 and o[a,]. 
[ alii ] 
[ a2ii] 
I'M 
} 
[b,i] [ 
r q r" 
[cij] 
I 
~c 
i F'[NAL MATRIX [ [ ,,pd I 
O [.,i] 
[;~i] 
[~i] 
[ pnij] 
FIO. 2t. Sets I[biJ ] and o[aiJ] and the symmetry of the direct-inverse skeleton 
transformation. 
Theorems 4, 5, and 6 list compatibility conditions for the direct distance, 
the initial and the inverse distance matrices. 
THEOm~M 4. A matrix [bg~] is a direct distance matrix iff 
bi~" -- b~ ~< ti~,~ (11) 
is satisfied for every pair of adjacent vertices Qi~ and Q~ . 
Proof. If [bij] is a direct distance matrix (i.e., if it satisfies system (5)) 
inequality (11) holds. Conversely, if inequality (11) holds, a suitable [aij] = 
[cij] matrix according to Theorem 3 can be found so that system (5) is 
satisfied. 
THEOREM 5. ~/ matrix [aij] is an initial matrix, if the initial matrix [%] 
reconstructed from its direct distance matrix [bij] with (6) is equal to [%-]. 
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Proof. [aij] and [Cij ] belong to the same set Iib,~]. If [a/j] is not equal 
to [c~j], [ai~] cannot be an initial matrix, otherwise Theorem 3 will be 
contradicted. 
TrlEOI~U 6. A matrix [d~j] is an inverse distance matrix iff 
dij - -  d~ ~ tij,~ (12) 
is satisfied, for every pair of adjacent vertices Qij and Q~ . 
Proof. The compatibility condition can be immediately derived from 
expression (8) and Theorem 4 by recalling that tij,~.~ ---- tr~,ij. 
THEOREM 7. An inverse distance matrix can also be considered a direct 
distance matrix. In addition, the procedure for finding the direct distance matrix 
[b/j] given the inverse distance matrix [d/j] coincides with the procedure for 
finding the inverse distance matrix [d/j] given the direct distance matrix [b/j] 
(see transformation ~% in Fig. 21). 
Proof. The first proposition can be derived immediately from (11) and 
(12). The symmetry of the computing procedure is derived from (8). 
The final matrix can be directly computed from the inverse distance 
matrix. Theorem 8 gives the computing procedure. 
THEOREM 8. The procedure for finding the final matrix [%] given the 
inverse distance matrix [dij ] is the same as the procedure for finding the initial 
matrix [c/t] given the direct distance matrix [b/j] (see transformation ~o a in 
Fig. 21); that is [see (6)] final vertices are vertices atisfying 
dij < rain (C, drs + ti~.rs). 
{Qrs} "
(13) 
Proof. Expression (13) can be derived from (8) and (10). 
THEOREM 9. The procedure for finding the inverse distance matrix [d/j] 
given the final matrix [%] is the same as the procedure for finding the direct 
distance matrix [bij] given the initial matrix [cir.] (see transformation q~a in 
Fig. 21): That is, the inverse distance matrix can be found as the solution of 
the system of functional equations [see (5)]: 
d~i = rain (C, ei~, drs + t/j.¢s). 1~ 
{O~j  - 
(14) 
x4 Note that [e,~] belongs to oEai~], i.e., the final matrix is a particular output matrix. 
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Proof. It has been proved in Theorem 7 that the inverse distance matrix 
can be considered a direct distance matrix. Furthermore, the expression (6) 
for computing the initial matrix is exactly equal to the expression (13) for 
computing the final matrix. Thus, also, expression (14) is equal to expres- 
sion (5). 
The following theorem gives compatibility conditions for a final matrix: 
THEOREM 10. A matrix [fi~] is a final matrix, if the final matrix [ei~] 
reconstructed from its inverse distance matrix [dis] with expression (13) is equal 
to [fiJ]. 
Proof. This proposition can be derived from Theorem 5 with the aid of 
the symmetry proved in Theorems 8 and 9. 
Two corollaries to this Theorem 1 and 2 emphasize the properties of 
the direct-inverse keleton transformation. 
COROLLARY 1. Let us consider the four matrices defined above, i.e., initial 
matrix [%], direct distance matrix [bit], inverse distance matrix [d~j], final 
matrix [eij]. I f  anyone of the four above matrices is given, the others are uniquely 
determined. 
Proof. The above theorems give effective procedures to obtain every 
one of the 4 matrices, if anyone of them is given (see also diagram of Fig. 21). 
COROLLARY 2. The direct-inverse skeleton transformation can be inverted 
and is perfectly equal to its inverse, i.e., the procedure for finding the initial 
matrix given the final matrix coincides with the procedure for finding the final 
matrix given the initial matrix. 
Proof. This results from the symmetry proved in Theorems 7, 8, and 9. 
The properties of the input matrices belonging to the set i[b~-] proved 
in Theorem 2 can immediately be extended to the output matrices belonging 
to the set oEa,d. We can also derive properties of the final matrix from the 
properties of the initial matrix proved in Theorem 3. We then have the 
following Corollary which is an extension to the direct-inverse skeleton 
transformation f an extremal property of the skeleton proved by Rosenfeld 
and Pfaltz (1966) in the case of the simplest reticular network: 
COROLLARY 3. The set of nonblank elements of the final matrix [ei~ ] is a 
subset of the set of nonblank elements of any output matrix [fit] that generates 
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the same inverse distance matrix (i.e., that belongs to o[a~]) and, therefore, 
the final matrix has the least number of nonblank elements; in addition, if Qi~ 
is a final vertex, fij = eij , for every [fit] belonging to o[a~J]. 
5. A MEASURE OF THE INVERTIBILITY OF A SKELETON 
In this section compatibility conditions to be satisfied by the skeleton 
will be derived. A skeleton transformation is a direct-inverse skeleton trans- 
formation, in which initial matrix elements are either blank or zero, namely 
set B of initial nonexternal vertices (see Fig. 20) is empty. Thus, necessary 
and sufficient conditions for the skeleton are: 
(i) compatibility conditions expressed in Theorem 10 must be satisfied 
(i.e., the skeleton is a final matrix); 
(ii) no initial nonexternal vertices must be generated in the inverse 
transformation (final matrix-initial matrix transformation). 
Let us consider a matrix [fij] whose generic element f/j is equal to C -- S/j 
ifQij is a vertex with distance Sij of the given, approximate skeleton, otherwise 
fit is blank. Apply, now, procedures listed in Section 4 to matrix [fit] 
considered as an output matrix, and compute matrices [d/j], [%], [bit], and 
[%]. I f  the above conditions are satisfied (i.e., if [fit] is equal to [eij] and [%] 
has no nonblank nonzero elements), our approximate skeleton is a proper 
skeleton. It is invertible and the characteristic function of the black-and- 
white figure is a boolean matrix whose elements have the value true if the 
corresponding elements of [%] are blank or false otherwise. 
Assume now that such compatibility conditions are not completely satisfied. 
We want to define a measure of the invertibility of the approximate skeleton. 
This measure should take into account quantitatively the discrepancies to 
both the above compatibility rules. The discrepancies to the first rule can be 
evaluated with the function, 
p i  = F~ ( f / j  - dij), 
i,J 
where the summation is extended to every nonblank vertex of [fit]; such a 
summation can be extended only to nonblank vertices of [fiJ] that are blank 
in [%] (see Corollary 3 above). Function Pl has been defined so that it is 
not affected by nonfinal vertices such that fiJ = dij • The discrepancies to 
the second rule can be quantitatively evaluated if we observe that initial 
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nonexternal vertices can now be considered as secondary skeleton vertices. 15 
For every vertex Qi~" a parameter f it can be defined (see Montanari, 1968) 
as follows: 
d~ - -  d i j  
fi~ = max , (15) 
{Qrs} tij,rs 
where fiJ assumes the following values: 
(a) if Qij is not a secondary skeleton vertex, f it  = 1; 
(b) if Qi~" is an isolated or an arrival (see Montanari, 1968) vertex, 
--1 ~<fij < 0; 
(c) otherwise, 0 ~< f~j < 1; in these vertices, fi~ acts as the inverse of 
the vertex velocity. 
Let us recall that the larger the velocity, the more important the secondary 
skeleton vertex is. 
Thus, we assume the following value gij as a measure of the importance of 
a secondary skeleton vertex: 
g i J=  oo if f l j  ~<0; 
1 1 
gij -- fij 1 if fi-~" > V° ~ 1; 
gij = 0 otherwise, 
where V 0 is an adjustable parameter. The discrepancies to the second rule 
can now be evaluated with the function: 
P~ = ~ gi~, (16) 
where the summation is extended to those vertices of [dij ] that are nonblank 
and nonzero in [%] (i.e., initial nonexternal vertices). 
Now we define as a cost function of the inversion process the function, 
p = + = E (A; - d,;) + Eg , ; .  
i,j i,j 
(17) 
Consider now the grey-weighted skeleton. I f  a black-and-white recon- 
structed figure is desired, a scale factor for the skeleton values must be 
1~ In fact, initial nonexternal vertices are the final nonexternal vertices (i.e., skeleton 
vertices) obtained from the matrix [fill considered as an input matrix. 
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suitably chosen. This scale factor should be approximately equal to the 
average grey value of the figure; however, as a rule, some trials are requested 
for obtaining a low value of the cost function (17) and a sufficiently extended 
propagation. In fact, if the skeleton parameters are made too small, the 
cost function may be null or low, but the reconstructed figure is too thin 
(in the worst case, a connected figure can be disconnected by the reconstruc- 
tion process). Usually, the best compromise is to pick the greatest skeleton 
parameters that yield a cost function value smaller than a given threshold. 
Let us consider the grey figure of Fig. 9 and its grey-weighted skeleton 
of Fig. 11. An example of a black-and-white reconstructed figure appears 
in Fig. 22; it has been obtained with scale factor = 0.33, V 0 = 3 and 
cost = 20.27. (Initial nonexternal vertices with velocity greater than V 0 
are labeled with the character S, while W labels the initial external vertices). 
WIWWWWWWWkqWWW~WWWWW~WWWWWWW~WNWW 
IWWWWWWWWWNWW~WWWW~gWWWWWW~WWW~WW 
~WNNWWWWWWIIWWWWWWWWWW@WWWWW~WWWW 
I~WWWWWWW~WW~NWWWIW{WWmWWWWWWWWWW 
~IW~WWWWo....WIOWWRW°o...WWWWWWWW 
WWWWWWW,**o.e.WWWWo.o.°.,WWWWWWW 
WWWWWW~,.,°°.°WWWW..°°°°°WW1WWWWW 
WWWWWWW....,,.WWWWo.o....WWWWWWW 
WWWWWWW°°°.°.°WWWW°°°°°°°WWWWWWW 
WWWWWWW....°.,.WS..o.....WWWWWWW 
~WWWWWW,.,..o.,..°...°°..WW~WWWW 
~WdWWWW°...°.,..°.°....°°WW~WWWW 
WWWWWWW**.o.o,,..,i.,°...WWWW~WW 
~WW~WWW.°°°°°,..,.°°°°°°.WWWWWWW 
W~W~WWW,..~.,,,,.....~.,.WWWWWWW 
~WUWWWW....~,,,,......~..WWWWWWW 
W~WWWWW.o..°,°°,°.°°°.°°.WWWWWWW 
WWWWWWWW....,,,,....~...WWWWWWWW 
WWW]~WWWWWWWS,°..SWWWWWWWWWWW 
WWWWWWWWWWWW,,.,.S WWWWWWWWWW 
WWWWWWWWWWWW,°.. WWWWWWWWWWW 
~WWWWWWWWWW.,o.°WWWWWWWWW~WW 
WWW~WWWWWWWW.°°WWWWWWWWW~WW 
WWWWWWWWWWWW°~°..°WWWWW~WWWWWW 
WWW~WWWWWWWWWW,..... WWWWWWWWWWW 
WWWWWWWWWWWWWWWWWWW~WWWWWWWWWWWW 
~WWWWWW~WWWWWWWWWWWWWWWWWWWWWWWW 
WWWWWWWWWWWWWWWWWWW~W~WW~W~WWWWW 
WWWWWWWWWWWWWWWWWWWWWWWWWWWWWWWW 
WWWWWWWWWWWWWWW~WWWWWWWWWWW~WWWW 
FIG. 22. The black-and-white figure reconstructed ~om 
(V0 = 3 and cost = 20.27). 
the GWS of Fig. 11 
6. THE COMPUTER PROGRAM 
Recall that both the direct and the inverse skeleton transformations are 
particular cases of the direct-inverse skeleton transformation defined above. 
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Such a transformation can be suitably extended in order to be applicable 
also to grey figures. Only the reticular network needs to be changed so as to 
take into account he grey function. On the other hand, we have seen that 
direct-inverse skeleton transformation needs only three main procedures 
(which were labeled ~a,  %,  % in Fig. 21). Therefore, it is possible to 
implement every skeleton transformation (i.e., direct and inverse skeleton 
transformations, grey-weighted skeleton transformation, direct-inverse 
skeleton transformation) by making use of these three basic procedures. 
A FORTRAN IV program has been written, basically consisting of three routines 
(which implement he main procedures) and of one extra routine which 
gives the lengths of the arcs of the reticular network: this last routine takes 
into account he order of the method and, if needed, the grey function. 
Every skeleton transformation can be obtained by using such routines: 
the inversion of an approximate skeleton (a grey-weighted skeleton, for 
instance) can be obtained by using two routines which compute the cost 
function and select he best scale factor. These programs have been run on 
the IBM 7090 of the Centro Nazionale Universitario di Calcolo Elettronico, 
Pisa, and are available at the Istituto di Elaborazione dell'Informazione, 
Pisa. 
7. CONCLUSION 
In this paper, we have extended to the grey-level case some concepts 
and algorithms about skeletons. This extension was suggested by the fact 
that most practical applications of skeletons deal with multilevel pictures. 
A previously developed reticular network scheme has given a natural 
framework for this extension. Even if a weighted inversion of a GWS is 
meaningless, the inversion of a GWS considered as a black-and-white 
skeleton is interesting, because this procedure gives a splashed black-and- 
white version of the initial picture. We think that such a one-bit condensation 
of a grey-level figure can be useful in many applications. In fact the other 
alternative is a thresholding method which simply does not take into account 
most of the information. 
In the second part of the paper, theoretical support o such an inversion 
is given. In particular, necessary and sufficient conditions for an exact 
inversion are given. These conditions can be nicely expressed in terms of a 
more general transformation which symmetrizes direct and inverse skeleton 
transformations. 
In the third part, a procedure for the approximate inversion of a GWS 
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is suggested. Note that this procedure can be applied to any approximate 
skeleton, i.e., to any set of points with a parameter defined on it. In addition, 
by applying this procedure it is possible to check if an approximate skeleton 
is a black-and-white skeleton. 
The problems of checking the consistency of a skeleton and of inverting 
an approximate skeleton arise in many applications in which image processing 
is accomplished through skeleton processing. For instance, an image could be 
generated by generating its skeleton. The fact that a skeleton exhibits many 
geometrical and topological image properties supports this approach to 
image generation. Some description mechanism (for instance a two-dimen- 
sional grammar) could be used to generate skeletons. However, in general, 
it is very difficult to assure the geometrical consistency of a synthesized 
skeleton. Therefore, the invertibility measure can be useful for providing 
the error signal to be fed back in an iterative procedure. The inversion 
procedure could also be applied to approximate skeletons obtained by 
transforming or deforming some black-and-white skeleton. 
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