Subpixel accuracy image registration with application to unsteadiness correction by Eroğlu, Çiğdem
ίΒ Β Ψ
Ci í o o s v c i  δ Γ 'Γ Ί . "·4
W !T
Г Т Ш  P іГ Г 'Т ІГ іД Л'Чціи**‘ i ' » |> 'il δβ«· \w>»* i 1 ’ * . »
Ä TH2S!S :
O TH- DHPAfVT· Д:C^ ·;T Oc 2Γί ί*ίί.;ίϊ“’'Γ*'ΓΓ-Γ·ΐ. ТОw і-Д jai" и ■·/ i í i - «V V«-' 1*
, . . , .„ 4 .  ^  И-Э· 5>...!,ί!···5^>";*ί r r e  Λ «  íí 'o - f ’C íH -fe tK r /'· '·Ϊ ІТЙ  ^ V’-  - -·> ·\·- ■·■ ···■'·“ '.·’·'
 ^,{ ·" * i¡**—¡* >.· í »^-4 , . .? ■ . >,  ^•’ ■’’•j
.7 ·,; ·>;'!■';·' ' 'iv
ІН PARTIAL FULF’LUД2^4T Of' ·''■'.•'O? ’■'.· fO Î ■’: í‘* ·'.. Î *’0’''"*
'C'i'f ιΛ',ίί '''ί.··^ ,:"'·'ι.·.'.'’“"(
Ç;|Asm Eroğiu
SUBPIXEL ACCURACY IMAGE REGISTRATION 
WITH APPLICATION TO UNSTEADINESS 
CORRECTION
A THESIS
SUBMITTED TO THE DEPARTMENT OF ELECTRICAL AND 
ELECTRONICS ENGINEERING 
AND THE INSTITUTE OF ENGINEERING AND SCIENCES 
OF BILKENT UNIVERSITY
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF 
MASTER OF SCIENCE
By
Uigdem Eroglu 
January 1997
Т Й  
l i l i  
■ B U
,
■<,/ o  sí 1
I certify that I have read this thesis and that in rny opinion it is fully adequate, 
in scope and in quality, as a thesis for the degree of Master of Science.
Assist. . ^anju Erdern (Supervisor)
1 certify that I have read this thesis and that in my opinion it is fully adequate, 
in scope aird in quality, as a thesis for the degree of Master of Science.
Prof. Dr. Levent Onural
1 certify that I have read this thesis and that in iny opinion it is fully a 
in scope and in quality, as a thesis for the degree of Master of Science
ate
Assist. Prof. Dr. Orhan Arikan
Approved for the Institute of Engineering and Sciences
Prof. Dr. Mehmet Barr^
Director of Institute of Engineering and Sciences
11
ABSTRACT
SU BPIXEL A C C U R A C Y  IM A G E  R EG ISTR ATIO N  W IT H  
A P PLIC ATIO N  TO  UNSTEADINESS C O R R E C TIO N
Çiğdem Eroğlu
M .S. in Electrical and Electronics Engineering 
Supervisor: Assist. Prof. Dr. Tanju Erdem 
January 1997
Image registration refers to the problem of spatially aligning the images in 
an image sequence. The proposed efficient search method estimates the sub­
pixel disiDlacements causing the misregistration of two frames faster than other 
methods without any loss in accuracy. It is assumed that the misregistration 
is due to global motion. The criterion function used is the mean-squared error 
over the displaced frames in which image intensities at subpixel locations are 
evaluated using bilinear interpolation only once in the formula. A novel near- 
closed-form solution does not use any search unless absolutely necessary. An 
(ixtension of the near-closed-form solution that is insensitive to intensity varia­
tions between the frames can account for contrast and brightness changes in a 
sequence. Simulations on unsteady image sequences demonstrate the superior­
ity of the pi’oposed near closed-form solution. The application to de-interlci.cing 
also gives good results.
Keywords: Image registration, subpixel accuracy, subpixel registration, mo­
tion estimation, displacement estimation, sequence stabilization, unsteadiness 
correction.
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ÖZET
k e s i r l i  i m g e  o g e s i  d o ğ r u l u ğ u n d a  İm g e
H İZA L A M A  V E  BUN UN TİTR E K  İM G E DİZİLERİNİN  
SABİTLEN M ESİN D E U Y G U L A N M A SI
Çiğdem Eroğlıı
Elektrik ve Elektronik Mühendisliği Bölümü Yüksek Lisans
Tez Yöneticisi: Yrd. Doç. Dr. Tanju Erdem  
Ocak 1997
İmge hizalama, bir imge dizisindeki imgelerin karşılıklı noktalar denk gele­
cek şekilde çakıştırılması problemidir. Önerilen yeni bir arama yöntemi, iki 
imge arasındaki kesirli imge öğesi boyutundaki kaymaları, diğer yöntemlere 
göre daha hızlı ve hassasiyet kaybı olmadan bulmaktadır. Kaymanın, imge 
üzerindeki her noktada aynı olduğu varsayılmıştır. Kriter olarak kullanılan 
fonksiyon, dayanak imge ile düzeltilmiş imge arasındaki hata karelerinin ortala­
ması olup, kesirli imge noktacıklarındaki değerler ise, çiftdoğrusal aradeğerlerne 
ile, formülde bir kez kullanarak bulunmaktadır. Önerilen kapalı bir çözüm 
ise, zorunlu olmadıkça arama kullanmamaktadır. Bu kapalı çözüm, iki imge 
arasındaki ışık değişimlerine duyarsız olacak biçimde geliştirilmiştir. Bu kapalı 
çözümün titrek imge dizilerine uygulanması, bu yöntemin diğer metodlara göre 
daha iyi olduğunu göstermiştir.
Anahtar Kelimeler: İmge hizalama, imge çakıştırma, kesirli imge öğesi 
doğruluğunda hizalama, hareket kestirirni, kayma kestirimi, titrek imge 
dizilerinin sabitlenmesi.
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To my parents
Chapter 1
INTRODUCTION
Inuige registration refers to the problem of spatially aligning the images in an 
image sequence with respect to a reference frame [1, 2]. Misregistration of 
images may result from translational motion or more complex spatial trans­
formations such cis rotcition and scaling. These spatial transformations may 
also vary locally. In this thesis, a global translatioiml motion, i.e., a global 
displacement of the frames, is considered cis the Ccuise of misregistration.
The disi^lacement of a frame in general has a pixel part as well a.s a. sul;)pixel 
part. In this thesis, a novel near-closed-for in solution to the estimation of the 
subpixel part of the displacement of a frame is proposed. 'I’lie application of the 
proposed method to the stabilization of unsteady image sequences is presented. 
An extension of the method that is insensitive to intensit3^ va.ria.tions, i.e., 
illumiiicition effects, is also proposed. Simulation results on unsteady image 
sequences are given to demonstrate the superiority of the proposed near closed- 
form solution to the existing subpixel displacement estimation methods in the 
literature.
The rest of Chapter 1 gives the motivation to register images. Tlien, a 
comprehensive survey of image registration literature is given. Finally, the 
contribution cind scope of this thesis is presented.
(Jluipter 2 introduces new efficient search method for finding the subpixel 
displacement. In Chapter 3, the proposed near closed-form solution is pre­
sented and experimental results are given to evaluate its performance. Chapter 
4 extends the method of Chapter 3 to sequences containing intensity variations. 
Chcipter 5 gives the conclusions and future directions for research.
1.1 Motivation
The research that resulted in this thesis is motivated by the enormity of ap­
plications that employ subpixel image registration. One of the most common 
api:)lications of subpixel image registration is in the stabilization of unstecidy 
iiucige sequences. Image unsteadiness may be caused by any unwanted and un­
predictable relative movements of a camera and a scene during the recording 
of the scene, or of a scanner and a motion i^icture film during the digitization 
of the film for movie post-i^roduction. In such cipplications, image registration 
problem refers to estimation of the global displacement of ecicli frame in the se­
quence with respect to a reference frame, and then spatially shifting back ecicli 
frame with the estimated displacement. It is necessary to estimate these rel­
ative displacements down to subpixel accuracy, because subpixel translafions 
in a sequence may cause a disturbing jitter, especially in stationary scenes. 
Figure 1.1 illustrates the effects of the horizontal subpixel movement of the 
camera or of the film (which is held by the pins) during the digitization of the 
film. As can be seen in Figure 1.1, the sample points are horizontally shifted 
with respect to each other.
The displacement of a frame in general has a fractional (i.e., subpixel) part 
as well as an integer (i.e., pixel) part. The integer part of the displacement 
can be found using one of the well-known techniques in [1], such as the |;)hase 
correlation technique [3]. In this thesis, our curn is to estinicxte tlie subpixel 
of the displacement between similar irmiges given its pixel part.
Subpixel image registration is also needed in data comparison for detection 
and monitoring of changes. Data comparison is frequently employed in medical 
image analysis. For example, in digitcil subtraction angiography (DSA) [4, 5, 6],
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Figure 1.1: ElFects of the horizontal translatioricil movement of the camera or 
the film during digitization of the film.
digital subtraction mammograiDhy [1], and X-ra,y imaging [7, 8], registration of 
irriciges taken before and cvfter I'cidio isotope injection is required so that iiruiges 
can be subtracted meaningfully. In this way, the evolution of a tumor can be 
monitored through the comparison of two images produced by the same inicig- 
ing modality for the same pcitient at different times, or an abnormality can be 
classified by comiDaring it to the reference irmiges in an anatomical atlas (hence, 
computer-aided diagnosis). It is necessary that these registration operations 
are done with subpixel accuracy for diagnosis reliability. Especially if any post­
processing will be done, such as automatic detection of tumors, the success of 
this detection depends on the accuracy of the registration. Data comparison 
is also frequently used in the field of remotely sensed data processing. Surveil­
lance of chcinges in lands, nuclear plants, natural sources or monitoring the 
growth of urban cireas are some examples [9, 10]. Aligning the images of an 
area with a reference mai?, target recognition, or finding a match for a reference 
pattern in an image for the purpose of classification of well-defined scenes such 
as airports and roads, are common applications of data comparison [11, 12]. 
Subpixel registration is especially imiDortant in the alignment of aerial images, 
for excimple, a one-pixel distance for a Landsat image corresponds to a dis­
tance of cibout 80 meters on the Earth, so that pixel-level registration provides 
only ±40-meter resolution [13]. In order to cvchieve a ± 4-meter resolution on 
the Earth, 0.1 pixel accuracy must be achieved by the registration. Other 
interesting aj^plications of data comparison are character recognition [14] and 
signature verification.
Subpixel image registration is also employednn image fusion. The goal of 
image fusion is to integrate complementary information from irruiges obtained
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by different sensors such that the fused image is more suitable for the purpose of 
human visual perception and computer-processing tasks such as segmentation, 
feature extraction, and object recognition [15]. A common application of image 
fusion is in medical image analysis. Pbr example, it is desirable to combine 
multi-modcxlity medical images that contain structural information (MRI, CT) 
with iniciges that contain functional information (PPIT, SPECT) lor better 
dicignosis [15, 16, 17, 18, 19, 20, 21]. In this way, structural and functional 
information for the same region of the isody can be localized Ixetter. Another 
example of delta fusion is from the held of remotely sensed data processing. 
Here, data fusion is used to integrate images from different electromagnetic 
bands [22] (e.g., microwave, radar, infrared, and visual) for classification of 
buildings, roads, vehicles, etc.
Subpixel image registration may also be employed for noise reduction pur­
poses [2.3]. The availability of multiple instances of the same datci is advanta­
geous in this case. For example, by simiDle averaging, or by using more complex 
processes [24], the registration of these instances makes the extraction of com­
mon features possible [23]. This approiich has been successfully applied to he 
correlation-averaging of virus particles in high-resolution electron microscopy 
[2.3].
Two other applications of subpixel image registration are in the areas of de­
interlacing and resolution imiDrovement [25]. The former one refers to obtaining 
a still picture from an interlaced video, for viewing on a progressive monitor or 
jirinting. Resolution improvement, on the other hand, refers to up-converting 
the spatial sampling grid used by a given image sensor to produce the effect 
of a zoom. The methods used for resolution iinprovement involve exploiting 
the temporal redundancies that exist within digital video signal by combining 
some form of interpolation with subpixel disphicement estimation [25].
1.2 Literature Review
Tlie existing image registration techniques can be broadly classified as search 
techniques, correlation techniques, differentiation techniques, and feature
matching techniques and others. In the following, we give an overview of 
literciture in each of these classes.
1.2.1 Search Techniques
The common approach used by the search techniques is as follows. First, a 
feciture space is selected which determines the features of images that will be 
matched. The most common features of images used in the litera,ture are raw 
pixel intensities, edges [9, 26], contours, surfaces, corners, line intersections, 
and moment invariants [27, 18]. Then, the search space determines the set of 
transformations that is capalale of registering the images. These transforma­
tions can include translation, rotation, zoom, shear, or more complex motion, 
transformations used to align two images can be applied globally or locally. 
A global transformation is composed of a single relation that is the same at 
each location of the image. In local transformations, on the other hand, the 
transformation parameters may change depending on the spatial locations of 
pixels in the images. These global (local) transformations are used to correct 
the global (local) variations between two images. In certain cases, we may not 
want to eliminate all the variations between the iniciges because some of the 
variations could be differences to be detected after the registration. In such 
cases, a global transformation might be chosen even though the images contain 
focal variations.
Once a feature space and a search space are selected, a search strategy is 
employed to determine the rules of selecting suitable transformations from the 
search space. Commonly used search striitegies include dyiicuriic progrcuiiming
[28], linear programming [1], simulated annealing [4], genetic algorithms [4], 
adaptive random search [16], and simplex method [16]. 'The most commonly 
used search strategies for determining the transformation parameters in the 
Ccise of trcinslational motion, however, cire the exhaustive, logarithmic, and 
cross search [29] methods. Among these methods, the logarithmic search is the 
most popular one because it offers a compromise between the search accuracy 
and the size of the search space. The logaritlmuQ search method is described 
in Appendix B.2.
In order to reduce the computational load of the search-based algorithms, 
attempts have been made to reduce the space to be secirched [4]. This is done 
b.y adaptively estimating an optimal subspace from the ma,ximum allowal)le 
space during the search process. The optimal subspace consists of a fraction 
of the best structures that have been encountered by the search at a. certain 
iteration. The chosen search strategy is employed until a similarity metric gives 
a satisfactory or the best result. Some similarity metrics can be listed as the 
sum of absolute differences of intensity [1, 30], sum of squcu-ed differences of 
intensity, sum of absolute differences of contours, surface differences, number of 
matching bits between the corresponding pixels [5, 31], number of sign changes 
in pointwise intensity difference [7], and histogrcun of pixel intensities of the 
difference image [17, 6].
1.2.2 Correlation Techniques
Maximizing the cross-correlation between two images by a proper selection of 
a. transformation is a basic approach in image registration [3, 32, 1, 33]. Cross- 
correhrtion is a similarity metric that measures the degree of similarity between 
two images. The cross-correlation method is useful for small rigid and affine 
transformations. The location of the peak of the cross-correlation function gives 
the actual displacement l^etween the images. The cross-correlation method ca.n 
provide subpixel accurate results [13] by employing a cross-correlation surface 
i nterpolation approach.
There is also a class of correlation techniques that are based on tlie Fourier 
transform. They utilize the nice properties of the Fourier transform due to 
trcuislation, rotation, and scale changes of the images in tfie spatial domain. 
yVrnong these techniques is the celebrated phase-correlation method, which is 
first proposed hy Kuglin and Hines in [3] for aligning two images which are spa­
tially shifted with respect to each other. The phase-correlation method is based 
on detecting the location of the peak of the inverse Fourier transform of the 
normalized cross-power spectrum of the images to,be aligned (Appendix A), ft 
is much more easier to detect the peak of the phase correlation function (which
is ideally a delta function) than to detect the peak of the cross-correlation func­
tion [3]. The phase correlation method is also robust to intensity (rncignitude 
only) variations between images because of the normalization of the cross­
power spectrum. It is also insensitive to convolutional image degrcichitions. 
.Since all spectral pluise terms are treated equally due to the “whitening” effect 
of the normalization of the cross-power spectrum, phase correlation algorithm 
is robust in the presence of narrow bandwidth noise. One drawback of the 
phcise-correlation algorithm is that it is more sensitive to noise tlmn direct 
cross-correlation is [33]. As described in [3, 32] the amplitude of the peak is 
a direct measure of the degree of congruence between the two aligned images. 
The phase correlation SNR ratio can be expressed as a function of the peak 
amplitude and the square root of the total number of sample points [3].
The phase-correlation method can also give subpixel accurirte results by 
employing phase-correlation surface interpolation approach [3, 32, 1]. 'I'liis 
correlation surface interpolation approach to subpixel displacement estimation 
is described in detail in Appendix B.l. It is cilso possible to detect multiple 
moving objects in a scene using the phcise correlation method. This is done by 
detecting multiple peaks in the phase correhition function, each representing 
the motion of a different object [29].
A filtered phase correlation technique is also presented in [3, 32] by in­
troducing a multiplicative weighting function to the normalized cross-power 
spectrum of the images to be registered. In this way, a filtered phase corre­
lation function is obtained. The resulting family of filtered phase correlation 
algorithms include both phase cori'elation and cross-correlation algorithms.
Severed methods are proposed in the literature to reduce the computational 
load of the phase correlation algorithm by using projections [34, 35]. The 
method given in [34] employs the projection-slice theorem and uses the 1-D 
Fourier transform in the phase correlation algorithm instead of the 2-D Fourier 
transforms.
An extension of the phase correlation method which covers both transla­
tional and rotational movements is introduced in [36]. It is assumed that one
of the images is a rotated and ti'cinslated replica of the other image. The pro­
posed method is to search over possible rota.tion angles and to choose the one 
that gives the maximum peak in the phase-correlation surfa.ce.
Another extension of the phase correlation method corrects for transla­
tional, rotational, and scale changes [37]. The method uses Fourier scaling 
properties and Fourier rotational properties in polar coordiiicites with a loga­
rithmic scaling, since scaling and rotation of a.n ima.ge in the spa,tial domain 
correspond to translational shifts of its Fourier transform in the pola.r coor­
dinates. The algorithm first estimates the amounts of rotation and scaling, 
and then estimates the amount of displacement, both by employing the phase- 
correlation algorithm.
Finally, power cepstrum and spectrum functions cire used in [38] for de­
termining the rotational and trcinslational misregistration parcimeters. This 
technique employs the idea of changing the rotational shift into a translational 
shift by using the shift-invariant property of the power spectrum.
1.2.3 Differentiation Techniques
Differentiation techniques employ intra-frarne and inter-frame image gradients 
for the estimation of the motion vector between two irmiges, or blocks of im­
ages [29, 13, 39]. In particular, the Lucas-cind-Kanade method [29] is a well 
known differentiation-based technique which is derived from the opticid flow 
equation. In this method, motion is modeled by a simple translation and the 
two displacement parameters are obtained with subpixel accuracy. One dra.w- 
ba,ck of this method is that it is not robust to intensity variations. (This fact 
will be shown using the simulation results in Chapter 4.) In general, optical- 
flow based differentiation techniques assume that a complex moving scene will 
be indistinguishable from a single pattern undergoing simple translation when 
viewed through a sufficiently small window over a sufficiently short interval of 
time [40]. An extention of the translational motion model to the affine mo­
tion is given in [40]. The parameters of the affine transformation are obtained 
by solving a linear system of six equations involving image gradients in their 
coefficients.
Another differentiation-based disphiceinent estirnation method is the Horn- 
a,nd-Schunk method [29]. This method aims to hnd a motion field that satisfies 
the opticcii flow equation with minimum pixel-to-pixel variations among the 
displacement vectors. The method given in [39] also uses the ima,ge gradients 
as in the Horn and Schunk method, but employs a polynomial tra.nsrorma,tion 
model.
1.2.4 Feature Matching Techniques and Others
Wlien the misregistration type between two images is unknown, the feature or 
landmark-matching approach \s used [1, 41]. The general approach for feature 
mapping algorithms goes as follows. First, the features or control points of the 
images are extracted. It is desirable that this extraction process is automatic 
rather than manual. Then, a correspondence between the control points of 
both images is established. Fincilly, ci spaticil iricipping which usually consists of 
two 2-D polynomial transformations (one for each coordinate in the registered 
image) is determined using the matched control points [1].
Control points that are selected for matching can be eit.her intrinsic or 
extrinsic [1]. Intrinsic control points are not related with the data and placed 
in the scene intentionally for registration purposes. In medical imaging, for 
example, fiducial marks and hecid-holders are placed in known positions in the 
patients during imaging, to act as a reference [19]. Of course, this is not a 
comfortable process for the patients and even more, it can not eliminate some 
autonomous motions like beating of the heart cuid Irreathing. Such devices are 
also difficult to use across modalities like CT and MRI [42]. Extrinsic control 
points [11] are derived from the data, either mcuiually or automatically. Some 
typical features used as control points are corners, line intersections, contour 
points [8], centers of windows having locally maximum curvature, a.nd centers 
of gravity of closed-boundary regions. Control points should Ire chosen such 
that they are likely to be uniquely found in both iniciges.
There are many methods for matching the selected control points [14, 10], 
which include rehixation [43], clustering methods ,^ least squares method [14], 
and accumulator algorithm [10]. After the transiormation that matches the
control points has been estimated, the function that matches the whole images 
can be chosen either as being global or local [14]. Some local ti’cuisformations 
use 2-D mesh techniques by tricingulation of control points [44]. After the 
triangulation, a linear mapping function is obtained by registering eacli j)air 
of corresponding triangular regions in the images. Morphological tra.nsldrma- 
tions based on matching the edges from both images are also reported in the 
literature [26, 9].
Other types of image registration techniques include segmentation-leased 
methods, which have been shown to be more robust to noise than tlie point- 
based registration methods [10]. There are also approaches which are based on 
the principal axis transfornicition [42]. Several recently developed methods em­
ploy the wavelet coeflicients of the images for registration with an application 
to the fusion of multi-focus and cierial images [15]. This technique appro­
priately combines the wavelet transforms of the input images, and the fused 
image is obtained by taking the inverse wavelet transform of the fused wavelet 
coefficients.
1.3 Contribution and Scope
A contribution that has already been made in this thesis is the literature review 
of existing image registration techniques. Comparison of the performances of 
existing sid^pixel displacement methods is another contribution of this thesis. 
In the following chapters, the comparison results, which are obtained under 
dilferent noise levels, bcised on both real and synthetically generated sequences 
are presented.
The niciin contribution of the thesis is the introduction of a novel closed- 
form solution which registers images with subpixel accuracy. It is assumed that 
tlie misregistra.tion is due to global translational motion. Given tlie |)ixel i^ art 
of the displacement, the proposed method estimates the subpixel part ol the 
displacement between two frames of an image sequence, d'he pi.xel part of the 
displacement is found using the phase correlation technique. The similarity
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criterion used is the mean-squared error over the displaced frames. Image 
intensities at subpixel locations are evaluated using bilinear interpolation.
The proposed method is designed so that it is insensitive to frame-to-frame 
intensity variations. It is both faster and more accurate tlian the existing 
search-based solutions. It also outperforms other closed-form solutions, such 
cis the differentiation and correlation surface fitting Irased tecimiques, in terms 
of both accuracy and computational complexity.
I'lie main application of the i:)roposed closed-form solution is in correction of 
unsteadiness in digitized motion pictures. It is also applied to the de-interlacing 
irroblem. Even and odd fields of an interlaced video frame may Imve transla­
tional shifts with respect to each other due to relative movements of the camera 
or the scene during recording. When even and odd fields of such a frame are 
displayed simultaneously to obtain a still image, the quality of the inicige is 
usually quite poor. This problem is properly eliminated b}^  registering even 
and odd fields with subpixel accuracy using the near-closed-form solution. An 
interlaced unstable sequence is also stabilized using the near-closed-form solu­
tion Iry registering even Helds of consequitive frames. Tins approach eliminates 
the need to convert the interlaced sequence to progressive format.
Chapter 2 introduces a new search-based approach that is more efficient 
than exhaustive and logarithmic search methods. A comparison of the three 
search methods based on their speed and accuracy is also provided.
Chapter .3 gives the derivations of the near-closed-form solution wlien there 
is no intensity variations between consequitive frames of a sequence. Simula­
tion results are also given for synthetically generated HexI, and CT Se(iuences 
and a real Bilkent Sequence. The algorithm is also tested for three different 
noise levels using the synthetic Text Sequence. An application of the proposed 
algorithm to de-interlacing is also presented.
Chcipter 4 extends the near-closed-form approach to sequences that contain 
contrast and brightness changes. Simulations which examine different illumi­
nation models are also presented.
Chapter 5 gives the conclusions and future work.
I I
Chapter 2
AN EFFICIENT SEARCH 
METHOD
2.1 Background
Let 6] (.,.) denote the reference frame and S'zi··, ■) denote the misregistered frame 
after having been corrected for any integer pixel disphuxiincnt l)y using the 
phase correlation method (described in Appendix A). Theji, S|() and .S'2() 
differ from each other oidy by a subpixel displacement (d|,r/2) (a.ssuming that 
the ordy cause of misregistration is a displacement), i.e.,
= S2 {ni + di,ri2 + (/2 ), -1  < dl,(l2 < 1. (2.1)
VVe employ bilinear interpolation to approximate the value of •S2(n.| +d|, n2+ d2). 
That is, for positive </i and (/2
S2(ni +  d i,77,2 +  t/2) =  .S2(ni,?i2)(l -  d|)(l -  i/2)
+ >S2(i'i'l +  — d.2)
+ ,S2(?7l , n2 +  1)(1 — d i ){d,2) 
+.^2(77,1 +  1„77.2 + l)(d|)(f/2).
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which is also illustrated in Figure 2.1.
X : pixels of frame I 
o : |)ixels of frame 2
Figure 2.1: The bilinear interpolation tor positive di, (I2
We clehne a mean-squared error function 
1
MSE
NiN·
[si(?ri,?r2) — S2(ni -f dx, '/7.2 +  (/2)] ,^ (/1, (/2 > 0, (2.3)
 ^ n.l ,n2^ B
where B denotes an Ni x N2 block of ]3İxels over which tlie MSE is computed. 
The problem of estimating the subpixel displacement can now be sta.ted as 
finding di,cl2 that minimizes MSE such that 0 < di,d2 < 1.
A straightforward approach to minimizing (2.3) would be to uniforirdy sam­
ple the set {((/1,^2) : 0 < d i,d2 < 1} at a. desired accuracy, compute the MSE 
given in (2.3) for every sample pair (¿1,^2), and pick the pair that minimizes 
the MSE.
In exhaustive (full) search, all possible locations up to the desired accuracy 
are tested cuid the subpixel displacement which minimizes the MSE is chosen. 
Figure 2.2 explains this procedure, where crosses denote actual pixel locations. 
For example, if an accuracy of 1/4 pixels is desired, all the subpixel displace­
ments at the intersections of the lines in Figure 2.2 should l)e evaluated. This
1/
is done by shifting the fi’cime to be registered by the subpixel displacement
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at hcincl, using bilinear interpolation. If cin ciccuracy of 2“ " pixels is desired, 
the exhaustive search requires the evaluation of (2.3) for (2"+‘ — 1)^  different 
values of di and ¿2. This corresponds to a total of N 1N2 bilinecU’ interpola­
tions which results in 9NiN2{2' '^^  ^ — 1)^  multipliccitions and — 1)^
summations. Since n appears as the power in these expressions, the number of 
multiplications and summations increase by cipproximately 16 times when n is 
doubled. This brings a large computational load which can be significantly re­
duced by using the logarithmic search technique (described in Appendix B.2). 
However, both exhaustive and logarithmic secirch techniques are quite time 
consuming, because for each new {di,d2), bilinecU’ interpolation for shifting 
one of the frames is carried out from the l^eginning.
Figure 2.2: Exhcuistive search
The search method proposed in this chapter is more eflicient than the ex­
haustive cind logarithmic search methods because the bilinear interpolation is 
employed only once in the formulation. We present this computationally more 
cificiont search-bcised solution in the next section.
2.2 Method
We rewrite (2.2) for all — 1 < d i,d2 < 1, as 
hiril +  duU2 -b d2) =  si;  ^+  S ?d , +  ,??d2 +  A f  (i/i ^^2) € (2.4)
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where Q ’^’\ i =  1,2,3,4, denote the four quadrants defined as
Q(') =  {((h,d2) 
Q(3) ^  {(d,,d2)
0 ^ r/i, d‘2 < 1},
0 <  d i <  1, - 1  <  d '2 <  0),
-1  < f/i < 0,0 < (/2 < 1},
=  {(d i,d2) : - K r / i , d 2 < 0), (2.5)
and the coefficients Sq\ Si\  S2 \ are functions of the intensities at pixels 
neighboring to (?ii,??,2); they are defined as
So'^  =  82(111, 112)
'St  ^ =  l[s 2 {n i +  1,112) -  52(?il,?X2)]
,S'W =  J[s2( ni , n2 +  J ) ~  82(111, 112)]
63  ^ =  IJ [ s 2 ( n i  +  / ,  7X2 +  </) — 82(111 +  / ,  II2) — 82(111,112 +  J )  +  82(111, ?X2)]i
where
I  =
1 for i =  1,2 
— 1 for 7 =  3,4
and J =  <
1 for 7 =  1,3 
■1 for 7: =  2, 4
(2.7)
We rewrite (2.3) for all — 1 < d\,d2 < 1, as 
1
“ 7u~ aT  X /  [•®i(^ '^ i)^ '^ 2) ~ 52(i'*’i + d i , 772+^2)]^, (d i,i/2 ) e  (2.8)
nuU2el8
The problem of estimating the subpixel displacement can now be stated as 
finding (di,f/2) in that minimizes MSE^ *^  for each i =  1, 2,3,4. 'riien, we 
pick the pair (d i,d2) that results in the overall minimum MSE.
From (2.8) and (2.4) we obtain the following expression for MSE'‘ ‘ in terms 
of the subpixel shifts di and d2'.
=  +  r;Pdi + c ) i ’ d2 +  6T 'd id2 +  c);ui\ +  c^ d ·
+C^U\d2 + C ?d,di + 7 = 1 , 2, 3, 4, (2.9)
wliere the coefficients Cq\. .. ,C^ '  ^ are computed over the two images using 
the basic summations as described in Appendix C.l and Appendix C.2. The
dO (0. d9,/2 I rdO Y2
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computation of the coefficients in (2.9) require at most a total of .39 summa­
tions over a block of pixels in the two images which results in approximately 
{39N1 N2) multiplications and (39A i^Af2) summations.
Once the coefficients Cq \ . . . ,  have been computed for all the four quad­
rants, that is for search over possible (di,f/2) values up to the
desired subpixel accuracy can be carried out by inserting current di and d-2 
values into (2.9). The search strategy can be chosen ct.s exluiustive or logarith­
mic. If exhaustive search strategy is chosen, the method requires a total of 
(3 9 # i/^2) +  14(2”·'·^  — 1)^  multiplications and (39A^ iA^ 2) +  14(2” +^  “  f)^ sum­
mations. Note that 14, the coefficient of (2"+  ^ — 1)'^ , is much smaller than 
9N1 N2 which is required for traditional exhaustive search.
Thus the steps of the proposed algorithm can be summarized as follows:
1. Compute the basic summations in Appendix C.l over a specified block 
of pixels.
2. Compute the MSE coefficients Cq \ . . . ,  as given in Appendix C.2 for 
each quadrant.
3. Using the coefficients Cq\ . . . ,  and the MSE expression (2.9), search 
(logarithmically or exhaustively) over the set of ¡possible ((¿1,^2) € 
values up to the desired accuracy and pick the one thcit minimizes the 
MSE^ ®^  given in (2.9). This displacement is called cis the caiidichite of 
quadrant
4. Among the four candidate displacements for each quadrant, pick the one 
with the minimum MSE.
2.3 Results
The methods are tested on a sythetically generated “Text” sequence. This 
sequence is generated as follows. First, a large synthetic Text image which has
ff
dimensions 697 x 356 is created. The background has a grey level of 60 (white
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is 255) cUid the text has a gray level of 200. A 5 x 5 uniform blur is applied 
to this image to smooth out the edges of the letters. In order to simulate 
a sequence with subpixel displacements, first, frames with displacements of 
0, ±1, i 2 ,  i 3 ,  and i 4  pixels with respect to the reference frame are generafed 
in a random order. Then, these frames are spatially down sampled by a. factor 
of 5, so that they have random subpixel displacements of 0, ±0.2, ±0.4, ±0.6, 
and ±0.8 pixels with respect to the reference frame. Fiiicdly, to simuhite the 
observation noise, a 10 dB zero-mean white Gaussian noise is cidded to each 
fi’cime. This means that the standard deviation (7„ of the noise is adjusted so 
that the Pecik-Sigrud-to-Noise Rcitio (PSNR) is 10 dB, i.e..
PSNR =  10 log ^  =  lOclB. (2.10)
The reference frame of the Text sequence is shown in Figure 2.3. Using the 
above procedure, 20 frames are generated. When these frames are displayed 
sequentially at the rate of 30 frames/second, the subpixel disphicernents indeed 
cause a. disturbing jitter. The random disi^lacements thcit are chosen for these 
frames are given in Table 2.1. The same random displacements will be used 
throughout the thesis.
The evaluation of (2.9) for a given {di,d2) hcis tcdien insignificcuit CPU 
time (<  16 msec.) on SunSparc20. The only time consuming part of this 
search approach is finding the coefficients Cq \ . . . ,  6g*^
Figure 2.3: The first frame of the Text sequences.
In order to register the Text sequence, displacements of each frame is esti­
mated with respect to the first, i.e., the reference frame. A 7 x 7 unilbrm blur 
is applied to each frame prior to subpixel displacement estimation to reduce 
the effects of bilinear interpolation and any additive noise. The simulations 
using the Text sequence are carried out lor three search methods, namely the
17
Frame No. di d2
2 0.2 -0.8
3 -0.2 -0.4
4 0.8 0.6
5 -0.8 0.2
6 0.4 0.4
7 0.2 0.6
8 0.8 0.6
9 -0.8 0.4
10 -0.8 -0.6
11 -0.8 0.6
12 -0.2 0.8
13 -0.2 -0.6
14 0.6 -0.4
15 0.8 0.2
16 -0.2 0.8
17 0.6 0.4
18 0.8 -0.8
19 0 0.2
20 0.8 0.8
Table 2.1; The random displacements of the frames in the Text sequence. The 
first frame is the reference frame and has frame number 1. d\ and (¡2 denote 
the vertical and horizontal disphicement, respectively.
proposed, exhaustive, and logarithmic search methods using two different sub­
pixel accuracies, 1/8 and 1/16 pixels, and two dilferent block sizes, 100 x 100 
and 50 X 50 blocks.
In Table 2.2, mean of absolute disi^lacernent error values lor di and d,2 arc; 
compared lor the three methods. All three algorithms give the same results for 
the same search accuracy irrespective of the block size. Because the valuers of d\ 
and d,2 are searched exhaustively in the proposed solution, the proposed search 
and the conventional solutions are indeed expected to give the same results. 
The results also show that although the logarithmic search is suboptimal, it is 
capable of performing as well as the exhaustive search.
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The three techniques, on the other hand, show significant differences when 
compared in terms of the computational times required l)y each one of them. 
Table 2.3 gives the CPU times (on a SunSparc20) of the three search methods 
for different block sizes and search accuracies, it ca.n easily be seen that the 
proposed method is by far the fastest and the conventional exhaustive search 
is the slowest among the three. Hence the superiority of the proposed search 
method over the widely used exhaustive and logarithmic search methods. It 
is also equally important to note that, in the proposed sea.rch method, the 
(JPU time does not increase significantly with the accurcicy of the solution 
unlike other methods. The search time for the proposed method can be further 
reduced l)y using a smaller-sized block of pixels for tlu; computation of the 
coefficients Cq \ . . . ,  Cg\
1/8 pixel accuracy 1/16 pixel accuracy
e{di) 0.0434 0.0151
<j(di) 0.0140 0.0089
e(d2) 0.0368 0.0224
<7(^2) 0.0153 0.0098
Table 2.2: The mean of cibsolute displacement errors (e(di) and eich)) and the 
standard deviation of absolute displacement errors icr{di) and <y(cl·2)) found by 
the proposed search, exhaustive search and logarithmic search methods for 1/8 
and 1/16 pixel search accuracies.
Proposed method Logarithmic search Exhaustive sea.rch
Case 1 0.0259 0.3438 3.6670
Case 2 0.0498 0.6605 7.0650
Case 3 0.0340 0.4421 13.400
Oase 4 0.0654 0.8956 27.470
Table 2.3: CPU times (in seconds) for the three search-based methods. Case 
1: A: 1/8 pixels, B:(50 x 50), Case 2: A: 1/8 pixels, B:(l()() x 50), Ca.se 3: A: 
1/16 pixels, B:(50 x 50), and Case 4: A: 1/16 pixels, B:(100 x 50) where A 
denotes the accuracy and B denotes the block size.
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Chapter 3
A NEAR-CLOSED-FORM 
SOLUTION
In this chapter, a novel near-closed-forrn solution to subpixel displaceinent es- 
tiniation is introduced. Thus, the proposed solution is not based on a search- 
l)ased technique. A coinparison of the method with the po|)ular sul)pixel dis­
placement estimation methods, namel} ,^ logarithmic searcli, phase-correlation 
surface interpolation, differentiation ¿ind cross-correlation surface inter]:)olation 
are given using synthetic cind real sequences. The experiments demonstrate the 
superiority of the proposed near-closed-form solution. Application of the near- 
closed-form solution to de-interhicing, as well ¿is unstecidiness correction, is also 
presented.
3.1 Method
Wo repocit for convenience the following expression for the MSh that was orig­
inally derived in Chapter 2
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=   ^+  c'iUy +
^c^U\d2 +  c ? d ,d i  +  6f^i^İ2^ 7; - 1, 2, 3, 4, (3.1)
where (i) denotes one of the four quadrants in the cartesia.n coordinates as 
defined in Chapter 2. In this chapter, we are after the analytical irrininiization 
of MSE'*  ^ rather than a search-based ininimization.
In order to ininimize MSE**^  with respect to dj and (/2, we solve 
OMSE^^^/ddi =  0 and r9MSE(‘V ^ 4  =  0, simultaneously:
(0. d0 j 2
dd. = + 6 f  ^ d2 + 2ai‘ d^i + 2C7f d,d2 + -f ‘¿G^dyd^ = 0 (3.2)
(9MSE(‘)
ddo
=  cf^ + -f 2C'i‘ d^2 + cf^dl + 2Cf\hd2 + 2Cfdld2 = 0. (3.3)
We note that the equation (3.2) is linear in dy. Thus we can express dy as a 
function of r/2 clS
dy =  -0 .5
c P  -l· C '^\l2 +  cf^dj 
+ c f d 2  + o f  d f
(3.4)
Then, we substitute (3.4) in the equation (3.3), to obtain the following poly­
nomial equation in 2^
h/Tyd^  -f -f -f ^ 2^ 2 -(- El¿2 T Eq — 0, (3.5)
where the coefficients Eq, . . . ,  Er), are defined in terms of 60, . . . ,  Cg. The defi­
nitions of Eo, .. ·, i?5 are given in Appendix C.3. Unfortunately, there does not 
exist an algebi’ciic formula for the zeros of a fifth degree polynornia.l. Thus, t.he 
zeros of (3.5) ai’e obtained numerically using the Muller’s method [45]. Once 
the solution for (¿2 is obtained, di is calcuhited from (3.4).
J3eccuise (3.5) is a fifth degree polynomial, for each quadrant ai, [east 
one of the roots will be real and the remaining two pairs may be complex 
conjugates of each other. Among the roots obtained for quadrant Q ‘^\ only the 
solutions (dy,d2) thcit cire in are accepted. In the case there is more than 
one acceptable solution for idy,d2) considering all quadrants, the solution with
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the minimum MSE is picked to be the actual subpixel disphicement. On the 
other hand, when there is no acceptable solution at ¿ill— this actimlly happened 
very rarely in our experiments, the proposed algorithm defaults to the efficient 
sea.rch method proposed in Chapter 2 to find the subpixel displacement. Hence 
the name 7iear-closed-form solution.
Thus the steps of the proposed algorithm can then be summarized as fol­
lows:
1. Compute the basic sumiTicitions /lo,o, ^o,0; o.o? £^ o,o; i,j, Di^ j. given 
in Appendix C.l over a specified block of pixels. Note that only 39 bcisic 
summations cire computed at this step.
2. Compute the MSE coefficients Cq \ ■ · · ,C s\  given in Appendix C .2 for 
each quadrant, i.e., for each i =  1, 2,3,4.
3. Corni:)ute the coefficients Eq, ■ ■ ■, of the fifth degree polynomial ¿i.s 
given in Appendix C.3 for each quadrant.
4. Find the zeroes of (3.5) for each quadrant. Among the acceptable ones, 
pick the one with the minimum MSE. That gives the near-closed-lbrm 
solution. If there is no solution, lind ((¿1,^2) which minimizes the MSE 
expression (3.1) using the efficient search method of Cluipter 2.
3.2 Results
The simulations in this chapter are carried out on tliree different scxpiences, 
namely the Text Sequence, the CT sequence, and the Bilkent Sequence. While 
the first two sequences cire synthetically generated, the third sequence is ol)- 
tained from an cictual video recording. In the following, over these sequences, 
the performance of the proposed near-closed-form solution is compared with 
the commonly used subpixel displacement estimation methods existing in 
the literature. The methods that the near-closed-tbrm solution is compared 
against are, the logarithmic search (Appendix B.2), differentiation method 
(Appendix B.3), phase-correlation and cross-correlation surface interpolation
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methods (Appendix B .l). We note that a 7 x 7 uniform blur is applied to all 
images in Text Sequences prior to displacement estimation in order to reduce 
the effects of bilinear interpolation and any cidditive noise. The blur is chosen 
as 5 X 5 for the Bilkent and CT sequences since they contain less noise. 'The 
accuracy of the logcirithrnic search is chosen as 1/16, i.e., 0.062.5, pixels.
3.2.1 Simulations with the synthetic Text Sequence
'This section presents the simulation results using the sythetically generated 
Text Sequence that consists of 20 frames. The generation of this sequence is 
described in detail in Section 2.3. The first frame of the Text Sequence with 5 
dB PSNR is shown in Figure 3.1.
Figure 3.1: The first frame of the Text Sequence for 5 dB SNR.
In the following, we present the results obtained with the subpixel displace­
ment estimation methods at three different noise levels, ruirnely, at PSNR’s of 
20 dB, 10 dB and 5 dB. The plots in Figures 3.2, 3.3, and 3.4 compare the ab­
solute displacement estimation errors of the near-closed-form solution for each 
frame with those of the other methods, at 20 dB, 10 dB, and 5 dB, respectively. 
In order to see these results compactly, 'Fable 3.1 is provided, which shows the 
mean of absolute errors for 19 frames of the 'Fext Sequence (the first frame, 
which is the reference frame, is not shown here) for the three noise levels.
As it can be seen from Figures 3.2, 3.3, and 3.4, the absolute displacement 
error for the near closed-from solution is smaller them that of the logarithmic 
search and the phase correlation algorithm for edrnost all of the frames, at all 
three noise levels. In fcict, when we compare the mean absolute displacement 
estimation errors given in Table 3.1, we ol^^erve that the performance of the 
near closed-from solution is significantly superior to that of the logarithmic
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secU’ch and phase correlation at all three noise levels. When coinpared to the 
differentiation and cross correlation algorithms, on the other hand, the near- 
closed-form solution may result in hirger absolute displacement errors lor some 
of the frcirnes. However, as seen from Table 3.1, on the average, the performance 
of the near closed-from solution is still better than the differentiation and cross 
correlation algorithms ¿it both 20 dB and 10 dB noise levels. At the 5 dB 
noise kivel, while the near closed form solution still performs better than the 
differentiation method, its performance is about the same a.s tha.t of tlie cross 
correlation method. As far cis the CPU times (Table 3.1) are concerned, we 
can say that all methods require about the same computational time exc.ept 
for the logarithmic search method, which is considerably slower than the rest 
of the methods.
3.2.2 Simulations with the CT Sequence
'riie CT Sequence is generiited from a real computed tomography (C'l') inicige, 
shown in Figure 3.5, that has dimensions of 512 x 512. The frames of this 
sequence are generated in the same way as descril.)ed for the Text Secpience 
in Section 2.3. Thus, there are 20 frames in the CT Sequence with subpixcl 
displacements of 0, ± 0.2, ±0.4, ±0.6, cind ±0.8 pixels with respect to the rel- 
erence frame. These frames are of size 102 x 102 due to the 5-to-l subsampling 
of the original 512 x 512 CT image to simulate the subpixel displaciunents. 
The CT image shown in Figure 3.5 belongs to an cixial cross-section of the 
body around the liver. This CT Sequence simulates in a sense, the CT iiimges 
of the same patient, from the same slice of the body taken at different times. 
By registering these slices it will be easier to detect ¿my changes that could be 
caused by tumors.
A 60 X 60 block of pixels is chosen, centered around the backbone, for the 
calculation of the summations Aq,o, Ao,o; o,o, ¿j , Dij, Dij. k/·, given in Ap­
pendix C .l. In general, a block with sufficient gray level variations should be 
chosen for the subpixel displacement estimation. Figure 3.6 gives tlie compa.ri- 
son of absolute displacement estimation errors of the necir-closed-form solution 
with other methods.
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As it can be seen from Figure 3.6, in the case of the CT Sequence, the 
alrsolute displacement error for the near closed-frorn solution is smaller than 
that oi the phase correlation and cross correlation algorithms for aJmost all 
of the frames. When compared to the logcirithrnic search and diiferentiation 
algorithms, the near-closed-form solution may result in larger absolute dis­
placement errors for some of the frames. However, cis seen from Table 3.2, on 
the average, the performance of the near closed-frorn solution is still better 
than the logarithmic search and diiferentiation methods. The CPU times (Ta­
ble 3.2) used by the five methods cornpcire as in the previous section, i.e., all 
methods require about the same computational time except lor the logarithmic 
search method, which in this case is about two times slower than tlie rest of 
the methods.
3.2.3 Simulations with the Bilkent Sequence
In this section, we present simulation results carried on a real colored se­
quence with unknown disphicernents. This sequence is named as the Bilkent 
Sequence since it contains the Bilkent emblem. The stationary Bilkent em­
blem is recorded using a hand-held camcorder (SONY Video-8) over a few 
seconds on a Betacam video cassette. Unknown displacements occur between 
the frcuries (and fields) of the video due to the movements of the hand of the 
pfU'son holding the camcorder during recording. These displa.cements contain 
large pixel parts as well as subpixel components. Some extraneous distortions 
other than translation, like rotation, zoom and out of focus distortions were 
unavoidable during recording. Thus, a twenty-frame section of the recorded 
video which contained minimal extraneous distortions are selected to form the 
Bilkent Sequence. The original frames of the sequence a.re necessarily inter­
laced, i.e., ecich frame consists of two fields that are displaced by 1 scan line 
vertically, and half a frame time temporally. Thus, for progressive processing 
of the Bilkent Sequence, the odd fields of each frame are disccuxled and tlie 
even fields are horizontcilly downsampled by a factor of 2. Six of these Framx's 
(frames with numbers 1, .5, 9, 13, 17, and 20) are shown in Figure 3.7 to show 
tlie content of the sequence and the cunount of displacements among its frames.
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The summation block size is chosen <is 100 x 100 and this block is located at 
the center-bottom of the Bilkent emblem.
Since the real displacements are not known for the Bilkent Sequence, the 
pixel and subpixel parts of the estimated displacements ¿ire plotted in this sec­
tion to give an idea of the amount of misregistration in the sequence. 'Tbe 
pixel part of the displacements are found using the phase correlation algo­
rithm (Ai^pendix A) prior to the cipplication of the near-closed-form solution, 
phase and cross-correlation surface interpolation, and differentiation methods. 
Figure 3.8 shows the pixel part of the displacements which is found by the 
|)hase-correlation algorithm. Figure 3.9 compares tlie subpixel displacement 
estirricites found using all five methods. We conclude from Figure 3.9 that the 
displacement estimates obtained using the near-closed-form solution is about 
the same for all the frames in the Bilkent Sequence as those ol^tained using 
the logarithmic search and the differentiation algorithm. When compared to 
the phase-correlation and cross-correlation surface interpolation algorithms, we 
observe tluit the displacement estimates of the necU’-closed-form solution are 
aljout the same on the average.
The performance of the near-closed-form solution in de-interlacing the orig­
inal interhiced Bilkent Sequence is demonstrated in Figure 3.10. The top fig­
ure shows a sample interlaced frame, where the even and odd fields are rela­
tively shifted due to the motion of the camcorder during recording. As can 
be seen from Figure 3.10, the image quality is very poor and the words are 
hardly legible. This problem can be resolved if the odd field is motion com­
pensated with respect to the even field with subpixel accurcicy. Tlie bottom 
figure shows the same frame after motion compensation of the odd field with 
respect the even field using the near-closed-form solution. A displacement ol 
Ukid-z) =  (5.6351,0.4138) wcis found between the even and odd fields. As 
ca.n be seen from Figure 3.10, there is a considerable improvement in the de­
interlaced image. The words became legible cind clearer.
Thus, interhiced sequences can also be processed without discarding any 
data and having to reduce the image size, as was done to generate the progres­
sive Bilkent Sequence. In fact, we have applied the necir-closed-form solution 
to the stcibilization of the interlaced Bilkent Sequence as well. This is done 
as follows. First, the even fields of each frame are registered with sul)pixel
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accLirac}  ^ with respect to the even field of the reference frame, 'rhen, the odd 
fields are registered with subpixel accuracy with respect to their corresponding 
even fields. We have observed that the application of the near closed-from so­
lution resulted in steady image sequences in the ciises of both the progressive 
and interhiced Bilkent Sequences. So, we can handle interlaced images without 
converting them to progressive and avoid the problem of reducing tlie image 
resolution.
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Figure 3.2: Comparison of absolute displacement estimation errors of the 
near-closed-forrn solution with those of the logarithmic search (first row), 
phase correlation interpolation (second row), diiferentiation (third row), and 
cross-correlation interpolation (fourth row) method lor Text Sequence with 20 
dI3 SNR. “Circles” denote the results obtained by the near-closed-lbrm solu­
tion, while “-I-” signs denote the results obtained by the other methods. The 
first column compares the absolute errors for i/i, while the second column com­
pares the absolute errors for ¿2· 28
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Figure 3.3: Comparison of absolute displacement estimation errors of the 
near-closed-form solution with those of the logarithmic search (first row), 
phase correlation interpolation (second row), differentiation (third row), and 
cross-correlation interpohition (fourth row) method for Text Sequence with 10 
dB SNR. “Circles” denote the results obtained by the near-closed-lorm solu­
tion, while signs denote the results obtained by the other methods. The 
first column compares the absolute errors for di, while the second column com­
pares the absolute errors for ¿2- '
Zjk)
Figure 3.4: Comparison of absolute displacement estimation errors of the 
necir-closed-form solution with those of the logarithmic search (first row), 
phase correlation interpolation (second row), diffei'entiation (third row), and 
cross-correlation interpolation (fourth row) method for Text Sequence with 5 
dB SNR. “Circles” denote the results obtained by the near-closed-form solu­
tion, while “ -h” signs denote the results obtained by the other methods. The 
first column compares the absolute errors for di, while the second column com­
pares the absolute errors for ¿ 2-
20 dB 10 clB 5 clB
e{di) e(c?2) e{di) e(fU) e(di) £(£/2) CPU time
N ear- closed-form 0.0026 0.0030 0.00.35 0.0037 0.0143 0.0145 1..582
Logarithmic search 0.01.38 0.0211 0.0145 0.0204 0.0164 0.0263 2.823
Phase correlation 0.1412 0.1293 0.1225 0.2897 0.1717 0..3012 1.504
Differentiation 0.0041 0.0042 0.0050 0.0062 0.0146 0.0163 1.6.53
Cross correlation 0.0040 0.0035 0.0048 0.0045 0.0137 0.0148 1.504
Table 3.1; The mean ¿ibsolute displacement estimation errors e(i/i) and £((¿2) 
for Text Sequence. Block size is 130 x 60, CPU time (in seconds) includes the 
time siDent for the detection of the pixel movement using the phase correlation 
algorithm.
Figure .3.5: The first frame of the CT Sequence.
CT
e(di) £(^2) CPU time
Near-closed-form 0.0115 0.0099 0.678
Logarithmic search 0.01.38 0.0230 1.268
Phase correlation 0.3184 0..3667 0.629
Differentiation 0.0128 0.0108 0.700
Cross correlation 0..3857 0.2.366 0.629
Table 3.2; The mean absolute displacement estimation errors e{di) iuid £(¿2) 
over the 19 frames for the CT Sequence. Block size is 60 x 60, CPU time (in 
seconds) includes the time spent for the detection of the pixel movement using 
the phase correlation algorithm.
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Figure 3.6: Comparison of absolute displacement estimation errors of the 
necir-closed-form solution with those of the logarithmic search (first row), 
phase correlation interpolation (second row), differentiation (third row), and 
cross-correlation interpolation (fourth row) method for CT Sequence. “Cir­
cles” denote the results obtained by the near-closed-fbrm solution, while 
signs denote the results obtained by the other methods. The first column com­
pares the absolute errors for di, while the second column compares the absolute 
errors for ¿2- n
Figure 3.7: Six frames of the Bilkent Sequence: first and fifth frames (top row), 
ninth and thirteenth frames (second row), seventeenth and twentieth frames 
(third row).
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Figure 3.8: Pixel part of the displacements obtained by the phase correlation 
method for the “Bilkent” Sequence.
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Figure 3.9; Plots of subpixel part of the displacements of the necU’-closed-lbrrn 
solution together with the logarithmic search (first row), i^hase correhition 
interpolation (second row), differentiation (third row), cuid cross-correlation 
interpolation (fourth row) method for “Bilkent” Sequence. “Circles” denote 
the results obtained by the near-closed-form solution, while “ -f” signs denote 
the results obtained by the other methods. The first column compares f/|, while 
second column compares d,2·
3,5
Figure 3.10: The figure at the top shows a frame of the Bilkent Sequence which 
is degraded due to the motion of the camera. The figure at the bottom shows 
the same frame after motion compensation of the odd field with respect the 
even field using the near closed-form solution.
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Chapter 4
ACCOUNTING FOR 
INTENSITY VARIATIONS
4.1 Modeling
in estimating the subpixel displacement of a frame with respect to the refer­
ence frame, it is important to account for intensit_y variations, that are due to 
illumination changes, between the current frame and the reference frarne. We 
assume that the intensity of a pixel in the current frame is related to the 
intensity /,. in the reference frame by
=  +  (d.l)
wliere 7 and are called the contrast and brightness parameters, respectively. 
Thus, in order to account for intensity Vciriations, we inodily tlie mean squared 
error expression given in (2.3) as
= - ———  ^  diin2-\-(h)^ 1 (d|, f/2) €
пип.ев
(4.2)
We note that in addition to dy and ¿ 2, two new pa,rameters, namely 7 and //, 
now need to be determined for each frame for the purpose of registra.tion.
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4.2 Method
We first find the optimal solution for 7 and in terms of dy and ¿2 by setting 
(9M8E(*Vc^7 =  0 and =  0. That is,
d-f
dr]
— +  7 ~ ^2iril +  d|,77,2 +  d2)]sy(ny ,'112) ■ 0,
rii,n2eB
=  Y ,  [7 ^1 (711, 712) +  V -  h im  +  di,7i2 +  i/2)] =  0.
Note that these equations cire linear in 7 and ?/;
T,s'i(ny,n2) E -Sj(ni,n2) 
T,Sy(ny,n2) N 1N2
7
. d _
E  (f'^ l 5 +  d l , 712 +  </2 )
E  '52(^ 1 + dy , ri2 +  i/2)
We repeat here the expression given in Chapter 2 for S2(«i +  dy,7i2 +  (/2) 
for convenience:
■^2(‘>'l'l +  dy,7%2 +  </2 ) — Sq +  Sy dy +  S 2 </2 +  S·  ^ d y d 2 ,  (ii| , i/2 ) ^ (4.5)
where i — 1 ,2 ,3,4, denote the four quadrants. If we substitute the bilinear 
interpolation expression given in (4.5) for S2(7iy +  i/i,?72 +  i/2) in (4.4), tlien the 
solution ( 7 *,  7] * )  to 4.4 becomes a function of dy and i/2 in the following form
7* =  +  G^i/i +  G ? d 2 +  G[pdyd2 ·>
— Hq  ^ +  Hy d^y +  H2 i^/2 +  Idly \lyd2 .
where the coefficients Gq \ . . . ,  cire given in terms of the basic summations 
that are defined in Appendix C.l. The actual expressions lor Gq \ . . . ,  IJ-y  ^ in 
terms of the bcisic summations are provided in Appendix C.4. We note that tlie 
optimal values 7* and 77* given in (4.6) are bilinear in dy and i/2. Thus, when 
(4.5) and the exiDression for (7 ’’, 77*) are substituted in (4.2), the expression 
within the scmcire brackets will still be bilineiir in dy and i/2:
rh)
Go^ Sy(77,y,7l2) +  Jiy — s y  +  [(7) S^y(7%y,7l2) +  H\ ' — 5'[ ]^i/[
+  [GySy(7ly,7l2) +  I i y  -  Sy]d2 +  [GySy(7ly,n2) +  H P  ~  6';^ ‘ ]^i/| i/2· (4.7)
r(0 cd) (0 .. r(0 .'(di
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The cibove result is very important because when the intensity variations are 
incorporated, the new still has the bilinear form as in (2.9):
+C*(3 d^\d2 +  C\ Ulid^  +  Cg Ui d^2, ? =  1,2,3, 4.dO j. J2 (0 J2 ,2 (4.8)
Of course, the expressions for the coefficients C g \ .. . ,C g  \ in terms of the 
basic summations will now be different than those used in Chapter 3. The new 
expressions for the coefficients Cq \ . . . ,  Cg \ cire given in Appendix C.5. The 
expressions for the coefficients of the fifth degree polynomial
E f  +  E fdii +  E^Kh +  e 14 =  0, (4.9)
in terms of Cq \ . . . ,  will still be as given in Appendix C.3.
Thus, the incorporation of intensity variations into the near-closed-form 
solution is achieved by simply re-defining the coefficients Cq \  . . . ,  Cg \ in terms 
of the bcisic summations. The result is a novel neiir-closed-form solution tlmt 
is insensitive to intensity variations. The difference of the new algorithm with 
that of Chcipter 3 is only in the computation of the coefficients Cq \ . . . ,  Cg'^ \ 
otherwise the two algorithms are exactly the same.
If we model the intensity variations using only the brightness parameter, 
we will have the following MSE expression
MSE**^  =  /  [si{ni,n2) +  r j -  hinv +  di,ri2 +  (/2)]^ (d j, cE) e
A 1A2
(4.10)
Then, using procedure given above, the optimal brightness parameter 77* is 
found to be
1* — Y/ ^2ini +  di,U2 +  i/2) — Y^ ¿>1 (711, 712). (4.11)
TViiV2 ^
Since the contrast parameter 7 is assumed to be 1, we will have
o f  -  1, and g P  =  o f  =  =  0. (4.12)
The coefficients H^\ , Hg\ liji^ for the brightness parameters are given in
Appendix C.6. The coefficients of the MSE expression (4.8) for this case can 
be obtained by substituting H i\  H2 \ Hs \ and (4.12) in Appendix C.5.
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If we model the intensity variations using only the contrast pcirarneter, we 
will have the following MSE expression
t A t  ^  [7 ^i (« i ,»^2) -  h i m  +  d i,r i2  +  c/2)]^ (di,d2) G
1  ^ ni ,712^ 3
(4.13)
Then, using procedure given above, the optimal contrcist parameter 7* is found 
to be
* S2 {n \ +  d i , n.2 +  ^2)6' ! ( ? i i , 112) / , , , \
^ ^ ^ ^E - S i  ( « 1 , ^ 2 )
Since the contrast parameter eta is assumed to be 0, we will have
=  0
-40 c '<(0 r-id) r -'(0
(0 _  rr(i) _ (4.15)
The coefficients Gj , f?2 for the contrast parameters are given in
Appendix C.7. The coefficients of the MSE expression (4.8) for this case can 
be obtained by substituting G[‘\ G2 \ Cjji\ G[‘'' and (4.15) in Appendix C.5.
Thus the steps of the proiDosed algorithm in case of intensity variations can 
be summarized as follows:
1. Compute the basic summations Aq.o, ^ o.o; 0,0, C?o,o; ¿j, k,c·, given
in Appendix C .2 over a siDecified block of pixels.
2. Compute the coefficients for contruist and brightness pcirameters,
Gq\ . . .  given in Appendix C.4 (or Appendix C .6 or Appendix C.7
depending on the intensity variation model) for ecich quadrant.
3. Compute the MSE coefficients Gq\ · · ·, given in Appendix (J.5 for 
each quadrant, i.e., for each i =  1,2,3,4.
4. Compute the coefficients Eq, · · ■, E5, of the fifth order polynomial in Ap­
pendix C.3 for each quadrant.
5. Find the zeroes of (4.9) for each quadrant. Among the aeceptable ones, 
pick the one which gives the minimum MSE. That gives the near-closed- 
form solution. If there is no acceptable solution, find (dj,cC) that min­
imizes the MSE expression (4.8), using the efficient search method of 
Chapter 2 using the new definition for the coefficients Go \ · · ·, Cg*^  pro­
posed in this chapter.
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The simulations are done using five synthetically generated sequences and a 
real sequence. The synthetic sequences are called Text-1, Text-2, Text-3, Text- 
4, cind CT-2 Sequences. The real sequence is called the Bilkent-2 Sequence, 
which again contains the Bilkent emblem. This sequence is recorded using a 
camcorder as described in Chapter 3. Each sequence consists of 20 frames. 
The Text and CT Sequences contain simulated intensity Vciriations while the 
Bilkent-2 Sequence contains natural intensity variations that cire creiited by 
varying the brightness of the light source during recording.
The Text Sequences iire generated from the “Text” image as described 
in Chai^ter 2, where the PSNR is chosen as 10 dB. In order to introduce 
the intensity variations to the subsequent frames of a synthetically generated 
sequence, the pixel intensities in the frames are first multiplied by 7 , and ?; is 
added afterwards as explained in (4.1). If we let k denote the frame number, 
the Vcilues of 7 and r/ chosen for the k*''' frame are defined in our experiments
clS
'y(k) =  l +  jok (4.16)
T]{k) =  rjok (4-17)
in terms of the contrast and brightness variation hictors 70 and rjo.
The intensity variations in the Text Sequences are simulated by varying 
both 7 cind rj parameters (Text-2 Sequence), varying only the 7 parameter 
(Text-3 Sequence), and varying only the 7 parcimeter (Text-4 Sequence) using 
the rule given in (4.17). The reference and last frames of the Text Sequences 
used in the simulations are shown in Figure 4.1. Note that the Text-1 Sequence 
does not contain any intensity variations.
The other synthetically generated sequence used in the simidations is the 
CT-2 Sequence, which contains both contrast and brightness variations. The 
first frame of the CT-2 Sequence is the same as that of the CT Sequence 
introduced in Chapter 3.2.2. The last framp of the CT-2 Sequence is shown in 
Figure 4.2.
4.3 Results
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The proposed algorithm is also tested using a real colored sequence, namely, 
the Bilkent-2 Sequence. Six frames of the sequence are shown in Figure 4.3 
to show the degree of intensity Vciriations and the amount of disphrcements 
among the frames. They are the first and seventh frames (top row), thirteenth 
and fifteenth frames (second row), and seventeenth and twentieth frames (third 
row).
In the following, the performance of the proposed necir-closed-form solu­
tion with compensation to intensity variations between frames is compared 
with the popular subpixel displacement estinicition methods existing in the lit­
erature. The methods that the near-closed-lbrm solution is compcU'ed against 
are, the logarithmic search method (Appendix f3.2), the diflerentiation method 
(Appendix B.3), cind the phase-correlation and cross-correlation surface inter­
polation methods (Appendix B .l). We note that a 7 x 7 unilbrm blur is applied 
to all images in the Text Sequences prior to disphicement estimation in order to 
reduce the effects of bilinear interpolation and the cidditive noise. The extent 
of the blur is chosen as 5 x 5 for the CT and Bilkent Sequences since they 
contains less noise than the Test Sequences. The accuracy of the logarithmic 
search is chosen as 1/16, i.e., 0.0625, ¡pixels.
In all of the following experiments, the near-closed-form solution that takes 
into aecount both the contrast and brightness varicitions is employed.
4.3.1 Text-1 Sequence
'fext-l Sequence contciins no intensity varicitions. Nevertheless, the near-closed- 
form solution which makes illumination compensation for l)oth 7 and ?/ is 
applied here. Figure 4.4 gives a compcirison of absolute displacement estimation 
errors of the near-closed-form solution with other methods. Figure 4.5 gives 
the plot of 7 and 7 values found by the near-closed-form solution. As can 
be seen from Figure 4.4, the absolute disphicement estimation error for the 
necir-closed-form solution is smaller than that of logarithmic search and pluise 
correlation interpolation methods for almost cill the frames. Note that these 
results are simihir to the ones given in Figure 3.3. As seen from Figure 4.5, 
the estimated 7 values, i.e., the multiplicative intensity variation component
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is very close to 1 as expected. Similarly, the estimated Vcilues are around 0 
which is again the expected result. The variations in the estimated ?/ vcdues 
iiiciy be caused by the additive white Gaussian noise present in the images.
4.3.2 Text-2 Sequence
Text-2 Sequence contains both additive cvncl multiplicative intensity variations. 
The pair (70, //o) is chosen cis ( -0 .0 2 ,-2 ) . When this sequence is roigistered 
with the algorithm proposed in Chapter .3, which does not employ any com­
pensation for the intensity variations, it is observed that the absolute error of 
the closed form solution starts to increiise with increasing frame number, i.e., 
with increasing intensity variation with respect to the reference frame. The 
algorithm of Chapter 3 falls back to the efficient secirch method for the last few 
frames of the Text-2 Sequence because it can not find a closed-form solution.
Figure 4.6 gives a comparison of absolute dis|:)lacement estimation errors of 
the near-closed-form solution with other methods when illumination compen­
sation for both 7 and 7/ is employed. It can be seen that absolute displacement 
estimation error for the near-closed-form solution is much smaller than that 
of the logarithmic search, plmse-correlation interpolation and differentiation 
methods for almost all the frames. Note that in the differentiation method, 
the absolute error for d\ increases with increasing frame number, which means 
tha.t the methods is not robust to intensity variations between the frames. 
Tlie performance of the cross-correlation interpolation method is close to the 
performance of the necir-closed-form solution. Figure 4.7 gives the plot of 7 
and r; values found by the near-closed-form solution, it can be seen that the 
near-closed-form solution is able to detect the parameters 7 and // cilmost per­
fectly. Only at the twentieth frame, a small deviation from actual values have 
occurred.
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4.3.3 Text-3 Sequence
Text-3 Sequence contains only multiplicative intensity variations, i.e., the pair 
(70, Vo) is chosen as (-0 .04 ,0 ). Figure 4.8 gives a comparison of absolute dis­
placement estimation errors of the near-closed-form solution with other meth­
ods when illumination compensation for both 7 and ?/ is employed. It can be 
seen form the figure that the absolute displacement estimation error is much 
smaller than that of the logarithmic secirch, phase correlation interpolation and 
diflerentiation methods for almost all the frames. The differentiation method 
starts to give large errors with increasing frame number. The peribrmance of 
the cross correlation interpolation method is close to the perfornuince of the 
necir-closed-form solution. It is observed that the near-closed-form solution 
also gives good results when only compensatioir for 7 is allowed. However, it is 
also observed that the if illumination compensation is allowed for both 7 and 
r/, one may obtain better results even if only a contrast variation is ¿rctucdly 
present on the images. This probably results form the additive noise existing 
on the frames. The use of the additive parcuneter ?/ may actiudly compensate 
for the effects of cidditive noise on the results. Figure 4.9 gives the plot of 7 and 
7/ values found by the near-closed-form solution. The 7 value for each frames is 
almost perfectly found for eiich frame. The estimated r/ parameter takes values 
around 0 as expected.
4.3.4 Text-4 Sequence
'1 ext-4 Sequence contains ordy additive intensity variations, i.e., the pair (70, Vo) 
is chosen as (0 ,-3 ) . Figure 4.10 gives a comparison of absolute displacement 
estimation errors of the near-closed-form solution with other methods when 
illumination compensation for both 7 and ?/ is employed. It Ccui be seen form 
Figure 4.10 that the absolute displacement estirncition error is much smaller 
tlmn that of the logarithmic search, phase-correlation interpolation and differ­
entiation methods for almost all the frames. The differentiation method starts 
to give large errors with increasing frame number for dy. The performajice ol 
the cross-correlation interpolation method is close to the perlbrma.nce of the 
near-closed-form solution. Figure 4.11 gives the plot of 7 and 7/ values found by
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the near-closed-forrn solution. The Vcilue for each frames is almost perfectly 
found for ecich frame. The estimated 7 parameter takes values a.round 1 as 
expected.
4.3.5 CT-2 Sequence
The CT-2 Secpience contains both additive and multiplicative intensity vari­
ations, i.e., the pair (70, 70) is chosen as ( - 0 .0 2 , - 2). Figure 4.12 gives a 
compeu-ison of absolute displacement estimation errors of the near-closed-form 
solution with other methods. Is is seen that the absolute displacement esti­
mation error of the necir-closed-form solution is much smaller than the otlier 
methods. Note, especially, the abrupt increase in the error of the differentia­
tion method for cli. Also, the performance of the cross-correhition method is 
not as good as it is in the Text Sequences. Figure 4.13 gives the plot of 7 and 
?/ values found by the near-closed-form solution. The near-closed-form solution 
trcicks the actrud 7 and 7 parameters quite closely for each frame.
4.3.6 Bilkent-2 Sequence
f3ilkent-2 Sequence is a real colored sequence with intensity variations of un­
known type. The pixel parts of the estimated displacements values are given 
in Figure 4.14 to give an idea about the amount of misregistration among the 
frames. The pixel part of the displacement with respect to the reference frame 
takes a maximum value of 16 pixels in the horizontal direction, i.e., for d\. 
Figure 4.15 gives plots of the subpixel part of the estimated displacements 
obtained with the near-closed-form solution as well as the other methods. Al­
though there exists some differences between the estimated displacement val­
ues, the values are about .the same on the civerage for all five methods. In 
Figure 4.16, the estimated values for the contrast cuid brightness parcuneters 7 
and 7 are plotted. It can be seen that, both additive and multiplicative illu­
mination variations exist between the frames of the Bilkent-2 Sequence. The 
7 takes a minimum of approximately 0.37 and 7 can take values as small as 
a]jproxirncitely -22. These corresi^ond to the dcirkest frames in the sequencfi.
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4.3.7 Summary of Results
In o rd er to  see th e  resu lts  com pactly , T ables 4.1 and  4.2 a re  p rov ided  w hich 
show  th e  mecui of ab so lu te  erro rs  over 19 fram es for th e  T ex t Sequences w ith  
10 dB  noise level. I t can  be seen th a t  th e  m ean  of m ean  a b so lu te  e rro rs  for 
th e  near-closed-fo rm  so lu tion  is sm aller th a n  th e  o th e r a lg o rith m s ex cep t th e  
cross-co rreh ition  in te rp o la tio n  m e th o d . T h e  perfo rm ances of th e  near-closed- 
form  so lu tion  an d  th e  cross-correla tion  in te rp o la tio n  m e th o d s  a re  close to  each 
o th e r  lo r th e  T ex t Sequences. A com parison  of th e  C P U  tim es is also p rov ided  
in T ab le  4.2. T h e  slow est m e th o d  tu rn s  o u t to  be th e  lo g a rith m ic  search  and  
all o th e r  m e th o d s  a re  closed to  each o th e r in te rm s of th e ir  C P U  tim es.
T ex t-1 T e x t-2
c(d-i) e(d2) e(d i) ¿(cC)
N ear- closed- form 0.0040 0.0051 0.0032 0.0053
L og arith m ic  search 0.0145 0.0211 0.1717 0.2467
Phcise co rre la tion 0.0823 0.2024 0.0891 0.0739
D ifferen tia tion 0.0059 0.0045 0.0217 0.0083
C ross co rre la tio n 0.0058 0.0033 0.0056 0.0047
T ab le  4.1: T h e  m ean  ab so lu te  d isp lacem en t e s tim a tio n  erro rs  e(d i) an d  e{d2)·
Text-3 Text-4
e{di) ^{ck) e(di) (^Uk) C P U  tim e
N ear-closed-form 0.0081 0.0091 0.0044 0.0051 1.559
L o g arith m ic  search 0.1914 0.2664 0.0138 0.0230 2.692
P h ase  co rre la tio n 0.1754 0.1991 0.1375 0.1250 1.476
D iffe ren tia tion 0.0371 0.0313 0.0167 0.0039 1.620
C ross co rre la tio n 0.0095 0.0085 0.0034 0.0038 1.476
T ab le  4.2: T h e  m ean  ab so lu te  disiDlacement e s tim a tio n  erro rs e(i/[) and  cfcU)·
A su m m a ry  of re su lts  is also p rov ided  for th e  C T -2 Sequence in T ab le  4.3. 
T h e  su p e rio rity  of th e  near-closed-form  so lu tion  over th e  o th e r m e th o d s  is seen 
clearly  in th is  tab le . T h e  near-closed-fo rm  so lu tion  is far b e t te r  th a n  th e  cross­
co rre la tio n  in te rp o la tio n  m e th o d  for th is  case.
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C T
e(d i) £((¿2)
N ear- closed-form 0.0084 0.0075
L og arith m ic  search 0.4079 0.1408
P liase  co rre la tion 0..3566 0.3748
D ifferen tia tion 0.5720 0.0359
C ross co rre la tion 0.5714 0.1982
T ab le  4.3: T h e  m ean  ab so lu te  d isp lacem en t e s tim a tio n  erro rs  e{di) an d  £(¿2) 
for th e  C T -2 Sequence co n ta in ing  in te n s ity  varia tions.
F ig u re  4.1: (a) T h e  reference fram e of all T ex t Sequences, (b) T h e  la s t Iram e 
of th e  T ex t-2  Sequence, (c) T h e  la st fram e of th e  T ext-3  Sequence, (d) T h e  
la s t fram e  of th e  T ex t-4  Sequence
F ig u re  4.2: T h e  la st fram e of th e  C T -2 Sequence g en era ted  w ith  (7o,?/o)
( -0.02, -2)
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F ig u re  4.3: Six fram es of the  B iIkent-2 Sequence w hich con tains in ten s ity  vari­
a tio n s . F irs t and  seventh  fram es (top  row), th ir te e n th  and  fifteen th  fram es 
(second  row ), seventeenth  and  tw en tie th  fram es ( th ird  row).
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F ig u re  4.4: ijo,Vo) =  (0)0)· C om parison  of ab so lu te  d isp lacem en t e s tim a tio n
row ), phase  co rre la tio n  in te rp o la tio n  (second row ), d iffe ren tia tion  ( th ird  row ), 
an d  c ro ss-co rre la tion  in te rp o la tio n  (fo u rth  row) m e th o d  for Text-1 S equence 
w ith  lOdB SN R . “C irc les” d en o te  th e  resu lts  ob tiiined  by th e  near-closed-fo rm  
so lu tion , w hile “4-” signs d eno te  th e  resu lts  o b ta in ed  by th e  o th e r  m e th o d s . 
T h e  first co lum n com pares th e  ab so lu te  erro rs  for di , w hile th e  second co lum n 
com pcires th e  ab so lu te  erro rs  for ¿2-
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F ig u re  4.5: T h e  7 and  rj values found for th e  T e x t-1 Sequence w hich does n o t 
co n ta in  any  in ten s ity  varia tions. T h e  sign “s ta r ” and  signs d en o te  th e  
e s tim a te d  an d  tru e  values for 7 (on th e  left) an d  r/ (on th e  rig h t) respectively .
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Absolute error for d1 Absolute error for d2
A b s o lu te  e rro r for d1 A b s o lu te  erro r for d2
F ig u re  4.6; (70, 7/0) =  (—0 .0 2 ,—2). C om parison  of cib,solute clisplcicernent es­
tim a tio n  e rro rs  of th e  near-closed-fo rm  so lu tion  w ith  those of th e  logcirithrnic 
search  (first row ), p h ase  co rre la tion  in te rp o la tio n  (second row ), d iffe ren tia ­
tio n  ( th ird  row ), and  cross-co rre la tion  in te rp o la tio n  (fou rth  row) m e th o d  lor 
T e x t-2 Sequence w ith  lOdB SN R . “C irc les” den o te  th e  resu lts  o b ta in ed  by th e  
near-closed -fo rm  so lu tion , w hile “+ ” signs d eno te  th e  resu lts  o b ta in ed  by th e  
o th e r  m e th o d s . T h e  first co lum n co rnpares4he  ab so lu te  erro rs  for di , w hile th e  
second co lum n com pares th e  ab so lu te  erro rs  for (I2.
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Figure 4 .7: The 7 and r/ values found for the Text-2 Sequence in which (70,7/0) 
= (—0.02,—2). The and signs denote the estimated and true values 
for 7 (on the left) and 7/ (on the right) respectively.
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F ig u re  4.8: (7o,?'/o) =  ( —0.04 ,0 ). Corni^arison of ab so lu te  d isp lacem en t e s ti­
m a tio n  e rro rs  of th e  necir-closed-form  so lu tion  w ith  those of th e  loga rith m ic  
search  (first row ), phase  co rre la tion  in te rp o la tio n  (second row ), d iffe ren tia ­
tion  ( th ird  row ), an d  cross-co rre la tion  in te rp o la tio n  (fo u rth  row ) m e th o d  for 
T ex t-3  Sequence w ith  lOdB SN R . “C irc les” deno te  th e  resu lts  o b ta in ed  by th e  
near-c losed -fo rm  so lu tion , w hile “+ ” signs deno te  th e  resu lts  o b ta in ed  by th e  
o th e r  m e th o d s . T h e  first co lum n com pares th e  ab so lu te  erro rs  for dj , w hile th e  
second co lum n com pares th e  ab so lu te  erro rs for ¿2-
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g a m m a O  = —0 .0 4
Figure 4 .9: The 7 and 7 values found for the Text--3 Sequence in which (70,70) 
= (—0.04, 0). The and signs denote the estimated and true values for 
7 (on the left) and 7 (on the right) respectively.
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F ig u re  4.10: (7o,?/o) =  C o rnpanson  of cibsolute d isp lacem en t e s ti­
m a tio n  e rro rs  of th e  near-closed-form  so lu tion  w ith  those of th e  lo g a rith m ic  
secirch (first row ), phase  co rre la tio n  in te rp o la tio n  (second row ), d iffe ren tia ­
tio n  ( th ird  row ), and  cross-co rre la tion  in te rp o la tio n  (fo u rth  row) m e th o d  for 
T ex t-4  Sequence w ith  lOdB SN R . “C irc les” den o te  th e  resu lts  o b ta in ed  by th e  
near-closed -fo rm  so lu tion , w hile “4-” signs d eno te  th e  resu lts  o b ta in ed  by th e  
o th e r  m e th o d s . T h e  first co lum n com pares-the  ab so lu te  erro rs for di, w hile th e  
second co lum n  com pares th e  ab so lu te  erro rs for d-i-
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F ig u re  4.11: T h e  7 and  rj values found  for th e  T ex t-3  Sequence in w hich (70, ?/o) 
=  (0, —3). T h e  and  signs den o te  th e  e s tim a te d  and  tru e  values for 7 
(on th e  left) an d  7 (on th e  rig h t)  respectively .
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F ig u re  4.12: (7o,??o) =  ( —0 .0 2 ,—2). C om parison  of ab so lu te  d isp lacem en t es- 
tin icition  erro rs  of th e  near-closed-fo rm  so lu tion  w ith  those  of th e  lo g a rith m ic  
search  (first row ), phase  co rre la tio n  in te rp o la tio n  (second row ), d iife ren tia tion  
( th ird  row ), an d  cross-co rre la tion  in te rp o la tio n  (fo u rth  row) m e th o d  for C T -2  
Sequence. “C irc les” den o te  th e  resu lts  o b ta in ed  by th e  necir-closed-form  solu­
tio n , w hile “-b” signs d en o te  th e  resu lts  o)Dtciined by th e  o th e r  m e th o d s . T h e  
first co lum n  com pares th e  ab so lu te  erro rs for di , w hile th e  second co lum n com ­
pares th e  ab so lu te  erro rs  for (I2.
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g a m m a O  = —0 .0 2
F ig u re  4.13; T h e  7 an d  rj values found for th e  C T -2 Sequence in w hich (70,70) 
=  (—0.02, —2). T h e  and  signs d eno te  th e  e s tim a te d  cind tru e  vidues 
for 7 (on th e  left) an d  7 (on th e  rig h t) respectively .
P ix e l  p a rt  o f  d1 P ix e l p a rt  o f  d 2
F ig u re  4.14: P ixel p a r t  of th e  d isp lacem en ts  o b ta in ed  by th e  plurse co rreh ition  
m e th o d  for th e  “B ilken t-2” Sequence.
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Subpixel part of d l Subpixel part of d2
F ig u re  4.15: P lo ts  of subp ixel p a r t  of th e  d isp lacem en ts  of th e  near-closed-fo rm  
so lu tio n  w ith  those  of th e  lo g a rith m ic  search  (first row ), phase  co rre la tio n  
in te rp o la tio n  (second row ), d iffe ren tia tion  ( th ird  row ), and  c ross-co rre la tion  
in terpo lcition  (fo u rth  row ) m e th o d  for “B ilken t-2” Sequence. “C irc les” deno te  
th e  resu lts  o b ta in ed  by th e  near-closed-form  so lu tion , w hile signs den o te  
th e  re su lts  o b ta in e d  by th e  o th e r  m ethods. "The first co lum n cornpcires d\ , w hile 
th e  second co lum n  com pares ¿2-
59
G a m m a
m  - 1 0
- 1 5
- 2 5
E ta
Pv
. o - o r ^ ' '  ^ (2, ®  Q
ts>©
l
-
I
I
I
-
I
I
I
I
-
I
I
I
I
I P
I /
ci>
D 5  1 0 1 5  2 0
F r a m e  n u m b e r
F ig u re  4.16: T h e  7 an d  rj values found tor th e  B ilk en t-2 Sequence.
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Chapter 5
CONCLUSIONS AND 
FUTURE WORK
In th is  thesis, a  com prehensive  review  of im age reg is tra tio n  li te ra tu re  is p ro ­
v ided . T h e  ex isting  body  of research  luis l^een cinal3^ zed in four grou]:)s w hich 
a re  th e  search -based  m e th o d s , co rre la tion  m e th o d s , d iiferentia.tion m e th o d s , 
and  feciture iricitching techn iques and  o the rs . A m ong these  four g roups, co rre ­
la tio n  m e th o d s  an d  differenticition m e th o d s  p rov ide closed-form  so lu tions for 
th e  e s tim a tio n  of m isre g is tra tio n  pariim eters .
C h a p te r  2 in tro d u c e d  an  efficient search  m e th o d  for th e  e s tim a tio n  of su b ­
p ixel d isp lacem en ts  ex isting  am ong  m isreg istered  fram es, f t is d e m o n s tra te d  
th a t  th e  p roposed  a lg o rith m  is m ore efficient th a n  th e  tra d itio n a l lo g a rith m ic  
a.nd eixhaustive search  m e th o d s  in te rm s of th e  C P U  tim e  requ ired . JVforeov('r, 
tlie  C P U  tim e  of th e  proposed  a lg o rith m  does no t increase sign ifican tly  w ith 
inc reasing  search  accu racy  unlike th e  exh au stiv e  search m e th o d .
in  C h a p te r  3, a  novel near-closed  form  so lu tion , w hich is even m ore efficient 
thcin th e  m e th o d  given in C h a p te r  2 because it does no t em ploy  any  search  u n ­
less it is ab so lu te ly  necessary  is p roposed . T h e  proposed  cvlgorithm efficiently  
finds a  near-closed-fo rm  so lu tion  to  e s tin ia tio n  of th e  subp ixel d isp lacem en t
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betw een  tw o im ages given its  pixel p a r t. T h e  p ixel p a r t  of th e  d isp lacem en t 
is found using  th e  w ell-know n phase  co rre la tion  a lg o rith m . In th e  p roposed  
m e th o d , th e  c rite rio n  fu n c tio n  to  be m in im ized  is chosen as th e  m ean  squared  
e rro r betw een  th e  d isp laced  fram es an d  th e  im age in ten sities  a t  subp ixel lo­
ca tio n s  a re  rep re sen ted  using b ilinear in te rp o la tio n . T h e  closed-form  so lu tion  
is cichieved by m in im iz ing  th e  m ean  squared  erro r func tion  analyticcilly  ra th e r  
th a n  using a  search.
T h e  p roposed  a lg o rith m  is com pared  w ith  four p o p u la r m e th o d s  for su b ­
p ixel d isp lacem en t e s tim a tio n  ex isting  in th e  li te ra tu re . T hese  m e th o d s  are  
lo g a rith m ic  search , d iffe ren tia tion , phase  co rre la tion  an d  cross-co rre la tion  su r­
face in te rp o la tio n  techn iques. T h e  perfo rm ances of th e  five cilgorithrns are  
co m p ared  using th ree  different u n s tead y  im age sequences. Tw o of th e m  are  
sy n th e tic a lly  g en e ra ted  (T ex t and  C T  Sequences) and  one of th e m  is a  real-life  
sequence (B ilken t Sequence). T h e  sy n th e tica lly  g en era ted  sequences co n ta in  
only  know n ran d o m  subp ixel d isp lacem en ts and  th e  B ilken t Sequence also con­
ta in s  p ixel d isp lacem en ts  w hich a re  unknow n. W hen  th ese  sequences a re  d is­
p layed  a t a  r a te  of 30 fram e s/se co n d , th e  m isre g is tra tio n  of th e  irriciges causes a 
d is tu rb in g  j i t t e r  in th e  scene. W hen  th ey  are  d isp layed  cifter re g is tra tio n  w ith  
th e  near-closed-fo rm  so lu tion  th e y  look steady.
If we com pare  th e  subp ixel d isp lacem en t e s tim a tio n  a lg o rith m s in d e ta il, we 
can  say th a t  for th e  T ex t Sequence, th e  near-closed-fbrrn  so lu tion  perfo rm s th e  
best am ong  th e  five m e th o d s  a t 20 dB  and  10 clB P S N R  levels. A t 5 dB  P S N R , 
p erfo rm an ces of th e  near-closed-forrn  so lu tion  and  cross-co rre la tion  surface in ­
te rp o la tio n  m e th o d s  becom e close to  each o th e r as th e  best tw o a lg o rith m s. T h e  
speed  of th e  a lg o rith m s a re  close to  each o th e r  ex cep t th e  lo g a rith m ic  search  
cilgorithm , w hich is a b o u t tw o tim es slower th a n  th e  o th e r m e th o d s . For th e  
C T  Sequence, th e  near-closed-form  so lu tion  again  gives th e  b est re su lts  am ong  
th e  five m e th o d s  an d  th e  d iffe ren tia tion  m e th o d  closely follows it. S ince we do 
n o t know  th e  a c tu a l d isp lacem en ts in th e  B ilken t Sequence, we can  no t com ­
p a re  th e  d isp lacem en t e s tim a tio n  erro rs  of th e  a lgo rithm s. N evertheless, we 
have observed  th a t  th e  B ilken t Sequence reg istered  w ith  th e  necir-closed-form  
so lu tion  looks s tab le  w hen d isp layed  a t th e  ac tu a l video ra te . W e have also 
n o te d  th a t  th e  sequences do n o t necessarily  have to  be progressive in o rd er to  
be reg is te red  using  th e  near-closed-form  so lu tion . In te rlaced  sequences can  be
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reg is te red  by m o tio n  com pensciting even and  odd  fields w ith in  a fram e and  by 
reg is te rin g  even fields of fram es w ith  resp ec t to  th e  even field of th e  reference 
fram e . T h e  appliccition of th e  near-closed-fo rm  so lu tion  to  th e  d e-in te rlac in g  
p ro b lem  also re su lted  in h igh  q u a lity  s till im ages w hich are  o b ta in ed  from  in ­
te rlaced  fram es.
C h a p te r  4 ex ten d s  th e  a lg o rith m  given in C h a p te r  3 to  accoun t for in te n s ity  
v a ria tio n s  betw een  th e  iniciges. T h e  in ten s ity  varia tions betw een tw o im ages 
a re  m odeled  by m u ltip lica tiv e  (co n tra s t)  cind a d d itiv e  (b righ tness) p a ra m e te rs . 
S im u la tio n s  a re  done b o th  on sy n th e tic  and  real sequences which con ta in  in te n ­
s ity  varia tions . R esu lts  using various T ex t sequences w hich con ta in  d ifferent 
co m b in a tio n s  of in ten s ity  varia tions show th a t  th e  near-closed-fo rm  so lu tion  
o u tp e rfo rm s  th e  o th e r  a lg o rith m s excep t th e  cross-co rre la tion  in te rp o la tio n  
m e th o d , w hich perfo rm s a lm o st as good as th e  near-closed-fo rm  so lu tion . How­
ever, th e  perfo rm an ce  of th e  cross-correla tion  in te rp o la tio n  m e th o d  degrades 
significcintly for th e  C T  Sequence w hereas th e  proposed  so lu tion  s till gives good 
resu lts . T h e  near-closed-fo rm  so lu tion  is ab le  to  e s tim a te  th e  c o n tra s t and  
b righ tness  p a ra m e te rs  a lm ost p erfec tly  for th e  T ex t and  C T  Sequences. T h e  
perfo rm an ce  of th e  p roposed  a lg o rith m  is also very good for th e  real B ilken t-2  
sequence  w hich con ta in s  real in ten s ity  varia tions.
F inally , we can  conclude from  ou r s im u la tio n  resu lts  on various sequences 
th a t  th e  near-closed-fo rm  so lu tion  is th e  only  a lg o rith m  th a t  con sis ten tly  has 
g iven th e  b est re su lts  in all of th e  cases u n d er considera tion .
Som e possib le fu tu re  research  d irec tions in im age re g is tra tio n  are;
•  C o m p e n sa tio n  of m isreg is tra tio n s  in im age sequences w ith  subp ixel ac­
cu racy  w here th e  m isreg is tra tio n s  are  m odeled  by a  com plex  m o tio n  such 
as affine m otion .
•  A p p lic a tio n  of subp ixel im age reg is tra tio n  to  m u lti-m o d a l reg is tra tio n  
of m ed ical im ages, i.e ., th e  reg is tra tio n  a n d /o r  fusion of M R ! and  C T  
im ages of th e  sam e p a tie n t belonging  to  th e  sam e region of th e  body, ft
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is e x p ec ted  th a t  w avelet or ed g e-m atch ing  based  techn iques  m ig h t give 
good resu lts  for d a ta  fusion.
•  R em oval of th e  un stead in ess  in  a  sequence w hile track in g  th e  in ten d ed  
m o tio n  of th e  cam era . In th is  way, th e  in ten d ed  m o tion  in th e  scene can 
be p reserved  w hile e lim in a tin g  th e  j i t te r .
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APPENDIX A
PHASE CORRELATION 
ALGORITHM
Let th e  re la tio n  betw een  tw o im ages in th e  spaticil dom ain  be as follows:
Siirii.n^) =  s-ziriy +  di,ri2 +  i/2 ), ni,?i2,d|, i/2 e 2^ .
T h e n , th e ir  re la tion  in th e  frequency  dom ain  can  be expressed  as:
(A .l)
5 'i(tc i,rc2 ) =  (A .2)
T liis  m ean s, th e  F ourier tran sfo rm s of th e  tw o inicigcs differ only by a phase  d if­
ference w hich is relcited to  th e ir  re la tiv e  d isp lacem en t. Now, if th e  no rm alized  
cross-pow er sp e c tru m  is ca lcu la ted .
C{;Wi,'W2) =
'Sl{wi,l02)S2{wi,W2) r/j -\-W'2d2) (A .3)
Sl{l0i,l02)S2{uh,U)2)
th e  e x p o n en tia l te rm  w hich charac te rizes th e  d isp lacem en ts  is e x tra c te d . If we 
ta k e  th e  inverse F ourier tran sfo rm  of th e  above ex p o n en tia l fu nc tion , we are  
left w ith  th e  phcise-correlcition function .
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c{ni,n2) =  S{ni — cli,n2 — d2). (A-4)
T h e  lo ca tio n  of th e  peak  of th is  d e lta  fun c tio n  gives us th e  d isp lacem en t p a ­
ra m e te rs  ( d i ,d 2). A sam p le  p hase-co rre la tion  function  is shown in F ig u re  A .l 
w hich belongs to  a  40 x  40 block of tw o im ages w hich a re  re la tiv e ly  sh ifted . 
T h e  p eak  of th e  phase  co rre la tion  has been  sh ifted  to  th e  loca tion  (23, 23) for 
b e t te r  v isua liza tion .
Phase correlation
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F igu re  A .l : T h e  ph ase-co rre la tio n  func tion  for a  40 x 40 block of two im ages 
w hich a re  re la tiv e ly  sh ifted .
If we do n o t em ploy  n o rm aliza tio n  in (A .3) we o b ta in  th e  cross-co rre la tion  
fu n c tio n
C{Wi,W2) =  Sl{Wi,W2)S2{Wi,W2)· (^ -5 )
U sing (A .2), i t  can  also be w ritte n  as,
C(wi,W2) =  I S2{wul02) P . (A .6)
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APPENDIX B
EXISTING SUBPIXEL 
DISPLACEMENT
ESTIMATION METHODS
B .l Phase-correlation and Cross-correlation 
Surface Interpolation
T lie  p h ase -co rre la tio n  an d  cross-correla tion  a lg o rith in s  can be (ixtended to  
give subp ixel a cc u ra te  d isp lacem en t vectors using p hase-co rre la tion  and  cross- 
correlcition su rface in te rp o la tio n  m eth o d s. T h e  following approcich is th e  sam e 
for b o th  phase -co rre la tio n  and  cross-correlcition in te rp o la tio n  m e th o d s.
S uppose th e  peak  of th e  phase  co rre la tion  function  has Ireen d e te c te d  a t a  
lo ca tio n  (.Tojj/o) w ith  an  a m p litu d e  of co,o as described  in A ppend ix  A w hich 
is d e m o n s tra te d  in F ig u re  B .l .
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х я o,m
X -
с m,o
-X-
Яо,о
X
‘^ ρ,ο
X  Ο^,ρ
F ig u re  B .l :  T h e  p hase-co rre la tion  surface in te rp o la tio n  po in ts.
T h e  four ne ighbouring  po in ts  aro u n d  th e  loca tion  of th e  p h ase-co rre la tion  
fu n c tio n  p eak  a re  chosen to  fit a  surface. So, a  qucidratic surface w hich passes 
th ro u g h  th e  five p o in ts  (show n in F igu re  B .l ,  w ith  am p litu d es  co,o, Cmfl·, 
C(),p, cuid Cpfl) is to  be d e te rm in ed . T h e  ecpiation of th e  q u a d ra tic  surface to  be 
f it te d  is.
f { x ,  y) =  -b ayyx/ -f a^yXy +  a^x -f- a,jy -f a.
N o te  th a t  (B .l)  con ta in s  six unknow ns to  be d e te rm in e d , nam ely
(B .l)
*^ yyi (^ xy■)
Clx , ily cind a , b u t we have only  five po in ts. So, one of th e  unknow ns is chosen
as a  free p a ra m e te r , i.e ., a^ y — 0. T h e  in fo rm atio n  tlm t we have is,
/ ( 0. 0) — <^0,0
/ ( 1, 0) ~  >^,0
/ ( 0. 1)
/ ( - 1. 0)
/ ( O . - l ) — ^0,m
(B .2)
Using (B .l)  and  (B .2), th e  following linear sy stem  is o b ta in ed ,
0 0 0 0 1
1 0  1 0 1
0 1 0  1 1
1 0 - 1  0 1
0 1 0 - 1 1
“ ~
^xx -^0,0
йуу
a-x —
Cl У
'\
Л^?г,0
a
(B .3)
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T h e  p a ra m e te rs  a.XX·) y^y·) x^y-) cix , ay and  a are  found from  (B .3) as
X^X - 1 0.5 0 0.5 0
ayy - 1 0 0.5 0 0.5
(lx = 0 0.5 0 - 0 . 5 0
(ly 0 0 0.5 0 - 0 . 5
a 1 0 0 0 0
^0,0
Co,7; 
C?n,0
Co, 772
(B .4)
T h e n , to  d e te rm in e  th e  subp ixel location  w here th e  q u a d ra tic  func tion  (B .l)  
takes its  m a x im u m  value, th e  derivatives of (B .l)  w ith  resp ec t to  x ¿md xj cire 
found  and  e q u a te d  to  zero .i.e ..
d f {x ,y )
dx
d f { x , y )
dy
O^iXxX T  Ua; — 0 
^ v^yV T
(B .5)
w here x* an d  y* d en o te  th e  coo rd ina tes of th e  subp ixel rriciximum. F rom  (B .4) 
and  (B .5 ), th e  subp ixel d ispb icem en ts are  found as
a;* =
2/* =
2a n- (B .6)
2a yy
B.2 Logarithmic Search Method
in  lo g a rith m ic  search , a  p red e te rm in ed  subse t of subp ixel d isp lacem en ts  are  
searched  dow n to  th e  desired  accu racy  and  th e  m ean  squared  e rro r crite rion  
is ev a lu a ted . F ig u re  B .2 illu s tra te s  th e  th ree -step  lo g a rith m ic  search . Crosses 
d en o te  th e  ac tu a l p ixel locations. In th e  first pass, th e  subp ixel d isp lacem en ts  
show n w ith  squares a t 1/2 p ixel positions and  th e  cen te r location  ¿ire te sted . 
T h is  is done by sh ifting  th e  fram e to  be reg istered  by th e  subp ixel d isp lacem en t 
a t h an d  using  b ilinear in te rp o la tio n . T h e .Joca tion  which m inim izes th e  M SE 
( th e  shaded  square) is chosen as th e  cen te r for th e  n ex t pciss. T h en , for 1 /4  pixel 
accuracy , th e  h o rizon ta l and  vertica l d istances a re  halved  and  th e  locations
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aro u n d  th e  sh ad ed  square , show n w ith  circles are  eva lua ted . L et th e  filled circ le 
be th e  one th a t  m in im izes th e  M SE am ong  th em . F inally , th e  d is ta n ce  is again  
halved  an d  th e  loccitions show n w ith  triang les a re  te s ted  for 1/8 p ixel accuracy. 
T h e  disiDlacement th a t  m in im izes th e  M SE is chosen as th e  a c tu a l subp ixel sh ift 
( th e  b lack  trian g le ). T h is  process can  be ex ten d ed  if m ore aecu racy  is desired .
L o g arith m ic  search  m e th o d s  m ay  give suboptinicil resu lts  b u t th e y  a re  m uch 
fa s te r  th a n  th e  ex h au stiv e  search  irie thod . For an  accu racy  of 2“ ” pixels, 
9 +  8(?7. — 1) d ifferen t d isp lacem en ts  should  be eva lua ted . T h is corresponds to  a  
to ta l of 9AfiAf2[9+ 8(?7 —1)] m u ltip lica tio n s  and  51Vi A^ 2[9+ 8(?7 —1)] su m m atio n s . 
N o te  th a t  th is  n u m b er increases approx irm ite ly  linearly  w ith  n.
F igu re  B.2: L ogarithm ic  (th ree -s tep  search)
B.3 Differentiation Method
D ifferen t app roaches to  th e  d ifferen tia tion  m e th o d  ex ist in th e  li te ra tu re  [13, 
29]. T h e  m e th o d  th a t  uses th e  o p tica l flow eq u a tio n  will be described  here  [29]. 
T h e  o p tic a l flow e q u a tio n  resides on th e  assu m p tio n  th a t  th e  in ten s ity  rem ains 
constcuit a long a m o tio n  tra jec to ry . Let 6’(o;i, :C2, t) deno te  th e  con tinuous im age 
a t tim e  t. T h e n , th e  above stcitem ent can be expressed  as :
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ds{xi,X2,t)
dt
U sing th e  chain  ru le  of d ifferen tia tion :
=  0 . (B .7)
ds{xi ,X2,t) ds[xi,X2,t) , , ,  , ds{xy,X2,t) ^
----------------- Vi{Xi,X2,t) +  ------ ----------- V2[XuX2,t) +  —  ^ =  0. (B .8)
w here vi{xy,X2-, t) =  dxy/dt and  V2{x\,X2, t) — dx2ldt a re  th e  co inponen ts  of 
th e  co o rd in a te  velocity  vector.
T h e  L ucas and  K anade  m e th o d  [29] assum es th a t  th e  m o tion  vecto r is 
c o n s ta n t over a  b lock of p ixels B. T h is cissum ption is su ita b le  to  our re g is tra tio n  
p u rp o ses  because  we a re  looking for a  global displcicernent vecto r w hich is valid 
for th e  w hole im age; th a t  is
v ( x , t )  =  v ( t )  =  [ui(Z) ^2(0 ]"' yiEB.  (B-9)
w here x  =  [xi X2]· T h e  e rro r in th e  op tic id  flow e q u a tio n  over a  block of pixels 
is given as:
XG0 dxy
(9s(x, t) 
dx2
cTs(x, t)' 
~~dt
biO )
If th e  p a r t ia l  deriva tives of (B .IO) w ith  resp ec t to  u i( i)  and  V2{t) are  set equal 
to  zero:
V - /<9s ( x , t ) .  ds{x,t)^ ds{yi,t)\ a.s(x,Z)
E  ( ^ T — +
x e t 3 dx\ dt )  Ox I 
ds(x,t)\ ds(x, t)
xeB dt dx2
0. ( B . f l )
sclivin g these equations for th e estim ated  velocity  Vcilues vyit)  and V2 (t):
Vi{t)
V2{t)
E ds{x,t) ds{x,t)dxi dxi ^
E ds{x,t) ds(x,t)X^^ dxi dx'2
ds{x^t) ds{Xyt) 
X^^ dxi dx'2
ds{x,i) ds{x,t)  
X^^ dx2 dx2
- 1
E ds{x,t) ds{x,t)  x e /5  dt
E dsjxj.)  ds{X;t) X^ ’^ 0x2 Ox I
(B .12)
'Lhis gives us th e  d isp lacem en t betw een tw o fram es w ith  subp ixel accuracy.
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APPENDIX C
FORMULAS USED IN THE 
NEAR-CLOSED-FORM
SOLUTION
C .l Basic Summations
In th e  following, th e  su m m atio n s  are over ni,ri2 6 B and  th e  resu lts  ol tlie  
su m m a tio n s  are  no rm alized  by N1 N2· T hus, for exam ple,
1
J2siini,n2)  =
N 1 N2 ^  ^ 711,712 Eb
T h e  defin ition  of th e  basic su m m atio n s  are  now given as follows.
^ 0,0 =  X]·Sı(7гı,n2),
^ 0,0; 0,0 =  si(rii,n2)·,
Bo,0; i,j = Si(7li,n2)s2(ni +  i, II2 +  j ) ,  i , j  = - 1, 0, 1,
Bi,j = Y  S2(ni +  i, n.2 +  j) , i , j  = - 1, 0, 1,
(C.l
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D i j -  k,( — +  j )'S2(^ *'I -l·k,n2 +  ¿), i , j , k , i — —1 , 0 ,1 ,  (i,k),(j,£) ^  ( ± 1 , ^ 1 ) .
W e n o te  th a t  th e  to ta l n u m b er of d is tin c t basic su m m a tio n s  is 49 
(1 + 1 + 9 + 9 + 2 9 ) .
C.2 MSE Coefficients
In  th e  following, we express C o \ . . . ,C s  \ in  te rm s of th e  basic sum rm itions. 
T h e  sca la rs  /  and  J are  d e te rm in e d  by th e  q u a d ra n t n u m b e r as defined in 
C hcipter 2.
Mi) _Uq —
C ?  =
6f ) =
c f  ’ =  
d ‘* =
cdO _Oq —
M ‘) -U7 —
M i )  _Ug —
A),0; 0,0 — 2i?0,0; 0,0 +  -^ 0^,0; 0,0,
2 /( i? 0 ,0 ;  0,0 — Bofi·, 1,0 — T>0,0; 0,0 +  T>0, 0; / ,o ) ,
2 J ( 5 o ,0 ;  0,0 -  ^0,0; 0,J ~  ^0,0; 0,0 +  ^0,0; 0 ,j),
0,0 +  Bo  ,0; /,0 +  Bo  ,0; 0,J “  Bo,0; 1,J 
+ 2 jDo,0; 0,0 — 2D o,0; 1,0 — 2Z>0,0; Q,J +  B q,0·, I,.I +  Bl^O; 0, j ) ,
B o ,0; 0,0 — 2 D o ,0; 1,0 +  D [fl ·  / ,0,
T>0,0; 0,0 — 2D o,0; 0, J  +  B>o,J· 0,J,
‘l J {  — D o ,0·, 0,0 +  2Z)o,0; /,0 +  ^ 0,0; 0,J “  ^ 0,0; /,./ ~  -^ / ,0; 7,0 ~  -^7,0; 0,.7 +  ^7,0; I , j ) i  
2 / (  — B o ,0·, 0,0 +  B o ,0; 7,0 +  2Zfo,0; 0,7 B o ,0; I , J  B [ f l -  o,.7 ~  Bo,J·, 0,J  +  Bo,.J; I,,l)·:
D o ,0·, 0,0 -  2jDo,0; 7,0 “  2Do,0; 0,7 +  2f2o,0; 7,7 +  ^^7,0; 7,0 +  2 7 9 /,O; 0,7 
- 2 7 9 / ,0 ;  /,7  + T9o,7; 0,7 ~ 279q,7; 7,7 + 79/,./; / , ./ .
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C.3 The Coefficients of the Fifth Order Poly­
nomial
In th e  following, we give th e  expressions for in te rm s of
Ci \ . . . ,  For n o ta tio n a l sim plicity , we o m it th e  su p ersc rip t in th e  fol­
low ing eq u a tio n s  as th e  expressions a re  th e  sam e for each i =  1, 2, 3 ,4 .
Eo =  - 46 2^6^ 4 +  26''i6''36h -  ClC\
Er = -8C lC , + 4C'iC'4C'r + 2CiC, -  SCMCe -  ‘¿C'fCs
E2 = 2 CiCeCr -  4C'2C'^  -f- ClCe -  8C2C4CS -  lQC.iC\C\s -  2C', C'3C'8 + 6(7361,6V
E:, =  -SC^CeCs +  -  16646563 +  4636367 -  8656 ,^
E ,{ =  36367 — 46268 ~  16656363 -f 263676*3 
65 =  267^63 -  8656I
C.4 The Coefficients for Contrast and Bright-
Let
ness Parameters
A  = /10,0; 0,0 — 4lo,o
'rh e n
Gq  ^ — A[Bo,o; 0,0 “  2io,oBo;0,0
G'4  ^ =  7A[.£lo,o; 1,0 — Bofl- 0,0 ~  4lo,o(77/,o A ),o )]
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Cf2  ^ — J A [ 5 o ,0 ;  0 ,J  — ^ 0 ,0 ;  0,0 ~  A o o^ { D q , J  ~  -^ 0 ,o )]
~  0,0 — -®0,0; /,0 — -^0,0; 0,J +  £^0,0; /,./ ~  ^0,o(-i^0,0 ~  ^ !,0 ~  ^0,J  +  ^^I,j)]
and
Hq  ^ — A[Ao,0; 0,0-i^ 0,0 — 0^,0-^ 0,0; 0,'0J
n [   ^ — /A [ / l o ,0; 0,o(£*/,0 -  Dofi) — AofiiBofl. /_o -  B q,0·, o,o)]
= J A[y4 o,0; 0,o(Do,J — Dofl) — Ao,o(A),0; 0,J -  Bofi; o,o)]
/4 ') = /./A[/lo,o; o,o(I^ o,o -  Di,o -  Do,j + Dj,.,)
—  ^ 0 ,o (-i^ O ,0 ; 0 ,0  —  -£^0,0; 1,0 ~  ¡^0,0; 0 , J  +  ^^0,0; i , j ) ]
In th e  above, th e  scalars /  and  J a re  again  d e te rm in ed  by th e  q u a d ra n t n u m b er 
i as g iven in Chcipter 2.
C.5 MSE Coefficients in the Case of Intensity 
Variations
In th e  follow ing, we give th e  expressions for C q \ . . . ,  in te rm s ol th e  basic 
su m m a tio n s . T h e  scalars I  and  J a re  d e te rm in e d  l:)y th e  q u a d ra n t n u m b er as 
deh iied  in C h a p te r  2.
=  I I q +  2 I I o G o A o f l  + G ' q ^ o ,o ; o ,o  "■ 2Co£lo,0; o,o ~  ' 2 I I o D o ,o  + Co,o; o,o 
c [ ‘^  = 2 [//o//l + {HqGi T / / iCo)^ 1o,0 + CoCi Ao,0; 0,0 + (C'o — Ci ) /lo,0; 0,0 ~ Coiyo,0; /,0 
+(/7o — Hi)Dofl — Do,o; 0,0 + G>o,o· i,o -  HoDj,o]
C'2’  ^ =: 2 [7£o-££2 + {H0G2 + H2Go)Ao,0 + GoC'2 1^o,0; 0,0 + (Go -  G2)Bo,0; 0,0 — GoBo,0·, 0,./
+ (//o ~ H2)Do,0 — £lo,0; 0,0 + ^0,0; 0,./ ~ HoDo,j]
C’.fo = 2[H\H2 + HoH'i + (H1G2 + H2G1 + H0G3 + Il:iGo)Ao,o + {G1G2 + C'o6 ’3 )Ao,o; 0,0
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+ (G 'i +  Cr'2 ~  — Go)Bofl· 0,0 +  [ G q — G 2)-B o,o·, /,0
-\-{G q — G \)B o fi·  o,j — GoBofl-
+  { H l  +  Я 2 — Я 3 — Ho)Do,0 +  2Яо,0; 0,0 -  27^0 ,0 ; 1,0 — 2/7o,0; 0,,/ +  77(),0; 
+ (Я о  -  H 2 ) D i ,o +  77/,0; 0,./ +  (Яо -  7/ i ) 7Jo ,j -  H o D i, j]
C 'P  =  Я ?  +  2 H ,G yA o ,o  +  6’?Ло,о; о,о +  2 С7 іЯо,о;о,о -  2 С7 іЯо,о; /,о 
+2ЯхЯо,о +  77о,о; 0,0 ~  2Яо,о; 1,0 — 2 Я іЯ /,о  +  7J/,o; /,о 
6"^ =  7/ |  +  ‘¿ IL iG 'iA o f l  +  6’2^0,0; 0,0 +  20'іЯо,0;0,0 -  26"277о,0; 0,J 
+  2 Я 2^ о,0 +  Яо,0; 0,0 ~  2 Яо,0 ; О,,7 ~  +  Яо,7 ; О,,7
6Ѵ.(О 2 [77іЯз + (H3G1 + 7/іС'з)Ло,о + 77іОз/Іо,о; о,о
С (О
— (Gy — 0 'з)Яо,0; 0,0 + (Gy — 77з)Яо,0; 7,0 
+ 6 ’іЯо,о; o ,j  -  G yB ofi .  i^j -  (Н у  -  H:í ) D o,o
— Яо,0; 0,0 +  2Яо,0; 7,0 +  Яо.О; 0,J 
- Я о , 0; 7,J +  ( Я і  -  Нз)ОіА -  Я / , 0; 7,0 
- Я / , 0; о„7 +  Я / ,0; / , j  +  H iD oj  -  HyDi^j]
2 [Н2ІІз +  (II3G2 +  772б'з)Ло,0 +  <^ 2<^ ':Ио,0; 0,0
— (G2 — С'з)Яо,0; 0,0 +  (Cf2 -  <^з)Яо,0; 0,.7 
+ С ' 2 Я о , о ;  7,0 -  G 2 B o ,o -, i ,j  ~  ( Я г  -  П з ) О о , о
— Do,0\ 0,0 + 2Яо,0; 0,J + -С*0,0; 7,0 
-Do,o-, i , J  + (ßi ~ fh)B>o,j -  Bo,./; o,J  
-D q,J; 1,0 + B o ,J ;  I , J  + H2D/,o -  H2Dj,j ]
=  IÍ3 +  2Я з(?зЛ о ;0  +  ^3^0,0; 0,0 ~ 20з77о,0; 0,0
+ 2 0 з Я о , 0 ;  7,0 +  2 С з Я о , 0 ;  О,.7 ~  2 6 з Я о , 0 ;  l , J
— 2Н з В о , 0  4" В о ,0; 0,0 ~ 2 Яо,0; 7,0
- 2 В о , о ;  0,J  +  2Яо,о; I , J  +  277зЯ /,о  +  Β/,ο-, j,o 
-\-2Bl,0; о,J  ~  ¿Β /,Ο ; I , J
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+2//3-Do,J -  +  Dq^j.^ o,j  -  2Do,j; i,j +  Di j^. /,,/
C.6 The Coefficients for the Brightness Pa­
rameter
— A),0 — ^0,0
i i P =  /(7^z,o -  Do,o)
=  J { D o , j  -  Do,o)
=  I J ( D o ,0 ~  D  1,0
In th e  above, th e  scalars I and  J  cire ¿igciin d e te rm in ed  th e  q u a d ra n t nu m b er 
i as g iven in C h a p te r  2.
C.7 The Coefficients for the Contrast Param­
eter
Gq^  — Bofi; 0,oMo,0; 0,0
=  HBo,0·, 1,0 — Bofi- 0,o )M o ,0; 0,0 
G [ ‘  ^ =  J ( B o ,6 ·, 0,J — Bo,0·, 0,o )M o ,0; 0,0
G'3^  = IJ{Bo,0·, 0,0 — -00,0; 1,0 — Bofl. 0,./ + Bo,0·, / , . / ) / / l o , 0; 0,0
In th e  cibove, th e  scalars I and  J  are  again  de te rm in ed  l^y th e  ([uadrcmt numloer 
i as g iven in C h a p te r  2.
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