There are 3,091 counties in TSAM serving as the zones of travel activity in the continental United States. The trip-generation output is made up of two 3091 vectors: one for attractions and the other for productions for each county. Trip distribution fills up the cells between the vectors, creating a person-trip interchange table of demand between the two counties. Mode choice splits the demand between each county by mode of transportation. The mode choice model in TSAM and this paper estimates both the demand by mode between counties and the demand flows in the airport network associated with the counties. This is achieved by embedding an airport choice model in the mode choice model. Hence the model is both a mode choice and a partial trip assignment model. The framework for the process is shown in Figure 1 . The modes of transportation considered in the TSAM model are commercial airline, automobile, SATS, and train. However, the focus in this paper is on the baseline model, which has only automobile and commercial airline modes. The trip assignment in TSAM involves converting the airport-to-airport person trips into aircraft operations, generating flights by using a time-of-day profile, and loading the flights on the National Airspace System to estimate the impact of aircraft operations in the system. The complete travel demand model is fully documented elsewhere (1-3).
In 2000, the National Aeronautics and Space Administration (NASA) proposed to Congress the development of a small aircraft transportation system (SATS) to harness the potential of the nation's vast network of underutilized airports. As part of the SATS program, NASA assigned the Air Transportation Systems Laboratory at Virginia Polytechnic Institute and State University (Virginia Tech) the task of developing a transportation systems analysis model to estimate the demand for SATS vehicles. Virginia Tech used the classical four-step transportation planning procedure to develop a framework called the transportation systems analysis model (TSAM) to estimate demand for intercity trips when a novel mode of transportation such as SATS is introduced. The four-step planning model is a sequential demand forecasting model made up of trip generation, trip distribution, mode choice, and trip assignment.
Trip generation estimates the number of trips produced and attracted to each zone of activity by trip purpose. Trip distribution estimates origin-destination flows, thereby linking trip ends from the trip generation to form trip interchanges between zones. Mode choice estimates the percentage of travelers by using each mode of transportation between each origin-destination pair. Trip assignment loads the origin-destination flows of each mode on specific routes through the respective transportation networks.
hierarchically nest a set of trip frequency, trip destination, mode choice, and fare class choice models by using log-sum values and the 1997 NTS database (7) . All the models had automobile, air, bus, and rail as their set of transportation models. Details of the four models and the variables in their utility function are summarized in Table 1 .
Traveler mode choice information was extracted from the NTS surveys. However, these surveys did not contain information on levelof-service variables. Thus the authors developed synthetic travel time and cost data from published fare and schedule guides, such as the official airline, railroad, and bus guides. They all restricted their analysis to trips starting and ending in metropolitan statistical areas (MSAs). The main reason for this is that trips in the surveys are identified only by state and whether they are in an MSA. It is very difficult to estimate travel times and costs for any trip originating or ending in non-MSA areas given the size of most states.
All model coefficients had the expected signs; however, in the case of the two multinomial logit models, the elasticity estimates were counterintuitive. The authors attributed model weaknesses to the poor quality of the NTS data and to tenuous assumptions made in derivation of the level of service variables. Koppelman et al. also noted that a high level of geographic aggregation, poor information on the choice set, and lack of service variables are additional limitations in the development of robust models (8) . The issue of elasticity estimates of multinomial logit models and their appropriateness for forecasting and sensitivity analysis are discussed later.
The major constraints in developing credible models are related more to the NTS databases than the modeling techniques. The two major issues are the restriction of the minimum level of geographical detail to MSA and the absence of information related to airports and access and egress distances to airports and terminals. Koppel- man and Hirsh expounded on the data requirements for researchers and practitioners to develop accurate and useful intercity travel demand models (9) . However, there appears to be no attempt by any of the key federal agencies (Census Bureau or BTS) to collect such data.
The mode choice models presented in this paper extend the work of national-level intercity travel demand modeling in three dimensions. The spatial extent of the model is extended to include non-MSA areas so the model can be applied nationally. Second, an airport choice model is implemented with the mode choice so that the model can estimate market share of the airport network to make it more useful to policy makers. Third, level-of-service variables are aggregated at the county level, giving the model a broader scope since county socioeconomic variable forecasts exists at this level. This is the first national level, intercity, multimode choice model to model both mode choice and airport choice at the county level in the United States.
Review of Logit Models
McFadden (10) developed the multinomial logit model based on Luce's (11) axiom of independence of irrelevant alternatives (IIA). The model assumed an underlying Gumbel distribution and a random sample that is independent and identically distributed (IID), implying that the alternatives being considered are independent of each other and have the same variance. The multinomial logit probability has the form shown in Equation 1:
It is clear from Equation 1 that for any two alternatives k and l, the ratio of their probabilities is independent of any other alternatives in the model. The constant nature of this ratio regardless of the presence of other alternatives, however, produces unrealistic substitution patterns associated with the IIA property. Ben-Akiva and Lerman used the now-famous red bus-blue bus problem to show how IIA produces wrong estimates when a new mode with similar characteristics is introduced into the choice set (12) . IIA also affects cross-elasticity estimates of the model. Consider the impact of the change in an attribute of an alternative j on the probability P ni of all other alternatives in the model. The change in P ni with respect to a change in the attribute of j is given as Equation 2 (13): where Z nj is the attribute of alternative j faced by individual n, and β z is its coefficient. Since the cross elasticity is the same for all i, the implication is that an improvement in any one alternative reduces the probabilities of all the other alternatives by the same amount (that is, E iZ nj is fixed for all i). This means that if a model has three alternatives, and a policy is implemented to improve one mode, the multinomial logit model will draw the same percentage from the remaining modes. Such a result is unrealistic, and it is not surprising that elasticity estimates from Grayson's (5) and Stopher's (4) multinomial logit models did not yield intuitive estimates. The multinomial logit model is analytically tractable because of its closed form; however, the IIA property renders it unsuitable for policy studies that seek to investigate the impact of improving or introducing new alternatives. To develop more flexible empirical models, there has been a shift toward relaxing the independence or identical distribution assumptions while maintaining the analytically closed form of the model.
The first attempt was the nested logit model that relaxes the independence assumption by grouping similar alternatives into nests (14, 15) . Other models that relax the independence assumption are cross-nested logits (16, 17 ) , ordered generalized extreme value models (18, 19 ), Chu's paired combinatorial logit (20) , and Wen and Koppelman's generalized nested logit (21) . McFadden specified a generalized extreme value (GEV) joint distribution that allows for any form of correlation that is an overarching framework over all these models, including the logit model.
A detailed discussion on GEV models is available from Train (13) and Ben-Akiva and Lerman (12) . By using the GEV framework that the nested logit model has choice probability of the form in Equation 3,  where Y i = e v i and G is a function with well defined properties that depends on Y i and can be denoted (13) , pp. 97-100, for complete derivation; j ∈ B k implies alternative j belongs to nest B k .
Clearly, for any two alternatives i ∈ B k and m ∈ B l in different nests, and IIA does not hold because the ratio of their probabilities are tied to all alternatives in their respective nests. However, since the ratio applies only to alternatives within nests, there is a form of IIA referred to as independence from irrelevant nests. If the two alternatives are in the same nest (i.e., k = l), then
The ratio of their probabilities is independent of all other alternatives, so for the nested logit, IIA holds only within nests. The nested logit model is part of the GEV family and is the most frequently used because of its ability to overcome the IIA weakness while maintaining an analytically tractable and closed form.
More recently, the heteroskedastic extreme value was developed to relax the identical distribution assumption (22) (23) (24) . Logically, the next step was to develop a model that relaxes both independence and identical distribution simultaneously. These models belong to the class of mixed logits.
There are two versions of mixed logit models in the literature: the random-coefficients and the error-components specifications. The specifications differ by the behavioral mechanism the researcher uses to justify the interpretation of the model, but statistically the models are equivalent. The random-coefficients model is presented first, and then it is shown that the error-components specification is just a different viewing angle of the same statistical model.
Random-Coefficients Mixed Logit
In all logit models considered so far, the utility takes the form U nj = αx nj + ⑀ nj , where x nj is a vector of attributes that relate to the individual n and alternatives j. The error term ⑀ nj is IID extreme value. The coefficient α is fixed for each attribute x nj . In the random-coefficients mixed logit in Equation 5 , the vector of coefficients α n is not fixed but rather varies over individuals n with a density f(α).
The decision maker knows the complete value of their utility in the form of the values of α n and ⑀ nj and selects the alternative with the highest utility; however, the researcher observes only the choice and the x nj but not coefficients α n and error term ⑀ nj . The unconditional probability over all possible values of α n takes the form shown in Equation 6:
The researcher specifies a distribution for the coefficients α n and estimates the parameters of the distributions (say, mean and variance). The utility function takes the form of a weighted average of the logit formula estimated at different values of α with weights given by the density f(α), as shown in Equation 6 . Common distributions used in practice are the normal, lognormal, triangular, and uniform.
Error-Components Mixed Logit
The error-components form of the mixed logit decomposes the utility into fixed and random components, as shown in Equation 7 : where x nj , z nj = vectors of observed variables relating to alternative j, δ = vector of fixed coefficients, β = vector of random terms with zero mean, and ⑀ nj = IID extreme value.
The variables in z nj are the ones referred to as error components since they are correlated with the IID error ⑀ nj . Together they define the stochastic components of the utility (β′ n z nj + ⑀ nj ). Now, consider the distribution of α n from Equation 5 with mean δ′ and standard deviation β′ n ; clearly the utility becomes U nj = δ′ x nj + β′ n x nj + ⑀ nj such that if x nj is replaced with z nj in the second term, the two models are equivalent statistically.
McFadden and Train showed that the mixed logit is capable of approximating the full family of logit models with the appropriate choice of mixing distributions (25) . Early mixed logit applications were developed by Boyd and Mellman (26) and Cardell and Dunbar (27) , and since then mixed logits have been actively use for model choice modeling (28) (29) (30) . The flexibility gained by relaxing the restrictive assumptions, however, is offset by the need to use simulation techniques in estimation as the mixed logit model. This paper uses the 1995 American Travel Survey (ATS) to develop a set of nested and mixed logit models. Strengths of these models include the ability to predict how market share changes with policy,
the ability to overcome the IIA structure, and the ease of integrating new modes of transportation in the model. Different variables are considered, such as whether trips start or end in an MSA area and standard level-of-service variables such as travel time, cost, and household income used in past national-level travel demand models. Data from a stated preference travel survey conducted by Virginia Tech are used to supplement the ATS survey to improve the model fit (3). Currently, policy makers and planners have only national or regional level statistics to plan policies for a system spanning several geographical areas with different characteristics. In cases in which localized studies are implemented to supplement regional level statistics, the outputs usually are not transferable spatially. Therefore, this study developed a nationwide multimode travel demand model at the county-to-county level to improve the decision-making ability of policy makers and planners.
METHODOLOGY
The main output of any logit model is an estimate of the probability in Equation 8: where P i is the probability of using mode of transportation i and V i the utility value associated with mode i with the form where X ij is the j variable in the model and α j are the model coefficients. Calibration of the model involves estimating coefficients α j that give a best fit to the observed data.
ATS Data
In this analysis, the 1995 ATS constitutes the source of traveler information supplemented with a random survey of 2,000 records designed and conducted by the authors. The ATS is a survey of long-distance trips with route distance greater then 100 mi (one way) conducted by the Bureau of the Census for the Bureau of Transportation Statistics (31) . The database has 556,026 person-trip records and 348 variables or fields for each record. Like the NTS, ATS has information on choices travelers made but has little information on the levelof-service variables. To calibrate the proposed models, synthetic level-of-service variables were generated from external data sources, as explained in the next section. ATS data are released at two levels: the actual database of 556,026 records and published summary statistics projected from the sample. The ATS market share curves shown in Figure 2 indicate that travelers tend to switch to faster modes of transportation for long trips and that level of income is a factor in the switch. High-income travelers tend to switch to the faster model earlier than do low-income travelers. This is the basis for stratifying the travel cost variable in the utility function by income level.
Development of Logit Model
In developing the logit model, it was decided to incorporate airport choice into the mode choice model because this approach allows the
Ashiabor, Baik, and Trani 5 estimation of both market share for commercial aviation between the counties and market share between airline routes available to county travelers. With this approach, the applied model yields a county-tocounty commercial airline demand table and an airport-to-airport demand table. The latter is more useful to policy makers.
The form of the model is as follows. Given any county pair, associate a set of airports with the county. Next create a set of feasible commercial airline routes for the county pair. Each route is characterized by the door-to-door level-of-service variables access (i.e., travel times and costs). The variables include costs such as the access and processing times at the origin and destination airports and travel time and cost between the airports. Each commercial airline route enters the nested logit model as an alternative, as shown in Figure 3 . The airport choice model is thus implicitly embedded in the model choice model. Separate models were calibrated for business and nonbusiness travelers. The impact of income on the behavior of travelers is incorporated in the model by splitting travelers into five income categories and incorporating the categories into the structure of the cost variable in the utility function.
Form of Utility Function

Nested Logit Utility Function
After experimentation with various forms, the utility structure in Figure 3 where U ij klm = utility value of a trip maker of income group l traveling from origin county i to destination county j by using mode of transportation k, α 0 = travel time coefficient, α 1 , α 2 , α 3 , α 4 , α 5 = travel cost coefficients for five income groups, and α 6 = dummy variable related to trip length.
For an individual in a specific income group, only the travel time and cost of that individual enter the utility expression, and other costs are set to zero. Travel costs are therefore analogous to dummy coefficients in a regression model. The short trip dummy is based on empirical examination of travelers' choice patterns observed in the ATS data. An extension of the model is tested with a dummy variable for whether the trip originates in an MSA area, as shown in Equation 11: where regiondummy k ij is a region-specific dummy. 
Mixed Logit Utility Function
The variables in the mixed logit utility function are the same as the nested logit formulations explained earlier. The difference is in the fact that the time coefficient is no longer fixed, and the mixed logit has no nests. Hence the airline routes and automobile are all at the same level. To illustrate, the form of the mixed logit form of the first model is rewritten as where α 0 is the fixed coefficient for travel time and α 0 is the random component. The travel time parameter in the mixed logit application was modeled by using a normal distribution.
The nested logit and mixed logit models are calibrated by using the PROC MDC function in the SAS statistical software (32) . SAS provides goodness-of-fit estimates in the form of various R-squared values and loglikelihood ratios, and p-values for each coefficient.
Estimating Synthetic Automobile Travel Times and Costs
Automobile drive times between all 3,091 counties in the United States were estimated by using Microsoft MapPoint software (33). This generates a 3091 × 3091 table of drive times sorted by state name and county name. Each row represents all the trips from one county to all the other counties in the United States. The Virginia Tech travel surveys indicate that travelers tend to stop for an overnight stay after 8 and 10 h for business and nonbusiness trips, respectively. This was used to adjust the drive time to obtain a total travel time between counties. This level of detail is adequate for applying the calibrated model in TSAM. However, since the lowest level of geographical detail in the ATS is the MSA area, the drive times (and all other variables) need to be aggregated up to that level.
The drive times are aggregated along three dimensions-by origin state, distance, and trip origin and destination type (MSA or non-MSA). The aggregated data are also weighted by number of trips for each county. Say, for Virginia, extract drive times for all trips from any county in the state that is between 100 and 150 mi route distance, one way. Select those county pairs for which the origin and destination counties are MSAs and generate the average travel time, weighting it by total number of trips from the counties. Repeat the procedure for MSA to non-MSA, non-MSA to MSA, and then non-MSA to non-MSA. If the procedure is repeated for increasing distance brackets up to 3,000 mi by state, the resulting input 
Estimating Synthetic Commercial Airline Travel Time and Costs
Airport-to-airport flight times between 443 commercial service airports were synthesized from the Official Airline Guide (OAG) (34) . The travel time between an airport pair is based on the number of possible routes between them in the OAG and weighted by the volume of traffic on each route. Schedule delay, a measure of the additional travel-time penalty air travelers are forced to experience because flights are not scheduled at the time travelers want to depart, is added on to the flight time (35) . It is analogous to the departure frequency variable in the earlier intercity mode choice models. The full procedure to estimate the flight times was documented by Trani et al. (3) . The door-to-door travel time for a commercial airline is made up of
• Access time (time spent traveling to the airport), • Origin airport wait time (time from arrival at the airport until flight departs),
• Air travel time (actual flight time + schedule delay),
• Destination airport wait time (time from disembarking until exiting the terminal), and
• Egress time (time from exiting the terminal until arrival at the destination).
The access and egress times for commercial aviation are computed in the same manner as for automobile.
Commercial airline travel costs also are synthesized from the U.S. Department of Transportation's 10% sample ticket survey, referred to as DB1B (36) . An airport-to-airport flight cost table for the 443 commercial service airports was created from the ticket survey. The airports were classified into the four hub groupings used by the FAA, and 16 cost curves were created on the basis of these groupings. When more than five observations are available in DB1B for an airport pair, the average of those fares is inserted in the table. For those airports with few or no samples in the database, the generic cost curves are used to fill in the cells. The procedure was fully explained by Trani et al. (3) . The travel costs are made up of the access cost, air fare, and egress cost. The access and egress costs are computed as for automobile.
Airport Choice Model Assumptions
The airport choice behavior was based on an analysis of the ATS data. The access distance information in the ATS (Figure 4) shows that access distance to airports varies by region type. From Figure 4 it is clear that the access distance is related mainly to trip origin type. The plots show that for trips originating from MSA areas, the maximum access distance is 100 mi, compared to about 250 mi for trips starting in non-MSA areas. On the basis of these observations, the following rule was established for access distance. For any trips starting in an MSA area, only airports within a 100-mi radius of the population-weighted county centroids are considered in the choice set, irrespective of trip purpose. For trips starting in non-MSA areas, the radius is 200 mi. These rules will generate several airports for each county. For practical purposes it is necessary to reduce the choice set to a manageable number of airports. It was decided to limit the number of airports associated with each county to three. Hence, there are a maximum of nine routes between each county pair. Three airports are selected by using the following criteria: the closest airport to the population-weighted county centroid, the airport with the lowest average fare from the remaining airports, and the airport with the highest average number of enplanements from the remaining airports. For time and convenience reasons, some travelers will always consider the closest airport irrespective of cost. The airport choice literature shows that travelers prefer airports with low fares, high departure frequencies, and a large number of connections to other airports. Selection of airports with the lowest fares and the highest number of enplanements will adequately create a choice set with all the major attributes important to travelers.
With these rules, candidate airports sets can be preprocessed and assigned to each county before the TSAM model is run.
Once a county pair is selected in the model, the candidate airports for that county are automatically read, and the level-of-service variable related to them can be used to create door-to-door travel times for all possible routes between those counties.
Elimination of Inappropriate Routes
The airport route selection process described has two limitations. First, comparison of the travel times and costs for trips of less than 300 mi showed there are cases in which it takes more time and costs more to travel by commercial air than by automobile. In such cases it is doubtful anyone will use the air mode. However, because of the probabilistic nature of the logit models, some market share is assigned to commercial air and by default these routes. A filter was implemented in the code to delete such routes as alternatives from the choice set.
The second issue was that from the initial runs, it was found that some nonhub airports received a disproportionately high amount of demand because of their presence in the choice set of several counties. A second rule was applied in which if both a large hub and a nonhub were part of the choice set for a selected county and the nonhub was not the closet airport, it was deleted from the choice set. This is based on an a priori assumption that almost nobody will use a nonhub for travel if a large hub is present in the choice set. The rule may be further extended to small hubs in future versions of the model.
Airport Choice Data for Calibration
As mentioned earlier, the highest resolution of the ATS is the MSA level, and there is no airport-related information in the ATS database. Therefore, for purposes of calibration all the travel times and costs for commercial air travel have to be aggregated like those of the automobile to state, region, distance, and income categories. The presence of airports in the commercial air mode case adds another level of complexity. For any county pair there can be one to nine routes. In aggregating the data, it was decided to limit the number of routes to three based on analysis of airport choice information in the surveys conducted by Virginia Tech. The surveys showed that more than 90% of the time, travelers use only three of the routes. These are the routes between (a) closest airport at origin and closest airport at destination, (b) closest airport at origin and cheapest airport at destination, and (c) cheapest airport at origin and closest airport at destination. The data for calibration therefore were aggregated for only those three routes. Hence the dimension for the travel time data for commercial air is 50 states × 4 regions × 58 distance brackets × 3 routes. The dimension for travel cost is 50 states × 4 regions × 58 distance brackets × 5 income groups × 3 routes.
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CALIBRATION RESULTS
The model coefficient estimates are presented in Table 2 . All coefficient estimates are negative, indicating that as travel times and costs increase, the utility of any of the modes decreases. All coefficients of variables in the nested logit model are significant except for the nonbusiness region dummy. The R-squared estimates obtained for all the models are greater than 80%, indicating an acceptable fit. Examination of the travel cost coefficients over the range of income levels show they decrease with increasing income, showing that high-income travelers are less sensitive to travel cost. In comparing the mixed logit and the nested logit models, the mixed logits always have a higher R-squared value, and their loglikelihood estimates indicate a better fit than the logit model. Figure 5 compares the commercial airline market share of the ATS against estimates using the nested logit model coefficients. The plots are for the five income groups. The oscillations observed in the ATS curves beyond 1,500 mi are caused by the small sample size. The plots and the model statistics both indicate the nested logit model presented is able to credibly predict market share for intercity travel demand. The full application of the model to estimate nationwide demand is available elsewhere (3).
CONCLUSIONS
A credible mode choice model and airport choice model has been developed to estimate market share for automobile and commercial airline modes between any pair of counties and airports in the United
States. Given any county-to-county trip demand table, the mode choice model can be used to estimate travel demand by automobile and commercial airline between all counties in the United States. The model is unique in that it is a first attempt at a county-tocounty nationwide choice model calibrated for the United States. The use of a nested logit model means additional modes of transportation (such as rail and general aviation) can be integrated into the mode choice model with additional survey data. The model has been implemented in estimating demand for the automobile and commercial airline trips in the United States with satisfactory results. The current model with some simplifying assumptions has also been used to estimate demand for the Small Aircraft Transportation System, a new mode of air transportation being developed by NASA (1). Travel demand estimates from the applied model could be useful to airlines, airport authorities, and various federal agencies, such as the U.S. Department of Transportation, FAA, and FHWA.
RECOMMENDATIONS
To improve the model fit to the ATS for short trips in the range of 100 to 500 mi, Virginia Tech conducted four different personal travel surveys that are being used to supplement the ATS to improve the credibility of the model.
The current process of data collection and collation of the ATS must be modified to make it more useful for research and decision support applications. Specifically, a process is needed to release information about origin and destination zip code and station data without compromising privacy of survey respondents.
The zip code and station information is critical in estimating credible travel time and costs. The station information is needed to improve and validate airport choice model assumptions, especially for MSA areas, where it is likely more than three airports are actively used for commercial airline operations.
The release of this information will help in developing a more credible model that will give decision makers a valuable planning tool they can use to plan transportation infrastructure improvements in the United States.
