The uniformly pseudo-projection-anti-monotone (UPPAM) neural network model, which can be considered as the unified continuous-time neural networks (CNNs), includes almost all of the known CNNs individuals. Recently, studies on the critical dynamic behaviors of CNNs have drawn special attentions due to its importance in both theory and applications. In this paper, we will present the analysis of the UPPAM network under the general critical conditions. It is shown that the UPPAM network possesses the global convergence and asymptotical stability under the general critical conditions if the network satisfies one quasi-symmetric requirement on the connective matrices, which is easy to be verified and applied. The general critical dynamics have rarely been studied before, and this work is an attempt to gain a meaningful assurance of general critical convergence and stability of CNNs. Since UPPAM network is the unified model for CNNs, the results obtained here can generalize and extend the existing critical conclusions for CNNs individuals, let alone those non-critical cases. Moreover, the easily verified conditions for general critical convergence and stability can further promote the applications of CNNs.
Introduction
The two basic elements of a recurrent neural network (RNN) are the synaptic connections among the neurons and the nonlinear activation functions deduced from the input-output properties of the involved neurons. For applications such as associative memory, synaptic connections among the neurons are designed to encode the memories we hope to recover. The activation functions are assumed to capture the complex, nonlinear response of neurons of the brain. For different purpose of simulations and applications, both of them are preassigned before use. So understanding their properties is very important, and especially exploring the characteristics of the activation functions is quite crucial to determine the performance of the RNNs. For the commonly used RNN individuals, the activation functions are monotonically nondecreasing and saturated. To study and apply RNNs only based on such two features are far from enough. To overcome the non-thorough descriptions of activation functions, many special cases of activation functions have been brought forward, resulting in many different RNNs individuals. Furthermore, in order to obtain more useful results of RNNs, e.g., the convergence and stability of those individuals, additional strict requirements are unavoidable to impose on the networks for the lack of in-depth descriptions on the activation functions. Obviously, since those individuals are studied separately, it is inevitable that there exist large numbers of redundancy of analysis for those individual models. In order to reduce the superabundance, establishing a harmonization methodology is a challenging work.
In [16] , Xu and Qiao put forward two novel concepts: uniformly anti-monotone and the pseudo-projection properties of the activation functions, which discover more essential characteristics other than the nondecreasing and bounded properties of the commonly used activation functions. It is shown that the proposed uniformly pseudo-projection anti-monotone (UPPAM) operator can embody most of the activation operators (the precise definition of uniformly pseudo-projection-anti-monotone operator will be given in Section 2), e.g., nearest-point projection, linear saturating operator, signum operator, symmetric multi-valued step operator, multi-threshold operator, and winner-take-all operator. Thus, the UPPAM operator can be considered as a framework of formalizing most of the activation operators of RNNs. here V ¼ diagfr 1 ; r 2 ; …; r N g with each r i 4 0 being the maximum inversely Lipschitz constant of g i (i.e., for all s; t A R N , j g i ðtÞÀg i ðsÞj Z r i j t À sj ), then RNNs are globally exponentially unstable [7, 1] . Since SðΓ; 2ΛÀ BÞ 4 0 is the sufficient condition on the globally exponential stability of RNNs, and SðΓ; VÞ Z0 is the necessarycondition for RNNs to be globally stable, it is quite natural to explore the gap between SðΓ; 2ΛÀ BÞ r 0 (i.e., SðΓ; 2Λ ÀBÞ is negative semi-definite) and SðΓ; VÞ Z 0 (i.e., SðΓ; VÞ is positive definite). Such a gap is called the general critical condition, and the dynamics analysis of RNNs under such condition is referred to as the general critical dynamics analysis.
For any application and practical design of RNNs, such as pattern recognition, associative memories, or as optimization solvers, the convergence and stability of RNNs are both prerequisite. For instance, when an RNN is used in associative memory or pattern recognition, any pattern we hope to store has to be an equilibrium point of the RNN. In addition, to ensure that each stored pattern can be retrieved even with noises, each equilibrium point must possess the stability. When the RNN is employed as an optimization solver, the possible optimal solutions correspond to the equilibrium of the RNN, and the convergence of the RNN is a guarantee of finding the optimal solutions. Since the general critical conditions can be considered essentially as the distinct region of stability and non-stability of RNNs, studying the general critical dynamic behaviors of an RNN can find broad applications.
Recently, due to the difficulty in the dynamical analysis of RNNs for general critical conditions, most of the studies on critical analysis have been focused on the special critical conditions, i.e., considering the asymptotic behaviors of RNNs under the condition that SðΓ; 2ΛÀ BÞ Z 0 (this is because SðΓ; 2Λ ÀBÞ 4 0 is already known to be globally exponential stable and SðΓ; 2ΛÀ BÞ ¼ 0 is a special case of the general critical condition). Even for this special critical condition, there only exist a few results since the analysis is much more difficult than the dynamics analysis under the noncritical condition that SðΛ; LÞ 4 0. In [15] , the globally exponential stability of a static neural network with projection operator (a special kind of UPPAM operator) has been proven under the condition that I-W is nonnegative (which is a special case of SðΓ; 2ΛÀ BÞ Z 0). The special critical convergence of a static neural network model with nearest point projection activation operator (special case of projection operator) on a region defined by the network has been achieved in [1] when W is quasi-symmetric. Some general critical stability conclusions for the static and the local field continuous-time RNNs with projection activation operators have been achieved in [2] , but they require the network to satisfy one bounded matrix norm. In [4] , for the presented unified continuous-time RNNs, namely, UPPAM RNNs, the special critical global convergence is obtained with some bound requirements on the defined nonlinear norm, but such requirements cannot be verified easily in applications. In [5] , some improvements on dynamics analysis of the UPPAM networks have been obtained, while they are still under the special critical conditions.
In the present paper, we give some solutions on how to assure the convergence and stability under the general critical conditions. By applying the energy function method and LaSalle invariance principle to the unified continuous-time RNNs model (1), we obtain the global convergence and asymptotic stability under some general critical conditions, that is, SðΓ; 2Λ À BÞþΨ is positive definite for one diagonal matrix Ψ. The results only require the network to satisfy some quasi-symmetric conditions on the connection matrices. Since the conclusions obtained here are for the unified RNNs model under the general critical conditions, they can sharpen and generalize, to a large extent, the latest critical results given by [1, 2, 4, 5, 15] , and they can further be extended to those non-critical conclusions (see, e.g., [6] [7] [8] [9] [10] [11] [12] [13] [14] [18] [19] [20] [21] [22] [23] [24] [25] and the references quoted there). Furthermore, they can be applied directly to many individual RNN models mentioned above. They can be widely applied to solve the linear variational inequality and many other optimization problems, etc. Therefore, the study here provides an insight on the unified continuous-time RNNs model with critical analysis.
Preliminaries
For the activation operator G, the domain, range and fixedpoint set of G are respectively defined by DðGÞ, RðGÞ (ii) An operator G is said to be λ-uniformly anti-monotone (λ À UAM) if there is a positive constant λ such that for any x A DðGÞ and y A BRðGÞ,
(iii) An operator G is uniformly pseudo-projection-antimonotone (UPPAM) if it is pseudo-projection and uniformly antimonotone; specially, we say it is ðB; λÞ-UPPAM whenever it is Bprojection and λ-UAM.
In [16] , it is shown that most of the activation operators of RNNs in the literature are special cases of UPPAM operators. Thus, the RNNs with UPPAM operators, i.e., the uniformly pseudoprojection-anti-monotone neural networks provide an appropriate and unified framework, within which most of the known RNN models can be embedded and uniformly studied.
Throughout the paper, the identity matrix is denoted by I. For a
General critical dynamic results
In this section, under the general critical conditions, results on global convergence and asymptotic stability for the unified continuous-time RNN model are established, which are quite easy to be verified in applications. In the following, we denote the equilibrium state set of (1) by F À 1 e ð0Þ, and the range of nonlinear activation operator, i.e., RðGÞ, by Θ. Throughout this paper, we suppose that Θ is bounded, closed and convex.
Lemma 3.1. For any x 0 A AðΘÞþb, xðt; x 0 Þ, the solution of (1), satisfies xðt; x 0 Þ A AðΘÞþb (t Z 0).
Proof. With the differential equation theory, we have
À it=τn , and AðΘÞþb is a bounded, closed and convex subset, then PðtÞ≔ R t=τ 0 e À r ðAGðWxðt À τrÞþ qÞþbÞ dr, the limit of the sum
n ÞþqÞþbÞ, should satisfy e ð0Þ is disconnected. Moreover, when x n is the unique equilibrium point of (1), then x n is globally asymptotically stable on AðΘÞþb. (1) Further, since both Q and Λ are positive definite diagonal matrices, we have
Then from (4), we directly have
By S ¼ ð2Λ À BÞΓ À ΓAW þ Ψ being positive definite, we get that λ min ðSÞ 4 0. From (6) (1) owns the pseudo-projection as well as the antimonotone property, then by utilizing these two properties, we can obtain some meaningful conclusions. Recently, the dynamic studies of RNNs have attracted great interest in the critical analysis. It should be pointed out that due to the difficulty in analysis, most of them are based on the special critical conditions, i.e., discriminant matrix SðΓ; 2Λ ÀBÞ is positive semi-definite. In addition, in order to assure the stability, some other restrictions are required on the networks [1, 2, 4, 5, 15] . Obviously, just studying the special critical dynamics is far from enough in both theory and applications, and additional requirements on the networks are quite hard for applications.
Theorem 3.1 and Corollary 3.1 exploit new methods to assure the global asymptotical stability and global convergence for the unified continuous-time RNN model (1). The results obtained here are under the general critical conditions, and do not need difficultly verified requirements. For Theorem 3.1, in addition to the general critical conditions, it only requires the UPPAM network to meet quasisymmetric conditions. That is because, in the sense of positive definite, one can easily choose a diagonal matrix Ψ in Theorem 3.1 satisfying Ψ 4 ðB À 2ΛÞΓ, where B, Λ and Γ all are positive definite matrices. Thus, Q is positive definite. Then by Theorem 3.1, in order to assure the global stability and convergence, we only need to verify that QAW is symmetric, where both A and W are connection matrices of the network. Corollary 3.1 shows that existing critical results are the special cases of the results obtained in this paper. The critical condition that Γðð2ΛÀBÞÀAWÞZ0 in [1, 4, 5, 15 ] is a special case of ð2Λ À BÞΓ À ΓAW þ Ψ Z 0. Further, since both Γ and B are positive definite diagonal matrices, thus Γðð2ΛÀBÞÀAWÞZ0 is a particular case of Γð2ΛÀAWÞ40. The latter is just the only requirement in Corollary 3.1 to guarantee the global stability and convergence for model (1) . The critical dynamic conclusions of Theorem 3.1 and Corollary 3.1 not only summarize, but also deepen to a large extent most of the existing results for the RNNs individuals.
Illustrative examples
In this section, we provide two illustrative examples to demonstrate the validity of the critical convergence and stability results formulated in the previous section. It should be noticed that the known stability and convergence results developed in literature cannot be applied here. 
here each g i (i ¼ 1; 2; …; 6) is defined as follows:
In this example, For this UPPAM network, almost all of the existing stability conclusions cannot be used here. That is because for any positive definite diagonal matrix Γ, ð2Λ ÀBÞΓ À ΓAW is neither positive definite nor positive semi-definite, so all the noncritical and the special critical dynamical results (see, the reference mentioned in the Introduction section) are not suitable here. In addition, since this example is for the unified RNNs model, it is totally hard to calculate the nonlinear norm of the network, and the conclusions in [2] cannot be used here.
In what follows, we will show that Theorem 3.1 established in this paper can be successfully applied here. By setti-
Þ is a positive definite diagonal matrix and QAW is symmetric. Then by Theorem 3.1, it is quite easy to achieve the global convergence of network (8) on AðΘÞþb with Θ ¼ ½À1; 1 6 . Fig. 1 
; i aj
and A ¼ diagfa 1 ; a 2 ; ⋯; a N g with each a i ¼ ðÀ1Þ
In this case, Λ ¼ B ¼ I. For any positive diagonal matrix Γ; Γð2 ΛÀBÀAWÞ is not positive semi-definite, i.e., the latest critical results in [5] and other recent results for the special critical analysis, e.g., [2] [3] [4] all cannot be used for this example. When Γ ¼ diagf1; 1=2; …; 1=Ng, it is easy to verify that Γð2ΛÀAWÞ is positive definite. Then by Corollary 3.1, network (9) is global convergent to the unique equilibrium, i.e., the origin. Fig. 2 depicts the time responses of neural state variables of network (9) with N ¼3 starting randomly from AðΘÞþb, where Θ ¼ ½À1; 1 3 .
Conclusion
In the present paper, based on the unified RNN model, i.e., the uniformly pseudo-projection-anti-monotone RNNs model, the corresponding global convergence and the global asymptotic stability under the general critical conditions are given. In addition to the general critical conditions, our conclusions only require that the synaptic connective matrices defined by the network are quasi-symmetric. Compared the existing dynamical analysis results for RNNs, the conclusions obtained here demonstrate several advantages. Firstly, they are given under the general critical conditions, which have scarcely been studied before. Secondly, they are for the unified RNN model, so they can be applied to almost all of the existing individuals of RNNs and can be used directly in applications. Finally, with our results there is no need to verify additional intricate requirements on the network, so they can be easily used. In summary, the results achieved here are a significant step towards establishing a unified theory for the dynamics of recurrent neural networks. 
