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Abstract
We study an asymptotic behaviour of the principal eigenvalue for an elliptic operator
with large advection which is given by a gradient of a potential function. It is shown that
the principal eigenvalue decays exponentially under the velocity potential well condition
as the parameter tends to infinity. We reveal that the depth of the potential well plays
an important role in the estimate. Particularly, in one dimensional case, we give a much
more elaborate characterization for the eigenvalue. Some numerical examples obtained by a
characteristic-curve finite element method are also shown.
1 Introduction
The following elliptic eigenvalue problem with a large drift term is considered in this paper. Let
Ω be a bounded Lipschitz domain in Rn (n ≥ 1). For a given vector field a = (a1, · · · , an)T ∈
L∞(Ω,Rn), we consider an elliptic eigenvalue problem with a parameter p ∈ R :

−∆u(x) + pa(x) · ∇u(x) = λu(x) (x ∈ Ω)
u(x) = 0 (x ∈ ∂Ω)
(1.1)
We assume that the eigenfunction u (u 6≡ 0) belongs to the Sobolev space H10 (Ω). Then, from
the elliptic regularity theorem (see [9] for example), u ∈W 2,sloc (Ω) holds for arbitrary s ∈ [1,∞).
Although λ and u(x) are complex-valued in general, we can define a positive real-valued
principal eigenvalue λ = λ1(p) and the corresponding real-valued eigenfunction u = u1(·, p),
which is uniquely determined by the condition:
u(x) > 0 (x ∈ Ω), max
x∈Ω
u(x) = 1 . (1.2)
Some related results for the principal eigenvalue and eigenfunction will be collected in Theo-
rem 3.1 and Theorem 3.7. A detailed and systematic study for the principal eigenvalue for
general second order elliptic operators in general domains can be found in Berestycki, Nirenberg
and Varadhan [3].
As we will see in Section 2 through several numerical examples, the principal eigenvalue
is closely related to the decay rate of the solution of the corresponding nonstationary linear
advection-diffusion equation (2.1).
Our interest in this study is asymptotic behaviours of λ1(p) as p → ∞. Such large effects
from advection or drift term under small diffusion appear in many actual physical problems and
often cause some difficulties in their numerical simulations and analysis.
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This phenomenon was first studied by Ventcel’ [17] and Friedman [8] with Ventsel’-Freidlin’s
probabilistic approach [19]. In [8], the following result is obtained. If Ω is a bounded domain of
C2-class, and if a belongs to C1(Ω) and satisfies the condition:
a(x) · ν(x) > 0 (x ∈ ∂Ω), (1.3)
where ν denotes the outward unit normal vector on ∂Ω, there exist c1 and c2 such that
0 < c1 ≤ lim inf
p→∞
1
p
log
1
λ1(p)
≤ lim sup
p→∞
1
p
log
1
λ1(p)
≤ c2.
This estimate is equivalent to
∀ε > 0, ∃p0 ∈ R s.t. e−(c2+ε)p ≤ λ1(p) ≤ e−(c1−ε)p (∀p ≥ p0),
which means that the principal eigenvalue becomes exponentially small under the condition
(1.3).
In one dimensional case, asymptotic behaviours of kth eigenvalues λk(p) (k ∈ N) are studied
in [4] by means of matched asymptotic expansions. In connection with a singular limit analysis
of Sturm-Liouville two points boundary value problems, precise approximations of eigenvalues
and eigenfunctions including exponentially small principal eigenvalue are obtained there.
For a given vector field a ∈ L∞(Ω,Rn), if the principal eigenvalue λ1(p) satisfies the condi-
tion:
∃c > 0 and ∃p0 ∈ R s.t. 0 < λ1(p) ≤ e−cp (∀p ≥ p0), (1.4)
or its equivalent condition:
lim inf
p→∞
1
p
log
1
λ1(p)
> 0,
then we call it exponential decay phenomenon of the principal eigenvalue. In addition to some
numerical examples in Section 2, we will give a biological interpretation in a chemotaxis model
for more physical pictures of the exponential decay phenomenon.
Besides the exponential decay phenomenon, the principal eigenvalue λ1(p) exhibits various
asymptotic behaviour as p → ∞. Devinatz, Ellis and Friedman [5] investigated L2 inequalities
type arguments and maximum principle type arguments, and they obtained some estimates of
λ1(p) from above or from below by a term Cp
γ with γ ∈ (0, 2]. See also [18] for related results.
In [2], Berestycki, Hamel and Nadirashvili proved that, if ∂Ω is of C2-class and a ∈ L∞(Ω,Rn)
satisfies diva = 0 in D′(Ω), then lim supp→∞ λ1(p) < ∞ if and only if there exists ψ ∈ H1(Ω)
such that ψ 6≡ const and a · ∇ψ = 0 a.e. in Ω.
In our study, we focus on the exponential decay phenomenon and give some new estimates
for it. We assume existence of a velocity potential of a (condition (3.1)), which allows us to
use the Rayleigh quotient and L2 inequalities type arguments. One of our main results shows
us that existence of a potential well (Definition 4.6) implies the exponential decay phenomenon
of the principal eigenvalue, and that the depth of the potential well gives an estimate of the
constant c in (1.4) from below (Theorem 4.7). This observation is extended to the exponential
decay phenomenon of the mth eigenvalue (Theorem 4.8) and to a precise asymptotic behaviour
of λ1(p) in one dimensional case (Theorem 5.2).
The organization of this paper is as follows. In Section 2, we show some numerical examples
of the exponential decay phenomenon in two dimensional case. These numerical profiles of the
principal eigenfunctions u1(x, p) will be helpful in our analysis later. We collect some funda-
mental facts on the principal eigenvalue in Section 3. In Section 4, we prove several estimates
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for asymptotic behaviours of λ1(p) including an alternative simpler proof of the exponential
decay phenomenon. In Section 5, we give more precise asymptotic behaviour of λ1(p) in one
dimensional case, under a different assumption than one of [4]. Additionally as an application,
we give a biological interpretation of the exponential decay phenomena, life span of a biological
colony under the chemotaxis effect in the last section.
2 Numerical examples of exponential decay phenomena
For the principal eigenvalues λ1(p) which is defined in (1.1), we give several examples of typical
asymptotic behaviours of λ1(p) as p→∞ for fixed vector fields a(x), particularly focusing our
interests on the exponential decay phenomenon. We start from the simplest case that a is a
constant vector field.
Example 2.1. Let a ∈ Rn be a constant vector. Then we can easily check that
λ1(p) = λ1(0) + p
2 |a|2
4
, u1(x, p) = e
p
2
a·x u1(x, 0),
where λ1(0) and u1(x, 0) are the principal eigenvalue of −∆ with the Dirichlet boundary con-
dition on Ω and its corresponding eigenfunction. Moreover, not only the principal eigenvalue
but also all eigenvalues are exactly shifted by (|a|2/4) p2, i.e., λk(p) = λk(0) + (|a|2/4) p2 for all
k ∈ N. In this case, the asymptotic behaviour of λ1(p) (or λk(p)) is of O(p2) as p→∞. We will
see in the next section that this type of O(p2) behaviour is most common, for example if the
vector field a(x) has no singular point. Of course, there is no chance to have the exponential
decay phenomenon of principal eigenvalues as p→∞.
On the other hand, it seems to be difficult to give an example of the exponential decay
phenomenon similarly only by using elementary function.
In this Section, we give some examples of the exponential decay phenomenon with the help
of numerical simulations. For this purpose, we compute the following initial-boundary value
problem of parabolic type:

ut −∆u+ pa(x) · ∇u = 0 (x ∈ Ω, 0 < t <∞)
u(x, t) = 0 (x ∈ ∂Ω, t > 0)
u(x, 0) = u0(x) (x ∈ Ω),
(2.1)
where u0 is a given positive initial function. In the following numerical examples, the domain
is chosen as Ω = (−1, 1) × (−1, 1). It is well-known that u(x, t) uniformly converges to zero as
t→∞ and its asymptotic behaviour is more precisely given as
u(x, t) ∼ Ce−λ1(p)tu1(x, p) as t→∞, (2.2)
where the constant C is positive if u0(x) > 0 for x ∈ Ω.
If p >> 1, since (2.1) is related to exponentially small positive eigenvalue and is a convection-
dominant problem, it requires us to adopt some upwinding technique for its reliable and reason-
able numerical simulation. The following simulations were computed by means of a characteristic-
curve finite element scheme (103) in Chap.3 of [14] with piecewise linear triangular elements.
This is a upwind implicit scheme of first order based on the characteristic curve approximation:
ut(x, kτ) + pa(x) · ∇u(x, kτ) = u(x, kτ)− u(x− pa(x)τ, (k − 1)τ)
τ
+O(τ),
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where τ > 0 is a small time increment. For more details and the stability analysis, see [13] and
[14] etc.
We use the following vector field with compact support on R2;
α(x;R) :=


x
|x| sin
(
pi|x|
R
)
(0 < |x| ≤ R)
0 (x = 0, or |x| > R)
We remark that α( · ;R) ∈W 1,∞(R2;R2) and ‖α(·, R)‖L∞(R2) = 1.
Example 2.2. We set a(x) := α(x; 1/2) and u0 ≡ 1. For p = 0, 10, 20, 30, 40, we numerically
computed (2.1) in the time interval 0 ≤ t ≤ 1.0 and the results are shown in Figures 1–11. For
each p, time evolution of u(x, t) and a profile of principal eigenfunction u1(x, p) are shown in
the figures.
These finite element simulations were computed with time increment τ = 1/2000 on a
unstructured triangular mesh of Ω which consists of 11292 total nodal points (degree of freedom
including boundary points) and 22182 triangular elements with the average edge length 0.021.
For the mesh generation, we used FreeFem++ [7].
Time evolutions of u(x, t) are drawn with fixed x2 = 0, where the horizontal axis stands for
−1 ≤ x1 ≤ 1. In each simulation, for t ≥ 0.2, u(x, t) decreases monotonically and keeps almost
same profile, i.e., u(x, t) exhibits the asymptotical form (2.2). Comparing these figures, we can
see that the decay speed of u(x, t) becomes extremely slow in cases of p = 20, 30, 40. Especially
in case of p = 40 (Figure 9), it seems to be almost stationary after t = 0.2 in the figure. This is
a typical example of the exponential decay phenomenon.
The principal eigenfunctions drawn in the figures are normalized profiles of u(x, t) at t = 1.0,
which are considered as profiles of principal eigenfunctions u1(x, p). The sections of normalized
u1(x, p) on the line x2 = 0 are drawn in Figure 11. We remark that, in case of p = 0, the
principal eigenvalue and eigenfunction are given by
λ1(0) =
pi2
2
, u1(x, 0) = cos
pix1
2
cos
pix2
2
.
Example 2.3. We set x1 := (1/2, 2/5) and x2 := (−2/3, −3/10) and define
a(x) := α(x− x1; 2/5) + 2α(x− x2; 1/4).
The support of the flow field consists of two disjoint sets {|x−x1| ≤ 2/5} and {|x−x2| ≤ 1/4}.
For p = 0, 10, 20, · · · , 100, we numerically computed (2.1) in the time interval 0 ≤ t ≤ 1.0
and the results are shown in Figures 12–22. For each p = 10, 20, 30, 50, 100, time evolution
of u(x, t) and a profile of principal eigenfunction u1(x, p) are shown in the figures. These
finite element simulations were computed with same time increment and triangulation of Ω as
Example 2.2.
Time evolutions of u(x, t) are drawn on the line 6x1 − 10x2 + 1 = 0 through x1 and x2,
where the horizontal axis stands for −1 ≤ x1 ≤ 1. Similarly to the previous example, this also
exhibits the exponential decay phenomenon.
The principal eigenfunctions drawn in the figures are normalized profiles of u(x, t) at t = 1.0,
which are considered as profiles of principal eigenfunctions u1(x, p). The sections of normalized
u1(x, p) on the line 6x1 − 10x2 + 1 = 0 are drawn in Figure 22.
From this and previous examples, the profiles of the eigenfunction u1(x, p) seems to converge
to a limit profile as p→∞. In particular, the limit profile seems to be flat on the support of a
in both cases.
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Figure 1: Time evolution of Example 2.2
on the line x2 = 0 for p = 0.
Figure 2: Eigenfunction of Example 2.2 for
p = 0.
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Figure 3: Time evolution of Example 2.2
on the line x2 = 0 for p = 10.
Figure 4: Eigenfunction of Example 2.2 for
p = 10.
 0
 0.2
 0.4
 0.6
 0.8
 1
-1 -0.5  0  0.5  1
u
 (x
1, 
0, 
t )
x1
t=0.0
t=0.1
t=0.2
t=0.3
t=0.4
t=0.5
t=0.6
t=0.7
t=0.8
t=0.9
t=1.0
Figure 5: Time evolution of Example 2.2
on the line x2 = 0 for p = 20.
Figure 6: Eigenfunction of Example 2.2 for
p = 20.
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Figure 7: Time evolution of Example 2.2
on the line x2 = 0 for p = 30.
Figure 8: Eigenfunction of Example 2.2 for
p = 30.
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Figure 9: Time evolution of Example 2.2
on the line x2 = 0 for p = 40.
Figure 10: Eigenfunction of Example 2.2
for p = 40.
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Figure 11: Eigenfunctions of Example 2.2 on the line
x2 = 0 for p = 0, 10, 20, 30, 40.
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Figure 12: Time evolution of Example 2.3
on a line for p = 10.
Figure 13: Eigenfunction of Example 2.3
for p = 10.
 0
 0.2
 0.4
 0.6
 0.8
 1
-1 -0.5  0  0.5  1
u
(x1
, 0
.6 
x1
+0
.1,
 t )
x1
t=0.0
t=0.1
t=0.2
t=0.3
t=0.4
t=0.5
t=0.6
t=0.7
t=0.8
t=0.9
t=1.0
Figure 14: Time evolution of Example 2.3
on a line for p = 20.
Figure 15: Eigenfunction of Example 2.3
for p = 20.
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Figure 16: Time evolution of Example 2.3
on a line for p = 30.
Figure 17: Eigenfunction of Example 2.3
for p = 30.
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Figure 18: Time evolution of Example 2.3
on a line for p = 50.
Figure 19: Eigenfunction of Example 2.3
for p = 50.
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Figure 20: Time evolution of Example 2.3
on a line for p = 100.
Figure 21: Eigenfunction of Example 2.3
for p = 100.
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Figure 22: Eigenfunctions of Example 2.3 on a line
for p = 0, 10, 20, · · · , 100.
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3 Fundamental tools for eigenvalue problems
In this section, we collect several fundamental facts and tools for the eigenvalue problem. For
simple notation, we fix p = 1 without loss of generality throughout this section.
Theorem 3.1. In a bounded Lipschitz domain Ω ⊂ Rn (n ≥ 1), we assume a ∈ L∞(Ω,Rn).
Then, there uniquely exists a positive number λ1 and u1 ∈ H2loc(Ω) ∩ H10 (Ω) such that λ = λ1
and u = u1 satisfy (1.1) with p = 1 and (1.2). Moreover, λ1 is given by the min-max formula:
λ1 = max
ϕ>0
inf
x∈Ω
(−∆ϕ(x) + a(x) · ∇ϕ(x)
ϕ(x)
)
,
where maxϕ>0 is taken over all positive ϕ ∈W 2,nloc (Ω).
We remark that inf and sup always denote essential infimum and supremum in this paper.
For the proof of the theorem, see Section 2.8 of [15] and [3]. Since λ1 = minλReλ holds for
any complex eigenvalue λ of −∆ + a · ∇, λ1 and u1 are called the principal eigenvalue and
eigenfunction. The next corollary immediately follows from Theorem 3.1.
Corollary 3.2. Under the condition of Theorem 3.1, we consider a Lipschitz subdomain Ω′ ⊂ Ω
and define λ′1 > 0 as the principal eigenvalue for −∆u+a·∇u = λ′1u in Ω′ with the zero Dirichlet
boundary condition on ∂Ω′. Then λ1 ≤ λ′1 holds.
Throughout the following sections, we assume the existence of a velocity potential of a:
∃b ∈W 2,∞(Ω) s.t. a(x) = ∇b(x) (x ∈ Ω). (3.1)
Since the existence of a velocity potential is not essential for the exponential decay phenomena
which is our aim in this paper (see [8], for example), the assumption (3.1) is rather technical
but allows us energy-based arguments with the help of the following Liouville transform.
Under the condition (3.1) and for q ∈ L∞(Ω), we consider the following three elliptic eigen-
value problems with the Dirichlet boundary condition.

−∆u(x) + a(x) · ∇u(x) = λu(x) (x ∈ Ω)
u(x) = 0 (x ∈ ∂Ω)
(3.2)


−∆v(x)− div(v(x)a(x)) = λv(x) (x ∈ Ω)
v(x) = 0 (x ∈ ∂Ω)
(3.3)


−∆w(x) + q(x)w(x) = λw(x) (x ∈ Ω)
w(x) = 0 (x ∈ ∂Ω)
(3.4)
Proposition 3.3 (Liouville transform). Suppose the condition (3.1). Then the above three
eigenvalue problems are equivalent to each other under the following relations:
e
b
2 v = e−
b
2u = w, q = −1
2
∆b+
1
4
|∇b|2.
We omit the proof, since it is shown by straightforward substitution. We remark that the same
Liouville transform is valid even for the time dependent problem (2.1).
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For the self-adjoint eigenvalue problem (3.4) with q ∈ L∞(Ω), there is a well-known min-max
principle for the Rayleigh quotient. We define
Lq := −∆+ q, Dom(Lq) = H10 (Ω), (3.5)
Jq(w) :=
H−1(Ω)〈Lqw,w〉H1
0
(Ω)
(w,w)L2(Ω)
=
∫
Ω(|∇w(x)|2 + q(x)w(x)2)dx∫
Ωw(x)
2dx
(w ∈ H10 (Ω)).
Theorem 3.4. For q ∈ L∞(Ω), there exists a complete orthonormal system of L2(Ω), {wk}k∈N ⊂
H10 (Ω) ∩H2loc(Ω) and {λk}k∈N ⊂ R (λ1 < λ2 ≤ · · · ) such that
Lqwk = λkwk (k ∈ N).
The kth eigenvalue λk is characterized by the min-max formula:
λk = min
dimX=k
max
w∈X\{0}
Jq(w),
where the minimum is taken over whole k-dimensional subspace X in H10 (Ω). In particular, the
principal eigenvalue λ1 is simple and given by
λ1 = min
w∈H1
0
(Ω)\{0}
Jq(w).
Moreover, an eigenfunction w ∈ H10 (Ω)∩H2loc(Ω) corresponds to the principal eigenvalue if and
only if w has no sign change in Ω.
For the proof of this theorem, see Section 8.12 of [9] and [1] etc.
From the last assertion of this theorem, without loss of generality, we can assume that
w1(x) > 0 (x ∈ Ω).
Theorem 3.5 (comparison theorem for principal eigenvalues). For q, q˜ ∈ L∞(Ω), the principal
eigenvalues of Lq and Lq˜ are denoted by λ1 and λ˜1, respectively. Then
inf
Ω
(q − q˜) ≤ λ1 − λ˜1 ≤ sup
Ω
(q − q˜).
In particular, if q(x) ≥ q˜(x) (x ∈ Ω) and ‖q − q˜‖L∞(Ω) 6= 0, then λ1 > λ˜1.
Proof. Let w1 and w˜1 denote the eigenfunctions corresponding to λ1 and λ˜1, respectively. We
have
λ1 = min
w∈H1
0
(Ω),w 6≡0
Jq(w) ≤ Jq(w˜1) = Jq˜(w˜1) + (Jq(w˜1)− Jq˜(w˜1))
= λ˜1 +
∫
Ω(q(x)− q˜(x))w˜1(x)2dx∫
Ω w˜1(x)
2dx
≤ λ˜1 + sup
Ω
(q − q˜).
In the same way, we also have
λ˜1 ≤ λ1 + sup
Ω
(q˜ − q) = λ1 − inf
Ω
(q − q˜). (3.6)
These inequalities imply the first assertion. Furthermore, if q ≥ q˜ and q 6≡ q˜ then, from the
positivity of w1 and w˜1, we have
λ1(w1, w˜1)L2(Ω) = (Lqw1, w˜1)L2(Ω) = (w1, Lqw˜1)L2(Ω) > (w1, Lq˜w˜1)L2(Ω) = λ˜1(w1, w˜1)L2(Ω),
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and λ1 > λ˜1 follows.
We define the elliptic operator Kb by
Kb := −∆+∇b · ∇, Dom(Kb) = H10 (Ω),
and denote by K∗b its adjoint operator with respect to L
2(Ω):
K∗b := −∆− div(·∇b), Dom(K∗b ) = H10 (Ω).
Although the following results concerning the operator K∗b will not be used in our analysis, we
include them below for our systematic description. Another reason to include them is that the
eigenvalue problem (3.3) corresponding to K∗b is related to various important applications as
well as (3.2) for Kb. An example of such applications will be shown in Section 6.
We introduce the following weighted inner product of L2(Ω);
(v, u)L2
b
(Ω) :=
∫
Ω
eb(x)v(x)u(x)dx, (v, u ∈ L2(Ω)),
and we define L2b(Ω) := (L
2(Ω), (·, ·)L2
b
(Ω)) which denotes a Hilbert space L
2(Ω) with this inner
product. We also define
Ib(u) :=
∫
Ω e
−b(x)|∇u(x)|2dx∫
Ω e
−b(x)u(x)2dx
(u ∈ H10 (Ω), u 6≡ 0),
I∗b (v) :=
∫
Ω e
b(x){|∇v(x)|2 −∆b(x)v(x)2}dx∫
Ω e
b(x)v(x)2dx
(v ∈ H10 (Ω), v 6≡ 0).
Then we have the following proposition.
Proposition 3.6. We suppose that u, v, ϕ ∈ H10 (Ω) ∩H2(Ω) (u, v 6≡ 0). Then we have
(Kbu, ϕ)L2
−b
(Ω) = (u,Kbϕ)L2
−b
(Ω), Ib(u) =
(Kbu, u)L2
−b
(Ω)
(u, u)L2
−b
(Ω)
,
(K∗b v, ϕ)L2
b
(Ω) = (v,K
∗
b ϕ)L2
b
(Ω), I
∗
b (v) =
(K∗b v, v)L2b (Ω)
(v, v)L2
b
(Ω)
.
Namely, Kb and K
∗
b are selfadjoint in L
2
−b(Ω) and L
2
b(Ω), respectively, and their Rayleigh quo-
tients are given by Ib(u) and I
∗
b (v).
Proof. For ϕ = u or v, by the integration by parts, we obtain∫
Ω
e∓b|∇ϕ|2dx = −
∫
Ω
div
(
e∓b∇ϕ
)
ϕdx =
∫
Ω
e∓b (−∆ϕ±∇b · ∇ϕ)ϕdx.
Hence, we have
Ib(u) =
∫
Ω e
−b(−∆u+∇b · ∇u)udx
(u, u)L2
−b
(Ω)
=
∫
Ω e
−b(Kbu)udx
(u, u)L2
−b
(Ω)
=
(Kbu, u)L2
−b
(Ω)
(u, u)L2
−b
(Ω)
,
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I∗b (v) =
∫
Ω e
b{(−∆v −∇b · ∇v) v − (∆b) v2}dx
(v, v)L2
b
(Ω)
=
∫
Ω e
b(K∗b v) vdx
(v, v)L2
b
(Ω)
=
(K∗b v, v)L2b (Ω)
(v, v)L2
b
(Ω)
.
The self-adjointness of Kb in L
2
−b(Ω) and the one of K
∗
b in L
2
b(Ω) are also checked by direct
calculations.
We have the following characterizations of the eigenvalues of (3.2) and (3.3).
Theorem 3.7. For b ∈ W 2,∞(Ω), there exist {λk}k∈N ⊂ R (λ1 < λ2 ≤ · · · ), and {uk}k∈N,
{vk}k∈N ⊂ H10 (Ω) ∩H2loc(Ω) such that
Kbuk = λkuk, K
∗
b vk = λkvk (k ∈ N),
and that {uk}k∈N and {vk}k∈N are complete orthonormal systems of L2−b(Ω) and L2b(Ω), respec-
tively. The kth common eigenvalue λk is characterized by the min-max formula:
λk = min
dimX=k
max
u∈X\{0}
Ib(u) = min
dimX=k
max
v∈X\{0}
I∗b (v),
where the minimum is taken over whole k-dimensional subspace X in H10 (Ω). In particular, the
common principal eigenvalue λ1 is simple and given by
λ1 = min
u∈H1
0
(Ω)\{0}
Ib(u) = min
v∈H1
0
(Ω)\{0}
I∗b (v).
Moreover, an eigenfunction u for Kb (v for K
∗
b ) corresponds to the principal eigenvalue if and
only if u (v) has no sign change in Ω.
Proof. The assertions follow from Proposition 3.3 and Theorem 3.4.
From the last assertion of this theorem, without loss of generality, we can assume that
u1(x) > 0, v1(x) > 0 (x ∈ Ω).
As a last remark in this section, we introduce the following proposition. We also omit the proof
since it is shown by a direct calculation.
Proposition 3.8. Let Ω := Πni=1Ii ⊂ Rn, where Ii is a bounded open interval for i = 1, · · · , n,
and let a(x) = (a1(x1), a2(x2), · · · , an(xn))T for x = (x1, · · · , xn)T ∈ Ω with ai ∈ L∞(Ii).
Then the principal eigenvalue λ1 and the eigenfunction u1(x) of (3.2) are given by the following
formula:
λ1 =
n∑
i=1
λ
(i)
1 , u1(x) :=
n∏
i=1
ϕi(xi) (x ∈ Ω),
where λ
(i)
1 and ϕi are defined by

−ϕ′′i (x) + ai(x)ϕ′i(x) = λ(i)1 ϕi(x) (x ∈ Ii)
ϕi(x) = 0 (x ∈ ∂Ii)
ϕi(x) > 0 (x ∈ Ii).
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4 Asymptotic behaviour of principal eigenvalues
In this section, we consider the singular perturbation problem of the principal eigenvalues (1.1)
under the velocity potential condition (3.1). Henceforth we assume that p is a positive parameter.
Due to Proposition 3.3, (1.1) is equivalent to each of the following three eigenvalue problems
under the zero Dirichlet boundary condition:
Kpbu = −∆u+ p∇b · ∇u = λu in Ω,
K∗pbv = −∆v − p div(v∇b) = λv in Ω,
Lq(p)w = −∆w + q(p)w = λw in Ω,
where we define
q(x, p) := −p
2
diva(x) +
p2
4
|a(x)|2, (4.1)
and we abbreviate q(·, p)(∈ L∞(Ω)) as q(p).
Under the condition (3.1), the kth eigenvalue (their multiplicities are counted) of these
equivalent eigenvalue problems is denoted by λk(p) for a parameter p > 0.
We start from the following simple consequence of the comparison theorem.
Theorem 4.1. Let λΩ > 0 be the principal eigenvalue of −∆D, which is Laplacian with the zero
Dirichlet boundary condition. Under the condition (3.1), following two estimates hold:
λ1(p) ≥ λΩ − p
2
sup
x∈Ω
(diva(x)) (p > 0).
1
4
inf
x∈Ω
|a(x)|2 ≤ lim inf
p→∞
λ1(p)
p2
≤ lim sup
p→∞
λ1(p)
p2
≤ 1
4
sup
x∈Ω
|a(x)|2.
Proof. Applying Theorem 3.5 to Lq(p) and L0 = −∆D, we have
inf
x∈Ω
q(x, p) ≤ λ1(p)− λΩ ≤ sup
x∈Ω
q(x, p), (4.2)
and
λ1(p) ≥ λΩ + inf
(
−p
2
diva+
p2
4
|a|2
)
≥ λΩ − p
2
sup(diva) +
p2
4
inf |a|2, (4.3)
λ1(p) ≤ λΩ + sup
(
−p
2
diva+
p2
4
|a|2
)
≤ λΩ − p
2
inf(diva) +
p2
4
sup |a|2. (4.4)
The first assertion of the theorem follows from (4.3). Dividing (4.3) and (4.4) by p2 and taking
the limit p→∞, we can also derive the second assertion.
Corollary 4.2. There is no exponential decay phenomenon if inf |a(x)| > 0 or supdiva(x) ≤ 0.
The estimate (4.2) can be improved as follows.
Lemma 4.3. For p1 > p2 ≥ 0, we have
inf
x∈Ω
q(x, p1 + p2) ≤ p1 + p2
p1 − p2 (λ1(p1)− λ1(p2)) ≤ supx∈Ω q(x, p1 + p2). (4.5)
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Proof. From the definition of q(x, p) (4.1), the equality
q(x, p1)− q(x, p2) = p1 − p2
p1 + p2
q(x, p1 + p2),
holds. Hence, the assertion follows from Theorem 3.5.
From (4.2) and (4.5), it is natural to consider the following condition for a:
∃p0 > 0 s.t. inf
x∈Ω
q(x, p0) ≥ 0. (4.6)
Since
q(x, p)
p
= −1
2
diva+
p
4
|a|2,
the inequality
q(x, p1)
p1
≥ q(x, p2)
p2
(p1 ≥ p2 > 0), (4.7)
holds. Hence, the condition (4.6) implies infx∈Ω q(x, p) ≥ 0 for all p ≥ p0. From Lemma 4.3,
we have the following theorem.
Theorem 4.4. Suppose the condition (4.6). Then, λ1(p) is nondecreasing for p ≥ p0/2. In
particular, the exponential decay phenomenon does not occur in this case.
Proof. We assume that p1 > p2 ≥ p0/2. Then we have p1 + p2 > p0. From the first inequality
of Lemma 4.3 and (4.7), we obtain
λ1(p1)− λ1(p2) ≥ p1 − p2
p1 + p2
inf q(p1 + p2) = (p1 − p2) inf q(p1 + p2)
p1 + p2
≥ (p1 − p2) inf q(p0)
p0
≥ 0.
We notice the following necessary condition for (4.6).
Proposition 4.5. The condition (4.6) implies that
min
x∈Ω′
b(x) = min
x∈∂Ω′
b(x) (Ω′: an arbitrary subdomain of Ω). (4.8)
Proof. We remark that the condition (4.6) is equivalent to Kb ≥ 0, where K is a linear differential
operator defined by
Ku := −∆u+ p0
2
∇b · ∇u.
Since b is a supersolution with respect to K, from a consequence of the weak maximum principle
([9], Theorem 3.1), the condition (4.8) follows.
An inverse condition of (4.8) is given by the following potential well condition.
Definition 4.6. For a fixed velocity potential b ∈W 2,∞(Ω), a Lipschitz (nonempty) subdomain
Ω′ ⊂ Ω is called a potential well if the condition
min
x∈Ω′
b(x) < min
x∈∂Ω′
b(x),
is satisfied. Furthermore,
b0 := min
x∈∂Ω′
b(x)− min
x∈Ω′
b(x) > 0.
is called the depth of a potential well Ω′.
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We remark that if there exists a potential well, the condition (4.8) does not hold, and neither
does (4.6). Moreover, according to the next theorem, existence of a potential well implies the
exponential decay phenomenon of principal eigenvalues.
Let Ω′ be a subdomain of C2-class and let ν denote the outward unit normal vector on ∂Ω′.
If it satisfies the condition:
a(x) · ν(x) > 0 (x ∈ ∂Ω′), (4.9)
which is a sufficient condition for the exponential decay phenomenon in Ω′ obtained in [8], then
the exponential decay phenomenon occurs also in Ω due to Corollary 3.2. Actually, under the
condition (3.1), the condition (4.9) implies that Ω′ is a potential well.
Theorem 4.7. We suppose that there exists a potential well Ω′ with depth b0 > 0. Then an
exponential decay phenomenon occurs:
lim inf
p→∞
1
p
log
1
λ1(p)
≥ b0.
In other words, for any ω ∈ (0, b0), there exists C > 0 such that
0 < λ1(p) ≤ Ce−ωp (p ≥ 0).
Proof. Without loss of generality, we can assume min
x∈Ω′ b(x) = 0. From Theorem 3.7, λ1(p)
is given by
λ1(p) = min
u∈H1
0
(Ω),u 6≡0
Ipb(u).
Hence, for arbitrary u ∈ H10 (Ω) (u 6≡ 0) and β ∈ R, we have
λ1(p) ≤ Ipb(u) =
∫
Ω e
−p(b−β)|∇u|2dx∫
Ω e
−p(b−β)u2dx
. (4.10)
Let us choose β satisfying 0 < β < β + ω < b0. Since b ∈ C0(Ω) and min∂Ω′ b = b0 > β + ω,
there exists ε > 0 such that b(x) ≥ β + ω for all x ∈ N ε(∂Ω′), where
N ε(∂Ω′) :=
{
x ∈ Ω′; dist(x, ∂Ω′) < ε} , dist(x, ∂Ω′) := min{|x− y|; y ∈ ∂Ω′}.
We define uˆ ∈ H10 (Ω) ∩ C0,1(Ω) by
uˆ(x) :=


0 (x ∈ Ω \ Ω′)
ε−1dist(x, ∂Ω′) (x ∈ N ε(∂Ω′))
1 (x ∈ Ω′ \N ε(∂Ω′)) ,
(4.11)
and substitute it to (4.10). Since |∇uˆ| = ε−1 a.e. in N ε(∂Ω′) and |∇uˆ| = 0 in Ω \N ε(∂Ω′), we
obtain
λ1(p) ≤
∫
Nε(∂Ω′) e
−p(b(x)−β)ε−2dx∫
Ω′\Nε(∂Ω′) e
−p(b(x)−β)dx
≤ |N
ε(∂Ω′)| ε−2 e−ωp
|{x ∈ Ω′; b(x) ≤ β}| = Ce
−ωp,
where
C := ε−2
∣∣{x ∈ Ω′; b(x) ≤ β}∣∣−1 ∣∣N ε(∂Ω′)∣∣ .
The above theorem can be extended to first m eigenvalues λ1(p), · · · , λm(p), if there are m
potential wells.
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Theorem 4.8. Let Ωj ⊂ Ω (j = 1, · · · ,m) be disjoint potential wells (Ωi∩Ωj = ∅ for i 6= j), and
let ω0 be the minimum depth of the potential wells Ωj (j = 1, · · · ,m). Then, for any ω ∈ (0, ω0),
there exists C > 0 such that
0 < λ1(p) < λ2(p) ≤ · · · ≤ λm(p) ≤ Ce−ωp (p ≥ 0).
Proof. For each j = 1, · · · ,m, we define uˆj ∈ H10 (Ω) ∩ C0,1(Ω) with supp(uˆj) = Ωj in the same
manner as (4.11). Let X be a linear subspace of H10 (Ω) generated by functions û1, · · · , ûm. It is
easy to see dimX = m. Due to the min-max formula in Theorem 3.7, the mth eigenvalue λm(p)
is estimated from above as
λm(p) ≤ max
u∈X\{0}
Ipb(u) = max
cj
Ipb(c1uˆ1 + · · ·+ cmuˆm), (4.12)
where in maxcj , the maximum is taken over all (c1, · · · , cm) ∈ Rm \ {(0, · · · , 0)}. Since Ωj are
disjoint, we have
Ipb(c1uˆ1 + · · ·+ cmuˆm) =
∫
Ω
e−pb(x)

 m∑
j=1
c2j |∇uˆj(x)|2

 dx
∫
Ω
e−pb(x)

 m∑
j=1
c2j |uˆj(x)|2

 dx
=
m∑
j=1
c2j
∫
Ωj
e−pb(x)|∇uˆj(x)|2dx
m∑
j=1
c2j
∫
Ωj
e−pb(x)|uˆj(x)|2dx
=
m∑
j=1
d2j
∫
Ωj
e−pb(x)|∇uˆj(x)|2dx∫
Ωj
e−pb(x)|uˆj(x)|2dx
m∑
j=1
d2j
≤ max
1≤j≤m
∫
Ωj
e−pb(x)|∇uˆj(x)|2dx∫
Ωj
e−pb(x)|uˆj(x)|2dx
,
where we have defined dj := cj(
∫
Ωj
e−pb(x)|uˆj(x)|2dx)1/2.
Similar to the proof of Theorem 4.7, choosing sufficiently small ε > 0, we can show that the
last term is bounded by Ce−ωp from above.
5 Precise asymptotic behaviour in one dimensional case
In this section, we introduce a more precise estimate for the exponential decay phenomenon of
the principal eigenvalues in one dimensional case. In [12], some of results in this section have
been already announced in Japanese by one of the authors.
We consider the following one dimensional eigenvalue problem on Ω = (−l, l), where l > 0.

−u′′(x) + pa(x)u′(x) = λu(x) (−l < x < l)
u(−l) = u(l) = 0
u(x) > 0 (−l < x < l).
(5.1)
The principal eigenvalue is denoted by λ1(p) > 0. In the following argument, we fix one of the
primitive functions of a ∈ L∞(−l, l) and denote it by b ∈W 1,∞(−l, l) = C0,1([−l, l]), i.e.,
b′(x) = a(x) a.e. x ∈ (−l, l).
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We also define
b0 := b2 − b1, b1 := min
0≤x≤l
b(x), b2 := max
0≤x≤l
b(x),
Bi := {x ∈ [0, l]; b(x) = bi} (i = 1, 2).
We assume the following assumption.
Assumption 5.1. The function a(x) is an odd function belonging to L∞(−l, l), and it satisfies
max
x∈B1
x < min
y∈B2
y .
A typical example of a(x) satisfying Assumption 5.1 is
a(x) =
|x|α
x
b(x) =
1
α
|x|α, (5.2)
for α ≥ 1 and l > 0. In case that
a(x) = sinx, b(x) = − cosx, (5.3)
it satisfies Assumption 5.1 if 0 < l < 2pi. Another example is
a(x) = x3 − x, b(x) = 1
4
(x2 − 1)2, (5.4)
which satisfies Assumption 5.1 if l >
√
2.
In the following arguments, A(p) ∼ B(p) as p → ∞ means that A(p)/B(p) → 1 as p → ∞.
Now we present the main result of this section.
Theorem 5.2. Under Assumption 5.1, we have
λ1(p) ∼
(∫ l
0
e−pb(x)dx
)−1(∫ l
0
epb(y)dy
)−1
as p→∞. (5.5)
Proof. We first remark that the principal eigenfunction u1(x) defined by (5.1) is an even function
since a(x) is odd. By means of the change of variables from x ∈ [0, l] to r ∈ [0, 1] by r = ρ(x):
ρ(x) :=
1
σ
∫ x
0
epb(y)dy (0 ≤ x ≤ l), σ :=
∫ l
0
epb(x)dx,
U1(r) := u1(ρ
−1(r)) (0 ≤ r ≤ 1),
it follows that U1(r) and λ1(p) satisfy

−U ′′1 (r) = λ1(p) z(r)U1(r) (0 < r < 1)
U ′1(0) = 0, U1(1) = 0
U1(r) > 0 (0 < r < 1),
(5.6)
where
z(r) := σ2e−2p b(ρ
−1(r)) > 0 (0 ≤ r ≤ 1).
17
We remark that the quantity in the right hand side of (5.5) is given by the following equality∫ 1
0
z(r)dr =
(∫ l
0
e−pb(x)dx
)(∫ l
0
epb(y)dy
)
,
which can be checked by direct calculation.
The eigenvalue problem (5.6) is selfadjoint and it is found that λ1(p) is given by minimum
of the Rayleigh quotient:
λ1(p) =
∫ 1
0 |U ′1(r)|2dr∫ 1
0 z(r)U1(r)
2dr
= min
ϕ∈V
∫ 1
0 |ϕ′(r)|2dr∫ 1
0 z(r)ϕ(r)
2dr
, (5.7)
where V := {ϕ ∈ H1(0, 1); ϕ(1) = 0, ϕ 6≡ 0}.
Since
U ′1(r) = U
′
1(0) +
∫ r
0
U ′′1 (s)ds = −λ1(p)
∫ r
0
z(s)U1(s)ds < 0 (0 < r ≤ 1),
we have maxU1 = U1(0). Without loss of generality, we can assume that maxU1 = U1(0) = 1.
Among functions ϕ ∈ H1(0, 1) with ϕ(0) = 1 and ϕ(1) = 0, the minimum of the Dirichlet
integral
∫ 1
0 |ϕ′(r)|2dr is achieved by ϕ(r) = 1− r. Hence, from the first equality of (5.7), we get
an estimate from below:
λ1(p) =
∫ 1
0 |U ′1(r)|2dr∫ 1
0 z(r)U1(r)
2dr
≥
∫ 1
0 |(1 − r)′|2dr∫ 1
0 z(r)dr
=
1∫ 1
0 z(r)dr
. (5.8)
On the other hand, from the second equality of (5.7), substituting ϕ(r) = 1 − r, we obtain
an estimate from above:
λ1(p) = min
ϕ∈V
∫ 1
0 |ϕ′(r)|2dr∫ 1
0 z(r)ϕ(r)
2dr
≤
∫ 1
0 |(1− r)′|2dr∫ 1
0 z(r)(1− r)2dr
=
1∫ 1
0 z(r)(1− r)2dr
. (5.9)
From these two estimates (5.8) and (5.9), if we can show that∫ 1
0 z(r)(1− r)2dr∫ 1
0 z(r)dr
→ 1 as p→∞, (5.10)
then we obtain the assertion of the theorem.
Let us show (5.10). We define
Zm(p) :=
∫ 1
0
z(r)rmdr > 0 (m = 0, 1, 2).
Then we have ∫ 1
0 z(r)(1− r)2dr∫ 1
0 z(r)dr
= 1− 2Z1(p)− Z2(p)
Z0(p)
.
Since 0 ≤ Z2(p) ≤ Z1(p) holds, it is sufficient to show that Z1(p)/Z0(p)→ 0 as p→∞.
For m = 0, 1, we have the following equalities:
Zm(p) = σ
∫ l
0
e−pb(x)ρ(x)mdx =
∫ ∫
Dm
ep(b(y)−b(x))dxdy,
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where
D0 := {(x, y) | 0 < x < l, 0 < y < l}, D1 := {(x, y) | 0 < y < x < 1}.
We define
ωm := max
(x,y)∈Dm
(b(y)− b(x)) (m = 0, 1).
Then, ω0 = b0 and Assumption 5.1 is equivalent to ω0 > ω1. Defining
G :=
{
(x, y) ∈ D0 | b(y)− b(x) ≥ ω0 + ω1
2
}
,
we obtain |G| > 0 and
Z1(p)
Z0(p)
=
∫∫
D1
ep(b(y)−b(x)−ω1)dxdy∫∫
D0
ep(b(y)−b(x)−ω1)dxdy
≤
∫∫
D1
dxdy∫∫
G e
p(
ω0+ω1
2
−ω1)dxdy
=
|D1|
|G| e
−pω0−ω1
2 → 0, (5.11)
as p tends to infinity. Hence we have proved (5.10).
As we have seen in the above proof, the exponential decay phenomenon of the principal
eigenvalue occurs under the Assumption 5.1.
Corollary 5.3. Under Assumption 5.1, we have
lim
p→∞
1
p
log
1
λ1(p)
= b0. (5.12)
In other words, for arbitrary ε ∈ (0, b0), there exists p0 > 0 such that
e−p(b0+ε) ≤ λ1(p) ≤ e−p(b0−ε) (p ≥ p0). (5.13)
Proof. It is sufficient to show (5.12), since (5.13) is equivalent to (5.12). From Theorem 5.2,
λ1(p)Z0(p)→ 1 as p→∞ holds. We have (5.12) by the equalities:
lim
p→∞
(
1
p
log
1
λ1(p)
− b0
)
= lim
p→∞
(
1
p
logZ0(p)− b0
)
= lim
p→∞
1
p
log
(
e−pb0Z0(p)
)
= 0, (5.14)
where the last equality is shown as follows. From the inequality e−pb0Z0(p) ≤ |D0|, it follows
that,
lim sup
p→∞
1
p
log
(
e−pb0Z0(p)
)
≤ lim
p→∞
log |D0|
p
= 0.
Moreover, for arbitrary ε > 0, we define Dε0 := {(x, y) ∈ D0; b(y)− b(x) ≥ b0 − ε}. Then, from
|Dε0| > 0 and the inequality:
e−pb0Z0(p) =
∫ ∫
D0
ep(b(y)−b(x)−b0)dxdy ≥
∫ ∫
Dε
0
e−pεdxdy = e−pε|Dε0|,
we obtain
lim inf
p→∞
1
p
log
(
e−pb0Z0(p)
)
≥ lim
p→∞
−pε+ log |Dε0|
p
= −ε.
Since ε > 0 is arbitrary, the last equality of (5.14) follows.
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For concrete examples of a(x), more precise asymptotic behaviours of λ1(p) can be derived
from Theorem 5.2. For example, if |B1||B2| > 0 then we get
λ1(p) ∼ 1|B1||B2|e
−pb0 as p→∞,
since the following estimates hold:∫ l
0
e−pb(x)dx ∼ |B1|e−pb1 as p→∞, if |B1| > 0,
∫ l
0
epb(x)dx ∼ |B2|epb2 as p→∞, if |B2| > 0.
In case that |B1||B2| = 0, the following lemma is useful.
Lemma 5.4. Let L > 0 and µ > 0. Suppose that g ∈ C0([0, L]) satisfies g(x) > 0 for x ∈ (0, L]
and limx↓0 x−µg(x) = 1. Then we have∫ L
0
e−pg(x)dx ∼ Γ
(
1
µ
+ 1
)
p
− 1
µ as p→∞,
where Γ stands for the Gamma function Γ(ζ) =
∫∞
0 s
ζ−1e−sds.
Proof. In case that g(x) = xµ, by the change of variables s = pxµ, we have
p
1
µ
Γ(1/µ + 1)
∫ L
0
e−px
µ
dx =
p
1
µ
Γ(1/µ + 1)
1
µp
1
µ
∫ pLµ
0
s
1
µ
−1
e−sds =
1
Γ(1/µ)
∫ pLµ
0
s
1
µ
−1
e−sds→ 1,
as p tends to infinity. Hence, the assertion follows for g(x) = xµ. For general g(x), we omit a
proof but the same asymptotic behaviour can be shown.
By using this lemma, for example, we obtain the following proposition.
Proposition 5.5. For the case (5.2) with α ≥ 1, we have
λ1(p) ∼
(
1
α
) 1
α lα−1
Γ
(
1
α + 1
) p 1α+1 e− lαα p as p→∞.
In particular, if a(x) = x ( i.e.,−u′′(x) + pxu′(x) = λu(x) (−l < x < l)), then
λ1(p) ∼
√
2
pi
l p
3
2 e−
l2
2
p as p→∞. (5.15)
Proof. From Lemma 5.4, we have∫ l
0
e−pb(x)dx =
∫ l
0
e−
p
α
xαdx ∼ Γ
(
1
α
+ 1
)( p
α
)− 1
α
as p→∞.
Using the change of variables y = l − x, we also have∫ l
0
epb(x)dx =
∫ l
0
e
p
α
xαdx = e
p
α
lα
∫ l
0
e−l
α−1pg(y)dy ∼ e pα lαΓ(2) (lα−1p)−1 as p→∞,
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where g(y) := α−1l1−α(lα − (l − y)α) satisfies the condition of Lemma 5.4 with µ = 1. From
Theorem 5.2, we obtain the assertion.
Similarly, we can calculate that, for (5.3):
λ1(p) ∼


√
2 sin l√
pi
p
3
2 e−(1−cos l)p (if 0 < l < pi)
1
2pi
p e−2p (if l = pi)
1
pi
p e−2p (if pi < l < 2pi)
as p→∞,
and for (5.4):
λ1(p) ∼ a(l)√
pi
p
3
2 e−b(l)p as p→∞, if l >
√
2.
We remark that similar precise asymptotic expansion has been studied in de Groen [4] by
means of precise approximation of the eigenfunctions under a different assumption. Our result
(5.15) coincides to the result obtained there ((8.11) in [4]).
At the end of this section, we remark that Theorem 5.2 can not be straightforwardly extended
to multi-dimensional cases. To see this, we assume that Ω and a(x) satisfy the conditions of
Proposition 3.8 with Ii = (−li, li) and that each ai(x) satisfies Assumption 5.1. Then, since
b(x) =
∑n
i=1 bi(xi) with b
′
i(xi) = ai(xi), we have(∫
Ω
e−pb(x)dx
)−1(∫
Ω
epb(y)dy
)−1
∼ 4−n
n∏
i=1
λ
(i)
1 (p) as p→∞,
whereas, from Proposition 3.8, we obtain
λ1(p) =
n∑
i=1
λ
(i)
1 (p).
In this case, the asymptotic behaviour of λ1(p) is determined by the slowest decaying λ
(i)
1 (p).
6 Chemotaxis effect in biological colonies
A simple biological interpretation of the exponential decay phenomenon of principal eigenvalue
is discussed in this section. We consider the following simple PDE model for aggregation phe-
nomena in biology.
Let v(x, t) ≥ 0 be a population density at x ∈ Ω of an organism (e.g. bacteria), which
exhibits an aggregation behaviour due to an attractive chemical substance. This property is
called chemotaxis and the attractive chemical substance is called chemotaxis substance. We
denote by c(x, t) ≥ 0 the density of the chemotaxis substance. Then one of the standard PDE
description of the chemotaxis effect is given by the following equation.
vt = ∆v − p div(v∇c) in Ω× (0,∞), (6.1)
where p > 0 stands for a chemotaxis parameter. If p is larger, v exhibits stronger chemotaxis.
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Keller and Segel ([10], [11]) and other great number of literatures (for example Diaz and
Nagai [6], Stevens [16] etc.) have proposed (6.1) nonlinearly coupled with the production of
chemotaxis substance by v:
αct = ∆c− γc+ v in Ω× (0,∞),
with a suitable boundary condition for c, where α and γ are nonnegative constants. There are
several results on finite time blow-up of these systems if the initial density v(x, 0) is large enough.
The blowup of the solution in the Keller-Segel model has attracted many mathematicians’ in-
terests and its mathematical mechanism has been studied. Please see the above literature and
references therein for more details. Especially, a good short review for mathematical results on
the Keller-Segel model is found in § 8 of [16].
On the other hand, in [6], under the zero Dirichlet boundary condition for v with α = 0,
they proved that v decays exponentially to zero as t → ∞ if n = 1 or if v(x, 0) is sufficiently
small for n ≥ 2. The zero Dirichlet boundary condition for v biologically means the extinction
of the organism at the boundary. The result in [6] can be interpreted as that, the colony formed
by the chemotaxis aggregation can not sustain eternally against the diffusion and the boundary
extinction effect (v = 0 on ∂Ω), if the colony size is not large enough.
Let us consider a simpler linear version of this chemotaxis aggregation vs boundary extinction
problem. We suppose that the chemotaxis substance c is a priori given and does not change in
time, i.e. c = c(x), and we consider the initial-boundary value problem:

vt = ∆v − p div(v∇c(x)) in Ω× (0,∞)
v = 0 on ∂Ω × (0,∞)
v(·, 0) = v0(x) in Ω,
(6.2)
where v0(x) ≥ 0 is a given initial density function with v0 6≡ 0. It is mathematically well-known
that the boundary extinction is always stronger than the chemotaxis aggregation. It decays
exponentially as
v(x, t) ∼ Ce−λ1(p) tv1(x, p) (t→∞),
where λ1(p) is nothing but λ1(p) in Section 4 with b(x) = −c(x), and v1(x, p) is the principal
eigenfunction of K∗pb. If b(x) = −c(x) has the potential well (Definition 4.6) of depth ω > 0,
λ1(p) exhibits the exponential decay phenomenon: λ1(p) ≈ O(e−ωp) for large p. The potential
well condition for −c(x) means that there is a concentration peak of the chemotaxis substance
of hight ω.
The reciprocal of the principal eigenvalue 1/λ1(p) stands for the life span of the colony,
since the half-life of exponential decaying quantity e−λt is given by (log 2)/λ. Theorem 4.7 is
interpreted as that if c(x) has a concentration peak of hight ω > 0 then the life span of the
colony is exponentially long as
1
λ1(p)
≈ Ceωp as p→∞.
In other words, the colony can not sustain eternally, but it sustains in enough long time O(eωp)
if the chemotaxis parameter is sufficiently large.
In Figure 23, a typical profile of colony is shown. This is the eigenfunction v1 of (3.3)
with same a(x) (= −∇c(x)) as Example 2.2 and p = 40. Although the hight of this colony is
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Figure 23: Eigenfunction v1 of (3.3) corre-
sponding to u1 of Figure 10.
Figure 24: Eigenfunction v1 of (3.3) corresponding to u1 of Figure 21 (left), and a scaled figure
enlarged in the vertical axis (right).
decreasing in time according to the linear law, but the decay is exponentially slow for large p
and it substantially forms a very solid colony. Another profile of v corresponding to Example 2.3
with p = 100 is shown in Figure 24, which has two colonies. The hight of the right small colony
is approximately 1/500 of the hight of the left one. This is interesting in comparison with
Figure 21 where the eigenfunction u1 has two terraces with almost same hight.
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