Several formula representations for the I. M. Lifshits -M. G. Kreȋn spectral shift function (SSF) are discussed and intercompared. It is pointed out that the equivalence of these representations is not apparent, and different properties of the SSF are revealed by different formulas. The presentation is informal and contains no proofs.
Introduction
The suggested notes discuss the theory of the spectral shift function (SSF), an important object in the spectral theory of perturbations, which covers both discrete and continuous spectrum. This notion was first singled out by the outstanding theoretical physicist I. M. Lifshits in his investigations in the solid state theory. In the paper [1] he presented his considerations "specially for mathematicians". There he kept within the bounds of the finite rank perturbations and limited himself to the formal aspect of the matter. The SSF was brought into mathematical use in M. G. Kreȋn's famous paper [2] , where the precise statement of the problem was given, the "proper" class of perturbations (trace-class operators) was found, and the explicit representation of the SSF in terms of the perturbation determinant was obtained. Since then, the "presence" of the SSF was discovered in a number of problems of both abstract-operator and quite concrete character. M. G. Kreȋn himself devoted several more papers to the SSF though this subject matter cannot be characterized as a main direction of his creative work. However, the first of the authors remembers quite well how thorough and meticulous was M. G. Kreȋn in choosing the name for the new object (in the papers [1] , [2] the term "SSF" does not occur).
The work of M. G. Kreȋn on the SSF has been described in detail in a recent survey [9] ; the further development of the SSF theory has also been discussed there. The aim of the present paper is somewhat different. It is to describe and to correlate several formula representations for the SSF. There are at least four of such representations found by now.
Each of them adequately depicts some features of the SSF, but only considered together they lead to a correct understanding of this particular object.
Below we discuss only the initial version of the theory, when the perturbation of a selfadjoint operator is a trace-class selfadjoint operator. However, one should bear in mind that in applications a perturbation is usually "relatively trace-class" in an appropriate sense.
No proofs are presented in the paper. The technical details can be found in the survey [9] and in the book [10] . Section 6 discusses a representation for the SSF in terms of the counting functions of the spectrum of some family of compact operators. It has been found by the second of the authors and appears here for the first time; a detailed exposition will be published in [19] .
Finally, we note that along with [2] , M. G. Kreȋn has devoted his papers [3] - [8] to the SSF. The influence of M. G. Kreȋn's papers turned out to be lasting and enduring. 
In particular, S 1 (H) is the class of trace-class operators, and S 2 (H) the class of HilbertSchmidt operators. Below, H 0 and H are a basic pair of selfadjoint operators acting in H. For resolvents and spectral measures we use the abbreviated notation R
is always supposed to hold true.
Formulation of the problem. "Naive representation" for the SSF (I. M. Lifshits [1])
The SSF ξ(λ) = ξ(λ; H, H 0 ) is determined by the trace formula which was found in the initial paper [1] . It has the form
and is valid for a wide class of functions ϕ. The problem of calculating the SSF ξ which enters (1.1) was also first proposed in [1] . Some "explicit" formulas for ξ were obtained there in the case rank V < ∞. They follow from the general M. G. Kreȋn's formula (2.3) and so we do not discuss them here. The question of existence of the function ξ satisfying (1.1), of its properties and of the class of admissible functions ϕ was not, of course, discussed in [1] ; this was done in [2] under the more general condition (0). However, the following has been pointed out in [1] . Taking formally ϕ = χ µ in (1.1), where χ µ is the characteristic function of δ µ = (−∞, µ), one gets
( 1.2) This is the representation for the SSF which we call "naive". Unfortunately, generally speaking, (1.2) cannot be understood directly. In [2] an example was described where rank V = 1, but the corresponding operator
is not trace-class and not even Hilbert-Schmidt when µ is on the spectrum. Thus, the righthand side of (1.2) is ill-defined. At the same time, the trace of the operator (1.3) in the example of [2] can be calculated as the trace of an integral operator, and in this case (1.2) gives the correct expression for ξ. The "naive" formula (1.2) enables one to interpret ξ as the "integrated density of the variation of number of states" under the perturbation. In section 3 we shall explain what kind of precise meaning can be assigned to (1.2).
Representation for the SSF via the perturbation determinant (M. G. Kreȋn [2,3])
In this approach, the starting object is the perturbation determinant for the pair H, H 0 which obey the condition (0),
where the branch is fixed by the condition
It was shown in [2] that the representation
holds true, where ξ = ξ ∈ L 1 (R). By the inversion formula, 
where σ is a finite complex-valued Borel measure on R. At the same time, the inclusion
was established for such ϕ.
The representation (2.3) implies some "natural" properties of the SSF. In particular, the following relations hold true
The SSF is L 1 -continuous with respect to variations of V in the trace-norm. If rank V < ∞ and V has p positive and q negative eigenvalues, then
Next, if for some interval δ = (a, b) and ε > 0 one has rank
The relation (2.3) also implies the additivity of the SSF with respect to a successive (additive) introduction of perturbations. Note that (2.4) holds for ϕ(λ) = log(λ − z). Hence, (1.1) and (2.2) imply
This equality clarifies the role of the perturbation determinant in the derivation of the trace formula (1.1) and the representation (2.3) for the SSF. The condition (2.4) is far from being necessary for the validity of (2.5) and (1.1). The details on this subject are given in [9] , §4.
3 "Naive representation" revisited M. G. Kreȋn's result on the absolute summability of the SSF enables one to put a precise interpretation on the "naive" formula (1.2).
Let (1.1) . Obviously, ϕ satisfies the condition (2.4). This implies (2.5) and therefore (1.1) makes sense. The r.h.s. of (1.1) is a convolution ξ * (−ω ε ) where ω ε (λ) = −ε −1 ζ (−λ/ε) is an approximate identity. Since ξ ∈ L 1 (R), the convolution ξ * (−ω ε ) converges to −ξ(µ) as ε → +0 both in L 1 (R) and for a.e. µ ∈ R. Thus,
Obviously, the operator
converges strongly to the operator (1.3) for all µ ∈ R. This allows one to accept (3.1) as a precise interpretation of (1.2). Besides, for µ ∈ ρ(H 0 ) ∩ ρ(H) ∩ R the operator (3.2) coincides with (1.3) for small enough ε; in this case (1.2) can be understood straightforwardly.
SSF as a scattering phase (M. Sh. Birman-M. G. Kreȋn [6,7])
The connection between the SSF and the scattering matrix is deep and far from being apparent. Let us begin with definitions. Let P 0 (resp. P ) be the projection onto the absolutely continuous subspace of H 0 (resp. H). Under the condition (0) the wave operators
exist. (The existence of the limits (4.1) is the essence of the classical theorem of Rosenblum and Kato, see, e.g., [10] ). The operator S = W * + W − (the scattering operator) is unitary in P 0 H and commutes with H 0 . Let P 0 H be decomposed into a direct integral
where H 0 acts as multiplication by λ. Then S in the decomposition (4.2) acts as multiplication by the operator-valued function S(λ), which is called the scattering matrix. The operators S(λ) are unitary in H(λ) and
The connection between the SSF and the scattering matrix is given by
where det S(λ) makes sense by (4.3). The relation (4.4) can be considered as one more representation for the SSF. Moreover, (4.4) is sometimes regarded as the definition of ξ, which is then called the scattering phase. It is notable that the scattering matrix is related only to absolutely continuous parts of H 0 , H, while the SSF depends on the "full" pair H 0 , H. This is reflected in the fact that the SSF ξ can be determined from (4.4) only up to a singular term which takes integer values almost everywhere. However, in "smooth" situations such a term either does not occur, or can be easily controlled.
The fundamental role of (4.4) can be explained as follows. Under the condition (0) the operators H 0 P 0 and HP are unitarily equivalent. The operators W ± describe perturbations of the system of eigenfunctions of absolutely continuous spectrum for a fixed λ. Thus, the scattering theory deals with the "rotation of eigenvectors" for a fixed "eigenvalue". The scattering matrix is one of the characteristics of this "rotation". At the same time, the SSF on the absolutely continuous spectrum describes virtual (infinitesimal) shifts of "eigenvalues"; this better corresponds to the conventional idea of the perturbation theory. Thus, (4.4) connects two different points of view on the spectral essence of the scattering theory.
The relation (4.4) was used (see [6] , [7] , [10] ) to study the spectral properties of the scattering matrix and to obtain estimates for it. In particular, along with (4.3), the following estimate was established:
Later on, stronger and more straightforward methods were found for the investigation of the scattering matrix. But it was the formula (4.4) that first stimulated development in this direction.
In some problems in potential scattering the connection between the ξ-function and characteristics of scattering was noticed before the discovery of the general formula (4.4). For example, in the problem on the semiaxis the SSF was expressed in terms of the limit phase (scattering phase) -see [16] as well as [17] , where the first rigorous result was obtained. In the three-dimensional scattering problem in the paper [18] the following relation was obtained
which is close to (4.4). These observations stimulated the search for the abstract formula (4.4). More details can be found in [9] , §9.
Representation for the SSF via the integral over the coupling constant (M. Sh. Birman -M. Z. Solomyak [15])
Let H s = H 0 + sV , s ∈ R, and H = H 1 . Let E s (·) be the spectral measure for H s . Then for
Obviously, (5.1) implies
Formula (5.1) is convenient for producing estimates for the SSF. For example, the following inequalities are valid The formula (5.1) was obtained in [15] on the basis of the mechanism of double operator integrals. The main aim was to find a proof of the trace formula which would not rely on complex analytic facts. This aim has not been fully achieved, for the authors failed to obtain an independent proof of the absolute continuity of the measure in the r.h.s. of (5.1). The relations (5.1), (5.2) were the by-products of this attempt. Recently B. Simon [14] has given a more straightforward proof of (5.1).
Representation for the SSF via the integral of the counting function (A. B. Pushnitski [19])
Here we assume V ≥ 0 and use the notation H ± = H 0 ± V . As above, we suppose V ∈ S 1 . Consider the selfadjoint operators
It is well known (see [11] or [10] ) that for a.e. λ ∈ R there exist the limit values
(Moreover, A(λ + i0) ∈ S p (H) for any p > 1 but in general not for p = 1; see [12] ). It turns out that the SSF can be related to the counting function of the family
Namely, the following representation is valid
Convergence of the integral in (6.3) is ensured by the second of the inclusions (6.1). Formula (6.3) does not allow one to see directly the simplest properties of the SSF, for example, the additivity with respect to perturbations. However, this formula is well adapted for the derivation of the estimates for the SSF and for the calculation of its asymptotics in the large coupling constant limit. We cannot discuss this in more detail here. Now suppose that λ ∈ ρ(H 0 ) ∩ ρ(H) ∩ R. Then (6.2) reduces to the operator V 1/2 R 0 λ V 1/2 and does not depend on t ∈ R, while (6.3) transfers into
The equality (6.4) was obtained earlier in [13] straightforwardly. It can be interpreted as follows. Let H ± (s) = H 0 ± sV , 0 ≤ s ≤ 1. Then the right-hand side of (6.4) coincides with the number of eigenvalues of H ± (s) which cross the point λ as s grows from 0 to 1. One can use (6.3) for general perturbations (without the restriction on the sign of V ) by introducing successively positive and negative parts of V . However, no "unified" formula of the (6.3) type has been found by now in this case.
Conclusion
Initially, the spectral shift function ξ was defined by (1.1). Its specification (2.7) leads to the basic M. G. Kreȋn's formula (2.3). Besides, the SSF enters formulas (4.4), (5.2), (6.3) which themselves are surprising and whose derivation from (2.3) is far from being apparent. Each of these formulas casts the light on some of the properties of the SSF, leaving in a shadow others, no less important. This has prompted the authors to write the present essay whose title sounds maybe, too emotional.
