In this paper, we propose a novel cross-spectral matching system for identity verification based on the palm-vein and the palmprint acquired from the visible (RGB) and the near infrared (NIR) image spectral bands. Considering the vast availability of the visible library, the red and the blue spectrums are treated as sources of gallery samples and the NIR spectral band is utilized as the probe source without loss of generality. Apart from the extraction of palm-vein and palmprint features, the discriminative power of the palmprint templates is enhanced using a simplified Local Binary Pattern (LBP) encoding scheme. The similarity scores obtained by matching the NIR palm-vein templates against the registered RGB palm-vein templates is finally fused with scores obtained from matching the NIR palmprint codes against the registered RGB palmprint codes. Our empirical results on two publicly available multi-spectral palm databases show that the proposed system consistently achieves promising verification performance.
I. INTRODUCTION
Palmprint and palm-vein are two major biometric traits residing in the palm region of the hand. Due to their high stability, uniqueness and possession of rich discriminative information, both of these modalities are among the popular choices for user authentication [1] - [7] . The palmprint, which consists of the principal lines together with fine texture, can be easily acquired by the normal CCD cameras. Such ease of data acquisition has largely enabled its cost effectiveness in terms of its deployment for real-world applications [1] , [2] . However, due to its utilization of information from the external skin surface, the palmprint is known to be vulnerable to forgery attacks such as faking the palmprint by a printed image. Moreover, it is sensitive to external imaging conditions such as variation of illumination [1] , [2] . Worst still, a palmprint recognition system may fail when a distortion The associate editor coordinating the review of this manuscript and approving it for publication was An-An Liu . of the palmprint texture occurs during the acquisition process due to wetness and other contaminations. Under such circumstances, the palm-vein can be a good alternative for authentication since the blood vein vessels are located underneath the skin [4] , [8] , [9] . Moreover, utilization of the palm-vein may enhance the anti-spoof and liveness detection capability [3] , [10] .
Since the palmprint and the palm-vein can be complementary to each other, both the modalities can be acquired simultaneously using a specially designed system [3] , [47] , [48] . For example, the system in [3] , [48] , which consists of both the RGB and the NIR illumination sources, extracts the palmprint and the palm-vein features respectively from the RGB image and the NIR image almost at the same time. The two modalities are then fused for authentication performance enhancement. The authors of [45] proposed novel palm features based on the geometrical information of palmprint and palm-vein lines. Such a multi-sensor system has also motivated researchers to fuse palmprint features extracted from multiple palmprint imaging sources under the blue (380-490nm), the green (490-590nm), the red (590-700nm), and the NIR (750-900nm) spectrums [25] . Such an approach is known as multi-spectral palmprint verification in [25] .
It is noted that the above mentioned palmprint or palm-vein system each requires an additional illuminating device for amplifying either the RGB or the NIR imaging spectrum. However, utilization of an additional illuminating device may not be really necessary. Here, it is noted that extracting the palmprint from the NIR image is a viable approach because the wavelength of the visible red spectrum is very close to that of the NIR spectrum. Likewise, it is natural to think that a palm image captured under the visible red spectrum may contain not only the palmprint but also the palm-vein. This hypothesis has been verified by some recent works [33] , [41] , [42] . A research group in Latvia has extracted palmprint and palm-vein from respectively the blue and the red channels of the RGB image of the palm [41] , [42] . Similar to the case of utilizing the RGB images, there have been a few attempts in extracting both palmprint and palm-vein from the NIR image of the palm [10] , [43] - [46] . Except for [41] , [45] , the extracted palmprint and palm-vein features are subsequently fused for performance enhancement.
Related palmprint and palm-vein works utilizing the RGB and the NIR images are summarized in Table 1 . Based on the sensing and the modality utilization, these works can be categorized as (a) RGB palmprint [1] , [2] , [5] , [6] , [11] - [23] , (b) NIR palmprint [24] , (c) multispectral palmprint [25] - [32] , (d) RGB palm-vein [33] , (e) NIR palm-vein [4] , [8] , [9] , [34] - [40] , (f) multispectral palm-vein, (g) RGB multimodal [41] , [42] , (h) NIR multimodal [10] , [43] - [46] , and (i) multispectral multimodal (our method). Each group is further divided into handcraft feature based and deep learning based methods.
Based on this table, it is observed that the existing works only explored matching of the palmprint and the palm-vein within the same sensing modality. This poses significant limitation in physical deployment. For example, the RGB image based methods [41] , [42] may suffer from deteriorated imaging conditions such as variation of illumination and dryness of the palm. On the other hand, the NIR image based methods [10] , [43] - [46] require both training and test samples to be acquired using the NIR imaging equipment. Thus, such NIR based methods cannot be deployed for use with the existing palm databases where the images were acquired using the RGB imaging sensors. Since groups (a) and (e) belong to the common approach and are relatively well studied, Table 2 only provides details of those less studied groups (b)-(d), (f)-(i). These two tables show that our research fills the gap of identity verification based on multiple image spectrums and multimodality of the palm.
With these motivations and observations in mind, in this paper, we propose for the first time a RGB-NIR crossspectral matching system for palmprint and palm-vein verification. The core idea is to enable the NIR palm image (i.e., a probe image containing palmprint and palm-vein features) to be matched with those enrolled RGB palm images (i.e., the gallery images containing palmprint and palm-vein features) in the system. We propose a novel identity verification system in which both the palmprint and the palm-vein features are extracted from the RGB and the NIR palm images. Particularly, the RGB palmprint and the RGB palm-vein templates are respectively generated using images of the blue and the red spectrum while the NIR palmprint and the NIR palm-vein templates are generated using images of the NIR spectrum. Both the NIR and the RGB palmprint templates are subsequently encoded using a simplified LBP called the local directional binary code (LDBC). The proposed system is flexible in the sense that it can verify the identity using either palm-vein or palmprint only, or using both modalities via a match scores fusion. The main contributions of this work are summarized as follows:
• We define for the first time a new concept of cross-spectral palm-vein and palmprint verification across the RGB and the NIR spectral bands.
• We propose a novel system in which both the palm-vein and the palmprint features are extracted from two RGB (red and blue) images and an NIR image. The proposed system can be flexibly operated using a single modality (e.g., either palm-vein or palmprint) or using both modalities via a fusion for performance enhancement.
• We propose a simplified palmprint feature encoding scheme to extract essential directional palmprint features at various scales.
• We provide extensive experiments on two public hand-palm databases comparing the proposed system with competing palmprint and palm-vein verification methods. Our results show that the proposed system outperforms the compared methods in terms of verification accuracy and computational efficiency. This paper is organized as follows. In Section II, the essential background knowledge on a simplified Gabor filtering and the total error rate minimization classifier are presented VOLUME 8, 2020 for immediate reference. The proposed system for palmprint and palm-vein verification across the RGB and the NIR spectral bands is introduced in Section III. In Section IV, the experimental protocols, results and discussions are provided to evident the effectiveness of the proposed system. Finally, some concluding remarks are provided in Section V.
II. PRELIMINARY

A. SIMPLIFIED GABOR FILTER
In [49] , a simplified Gabor filter for face recognition has been proposed to reduce the computational load generated from the heavy convolution operation. Given the original Gabor filter as ϕ σ,µ,θ k ∈ R w×h where σ, µ, θ k respectively denote the standard deviation, the Gabor frequency and the orientation angle with k ∈ {1, · · · , n}. Then the simplified Gabor filter is generated by quantizing the Gabor coefficients based on the following set of thresholds:
where the maximum and minimum values of the original Gabor filter coefficients are A + and A − , respectively, n p is the number of quantization level of the positive value, and n n is the number of quantization level of the negative value. q + (k 1 ) at k 1 ∈ {1, 2, · · · , n p } and q − (k 2 ) at k 2 ∈ {1, 2, · · · , n n } are the positive threshold and the negative threshold, respectively (the symbols and the equations are adopted from [49] ). Utilizing these thresholds, the simplified Gabor filter is generated as:
at pixel coordinate (x, y).
B. TOTAL ERROR RATE CLASSIFIER FOR DECISION FUSION
Apart from the popular sum-rule [50] , [51] , a fusion of the scores of multibiometrics can be performed based on an optimized classifier. In this work, we adopt a fast learning classifier which optimizes the desired classification error rate directly. According to [52] , the total error rate (TER) of classification is defined as the summation of the False Acceptance Rate (FAR) and the False Rejection Rate (FRR) (i.e., TER = FAR + FRR) for counting the classification error based on a decision threshold τ . Suppose m − and m + are the sizes of the impostor and the genuine user respectively. Then, a classifier which is linear in its parameter vector (such as a projection model given by g(x) = p(x) T α) can be optimized with respect to TER [52] using:
where p j = p(x − j ) ∈ R d and p i = p(x + i ) ∈ R d denote the regressors respectively to the impostors and the genuine users, x − and x + respectively denote the feature vector of an impostor and that of a genuine user, d is the dimension of the regressor, b is a regularization parameter for stability and I ∈ R d×d is an identity matrix. This classifier has the advantage of having an analytical solution similar to that of regression, but possesses the classification error counting capability that the regression lacks.
The category of the unseen test sample x t is predicted using the learned α ter as follows:
where p(x t ) ∈ R d is the test regressor generated from the test data x t . A classifier which adopts a reduced multivariate polynomial model as the regressor is called TERRM [53] 
III. PROPOSED SYSTEM FOR PALM-VEIN AND PALMPRINT VERIFICATION ACROSS THE RGB AND THE NIR SPECTRUMS
In this section, we propose a cross-spectral palm biometric system for identity verification. As shown in parts (a) and (b) of Fig. 1 , the core idea of the proposed system is to extract both the palm-vein and the palmprint features from the visible gallery images (e.g., the red spectrum image R ∈ R p×q and the blue spectrum image B ∈ R p×q ) and the NIR probe image N ∈ R p×q for identity verification. As shown in part (c) of Fig. 1 , the extracted RGB and NIR palmprint templates are further encoded using the proposed Local Directional Binary Code (LDBC) to strengthen the discriminant power while the obtained palm-vein templates are directly used for cross-spectral matching (see part (d) of Fig. 1 ). The obtained cross-spectral match scores are finally fused using the TERRM classifier [52] for performance enhancement. Each of the components mentioned above is explained in greater detail in the following subsections. Prior to the proposed processes, the input images R, B, and N are respectively normalized using the min-max normalization technique yielding R norm , B norm , and N norm .
A. PROCESSING THE RED AND THE BLUE SPECTRUMS OF PALM IMAGES
As mentioned earlier, the red spectrum palm image R norm contains not only the palmprint texture but also the palm-vein vascular pattern [25] while the blue spectrum palm image B norm contains almost only the palmprint texture due to its weak penetration. In this subsection, we first strengthen the palm-vein pattern in R norm by suppressing the palmprint texture using B norm . The proposed palmprint template generation based on B norm is then detailed.
1) RGB BASED PALM-VEIN TEMPLATE GENERATION
In order to keep only the palm-vein as much as possible while removing the palmprint from R norm , a weighted channel-wise subtraction is proposed as follows:
where R diff ∈ R p×q denotes the difference image in which the palmprint is suppressed and 0.1 ≤ α < 1 is a scaling factor. Fig. 2 (b) shows an example of R diff obtained based on the input image of Fig. 2 (a) with α = 0.5 (see Section IV-C.1.a for details). It is observed from Fig. 2 (b) that the blood vessels captured in R diff appear as thick lines with smooth boundaries and with dark intensity pixels. The R diff also contains some palmprint principal lines which are with thin and sharp boundaries. To keep the palm-vein lines while suppressing those unwanted principal lines, a two-step process is adopted: i) lines extraction using the simplified Gabor filtering, and ii) removal of the palmprint principal lines and noise using a morphological-like operation. Firstly, R diff is convolved with n number of kernels from the simplified Gabor function ϕ simp σ,µ,θ k at k = {1, 2, · · · , n} generated in (2) when the real part of the original Gabor filter is adopted. The response is measured by a winner-take-all rule [11] as follows:
where R Gabor ∈ R p×q , the symbol * indicates the convolution operation. Fig. 2 (c) shows the Gabor response R Gabor obtained from R diff of Fig. 2(b) .
Prior to the morphological-like operation, the obtained Gabor response R Gabor is converted into a binary map R binary ∈ R p×q as follows:
FIGURE 2. Results of each processing step in palm-vein template generation obtained using a red spectrum image (see (a) to (e)) and a NIR spectrum image (see (f) to (j)).
where R Gabor indicates the pixel mean of R Gabor . Fig. 2(d) shows the obtained R binary . The proposed morphological-like operation is then implemented using a 3 × 3 binary mask. For each pixel, it is determined whether the pixel of interest is noise or not based on its neighborhood pixels within the mask. For example, as shown in Fig. 3 , the center pixel is assigned a '1' if its neighborhood mainly consists of '1's, otherwise it is assigned a '0'. This process can be written as follows:
where R vein ∈ R p×q , ones 3 (R binary (x, y)) returns the number of '1' elements within a 3 × 3 mask centered at coordinate (x, y), and τ vein is an empirically chosen threshold to control the amount of noise removal. This process is recursively implemented until the iteration reaches a pre-defined number N . Fig. 2 (e) shows the final palm-vein template R vein generated using the red spectrum image R of Fig. 2(a) . Although there remained minor responses from the palmprint principal lines, the obtained R vein mainly consists of palm-veins.
2) RGB BASED PALMPRINT TEMPLATE GENERATION
As shown in part (a) of Fig. 1 , the palmprint texture is clearly visible in the blue spectrum image B norm . This implies that no special process is needed to detect the palmprint texture as what we did for R diff (see Section III-A.1). The key issue here is to reduce the spectral gap between the RGB and the NIR spectrums because the palmprint texture in the NIR palm images (for instance, see part (b) of Fig. 1 with palm-vein removed) is unclear in general.
To reduce the spectral gap between the RGB palmprint and the NIR palmprint, we adopt the processing sequence [54] which was utilized for face recognition, with a minor modification. The processing sequence contains a sequence of photometrical normalization techniques such as Gamma correction, difference of Gaussian (DoG), masking (optional) and equalization of variance. Its effectiveness in reducing the spectral gap has been witnessed in cross-spectral face recognition [55] . In this work, we propose to substitute the last step of equalizing the variance by equalizing the histogram. This is to strengthen the line features which is important in palmprint analysis. Part (a) of Fig. 1 shows the results of each processing step obtained on B norm . As shown in the part (c) of Fig. 1 , the palmprint template B print is subsequently encoded using the proposed LDBC (see Section III-C for detailed descriptions).
B. PROCESSING THE NIR SPECTRUM OF PALM IMAGES
Different from the images of the RGB spectrum, extracting the palmprint from the NIR spectrum is a challenging task in view of the limited amount of texture information. In this subsection, we describe the proposed generation process of the NIR palm-vein template N vein , which is subsequently utilized to generate the proposed NIR palmprint template N print .
1) NIR BASED PALM-VEIN TEMPLATE GENERATION
As shown in the part (b) of Fig. 1 , a similar palm-vein template generation process for R norm (see Section III-A.1) is applied to N. Particularly, the N norm is filtered using a set of simplified Gabor kernels in which only the minimum Gabor response is maintained (6) , yielding N Gabor . According to (7) , the obtained N Gabor is next converted into a binary map N binary followed by a morphological-like palmprint and noise removal as shown in (8) . The final output NIR palm-vein N vein is directly used for matching with the RGB palm-vein R vein as shown in part (d) of Fig. 1 . As a running example, Fig. 2 (f)-(j) respectively show the input image N and the obtained results from each processing step.
2) NIR BASED PALMPRINT TEMPLATE GENERATION
It is observed from Fig. 2 (f) that those palmprint lines appeared in N are thin and sharp. Moreover, the intensity of pixels which correspond to the palmprint lines is similar to those pixels corresponding to non-palm-vein lines. Based on these two observations, we propose to brighten the pixel intensity of those palm-vein pixels in N in order to remove the palm-vein lines.
The NIR palmprint template N print generation process starts with segmenting those palm-vein pixels from N using the NIR palm-vein template N vein . Let (
L indicates a set of pixel coordinates corresponding to the palm-vein region in N vein . The L number of pixels are then brightened as follows:
where v = {N(x i , y i )} ∈ R L denotes a set of pixel intensities corresponding to the palm-vein region, and ρ is a scaling factor. Similar to B print , the modified processing sequence is applied to N brightened to obtain the N print . The illustrative results for each step are shown in part (b) of Fig 1. This template is further encoded using the LDBC scheme as described in the following subsection.
C. LOCAL DIRECTIONAL BINARY CODE
As shown in part (c) of Fig. 1 , the obtained B print (see Section III-A.2) and N print (see Section III-B.2) are subsequently encoded using the proposed LDBC method. The core idea of LDBC is to encode every pixel of B print (and N print ) based on its directional property of lines with respect to its neighborhood pixels in order to remove the noise. As shown in Fig. 4 , the neighborhood pixels along the perpendicular direction to the line features are characterized by a significant variation of pixel intensities. Let P ∈ R p×q represents either B print or N print throughout this subsection for simplicity. Each pixel of P is encoded along four directions β ∈ {0, 45, 90, 135} degree and at multiple scales γ ∈ {1, 2, · · · , κ} (where κ is the number of scales which is a parameter to be determined empirically by experiments) as follows (see also Fig. 5(a) L 45,γ As shown in part (d) of Fig. 1 , the extracted palm-vein templates and the palmprint codes are respectively matched across the RGB and the NIR spectral bands using the Hamming distance measure. The obtained match scores from each modality are then fused using the TERRM classifier for accuracy enhancement. Let F R i and F N j denote either the palm-vein templates (e.g., R vein and N vein ) or the palmprint features (e.g., L RGB β and L NIR β ) extracted from the i-th RGB image enrolled in the system and the j-th NIR probe image. With an aim of reducing the alignment errors occurred in the process of ROI extraction, the similarity between these two feature matrices is computed as follows [12] : where d (dx,dy) ∈ R indicates the Hamming distance between (x, y) and (x + dx, y + dy) pixels given by
for dx, dy ∈ {−δ, −δ + e, −δ + 2e, · · · , δ − 2e, δ − e, δ} with δ denoting the maximum number of pixels to be shifted, e number of bins in pixels, and ⊕ indicating the XOR operation. Finally, the matching score is obtained based on
). If both F R i and F N j are from the same identity, the computed match score s i,j belongs to a genuine user (denoted by superscript '+'), otherwise an impostor (indicated by superscript '−').
By repeating the matching for the entire possible combinations, two sets of match scores namely, the palm-vein scores 
Here, m = m + + m − denotes the total number of match scores for the genuine and impostor categories, s + ∈ R m + and s − ∈ R m − respectively indicate the genuine user match scores and the impostor match scores. By stacking up these two match scores as two columns giving S = [s v , s p ] ∈ R m×2 , the match scores are now treated as the m number of 2 dimensional samples. Consider a fusion classifier g(x) = P t α ter where α ter is the learned TERRM model using (3) and P T t = [p t (x 1 ), p t (x 2 ), · · · , p t (x m )] is a regressor matrix constructed using the test samples. A reduced multivariate polynomial model [56] for p t has been adopted to transform the raw features for better discrimination.
E. ILLUSTRATIVE ANALYSIS
In this section, we provide an illustrative analysis regarding the effectiveness of adopted techniques with respect to illumination normalization, Gabor filtering, and TERRM based fusion. The following three subsections provide a detailed account regarding these techniques.
1) ILLUMINATION NORMALIZATION
The normalization techniques adopted in [54] include Gamma correction, DoG filtering, and Histogram equalization. Although these normalization techniques are used for face recognition in [54] , they can also be effective for palmprint images. Fig. 6 shows the acquired images from the same palm using two different sensing spectrums from the PolyU-M database. These images show large illumination difference between the Blue and the NIR channels. After Gamma correction, the illumination gap is seen to be largely reduced. However, this also induces noise as indicated in the red solid circles. The DoG is subsequently applied to reduce the noise while retaining the palm texture. Finally, a histogram equalization is applied to enhance the image contrast. These processing steps illustrate the effectiveness of illumination gap reduction between the Blue and the NIR channels.
2) SIMPLIFIED GABOR FILTERING Fig. 7 shows an illustrative example of an instant of image convolution using the Simplified Gabor Filters (SGF) [49] at four orientations on two images. The first image for filtering contains a dark horizontal patch and the second image contains only white pixels. At the instant of filtering the image with horizontal patch, the horizontal SGF shows the strongest filter response with low output values among the four filters. Here, we note that a group of low pixel values in an image indicates a dark image patch which shows the existence of dark palm-vein among the relatively white image. As for the second image of white pixels, a relatively weak filter response (high output value) is observed. This indicates that a convolution on a 'dark line' by a filter of 'the same direction' obtains a strong filter response. This explains how Eq. (6) can pick up oriented lines of the palm image. Fig. 8 shows a scenario of scores distribution with decision boundaries obtained from several fusion methods namely, TER-linear, TER-RM, LSE-linear, and LSE-RM. This plot uses 100 genuine-user and 1000 impostor scores obtained from matching among the palmprint and the palm-vein images on the CASIA-M database. These decision boundaries show classification error rates of 1.49%, 1.75%, 2.31% and 3.46% respectively for TER-RM, TER-linear, LSE-RM and LSE-linear. Here, we observe that the LSE-RM method is heavily influenced by the high data density of the impostor region (i.e., fitting according to the data density). In contrast, the TER-RM method is less affected by the high impostor density because the decision boundary is determined by classification error counting. In view of this issue, the TER-RM is adopted for fusing the matching scores obtained from the palmprint and the palm-vein modalities. 
3) TERRM FOR SCORE-LEVEL FUSION
IV. EXPERIMENTS
In this section, the verification performance of the proposed RGB-NIR cross-spectral matching system is evaluated via extensive empirical experiments. We first analyze the effects of each parameter of the proposed system on the verification performance. The matching capability across the RGB and the NIR spectral bands is then evaluated in terms of the Equal Error Rate (EER) and the CPU processing time. These experiments are conducted on two publicly available multi-spectral palm databases namely, the Hong Kong Polytechnic University Multispectral Palmprint database (PolyU-M) [57] and the CASIA Multi-Spectral Palmprint database (CASIA-M) [58] . The following subsections provide details of the utilized databases, the experimental settings and the obtained results together with our observations. All experiments were conducted on a PC of 3.40GHz CPU with 12 GByte RAM using Matlab [59] .
A. DATABASES AND PREPROCESSING
The PolyU-M database, which consists of 24,000 images (= 6, 000 × 4 spectrums) from 250 subjects, is the most widely utilized database in the field of multispectral palmprint authentication. Half of the 24,000 images was taken in the first session while the remaining half was obtained in the second session. The average time interval between the two acquisition sessions was 9 days. At each session, 12 images (6 left palm and 6 right palm) were acquired from each subject using a touch-based acquisition device [25] with four different illuminations namely, the red, the green, the blue and the NIR illuminations. In other words, 48 images were taken from each subject at one session. In our performance evaluation study, excluding the images from the green illumination, 18,000 images taken under the red, the blue and the NIR illuminations are utilized.
The CASIA-M database consists of 100 subjects with 72 images per identity (7, 200 images in total). These images were also acquired under 2 different acquisition sessions with 12 days of time interval. At each session, 6 images per left and right hand per subject were captured at six spectral bands (e.g., 460 nm, 630nm, 700nm, 850nm, 940nm and white light). For our experiment, a subset of 3 spectral bands namely, 460nm (blue), 700nm (red) and 850nm (NIR), from the 100 subjects are utilized. We thus have 3,600 images (=100 subjects × 2 sessions × 2 hands × 3 images × 3 bands) in total.
For the PolyU-M database, palm-region cropped (of 128 × 128 pixel resolution) images which are publicly available at [57] are utilized in our experiment. For CASIA-M database, the original images of 768 × 576 pixel resolution are firstly processed for ROI extraction according to [60] . Essentially, the processing steps of [60] for ROI extraction include binarization, landmark localization, and ROI cropping. Each image for preprocessing is first binarized based on a threshold process and then followed by a morphological operation for noise reduction. Subsequently, the hand contour of the binary hand image is detected using a column-wise search. Along the search, the midpoint, which lies in-between two adjacent fingers, is determined based on the middle point of the detected pair of edges. The landmark valley points are then defined based on the terminating point of the midpoint trace. Finally, the ROI is determined utilizing the detected landmark points as the reference frame [60] . Since the images of CASIA-M were acquired using a touchless sensor, they are contaminated with minor imaging noises such as distortion, translation, rotation etc. However, the images of PolyU-M are free from such noise. Several sample images of the two databases utilized in our experiments are shown in Fig. 9 .
B. EXPERIMENTAL SETTINGS 1) EVALUATION PROTOCOL
The main goal of the experiments is to observe the RGB-NIR cross-spectral matching performance (e.g., accuracy and CPU processing time) of the proposed system under the identity verification scenario. Another goal is to investigate whether a fusion of the palm-vein and the palmprint helps in enhancing the identity verification accuracy of the proposed system. To achieve these two goals, as shown in Table 3 , the proposed system is evaluated under three experimental settings. Under Ex-I-i), the effect of four adjustable parameters are investigated. These parameters are namely, (a) the scaling factor α which corresponds to adjusting the spectral gap between the RGB and the NIR palm-veins, (b) the scaling factor ρ which corresponds to adjusting the spectral gap between the RGB and the NIR palmprints, (c) the number of pixels δ to be shifted in feature template matching, and (d) the number of scales κ in the LDBC encoding.
In Ex-I-ii) a comparison between intra-and inter-matchings has been performed. Under Ex-II and Ex-III, the main experiments with regard to the RGB-NIR cross-spectral identity verification performance of the proposed system is evaluated. In Ex-II, we evaluate the performance of the proposed system by using i) palm-vein only, ii) palmprint only, and iii) both palm-vein and palmprint via a match scores fusion. For Ex-II (i) and (ii) in which only the palm-vein templates or the palmprint templates are utilized, the test EER performances of the proposed system are compared with respective state-ofthe-art NIR palm-vein (see Table 4 ) and RGB palmprint (see Table 5 ) methods including deep-learning based methods (NIR palm-vein [40] , RGB palmprint [20] - [23] ). Here, we note that the input images under Ex-II (ii) is given as B print for the blue channel and N print for the NIR channel for each competing palmprint technique. Under Ex-II (iii) and Ex-III, the EER performance and the CPU processing time of the proposed system after fusion using TERRM is compared with those obtained using state-of-the-art fusion techniques namely, the simple SUM rule [50] , the support vector machine (SVM) that adopted different kernels (SVM-linear and SVM-RBF) [61] , [62] , and the extreme learning machine (ELM) [63] .
The first half (Session 1) of the dataset (PolyU-M has 3,000 samples and CASIA-M has 1,800 samples, for each image spectrum) is used as the gallery set while the remaining half (Session 2) is used as the probe set. In Ex-I (i), the gallery set is further divided into a training set (3 samples per subject) and a validation set (3 samples per subject). This division of the gallery set is repeated 5 times using random partitioning in order to conduct 5 trials of two-fold cross-validation where the average performance is used to determine the parameter setting. Experiments Ex-I (ii), Ex-II (i)-(ii) are performed by matching between all individual samples of the visible (red and blue images) spectrum from the gallery and all individual samples of the NIR spectrum from the probe set, since there is no training process in each modality. In the fusion stage under Ex-II (iii) and Ex-III, the set of training scores is generated from matching between samples from the RGB Session 1 (PolyU-M: 6 samples per subject, CASIA-M: 3 samples per subject) and that of the NIR Session 1 (PolyU-M: 6 samples per subject, CASIA-M: 3 samples per subject). The set of testing match scores is obtained from matching between the visible images in the gallery set (Session 1) and the NIR images in the probe set (Session 2). The results are measured based on 5 runs of two-fold cross validation tests. For ELM, due to its random weights initialization nature, another 5 trials are performed using different random hidden weights of the ELM where the average outcomes are reported.
2) PARAMETER SETTINGS
In our method, the Gabor parameters (σ, µ, n, h, w, n p , n n ) are adopted following those in [33] , i.e., σ = √ 45, µ = 1/11, n = 6, h = w = 33, n p = 2 and n n = 1 for Ex-I and Ex-II which utilized the PolyU-M database, and σ = √ 35 for Ex-III which utilized the CASIA-M database. The threshold τ vein is empirically chosen as 4 based on the best performance of its noise removal results. The grid-search parameters are set at e = 1 for palm-vein and e = 2 for palmprint for LDBC template considering a balance between the accuracy and the computational efficiency. For the fusion algorithm TERRM, the offset and threshold parameters are set at τ = η = 0.5 with regularization b = 10 −3 and class-specific weight (M ) tuning following [52] .
The four parameters in Ex-I are evaluated over α ∈ {0.1, 0.2, · · · , 1} and ρ ∈ {2, 4, · · · , 20} based on the Pearson correlation [64] regarding the similarity of matching. The parameters δ ∈ {1, 2, · · · , 10} and κ ∈ {1, 2, · · · , 10} are chosen based on the verification performance after fixing the values of α and ρ based on the highest correlation value. Lastly, the effect of the order of RM are observed for Recall that, in (5) , our idea to reduce the spectral gap between the RGB palm-vein and the NIR palm-vein is to subtract the red spectrum image R norm by the α-scaled blue spectrum image B norm . Similarly, the spectral gap between the Blue palmprint and the NIR palmprint is reduced by adjusting the scaling factor ρ in (9) . In Fig. 10(a) , the measured correlation coefficients are plotted over the α values. As the baseline, the coefficient obtained at α = 0 is also shown in the subplot. From this plot, the highest coefficient 0.644 is achieved at α = 0.5. When we set α ≤ 0.6, the calculated coefficients VOLUME 8, 2020 are higher than that of the baseline. However, the coefficient decreases significantly at α > 0.6.
In Fig. 10(b) , the correlation coefficient is also compared between the baseline setting and the variation with respect to ρ. As seen from this plot, the coefficients for palmprint are lower in general in which the highest coefficient of 0.438 is achieved at ρ = 10. This indicates that the palmprint templates N brightened and B contain more noise than that of palm-vein templates. Based on these observations, we set α = 0.5 and ρ = 10 in the subsequent experiments.
b: EFFECTS OF PARAMETERS δ AND κ ON THE EER AND THE CPU TIME
The impacts of δ and κ are respectively investigated in terms of the EER and CPU processing time as shown in Fig. 11 . It is observed from Fig. 11(a) that the EER values decrease as the setting for both δ and κ increases. Particularly, the lowest (best) EERs are obtained at δ, κ = 10 while the setting δ, κ = 1 produces the worst EER performance. For δ, the results indicate that the images utilized in this empirical analysis contain alignment errors, and it can be compensated by minor image translation. The results on κ indicate that the proposed system achieves a better performance by using more LDBC features encoded at multiple scales γ (recall that γ ∈ {1, 2, · · · , κ} is one of the LDBC scale value). However, as shown in Fig. 11(b) , setting higher values to both δ and κ increase not just the verification performance but also the computational cost of the proposed system. This is because a higher δ value increases the range of grid search in (10) . The dimension of LDBC feature ∈ R (p−2κ)×(q−2κ)κ is also proportional to κ. To balance between the verification capability and the computational efficiency, we set δ = 8 and κ = 5 for the subsequent experiments. Fig. 12 shows two palm image samples of the same subject taken from the PolyU-M database. These samples show that the palm textures under the same illumination appear to be more similar than that under different illuminations. As indicated within the red solid circles in the figure, the palmprint wrinkles can be clearly seen in the Blue spectrum. These wrinkles become invisible when the illumination wavelength is longer (Blue→Red→NIR). In contrast, the palm-vein features as marked in blue dashed circles can be more clearly seen in the two samples of the NIR spectrum. These palm-veins become invisible when the spectrum wavelength is shorter (NIR→Red→Blue). This results in having a better accuracy in intra-modality matching than that in inter-modality matching. Table 6 shows the results of intra-modality and inter-modality matchings based on the well-known Competitive Code [11] . The EER values from inter-modality matching are higher than that of the intra-modality matching. Moreover, the EER value of Blue-to-NIR matching has the worst EER (5.406%) among all due to the matching across the widest spectral difference.
2) (EX-II) RGB-NIR CROSS-SPECTRAL VERIFICATION PERFORMANCE EVALUATION USING THE POLYU-M DATABASE a: USING PALM-VEIN ONLY Table 7 and Fig. 13 show respectively the test EER performances and the ROC curves of all compared palm-vein methods listed in Table 4 . As shown in Table 7 , our proposed method shows the lowest EER (best) among the compared state-of-the-arts. Among these state-of-the-arts, the ordinary LBP algorithm obtained the highest (worst) EER of 4.65% and the the AdaptGabor algorithm recorded the lowest (best) EER of 1.02%. The CustomCNN records a comparable EER of 2.77%. In terms of the ROC plots as shown in Fig. 13 , our proposed method shows good matching accuracy over a wide operating range with the AdaptGabor method showing competing overall performance to our method. For example, the FRR values at FAR=0.1% and at FAR=1% in Table 7 show our proposed method gives the highest accuracy among the compared methods (i.e., FRR = 1.78% and 0.97% respectively at FAR = 0.1% and FAR=1%). These results show the effectiveness of our image processing and feature extraction design.
b: USING PALMPRINT ONLY Table 8 and Fig. 14 show respectively the test EER performances and the ROC curves of all compared methods listed in Table 5 for palmprint verification. From Table 8 , our proposed method shows the best EER of 3.36% comparing with those experimented state-of-the-art methods (see Table 8 ). These results in Table 8 indicate that the DOC, AlexNet, DRCC, and PalmNet methods have comparable performance with EER lower than 4%. In contrast, the HOL and the LmTrP show among the highest EERs of 6.18% and 7.70% respectively. From the overall ROC perspective as shown in Fig. 14, AlexNet shows the best verification accuracy when the FAR value is less than 1%. The proposed method maintains a relatively good performance over the entire range of the FAR values. These results illustrate the effectiveness of our encoding scheme for palmprint verification. Fig. 15 shows the EER values before and after fusion adopting several fusion techniques. The match-scores fusion is adopted here due to its good performance reported in [50] . Since fusion by the simple sum-rule and the SVM with linear kernel have no adjustable parameters, their results are plotted as a constant line for ease of visual comparison. Comparing with the EER performance when using only palmprint and only palm-vein, the results after fusion generally produce much better EER performance except for the case of TERRM at order r = 6, and the case of ELM with 250 hidden nodes (see Fig. 15 ). This indicates that a score fusion can generally improve the performance. Among the fusion methods, the best EERs go to TERRM at r = 3 (EER = 0.477%) and at r = 4 (EER = 0.472%). The SVM method (SVMlinear and SVM-RBF) shows comparable EER results for some of the settings. Based on the setting that gives the best EER for each method, the ROC curves and the FRR values at specific operating points are recorded. The results are shown in Fig. 16 and Table 9 where our proposed method shows good matching accuracy over a wide operating range including the points at FAR=0.1% and FAR=1% where the FRR values are 0.76% and 0.39% respectively. In terms of the computational CPU processing times, Table 10 and Fig. 17 show a different aspect of the performance. Due to the heavy search involved in seeking the supporting vectors, the SVM-RBF shows a significantly high computational cost relative to that of TERRM and the ELM. Particularly, the SVM-RBF can have as much as about 633 times slower speed than that of TERRM. The ELM, though with comparable computational cost with that of TERRM, comes with a relatively poor EER performance comparing among the fusion techniques. This result indicates that TERRM is an efficient method for fusion counting both accuracy and computational complexity.
3) (EX-III) RGB-NIR CROSS-SPECTRAL VERIFICATION PERFORMANCE EVALUATION USING THE CASIA-M DATABASE Fig. 18 shows the EER performance before and after fusion for the CASIA-M database. Similar to the result based on the PolyU-M database, the EER after fusion shows much more improvement than that before fusion for every parameters. These results verify again, the effectiveness of fusion. Among the fusion results, the best EER is recorded for TERRM at r = 3 (EER = 4.277%). The SVM (SVM-RBF, SVMlinear) records good EER performance for the entire range of parameters similar to that in EX-II(iii). Similar to Fig. 16 and Table 9 , the results of these fusion methods are compared based on each fixed parameter. The results in Fig. 19 and Table 11 show that the FRR value for TERRM recorded the worst performance at FAR=0.1%. However, the accuracy of TERRM becomes comparable with the compared fusion methods when FAR=1%. The results for this data set show lower accuracy (higher EER) than those in Ex-II. This is reasonable because the CASIA-M database was collected using a contact-free sensor and the PolyU-M database was collected using a contact-based sensor.
4) SUMMARY OF RESULTS AND OBSERVATIONS
• The results ( Fig. 10 and Fig. 11 ) of parametric search based on the training validation set have been utilized for parameter selection for subsequent use. • The results of palm-vein only matching ( Fig. 13) show superiority of the proposed method over the compared methods in terms of the test EER performance.
• The results of palmprint only matching ( Fig. 14) show superiority of the proposed method over the compared methods in terms of the test EER performance.
• For both the PolyU-M and the CASIA-M datasets, the results of fusion ( Fig. 15 and Fig. 18 ) show significant EER enhancement over the individual modalities.
V. CONCLUSION
A novel cross-spectral matching system has been proposed for identity verification based on the RGB and NIR images of the palm-vein and the palmprint. The main novelty of this system comes from the lack of any existing work in the literature that extracts both the palm-vein and the palmprint from each of the RGB and the NIR spectrums under a single system. This gives rise to the availability of four sets of cross-spectral feature templates for identity matching. Apart from the features extracted from both the visible and the NIR modalities, a encoding scheme based on a simplified LBP scheme has been proposed for the palmprint. The two sets of extracted features for each modality were eventually fused at the score level for verification performance enhancement. Our experimental results under both the constrained and the unconstrained image acquisition environments showed competency of the proposed system in terms of verification accuracy as well as computational efficiency.
