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In this paper, we investigate the asymptotic behavior of the differential equation
y′′ + (λr(x) − q(x))y = 0, 0 x 1,
where [0,1] contains a ﬁnite number of zeros of r(x), the so-called turning points,
λ is a real parameter and the function q(x) is bounded and integrable in [0,1]. Using
a technique used previously in [B.J. Harris, S.T. Talarico, On the eigenvalues of second-order
linear differential equations with fractional transition points, Math. Proc. R. Ir. Acad. Ser. A
99 (1) (1999) 29–38], we derive the higher-order asymptotic distribution of the positive
eigenvalues associated with this equation for the Dirichlet problem (i.e., y(0) = y(1) = 0).
This method is different from Eberhard’s method [W. Eberhard, G. Freiling, The distribution
of the eigenvalues for second-order eigenvalues problems in the presence of an arbitrary
number of turning points, Results Math. 21 (1992) 24–41]. They have used asymptotic
solution in order to obtain asymptotic distribution of the eigenvalues. In most differential
equations with variable coeﬃcient it is impossible to obtain an exact solution, so we want
to obtain asymptotic distribution of the eigenvalues without solving equation. Note that
in similar case, the leading term of the asymptotic distribution of positive and negative
eigenvalues was derived previously by Atkinson and Mingarelli [F.V. Atkinson, A. Mingarelli,
Asymptotics of the number of zeros and the eigenvalues of general weighted Sturm–
Liouville problems, J. Reine Angew. Math. 395 (1986) 380–93].
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
We consider the linear second-order Sturm–Liouville equation
y′′ + (λr(x) − q(x))y = 0, (1)
deﬁned on the interval [0,1] where λ is a real parameter, r(x) is a real-valued weight function. The primary assumption
which is to be made, and which principally characterizes the equation to which the discussion, is devoted, is that the
interval of the argument x may include a zeros of the coeﬃcient r(x). Generally points at which r(x) is zero are called
turning points (TP). This and the remaining assumptions are made speciﬁc in the following statement of hypotheses.
We suppose that the coeﬃcients q(x) and r(x) satisfy:
(i) r(x) is real and has in [0,1] n zeros xν of order lν ∈ N , 1 ν  n where 0 < x1 < x2 < · · · < xn < 1.
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2 F.D. Saei, A.J. Akbarfam / J. Math. Anal. Appl. 371 (2010) 1–15(ii) The function φ0 : I → R − {0}, x → r(x)∏nν=1(x− xν)−lν is twice continuously differentiable.
(iii) q(x) is bounded and integrable in I .
The character of the asymptotic solution of (1) is crucially depended on the sign of r(x). The solutions of (1) are evidently
of oscillatory or exponential type according as r(x) is positive and negative on the x interval under account and on different
intervals in which r(x) is of opposite sign the forms are respectively of the two opposing types. Between two such intervals
a change in the character of any solution must, therefore, take place. In [4], the solutions of (1) over the entire interval I ,
containing n turning points have been obtained by dividing I into n parts, containing only one turning point and, in the
familiar way, by matching the asymptotic solutions appropriate for neighboring intervals. It turns out that the estimates
derived in this paper are suitable for the treatment of a broad class of eigenvalue problems.
More recently there has been some interest in indeﬁnite eigenvalue problems. Atkinson and Mingarelli [2], B.J. Harris
and S.T. Talarico [8], F.W.J. Olver [16], W. Eberhard and G. Freiling [6] have studied indeﬁnite eigenvalue problems for second
order differential equations using methods from the spectral theory of selfadjoint Sturm–Liouville problems. Also further
results on indeﬁnite eigenvalue problems can be found in [5,12–14] and the papers cited therein.
We would like to call the readers attention for more details about inverse problem when (1) has no turning point, which
is called classical (deﬁnite) case, to [7].
2. Notations and preliminary results
Let  > 0 be ﬁxed, suﬃciently small and, let D0 = [0, x1−], Dν = [xν +, xν+1−] for 1 ν  n−1, Dn = [xn +,1],
D =⋃nν=0 Dν , and Iν = Dν−1, ∪ [xν − , xν + ] ∪ Dν .
We distinguish four different types of turning points: for 1 ν  n,
Tν =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
I if lν is even and r(x)
∏n
ν=1(x− xν)−lν < 0 in Iν,
II if lν is even and r(x)
∏n
ν=1(x− xν)−lν > 0 in Iν,
III if lν is odd and r(x)
∏n
ν=1(x− xν)−lν < 0 in Iν,
IV if lν is odd and r(x)
∏n
ν=1(x− xν)−lν > 0 in Iν
is called of type xν . Further we set
μν = 1
2+ ν ,
R+(x) =
x∫
0
√
r+(t)dt, R−(x) =
x∫
0
√
r−(t)dt.
If the zeros of r(x) is at x = xν , then by Langer’s transformation we can make it the origin. To be speciﬁc, let us deﬁne the
Langer’s transformation ξ(x) for different type of TP.
For a turning point of type I:
ξI(x) =
⎧⎨
⎩
−{∫ xνx (−r)1/2(t)dt} 2+2 , x xν,
−{∫ xxν (−r(t))1/2 dt} 2+2 , xν  x.
For a turning point of type II:
ξII(x) =
⎧⎨
⎩
{∫ xνx r1/2(t)dt} 2+2 , x xν,
{∫ xxν r(t)1/2 dt} 2+2 , xν  x.
For a turning point of type III:
ξIII(x) =
⎧⎨
⎩
{∫ xνx r1/2(t)dt} 2+2 , x xν,
−{∫ xxν (−r(t))1/2 dt} 2+2 , xν  x.
For a turning point of type IV:
ξIV(x) =
⎧⎨
⎩
−{∫ xνx (−r(t))1/2 dt} 2+2 , x xν,
{∫ xxν (r(t))1/2 dt} 2+2 , xν  x.
We mention that if c < 0 and k = +22 , then the symbol (c)k denotes each of the following depending on the nature
of :
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⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−(−c)k in type I,
(−c)k in type II,
ı(−c)k in type III,
−ı(−c)k in type IV.
(2)
It follows from [1, 9.2.7 and 4.4.42] that the argument of Hankel–Bessel function of order ν for large parameter u admits
the following asymptotic representation as u → ∞:
arg H(1)ν
(
k−1udk
)= k−1udk − νπ
2
− π
4
+ 4ν
2 − 1
8k−1udk
+ O
(
1
u3
)
, (3)
arg H(1)ν
(−k−1u(−c)k)= −k−1u(−c)k − νπ
2
+ π
4
− 4ν
2 − 1
8k−1u(−c)k + O
(
1
u3
)
, (4)
arg H(1)ν
(
ık−1u(−c)k)= 3π
4
− νπ
2
− π
4
= π
2
− νπ
2
, (5)
arg H(1)ν
(−ık−1u(−c)k)= π
4
− νπ
2
− π
4
= −νπ
2
(6)
as u → ∞, where d > 0 and c < 0.
Now we show the connection between the argument of complex valued solution of (1) in the interval containing one of
the turning point say, xν , and the argument of complex valued solution of Sturm–Liouville equation with one turning point
in x = 0 in the same interval. In fact the following result illustrates a crucial relationship between a general problem (1)
with a turning point at xν to a transformed problem in which is mapped to x = 0. We show that such a transformation
preserves the argument of any ﬁxed complex valued solution.
Theorem 1. Let z be a strictly complex-valued solution of the differential equations
y′′ + (ρ2r(x) − q(x))y = 0, x ∈ [0,1], (7)
and W be a solution of
W ′′ + (u2(−1)Mν ξ ν − Rν(ξ))W = 0, ξ ∈ [c,d]. (8)
Then on the interval [xν − , xν + ] we have
argW
(
ξ(x)
)= arg z,
where r(x) =∏nj=1(x− x j)l jφ0(x) and
Rν(ξ) =
(
dx
dξ
)1/2 d2
dξ2
{
1
( dxdξ )
1/2
}
+
(
dx
dξ
)2
q
(
x(ξ)
)
.
Mk = the number of turning of type III or IV in (xk,1), or one can see that (−1)Mk = (−1)n+···+k−1 , c < 0 < d, u2 = (ν+2)24 ρ2 , the
transformation ξ(x) will be deﬁned in the proof.
Proof. For proof see [11]. 
3. The main result
We begin by consolidating some results from [10,15] for completeness. For a complex-valued solution Ω(x, λ) of
y′′ + λxα y = 0, (E0)
we form the logarithmic derivative r0(x, λ) = Ω ′(x, λ)/Ω(x, λ), (Ω(x, λ) = x1/2H(1)ν (λ1/2xkk−1), k = (α+2)2 , ν = 1(α+2) and
H(1)ν is a Hankel function of order ν) a quantity that exists for each x ∈ [a,b] since the real and imaginary parts of Ω are
linearly independent solution of (E0) (so they cannot have common zero therefore the denominator of r0(x, λ) is never
zero). The quantity r1(x, λ) is deﬁned by setting
r1(x, λ) = −
b∫
x
q(t)e2
∫ t
x r0(s,λ)ds dt,
while the rn(x, λ) are deﬁned recursively (for n 1) by
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b∫
x
r2n(x, λ)exp
(
2
n∑
l=0
t∫
x
rl(s, λ)ds
)
dt.
It follows from [8,9] that the function
r(x, λ) =
∞∑
n=0
rn(x, λ) := S(x, λ) + iT (x, λ)
is a series solution (in x) of the Riccati equation
υ ′ = q − λxα − υ2
from which one can reconstruct solutions of (1) with Dirichlet condition y(a) = y(b) = 0 via the following result:
Theorem 2. (See Harris and Talarico [8].) There exists λ0 such that any real valued solution of
y′′ + (λxα − q(x))y = 0 (9)
can be expressed as
Z(x, λ) = c1e
∫ x
a S(t,λ)dt cos
(
c2 +
x∫
a
T (t, λ)dt
)
for x ∈ [a,b] (a < 0 < b) and |λ| λ0 where c1, c2 ∈ . If Z(·, λ) satisﬁes
y(a) cosγ + y′(a) sinγ = 0 (10)
then
c2 =: ca2 =
π
2
if γ = 0,
= arctan
(
1
T (a, λ)
S(a, λ) + cotγ
)
if γ 	= 0. (11)
Similarly, if Z satisﬁes
y(b) cosβ + y′(b) sinβ = 0, (12)
then
c2 =: cb2 = nπ +
π
2
if β = 0,
= nπ + arctan
(
1
T (b, λ)
S(b, λ) + cotγ
)
if β 	= 0 (13)
for all integer n.
It follows from (11) and (13) that the eigenvalues of (9), (10) and (12), i.e., our problem (1), are the values of λ for which
ca2 +
b∫
a
T (t, λ)dt = cb2. (14)
We see from [10], that the asymptotic distribution of the eigenvalues of (9), (10) and (12) is therefore asymptotically deter-
mined by the following transcendental equation:
nπ =
b∫
a
T (t, λ)dt = 

b∫
a
r(t, λ)dt = 

( b∫
a
r0(t, λ)dt +
b∫
a
r1(t, λ)dt + · · ·
)
= argΩ(b, λ) − argΩ(a, λ) − π
2k
b∫
0
xq(x) J2ν
(
k−1uxk
)
dx+ · · · . (15)
Now we prove the following lemma:
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(xi, xi+1) such that
αii+1∫
xi
√
f (t)dt =
xi+1∫
αii+1
√
f (t)dt = 1
2
xi+1∫
xi
√
f (t)dt.
Proof. The proof proceeds by applying the Intermediate Value Theorem to the function
I(x) =
x∫
xi
√
f (t)dt −
xi+1∫
x
√
f (t)dt. 
We shall use the symbol ΩIV(ξ,u) to signify the complex-valued solution of
W ′′ + u2ξ lυ W = 0,
where ξ is corresponding Langer’s transformation of turning point of type IV. We will use the symbols ΩI(ξ,u), ΩII(ξ,u)
and ΩIII(ξ,u) in similar case.
Now we can derive the following results on the distribution of the eigenvalues of (1) with Dirichlet boundary condition.
First we consider the case:
A. r(0) < 0, r(1) < 0.
1.a T1 = IV, T2 = III.
We suppose that the weight function r(x) has in [0,1] two zeros x1 and x2 where x1 of type IV and x3 of type III. By (15)
the distribution of positive eigenvalue satisﬁes:
nπ = 

( 1∫
0
z′
z
dx
)
= 

( α12∫
0
z′
z
dx+
1∫
α12
z′
z
dx
)
, (16)
where α12 ∈ (x1, x2) is such that
∫ α12
x1
√
r(t)dt = ∫ x2α12 √r(t)dt . (The existence of α12 follows from the lemma.) Now by
applying Langer’s transformation ξ : [0,α12] → [c12,d12] for turning point of type IV, we can write:


( α12∫
0
z′
z
dx
)
= arg z(α12) − arg z(0)
= argW (ξ(α12))− argW (ξ(0)) (by Theorem 1)
= [argΩIV(d12,u) − argΩIV(c12,u)]− π
2k
d12∫
0
ξ R(ξ) J2ν
(
k−1uξk
)
dξ + O
(
1
u2
) (
by (15)
)
= argd1/212 H(1)ν
(
k−1udk12
)− arg i(−c12)1/2H(1)ν (−ik−1u(−c12)k)
− π
2k
d12∫
0
ξ R(ξ) J2ν
(
k−1uξk
)
dξ + O
(
1
u2
)
= k−1udk12 −
(
ν1
2
+ 1
4
)
π + 4ν
2
1 − 1
8k−1udk12
− π
2
+ ν1π
2
− 1
2u
d12∫
0
R IV(ξ)
ξ
l
2
dξ + O
(
1
u2
) (
by (3)–(6)
)
= ρ
α12∫
x1
√
r(t)dt − 3π
4
+ 1
4ρ
(
4ν21 − 1∫ x2
x1
√
r(t)dt
)
− 1
2u
P IV(x1,α12) + O
(
1
u2
)
, (17)
where
P IV(x1,α12) =
d12∫
R IV(ξ)
ξ
l
2
dξ =
α12∫ (
q(x)
r˜(x)
− 1
r˜3/4
d2
dx2
(
r˜−1/4
)) r˜
r
1
2
dx :=
α12∫
E IV(x)dx,0 x1 x1
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r˜ =
(
dξ
dx
)2
= 4r(x)
(l + 2)2(ξ(x))l , ξ(α12) = d12, ξ(x1) = 0, ξ(0) = c12.
Similarly, by applying Langer’s transformation ξ : [α12,1] → [c,d] for turning point of type III and denoting that ξ(α12) =
d12 = c, ξ(1) = d, we have


( 1∫
α12
z′
z
dx
)
= argd1/2H(1)ν
(
ik−1udk
)− arg i(−c)1/2H(1)ν (−k−1u(−c)k)− π2k
0∫
c
ξ R III(ξ) J
2
ν
(
k−1u(−ξ)k)dξ + O( 1
u2
)
= π
4
+ k−1u(−c)k + 4ν
2
2 − 1
8k−1u(−c)k −
π
2k
0∫
c
ξ R III(ξ) J
2
ν
(
k−1u(−ξ)k)dξ + O( 1
u2
) (
by (5)
)
= ρ
x2∫
α12
√
r(t)dt + π
4
+ 4ν
2
2 − 1
4ρ
∫ x2
x1
√
r(t)dt
− 1
2u
P III(x2,α12) + O
(
1
u2
)
, (18)
where
P III(x2,α12) =
x2∫
α12
(
q(x)
r˜(x)
− 1
r˜3/4
d2
dx2
(
r˜−1/4
)) r˜
r
1
2
dx :=
x2∫
α12
E III(x)dx.
Now by putting (17) and (18) in (16) we obtain:
nπ = ρ
1∫
0
√
r+(t)dt − π
2
+ 1
4ρ
(
4ν21 − 1∫ x2
x1
√
r(t)dt
+ 4ν
2
2 − 1∫ x2
x1
√
r(t)dt
)
− 1
2u
P (x1, x2) + O
(
1
u2
)
, (19)
where
P (x1, x2) = P IV(x1,α12) + P III(x2,α12) =
α12∫
x1
E IV(x)dx+
x2∫
α12
E III(x)dx.
By inversion, we get
ρn = nπ +
π
2∫ 1
0
√
r+(t)dt
− 1
nπ
[
(4ν21 − 1) + (4ν22 − 1)
4
∫ x2
x1
√
r(t)dt
− 1
2
P (x1, x2)
]
+ O
(
1
n2
)
.
2.a T1 = IV, T2 = II, T3 = III.
We suppose that the weight function r(x) has in [0,1] three zeros x1, x2 and x3 where x1 of type IV, x2 of type II and
x3 of type III. By (15) the distribution of positive eigenvalue satisﬁes:
nπ = 

( 1∫
0
z′
z
dx
)
= 

( α12∫
0
z′
z
dx+
α23∫
α12
z′
z
dx+
1∫
α23
z′
z
dx
)
, (20)
where αii+1 ∈ (xi, xi+1) is such that
∫ αii+1
xi
√
r(t)dt = ∫ xi+1αii+1 √r(t)dt . The existence of such αii+1 was proved in lemma. Now
by applying Langer’s transformation ξ : [0,α12] → [c12,d12] for turning point of type IV, we can write:


( α12∫
0
z′
z
dx
)
= arg z(α12) − arg z(0)
= argW (ξ(α12))− argW (ξ(0)) (by Theorem 1)
= [argΩIV(d12,u) − argΩIV(c12,u)]− π
2k
d12∫
0
ξ R(ξ) J2ν
(
k−1uξk
)
dξ + O
(
1
u2
) (
by (15)
)
= argd1/2H(1)ν
(
k−1udk12
)− arg i(−c12)1/2H(1)ν (−ik−1u(−c12)k)12
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d12∫
0
ξ R(ξ) J2ν
(
k−1uξk
)
dξ + O
(
1
u2
)
= k−1udk12 −
(
ν1
2
+ 1
4
)
π + 4ν
2
1 − 1
8k−1udk12
− π
2
+ ν1π
2
− 1
2u
d12∫
0
R IV(ξ)
ξ
l
2
dξ + O
(
1
u2
) (
by (3)–(6)
)
= ρ
α12∫
x1
√
r(t)dt − 3π
4
+ 1
4ρ
(
4ν21 − 1∫ x2
x1
√
r(t)dt
)
− 1
2u
P IV(x1,α12) + O
(
1
u2
)
, (21)
where
P IV(x1,α12) =
d12∫
0
R IV(ξ)
ξ
l
2
dξ =
α12∫
x1
(
q(x)
r˜(x)
− 1
r˜3/4
d2
dx2
(
r˜−1/4
)) r˜
r
1
2
dx :=
α12∫
x1
E IV(x)dx,
and
r˜ =
(
dξ
dx
)2
= 4r(x)
(l + 2)2(ξ(x))l , ξ(α12) = d12, ξ(x1) = 0, ξ(0) = c12.
Similarly, by using Langer’s transformation ξ : [α12,α23] → [c23,d23] for turning point of type II and denoting that c23 = d12,
we have


( α23∫
α12
z′
z
dx
)
= argd1/223 H(1)ν
(
k−1udk23
)− arg i(−c23)1/2H(1)ν (k−1u(−c23)k)
− π
2k
d23∫
0
ξ R II(ξ) J
2
ν
(
k−1uξk
)
dξ − π
2k
0∫
c23
ξ R II(ξ) J
2
ν
(
k−1u(−ξ)k)dξ + O( 1
u2
)
= k−1udk23 −
ν2π
2
− 1/4π + 4ν
2
2 − 1
8k−1udk23
− π/2−
(
k−1u(−c23)k − ν2π
2
− 1/4π + 4ν
2
2 − 1
8k−1u(−c23)k
)
− 1
2u
d23∫
0
R II(ξ)
ξ
l
2
dξ − 1
2u
0∫
c23
R II(ξ)
(−ξ) l2
dξ + O
(
1
u2
)
= ρ
α23∫
α12
√
r(t)dt − π
2
+ 1
4ρ
(
4ν22 − 1∫ x2
x1
√
r(t)dt
+ 4ν
2
2 − 1∫ x3
x2
√
r(t)dt
)
− 1
2u
P II(x2,α12) − 1
2u
P II(x2,α23) + O
(
1
u2
)
, (22)
where
P II(x2,α23) =
d23∫
0
R II(ξ)
ξ
l
2
dξ =
α23∫
x2
(
q(x)
r˜(x)
− 1
r˜3/4
d2
dx2
(
r˜−1/4
)) r˜
r
1
2
dx :=
α23∫
x2
E+II (x)dx
and
P II(x2,α12) =
0∫
c23
R II(ξ)
(−ξ) l2
dξ =
x2∫
α12
(
q(x)
r˜(x)
− 1
r˜3/4
d2
dx2
(
r˜−1/4
)) r˜
r
1
2
dx :=
x2∫
α12
E−II (x)dx.
Similarly, by applying Langer’s transformation ξ : [α23,1] → [c,d] for turning point of type III and denoting that ξ(c23) = c,
ξ(1) = d, we have


( 1∫
z′
z
dx
)
= argd1/2H(1)ν
(
ik−1udk
)− arg i(−c)1/2H(1)ν (−k−1u(−c)k)− π2k
0∫
ξ R III(ξ) J
2
ν
(
k−1u(−ξ)k)dξ + O( 1
u2
)
α23 c
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4
+ k−1u(−c)k + 4ν
2
3 − 1
8k−1u(−c)k −
π
2k
0∫
c
ξ R III(ξ) J
2
ν
(
k−1u(−ξ)k)dξ + O( 1
u2
) (
by (5)
)
= ρ
x3∫
α12
√
r(t)dt + π
4
+ 4ν
2
3 − 1∫ x3
x2
√
r(t)dt
− 1
2u
P III(x3,α23) + O
(
1
u2
)
, (23)
where
P III(x3,α23) =
x3∫
α23
(
q(x)
r˜(x)
− 1
r˜3/4
d2
dx2
(
r˜−1/4
)) r˜
r
1
2
dx :=
x3∫
α23
E III(x)dx.
Now by putting (23), (24) and (25) in (22) we obtain:
nπ = ρ
1∫
0
√
r+(t)dt − π + 1
4ρ
(
4ν21 − 1∫ x2
x1
√
r(t)dt
+ 4ν
2
2 − 1∫ x2
x1
√
r(t)dt
+ 4ν
2
2 − 1∫ x3
x2
√
r(t)dt
+ 4ν
2
3 − 1∫ x3
x2
√
r(t)dt
)
− 1
2u
P (x1, x2, x3) + O
(
1
u2
)
, (24)
where
P (x1, x2, x3) =
α12∫
x1
E IV(x)dx+
α23∫
x2
E+II (x)dx+
x2∫
α12
E−II (x)dx+
x3∫
α23
E III(x)dx.
By inversion, we get
ρn = nπ∫ 1
0
√
r+(t)dt
− 1
nπ
[
(4ν21 − 1) + (4ν22 − 1)
4
∫ x2
x1
√
r(t)dt
+ (4ν
2
2 − 1) + (4ν23 − 1)
4
∫ x3
x2
√
r(t)dt
− 1
2
P (x1, x2, x3)
]
+ O
(
1
n2
)
.
3.a T1 = IV, T2 = T3 = · · · = Tn−1 = II, Tn = III.
By applying the same method and using Theorems 1, 2 we get:
nπ = ρ
1∫
0
√
r+(t)dt − (n − 1)π
2
+ 1
4ρ
(
4ν21 − 1∫ x2
x1
√
r(t)dt
+ 4ν
2
2 − 1∫ x2
x1
√
r(t)dt
+ 4ν
2
2 − 1∫ x3
x2
√
r(t)dt
+ 4ν
2
3 − 1∫ x3
x2
√
r(t)dt
+ 4ν
2
3 − 1∫ x4
x3
√
r(t)dt
+ · · · + 4ν
2
n−1 − 1∫ xn−1
xn−2
√
r(t)dt
+ 4ν
2
n−1 − 1∫ xn
xn−1
√
r(t)dt
+ 4ν
2
n − 1∫ xn
xn−1
√
r(t)dt
)
− 1
2u
P (x1, x2, . . . , xn) + O
(
1
u2
)
,
where
P (x1, x2, . . . , xn) =
α12∫
x1
E IV(x)dx+
n−2∑
i=1
xi+1∫
αi(i+1)
E−II (x) +
n−2∑
i=1
αi+1(i+2)∫
xi+1
E+II (x) +
1∫
α(n−1)n
E III(x)dx,
and by inversion:
ρn =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
nπ+ π2∫ 1
0
√
r+(t)dt
− 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
+ (4ν2n−1−1)+(4ν2n−1)
4
∫ xn
xn−1
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)] + O ( 1n2 ), n = 2k,
nπ∫ 1
0
√
r+(t)dt
− 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
+ (4ν2n−1−1)+(4ν2n−1)
4
∫ xn
x
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)] + O ( 1n2 ), n = 2k + 1.
n−1
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In this case we consider only following case, n is even and n 6:
nπ = ρ
α34∫
0
√
r+(t)dt − π + 1
4ρ
(
(4ν21 − 1) + (4ν22 − 1)∫ x2
x1
√
r(t)dt
+ (4ν
2
2 − 1) + (4ν23 − 1)∫ x3
x2
√
r(t)dt
)
− 1
2u
P (x1, x2, x3) + ρ
1∫
α(n−3)n−2
√
r+(t)dt − π + 1
4ρ
(
(4ν2n−2 − 1) + (4ν2n−1 − 1)∫ xn−1
xn−2
√
r(t)dt
+ (4ν
2
n−1 − 1) + (4ν2n − 1)∫ xn
xn−1
√
r(t)dt
)
− 1
2u
P (xn−2, xn−1, xn) + ρ
α(n−3)n−2∫
α34
√
r+(t)dt − (k − 3)π
2
+ 1
4ρ
(
(4ν24 − 1) + (4ν25 − 1)
4
∫ x5
x4
√
r(t)dt
+ (4ν
2
6 − 1) + (4ν27 − 1)
4
∫ x7
x6
√
r(t)dt
+ · · · + (4ν
2
n−5 − 1) + (4ν2n−4 − 1)
4
∫ xn−2
xn−3
√
r(t)dt
)
− 1
2u
(
n−4∑
i=4
P IV(xi,αii+1) +
n−4∑
i=5
P III(xi,αi−1i)
)
+ O
(
1
u2
)
, (25)
and by inversion:
ρn =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
nπ∫ 1
0
√
r+(t)dt
− 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
+ (4ν2n−1−1)+(4ν2n−1)
4
∫ xn
xn−1
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)] + O ( 1n2 ), k = 2m + 1,
nπ+ π2∫ 1
0
√
r+(t)dt
− 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
+ (4ν2n−1−1)+(4ν2n−1)
4
∫ xn
xn−1
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)] + O ( 1n2 ), k = 2m,
where
P (x1, x2, . . . , xn) = P (x1, x2, x3) +
n−4∑
i=4
αii+1∫
xi
E IV(x)dx+
n−4∑
i=4
xi+1∫
αii+1
E III(x)dx+ P (xn−2, xn−1, xn).
5.a T1 = IV, T2 = III, T3 = IV, T4 = III, . . . , Tn−2 = III, Tn−1 = IV, Tn = III.
In this case we have n = 2k,
nπ = ρ
1∫
0
√
r+(t)dt − kπ
2
+ 1
4ρ
(
(4ν21 − 1) + (4ν22 − 1)∫ x2
x1
√
r(t)dt
+ (4ν
2
2 − 1) + (4ν23 − 1)∫ x3
x2
√
r(t)dt
+ · · ·
+ (4ν
2
n−1 − 1) + (4ν2n − 1)∫ xn
xn−1
√
r(t)dt
− 1
2u
(
k∑
i=1
P IV(x2i−1,α(2i−1)2i) +
k∑
i=1
P III(x2i,α(2i−1)2i)
))
+ O
(
1
u2
)
, (26)
and by inversion:
ρn =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
nπ+ π2∫ 1
0
√
r+(t)dt
− 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
+ (4ν2n−1−1)+(4ν2n−1)
4
∫ xn
xn−1
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)] + O ( 1n2 ), k = 2m + 1,
nπ∫ 1
0
√
r+(t)dt
− 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
+ (4ν2n−1−1)+(4ν2n−1)
4
∫ xn
xn−1
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)] + O ( 1n2 ), k = 2m,
where
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k∑
i=1
α(2i−1)2i∫
x2i−1
E IV(x)dx+
k∑
i=1
x2i∫
α(2i−1)2i
E III(x)dx.
Now we discuss the case
B. r(0) < 0, r(1) > 0.
1.b T1 = IV, T2 = II.
By using the same method in above we have
nπ = 

( 1∫
0
z′
z
dx
)
= 

( α12∫
0
z′
z
dx+
1∫
α12
z′
z
dx
)
= ρ
1∫
0
√
r+(t)dt − 5π
4
+ 1
4ρ
(
4ν21 − 1∫ x2
x1
√
r(t)dt
+ 4ν
2
2 − 1∫ x2
x1
√
r(t)dt
+ 4ν
2
2 − 1
2
∫ 1
x2
√
r(t)dt
)
− 1
2u
P (x1, x2) + O
(
1
u2
)
, (27)
where
P (x1, x2) =
α12∫
x1
E IV(x)dx+
x2∫
α12
E−II (x)dx+
1∫
x2
E+II (x)dx.
By inversion, we get
ρn = nπ +
π
4∫ 1
0
√
r+(t)dt
− 1
nπ
[
(4ν21 − 1) + (4ν22 − 1)
4
∫ x2
x1
√
r(t)dt
+ 4ν
2
2 − 1
8
∫ 1
x2
√
r(t)dt
− 1
2
P (x1, x2)
]
+ O
(
1
n2
)
.
2.b T1 = IV, T2 = III, T3 = IV. In this case we have
nπ = ρ
1∫
0
√
r+(t)dt − 5π
4
+ 1
4ρ
(
(4ν21 − 1) + (4ν22 − 1)∫ x2
x1
√
r(t)dt
+ 4ν
2
3 − 1
2
∫ 1
x3
√
r(t)dt
)
− 1
2u
P (x1, x2, x3) + O
(
1
u2
)
, (28)
and by inversion:
ρn = nπ +
π
4∫ 1
0
√
r+(t)dt
− 1
nπ
[
(4ν21 − 1) + (4ν22 − 1)
4
∫ x2
x1
√
r(t)dt
+ 4ν
2
3 − 1
8
∫ 1
x3
√
r(t)dt
− 1
2
P (x1, x2, x3)
]
+ O
(
1
n2
)
,
where
P (x1, x2, x3) =
α12∫
x1
E IV(x)dx+
x2∫
α12
E III(x)dx+
1∫
x3
E IV(x)dx.
3.b T1 = IV, T2 = III, T3 = IV, T4 = III, . . . , Tn−1 = III, Tn = IV.
In this case we consider only the following case n = 2k + 1:
nπ = ρ
1∫
0
√
r+(t)dt − (n + 2)π
4
+ 1
4ρ
(
(4ν21 − 1) + (4ν22 − 1)∫ x2
x1
√
r(t)dt
+ (4ν
2
3 − 1) + (4ν24 − 1)∫ x4
x3
√
r(t)dt
+ · · ·
+ 4ν
2
n − 1
2
∫ 1
xn
√
r(t)dt
− 1
2u
(
k∑
i=1
P IV(x2i−1,α(2i−1)2i) +
k∑
i=1
P III(x2i,α(2i−1)2i)
))
+ O
(
1
u2
)
, (29)
and by inversion:
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π
4∫ 1
0
√
r+(t)dt
− 1
nπ
[
(4ν21 − 1) + (4ν22 − 1)
4
∫ x2
x1
√
r(t)dt
+ (4ν
2
3 − 1) + (4ν24 − 1)
4
∫ x4
x3
√
r(t)dt
+ · · ·
+ 4ν
2
n − 1
8
∫ 1
xn
√
r(t)dt
− 1
2
P (x1, x2, x3, . . . , xn)
]
+ O
(
1
n2
)
(30)
(± corresponds with k being odd or even respectively), where
P (x1, x2, . . . , xn) =
k∑
i=1
α(2i−1)2i∫
x2i−1
E IV(x)dx+
k∑
i=1
x2i∫
α(2i−1)2i
E III(x)dx+
1∫
xn
E IV(x)dx.
Now let us consider:
C. r(0) > 0, r(1) < 0.
1.c T1 = II, T2 = III.
In similar method we have
nπ = 

( 1∫
0
z′
z
dx
)
= 

( α12∫
0
z′
z
dx+
1∫
α12
z′
z
dx
)
= ρ
1∫
0
√
r+(t)dt − π
4
+ 1
4ρ
(
4ν21 − 1
2
∫ x1
0
√
r(t)dt
+ 4ν
2
1 − 1∫ x2
x1
√
r(t)dt
+ 4ν
2
2 − 1∫ x2
x1
√
r(t)dt
)
− 1
2u
P (x1, x2) + O
(
1
u2
)
, (31)
where
P (x1, x2) =
x1∫
0
E−II (x)dx+
α12∫
x1
E+II (x)dx+
x2∫
α12
E III(x)dx.
By inversion, we get
ρn = nπ +
π
4∫ 1
0
√
r+(t)dt
− 1
nπ
[
4ν21 − 1
8
∫ x1
0
√
r(t)dt
+ (4ν
2
1 − 1) + (4ν22 − 1)
4
∫ x2
x1
√
r(t)dt
− 1
2
P (x1, x2)
]
+ O
(
1
n2
)
.
2.c T1 = III, T2 = IV, T3 = III, T4 = IV, . . . , Tn−1 = IV, Tn = III.
In this case we consider only the following case n = 2k + 1:
nπ = ρ
1∫
0
√
r+(t)dt − (n − 2)π
4
+ 1
4ρ
(
4ν21 − 1
2
∫ x1
0
√
r(t)dt
+ (4ν
2
2 − 1) + (4ν23 − 1)∫ x3
x2
√
r(t)dt
+ · · ·
+ (4ν
2
n−1 − 1) + (4ν2n − 1)∫ xn
xn−1
√
r(t)dt
− 1
2u
(
k∑
i=1
P IV(x2i−1,α(2i−1)2i) +
k∑
i=1
P III(x2i,α(2i−1)2i)
))
+ O
(
1
u2
)
, (32)
and by inversion:
ρn = nπ ±
π
4∫ 1
0
√
r+(t)dt
− 1
nπ
[
4ν21 − 1
8
∫ x1
0
√
r(t)dt
+ (4ν
2
2 − 1) + (4ν23 − 1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
+ (4ν
2
n−1 − 1) + (4ν2n − 1)
4
∫ xn
xn−1
√
r(t)dt
− 1
2
P (x1, x2, x3, . . . , xn)
]
+ O
(
1
n2
)
(33)
(± corresponds with k being odd or even respectively), where
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x1∫
0
E III(x)dx+
k∑
i=1
α2i(2i+1)∫
x2i
E IV(x)dx+
k∑
i=1
x2i+1∫
α2i(2i+1)
E III(x)dx.
3.c T1 = III, T2 = IV, T3 = · · · = Tn−1 = II, Tn = III.
By using the above method we have
nπ = ρ
1∫
0
√
r+(t)dt − (n − 3)π
2
− π
4
+ 1
4ρ
(
4ν21 − 1
2
∫ x1
0
√
r(t)dt
+ 4ν
2
2 − 1∫ x3
x2
√
r(t)dt
+ 4ν
2
3 − 1∫ x3
x2
√
r(t)dt
+ 4ν
2
3 − 1∫ x4
x3
√
r(t)dt
+ 4ν
2
4 − 1∫ x4
x3
√
r(t)dt
+ · · · + 4ν
2
n−1 − 1∫ xn
xn−1
√
r(t)dt
+ 4ν
2
n − 1∫ xn
xn−1
√
r(t)dt
)
− 1
2u
P (x1, x2, . . . , xn) + O
(
1
u2
)
,
where
P (x1, x2, . . . , xn) =
x1∫
0
E III(x)dx+
n∑
i=2
xi+1∫
αi(i+1)
E−II (x)dx+
n∑
i=2
αi+1(i+2)∫
xi+1
E+II (x)dx+
xn∫
α(n−1)n
E III(x)dx
and by inversion:
ρn =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
nπ− π4∫ 1
0
√
r+(t)dt
− 1nπ [
4ν21−1
8
∫ x1
0
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
+ (4ν2n−1−1)+(4ν2n−1)
4
∫ xn
xn−1
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)] + O ( 1n2 ), n = 2k,
nπ+ π4∫ 1
0
√
r+(t)dt
− 1nπ [
(4ν21−1)
8
∫ x1
0
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
+ (4ν2n−1−1)+(4ν2n−1)
4
∫ xn
xn−1
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)] + O ( 1n2 ), n = 2k + 1.
Finally we consider the last case:
D. r(0) > 0, r(1) > 0.
1.d T1 = II, T2 = II.
By using the same method in above we have
nπ = 

( 1∫
0
z′
z
dx
)
= 

( α12∫
0
z′
z
dx+
1∫
α12
z′
z
dx
)
= ρ
1∫
0
√
r+(t)dt − π + 1
4ρ
(
4ν21 − 1
2
∫ x1
0
√
r(t)dt
+ (4ν
2
1 − 1) + (4ν22 − 1)∫ x2
x1
√
r(t)dt
+ 4ν
2
2 − 1
2
∫ 1
x2
√
r(t)dt
)
− 1
2u
P (x1, x2) + O
(
1
u2
)
, (34)
where
P (x1, x2) =
x1∫
0
E−II (x)dx+
α12∫
x1
E+II (x)dx+
x2∫
α12
E−II (x)dx+
1∫
x2
E+II (x)dx.
By inversion, we get
ρn = nπ∫ 1
0
√
r+(t)dt
− 1
nπ
[
4ν21 − 1
8
∫ x1
0
√
r(t)dt
+ (4ν
2
1 − 1) + (4ν22 − 1)∫ x2
x1
√
r(t)dt
+ 4ν
2
2 − 1
8
∫ 1
x2
√
r(t)dt
− 1
2
P (x1, x2)
]
+ O
(
1
n2
)
.
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By applying the same method and using Theorems 1, 2 we get:
nπ = ρ
1∫
0
√
r+(t)dt − (n − 1)π
2
+ 1
4ρ
(
4ν21 − 1
2
∫ x1
0
√
r(t)dt
+ 4ν
2
2 − 1∫ x3
x2
√
r(t)dt
+ 4ν
2
3 − 1∫ x3
x2
√
r(t)dt
+ 4ν
2
3 − 1∫ x4
x3
√
r(t)dt
+ · · · + 4ν
2
n−2 − 1∫ xn−1
xn−2
√
r(t)dt
+ 4ν
2
n−1 − 1∫ xn−1
xn−2
√
r(t)dt
+ 4ν
2
n − 1
2
∫ 1
xn
√
r(t)dt
)
− 1
2u
P (x1, x2, . . . , xn) + O
(
1
u2
)
,
where
P (x1, x2, . . . , xn) =
x1∫
0
E III(x)dx+
α23∫
x2
E IV(x)dx+
n−3∑
i=2
xi+1∫
αi(i+1)
E−II (x)dx+
n−3∑
i=2
αi+1(i+2)∫
xi+1
E+II (x)dx
+
xn−1∫
α(n−2)n−1
E III(x)dx+
1∫
xn
E IV(x)dx,
and by inversion:
ρn =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
nπ∫ 1
0
√
r+(t)dt
− 1nπ [
4ν21−1
8
∫ x1
0
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
+ 4ν2n−1
8
∫ 1
xn
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)] + O ( 1n2 ), n = 2k,
nπ+ π2∫ 1
0
√
r+(t)dt
− 1nπ [
4ν21−1
8
∫ x1
0
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
+ 4ν2n−1
8
∫ 1
xn
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)] + O ( 1n2 ), n = 2k + 1.
3.d T1 = II, T2 = III, T3 = IV, T4 = III, . . . , Tn−2 = III, Tn−1 = IV, Tn = II.
In this case we must have n = 2k:
nπ = ρ
1∫
0
√
r+(t)dt − (k + 1)π
2
+ 1
4ρ
(
4ν21 − 1
2
∫ x1
0
√
r(t)dt
+ 4ν
2
1 − 1∫ x2
x1
√
r(t)dt
+ 4ν
2
2 − 1∫ x2
x1
√
r(t)dt
+ 4ν
2
3 − 1∫ x4
x3
√
r(t)dt
+ · · ·
+ 4ν
2
n−1 − 1∫ xn
xn−1
√
r(t)dt
+ 4ν
2
n − 1∫ xn
xn−1
√
r(t)dt
+ 4ν
2
n − 1
2
∫ 1
xn
√
r(t)dt
)
− 1
2u
P (x1, x2, . . . , xn) + O
(
1
u2
)
,
where
P (x1, x2, . . . , xn) =
x1∫
0
E−II (x)dx+
α12∫
x1
E+II (x)dx+
k−1∑
i=1
x2i∫
α(2i−1)2i
E III(x)dx+
k−1∑
i=1
α(2i+1)(2i+2)∫
x2i+1
E IV(x)dx
+
xn∫
α(n−1)n
E−II (x)dx+
1∫
xn
E+II (x)dx,
and by inversion:
ρn =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
nπ∫ 1
0
√
r+(t)dt
− 1nπ [
4ν21−1
8
∫ x1
0
√
r(t)dt
+ (4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ · · ·
+ 4ν2n−1
8
∫ 1
xn
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)] + O ( 1n2 ), k = 2m + 1,
nπ+ π2∫ 1
0
√
r+(t)dt
− 1nπ [
4ν21−1
8
∫ x1
0
√
r(t)dt
+ (4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ · · ·
+ 4ν2n−1
8
∫ 1
xn
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)] + O ( 1n2 ), k = 2m.
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Cases 2nd term 3rd term
T1 = IV, T2 = III π2I − 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
− 12 P (x1, x2)]
T1 = IV, T2 = II, T3 = III 0 − 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
− 12 P (x1, x2, x3)]
T1 = IV, T2 = T3 = · · · = Tn−1 = II, Tn = III π2I for n = 2k; − 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
0 for n = 2k + 1 + (4ν2n−1−1)+(4ν2n −1)
4
∫ xn
xn−1
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)]
T1 = IV, T2 = II, T3 = III, T4 = IV, T5 = III, . . . , π2I for k = 2m; − 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
Tn−3 = III, Tn−2 = IV, Tn−1 = II, Tn = III 0 for k = 2m + 1 + (4ν
2
n−1−1)+(4ν2n −1)
4
∫ xn
xn−1
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)]
T1 = IV, T2 = III, T3 = IV, T4 = III, . . . , π2I for k = 2m + 1; − 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
Tn−2 = III, Tn−1 = IV, Tn = III 0 for k = 2m + (4ν
2
n−1−1)+(4ν2n −1)
4
∫ xn
xn−1
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)]
T1 = IV, T2 = II π4I − 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ 4ν22−1
8
∫ 1
x2
√
r(t)dt
− 12 P (x1, x2)]
T1 = IV, T2 = III, T3 = IV π4I − 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ 4ν23−1
8
∫ 1
x3
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)]
T1 = IV, T2 = III, T3 = IV, T4 = III, . . . , π4I for k = 2m + 1; − 1nπ [
(4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ (4ν23−1)+(4ν24−1)
4
∫ x4
x3
√
r(t)dt
+ · · ·
Tn−1 = III, Tn = IV − π4I for k = 2m + 4ν
2
n−1
8
∫ 1
xn
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)]
T1 = II, T2 = III π4I − 1nπ [
4ν21−1
8
∫ x1
0
√
r(t)
dt + (4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
− 12 P (x1, x2)]
T1 = III, T2 = IV, T3 = III, T4 = IV, . . . , π4I for k = 2m + 1; − 1nπ [
4ν21−1
8
∫ x1
0
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
Tn−1 = IV, Tn = III − π4I for k = 2m +
(4ν2n−1−1)+(4ν2n −1)
4
∫ xn
xn−1
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)]
T1 = III, T2 = IV, T3 = · · · = Tn−1 = II, Tn = III − π4I for n = 2k; − 1nπ [
4ν21−1
8
∫ x1
0
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
π
4I for n = 2k + 1 +
(4ν2n−1−1)+(4ν2n −1)
4
∫ xn
xn−1
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)]
T1 = II, T2 = II 0 − 1nπ [
4ν21−1
8
∫ x1
0
√
r(t)dt
+ (4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ 4ν22−1
8
∫ 1
x2
√
r(t)dt
− 12 P (x1, x2)]
T1 = III, T2 = IV, T3 = T4 = · · · π2I for n = 2k + 1; − 1nπ [
4ν21−1
8
∫ x1
0
√
r(t)dt
+ (4ν22−1)+(4ν23−1)
4
∫ x3
x2
√
r(t)dt
+ · · ·
= Tn−2 = II, Tn−1 = III, Tn = IV 0 for n = 2k + 4ν
2
n−1
8
∫ 1
xn
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)]
T1 = II, T2 = III, T3 = IV, T4 = III, . . . , 0 for k = 2m + 1; − 1nπ [
4ν21−1
8
∫ x1
0
√
r(t)dt
+ (4ν21−1)+(4ν22−1)
4
∫ x2
x1
√
r(t)dt
+ · · ·
Tn−2 = III, Tn−1 = IV, Tn = II π2I for k = 2m + 4ν
2
n−1
8
∫ 1
xn
√
r(t)dt
− 12 P (x1, x2, x3, . . . , xn)]
F.D. Saei, A.J. Akbarfam / J. Math. Anal. Appl. 371 (2010) 1–15 15Example. The case 3.b for r(x) =∏nν=1(x− xν) was studied in [3] and agrees with our result.
Remark. Note that the reader can obtain asymptotic distribution of eigenvalues in different types of (TP) by consideration
of combination of the above cases.
Let us summarize our results in Table 1 where I = ∫ 10 √r+(x)dx. We know that the leading term of distribution of
eigenvalues in any cases is of the form nπI and with error term of O (
1
n2
), therefore in Table 1 we start from the second
term.
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