We study weighted norm inequalities for the derivatives (Bernstein- 
Introduction
Let be an inner function in the upper half-plane C + , that is, a bounded analytic function such that lim y→0+ | (x + iy)| = 1 for almost all x ∈ R with respect to the Lebesgue measure m on the real line R. Recall is the Blaschke product with zeros z n ∈ C + satisfying the Blaschke condition n z n (1 + |z n | 2 ) −1 < ∞ and n ∈ R. Singular inner function I is defined by the formula
where is a Borel measure on the line singular with respect to the Lebesgue measure and such that R (t 2 +1) −1 d (t) < ∞. Let ( ) be the so-called spectrum of the inner function , that is, the set of all ∈ C + ∪ {∞} such that lim inf z→ , z∈C + | (z)| = 0. By C + we denote the closed upper half-plane. Equivalently, ( ) is the smallest closed subset of C + ∪ {∞} containing the zeros z n and the support of the measure + a ∞ . Clearly, has an analytic extension across any interval of the set R \ ( ). In what follows, we will use extensively the well-known formula for the modulus of the angular derivative of at a point x ∈ R (the angular derivative (x) is equal to lim z→x
, where z tends to x in non-tangential way):
Thus, | (x)| ∈ (0, ∞]. Clearly, | (x)| < ∞ whenever x ∈ R \ ( ), since in this case is analytic in a neighborhood of x. It should be mentioned that | (x)| may be finite even for x ∈ ( ).
With an inner function we associate the subspace
of the Hardy class H p in the upper half-plane. These subspaces (especially for p = 2) play an outstanding role both in function and operator theory (see [25] [26] [27] ). It is well known that for p ∈ (1, ∞) any subspace of H p coinvariant with respect to the semigroup of shifts (U t ) t 0 , U t f (x) = e itx f (x), is of the form K p for a certain inner function . We mention two important particular cases of the shift-coinvariant subspaces. If (z) = exp(iaz), a > 0, then
where P W A natural problem is to generalize this inequality to the spaces K p associated with more general inner functions than (z) = exp(iaz) and, in particular, to the spaces of meromorphic functions with fixed poles corresponding to Blaschke products. For p = ∞ a beautiful generalization was obtained by Levin [22, 23] . Let x ∈ R and | (x)| < ∞. Then for each f ∈ K ∞ the derivative f (x) exists in the sense of non-tangential boundary values and
For the case of finite Blaschke products this inequality was recently rediscovered by Borwein and Erdelyi [9] and Li et al. [24] . Differentiation in the shift-coinvariant subspaces K p for 1 < p < ∞ was studied extensively by K.M. Dyakonov. It was shown in [16] (see also [19] ) that differentiation is bounded as an operator from K p to L p (R) , that is,
if and only if
∞ , where C 1 depends only on p, but not on . Moreover, the differentiation operator on K p is compact if and only if (x) tends to zero when x ∈ R tends to infinity [19] . Finally, in [20] the inclusion of the differentiation operator to Schatten-von Neumann ideals is discussed. In view of the Levin's inequality, it seems reasonable to look for weighted Bernsteintype inequalities of the form
where is a measure on the real line or in the upper half-plane. Thus, we are interested in description of measures such that the differentiation operator is a bounded operator from K p to L p ( ). The measures of the form wm are of special interest;
here the weight w should depend on the function and, in particular, w(x) is positive only if f (x) is well-defined in the sense of non-tangential boundary values for all f ∈ K p . Estimates of the form (4) may hold for wider classes of inner functions than the class of functions with a bounded derivative. In the author's paper [8] , weighted estimates for certain classes of meromorphic inner functions were obtained generalizing and quantitatively specifying the Dyakonov's result. For the case of the unit disk Bernstein-type inequalities of somewhat different form were also considered in [17] .
Existence of boundary values for derivatives in the subspaces K p was studied by Ahern and Clark [1] for p = 2 and by Cohn [14] for p > 1 (these results deal with the spaces of functions in the unit disk, but the same techniques yield their analogs for the upper half-plane). It is clear that the usual derivative f (x) exists whenever x ∈ R \ ( ). Yet, the derivative may be well-defined even at a point x ∈ ( ) providing that the spectrum is sufficiently sparse near the point x. Namely, f (x) is well-defined in the sense of non-tangential boundary values for all f ∈ K p if and only if
In the present paper, we extend these local results to some global estimates of the weighted L p -norms of the derivatives in the shift-coinvariant subspaces associated with general inner functions. We also consider an application of these Bernstein-type inequalities to Carleson-type embedding theorems for the shift-coinvariant subspaces.
The paper is organized as follows. In Section 1, the main results concerning Bernsteintype inequalities are stated. Their applications to Carleson-type embedding theorems for the shift-coinvariant subspaces are discussed in Section 2. In Section 3, we prove some preliminary and more general results concerning boundedness of certain integral operators in L p spaces associated with Carleson measures. In Section 4, a number of estimates of the weights under consideration (which depend on the norms of reproducing kernels) are presented. These results are applied in Section 5 to prove the stated Bernstein-type inequalities. Finally, Section 6 is devoted to embedding theorems; it contains the proofs and related examples.
Main results
From now on we assume that p ∈ [1, ∞) and q is the conjugate exponent; by L p we denote the space L p (R). The class of bounded operators from X to Y is denoted by L(X, Y ). We also make use of the following notations: given non-negative functions g and h, we write g h if g Ch for a positive constant C and all admissible values of the variables; we write g h if g h g. Letters C, C 1 , etc. will denote various constants which may change their values in different occurrences.
We start with two integral representations for the derivative of a function in the model subspace K p , which will motivate the choice of the weights in the Bernstein-type inequalities. Recall that the function
is the reproducing kernel of the space K p , 1 < p < ∞, corresponding to a point
Note that k z ∈ K q for any q > 1. Differentiating (5) with respect to z we get
where
Another representation for the derivative,
follows immediately from the fact that
Now let x ∈ R. Then the functions K x and k 2 x belong to K q and H q , respectively, if and only if S q (x) < ∞; in this case the formulas (6)- (7) hold for z = x. We will show that k 2
In what follows we prefer to work with the simpler representation (7).
A Borel measure in the closed upper half-plane is said to be a Carleson measure if there is a constant C > 0 such that 
We assume k 2 x q = ∞ whenever S q (x) = ∞, x ∈ R.
Denote by B p ( ) the class of weights w on the real line such that the measure wm satisfies (4) (we assume that w(x) = 0 whenever S q (x) = ∞; thus, the function f w is well-defined on R). We do not know whether w p ∈ B p ( ). Yet, the following slightly weaker statement is true. For a > 0 we putw
Remarks. x q < ∞ for any q ∈ (1, ∞). Thus, the weights w r are bounded from below and the inequality f w r p C f p implies (3). If, moreover,
For applications of the cited results one should have effective estimates of the considered weights, that is, of the norms of reproducing kernels. An explicit formula is known only for a special case: k z
In the present paper we prove a number of estimates. First of all, note that the norm k 2
x q is finite simultaneously with the quantity S q (x). Moreover, for q ∈ N we get
and, consequently,
; a plausible conjecture is that (10) holds for all q 1.
We also obtain the estimates relating the weight w p with geometric properties of the level sets of the function (some close results may be found in [5, 6] ). Given ∈ (0, 1), consider the level set
Then, for 1 < p < ∞, we have
and the constants in this asymptotic equality depend only on .
Finally, we state one more corollary concerning one special but important class of inner functions introduced by Cohn [11] in connection with the Carleson-type embedding theorems for the shift-coinvariant subspaces. We say that an inner function satisfies the connected level set condition (CLS) if the set ( , ) is connected for some ∈ (0, 1) (sometimes also the term "one-component inner function" is used). It was shown in [3] that the boundary spectrum of a CLS inner function has zero Lebesgue measure; thus, one can speak about the derivative f (x) for almost all x ∈ R. It follows from Theorem 1.3 and results of Aleksandrov [5] that for this class of functions a straightforward analog of (2) holds.
Remark. The condition ∞ ∈ ( ) is essential here. It is easy to see that when is a finite Blaschke product (thus, is CLS, but ∞ / ∈ ( )) the integral at the left-hand side of (11) may diverge for some f ∈ K p . Corollary 1.5 should be compared with the results of Baranov [8] where it is shown that for a finite Blaschke product (and, more generally, for a function such that ∈ L ∞ (R)) and for
The proofs of all the results cited above are based on the integral representations (6)- (7) which reduce the study of differentiation operator to the study of certain singular integral operators. This strategy was already successfully applied in [16, 19, 8] .
Applications to Carleson-type embedding theorems
Weighted Bernstein-type inequalities of the form (4) turn out to be an efficient tool for the study of the so-called Carleson-type embedding theorems for the shift-coinvariant subspaces K p . The following problem was posed by Cohn in 1982 [11] : given an inner function to describe the class of Borel measures in the closed upper half-plane
The class of such measures we denote by C p ( ). In spite of a number of beautiful results the problem is still open in the general case. The class C p ( ) is described explicitly only for some very special classes of inner functions. In particular, if satisfies the connected level set condition, than it suffices to verify the inequality (12) for the reproducing kernels of the space K p [11, 31] . Recently, Nazarov and Volberg [28] showed that it is no longer true in the general case.
One of the most general results concerning the embeddings of K p is due to Volberg and Treil [31] . The embedding
Thus, we should check the Carleson condition (8) only for squares of the special form. Denote by C( ) the class of measures satisfying the conditions of the VolbergTreil theorem for some ∈ (0, 1). It was proved by Aleksandrov [5] that the condition
is not a CLS function, then the class C p ( ) depends essentially on the exponent p (in contrast to the classical Carleson theorem on embeddings of the Hardy classes H p ). Some other embedding theorems were obtained in [4, 5, 12, 15, 18] . Compactness of such embeddings is also of interest (see [12, 30] ).
In the present paper, we consider an approach to the embedding theorems based on the weighted Bernstein-type inequalities. Each Bernstein-type inequality f w p C f p , f ∈ K p , implies an embedding theorem for measures on the real line (this idea was also used in [8, 7] ). Namely, the following general principle is true (by |I | we denote the length of the interval I).
Theorem 2.1. Let 1 p < ∞, w ∈ B p ( ), and let I k be a countable set of intervals such that
Let be a Borel measure on the set k I k . Then
Remarks. 1. Theorem 2.1 with w = v 0 is essentially equivalent to the VolbergTreil theorem for the measures on the line. The corresponding result on compactness coincides with a criterion given by W.S. Cohn for the case of CLS inner functions [12] . 2. It should be mentioned that even the particular case when is a measure on the line is of great importance. In contrast to the embeddings of the whole Hardy class H p (Carleson measures on the line are measures with bounded density with respect to the Lebesgue measure) the class C p ( ) always contains non-trivial examples of singular measures on the line; in particular, the Clark measures in the case p = 2 for which the embedding K 2 ⊂ L 2 ( ) is isometric [10] . On the other hand, if = wm, then the embedding problem is related to the properties of Toeplitz operators (see [12] ).
An application of Theorem 1.1 to the embedding problem gives us a new Carlesontype embedding theorem for measures in the whole closed upper half-plane. This result proves to be a generalization of the Volberg-Treil theorem. Let 1 < r < p. Consider a sequence of closed squares S k ⊂ C + . Let I k denote the lower side of the square S k , and let I k be the Lebesgue measure on I k . Assume that the squares S k satisfy the following two conditions:
and
Condition (13) means that the sequence of squares is sufficiently sparse, whereas there size is controlled by inequality (14) . Denote by C(p, w r ) the class of measures such that supp ⊂ k S k and
for some sequence {S k } satisfying (13) and (14).
As in the Volberg-Treil theorem we consider the measures with Carleson-type estimate on a special class of sufficiently large squares. But the squares in Theorem 2.2 may be larger. To be exact, we have the following proposition:
Thus, Theorem 2.2 describes a wider subclass of C p ( ) and generalizes the VolbergTreil theorem. We construct examples showing that the class C(p, w r ) + C is essentially wider than C( ). Clearly, if ∈ C( ), then | ( )∩R has a bounded density with respect to the Lebesgue measure. At the same time, measures from the class C(p, w r ) may have non-trivial loads on the boundary points of the spectrum ( ).
Estimates of integral operators
In this section, we prove the boundedness of certain integral operators with rather general kernels. These results, which seem to be of independent interest, will be then applied to prove Theorem 1.1. 
Then T is of weak type
Now, we consider another class of integral operators with a "diagonal" kernel. Let , ∈ C and let k(z, u) be a × -measurable function. For z ∈ C + put
and consider the following truncation of the integral operator with the kernel k:
Remark. It should be mentioned that in the case = = m the theorem is applicable to an arbitrary measurable kernel k.
Throughout this section , ∈ C, h is measurable with respect to and , and h(z) A z, z ∈ C + . By E z we denote the set {u ∈ C + : |u − z| h(z)}. The proof of Theorem 3.1 consists of several steps. We begin with a simple observation which plays the key role in the following. 
Proof. Since ∈ C, we have the estimate
Combining these two inequalities we get
Then S is of weak type
Proof. Denote by B (z) the open ball with the center at z and the radius . Since
Using the standard arguments based on the Vitali covering lemma we show that S is of weak type (1, 1) . Once the weak type estimate is obtained, the Marcinkiewicz 
Consider a slightly more general operator (still denoted by T) defined on L p ( ):
We begin with the case p 2. To prove L 2 -boundedness of the operator T we use a simple but efficient test, known as the Vinogradov-Senichkin test (see [25] ): 
where K is a kernel of an integral operator bounded in L 2 ( ). Then the operator with the kernel k is also bounded in L 2 ( ).
Proof. The kernel of the operator T is of the form
where E is the characteristic function of a set E. Then
Let |z − | max(h(z), h( )).
Then, in virtue of the inequality |u − z| −2 |u − | −2 2|z − | −2 (|u − z| −2 + |u − | −2 ) and Lemma 3.3, we have
Now, assume that |z − | < h(z).
Then
) is the kernel of the bounded operator S of Lemma 3.4. An analogous estimate holds if |z − | < h( ). Thus,
and we may apply Lemma 3.5.
Proof. The statement of the theorem for p = ∞ follows immediately from Lemma 3.3. Now, we prove L 2 -boundedness of
by the classical Riesz-Torin theorem).
Consider the formally adjoint operator
Then, changing the order of integration, we get
For the inner integral we have the estimate (15) and theorem is proved since, by Lemma 3.6, both T and T * are bounded in L 2 ( ).
Proof of Theorem 3.1. It suffices to prove the theorem for 1 p < 2; the case p 2 is considered in Theorem 3.7. From now on we confine ourselves with the case = m.
We modify slightly the operator T and consider the operator
Thus,T differs from T by the operator S which is bounded in L p , p > 1. By Theorem 3.7, the operatorT is bounded in L p , p 2. Denote the kernel ofT byk. It is easy to see that for this kernel the following estimate holds: there exists some absolute constant C such that
whenever |t − t | |z − t|/2. Assume for a moment that = m. It is well known that any operator bounded in L 2 with the kernel satisfying the condition (16) is of weak type (1, 1) and is bounded in all L p , 1 < p < 2 (see [29, Chapter II, §2]). Only minor modifications of the same arguments are required to obtain a more general result: if ∈ C, then T is of weak type (1, 1) as an operator from L 1 to L 1 ( ) and, thus, T ∈ L(L p , L p ( )) for any 1 < p < 2. We omit the details.
Proof of Theorem 3.2. First, we show that
By the Hölder inequality,
Note that
In view of the Marcinkiewicz theorem it remains to check the weak type estimate, which may be obtained analogously to the estimate for the maximal function. Consider the set M(a) = {z : |T p f (z)| > a} and cover it with the balls of the form z (p), z ∈ M(a). By the Vitali covering lemma, we can choose a system of disjoint balls
Therefore,
Thus, T p is of weak type (p, p).
Remark. 
On the other hand, in some particular cases T p is bounded in L p ; for example, if k(s, ·) q 1 or if k(s, ·) = E(s) for each s, where E(s) is a measurable set. We show also that the operator T p becomes bounded if we multiply it by some relatively small weight. Namely, consider the operator 
Proof. By the Hölder inequality,
dt.
The inequality |s − t| < k(s, ·)
−p q and the fact that
where the constant C depends only on .
Norms of the reproducing kernels
We begin with a short justification of the integral representations (6)- (7) of the derivative at the real points. In this section we assume that p ∈ (1, ∞).
Proof. Let f ∈ K p and z ∈ C + . Then 
Since S q (x) < ∞, it follows from the results of W.S. Cohn that z (f ) → x (f ), whenever z tend to x in the non-tangential way. Hence, lim sup z→x z = lim sup z→x K z q < ∞. Choosing a * -weakly convergent (in L q ) subsequence K z n we see that
To justify (7) we note that
The condition S q (x) < ∞ implies that | (x)| < ∞. Also, by the results of Cohn [13] , k x ∈ H q . Hence, k 2 x ∈ H q . Moreover, 2 ik 2 x = −K x + g with g ∈ H q . This completes the proof since f g = 0 for any f ∈ K p .
Corollary 4.2. K
Proof. Let P + be the Riesz projector from L 2 to H 2 . It is well known that P + is bounded also in L q , 1 < q < ∞. Consider the operator P f = f − P + ( f ), f ∈ H q , which plays the role of the projector on the subspace K q . By formula (17) ,
Proof. The desired estimate follows from the obvious inequalities
Note that (2q −1)/q = (p+1)/p. Hence, Lemma 4.3 implies the following inequality which, clearly, holds also for p = 1:
Proof. We prove two estimates which yield the statement of the lemma:
The estimate (18) is obvious. Indeed,
To prove (19) we need some preliminary remarks.
, and it follows from the formula (1) that
Combining the last two inequalities we see that
Clearly, the last integral does not exceed C(v 0 (x)) −(2q−1) whereas, applying the inequality (20) , we have
Proof. The half of this estimate is already established (Corollary 4.2) for any q ∈ (1, ∞). To prove the converse inequality we use the so-called Carleson curves (see [21, Chapter VIII]). We recall some properties of these curves. Given ∈ (0, 1), there exists a countable system = j j of simple rectifiable curves in C + such that
2. arclength on is a Carleson measure.
Moreover, it is shown in [13] that
with the constants depending only on r ∈ (1, ∞) and . The formula (17) implies that k 2
We estimate the last term. Since | ( )| < on , it follows from (21) that
Hence, (we use the fact that k x
Applying the Hölder inequality with exponents s = we get
Thus,
and, making use of (22), we have
To complete the proof, we notice that
with ∈ (0, 1). On the other hand, by Lemma 4.5,
We mention a corollary of the Carleson curve construction which will be used in Section 6. It shows that the norms of the reproducing kernels have a certain monotonicity property along the rays parallel to imaginary axis. Now, we obtain an explicit estimate for the norm k 2 x 2 .
Proof. We assume that S 2 (x) < ∞ and show that K x 2 2 S 2 (x) + | (x)| 3 using an idea from [1] . In view of the Frostman approximation theorem, it suffices to prove the formula for the case when is a Blaschke product. Let = B be a Blaschke product with zeros z n = x n + iy n , n ∈ N, and
Then the functions
constitute an orthonormal basis for K 2 B . Hence,
and we get immediately the upper bound for K x 2 2 since |B n−1 (x)| |B (x)|. On the other hand,
Finally, by Lemma 4.5,
To complete the proof, note that (17) yields the estimate k 2
Remark. Proceeding in the same way, it is easy to obtain an explicit estimate for the norm of the function K
[n]
) (which is the reproducing kernel for the nth derivative in K 2 corresponding to the point x):
Moreover, by the arguments analogous to the proof of Lemma 4.6, one can show that k 2
We conclude this section with the proof of the formula for the distance to the level set of an inner function d (t) = dist (t, ( , )), t ∈ R. . Thus, it suffices to prove the formula for the case when is a Blaschke product. Let B be a Blaschke product with zeros z n = x n + iy n and z = x + iy. Recall that
By the definition of the Blaschke product we have
we show that |B(z)| > whenever |z − t| < h(t) and is sufficiently small. We can take = 1 8 min (1, log  1 ). First, note that the inequality |t − z| < d 0 (t)/8 implies the estimates
and 4yy n |z − z n | −2 1/2. By an elementary inequality log(
Taking into account that
we get log |B(z)| 2 > 2 log . Now, we prove the converse inequality d (t) h(t). Put = (1 + 4 log 1 ). Clearly, (23) holds. We have also
Hence, |B(z)| < , which implies that d (t) < |t − z| = |B (t)| −1 .
Proofs of the main results
The idea of the proofs of Theorems 1.1 and 1.3 is to split the integral, which represents the derivative, into "diagonal" and "off-diagonal" parts and estimate them separately by mean of Theorems 3.1 and 3.2 (3.8), respectively.
Proof of Theorem 1.1. Recall that Below we consider a slightly different approach based on the Calderon commutators. Let us turn back to the integral representation (6) . Splitting it into two parts we have
where g = f ,
is the classical Hilbert transform, whereas
is the so-called first-order Calderon commutator with the symbol . It is well known that the commutator Comm ,
is a bounded operator in all L p (R), 1 < p < ∞, if and only if ∈ Lip (see [29] ). Here Lip denotes the usual Lipschitz class on R which consists of all functions f such that |f (s) − f (t)| C|s − t| for some constant C > 0 and for all s, t ∈ R.
The following theorem describes explicitly the Lipschitz weights in B p ( ).
Proof. Let w| | ∈ L ∞ (R). Then, by (25) , the inclusion w ∈ B p ( ) follows immediately once it is shown that the operator w Comm f is bounded in L p (or in K p , but these two statements are equivalent, since the kernel K x is in K q ). In its turn, the boundedness of this operator follows from the identity
Both Comm w and Comm w are bounded, since w and w are Lipschitz.
Conversely, if w ∈ B p ( ), than the commutator Comm w should be bounded in L p . Hence, w is a Lipschitz function and w| | ∈ L ∞ .
Proof of Corollary 1.5. Let be a CLS inner function. It was shown by Aleksandrov [3] that ( ) has zero Lebesgue measure and, moreover, the function
is Lipschitz on the real line (see [5] ). Thus, w ∈ B p ( ) in virtue of Theorem 5.2.
Remark. Making use of the fact that for a CLS inner function with ∞ ∈ ( ) the function | | −1 is Lipschitz, one can show that If > −1 we take a CLS Blaschke product with growing derivative. For example, let B be the product with zeros z n = n + i, n ∈ Z, and multiplicities m n = [ √ |n|].
Then |B (x)| → ∞, |x| → ∞, and again |B | / ∈ B r (B) for any r > 1.
Carleson-type embedding theorems
In the Proof of Theorem 2.1 we will use the following technical remark.
Lemma 6.1. Let I be an interval on the real line and w ∈ B p ( ) for some p ∈ (1, ∞).
where Int I is the interior of I.
Proof. The inclusion w ∈ B p ( ) together with the Hölder inequality imply that I |f | < ∞ for any f ∈ K p . Taking z ∈ C + such that (z) = 0 and applying the latter estimate to f = k z it is easy to show that I | | < ∞. On the other hand, it follows immediately from the formula (1) for the modulus of the angular derivative that I | | = ∞ whenever I nt I ∩ ( ) = ∅.
Proof of Theorem 2.1. 1. Without loss of generality we assume that intervals
< . Now we fix an arbitrary point t l in each of the intervals l and introduce the operator
we can deal only with continuous functions f). Split the integral into two parts:
Let r ∈ (1, p). Using the arguments similar to the proof of Theorem 2.1 it is easy to show that
By Theorem 1.1, there is a constant C 2 > 0 such that f w r L p ( ) C 2 f p . To complete the proof note that, by Corollary 4. 
On the other hand, dist (x, ( , )) = 0 whenever x ∈ ( ). Therefore, (31) holds also for an interval I k satisfying (29) and any x k ∈ I nt I k . Consider the system of squares S k having I k as their lower sides. Let F = k S k and G = C + \F . Put 1 = | G and 2 = | F . We show that 1 ∈ C, whereas 2 ∈ C(p, w r ). We use the following notation: for S = S(x, h) let S = S(x − 2h, 5h) be a 5 times larger square. By construction, the squares S k satisfy (14) . The condition (31) implies that S k ∩ ( , ) = ∅. Hence, 2 (S k ) = (S k ) ( S k ) 5C|I k | and, consequently, To show that 1 is a Carleson measure it suffices to verify the estimate (S) C 1 h for any square S = S(x, h) intersecting the set F. Let z ∈ S ∩ F . If z ∈ ( ), then, clearly, S ∩ ( , ) = ∅. Let z ∈ I k . Then, |I k | < z k h since z / ∈ S k . Hence, by (31) , h > dist(x k , ( , )) and 2h > dist( z, ( , ) ). Thus, S ∩ ( , ) = ∅ and the desired estimate follows from (30 The sufficiency follows immediately from Theorem 2.1 since | | −1 ∈ B p ( ). To prove the necessity one should consider the L p ( ) norms of the reproducing kernels and make use of (26) . This formula implies also that (32) is equivalent to the condition
Thus, the compactness criterion of Corollary 6.2 essentially coincides with the criterion given by Cohn [12] for p = 2. Example 6.3. Now we give some concrete examples of embeddings (obtained by Theorems 2.1 and 2.2) which do not follow from the Volberg-Treil theorem. Here will be a discrete measure supported by the points of the spectrum ( ).
Let x n be a discrete sequence on R and let B be a Blaschke product with zeros z nk , k ∈ N, such that lim k→∞ z nk = x n . Put = n n x n , where x is the Dirac measure at x. Clearly, x n ∈ ( ); therefore, ∈ C( ) only if n ≡ 0. At the same time, it is possible that ∈ C p ( ) for n > 0. Note also that if = n n n ∈ C p ( ), then sup n n < ∞.
Let x n = n, n ∈ Z, and
It is easy to see that S q (n) < ∞ whenever > 2q + 1. Moreover, one can show that in this case 
