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A B S T R A C T 
 
 
The performance of voice recognition reduces significantly in noisy environments, where the 
voice signals are distorted severely by addition of noise signal and reverberations. In such 
environments we can use array of microphone and use beamforming techniques to reduce the 
effect of noise signals. Presently, microphone-array-based voice recognition is done in two 
independent stages: first beamforming by array processing and then sending it for 
recognition. To reduce the effect of noise that is to reduce the distortion in voice waveform 
array processing algorithm is designed to enhance the signal before feature extraction and 
recognition. In Beamforming technique an array of sensors, in our case sensors are 
microphones, is used so that maximum reception can be achieved in a desired specified 
direction that is in the presence of noise, by the use of estimation of direction algorithm while 
signals from undesired direction are rejected though they are of same frequency. This is done 
by using delay and sum method in which the outputs from an array of microphones are 
delayed by some time so when they are added together, a particular part of the sound field is 
amplified over other undesired or interfering sources. Then the focussed voice wave is sent to 
voice recognition algorithm. Correlation algorithm is used for the voice recognition. The 
algorithm is based on the fact correlation graph between same signal is symmetric and value 
of correlation is maximum. The system development for this voice recognizer will be done 
using MATLAB for this project. Using MATLAB a GUI is created which has different 
function buttons to perform different tasks. 
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Chapter 1 
I n t r o d u c t i o n 
 
 
1.1 Beamforming 
 
In last 20 years the use of beam forming has gained importance. Beamforming has been used 
in radar, sonar and many more devices. Beamforming term is derived from the fact that earlier 
spatial filters were designed to form pencil beam from the radiation from specific location and 
attenuate signals from other signals. It is difficult for an array of mic system to scan and localize 
a single person’s voice in a noisy environment because the mics detects other conversations 
and background noises in real time. Microphones detect the voice of the person speaking plus 
any additional side conversations or noises. The clarity of the speaking person’s voice can be 
largely improved by use of a microphone system that implements a focused beam that 
magnifies the speaker’s voice and neglects the unwanted or interfering noises present in the 
vicinity. This is the basis of Acoustic Beamformer [10].   
Beamforming is a technique in which an array of mics or receiver is used in such a way so that 
in the presence of noise also, maximum reception in a specified direction takes place by 
estimating the arrival of signal from a desired direction while rejecting signals of the same 
frequency from other or undesired directions. It basically uses the concept that, the same 
frequency channel is occupied by the signals coming from different transmitters, but they still 
arrive from different directions. This spatial separation is used to segregate the wanted signal 
from the unwanted signals that are noises which interfere and distort the desired signal. In 
beamforming technique the optimum weights are recursively calculated by the use of complex 
algorithms which is based upon different criteria [8]. 
Depending on application sources may be classified into narrow band and broad band, in far 
field or near field. The beamforming technique in which we know the positions of array of mics 
is well documented. Different algorithms are used to know the structure of steering matrix to 
get the information regarding direction of arrival. Beamforming for broadband sources is an 
extension of narrow band beamforming in frequency domain by using sub band filter or 
focussing matrix techniques [1]. 
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When we don’t know the position and response of the sensors then this type of beamforming 
is known as blind beamforming. In this technique narrowband sources with some known 
characteristics is used. The features which are used are: 
 Cyclostationarity property 
 Spectral Self coherence or finite alphabet property of signal 
 Statistical difference between desired and undesired signal 
 The constant modulus characteristics of FM/PM. 
Beamforming is generally achieved by phasing the feed to each element of an array so that 
signals received or transmitted from all elements will be in phase in one direction. Adjustment 
of phases (inter element phase) and amplitudes is done to optimize the received signal. 
The use of low end of the spectrum has increased these days so, higher frequency band where 
more spectrums are available are explored. Multipath fading and cross interference became 
more serious issues because of the use of higher frequencies, higher data rate and higher user 
density which results in the degradation of bit error rate (BER). To cope up with these problems 
array of smart antenna with beamforming is used which also helps to achieve higher 
communication capacity, and are very effective in suppressing the interference and multipath 
signals [1]. 
 
1.2  Direction of Arrival (DOA) 
The need for Direction-of-Arrival estimation has many applications in engineering including 
wireless communications, radar, radio astronomy, and sonar, navigation, tracking of various 
objects, rescue and other emergency assistance devices. In its modern version, DOA estimation 
is considered as part of the more general field of array processing and studied as a part of array 
processing. Earlier works in this field focussed on finding the direction of radio that is 
electromagnetic waves coming from one or more antennas are estimated [11]. 
The science of determining the direction and distance of a source with the only help of its 
sounds is known as Sound location. If we get these two parameters then we can get an accurate 
location of a speaker which is important for a certain number of applications. Nevertheless, 
calculating the distance is not always important since most of these applications is to make 
estimation of direction more efficient. This allows to design less-complex systems, without 
compromising a good performance. For example on videoconference, the system does not need 
to calculate the distance in which the source is emitting sounds. With the knowledge of the 
direction exclusively the camera can focus the speakers. Audio surveillance systems is another 
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example that requires only the calculation of the direction. Such systems, used for intrusion 
detection or gunfire location, they determine the direction of source but they do not give 
importance to the distance of source.  
Adaptive signal processing sensor arrays, which is also known as smart antennas, have been 
adopted widely in third-generation (3G) mobile systems because they can locate mobile users 
with the use of DOA estimation techniques. Adaptive antenna arrays also enhances the 
performance of cellular systems by providing robustness against fading channels and reduced 
collateral interference. [Direction] With the help of signal processing aspects of smart antenna 
systems many efficient algorithms for Direction-of-Arrival (DOA) estimation and adaptive 
beam forming has been developed. The recent trends of adaptive beam forming drive the 
development of digital beam forming systems [5]. 
 
1.3  Voice Recognition 
  Voice recognition is a topic that very useful in many applications and environments in our 
daily life. Generally, voice recognizer is a machine which scans the input voice and identifies 
the speaker after comparing voices from database. Voice recognition performance reduces 
significantly in noisy environments, where the voice signals can be severely disturbed by 
addition of noise signal and reverberations. To avoid distortion in such environments we can 
use array of mics and use beamforming techniques to reduce the effect of noise signals. 
Presently, microphone-array-based voice recognition is done in two independent stages: first 
array processing and then recognition. Array processing algorithms is designed for signal 
enhancement and are applied in to reduce the distortion in the voice signal before feature 
extraction and recognition. Recently many approaches have been developed to solve the 
problem of speech recognition, using feature-normalization algorithms, microphone arrays, 
representations based on human hearing, and other approaches. This approach is carried out 
to improve the quality of the speech waveform that will necessarily result in improved 
recognition performance. However, voice recognition systems are statistical pattern 
classifiers that will not process the waveform as a whole but it will process the features which 
are derived from the speech waveform.  
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1.4  Problem Statement 
In present era the scope of voice commands and recognition has increased for example laptops 
and systems will open by recognizing user’s voice and then it would allow to perform the latter 
tasks and many more examples but there is a particular situation in the workplace where 
microphones pick up the voice of the person speaking as well as any additional side 
conversations or noises which would make the voice recognition job tough for any systems.  
 
1.5 Methodology 
The clarity of the speaking person’s voice can be greatly improved using a microphone system 
that implements a focused beam that magnifies the speaker’s voice over unwanted or 
interfering sound sources and in addition could detect the direction of arrival of the speaker’s 
voice. For this purpose an acoustic beam former can be used. As the distance between source 
of wave and receiver, in our case microphone increases the accuracy to recognise the voice 
decreases because of noises and reverberations, hence array of mics is used instead of single 
mic that will compensate the distortion then after that the focussed waveform will be sent for 
feature extraction and recognition. 
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Chapter 2 
B e a m f o r m i n g 
 
2.1 Non Blind Algorithms [8] 
We want to study means in which certain specific characteristics of the received signal which 
are incident upon the array of mics (in addition to the spatial separation among users in the 
environment) can be used to direct beams in directions of wanted users and nulls in directions 
of interferers. In particular, the Mean Square Error (MSE) criterion of a particular weight vector 
will be minimized by using statistical expectations, time averages and instantaneous estimates.  
As well, restoration of the distorted constant modulus of the array output envelope due to noise 
in the environment is also carried out. Finally, concept of the spreading sequences of a CDMA 
mobile environment will be utilized to improve the performance of algorithms exploiting the 
two criterions discussed above. Each of the characteristics which are described above 
corresponds to adaptive algorithms which can be classified into two categories: 
 1.) Non-Blind Adaptive algorithms  
 2.) Blind Adaptive Algorithms. 
When there is need of statistical knowledge of the transmitted signal and the position of sensors 
in order to converge to a weight solution then this type of algorithm is known as Non-blind 
adaptive algorithms.  This is typically done by using a pilot training sequence which is sent 
over the channel to the receiver which helps in identifying the desired user. On the other hand, 
blind adaptive algorithms do not need any training, hence the term “blind”. They restore a 
particular type of trait of the transmitted signal so that it can be separated from other users in 
the surrounding environment. 
 
Non Blind Adaptive Algorithms 
As we know that non-blind adaptive algorithms requires a training sequence which extracts a 
desired user from the environment. This feature is itself undesirable because during the 
transmission of the training sequence, there is no communication in the channel. As a result 
the spectral efficiency of any communication system reduces dramatically. Additionally, it can 
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be very difficult to understand the statistics of the channel in order to characterize a reasonable 
estimate of needed to accurately adapt to a desired user.  
Keeping these things in mind following are algorithms for non-blind beamforming. 
1. Weiner Optimum Solution. 
2. Sample Matrix Inversion (SMI). 
3. Least Mean Square (LMS). 
4. Recursive Least Squares. 
 
2.2 Blind Beamforming Algorithms [1] 
When the information regarding sensor placement and response is partially or totally lacking 
then this type of beamforming is referred to as blind beamforming. The narrowband sources 
are used for this technique because narrowband source have some properties that can be used 
for this process. 
These properties are 
1. Cyclo-stationary property that means signal has statistical properties that vary 
cyclically with the time. 
2. Spectral self-coherence 
3. The constant modulus characteristics of frequency modulation or phase modulation 
signals. 
4. The statistical difference between desired and undesired source. 
Blind adaptive algorithms do not need a training sequence in order to determine the required 
complex weight vector. They attempt to restore some type of property to the received signal 
for estimation. A common property between polar NRZ waveforms and DS-SS signals is the 
constant modulus of received signals. 
Some of the blind beamforming techniques are: 
1. Constant Modulus Algorithm (CMA) 
2. Steepest Descent Decision Directed Algorithm (SD-DD) 
3. Least Square Constant Modulus Algorithm (LS-CMA) 
4. Recursive Least Squares Constant Modulus Algorithm (RLS-CMA) 
 
The method used in this project for beamforming is Delay and Sum Method. 
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2.3 Delay and Sum Method [12] 
We can measure the gap between the moment sound strikes the first microphone and moment 
when sound strikes the second microphone if we have an array of microphones and sufficient 
signal-processing capability. This time gap is known as delay. We can treat the edge of 
propagation as a plane if the distance of source is large then we can use simple trigonometry to 
calculate the delays.  
From figure below: 
    
                               
                                                       Fig 1 Array of mics. 
Assuming a linear array of microphones, 𝑚1 through 𝑚𝑛, each spaced 𝐷𝑚𝑖𝑐 meters apart. 
Then 𝐷𝑑𝑒𝑙𝑎𝑦, the formula to calculate the extra distance the sound has to travel for each 
successive microphone is: 
                                                    
                                                       𝐷𝑑𝑒𝑙𝑎𝑦 = 𝐷𝑚𝑖𝑐 . cos 𝜃 
 
The speed of sound is 340.29 m/s 
 
                                                      𝑇𝑑𝑒𝑙𝑎𝑦 =
𝐷𝑚𝑖𝑐
340.29
. cos 𝜃 
 
To recover the original signal the above delay for each microphone is reversed and summing 
of inputs is done. If a signal comes from different direction, the delays will be different, and as 
a result, the individual signals will not line up and will tend to cancel each other when added. 
This essentially creates a spatial filter, which we can point in any direction by changing the 
delays. 
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The direction from which the signal came from can be determined, by sweeping the beam 
around the room, and recording the total power of the signal received for each beam. The 
direction in which highest power-signal is detected is the direction from which the signal is 
coming. 
 
2.3.1 Microphone Array Design 
The arrays of microphone can be almost of any shape: linear, circular, rectangular, or even 
spherical. Beamforming in one dimension is done by one-dimensional array and, for 2-
dimensional beamforming additional array dimensions is used. Given the limited number of 
microphones and amount of time we have, a linear array is the best choice. 
 
Microphone spacing: The desired operating frequency range decides the spacing of the 
microphones. It is advantageous to use narrower beam width for spatial filtering because 
unwanted signals from undesired directions are filtered. A narrow beam width is analogous to 
a narrow transition band for a traditional filter. Lower frequencies will correlate better with 
delayed versions of themselves than high frequencies, so the lower the frequency, and broader 
the beam. The length of array decides the delay between the end microphones, so longer the 
array greater the delay between the end microphones, and will thus reduce the beam width. The 
highest operating frequency is determined by the spacing between microphones. The spacing 
between microphones causes a maximum time delay which, together with the sampling 
frequency, limits the number of unique beams that can be made. 
 
                                      𝑁max 𝑏𝑒𝑎𝑚 = 2. 𝐹𝑠. 𝑡𝑖𝑚𝑒𝑠𝑝𝑎𝑐𝑖𝑛𝑔 
 
             𝑡𝑖𝑚𝑒𝑠𝑝𝑎𝑐𝑖𝑛𝑔  is time taken by sound to travel from one microphone to adjacent.  
 
2.3.2 Fundamentals of  Delay-Sum Beamforming 
Delay-sum beamforming is a signal processing technique in which the outputs from an array 
of microphones are delayed by some time so when they are added together, a particular part of 
the sound field is amplified over other undesired or interfering sources. A linear array has been 
chosen because it has less processing complexities and is effective over a 180° field. 
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The figure below illustrates this setup here S is sound acoustic source placed in the field at an 
angle θ.                            
                              
                                                                      Figure .2 DOA 
 
If the sound waves emitted from source S is observed, it can be noticed that the microphone 
furthest to the left captures the sound waves first. The next microphones will receive the same 
signal, but after some time which is the time delay which is because of the additional distance 
sound waves travels to get to the adjacent microphone. When the outputs of the individual 
microphones are added, we get: 
                                                                    
                     ∑𝑜𝑢𝑝𝑢𝑡 = 𝑆(𝑡) + 𝑆(𝑡 − 𝛥𝑑1) + 𝑆(𝑡 − 𝛥𝑑2) + ⋯ … . . 𝑆(𝑡 − 𝛥𝑑𝑛)  
  
S (t) is the wave equation which represents the signal emitted from sound source S. The first 
microphone has the output S (t), and each subsequent microphone has a time delay Δdn, where 
n represents the microphone index (leftmost microphone has n=0, and the rightmost 
microphone has n= (number of microphones – 1)). Fourier transform of each term is taken, this 
output is represented in the frequency domain in form of series of complex valued functions. 
We get equation in frequency domain: 
 
                    ∑𝑜𝑢𝑝𝑢𝑡 = 𝑆(𝑓) + 𝑆(𝑓)𝑒−𝑗2𝛱𝛥𝑑1 + 𝑆(𝑓)𝑒−𝑗2𝛱𝛥𝑑2 + ⋯ … . . 𝑆(𝑓)𝑒−𝑗2𝛱𝛥𝑑𝑛  
 
From above equation: 
It can be seen that if the time delays (Δd1 to Δdn) are equal to 0 then there is a maximum 
magnitude. This is the principle of delay-sum beamforming. For example we have to amplify 
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the received signal from source S at angle θ as shown in figure 1. If we know the parameters 
of our array, then we can calculate the time delays which is caused by sound waves emitted 
from a source at angle θ. This calculated delay ΔdTAn, in which the term TA denotes these are 
calculated at our “target angle” θ, and n, or the microphone index, refers to the microphone to 
have this time delay. 
                                      ∑𝑜𝑢𝑝𝑢𝑡 = 𝑆(𝑓) + 𝑆(𝑓)𝑒−𝑗2𝛱(𝛥𝑑1−𝛥𝑑𝑇𝐴1) +
                                              𝑆(𝑓)𝑒−𝑗2𝛱(𝛥𝑑2−𝛥𝑑𝑇𝐴2) … . . 𝑆(𝑓)𝑒−𝑗2𝛱(𝛥𝑑𝑛−𝛥𝑑𝑇𝐴𝑛) 
                                
If calculation is accurate then: 
                       
                                                          𝛥𝑑𝑇𝐴𝑛) = 𝛥𝑑𝑛 
Expression reduces to 
                                                        
                                                  ∑𝑜𝑢𝑝𝑢𝑡 = (𝑛 + 1)𝑠(𝑡)     
 
n = microphone index 
𝑇𝐴𝑛  = Target angle 
 
The result is the sound waves heard from source S, it is now expressed in the time domain 
represented by the wave equation S (t), whose magnitude is multiplied by a factor of (n+1), the 
number of microphones in array. The signal S (t) in our summated output by multiplication of 
factor (n+1), it must be amplified considerably more compared to other undesired sound 
sources that appear in our field in order to localize this source. This quality is known as the 
spatial resolution of our design, which can be more simply characterized as our “beamwidth.”. 
As seen from above equation when we put S (t) in equation then the 𝜃 term comes which is 
Direction of Arrival 
 
 
                    
 
 
11 
 
Chapter 3 
Direction of Arrival    
 
3.1 Introduction[5] 
Sound location is the science in which the direction and distance of a source is determined with 
the only help of its sounds. These two parameters allow an accurate localization of a speaker 
which is important for a certain number of applications.  
The work of direction-of-arrival (DOA) estimation is to estimate the directions of the signals 
from the desired users as well as the directions of unwanted signals by using the data received 
by the sensor array. To maximize the radiated power towards desired users the weights of 
adaptive beamformer is adjusted by using the results of DOA estimation, and radiation nulls 
are placed in the directions of interference signals. The choice of the DOA estimation algorithm 
decides a successful design of an adaptive array therefore the DOA estimation algorithm should 
be highly accurate and robust. 
 
 
                                          Figure 3 .Description of physical setup 
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3.2 General Approach[5] 
Figure 2 illustrates the entire system, including the physical property of time difference of 
arrival at two microphones receiving a sound wave coming from a human speaker. The aim of 
the electrical system is estimation of the real physical angle, α, accurately.  A source (M) 
located in front of two microphones; the aim is to determine the DOA of its sounds. The origin 
from which the measurements will be performed is fixed. The position of microphones is fixed 
and is separated by a fixed distance. The middle of the microphones was made the origin. 
Considering the orthogonal line to the microphone axis at the origin (ON), the angle α is the 
separation angle between this line and line (OM). From now on, angle α will refer to the term 
“direction”, where the speaker is located. 
Observing the example shown in Figure 1, as the speaker stands nearer to MIC B than MIC A 
therefore the sound traveling in the air from the speaker to the microphones first reaches MIC 
B and then to MIC A. τ denotes the time gap between these two moments. 
The sound signal can be represented as an analog signal S (t). Theoretically, the amplitude of 
the signals captured by both microphones will be equal and will only be delayed a time τ. 
Hence, considering S (t) the signal captured by MIC B, it can be affirmed that the signal 
captured by MIC A would be S (t- τ). 
 
3.3 Trigonometric Solutions 
After getting the delay τ between the two signals is, with the help of trigonometric calculations, 
the angle can be found. The position of the source is represented by a point M with coordinates 
x and y. This two coordinates are assumed variable and unknown. Two points A and B are also 
considered with respective coordinates (𝑥𝐴, 𝑦𝑨) and (𝑥𝐵, 𝑦𝑩) which corresponding to the 
positions of the microphones. The distance between them is fixed to d cm. The point of origin 
(origin) is defined as the middle point between A and B.  
The aim is to get the angle which will give the direction of from where speaker speaks. A signal 
coming from the speaker reaches the point B at time t. In that moment, another point of the 
same wavefront is in the direction between M and A. This point is B’ and as it belongs to the 
wavefront, the distances BM and B’M are equal. Hence AB’ is the distance travelled by the 
signal during the delay τ. The following figure illustrates the physical setup. 
13 
 
              
                                      Fig 4 Trigonometric approach 
      
Considering the suppositions exposed above, the following equations can be derived: 
 
                                                           𝐴𝐵′ = 𝐴𝑀 − 𝐵′𝑀 
                                                  
                Putting                          𝐵′𝑀 = 𝐵𝑀 
 
                                                𝐴𝐵′ = 𝐴𝑀 − 𝐵𝑀 
With 
 
                                                      
In order to remove the square roots, the equation (3.3) is squared  
 
                                       
Since the two microphones have fixed positions the following statements applies: 
                                                      
This simplifies the equation and after several calculations and term reordering, leads to 
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In this expression the only variables are y and x. The value is always constant since it 
represents the position of the microphones, which can be seen as reference points. Moreover 
even if the direction can vary, the length of AB’ remains unchanged. So the equation 
represents all the possible positions of M, given a certain delay. Considering that the signal 
travels at the speed of sound c, the distance AB’ is: 
                                               
 
                                                     𝐴𝐵′ = Ʈ. 𝑐 
Now from figure 
 
                                                      𝑡𝑎𝑛𝛼′ =
𝑑𝑦
𝑑𝑥
 
   From here we get α’ then 
 
                                                  If α’>0 
                                                              𝛼 = 90 − 𝛼′ 
 
                                                  If α’<0 
𝛼 = −90 − 𝛼′ 
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3.4 Electrical System 
     
               
                                            Figure 5 . Diagram of electrical system 
 
 
To obtain α, the signals are first processed by an algorithm (Least Mean Square) which will 
provide N.  
 
3.5 Least-Mean Square Algorithm (LMS) 
The Least-Mean-Square algorithm (LMS) is used in adaptive filters to calculate the filter 
coefficients which helps in getting the minimum expected value of the error signal. Error is the 
difference between the desired signal and the output signal. LMS belongs to the family of 
stochastic gradient algorithms, i.e. on the basis of the error in the present moment only the filter 
is adapted. It does not require correlation function calculation nor does it require matrix 
inversions, so it is relatively simple. 
 
Consider two signals x[n] and d[n], and then consider the filter h[n] such that: 
                   
𝑑[𝑛] = 𝑥[𝑛] ∗ 𝑤[𝑛] 
 
Where * is convolution operator. Applying LMS algorithm to x[n] and d[n] will theoretically 
give w[n] as an output. As shown in the picture below, LMS algorithm has two inputs, x[n] 
and d[n], and three outputs, y[n], e[n] and w[n]. 
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                                                        Figure 6  LMS Algorithm 
 
 
3.6 Application to System 
The delay existing between the two captured signals can be expressed on discrete domain as a 
value N. Besides, according to the expression the function allowing the transformation from to 
can be represented as a Dirac Delta centred in N. 
 
Comparing: 
                                                                x[n] =𝑠2[𝑛] 
 
                                                                d[n] = 𝑠1[𝑛] 
then 
                               
ℎ[𝑛] = 𝛿[𝑛 − 𝑁] 
          N=delay 
 
 
3.7 Delay Calculation 
There are three steps for delay calculation: First the Fast Fourier Transform is obtained, then 
its phase and finally the delay N. The choice of this three step method was due to its simplicity 
and good performance. The FFT is an efficient algorithm used to calculate the Discrete Fourier 
Transform (DFT), so it will help to switch from time domain to frequency domain. 
Furthermore, it is a tool that MatLab can run very efficiently. 
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Its DFT is defined as 
                                      
Considering an ideal situation, the filter would be a pure Dirac delta delayed N’ samples.  
                                                 
This means 
 
                                                    
So its n-point DFT would be 
                                                      
This transform has two main components: modulus and phase. Since the desired information 
is the position of the delta (N’), only the phase will be useful. So the next step consists on 
calculating the phase, which is really simple with MatLab commands. Calling Ω the phase 
 
                                                        
The only variable is j, which is the index of the FFT. So the phase is linear and depends 
directly on the delay N’. With the derivate, the variable j disappears and the slope S is 
obtained. 
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3.8 Flow Chart of Whole Process 
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Chapter 4 
V o i c e   R e c o g n i t i o n 
 
 
4.1 Introduction and Overview 
In this project a system is designed based on information and data which we get from shape of 
the cross-correlation plots. The simulation of the programmed system in MATLAB is 
accomplished by using the mic to record the voice of speaker. After compiling and running the 
code in MATLAB, it will ask user to record the voice three times. The first and second voices 
are different are our reference signal for comparing. The third recorded voice is same as one of 
the two words already stored. After recording voices, these voices will be our signal’s 
information which will be sampled and stored in MATLAB. Now MATLAB will give 
judgement that what was the word which was recorded the third time after comparing with the 
first two reference words on the basis of the algorithm used that is correlation algorithm.  
For visual clarity their spectrum was plotted. Then Correlation was taken between the test 
signal and the reference signals and the correlation values were plotted. It was observed that 
the graph of correlation between the same signals was symmetric since there is no time shift in 
same signals. Using this concept first a program for limited number of people was developed 
and tested then after testing results were found positive 
The main goal for this project is to create a simple GUI using MATLAB to perform the voice 
signal analysis for the voice recognition purpose. The GUI will consist of several functions and 
buttons of operation regarding to the speech recognition analysis. User has to just select one of 
the buttons to perform certain job. The GUI will display the desired result according to what 
its task is and have the ability to save or print the results. 
4.2 Theory[2] 
In this section some definitions and concepts are introduced which are necessary for 
understanding and which are used in the development of algorithm for voice recognition. 
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4.2.1 The DC Level and Sampling Theory[2] 
When the analysis of signal processing is done then the DC level’s information for the target 
signal if not applied to real analog circuit then it is not that useful. The DC level is not that 
useful when we analyse the signals in frequency domain. When the target signal is aggregated 
in the lower frequency band then the magnitude of DC level will interfere with analysis. There 
is no change in variance and mean value of the signal, as the time changing in WSS condition 
for the stochastic process. Therefore by deducting the mean value of recorded signals this effect 
is reduced, hence the zero frequency components for DC level in frequency spectrum is 
removed.  
Since voice is recorded from the microphone, it records the person’s analog voice hence voice 
signal will directly decide the efficiency of voice recognition so the sampling frequency is also 
a decisive factor. 
                                          x(t)= Acos(2ft) 
This analog signal can not be directly applied to the computer. It needs sampling that is it is 
converted from x(t) to x(n). The following figure shows the sampling of a signal. 
 
 
                                         Fig 7 the simple figure about sampling the analog signal    
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4.2.2 Conversion from Time Domain to Frequency Domain: DFT 
and FFT[2] 
 
4.2.2.1 DFT 
The full form of DFT is Discrete Fourier Transform. So the DFT is just a type of Fourier 
Transform for the discrete-time x (n) instead of the continuous analog signal x (t). The Fourier 
Transform equation is as follow: 
 
                                             𝑋(𝜔) = ∑ 𝑥(𝑛)∞𝑛=−∞ 𝑒
𝑗𝜔𝑛 
  
As we can see from the above equation that the variable n is converted to ω that is the signal is 
transformed from time domain to frequency domain.  
  
4.2.2.2 FFT 
The full form of FFT is Fast Fourier Transform. FFT is same as DFT that is it also converts 
the discrete time signals from time domain to frequency domain. The difference between FFT 
and DFT is that FFT is faster than DFT and it is more efficient than DFT on computation. So 
FFT is used in our algorithm. 
 
4.2.3  Analysis of Frequency in MATLAB of Speech Recognition 
 
4.2.3.1 Spectrum Normalization  
 When comparing two voice signals it is hard or irrelevant to compare the spectrum in different 
measurement unit so using normalization the measurement standard is made same. The 
normalization reduces the error while comparing the spectrums.  
 Linear normalization is expressed as below: 
 
                            y=(x-MinValue)/(MaxValue-MinValue)  
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Fig 8 Absolute values of the FFT spectrum without normalization 
 
The above spectrum is normalized and plotted.       
 
                     Fig 9 Absolute values of the FFT spectrum with normalization 
 
The interval of |X(ω)| is changed to [0,1] and no other information is changed. 
 
4.3 The Cross Correlation Algorithm 
For the same speaker there exists a different frequency band for the same word due to different 
vibrations of vocal cord hence spectrums are also different. Similarly the spectrums for 
different speakers are also different. These are the bases of this thesis for the speech 
recognition. 
23 
 
The cross correlation is an important tool to estimate the shift parameter that is frequency shift. 
The equation of the cross-correlation for two signals is as below 
                                       𝑟𝑥𝑦 = 𝑟(𝑚) =  ∑ 𝑥(𝑛)
∞
𝑛=−∞ 𝑦(𝑛 + 𝑚), 𝑚 = 0,1,2.. 
 
STEP1: One of the two signals x(n) is fixed and other signal y(n) is shifted left or right with 
some time units. 
STEP2: The value of x (n) is multiplied with the shifted signal y (n+m) position by position. 
STEP3: Summation is taken of all the multiplied results for x (n) ∙ y (n+m). 
  Important results which can be derived from cross correlation are: 
1. The correlation is maximum if two signals have no time shift. 
2. The correlation is symmetrical if two signals have no time shift. 
 
Now when two voices are recorded and if they are voice of same person then their spectrum is 
same. When cross correlation of same spectrums is taken and graph is plotted then according 
to cross correlation algorithm the graph should be approximately symmetric and value should 
be maximum. Hence viewing these symmetric properties the person is recognized. The values 
are stored in an array and then the maximum value is taken out. The maximum value gives the 
desired person.  
 
Fig 10.  Examples of symmetrical and unsymmetrical correlation graph. 
   
  Spectrogram function in MATLAB has been used for plotting spectrums.  
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Chapter 5 
S i m u l a t i o n s    and     R e s u l t s 
 
5.1 Direction of Arrival (DOA) 
The MATLAB code for direction of arrival was run. The code asks the user to record his or her 
voice using microphone (in our case microphone of laptop is used). Then the code calculates 
the angle α as shown in figure below. 
 
 
                                 Fig 11. Figure showing the angle of arrival 
 
The following output was obtained 
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Fig 12 Output of Direction of arrival 
 The above figure is screenshot of MATLAB output window. Angle Grad1 is the value of   α 
that is direction of arrival.  This is just one example showing the results. Many values were 
calculated using the same code and were tested. 
                                           
5.2 Voice Recognition                    
Now the MATLAB code for voice recognition was run. The code prompted to record different 
voices. For checking purpose initially two voices were recorded and spectrums were plotted to 
see the similarity between same voice and difference between different voices. Following were 
the plots for MAYANK and HARSHIT. 
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                                             Fig 13. Spectrums for two voices 
 
The second row of graph is normalized graphs. It can be observed clearly the similarity between 
the same voice and difference in spectrum between two different voices. Similarly many voices 
can be recorded and checked. 
 
Now after the spectrum plotting the correlation was taken and plotted. The graph correlation 
between the same voices was symmetrical as observed in the plot below. 
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                 Fig 14. Figure showing the symmetry between the same voices of Mayank 
 
As observed the second graph is approximately symmetrical since it represents the correlation 
between same voices of Mayank hence the theory is correct. So we proceed in this direction 
and continue this for more number of people.  
Now the voices of five people are pre-recorded. These recordings act as reference signals. For 
testing a database of 5 voices is created and their spectrum and cross correlation is plotted and 
voice is recognized. 
Below are the plots. The first graph will represent the test signal that is the voice we want to 
recognize and second graph is graph of spectrum of voices in database and third represents the 
correlation graph. Our test signal is of Harshit. 
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Comparison of spectrums and plots of correlation 
 
 
                                                        Test signal      
 
                                                                    Mayank  
 
 
The first two graphs are not identical hence we can observe the value of correlation is not very 
large hence the test signal is not of Mayank. 
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                                                               Test Signal 
 
 
                                                                    Harshit        
   
 
 
The first two graphs are identical hence we can observe that the value of correlation is very 
large and probably the maximum hence the test signal is of Harshit. 
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                                                                     Test Signal 
 
                                                                       Anurag         
 
 
The first two graphs are not identical hence we can observe the value of correlation is not very 
large hence the test signal is not of Anurag. 
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After all this recognition algorithm was tested then a GUI was created using MATALB. A 
dynamic database was created that is user can add any number of voice signals in the database. 
The GUI has different function buttons which performs different functions. The following 
figure shows the GUI and its use in recognition of a voice signal. In the dynamic database 
different voices were recorded and different recognizing ID were given for each person for 
example 
ID 1: Mayank 
ID 2: Harshit 
And so on. 
 
                                  Fig 14 The image of GUI created using MATLAB 
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                                                           Fig 15. the Output 
 
Finally the GUI created is used to record many voices are in the database and checked for the 
voice recognition. 
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Chapter 6 
M a t l a b    C o d e s 
 
THE MAIN CODE FOR BEAMFORMING AND DOA 
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FUNCTION DEFINITION TO RETURN ANGLE BETWEEN 
SIGNALS AND TO FIND COORDINATES OF SPEAKER 
 
 
FUNCTION DEFINITION FOR CALCULATING COEFFICIENT 
OF FILTER h (n) 
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MATLAB CODE FOR VOICE RECOGNITION AND SPECTRUM PLOTTING 
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MATLAB CODE FOR CORRELATION ALGORITHM 
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C o n c l u s i o n 
 
 
It was observed that the voice signal is easily disturbed and distorted by the  noises present in 
the surroundings hence it won’t be efficient to send the voice signal for feature extraction and  
recognition. Prior to that a system is designed for reduction of noise signals using beamforming 
technique. An array of microphone was used with delay and sum method for focussing voice 
of the desired person. The direction of arrival was calculated and then with help of this the 
desired voice signal was sent for recognition algorithm. For recognition the correlation 
algorithm was used. First for testing two voice signals were recorded, their spectrum was 
plotted and their correlation graph was plotted. After observing the positive result same thing 
was done for five voice signals. After this a GUI was created using MATLAB code which had 
function buttons for different functions. A dynamic database was created with the help of this 
GUI in which the voices of different people can be recorded as many times one needs. Then 
the GUI was tested by a test signal. It was observed that using beamforming technique 
increased the efficiency of voice recognition. 
For this project the microphone of laptop was used. For future scope the same codes can be 
used for array of microphones externally. 
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