The aim of this study was to develop a criterion of graduate school success as an alternative to first-year average. More specifically, faculty rating scales of students' analytical abilities were developed as a potential criterion against which to validate both the current Graduate Record Examinations (GRE) analytical measure and future modifications of it.
The rating scales were completed by faculty members in a sample of 24 graduate departments representing six disciplines.
Three important results have implications for the use of faculty ratings as a criterion of success. First, faculty raters were not able to distinguish among students on the six individual scales, which exhibited very high intercorrelations. This suggests that the rating instrument could be simplified for future use.
Secondly, although the ratings and first-year grades were highly correlated, indicating that both criteria reflect success in graduate school, evidence that ratings and first-year grades measure somewhat different aspects of success in graduate school was also found. Each of the three GRE General Test measures --verbal, quantitative, and analytical--was more highly correlated, on the average, with ratings than with first-year averages. Undergraduate grades, on the other hand, correlated better with first-year grades than with the ratings.
Finally, results were mixed with respect to the validity of faculty ratings of students' analytical abilities. When the three GRE measures were ranked with respect to their predictive effectiveness for each department, the analytical measure was significantly more often the best or second best predictor of faculty ratings than of first-year average, while the verbal and quantitative measures tended to be the best predictors about equally often for ratings and grades.
This suggests that the ratings may be more reflective of analytical ability than of verbal or quantitative ability. However, the verbal measure was, on average, more highly correlated with faculty ratings of students' analytical skills than was the analytical measure. This suggests that faculty ratings of students' analytical skills may have been influenced by students' verbal reasoning skills. This failure to find unequivocal evidence of discriminant validity of the ratings may reflect problems with the ratings, with the way in which faculty rated students, or with the discriminant validity of the analytical measure. A recommendation was made to continue research on the development of these scales. Specifically, the two remaining item types appear generally to have less in common with each other than with either the verbal or the quantitative items used in the test, most likely because all three measures of the General Test are designed to tap reasoning ability.
And, although a distinct, but relatively weak analytical factor has been detected in several academic disciplines, it has been defined largely by only one of the two item types in the measure (Schaeffer 6 Kingston, 1988).
In addition, correlations of analytical scores with first-year graduate grades have been modest, with analytical scores adding relatively little to the prediction of grades beyond the contributions made by verbal and quantitative scores (Kingston, 1985) .
Finally, the analytical measure has exhibited some peculiar properties. Not only does it seem to behave differently in different fields, but it appears to have a chameleon-like nature, exhibiting validities that are similar to those of the verbal measure in relatively verbal fields and similar to those of the quantitative measure in quantitatively oriented fields of study (Wilson, 1982) .
Because of these phenomena, research on the development and evaluation of additional analytical item types is underway with a view toward improving the current analytical measure. A rating instrument consisting of seven scales was constructed (Appendix A).
The first six scales were designed to assess the kinds of reasoning skills that emerged from the factor analysis of faculty ratings of the importance of various reasoning skills and are described in For the six reasoning scales, response categories were differentiated in terms of the degree to which a particular student was more or less able than other students on each of these dimensions. In addition, there was a response category to indicate that the faculty member could not rate a student with respect to a particular skill.
The instrument was assembled physically in a way thought to minimize halo error.
Faculty were asked to rate all students on one scale before moving to the next one. As ratings were completed for a particular scale, a About 11% of these departments indicated interest in participating after receiving a detailed description of the study, and about 60% of this "interested" sample eventually submitted usable data. In the final sample of 24 departments, the number per field ranged from 2 in chemistry to 7 in psychology.
Securing departmental and faculty cooperation proved more difficult than expected.
In the previous study (Powers 6r Enright, 1987), 65% of the departments contacted indicated interest in participating as compared to 11% in the present study.
A number of factors contributed to this decreased interest and varied by field. For all fields, the fact that graduate faculty were extremely busy was a factor.
In addition, there were concerns about students' rights to privacy and the legality of releasing information about individual students. An example of a field-specific obstacle was the organization of many chemistry departments into laboratory groups. Some chemistry departments indicated that students were known only by a single faculty member, with whom they worked almost exclusively, and not by other faculty.
Procedures
Most departments were first sent a letter explaining that studies were going to be conducted on the development of faculty rating scales, which were to be used as research instruments to validate the Graduate Record Examinations.
These departments were asked to indicate their interest by completing and returning a form including information about their graduate programs. For some departments the letter was followed by a telephone call to explore interest and to ascertain the characteristics of the department. A $300 honorarium was offered to departments for participating.
A more detailed letter about the study procedures was sent to departments that expressed interest and had sufficient numbers of students. This letter was followed by a phone call to confirm a department's ability and willingness to participate. In the latter stages of our research this procedure was modified so that departments were sent only the second, more detailed letter, and the honorarium ($75) was paid to the individual who coordinated the data collection for the department. Individual faculty members received $25 each for completing the rating scales.
Participating
departments were sent instructions requesting that three to five faculty members in each department rate between 10 and 30 first-year students on the scale and that a similar number of faculty rate 10 or more post-first-year students on the assumption that faculty knowledge of post first-year students could differ from their knowledge of first-year students. We asked that only faculty who had some relevant contact with the students serve as raters.
Raters of the two groups of students did not have to be the same individual faculty members. 
Analvsis of the Rating Data
Participating departments varied in the degree to which they were able to comply with our request that at least 3 faculty members rate 10 students in common. Over all departments, a total of 132 faculty members served as raters and 623 students were rated.
Of these students, 19% were rated by only one rater, 23% were rated by 2 raters, and 58% were rated by 3 or more raters. The number of pairs of raters that rated at least 5 students in common was 145.
Preliminary analysis of the rating data focused on factors such as leniency, restriction of range, correlations among the six scales, and reliability.
The mean rating on each scale and a mean rating over all scales -8 -is presented by discipline in Table 4 . (An inspection of means for first-year and post-first-year students and of correlations of scales with other variables for each of these groups revealed no major differences. Thus, all subsequent analyses were based on samples pooled across educational level.)
The rating data and graduate FYA data can be contrasted with respect to leniency and restriction of range, as measured by the standard deviation. In theory, grades in most graduate programs represent a S-point rating scale (O-4).
However, in practice most graduate faculty assign primarily A'S, B's, and an occasional C. In comparing mean F'YA in Table 3 with the overall mean rating in Table 4 , we see that faculty members were "lenient" in assigning both grades and ratings.
With respect to grades, faculty were very lenient. Mean FYAs range from 1.3 to 1.7 points above the theoretical midpoint of 2, which corresponds to a grade of C. However, faculty were substantially less lenient when they rated students.
Mean ratings over all the scales ranged from .2 to .6 of a point above the scale midpoint of 3. The level of ratings was, however, a clear indication of a tendency toward leniency, because raters were asked to indicate students' abilities in relation to "other students they have known." A mean rating greater than 3.0 (the value indicating that a student was neither more nor less able than other students) would not be expected unless graduate students have become significantly more able recently or unless our sample of students did not fairly represent graduate students in the departments that participated in the study. In addition, the ratings appear to be less subject to restriction in range than is FYA. The standard deviations of the ratings were two to three times larger than those for FYA in Table 3 .
The degree to which the six rating scales were independent was evaluated also.
For each department the intercorrelations among the students' mean scores (averaged over raters) on each scale were obtained. 
Exolorinn the Use of Adjusted RatinPs
One major concern that guided subsequent analyses was the usefulness of F'YA and faculty ratings of students as criteria for gauging the validity of GRE General Test scores.
A second question was whether the GRE analytical measure is a better predictor of faculty ratings of students' analytical abilities than are the GRE verbal and quantitative measures. In these analyses, ratings were averaged over both raters and scales for each student to produce an overall mean rating of analytical ability for each individual. These analyses were exploratory in nature and relied, for the most part, on the comparison of zero-order correlations because of the instability of estimates of the validity of two or more predictors for small samples based on least squares regression.
Methods exist to overcome this instability (Braun & Jones, 1985), but their application to the data gathered in this study was not straightforward, and therefore not attempted.
The ideal design for this study would have entailed having each faculty member provide ratings for exactly the same set of students, and our instructions to raters encouraged this ideal, which, unfortunately, was unattainable.
Often there was little if any overlap among sets of students rated by different faculty. Because faculty probably differed with respect to the standards they applied when rating students, it was thought to be desirable to adjust for differences among faculty in the average levels of their ratings.
The planned method for accomplishing this was to use a general linear model analysis of variance program for one observation per cell with missing entries.
In essence, missing values were imputed by estimating both an effect for each rater (to account for differing standards) and an effect for each student (to account for differing ability levels). Implementing this procedure with any confidence required at least some overlap among raters and ratees.
Unfortunately, the data were quite sparse in many instances, and the method could not be applied with much confidence.
It was possible, however, to make adjustments for some departments, in particular psychology departments, which tended more often than other departments to comply with our instructions.
Adjusted ratings were computed for each of seven psychology departments and then correlated with GRE scores, undergraduate grade point averages, and first-year graduate averages. These correlations were then compared with those based on unadjusted ratings.
There were few consistent differences between the correlations for adjusted and unadjusted ratings, although there was a very slight tendency for higher correlations based on adjusted ratings. Adjustments were therefore not attempted for departments having even sparser data, and all analyses were based on unadjusted ratings.
If we had been able to base our results on adjusted ratings, the predictability of ratings might have been slightly higher.
-lO-
Facultv Ratings bv Discipline
In the earlier study (Powers & Enright, 1987) that served as the basis for the development of faculty ratings, there were distinct differences among disciplines in the extent to which faculty perceived various analytical skills as important (Figure la) .
For example, in English departments argumentation skills were considered to be more important than the ability to analyze problems, whereas in computer science departments the opposite was true.
The actual levels of ratings assigned in the different disciplines (Figure lb) do not, however, correspond with the profiles obtained for perceptions of importance.
Rather, the mean ratings assigned in each discipline showed quite flat profiles across the separate scales. Generally, ratings were no higher for one scale than for another.
This result may reflect a lack of the discriminant validity of the individual scales. Alternatively, it may be a function of the wording of the rating scales.
That is, faculty were instructed to provide ratings for each scale in relation to students they had known previously.
With this instruction, we should not expect the level of ratings to vary among scales, because on average students should be neither more nor less able than previously known students. Table 6 shows for each discipline the correlations of analytical ratings (averaged over all scales) with GRE General Test scores and undergraduate grade average, Median correlations over departments are given, as well as correlations based on all students pooled over all departments within a discipline.
Relationshin between RatinPs and Preadmission Measures
The median and pooled correlations are not entirely consistent because of such factors as difference among departments in the numbers of students enrolled and in the average level of students' GRE scores.
Generally, undergraduate grades were less highly associated with analytical ratings than were GRE scores. There was, however, no particularly consistent tendency for ratings to relate more highly to GRE analytical scores than to verbal or quantitative scores.
Results did seem to vary somewhat by discipline. For example, ratings made by English faculty were more strongly related to GRE verbal scores than to other measures. However, correlations fluctuated from department to department, and few reliable trends could be discerned.
Facultv Ratings and First-Year Averae;e as Criteria
To compare faculty ratings of students' analytical abilities and FYA as criteria, correlations of these measures with GRE scores and undergraduate grade point averages were calculated for each of the 24 participating departments.
The median correlation between the two criteria themselves--FYA and faculty ratings--was .60 over all departments, indicating that faculty ratings and FYA have a common basis.
-ll-
The median correlations between the four predictors and the two criteria are presented in Table 7 .
( Table 7 . Little is known about the specific nature of the faculty ratings provided in these studies.
However, most departments in Burton and Turner and Schneider and Brie1 probably rated student performance as "distinguished," "good," "adequate," or "unsatisfactory" with regard to departmental standards, since this is the scale that is mentioned in the Validity Study Senrice handbook. It is likely, in any event, that these ratings involved traits or accomplishments that were more general than the analytical abilities rated in the study reported here.
In the current study, the faculty ratings were on average predicted somewhat better than FYA by GRE scores, especially verbal scores, and somewhat worse by UGPA. On average, GRE quantitative scores and GRE analytical scores were only slightly more highly related to ratings than to FYA. These data can be compared to those reported by Willingham (1974) and Burton and Turner (1983) for the GRE verbal and quantitative measures. In each of these earlier studies, the correlation of GRE scores was generally higher with faculty ratings than with graduate FYA. However, in contrast to the study reported here, the Willingham and Burton and Turner studies found better prediction of faculty ratings than graduate FYA from undergraduate grade average. This was the most striking difference among these studies. In the present study, UGPA predicted graduate FYA much better than it predicted faculty ratings.
In the other two studies, however, UGPA predicted faculty ratings slightly better than it predicted graduate FYA. This difference may reflect the fact that, in the current study, only one rating instrument, specifically designed to focus on a particular skill area, was used. However, the faculty rating instruments in the other studies varied among departments and focused on general performance. Little evidence for the discriminant validity of the current version of the GRE analytical measure is evident in Table 7 . The median correlation between the GRE verbal measure and the faculty ratings found in this study is slightly larger than the correlation between the GRE analytical measure and the faculty ratings.
The most recent data (Schneider
One reason for this is that reasoning contributes to performance on all three GRE measures. The rating instrument may have, in fact, focused faculty attention on students' verbal reasoning skills as well as their analytical skills.
When the correlations among the four predictive measures and the two criteria were ranked within each department in terms of size as in 
Role of Facultv Familiaritv with Students
Previous research has suggested that the nature of raters' contact with ratees may affect the quality of ratings, hence their relationship to other variables (e.g., Freeberg, 1969; Landy & Farr, 1980). In providing their ratings in this study, faculty were also asked to describe how much opportunity (significantly less, slightly less, neither more nor less, slightly more, or significantly more compared with other students) they had to observe/judge the extent to which the students they rated possessed the kinds of analytical skills of interest.
The role of familiarity was assessed by first regressing analytical ratings (averaged over all scales and raters) on GRE analytical scores. Ratings were first converted to z-scores within each department (to adjust for possibly different standards) and then pooled across all departments for each discipline.
Next, a variable reflecting degree of familiarity with students was added, and the contribution to the multiple R2 was assessed. Finally, a product variable (interaction of GRE analytical score x familiarity) was added, and its contribution was assessed as an indication of the degree to which the prediction of ratings from GRE analytical scores was moderated by the degree of familiarity with students.
The correlations of GRE analytical scores with faculty rating were .14, .32, .26, .37, .31, and .28 for all students pooled across departments for chemistry, computer science, education, engineering, English, and psychology, respectively.
In none of the disciplines did the interaction term contribute significantly to the prediction of ratings beyond the contribution of GRE analytical scores and familiarity. This suggests that the relationship of ratings to GRE analytical scores does not depend on the degree to which faculty are acquainted with students.
(All ratings in the study were made -13-only of students with whom faculty had made at least some contact. Furthermore, the mean ratings on the familiarity scale were greater than 3.0, the scale midpoint, for all but one department and greater than 3.5 for 10 of the 24 departments.)
In three disciplines, however--computer science, engineering, and English--the level of ratings was significantly related (2 < .05) to familiarity with students, with higher ratings given to students with whom faculty were better acquainted, suggesting perhaps that irrelevant social contact may have played a part in the ratings.
Another possible interpretation is that faculty may have had more relevant contact with more able students (e.g., as research or teaching assistants) and therefore greater opportunity to observe their performance.
Usefulness of a Composite Criterion
Because faculty ratings and FYA seemed to be tapping different aspects of accomplishment, it was thought that combining faculty ratings and FYA into a joint criterion might increase the validities of the predictors (see also Wild, Swinton, 6 Brown, in preparation).
FYA and mean faculty ratings were converted to z-scores within each department and added together to obtain a composite score for each student (cf. Wild, Swinton, & Brown). Zero-order correlations were computed between the predictors and the standardized criteria, individually and in combination. In these analyses, only departments with data for at least 10 students on all four predictors and both criterion measures were included. This resulted in the exclusion of two English departments from the analysis.
The number of students included in the analyses for the remaining departments varied from 11 to 33.
The results of these analyses are summarized in Table 9 . For the GRE measures, the median correlations were higher for the prediction of the composite than for either criterion alone. However, UGPA was more highly related to FYA than to the joint criterion.
One implication
of these results is that the use of faculty ratings either alone or in combination with FYA may increase the contribution of GRE scores and reduce that of UGPA to the prediction of graduate success. The use of a composite criterion that incorporates information collected from different perspectives may present a more balanced picture of success in graduate school and relate differentially to various predictors.
Summary and Discussion
The aim of the study reported here was to develop a criterion of success in graduate education as an alternative to the traditionally used criterion of first-year graduate grade average. In particular, the objective was to evaluate and explore the use of faculty ratings of students' analytical skills or abilities as a potential criterion against which to gauge the validity of -14-the current GRE analytical measure. More important, however, the intention was to make available a suitable criterion that would facilitate the assessment of progress toward an improved and more defensible measure of analytical ability than is now offered.
Six rating scales were developed on the basis of previous empirical research that gathered graduate faculty perceptions of the importance for successful graduate study of a wide variety of analytical, reasoning, or thinking skills.
The particular features of the scales were chosen according to available research on ratings and on the basis of suggestions made by graduate faculty regarding the feasibility of several different procedures.
Representative samples of graduate departments in each of six disciplines --chemistry, computer science, education, engineering, English, and psychology --were invited to participate in the study. Although the response was less than hoped for, the invitation yielded a total sample of 24 graduate departments in which 132 faculty members provided ratings for a total of 623 graduate students.
These departments and students did not constitute a random sample, but they did provide a relatively good cross-section of graduate departments in the six disciplines.
Flat profiles of ratings across scales over disciplines and high correlations among the six scales suggested little if any discriminant validity of the individual scales: each scale seemed to reflect a single, more general trait.
Most of the analyses were based therefore on the total of ratings over all scales to assess the validity of the ratings as an indicator of this more general analytical trait.
The ratings had moderately good reliability. Although interrater agreement was relatively modest, correlations of ratings with other variables suggested an adequate level of reliability. Also, the very high correlations among scales suggested either substantial reliability or the existence of a significant halo effect (although the way in which ratings were collected was thought to have minimized the likelihood that a particular student would be placed at the same level on different scales).
Faculty tended to be somewhat lenient in making the ratings, even though they were to be used only for research purposes, not for student evaluation. However, ratings exhibited substantially greater variation and significantly less leniency than did first-year averages.
Ratings appeared to be strongly related to an alternative indication of student success. A median correlation of .60 with first-year graduate average suggested that faculty ratings and graduate grades both reflect academic success, but may not be completely interchangeable, even though this correlation is quite high in relation to the likely reliability of the two indicators. -16-With respect to the validity of the ratings, the most troublesome aspect was the lack of any consistent evidence of discriminant validity. Instead of correlating higher with GRE analytical scores than with verbal or quantitative scores, ratings were on average more highly related to GRE verbal scores than to analytical scores, suggesting the possibility that students' verbal reasoning skills were influencing faculty ratings of students' analytical skills.
Several
These patterns of correlations may, however, also reflect the lack of discriminant validity of the current version of the analytical measure.
Because little information would be lost by combining ratings from the six scales, the rating instrument could be streamlined to facilitate use. For example, one or two of the most appropriate scales could be selected and combined for each discipline, with ratings of students in English departments, for instance, emphasizing argumentation skills and those in computer science emphasizing problem analysis.
Alternatively, although the separate scales seem to reflect mainly one dimension, several could be retained to ensure an adequate level of reliability.
In conclusion, this study has provided some modest progress toward the development of an alternative criterion of success in graduate school and, more specifically, a criterion that deserves further attention in future research on improving the current GRE analytical measure. In addition, the rating scales may prove to be a useful addition to the GRE Validity Study Service.
Although the scales may not enjoy widespread, routine use, some departments may appreciate their availability.
First, however, further developmental research might be undertaken to refine the scales as they now exist and to gather more conclusive evidence of their validity. 
