Abstract. We prove a priori estimates for a class of transverse fully nonlinear equations on Sasakian manifolds and give some geometric applications such as the transversion Calabi-Yau theorem for transverse balanced, (strongly) Gauduchon metrics. We also explain that similar results hold on compact oriented, taut, transverse Hermitian foliated manifold of complex codimension n, and give some geometric applications such as Calabi-Yau theorems for transverse Hermitian, Gauduchon metrics.
Introduction
Sasakian manifold was first introduced by Sasaki [55] in 1960s. It is the odd dimension counterpart of Kähler manifold, just as the contact manifolds is substitutes for symplectic manifolds. Sasakian manifold has received a lot of attention because it is the natural intersection of CR, contact and Riemannian geometry, and plays a very important role in Riemannian & algebraic geometry and in Physics. Sasakian manifolds first appeared in String theory in [48] . SasakiEinstein metric is useful in Ads/CFT correspondence (see the detailed survey paper [58] the references therein). Boyer-Galicki [8] includes a series of papers and references about various differential geometric aspects of Sasakian manifolds. We can find transverse counterparts on Sasakian manifolds of the famous results in Kähler manifolds, such as the transverse CalabiYau theorem [25] (see also [7, 56] ), the existence of canonical metrics on Sasakian manifolds [29] , Sasaki-Einstein metrics and K-(semi-)stability on Sasakian manifolds [17, 19] , the Frankel conjecture on Sasakian manifolds [39, 40] , the Uhlenbeck-Yau theorem [69] about the existence of Hermitian-Einstein structure [3] , foliated Hitchin-Kobayashi correspondence [2] , and the geometric pluripotential theory [38] on Sasakian manifolds. There are also many other results about Sasakian manifolds in [6, 32, 49, 10, 30] and references therein.
Motivated by El Kacimi-Alaoui [25] , we consider a class of transverse fully nonlinear equations on a compact Sasaki manifold (M, φ, ξ, η, g) with dim R M = 2n + 1 (n ≥ 2) and ω † = 1 2 dη = g(φ·, ·) as its transverse Kähler form. Note that ω † determines uniquely a transverse Käher metric g † := ω † (·, φ·) and hence we will not distinguish the two terms in the following. All the terms in this section can be found in Section 2.
Let us fix a basic real (1, 1) form β † . Then for any basic function u ∈ C 2 B (M, R), we define a new basic real (1, 1) form
and get a transverse Hermitian endomorphism of (ν(F ξ ), I) with respect to σ * g denoted, here and hereafter, by A †,u , where ν(F ξ ) is the normal bundle of the foliation F ξ and σ and I are given by (2.3) and (2.20) . That is, there holds g † (φ (A †,u (σ(W ))) , σ(V )) = h † (σ(W ), σ(V )), ∀ W, V ∈ Γ(ν(F ξ )), where Γ(•) is the set of smooth sections of the vector bundle •.
We consider the equations for the basic function u ∈ C 2 B (M, R) defined by (1.2) F (A †,u ) = ψ for a given basic function ψ ∈ C ∞ B (M, R), where F (A †,u ) is a smooth symmetric function of the eigenvalues (λ 1 , · · · , λ n ) of the map A †,u . We denote it by (1.3) F (A †,u ) = f (λ 1 , · · · , λ n ).
We suppose that f is defined in an open symmetric cone Γ R n , with vertex at the origin. We also assume that Γ ⊃ Γ n := {(x 1 , · · · , x n ) ∈ R n : x i > 0, 1 ≤ i ≤ n} . For example, we can take (see [59] ) Γ as the standard k-positive cone Γ k ⊂ R n which are defined by
where σ i is the i th elementary symmetric polynomial defined on R n given by
In addition, f satisfies (1) f is a concave function and f i := ∂f /∂λ i > 0 for any i = 1, · · · , n; is bounded. Here and hereafter, λ(A) denotes the n-tuple of eigenvalues of A, and Γ σ is a convex set given by Γ σ := {λ ∈ Γ : f (λ) > σ}.
A basic function u ∈ C ∞ B (M, R) is called transverse admissible if λ A †,u ∈ Γ.
Note that a transverse C-subsolution need not to be transverse admissible.
Theorem 1.1. Suppose the basic function u ∈ C ∞ B (M, R) is a solution to (1.2) with sup M u = 0, and that the basic function u ∈ C ∞ B (M, R) is a transverse C-subsolution to (1.2). There exists a uniform constant C depending only on η, g, ω † and u such that (1.6) u C 2,α (M,g) ≤ C, 0 < α < 1.
2
Let us consider some applications.
Corollary 1.2. Let (M, φ, ξ, η, g) be a compact Sasakian manifold with dim R M = 2n+1 (n ≥ 2) and ω † = 1 2 dη = g(φ·, ·) as its strictly transverse Kähler form, and let ω h be a strictly transverse k-positive basic real (1, 1) form, i.e., the n-tuple λ(ω h ) of eigenvalues of ω h with respect to ω † satisfies λ (ω h ) ∈ Γ k . Then given a basic function G ∈ C ∞ B (M, R), there exists a unique basic function u ∈ C ∞ B (M, R) and unique constant b ∈ R such that the pair (u, b) solves the equation
where sup M u = 0 and
is a strictly transverse k-positive basic real (1, 1) form.
In the Kähler setup, this equation was first introduced by [41] with k = n, and solved by Tosatti and Weinkove [67] for k = n (see [41] on the Kähler manifolds with non-negative bisectional curvature and [65] for Hermitian case) and by Székelyhidi [61] for 1 ≤ k < n which answers a question in [64] .
We say that a transverse positive basic real (1, is ∂ Bexact. We give a geometric description of Corollary 1.2 when k = n which is a transverse counterpart of [67] . Corollary 1.3. Let (M, φ, ξ, η, g) be a compact Sasakian manifold with dim R M = 2n+1 (n ≥ 2) and ω † = 1 2 dη = g(φ·, ·) as its transverse Kähler form, and let ω 0 be a transverse balance (resp. transverse Gauduchon, resp. transverse strongly Gauduchon) metric and F ′ ∈ C ∞ B (M, R) . Then there exists a unique constant b ′ ∈ R and a unique transverse balance (resp. transverse Gauduchon, resp. transverse strongly Gauduchon) metric
for some smooth basic function u ∈ C ∞ B (M, R), solving the transverse Calabi-Yau equation
This yields that given a representative Ψ † ∈ c BC,b 1
Preliminaries
In this section, we collect some preliminaries about contact manifolds which will be used in the following (see for example [8, 71] ).
2.1. Almost Contact Manifolds. Let M be a manifold with dim R M = 2n + 1, and φ, ξ, η be a tensor of type (1, 1), a vector field and a 1-form respectively. Then if φ, ξ and η satisfy η(ξ) =1, (2.1)
then M is said to have an almost contact structure (φ, ξ, η), and is called an almost contact manifold. For the almost contact structure (φ, ξ, η), it follows from [71, Proposition V-
and that M admits a Riemannian metric g such that
Since the vector field ξ is nowhere vanishing, it generates a 1 dimensional subbundle L ξ of the tangent bundle T M . Hence, an almost contact manifold (M, φ, ξ, η) has a 1 dimensional foliation F ξ which is called the characteristic foliation associated to L ξ . The 1 form η is called the characteristic 1 form, and it defines a 2n dimensional vector bundle D, called horizontal subbundle of T M, on M , where the fiber D p of D is defined by
Hence we get a decomposition of the tangent bundle T M given by
and an exact sequence of vector bundles
where ν(F ξ ) := T M/L ξ which is called the normal bundle of the foliation F ξ . There is a smooth vector bundle isomorphism σ given by
. It follows that φ induces a splitting
where D 1,0 and D 0,1 are eigenspaces of φ with eigenvalues √ −1 and − √ −1, respectively. We call (D, φ ↾D ) an almost CR structure.
where ι ξ is the inner product defined by
and L ξ is the Lie derivative given by
Here we recall that d̟ is defined by
Note that a basic 0 form (i.e., basic function) means that a function u ∈ C 1 (M, R) satisfying ξu ≡ 0. 
The manifold M with dim R M = 2n + 1 is said to have a contact structure and is called a contact manifold if it carries a 1-form η with
everywhere on M , and η is called a contact form on M . We know that (see for example [8, Lemma 6.1.24] ) there exists a unique vector field ξ such that
The vector field ξ is called the characteristic vector field or the Reeb vector field. For this contact manifold M , there exists (see for example [71, Theorem V-2.1]) an almost contact metric structure (φ, ξ, η, g) such that
This structure (φ, ξ, η, g) is called contact metric structure associated to the contact form η, and a manifold with such a structure is called contact metric manifold.
For a contact metric manifold (M, φ, ξ, η, g), we take
n as the Riemannian volume form. We define the transverse Hodge star operator * † in term of the usual Hodge star operator * by (see for example [8, Formula (7.2. 2)]) (2.8)
The basic Laplacian ∆ d B is defined in terms of d B and its its adjoint δ B by (2.10)
For a contact metric manifold (M, φ, ξ, η, g), if ξ is a Killing vector field with respect to g, then (φ, ξ, η, g) is called a K-contact structure and M is called a K-contact manifold.
Normality of Almost Contact
Manifolds. There are two slightly different methods to introduce the notation of normality of the almost contact structure (see [71, and [8, Section 6.5]).
Let (M, φ, ξ, η) be an almost contact manifold with dim R M = 2n + 1. Then we define For a smooth manifold M , we denote by X := R + × M the cone on M , where R + is the set of positive of real numbers with coordinate r. We shall identify M with {1} × M .
Let (M, φ, ξ, η) be an almost contact manifold with dim R M = 2n + 1. Then we define an almost complex structure J on the tangent bundle T X of the cone by
where r∂ r := r(∂/∂r) is the Liouville (or Euler) vector field, and a Hermitian metric g X given by
Indeed, a direct calculation yields that
The Nijenhuis tensor N J of this almost complex structure is defined by
If the Nijenhuis tensor is called integrable, i.e., N J ≡ 0, then the almost contact structure (φ, ξ, η) is called normal.
We know that (see for example [8, Theorem 6.5.9] ) the almost contact structure (φ, ξ, η) of M is normal if and only if 4N φ = −dη ⊗ ξ; and, if and only if (see for example [35] ) 
For any p form ̟ on the almost contact manifold (M, φ, ξ, η, g), we can define
If N (3) = 0, then we have
This yields that if ̟ is a basic p form, then so is φ̟, and that φ 2 ̟ = −̟. Then we have It is easy to find a local frame basis θ 1 , · · · , θ n of 1,0 B is and a local frame basis e 1 , · · · , e n of D 1,0 such that
Note that ξ, e 1 , · · · , e n ,ē 1 , · · · ,ē n is a local frame basis of
since dθ k is also basic.
From (2.14), we can split the basic exterior differential operator,
B ⊗ R C, into four components (see for example [1] for the almost complex case)
In terms of these components, the condition d 2 B = 0 can be written as
For any basic function ϕ ∈ C ∞ B (M, R), from (2.12) and (2.4), a direct computation yields
where [e i , e j ] (0,1) means the projection of [e i , e j ] to D 0,1 . A direct calculation shows that
We also deduce
For the almost contact manifold (M, φ, ξ, η, g) with N (i) = 0, i = 2, 3, 4 (e.g., the K-contact manifold), we have C 0 0i = C 0 ij = 0, and hence
If the almost contact manifold (M, φ, ξ, η, g) is normal (e.g., the Sasakian manifold), then there also holds Ck 0i = Ck ij = 0. This yields that
2.3. Connections on Almost Contact Manifolds. Let (M, g) be a Riemannian manifold. Then we denote by ∇ the Levi-Civita connection. We define the Riemannian curvature R by
Thanks to [71, Theorem V-5.1], an almost contact metric manifold (M, φ, ξ, η, g) is a Sasakian manifold if and only if 
or the sectional curvature for plane sections containing ξ are equal to 1 at every point of M . 
gives M a transverse Kähler structure with transverse Kähler form ω † := 1 2 dη and transverse Kähelr metric g † defined by (2.6). We have the relationship that g = g † + η ⊗ η.
Given a Sasakian structure (φ, ξ, η, g) on M and any u ∈ C ∞ B (M, R), we define (2.17)η :
) is also a Sasaki structure homologous to (ξ, η, φ, g) (see [8] ) on M , wherẽ
These deformations fix the Reeb field ξ and change (η, φ, g) and hence D; however, the quotient vector bundle ν(F ξ ) is invariant. We equip ν(F ξ ) with a complex structure I invariant under the deformations above given by (2.20)
2.5. Vector Bundles on Sasakian Manifolds. We recall the concepts of foliated/transverse vector bundles in [3] originated from [51] and [45, 44] . Let M be a real smooth manifold and S ⊂ T M an involutive subbundle of T M (i.e., smooth sections of S are closed under the operation of the Lie bracket). Then the partial connection of a vector bundle E → M is given by
Let (M, φ, ξ, η, g) be a Sasakian manifold with dim R M = 2n + 1. Then a foliated/transverse complex vector bundle on M is a pair of (E, ∇ 0 ), where E is a smooth complex vector bundle on M and ∇ 0 is a partial connection in the direction L ξ . A foliated/transverse Hermitian structure h on (E, ∇ 0 ) is a smooth Hermitian structure on the complex vector bundle E which is preserved by ∇ 0 . We call (E, ∇ 0 , h) foliated/transverse complex Hermitian vector bundle. We use the notation
The foliated/transverse Hermitian structure h means a reduction of structure group of the associated frame bundle of E from GL(r, C) with rankE = r to U(r) as a foliated principle bundle. Such a reduction does not always exist and hence not every foliated/transverse complex vector bundle admits a foliated/transverse Hermitian structure.
A foliated/transverse holomorphic vector bundle on M is a pair of ({E, ∇ 0 }, ∇ 1 ), where (E, ∇ 0 ) is a foliated/transverse complex vector bundle and ∇ 1 is a flat partial connection of E in the direction (L ξ ⊗ R C) ⊕ D 0,1 (an involutive subbundle) and coincide with ∇ 0 in the direction ξ. We call ({E, ∇ 0 }, ∇ 1 , h) foliated/transverse holomorphic Hermitian vector bundle. Given such a foliated/transverse holomorphic Hermitian vector bundle ({E, ∇ 0 }, ∇ 1 , h), the adapted Chern connection ∇ C on E is the unique connection which preserve h and coincides with
We denote by K(E, h) the curvature of the connection ∇ C , which is a basic (1, 1) form with values in End(E). By the Chern-Weil theory [13] , the Chern form c j (E, h) of the foliated/transverse holomorphic Hermitian vector bundle ({E,
is the i th basic Chern class of E. 
where f α : U α → V α is the natural composition of projection and ϕ α and {τ αβ } is a family of bi-holomorphic maps defined by
satisfying the cocycle conditions
Moreover, on such a foliated coordinate patch (U ; x, z 1 , · · · , z n ), there holds 1) the Reeb vector field ξ = ∂ x := ∂/∂x;
2) a smooth function K : V → R is basic, i.e., ξ(K) = 0;
3) the contact form η with
where
4) the metric g with
5) the tensor field φ with
6) one can choose some basic smooth function K : V → R such that
Indeed, thanks to [35] , the following transformations
where f is a holomorphic function of z = (z 1 , · · · , z n ), do not change the Sasakian structure above. We can take the transformation given by
as desired.
7) we can cover M by finite foliated local coordinate charts {U α } each of which is diffeomorphism to (−ε 0 , ε 0 ) × B 2 (0) with ε 0 > 0 fixed since M is compact, where B 2 (0) is the ball in C n centered at origin with radius 2, and on B 2 (0), there holds
Now we see that (R + × U ; r, x, z i ) is a local coordinate patch of X := M × R + . We have
For any p form ϑ, we define
Then we have that
It follows that (R + × V ; z 0 := log r − K + √ −1x, z 1 , · · · , z n ) is a local holomorphic coordinate patch of X, which is first proved by [38, Lemma 2.1]. Indeed, since dz 0 ∧· · ·∧dz n ∧dz 0 ∧· · ·∧dz n = 0, we see that (z 0 , · · · , z n ) is local coordinates. Furthermore, the equalities above yield that
For later use, we give an equivalent statement of (holomorphic) foliated/transverse complex vector bundle on Sasakian manifold M in theČech language, and the equivalence follows from an argument using the Frobenius theorem. A complex vector bundle E with rank r on M is foliated/transverse if there exists a family of local trivialization maps
(2) Any local section s ∈ Γ B (U, E) on U can be written as
is a (basic holomorphic if E is holomorphic foliated/transverse vector bundle) basis of Γ B (U α , E), where e α denotes the i th standard basis vector in C r with
Furthermore, E is called holomorphic foliated/transverse if such a family of local trivialization maps also satisfies
We give some calculation of the adapted Chern connection on U and write s U,α = s α for short. We use the notations
The basic Chern-Ricci form is given by
It follows from [56] that ({ν(F ξ ), ∇ B },∂ B , g † ) is a foliated/transverse holomorphic Hermitian bundle, where ∇ B is the Bott connection given by
It follows from (2.16) that the transverse connection ∇ † induced from the Levi-Civita connection ∇ of g is the adapted Chern connection, where for any V ∈ Γ(ν(F ξ )), the connection ∇ † is given by
We set (2.23)
It follows that {η, dz i , dz j } is the dual basis of {∂ x , e i , ej }. We deduce that {σ −1 (e i )} 1≤i≤n is a basic holomorphic basis of Γ B (U, ν(F ξ )), and that ω † is the transverse Hermitian metric on ν(F ξ ), where
In the following, we will use the induced connection, also denoted by ∇ † , on 1 B ⊗ R C which is the dual of ν(F ξ ). For this aim, let us fix some notations.
A direct calculation yields that (see for example [56] )
where ((g † ) qk ) is the inverse matrix of ((g † ) jℓ ).
From (2.15) and (2.21), the basic Chern-Ricci form of ν(F ξ ) given by
Using (2.25), we can get the following commutation formulae:
For any basic (p, q) form
the equalities (2.7) and (2.8) yield that (see for example [47] in the Kähler setup)
is another basic (p, q) form and det g † = det((g † ) ij ). We also define the inner product of ̟ and ϑ by
Note that
where the second equality shows that * † is a real operator.
We fix a canonical orientation η ∧ (dη) n and introduce the concepts of transverse positivity on Sasakian manifolds (see [70] and [20, Chapter III] for the complex case).
A basic (p, p) form ̟ is said to be transverse positive if for any basic (1, 0) forms
is a positive volume form, and is said to be strongly transverse positive if ̟ is a convex combination
where γ s,j 's are basic (1, 0) forms and Γ s ≥ 0.
Any transverse positive basic (p, p) form ̟ is real, i.e., ̟ = ̟. In particular, in the local coordinates, a real basic (1, 1) form
is transverse positive if and only if (υ ij ) is a semi-positive Hermitian matrix with ξ(v ij ) ≡ 0 and we denote det υ := det(υ ij ).
Similarly, a real basic (n − 1, n − 1) form
is transverse positive if and only if (̺ ji ) is a semi-positive Hermitian matrix with ξ(̺ ji ) ≡ 0 and we denote det ̺ := det(̺ ji ).
We remark that one can call a real basic (1, 1) form υ ( resp. a real basic (n − 1, n − 1) form ̺) strictly transverse positive (denoted by > b 0) if the Hermitian matrix (υ ij ) (resp. (̺ ji )) is positive definite.
For a strictly transverse positive basic (1, 1) form v defined as in (2.29), we can deduce a strictly transverse positive (n − 1, n − 1) form
where (ṽ ℓk ) is the inverse matrix of (v ij ), i.e., 
The above bijection can be proved in [50] in the Kähler setup (cf. [52, Formula (3. 3)]).
For a basic real (1, 1) form φ defined as in (2.29) (no need to be positive), (2.28) implies
(−1)
where φ ℓk = g ℓi φ ij g jk . Hence, if ξ is another basic real (1, 1) form with det ξ = 0, then we can deduce
We need the following useful formulae and the proofs are direct and complicated computation.
For any basic real (1, 1) 
If M is a Sasakian manifold, then we have
; otherwise, the difference of these two operators is another operator with order one.
Zero Order Estimate
In this section, we prove the L ∞ (M ) estimate of the solution to (1.2).
is a solution to (1.2) with sup M u = 0, and that the function u ∈ C ∞ B (M, R) is a transverse C-subsolution to (1.2). There exists a uniform constant C depending only on η, g, ω † and u such that
Proof. We denote by ∆ g the usual Laplacian of the Riemannian metric g. It follows from [24] that ∆ g is the extension of −∆ d B , i.e., for any u ∈ C ∞ B (M, R), we have
Note that for general p form (p ≥ 1), the extension of ∆ d B is a strongly elliptic second order operator∆ = ∆ d −ς, whereς is an operator with order no larger than one (see [42, 43] ).
Recall that Γ ⊂ {x = (
n i=1 x i > 0} (see [9] ). Indeed, if x ∈ Γ, then the symmetry and convexity of Γ yields that
where 1 is the n-tuple with each component 1. If there exists a point x ∈ Γ with i x i ≤ 0, then we get that the origin 0 ∈ Γ by the convexity of Γ ⊃ Γ n , a contradiction. This yields that
Suppose that u(p) = sup M u = 0. We have
where G(q, y) is Green's function associated to ∆ g , normalized so that
From (3.2) and (3.3), it follows that
It is sufficient to obtain the lower bound of L := inf M u < 0 to get (3.1). We assume that the transverse C-subsolution u = 0; otherwise we can change β † to get this. Then by Definition 1.1, the set (λ (
is uniformly bounded. There exist δ > 0 and R > 0 such that there holds
We assume that u attains its minimum at the origin of the foliated chart (−ε 0 , ε 0 ) × B 2 (0); otherwise we can get this by translation. Let us work in B 1 (0). For ǫ > 0 sufficiently small, we set v = u + ǫ|z| 2 . We have
It follows from [61, Proposition 11] that
where the integration is respect to the Lebesgue measure, and the set P is given by
For any x ∈ P , we have |Dv(x)| ≤ ǫ 2 and D 2 v(x) ≥ 0 which shows ∂ i ∂ j u(x) ≥ −ǫδ ij and that
from the argument in [4] . We choose ǫ sufficiently small depending only on δ and ω † such that
On the other hand, since u is a solution to (1.2), we have
From (3.5), (3.9) and (3.10), we deduce that |u ij | and hence |v ij | is bounded from above at any point x ∈ P . This, together with (3.6) and (3.8), yields that
where without loss of generality we assume that L ≪ −1, from which we have
Thanks to (3.4), (3.11) and (3.12), we get that L is uniformly bounded from below, as required.
There is another more local argument for obtaining a bound for |u| p L 1 for some p > 0 by using the weak Harnack inequality [34, Theorem 9.22] . Indeed, we assume that M is covered by finite the foliated charts U i 's diffeomorphism to (−ε 0 , ε 0 ) × B 2 (0) ⊂ R × C n such that { 
Second Order Estimate
In this section, we prove the second order estimate of the solution to (1.2).
Theorem 4.1. Suppose that the function u ∈ C ∞ B (M, R) is a solution to (1.2) with sup M u = 0, and that the function u ∈ C ∞ B (M, R) is a transverse C-subsolution to (1.2). There exists a uniform constant C depending only on η, ω † and u such that
We need some preliminaries from [61] (cf. [68, 36] ). For any σ > sup ∂Γ f , the set Γ σ = {λ ∈ Γ : f (λ) > σ} is open and convex since f is a smooth symmetric concave function, and ∂Γ σ = f −1 (σ) is a smooth hypersurface since f i > 0 for 1 ≤ i ≤ n. For any λ ∈ ∂Γ σ , we denote, by n(λ), the inward pointing unit norma vector, i.e.,
We also write F(λ) := n k=1 f k (λ). It follows from the Cauchy-Schwarz inequality that |∇f | ≤ F ≤ √ n|∇f |.
Following [68] , we set
For any µ ∈ R n , the set (µ + Γ n ) ∩ ∂Γ σ is bounded, if and only if
where e i denotes the i th standard basis vector. This limit is well defined as long as any (n − 1) tuple µ ′ in µ satisfies µ ′ ∈ Γ ∞ , i.e., on the setΓ given bỹ Γ := {µ ∈ R : there exists t > 0 such that µ + te i ∈ Γ for all i} .
It is easy to see that Γ ⊂Γ. For any λ ′ = (λ 1 , · · · , λ n−1 ) ∈ Γ ∞ , it follows from the concavity of f that the limit lim
is either finite for all λ ′ or infinite for all λ ′ (see [68] ).
If the limit is infinite, then (µ + Γ n ) ∩ ∂Γ σ is bounded for all σ and µ ∈Γ. In particular, any transverse admissible u is a transverse C-subsolution; however, a transverse C-subsolution need not to be admissible.
If the limit is finite, then we define the function f ∞ on Γ ∞ by
In this case, for µ ∈Γ, the set (µ + Γ n ) ∩ ∂Γ σ is bounded if and only if f ∞ (µ ′ ) > σ, where µ ′ ∈ Γ ∞ denotes any (n − 1) tuple of entries of µ.
Proposition 4.2 (Székelyhidi [61]
). Given δ, R > 0, if µ ∈ R n such that
where B R (0) ⊂ R n is the ball with center 0 and radius R, then there exists a constant κ > 0 depending only on δ and n on ∂Γ σ such that for any λ ∈ ∂Γ σ with |λ| > R, we have either
Proof. See the proof of [61, Proposition 5]. Here we just sketch. We set (4.7)
Since f i > 0, 1 ≤ i ≤ n, it follows from the argument above and (4.4) that
and hence A δ is bounded.
If Γ = Γ n , then µ − 2δ1 ∈ Γ n and hence A δ is compact; if Γ n Γ, then µ − 2δ1 ∈ R n \ Γ σ and hence A δ is not closed. For each v ∈ A δ , we define the cone C v with vertex at the origin given by
Since A δ is compact, the conclusion follows from applying the argument in the proof of [61, Proposition 5] to any λ ∈ A δ .
Lemma 4.3 (Székelyhidi [61]
). Let f be the smooth symmetric function defined on Γ satisfying Assumption (1), (2) and (3) in the introduction. Then for any σ ∈ (sup ∂Γ f, sup Γ f ), we have (1) there exists an N > 0 depending only on σ such that Γ + N 1 ∈ Γ σ ; (2) there is a τ > 0 depending only on σ such that F(λ) > τ, ∀ λ ∈ ∂Γ σ .
Proof. See the proof of [61, Lemma 9] . Here we just give some details for Part (2) . We choose α > 1 such that sup Γ f > σ ′ := f (αN 1) > f (N 1). Then the arguments in Part (1) yields that for any x ∈ Γ, there holds x + αN 1 ∈ Γ σ ′ . In particular, we have
This, together with the concavity of f , yields that, for any λ ∈ ∂Γ σ , there holds
Let us recall some basic formulae for the derivatives of eigenvalues (see for example [59] ).
Lemma 4.4 (Spruck [59]
). The first and second order derivatives of the eigenvalue λ i at a diagonal matrix ((A † ) i j ) (consider it as a Hermitian matrix) with distinct eigenvalue are
in terms of a smooth symmetric funtion of the eigenvalues, then at a diagonal matrix ((A † ) i j ) (consider it as a Hermitian matrix) with distinct eigenvalues there hold
These formulae make sense even if the eigenvalues are not distinct. Indeed, if f is smooth and symmetric, then f is a smooth function of elementary symmetric polynomials which are smooth on the space of matrices by Vieta's formulas and hence F is a smooth function on the space of matrices. In particular, we have f i −→ f j as λ i −→ λ j . If f is concave and symmetric, then we have that [59] or [23, Lemma 2] ). In particular, if λ i ≤ λ j , then we have f i ≥ f j . Also it follows that (4.12)
20
For any function u ∈ C ∞ B (M, R), we define an elliptic operator L (linearized operator of F given in (1.2)) by
in the foliated local coordinate patch (−ε 0 , ε 0 ) × B 2 (0); x, z = (z 1 , · · · , z n ) .
Proof of Theorem 4.1. We can assume that the transverse subsolution u = 0 since otherwise we can modify the background basic form β † . This means that for any p ∈ M the sets (λ(A †,0 (p))+ Γ n ) ∩ ∂Γ ψ(p) are bounded, where we recall that A †,0 is the transverse Hermitian endomorphism determined by β †,0 . Since M is compact, there exist uniform δ, R > 0 such that at each point p there holds
By the argument in the proof [61, Proposition 6] (based on Proposition 4.2), we can find a uniform constant κ > 0 such that at any point p ∈ M , if |λ(A †,u )| > R and A †,u = diag{λ 1 , · · · , λ n } with λ 1 ≥ · · · ≥ λ n , then there holds either
From Lemma 4.3, it follows that there exists a uniform constant τ > 0 such that
Since tr ω † h † = n i=1 λ i > 0, it is sufficient to get the upper bound of λ 1 to complete the proof. Our background is a counterpart to the Kähler case in [61] , and we use the method revised from [62] (see also [14, 16, 41, 61] ), where another auxiliary function ϕ(t) = D 1 e −D 2 t is introduced. Since there are no terms about the first order derivatives of u in (h † ) ij , and the adapted Chern connection is torsion free, we need not estimate as many terms as done in [62] (see also [61] ). Actually, we consider the function
with sufficiently large uniform constants D 1 , D 2 > 0 to be determined later. A direct calculation yields that
We work at a point x 0 where H achieves its maximum. After translating and orthonormal transforms, we can assume that x 0 is in a foliated local coordinate patch such that x 0 is the origin, ω † is a unit matrix and h † is diagonal with λ 1 = (h † ) 11 ≥ · · · ≥ (h † ) nn . To make sure that H is smooth at this point, we fix a diagonal matrix B with B 1 1 = 0, 0 < B 2 2 < · · · < B n n ,
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and defineÃ = A †,u − B with eigenvalues denoted byλ 1 , · · · ,λ n . Clearly, at this point x 0 , there holdλ
λ i > 0, we can choose B small enough such that
where C is a fixed constant depending only on n. We give some remarks about B. It can also be considered as a section in Γ B (ν(F ξ ) ⊗ (λ B ⊗ R C)) which is represented by a constant diagonal matrix (B i j ) in these foliated local coordinates. Hence, we get
Here and hereafter, let ∇ † denote the adapted Chern connection of ω † , and we still use the notations
which is smooth in this foliated chart and attains its maximum at the point x 0 . All the following calculation is at this point. We may assume λ 1 ≫ K > 1. We use subscripts k and ℓ to denote the partial derivatives ∂/∂z k and ∂/∂z ℓ . At the point x 0 , we havẽ
From (4.8), we get
where we use the fact that ∇ † p B 1 1 = 0. Then using this formula and (4.8) and (4.9), we can deduceλ
where we also use the fact that ∇ †
In particular, we havẽ
Recall that our choice of B yields that iλ i > −1, which means that
for r > 1. This, together with (4.22) and Young's inequality, shows that
where we use the assumption that λ 1 ≫ 1.
From (2.27), it follows that
Thanks to (4.23) and (4.24), we deduce that
where F = q F≥ τ > 0 by (4.17) and at the point x 0 , from (1.3) and (4.9), we have
At the point x 0 , applying ∇ † i to (1.2), we get (4.26)
Applying ∇ † i to (4.26), we deduce that .25) and (4.27) , it follows that
where we absorb the term of ψ 11 into −Cλ 1 F since F ≥ τ > 0.
Combining (4.20) and (4.28), we get
Using the Ricci identity (2.27), (4.26) and the fact that ρ ′ ≤ 1/(2K), we can get
From (4.29), (4.30), (4.31) and the fact that ρ ′ ≥ 1/(4K), it follows that
where we use the fact that K > 1 and hence K −1/2 < 1 and absorb the constant into CF.
Next, we deal with two cases separately.
Case 1: δλ 1 ≥ −λ n , where the constant δ will be determined later. We set
From (4.19), the Cauchy-Schwarz inequality yields that
Similarly, for q ∈ I we also have
Since ϕ ′′ > 0, we can choose δ sufficiently small (i.e., depending on D 1 , D 2 and sup M |u|) such that
Substituting (4.33), (4.34) and (4.35) into (4.32) shows that
The assumption that δλ 1 ≥ −λ n implies that
Substituting (4.37) into (4.12) with k = 1 means that
From (4.36) and (4.38), it follows that
From (2.27) and (4.21), a direct calculation gives
By (4.19), for any ε > 0, there exists a constant C ε such that
where we also use the assumption that λ ≫ 1.
Substituting (4.40) and (4.41) into (4.39), Young's inequality shows
where we use the fact that |u 11 | 2 ≥ λ 2 1 /2 − C and the assumption that λ 1 ≫ 1. By (4.15), (4.16) and (4.17), one of the two possibilities happens.
(a) The inequality (4.16) holds, i.e., we have F((β † )− (h † )) > κF. We apply this to (4.42) and get
We first choose ε > 0 such that ε < κ/2. Then we choose D 2 in the definition of
This, together with (4.43), shows that
Recall that δ is determined by the choice of D 1 , D 2 from (4.35). Hence we get the upper bound of λ 1 /K.
(b) The inequality (4.15) holds, which yields that F 11 ≥ κF. With the choice of constants chosen above, from (4.42), it follows that
This, together with
from which we get the upper bound of λ 1 /K required.
Case 2: δλ 1 ≤ −λ n , where the constants δ, D 1 and D 2 are fixed as in the previous case. Note that F nn ≥ 1 n F and λ 2 n ≥ δ 2 λ 2 1 . This yields that
Similar to (4.33), we get
Substituting (4.44) and (4.45) into (4.32), we get
where we use the fact that ϕ ′ Fu= O(λ 1 F) and the assumption that λ 1 ≫ K. This also yields the required upper bound of λ 1 /K.
First Order Estimate
In this section, we prove the first order estimate of the solution to (1.2) and complete the proof of Theorem 1.1.
Theorem 5.1. Suppose that the function u ∈ C ∞ B (M, R) is a solution to (1.2) with sup M u = 0, and that the function u ∈ C ∞ B (M, R) is a transverse C-subsolution to (1.2). There exists a uniform constant C depending only on η, ω † and u such that
Let us recall some concepts about Γ-solution from [61] .
Definition 5.1. Suppose that u : C n → R is a continuous function. We call u is a (viscosity) Γ-subsolution if for all h ∈ C 2 (C n , R) such that u − h has local maximum at z, then there holds λ(h ij (z)) ∈ Γ, where λ(A) is the eigenvalues of the hermitian metric A.
We call that a Γ-subsolution u is a Γ-solution if for all z ∈ C n , h ∈ C 2 (C n , R) such that u − h has local minimum at z, then λ(h ij (z)) ∈ R n \ Γ.
Note that Γ-subsolution is subharmonic since Γ ⊂ {x = (x 1 , . . . , x n ) ∈ R n : [61] ). Let u : C n → R be a Lipschitz Γ-solution such that |u| ≤ C and u has Lipschitz constant bounded by C. Then u is a constant function.
Proof of Theorem 5.1. We use the blowup argument in [61, 67] originated from [21] . Assume for a contradiction that (5.1) does not hold. There exist a sequence of basic real (1, 1) form β †,j and basic smooth functions ψ j and u j such that
where sup
We also assume that 0 is a transverse C-subsolution of equations given by (5.3).
From Theorem 3.1, it follows that sup M |u j | ≤ C. For each j, there exists p j ∈ M such that |∇u j |(p j ) = C j . Without loss of generality, we assume that lim j→∞ p j = p 0 ∈ M and that p 0 is the center of the foliated chart (−ε 0 , ε 0 ) × B 2 (0) ⊂ R × C n with all the points p j ∈ (−ε 0 /2, ε 0 /2) × B 1 (0). Now we just need consider ω † , β †,j , u j , ψ j , as quantities on B 2 (0). We also assume that z = (z 1 , · · · , z n ) is the coordinates on C n and that ω † (0) = γ, where γ is the standard Hermitian metric on C n .
We defineû
|û j | ≤ C, and sup
where the gradient and norm are the Euclidean ones. Moreover, from the definition of these functions, it follows that
Thanks to the elliptic estimates for ∆ γ and the Sobolev embedding, we see that for each given compact set K ⊂ C n , each α ∈ (0, 1) and p > 1, there exists a constant C such that
This yields that there exists a subsequence ofû j that converges strongly in C
loc (C n ) with sup C n (|u| + |∇u|) ≤ C and |∇u|(0) ≥ c > 0. In particular, u is non-constant.
We set
In particular, Φ * j ω † → 0 smoothly. Similarly, χ j := Φ * j β †,j → 0 smoothly. This also shows that
We rewrite (5.3) as
We claim that u is a Γ-solution. Indeed, we first suppose that there exists a C 2 function v such that v ≥ u and v(z 0 ) = u(z 0 ) for some point z 0 . By the construction of u, for any ǫ > 0, there exists a large N ∈ N such that if j ≥ N , then there exist a j , z j with |a j | < ǫ, |z j − z 0 | < ǫ such that v + ǫ|z − z 0 | + a j ≥û j , on B 1 (z 0 ), with equality at z j , and that λ((û j ) kℓ ) lies in the 2ǫ neighborhood of Γ ⊃ Γ n by (5.5) and (5.6) . This means that v kℓ (z j ) + ǫδ kℓ ≥ (û j ) kℓ (z j ) and hence v kℓ (z j ) + ǫδ kℓ lies in the 2ǫ neighborhood of Γ, from which we can deduce that λ((v kℓ (z 0 ))) ∈ Γ by letting ǫ → 0.
We second suppose that v is a C 2 function such that v ≤ u and v(z 0 ) = u(z 0 ). As above, for any ǫ > 0, there exists N 1 ∈ N sufficiently large such that for any j > N 1 , we can find a j , z j with |a j | < ǫ, |z j − z 0 | < ǫ satisfying
From (5.5), it follows that
for any j > N 1 (N 1 may be chosen larger if necessary), where σ ∈ sup (x,j)∈M ×N * ψ j , sup Γ f by Assertion (1) in Lemma 4.3. This is a contradiction to (5.6). Finally, we deduce that λ((v kℓ (z j ))) ∈ R n \ (Γ + 3ǫ1) and hence λ((v kℓ (z 0 ))) ∈ R n \ Γ by letting ǫ → 0.
Now we get a non-constant Lipschitz Γ-solution u since |∇u|(0) ≥ c > 0, which is a contradiction to Theorem 5.2. This contradiction yields the desired (5.1).
Proof of Theorem 1.1. In the foliated local coordinate patch (−ε 0 , ε 0 )×B 2 (0), we work in B 2 (0). Therefore, given (3.1), (5.1) and (4.1), the C 2,α estimate follows from the Evans-Krylov theory (see [64, 15] ).
Applications
In this section, we prove Corollary 1.2, Corollary 1.3, Corollary 1.4 and Corollary 1.5 by the method from [61, 66, 67, 65] .
Proof of Corollary 1.2. We use the continuity method modified from [66, 67, 65] . Here for convenience we give all details and later we can be sketch. Fix a basic function 7) with F = e G ω n † ∧η ω n h ∧η .
We consider the family of equations for (
To show the closeness of I , we need a priori estimate of (u t , b t ). The uniform bound of b t follows from the maximum principle. To get the uniform estimate of u t , we need write (1.7) in the form of (1.2). For this aim, we set (6.8)
Let A †,u be the transverse Hermitian endomorphism of ν(F ξ ) with respect to ω † defined by β †,u , and let
Then (1.7) is rewritten as
where we recall that σ k is the k th elementary symmetric polynomial defined on R n . If ω h is a transverse k-positive basic real (1, 1) form, then f is defined on Γ := T −1 (Γ k ) and 0 is a transverse C-subsolution. Hence a priori estimates of u t follows from Theorem 1.1 and a bootstrapping argument. The solution to (6.3) and (6.4) at t = 1 solves (1.7).
Uniqueness of the solution (u, b) ∈ C ∞ B (M, R)×R to (6.3) and (6.4) .
3) and (6.4). Writẽ
Then we have
Considering the points where u ′ − u attains a maximum and minimum, we get b = b ′ and hence there holds
Since sup M u = sup M u ′ = 0, the strong maximum principle yields that u ≡ u ′ , as desired.
Proof of Corollary 1.3. From Lemma 2.1 and (2.35), we deduce that there exists a basic real (1, 1) form ω 0 > b 0 such that
It follows from (1.7) with k = n, (2.32), (2.34), (6.10) thatω u given by (1.8)
Given Ψ † ∈ c 1 (ν(F ξ )), the basic ∂ B ∂ B -lemma (see [8] ) yields that there exists a basic function
which, together with taking − √ −1∂ B ∂ B on both sides of (6.11), yields Corollary 1.3.
Proof of Corollary 1.4. The conclusion follows form the argument in Corollary 1.2 by replacing
, and replacing σ k (T k (λ)) with σ k (λ) wherever they occur.
Proof of Corollary 1.5. We rewrite (1.12) in the form F (A † ) = f (λ) = −c, where F is given by
which is concave and [59, 61] ).
We solve the family of equations
for t ∈ [0, 1] and c 1 = c.
We set T := {t ∈ [0, 1] : Equation (6.12) has a solution u t at time t} .
It follows from Corollary 1.4 that 0 ∈ T .
For the openness, the linearized operatorL of (6.12) at time t is given bỹ
Note that −L is strongly transverse elliptic operator. It follows from d B ω h = 0 that −L is self-adjoint with respect to the volume form
, is surjective, the openness of T follows.
By integration on both sides of (6.12) with respect to the volume ω h + √ −1∂ B ∂ B u t k ∧ω n−k † ∧η, we get c t ≥ tc for any t ∈ [0, 1]. We rewrite (6.12) as
We claim that u = 0 is a transverse C-subsolution. Indeed, let µ be the n-tuple of eigenvalues of λ (ω h ) with respect to g † , and it is sufficient to check that for any (n − 1)-tuple µ ′ of µ, there holds
which is equivalent to
i.e., (6.13)
by the argument for (4.2).
At any given point, we choose the foliated local chart (−ε 0 , ε 0 ) × B 2 (0) such that (g † ) ij = δ ij and ω h is diagonal. Then we write the basic (n − 1, n − 1) form (6.14)
in the form of (2.30), and easily see that the left side of (6.13) is the eigenvalues of the coefficient matrix of the basic (n − 1, n − 1) form given by (6.14) . This yields that (6.13) is equivalent to the fact that is a strictly transverse positive (n − 1, n − 1) form (cf. [57, 61] ), where we recall that the transverse positivity is independent of the choice of local frames (cf. the concepts of positivity in [20, Chapter III] ). Since ω h is strictly transverse k-positive and c t ≥ tc, (6.14) follows from (1.13). Then Theorem 1.1 gives uniform a priori estimates for any t in the compact interval [ǫ 0 , 1] for any small ǫ 0 > 0, as desired.
It is a meaningful problem to find geometric conditions to ensure the existence of of transverse C-subsolution. For this aim, let us recall some concepts (see for example [2, 10] ). A local basic function u ∈ C ∞ B (U, C) is called basic holomorphic if∂ B u = 0. We denote by O M the germ sheaf of local basic holomorphic functions. A subset V of M is called transverse analytic subvariety if for each point p ∈ V there exists local basic holomorphic functions f 1 , · · · , f r on U such that V ∩ U = {f 1 = · · · = f r = 0}. All the local properties in complex analytic geometry can be extended to the setting of transverse analytic subvarieties. Motivated by [46, 61] , we hope the positive answer to the following Question 6.1. Let (M, φ, ξ, η, g) be a compact Sasakian manifold with dim R M = 2n+1 (n ≥ 2) and ω † = It seems that we can modify the method in [18] to answer the question in the case k = n, ℓ = n−1 on toric Sasakian manifolds.
On the Transverse Complex Geometry
In this section, we point out that the method works on a compact oriented, taut, transverse foliated manifold with complex codimension n. Let us recall some preliminaries from [2] quickly, and for a more detailed explanation we refer the reader to their original paper (cf. [63] ).
Let M be a smooth manifold with dim R M = n + r and a foliation F of dimension r. We denote by L := T F the tangent distribution of the foliation and by Q = T M/L the normal bundle. If L is oriented, then the foliation F is said to be tangentially oriented. A foliation F is said to be taut if M admits a Riemannian metric g such that every leaf of F is a minimal submanifold (e.g., the K-contact manifold). We denote by χ F the canonical volume form associated to g L (i.e., the characteristic form of F, see [63] ). For this χ F , we have (see [54] or [63, Formula(4.26)]),
κ is the mean curvature form associated to g (see [63, Formula (3.20) ]) and ϕ 0 ∈ r+1 satisfies ι ξ 1 · · · ι ξr ϕ 0 = 0, ∀ ξ 1 , · · · , ξ r ∈ Γ(L).
Lemma 7.1 (Basic Stokes' theorem [2] ). Let (M n+r , F) be a closed oriented manifold with a taut foliation F and dim R F = r. Then we have
where χ F satisfies (7.1).
Proof. See [2, Proposition 2.1].
Let M be a foliated manifold with dim R M = 2m + r such that the foliation F has real codimension 2n, and let L = T F be the tangent distributions to the foliation and Q = T M/L the normal bundle. A transverse almost complex structure is an endomorphism I : Q → Q such that I 2 = −Id. The transverse almost complex structure is called integrable if M can be covered by foliated charts U α = V α × W α ⊂ R r × C n , where I ↾Uα is the natural complex structure on C n .
A transverse Hermitian structure on a Riemannian foliated manifold M is a pair (g, I), where g is the bundle-like metric and I is a transverse integrable complex structure such that g(IY 1 Let (M 2n+r , F, g, I) be a compact oriented, taut, transverse Hermitian foliated manifold, where F is the foliation with complex codimension n and g is the bundle-like metric. Then we split g as g = g L ⊕ g L ⊥ where L = T F and denote by χ F be the characteristic form satisfying (7.1). We assume that ω † = g(I·, ·) is a transverse Gauduchon metric without loss of generality (see [2, Theorem 3.10] ). We define the transverse Hodge star operator * † (see [63, Formula (7. 2)]) as * † ϕ = * (χ F ∧ ϕ), ∀ϕ ∈ Ω p B , where * is the ordinary Hodge star operator associated to g. Now we can define a new transverse Hermitian metricω †,u on M bỹ
