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Abstract 
The paper deals with sea state estimation from a con-
tainer carrier (9,400 TEU) en-route. Knowledge of the 
on-site sea state is fundamental input to any kind of in-
service decision support system that evaluates perfor-
mance of, e.g., accelerations, fuel efficiency, and hull 
girder strength, related to ship-wave interactions in a 
seaway. In the paper, sea state estimates are produced 
by three means: the wave buoy analogy, relying on 
shipboard response measurements, a wave radar system, 
and a system providing the instantaneous wave height. 
The presented results show that for the given data, rec-
orded on five different days of continuous operation, the 
agreement between the estimating means is reasonable; 
in terms of both absolute (mean) values and hourly 
trends of integrated sea state parameters. 
Keywords 
Sea state estimation; decision support system; wave 
buoy analogy; wave radar system; instantaneous wave 
height.  
Introduction 
Knowledge of the sea state in which a ship is operating 
is of outmost importance as input parameter for most 
on-board decision support systems as well as for proper 
ship performance monitoring with regards to fuel effi-
ciency. The sea state data, i.e. the wave period, the sig-
nificant wave height and the mean relative wave direc-
tion, can be estimated by several means. This includes 
wave radar systems, analysis of ship response measure-
ments or by forecast and hindcast of meteorological 
data. For decision support and ship performance sys-
tems, accuracy as well as reliability of the sea state 
estimate is important and hence the method must be 
robust. Moreover, information about the sea state should 
be available at actual ship position and at actual time of 
operation in the seaway. The latter requirement – on-site 
and on-time availability – of the sea state estimate ex-
cludes use of hindcast data when decision support and 
performance systems are considered. 
This paper presents results related to sea state estimates 
obtained from an in-service (large) container vessel, 
where the considered means for sea state estimation are 
based on three different procedures: 1) the wave buoy 
analogy, 2) a wave radar system, and 3) direct meas-
urement of the instantaneous wave height at ship bow. 
The first and second authors have worked extensively 
on the wave buoy analogy during recent years. Funda-
mentals of the analogy is given in a subsequent section 
but, directly reflected by the name, the estimation prin-
ciple follows that of a traditional wave rider buoy, 
where motion measurements are processed to give the 
sea state estimate. The other two means for sea state 
estimation, 2) and 3), are based on commercially availa-
ble systems, which are, respectively, the WaMoS® II 
wave radar system and The WaveGuide system by 
Dutch company Radac. 
It should be noted that this paper does not contain veri-
fication and/or parameter studies related to the wave 
buoy analogy, in terms of, e.g., numerically generated 
data. The focus herein is on analysis of full-scale data 
from a 9,400 TEU container vessel, where the presenta-
tion of results from the three estimating means is the 
central point. In this connection, it is noteworthy that all 
data have been collected as part of the EU FP7 project 
TULCS (Tools for Ultra Large Container Ships, project 
no. 234146). 
Sea State Estimation - The Wave Buoy Analogy 
Although focus is primarily on results, the following 
section briefly outlines key points of the wave buoy 
analogy. Fundamentals of the approach are given but 
the section is by no means comprehensive and for de-
tails the literature should be consulted, e.g. Iseki and 
Terada (2002), Tannuri et al. (2003), Nielsen (2006, 
2008a) and Pascoal et al. (2007, 2008). 
If a set of ship responses are assumed stationary and 
linear with the incident waves, the complex-valued 
transfer functions, i(e, ) and j(e, ) for the ith and 
jth responses, yield the theoretical relationship between 
the ith and the jth components of the cross spectra 
Sij(e) and the directional wave spectrum E(e, ) 
through the following integral equation 
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where the bar denotes the complex conjugate, and with 
 being the heading of the ship (relative to the waves) 
and e being the encounter frequency. It should be not-
ed that the complex-valued transfer functions are writ-
ten as functions of only the heading and the encounter 
frequency, since the implication of changing operational 
parameters is understood. 
The wave spectrum is advantageously estimated in the 
wave frequency () domain. This means that the speed-
of-advance or triple-valued function problem in follow-
ing sea needs to be considered. This problem, governed 
by the Doppler Shift, has been properly incorporated by 
Iseki and Ohtsu (2000), for details see Nielsen (2006). 
In terms of matrix notation, Eq. (1) can be written 
)(xAfb   (2) 
The vector function f(x) expresses the unknown values 
of the wave spectrum E(,), i.e. the spectral compo-
nents, while the vector b contains the elements of 
Sij(e), and the coefficient matrix A has elements ac-
cording to the products of the transfer functions, cf. Eq. 
(1). In principle, Eq. (2) can be solved for x by minimis-
ing 2(x) with 
22 )()( bxAfx   (3) 
where ║·║ represents the L2 norm. Typically, Eq. (3) is 
in this context dealt with by parametric or non-
parametric – so-called Bayesian – modelling. 
Parametric Modelling 
In the parametric approach, Eq. (3) is solved directly as 
an optimisation problem, where the directional wave 
spectrum f(x) ≡ E(ω,θ) is introduced as a parameterised 
spectrum. Herein, E(ω,θ) is taken as a 15-parameter 
spectrum (Nielsen and Stredulinsky, 2012) that allows 
for mixed sea conditions; existing in the presence of, 
e.g., wind waves and swell: 
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In Eq. (4), Ei(ω) is a one-dimensional wave spectrum 
with ωp, Hs,i and λi being the peak frequency, the signif-
icant wave height and the shape parameter, respectively, 
of the spectrum. Gi(ω, θ) is the directional distribution 
function, where θmean is the mean relative wave direction. 
A(s) is a constant to secure normalisation and it is eval-
uated using the Gamma function on the spreading pa-
rameter s. Insertion of Eq. (4) into Eq. (3) implies a 
nonlinear optimisation problem that can be solved us-
ing, e.g., MATLAB®  by invoking “fmincon”, which is 
a built-in function based on sequential quadratic pro-
gramming. 
Bayesian Modelling 
If the equation system given by Eq. (3) is solved for the 
actual spectral components of the directional wave spec-
trum, it implies a highly underdetermined, or otherwise 
degenerate, equation system. However, through Bayesi-
an modelling (Akaike, 1980), a stable solution is facili-
tated by the introduction of prior information. Thus, two 
main assumptions are introduced: 1) the directional 
wave spectrum is smoothly changing with both frequen-
cy and direction, and, 2) the wave spectrum is expected 
to have negligible values for very low and high frequen-
cies. Details of the Bayesian approach can be found in 
the literature, e.g. Nielsen (2006, 2008a), but it is worth 
to mention that, as discussed by Iseki and Ohtsu (2000), 
the Bayesian approach introduces a stochastic viewpoint 
where the difference between the left- and the right-
hand side of Eq. (2) is taken as a white noise sequence 
vector w with zero mean and variance 2. Secondly, to 
avoid negative spectral estimates, a non-negativity con-
straint is applied to the wave spectrum by use of a coor-
dinate transformation E(,) = exp(x), e.g. Iseki and 
Ohtsu (2000). 
In the Bayesian approach, the solution x is obtained by 
maximisation of the product of the likelihood function 
and the prior distributions. The likelihood function is 
written as 
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where P is the total number of integral equations de-
rived from Eq. (1). 
Two prior distributions are considered, and both distri-
butions seek to minimise the sum of the second order 
difference of the unknown vector x in order to smoothen 
the changes with frequency and direction, respectively, 
of the wave spectrum (Nielsen, 2006; 2008a and Iseki 
and Terada, 2002). The prior distributions are therefore 
defined by the minimisation of the functionals ε1mn and ε2mn (Press et al., 1992) 
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where N and M are the number of discrete wave fre-
quencies and discrete headings. If the functionals ε1mn 
and ε2mn are assumed to be normal distributions with 
zero mean and variance 2/u2 and 2/v2, respectively, 
the prior distribution is weighted in terms of so-called 
hyperparameters u and v. Physically, the hyperparame-
ters control the trade-off between the good-fit of the 
solution to the data and the smoothness, or stability, of 
the solution. 
The posterior distribution p(x|u,v,2) is proportional to 
the product of the likelihood function and the prior 
distribution (Akaike, 1980) and can be written, cf. Niel-
sen (2008a), 
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where c in Eq. (8) is a normalising factor, independent 
of x and the hyperparameters u and v. 
The optimum values of the hyperparameters are deter-
mined by minimising the control criterion ABIC, cf. 
Akaike (1980), 
 xx dvup ),,|(ln2ABIC 2  (10) 
With knowledge of the values of the optimum hyperpa-
rameters, the best estimate of x = x* is - schematically - 
obtained from (Press et al., 1992), 
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Hence, the spectral components of the wave spectrum 
are determined. In practice, the solution is achieved 
through an iterative process and, although many details 
on algebra and numeric are left out, this finalises the 
Bayesian approach. 
Response Combinations 
Similar to the data processing of classical wave rider 
buoys, the wave buoy analogy considers a set of three 
responses simultaneously, since this has shown to give 
the most accurate and, at the same time, computational 
efficient sea state estimate (Nielsen, 2006). Today, most 
ships are installed with monitoring systems and, typical-
ly, numerous sensors provide information about a 
(large) number of responses. This means that a set of 
three responses should be selected to achieve the best 
sea state estimate, and the optimum choice of responses 
is likely to depend on given operational conditions at 
the time of estimation. Initial studies towards a dynamic 
and automatic response selection have been carried out 
by Andersen and Storhaug (2012). In the referred paper, 
a conceptual idea is outlined but it is also stated that the 
idea is not yet ready for practical use. Consequently, the 
selection of responses is based on a manual choice that 
should reflect both the filtering issue (a ship acts inher-
ently as a wave filter) and the need for at least one of 
the considered responses to be asymmetric with respect 
to wave heading. Further discussions are found in the 
literature (e.g., Nielsen, 2006, 2008b; Pascoal et al., 
2007, 2008; Tannuri et al., 2003), but future work on the 
wave buoy analogy should focus on a (more) automatic 
selection process of the optimum response combination. 
Vessel and Full-scale Measurements 
Main dimensions of the considered vessel are given in 
Table 1 and a photo of the container vessel is seen in 
Figure 1. The location of the Radac system can be seen 
from the photo and the WaMos wave radar was installed 
on top of the compass deck (portside). Additionally, 
several sensors for motion and acceleration measure-
ments were mounted at specific (but different) locations. 
In this paper, consideration is given to sway, heave, roll, 
and pitch measurements that are given as input to the 
wave buoy analogy. It is worth to note that stress meas-
urements were also carried out as part of the measure-
ment campaign. Thus, related studies are presented by 
Andersen et al. (2013a, b), although the focus therein is 
not on sea state estimation. 
 
Table 1: Main dimensions of ship. 
Parameter Dimension 
LOA 349.0 m 
Beam 42.8 m 
Draught 15.0 m 
DWT 113,000 ton 
 
 
Fig. 1: Considered vessel and location of instantaneous 
wave height meters (Radac system). 
 
It should be noted that the analyses of sea state esti-
mates have been made as a post-voyage process, alt-
hough both the WaMos radar and the Radac systems 
were part of an integrated system running real-time on 
the considered vessel. A sketch of the integrated system 
is seen in Figure 2, where it is noted that overall system 
design and control was done by MARIN while the wave 
sensors were installed by SIREHNA. 
 
 
Fig. 2: The WaMos wave radar system and the Radac 
system (picture by SIREHNA). 
 
Based on the four responses considered for the wave 
buoy analogy, two combinations, or sets, consisting of 
three responses are formed: 
a) {sway, heave, roll} 
b) {sway, heave, pitch} 
Although studies have been initiated towards an auto-
matic selection of the optimum set of responses (Ander-
sen and Storhaug, 2012), the two sets, a) and b), have 
been selected by ‘brute-force manner’ based on experi-
ence and previous findings by the first author in his 
studies of the wave buoy analogy. In particular, the 
following results for the wave buoy analogy are, con-
ceptually, based on findings by Nielsen and Stred-
ulinsky (2012). Thus, in the referred paper, reliable and 
accurate sea state estimations were made for full-scale 
data recorded during sea trials (Stredulinsky, 2010). In 
the analysis of data, Nielsen and Stredulinsky (2012) 
found that the best sea state estimates by the wave buoy 
analogy were obtained when results were based on av-
erage values considering eight different response com-
binations. This approach is also considered in the pre-
sent paper. For this reason, the results of the wave buoy 
analogy – considering both parametric and Bayesian 
modelling – are based on average values obtained from 
the combination of sets a) and b). Further, similar stud-
ies in this respect are in progress (Nielsen, 2013a; 
2013b). 
The analysis of data herein is carried out for five days of 
operation, and for each day 24 hours of continuous data 
are available. The dates, including approximate geo-
graphical positions of the vessel and visual sea state 
observations, are as follow; 12th August 2011: Gulf of 
Aden (going West, moderate sea state); 20th August 
2011: Mediterranean Sea (going West, mild sea state); 
16th September 2011: Gulf of Aden (going East, mild to 
moderate sea state); 20th September 2011: South of 
India (going East, mild sea state); and 2nd October 2011: 
Off Hong Kong (going North West, severe sea state). 
Table 2 summarises the operational data of the vessel on 
the considered dates, including the visual observation of 
the sea state. 
 
Table 2: Operational parameters on the specific dates. 
Dates Draft 
[m] 
Speed 
[knots] 
Sea state 
(visual obs.) 
12th Aug. 14.2 21.0-23.5 Moderate 
20th Aug. 14.2 24.0-25.0 Mild 
16th Sep. 14.0 17.0-18.0 Mild/moderate 
20th Sep. 14.0 11.5-13.5 Mild 
2nd Oct. 15.0 9.5-14.0 Severe 
 
Results and Discussions 
Comparisons of the different means for sea state estima-
tions are made for four (integrated) sea state parameters: 
Significant wave height Hs, zero-upcrossing period Tz, 
peak period Tp, and relative mean wave heading . The 
relative heading is defined so that  = 180 deg. is head 
sea and  = 0 deg. is following sea; values in between 
are either positive, indicating waves approaching on 
starboard, or negative, corresponding to waves ap-
proaching on portside. 
Results of the sea state estimations are presented in 
Figures 3, 4, 5, 6, and 7. It is noted that the five figures 
are included in separate subsections, representing the 
outcome on the individual dates listed in Table 2. Each 
figure is composed of four plots corresponding to the 
four sea state parameters (Hs, Tz, Tp, χ) considered. In 
the plots, the x-axis spans the 24-hours period on the 
given day, and sets of the sea state parameters have 
been estimated for each hour. The input to the wave 
buoy analogy, in terms of time series data, is taken as 
the middle 20-minutes period within each hour, and the 
same period is considered for extracting (mean value) 
estimates of the WaMos and the Radac systems. It is 
noteworthy that the Radac system, i.e. the instantaneous 
wave height meter, does not facilitate information about 
(relative) wave heading. Moreover, the instantaneous 
wave height is measured in the ’encounter domain’. 
Thus, in order to compare the characteristic wave peri-
ods (Tz and Tp) estimated by Radac with the other esti-
mating procedures, it is necessary to transform into the 
‘true domain’. This transformation is not possible with-
out the combined knowledge of the speed and the wave 
heading of the vessel. In general, information about the 
wave heading is not available if the sea state, including 
all relevant parameters, has not been estimated by some 
other means. In this study, the wave heading is known 
as a result of WaMos and/or the wave buoy analogy. 
Herein, the heading of WaMos is used to transform the 
encountered characteristic periods of the Radac system 
into the true domain. 
Another general remark is related to the filtering effect 
of a ship considering associated wave induced respons-
es. Inherently, this phenomenon can have an influence 
on the results by the wave buoy analogy, since the phe-
nomenon basically means that wave energy may not be 
properly recognised at relatively short wave periods 
(Nielsen, 2008b). Similarly, the estimates of wave peri-
od(s) by WaMos can be compromised due to limitations 
in antenna revolution speed and image resolution. In 
theory, the Radac system is the only system capable to 
recognise the entire range of wave periods but, on the 
other hand, sprays from wave impacts and local wave-
hull disturbances may affect estimates negatively. Ob-
viously, the relative (or absolute) wave measure as ob-
tained by the Radac system can itself be used as input to 
the wave buoy analogy; see, e.g. Nielsen (2008b). 
In the following subsections, the main findings and 
comments related to the sea state estimates for the spe-
cific dates are addressed in bullet lists immediately 
following the corresponding figures.  
Sea State Parameters on 12th August 2011 
 
 
 
 
Fig. 3: The legend is identical in all plots. NB. the Radac 
system cannot not estimate wave heading. 
 
Main findings and comments: 
 In agreement with visual observations, all es-
timating means find significant wave heights, 
Hs, representing a moderate sea state, reducing 
to mild at the end of the day. 
 Both approaches of the wave buoy analogy es-
timate less energy, reflected by Hs, than the 
other two means for most of the considered pe-
riod. Specifically, little difference is seen be-
tween the parametric and the Bayesian ap-
proach. 
 In general, estimates of the zero-upcrossing pe-
riod, Tz, agree well. The picture is not com-
pletely the same with the peak period, Tp, and, 
somewhat peculiarly, the Radac system is con-
sistently on the low side with Tz but on the high 
side with Tp. 
 The agreement between estimates of the rela-
tive mean wave heading, χ, is good; the three 
estimating means indicating bow-quartering 
waves approaching on portside. 
Sea State Parameters on 20th August 2011 
 
 
 
 
Fig. 4: The legend is identical in all plots. 
 
Main findings and comments: 
 A mild sea state is estimated by all the estimat-
ing means (in agreement with visual observa-
tions). However, the Bayesian approach finds 
very little energy in the encountered sea states 
during all day. This observation could be a re-
sult of wave filtering, inherently being a ‘prob-
lem’ with the wave buoy analogy (Nielsen, 
2008b), although it is not seen for the paramet-
ric method. 
 Except for estimates from the Radac system, 
there is a fair agreement between wave periods; 
both Tz and Tp. The Radac system estimates un-
realistic high values of Tp far out of scale; most 
likely explained because of low-frequency 
noise of a considerable amount, relatively 
speaking. 
 The agreement between estimates of χ is 
mixed; better and worse during some periods 
with no consistency. The explanation for the 
observation could be that low sea states may 
have complex directional and frequency distri-
butions which, in general, influences results of 
both WaMos and the wave buoy analogy. 
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Sea State Parameters on 16th September 2011 
 
 
 
 
Fig. 5: The legend is identical in all plots. NB. the Radac 
system cannot not estimate wave heading. 
 
Main findings and comments: 
 The significant wave height increases during 
the day, and the trend is reflected by all esti-
mating means. The actual values of Hs repre-
sent a mild to moderate sea state which is in 
agreement with the visual observations, and 
generally the estimates of the four means devi-
ate only little from each other. 
 Relatively small variations in the estimated 
wave periods (Tz and Tp) are observed between 
WaMos and both approaches of the wave buoy 
analogy. Results of the Radac system agree, on 
the other hand, poorly and show rather unreal-
istic values in some cases. 
 The relative mean wave heading is ranging be-
tween bow-quartering (approaching on star-
board) and head sea, which is found for all 
three means, although the Bayesian method has 
two off-values. 
 
Sea State Parameters on 20th September 2011 
 
 
 
 
Fig. 6: The legend is identical in all plots. NB. the Radac 
system cannot not estimate wave heading. 
 
Main findings and comments: 
 As seen from the plot of Hs, estimates of the 
energy contained in the sea state are rather low. 
The observation applies to all four means and 
is in line with visual observations. The result of 
the Radac system is, however, sightly off com-
pared to the three other estimating means, be-
ing consistently to the higher side. 
 A fair agreement is seen between the estimated 
wave period(s), although the Radac results are 
standing out the most, similarly to estimations 
at the other dates. 
 Small variations are observed between the par-
ametric and the Bayesian approach when the 
relative mean wave heading is considered but 
both methods estimate waves approaching on 
starboard as bow-quartering to head sea. Esti-
mates by WaMos indicate, on the other hand, a 
beam sea during the entire day. 
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Sea State Parameters on 2nd October 2011 
 
 
 
 
Fig. 7: The legend is identical in all plots. NB. the Radac 
system cannot not estimate wave heading. 
 
Main findings and comments: 
 All the four estimating means show the same 
trend: The sea state increases during the first 
half of the day and reaches a relatively severe 
condition from around noon. Some variations 
are seen in the values of Hs with results of the 
wave buoy analogy being a lower bound (6-10 
m) whereas Radac results are an upper bound 
(10-13 m). Note the difference in scale on the 
y-axis compared to the plots for the other dates. 
 Considering the zero-upcrossing period, the 
WaMos estimates yield an upper bound where-
as the Radac estimates yield a lower bound; an 
observation almost applicable to the whole day. 
The same observation cannot be made with re-
spect to the peak period, where the Radac sys-
tem finds the highest values consistently. 
 Reasonable agreement is seen for the relative 
mean wave heading (with a few exceptions) 
considering estimates by the parametric ap-
proach and by WaMos. However, results of the 
Bayesian method are in most cases deviating 
significantly. 
Wave Spectra by the Wave Buoy Analogy 
The wave buoy analogy provides the complete (fre-
quency-directional) distribution of energy as its solu-
tion. In addition to the integrated sea state parameters, 
examples of wave spectra can therefore be studied. 
Below, a few results are shown for both the Bayesian 
approach and the parametric approach. It is noteworthy 
that, in the individual case, the wave spectrum is, as 
mentioned previously, based on one 20-minutes period 
of time series data considering set(s) of responses. 
Figure 8 shows an example of the wave spectrum ob-
tained on 12th August at 17:30. In the specific 1-D plot, 
it is observed that the parametric method produces a 
spectrum with slightly less energy than the Bayesian 
method. Despite a small difference between the energy 
in the spectra it is interesting to note how close the two 
spectra are shape-wise; keeping in mind that the Bayesi-
an method solves for the individual spectral components 
in the complete directional wave spectrum. In the lower 
plots of Figure 8, the directional wave spectrum is seen 
as polar diagrams mapped as contour plots. In the plots, 
the absolute vessel heading is 0 degrees and, thus, the 
plots are used to infer that the relative mean wave head-
ing is about -110 deg. Obviously(!), both observations – 
less energy in the parametric spectrum and that of the 
relative mean wave heading – can be seen from the 
upper and lower plots, respectively, in Figure 3. 
 
 
 
  
Fig. 8: Typical wave spectra on 12th Aug. in the late after-
noon by wave buoy analogy; integrated frequency spec-
trum (top) and directional spectrum (bottom). 
 
Another example of wave spectra produced by the wave 
buoy analogy can be seen in Figure 9. In the figure, the 
wave spectrum on 2nd October at 21:30 is illustrated. 
Based on the integrated frequency spectrum (upper plot) 
it is evident that, in this case, the parametric and the 
Bayesian approaches yield wave spectra which are 
slightly different shape-wise. The total amount of ener-
gy in the individual spectra is almost the same, but the 
Bayesian method estimates a spectrum with a sharper 
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peak compared to the parametric method. In terms of 
practical applications, it is likely that this difference, by 
itself, will have little influence. However, a more fun-
damental problem is visible from the polar plots at the 
bottom of Figure 9. It is seen that both methods estimate 
two local peaks but the Bayesian method has the two 
peaks separated at two very distinct headings which is 
not the case for the parametric method. The reason for 
the discrepancy between the two methods is not known 
but, because of the agreement between the relative mean 
wave heading of WaMos and the parametric method, it 
is likely that the result of the Bayesian method is incon-
sistent. It is noteworthy that this type of problem has 
been observed in only a few cases. 
 
 
 
  
Fig. 9: Typical wave spectra on 2nd Oct. around noon by 
wave buoy analogy; frequency spectrum (top) and direc-
tional spectrum (bottom). 
 
Summary and Conclusions 
Overall, the main conclusions are the following: 
o In the study, three fundamentally different 
wave estimating procedures were used to ob-
tain integrated sea state parameters from an in-
service operating container vessel. The estimat-
ing means were the wave buoy analogy, the 
WaMos® II wave radar system, and the Radac 
system. 
o In general, there is a reasonable agreement be-
tween results of the wave buoy analogy, con-
sidering both the parametric and the Bayesian 
approach, and the WaMos wave radar. In this 
study, the Radac estimations were, on average, 
the most off compared to the (two) other esti-
mating means. 
o The two individual approaches of the wave 
buoy analogy are about equally computational 
efficient and produced quite similar estimates 
for most of the studied data. As in previous 
studies, it is therefore difficult to recommend 
the one method in favour of the other. 
o In the future, it would be of interest to develop 
a procedure – used with the wave buoy analogy 
– to automatically select an optimum set of re-
sponses. 
Acknowledgement 
The authors sincerely thank their colleague Prof. Jørgen 
Juncher Jensen for many useful discussions. The full 
scale data used has been obtained through the EU pro-
ject TULCS (Tools for Ultra Large Container Ships), 
project no. 234146. Fruitful discussions with the project 
partners are acknowledged and, in particular, thanks are 
given to Dr. Quentin Derbanne, Bureau Veritas, for 
providing transfer functions and valuable comments in 
this respect. 
References 
Akaike, H. (1980). “Likelihood and Bayes Procedure”, 
in Bayesian Statistics, University Press. 
Andersen, I.M.V. and Storhaug, G. (2012). ”Dynamic 
Selection of Ship Responses for Estimation of On-
site Directional Wave Spectra”, Proceedings of 
OMAE2012 (Rio de Janeiro, Brazil). 
Andersen, I.M.V. and Jensen, J.J. (2013a). ”Hull Girder 
Fatigue Damage Estimations of a Large Container 
Vessel by Spectral Analysis”, Proceedings of 
PRADS2013 (Changwon City, Korea). 
Andersen, I.M.V., Jensen, J.J. and Nielsen, U.D. 
(2013b). ”Evaluation of Response Prediction Proce-
dures using Full Scale Measurements for a Container 
Ship”, Proceedings of PRADS2013 (Changwon 
City, Korea). 
Iseki, T. and Ohtsu, K. (2000). “Bayesian estimation of 
directional wave spectra based on ship motions”, 
Control Engineering Practice, Vol. 12, pp. 25-30. 
Iseki, T. and Terada, D. (2002). “Bayesian Estimation 
of Directional Wave Spectra for Ship Guidance Sys-
tems”, International Journal of Offshore and Polar 
Engineering, Vol. 12, pp. 25-30. 
Nielsen, U.D. (2006). “Estimations of on-site directional 
wave spectra from measured ship responses”, Ma-
rine Structures, Vol. 19, pp. 33-69. 
Nielsen, U.D. (2007). “Response-based estimation of 
sea state parameters – influence of filtering”, Ocean 
Engineering, Vol. 34, pp. 1797-1810. 
Nielsen, U.D. (2008a). “Introducing two hyperparame-
ters in Bayesian estimation of wave spectra”, Prob-
abilistic Engineering Mechanics, Vol. 23, pp. 84-94. 
Nielsen, U.D. (2008b). “The wave buoy analogy - Esti-
mating high-frequency wave excitations”, Applied 
Ocean Research, Vol. 30, pp. 100-106. 
Nielsen, U.D. (2013a). “Integrating ‘external’ data into 
the wave buoy analogy”, work in progress. 
Nielsen, U.D. (2013b). “The stochastic variability of a 
sea state as measured by shipboard estimation tech-
niques”, work in progress. 
Nielsen, U.D. and Stredulinsky D.C. (2012). “Sea state 
estimation from an advancing ship – A comparative 
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35
0
10
20
30
40
50
Wave spectra by WBA at 21:30
Wave freq. [Hz]
[m
2  
s]
 
 
Bayesian
Parametric
  0.2
  0.4
30
210
60
240
90270
120
300
150
330
180
0
Bayesian
  0.2
  0.4
30
210
60
240
90270
120
300
150
330
180
0
Parametric
study using sea trial data”, Applied Ocean Research, 
Vol. 34, pp. 33-44. 
Pascoal, R., Guedes Soares, C. and Sørensen, A.J. 
(2007). “Ocean wave spectral estimation using ves-
sel wave frequency motions”, Journal of Offshore 
Mechanics and Arctic Engineering, Vol. 129, pp. 
90-96. 
Pascoal, R. and Guedes Soares, C. (2008). “Non-
parametric wave spectral estimation using vessel 
motions”, Applied Ocean Research, Vol. 30, pp. 46-
53. 
Press, W.H., Flannery, B.P., Teukolsky, S.A. and Vet-
terling, W.T., (1992). “Numerical Recipes in 
FORTRAN”, Cambridge University Press. 
Stredulinsky, D.C. (2010). Quest Q319 Sea Trial Sum-
mary and Wave Fusion Analysis, DRDC Atlantic 
TM 2010-051, Defence R&D Canada – Atlantic. 
Tannuri, E.A., Sparano, J.V., Simos, A.N. and Da Cruz, 
J.J. (2003). “Estimating directional wave spectrum 
based on stationary ship motion measurements”, Ap-
plied Ocean Research, Vol. 25, pp. 243-261. 
 
