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Dwyer et al. (2011). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.9

Rocket-triggered lightning three-dimensional VHF mapping observations. VHF
sources from individual lightning activity is color-coded according to leader
polarity, with red markers corresponding to negative leaders that propagate
through inferred positive charge, and blue markers corresponding to positive
leaders that propagate through inferred negative charge. The triggered
lightning flash is colored black, and propagates horizontally through negative
storm charge. Adapted from Edens et al. (2012). . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.10 Schematic of the negative stepped leader process. The schematic depicts a
one-dimensional vertically-oriented leader propagating downward, originating
from a negative high-voltage electrode, and continuous “snapshots” of the
leader stepping process are shown for a 50 µs time period, progressing in
time, left to right. Starting with a negative corona burst from the negative
electrode, the main leader channel (1) is formed, and from the negative leader
tip (2) a negative streamer zone (3) exists. Both the negative leader and its
streamer zone propagate downward smoothly for some time. Meanwhile, the
initial negative corona burst had established patches of enhanced ionization,
also known as space stems (4), from which positive streamers can be
established and propagate upward to meet the downward negative streamers
(3) from the main leader channel; also downward-propagating negative
streamers (5) emanate from the space stem. At some point, the space stem
becomes thermalized, and becomes a space leader (6) that develops
bidirectionally. When the main leader channel and space leader electrically
connect (7) a new negative corona burst (8) emanates from the
newly-established main leader tip, and the step process repeats. A typical
time-synchronous electric field measurement is shown at the bottom of the
figure, showing the characteristic “step” pulses that give the leader its name.
Adapted from Gorin et al. (1976); Biagi et al. (2010, 2014). . . . . . . . . . . . . . . . . . . 17
2.11 Broadband radio frequency emissions (sferics) of a stepped leader and return
stroke in cloud-to-ground lightning. The bottom trace shows the electric field
change record of a stepped leader coming to ground followed by the return
stroke field (‘R’). The bottom timescale shows 40 µs per division. The top
trace shows just the first 80 µs of the same record, but with the magnitude
multiplied by -2, showing the individual stepped leader pulses (‘L’), which are
∼1 µs wide and mostly unipolar. The top timescale shows 8 µs per division.
The measurements were made using a high-pass electric field change sensor,
having a decay time constant of about 2 ms (i.e., sensing down to 500 Hz).
Adapted from Krider et al. (1977). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
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2.12 High-speed optical observations of leader stepping in lab and thunderstorm
leaders. (a) Steak photograph of the propagating space stem in a meter-long
gap. The location of the space stem (ionized patch) can be identified as the
location from which bidirectional streamer development (upward positive and
downward negative streamers) occurs. The downward negative streamers
facilitate creation of new space stem locations, which advance downward over
time (left to right), and do not thermalize in the roughly 10 µs window.
Adapted from Reess et al. (1995). (b) High-speed photograph of streamers
and space leaders near lightning leader tip. (1) shows a 100-µs exposure
image of a lightning leader tip, (2) shows an inverted image of (1), and (3)
shows an enhanced image of (2). The black regions in (2) and (3) likely depict
leaders, since leaders are compact, highly-conductive and hot, and thus
optically bright. The main leader channel extends vertically through almost
the entire image, whereas space leaders are formed in the high field region
near the main leader but some distance away from the main leader, and are
visible as short black segments (e.g., bracket b). Streamers can be seen in (3)
as wispy gray filamentary structures emanating from the main leader (e.g.,
bracket a), bridging the gap between the main and space leaders, and are also
visible emanating from the tips of some of the space leaders. Adapted from
Petersen & Beasley (2013). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.13 Leader branching in tower-triggered upward lightning. (a) Current waveform
measured at an instrumented tower as an initial stepped leader propagates
upward from the tower. (b) First four frames of high-speed video (30.29 µs
per frame), showing single leader steps during each frame, and corresponding
to the single step pulses in (a). (c) Example image of branching during a
frame, which corresponds to multi-peaked wider waveforms in (a). Adapted
from Pu et al. (2017). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.14 Intensified charge coupled device (ICCD) photographs of positive streamers at
various exposure times. For the shortest exposure time (far right), optical
emissions can only be seen emanating from the streamer heads, where
ionization actively takes place. For the longest exposure time (far left), the
paths traced by the streamer heads become visible, but the channels are not
actually radiating. Adapted from Ebert et al. (2006). . . . . . . . . . . . . . . . . . . . . . . . . 22
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2.15 Electron avalanche schematic. (a) In the presence of an electric field, a free
electron (-) impacts a neutral atom, ionizing the atom by liberating one
electron (-) and leaving the atom with equal magnitude positive charge (+), so
that two free electrons and a positive ion result. The two free electrons can
then impact two more neutral atoms, liberating two more electrons, and so on,
creating an electron avalanche. (b) Illustration of the separation of charges in
an electron avalanche over time between parallel plate electrodes, with the
electron avalanche progressing toward the positively-charged electrode,
leaving positive ions in the wake, which progress more-slowly toward the
negatively-charged electrode. Adapted from Beroual & Fofana (2016). . . . . . . . . . 22
2.16 Schematic showing development of streamers. Streamers propagate via impact
ionization and photoionization (with photons of energy hν) across a gap,
shown for two instances of time (left to right) for (a) a negative streamer,
directed toward the positively-charged anode (‘A’), and (b) a positive streamer,
directed toward the negatively-charged cathode (‘C’). In (a) and (b), the
right-most figure shows the space charge field near the streamer head, which
is higher than the field in the gap, E0 . Adapted from (Raizer, 1991, pp.
335,338) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.17 Streamer to leader transition. Positive streamers (black traces) initiating from a
needle electrode (top of each panel) propagate downward through a 1-meter
gap in successive images (a)-(o) over the course of 1 µs. As the positive
streamers get closer to the grounded electrode (bottom of each panel) in (d)
and (e), the electric field near the grounded electrode becomes enhanced and
allows for upward propagation of negative streamers. By panel (j), the air near
the positive streamer initiation point becomes substantially thermalized
(indicated in orange) by the recurrent streamer activity, forming a propagating
hot leader, and by (o) the thermalized channel bridges the gap and
short-circuits the gap. Adapted from Kochkin et al. (2012a). . . . . . . . . . . . . . . . . . . 27
2.18 Illustration of streamers initiating from an ice crystal in a sub-breakdown electric
field. Left: the electric field is enhanced locally near an ice crystal, which
initiates positive streamers that propagate in the direction of the ambient
electric field. Right: after some time, after a substantial negative space charge
is deposited back at the positive streamer initiation point, negative streamers
can propagate in the opposite direction of the ambient electric field. Adapted
from Petersen et al. (2008). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.19 Narrow bipolar event (NBE) sferics. (a) Simple bipolar NBE sferic. Adapted
from Villanueva et al. (1994). (b) More complex bipolar sferic with
perturbations. Adapted from Willett et al. (1989). . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
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2.20 Narrow bipolar event (NBE) energy spectral density, compared to that of
lightning return strokes. At frequencies above about 1 MHz, NBE emissions
surpass that of return strokes. Adapted from Willett et al. (1989). . . . . . . . . . . . . . 30
2.21 Simulation of NBE sferic. (a) Assumed NBE channel geometry. (b) Sferic due to
a simulated negative (downward-directed) current pulse propagating at
108 m/s along the channel. Adapted from Le Vine (1980). . . . . . . . . . . . . . . . . . . . . 31
2.22 Fast positive breakdown generates narrow bipolar pulse. The positive initial pulse
of the NBE sferic (red waveform) indicates a negative current (i.e., positive
charge moving downward, or negative charge moving upward). However,
given the coincident downward propagation of the detected VHF sources
(circular markers), a downward-propagating positive-polarity breakdown
appears to generate the sferic, and with a fast ∼107 m/s propagation speed.
The raw VHF signal (blue waveform) associated with the fast positive
breakdown quickly saturates the sensor. Adapted from Rison et al. (2016). . . . . . 32
2.23 Positive and negative NBE locations with respect to parent flash and storm charge.
(a) The red circle indicates the VHF (60-66 MHz) source location of the
positive NBE in Figure 2.22, which initiates an intra-cloud lightning flash.
The upward-propagating VHF sources of the ensuing flash represent negative
leaders propagating upward into positive charge (indicated by red markers),
and the downward-propagating VHF sources represent positive leaders
propagating downward into negative charge (indicated by blue markers). (b)
The NBE location is superimposed on the overall thundercloud charge
structure, determined by lightning VHF source activity, showing that the
storm is of normal polarity (Krehbiel, 1986) and that the NBE is a positive
NBE, i.e., generated by negative current. Adapted from Rison et al. (2016).
(c) Schematic of positive and negative NBE locations with respect to storm
charge structure. Adapted from Wu et al. (2012). . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.24 Classic initial breakdown pulse (IBP) sferics in cloud-to-ground lightning. Top: at
40 µs per division (scale at bottom of figure), a single classic IBP sferic
(indicated by the arrow) is shown, having a relatively large amplitude and
being largely bipolar, with a '20 µs wide initial pulse that is superimposed by
narrow (∼1 µs) pulses. Middle: at 0.4 ms per division, the IBP “pulse train” is
visible, consisting of similarly-spaced classic IBPs. The same event is
indicated by the arrow. Bottom: at 2 ms per division, the IBP pulse train is
shown with respect to the return stroke, and also shows the same event
indicated by the arrow. Adapted from Weidman & Krider (1979). . . . . . . . . . . . . . 35
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2.25 Initial breakdown pulse (IBP) sferic and luminosity observations in intra-cloud
lightning. Top: intra-cloud lightning sferic (blue waveform), showing the IBP
pulse train (black box). Bottom: The largest classic IBP coincides with a clear
luminosity increase (orange curve). The inset shows an expanded view of the
classic IBP sferic. Adapted from Stolzenburg et al. (2016). . . . . . . . . . . . . . . . . . . . 36
2.26 Classic initial breakdown pulse (IBP) sferic and luminosity observations in
cloud-to-ground lightning. Top: sequential 20 µs frames from a high-speed
optical video of electrical activity below a thundercloud base. Bottom: a
single classic IBP sferic (blue waveform) in a cloud-to-ground lightning flash
coincides with downward vertical elongation of luminous channel in
cloud-to-ground lightning. Adapted from Stolzenburg et al. (2014). . . . . . . . . . . . 38
2.27 Narrow initial breakdown pulse (IBP) sferics. (a) Bipolar narrow IBP during an
intra-cloud lightning flash. (b) Two narrow IBPs of opposite polarities in a
cloud-to-ground lightning flash. Adapted from Nag et al. (2009). . . . . . . . . . . . . . . 39
2.28 Bremsstrahlung schematic. A relativistic electron travels close to charged matter,
such as a nucleus, deflecting and emitting a X-ray or gamma-ray to conserve
momentum. Credit: NASA/GSFC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.29 Effective frictional force felt by an electron as a function of kinetic energy. For an
electron (or positron) placed in an ambient electric field E (the solid
horizontal line depicts the force due to E=5×106 V/m at STP in air), the
electron feels a force eE. However, the force is countered by a frictional force
due to inelastic scattering with air molecules (solid curve), but if the electron
has an initial kinetic energy above th , then the electron can effectively “run
away,” feeling a lesser frictional force as it gains more energy. If the ambient
field is instead Ec , then any electron can run away, regardless of its initial
kinetic energy. Eb is the break-even field, or minimum field required to
produce a runaway electron. The dashed curve includes energy loss due to
bremsstrahlung. Adapted from Dwyer (2012); Dwyer et al. (2012). . . . . . . . . . . . . 41
2.30 From left to right: a single runaway electron, relativistic runaway electron
avalanche via electron-electron interactions (Møller scattering), relativistic
feedback via positron and X-ray interactions. Adapted from Dwyer et al.
(2012). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
2.31 Thundercloud electric field balloon sounding. The dashed green curve shows the
break-even field, Eb , as a function of altitude, and the dotted blue curve shows
the RREA threshold field, ERREA . Note that the magnitude of the measured
electric field can be above Eb , but stays below ERREA , except when lightning
occurs (‘L’). Adapted from Stolzenburg et al. (2007). . . . . . . . . . . . . . . . . . . . . . . . . 44
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2.32 Ambient electric field as a function of field region length in order to make γ=1.
The relationship is determined from Monte Carlo simulations, and is shown
for air (black) and also for a hydrogen-helium atmosphere (red), such as that
on any of the gas giants: Jupiter, Saturn, Uranus, and Neptune. The horizontal
lines show the RREA threshold, ERREA , and the dotted lines show the
conventional breakdown threshold, Ek . Adapted from Dwyer (2007). . . . . . . . . . . 45
2.33 Schematic of thermal electrons accelerated to relativistic energies at the tip of a
powerful lightning leader. The relativistic runaway electrons produced at the
leader tip / streamer zone radiate X-rays and gamma-rays via Bremsstrahlung.
Adapted from Celestin et al. (2015). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.34 Energetic in-cloud pulses (EIPs) and terrestrial gamma-ray flashes (TGFs).
Ground-based sferic measurements made in Florida (black waveforms) are
time-aligned with TGF detections (colored boxes) made by the Fermi
spacecraft. The EIP detections (large-amplitude, ∼100 µs wide sferic pulses)
overlap in time with the TGF detections. Adapted from Lyu et al. (2016). . . . . . . 47
3.1

Lightning sferics. The broadband ∼3 kHz-3 MHz electric field changes, i.e.,
sferics, associated with: (a) a CG flash, with the three return strokes indicated
by blue arrows, (b) the initial stage leading up to the first CG return stroke, (c)
the CG flash-initiating NBE and IBP train, (d) the CG flash-initiating NBE,
(e) an example IBP in the CG flash, and (f) an EIP from a different
(intra-cloud) lightning flash. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.1

Instrument locations in 2016 Florida deployment. (a) Plan view of the Florida
coastline, showing the eight inner-most stations of a ten-station Lightning
Mapping Array (LMA) (green squares) and the location of the broadband
interfereomer (INTF) (white dot). (b) Close-in plan view of the INTF,
showing the three INTF antennas, A, B, C, arranged in an equilateral triangle
configuration with 100-meter baselines. The fast electric field antenna (FA) is
located near the center of the array (green balloon). . . . . . . . . . . . . . . . . . . . . . . . . . 54

5.1

INTF site panorama at Kennedy Space Center in 2016. Three flat-plate antennas
(labeled A, B, C) and fast electric field change antenna (FA) are indicated by
arrows, with A and B in the foreground, and C in the background (the
photograph was taken from the right side of Figure 4.1b, looking toward the
west). The signal from each sensor ran along a dedicated coaxial cable to the
data acquisition building (orange-white checkered building) where it was
digitized and stored. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
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5.2

INTF antenna at Kennedy Space Center in 2016. The circular flat-plate antenna
covers a housing (cake pan) containing signal amplifiers. The amplified signal
runs from the housing along a coaxial cable to the data acquisition building
(orange-white checkered building in the background), where it is filtered and
further amplified before being digitized and stored. . . . . . . . . . . . . . . . . . . . . . . . . . 56

5.3

Circuit elements of dEz /dt sensor. (a) An inverting op-amp circuit. (b) Circuit
elements, including the sensing plate and showing the output voltage, used to
record dEz /dt. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.4

Interferometry conceptual diagram. (a) Two antennas, A and B, separated by
baseline length dAB , receive an electromagnetic plane wave that makes an
angle θAB with the baseline. After reaching B, the signal must travel an
additional distance cτAB to reach A, where τAB is the time delay between the
signals at A and B. (b) Same as (a) but in three dimensions, showing
orientation of AB with respect to cardinal directions. . . . . . . . . . . . . . . . . . . . . . . . 59

5.5

Transition from 3-D space to 2-D cosine plane projection. (a) A point source
(orange line) makes an angle α with respect to the east direction, an angle β
with respect to the north direction, and an angle θAB with respect to the
baseline AB (dotted blue line). The source is projected on a unit hemisphere,
and then straight down into the instrument plane (cosine plane), which forms a
unit disk. (b) The angle θAB defines a line of constant time delay (orange solid
line) in the cosine plane where the source may be. . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.6

Cosine plane and source direction determination. (a) Two baselines produce two
lines of constant time delay (orange solid lines) in the cosine plane which are
perpendicular to their respective baseline orientations (blue dotted lines), and
the intersection of which defines the source location in the cosine plane. (b)
Sky projection by a fish-eye lens, which similarly represents and distorts the
sky as compared to the cosine plane. Photo by (Anastasiia-S, 2018). . . . . . . . . . . . 61

5.7

Azimuth and elevation angle and relation to cosine plane. (a) The direction to a
source (orange line) makes an azimuth angle Az with respect to north, and
elevation angle E` with respect to ground. The direction to the source in the
cosine plane is depicted by the orange dot. (b) Cosine plane, with the source
azimuth and elevation angles shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.8

INTF waveforms. (a) Time domain VHF signals recorded by antennas A, B, and
C during the first 12 µs of a narrow bipolar event (NBE). (b) Cross
correlations of every two signals in (a), showing a peak at the most probable
time offset between any two signals. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
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5.9

Cross correlations from each baseline projected into cosine plane. The cross
correlations projected into the cosine plane correspond to baseline: (a) AB,
(b) AC, and (c) BC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.10 Cross correlations from all three baselines projected into cosine plane and
azimuth-elevation projection. (a) The cross correlations (radio image) of the
NBE source is projected into the cosine plane. (b) The same image as in (a),
but projected into azimuth-elevation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.11 Interferometer mapping example. Centroids from successive 1.4 µs-exposure
radio images (with a 0.35 µs shift between images) are colored by received
VHF power and are plotted in (a) azimuth and elevation, showing the spatial
structure of the flash, and (b) elevation versus time, showing the (roughly)
vertical growth of the flash over time. (c) The original received VHF signal is
shown in gray, and the signal from a synchronously-digitized fast electric field
antenna is shown in black. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.12 INTF point spread function (PSF) and comparison to real lightning source. (a)
PSF imaged in the cosine plane. (b) Close-in view of PSF main lobe. (c)
Close-in view of real source in a thunderstorm, which is similar to the PSF but
shows a slightly different morphology. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.13 INTF point spread function (PSF) frequency domain and time domain signals. (a)
Simulated frequency-domain INTF signals contributing to PSF (band-limited
to 20-80 MHz). (b) Simulated time-domain INTF signals contributing to
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5.14 INTF images of two simulated point sources at various degrees separation in
elevation. Two point sources are located near the horizon, and are separated
by elevations of (a) 0◦ , (b) 3◦ , (c) 6◦ , and (d) 9◦ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.1

Electric field change sensor. (a) An integrating op-amp circuit with time constant
Rout C effectively integrates a time-varying input signal, Vin , giving an output
signal Vout . (b) The fast antenna (FA) used in the Florida studies herein is
shown at the INTF site. The sensing plate is exposed to the ground, and
shielded from rain by a salad bowl, which also holds electronics to amplify
the signal. Coaxial cables run the amplified FA signal out the top of the salad
bowl via PVC piping and to the data acquisition building (orange-white
checkered building in the background), where the signal is additionally
amplified, then digitized and stored. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
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6.2

Vertical radiating antenna geometry used in equation 6.4. A vertical radiating
antenna extends from altitude HB to HT , a radial distance, r, from an
observation point on the ground (z 0 =0) where the vertical electric field, Ez , is
sampled. A current waveform, i, travels vertically along the antenna. The
current amplitude along the antenna at time t0 and height z 0 (also slant range,
R, with respect to the observation point) is given by i(z 0 , t0 ). . . . . . . . . . . . . . . . . . . 72

7.1

Lightning mapping array (LMA) station at Kennedy Space Center (KSC). The
sensing element is the vertical antenna protruding from the ground plane
(three downward-sloping elements). The LMA electronics (e.g., digitizer and
hard drive) are located in the tan metal box, and are powered by the solar
panel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

7.2

Lightning mapping array (LMA) geometry. The schematic depicts the LMA
stations (red dots) on the ground with respect to a radio source located at (x,
y, z) and emitting at time t. The radio signal is received at the ith station, with
fixed location (xi , yi , zi ), at a later time ti . The slant range from the radio
source to the ith station is given by c2 (t − ti )2 . Credit: New Mexico
Tech / Langmuir Laboratory for Atmospheric Research. . . . . . . . . . . . . . . . . . . . . . 75

7.3

Ten minutes of LMA data. LMA sources are (a) colored by time (sources with
χ2ν <1 are plotted), (b) colored and sized by the log of the emitted VHF power
(sources with χ2ν <5 are plotted, which shows the NBEs – large red
diamonds – in the storm), and (d) colored by thundercloud charge, with red
for positive charge and blue for negative charge (sources with χ2ν <1 are
plotted). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

7.4

LMA data for an intra-cloud lightning flash. LMA sources are (a) colored by time
(sources with χ2ν <1 are plotted), (b) colored and sized by the log of the
emitted VHF power (sources with χ2ν <5 are plotted, which shows a
NBE – large orange diamond – at the beginning of the flash), and (d) colored
by thundercloud charge, with red for positive charge and blue for negative
charge (sources with χ2ν <1 are plotted). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

7.5

LMA data for a cloud-to-ground lightning flash. LMA sources are (a) colored by
time (sources with χ2ν <1 are plotted), (b) colored and sized by the log of the
emitted VHF power (sources with χ2ν <5 are plotted), and (d) colored by
thundercloud charge, with red for positive charge and blue for negative charge
(sources with χ2ν <1 are plotted). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
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7.6

Detailed lightning mapping data for two NBEs (NBEs 1 and 2 in Section 8). (a,d)
LMA maps of the complete activity for each NBE, showing how the NBEs are
mis-located relative to the subsequent, lower-power activity, and how the
subsequent activity more accurately indicates the NBE’s actual location. (b,c)
Numerical listings of the source times, power (dBW units), goodness-of-fit χ2ν
(chisq) value, and number of stations (nsta) participating in the solutions. . . . . . . . 80

8.1

Lightning mapping observations of storm producing narrow bipolar events. VHF
Lightning Mapping Array data from the Kennedy Space Center LMA for the
24 August 2016 storm. (a) Overview of the height-time evolution of the
three-hour storm, (b) 10 minutes of enhanced activity during the bracketed
interval of (a), coloured by the lightning-inferred polarity of the storm charge
(red = upper and lower positive charge, blue = mid-level negative charge),
showing the NBE events (black), (c) zoomed-in view of 6 seconds of high-rate
NBE activity (∼40 NBEs within one minute), indicated by the bracket in (b),
coloured and sized by VHF source power and showing NBEs 1, 2 and 9. Note
that the initial high-power sources of the NBEs (large diamond markers) were
mis-located in altitude from the subsequent, smaller, and correctly-located
lower-power sources (blue markers), with NBE 1 altitude being particularly
incorrect (see Section 7.2). The low-power sources indicate that all 10 NBEs
occurred at similar altitudes between 13 and 15 km MSL, immediately below
or within the inferred upper positive charge region. (d, e, f) Plan and vertical
cross-section views of the storm charge structure, coloured by charge as in (b)
and showing that the NBEs occurred in close proximity to a positively charged
western anvil of the normally-electrified storm. The inset in the east-west
cross-section of (d) shows the full-duration INTF centroid observations for
each of the three NBEs relative to the storm location, with marker colors
corresponding to relative VHF power. The inset shows that each NBE had a
vertical extent of '1.5 km on the lower edge of the upper positive charge
region. The plan view of (e) shows the NBE locations as white circles. The
cyan boxes in (d) and (f) indicate their locations in the vertical cross-sections.
The black triangle in (e) indicates the INTF location at KSC. . . . . . . . . . . . . . . . . . 84
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8.2

Interferometer data for NBE 1. (a,c) Radiation centroids (circular markers,
coloured and sized by VHF power) for NBE 1, plotted in elevation vs.
azimuth, showing the breakdown activity was primarily vertical. Each marker
denotes the average angular position of the 128 source solutions in each
0.7-µs window, and error bars denote the standard deviations. (b,d) Radiation
centroids and fast electric field change (sferic) observations (black waveform)
superimposed on the VHF waveform (gray), showing the downward
propagation of the VHF source. The positive sferic waveform is indicative of
a downward-directed current, consistent with the NBE occurring below the
storm’s upper positive charge, and indicating the downward development was
due to positive-polarity breakdown. The breakdown descended '700 m in
14 µs, corresponding to a speed of '5×107 m s−1 . (e) Semilog plot of the
VHF power vs. time, showing the fast exponential rise of the radiation (rise
time τ = 0.21 µs), coincident with the fast rise of the electric field change
(panel (d)). The peak current of the breakdown was −75 kA. . . . . . . . . . . . . . . . . . 85

8.3

Interferometer data for NBE 2. (a,c) Radiation centroids (circular markers,
coloured and sized by VHF power) for NBE 2, plotted in elevation vs.
azimuth, showing the breakdown activity was primarily vertical. Each marker
denotes the average angular position of the 128 source solutions in each
0.7-µs window, and error bars denote the standard deviations. (b,d) Radiation
centroids and fast electric field change (sferic) observations (black waveform)
superimposed on the VHF waveform (gray), showing the upward propagation
of the VHF source. The positive sferic waveform is indicative of a
downward-directed current, consistent with the NBE occurring below the
storm’s upper positive charge, and indicating the upward development was
due to negative-polarity breakdown. The breakdown ascended '600 m in
15 µs, corresponding to a speed of '4×107 m s−1 . (e) Semilog plot of the
VHF power vs. time, showing the fast exponential rise of the radiation (rise
time τ = 0.24 µs), coincident with the fast rise of the electric field change
(panel (d)). The peak current of the breakdown was −47 kA. . . . . . . . . . . . . . . . . . 86
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8.4

Interferometer data for NBE 9. (a,c) Radiation centroids (circular markers,
coloured and sized by VHF power) for NBE 9, plotted in elevation vs.
azimuth, showing the breakdown activity was primarily vertical. Each marker
denotes the average angular position of the 128 source solutions in each
0.7-µs window, and error bars denote the standard deviations. (b,d) Radiation
centroids and fast electric field change (sferic) observations (black waveform)
superimposed on the VHF waveform (gray), showing the upward propagation
of the VHF source. The positive sferic waveform is indicative of a
downward-directed current, consistent with the NBE occurring below the
storm’s upper positive charge, and indicating the upward development was
due to negative-polarity breakdown. The breakdown ascended '400 m in
10 µs, corresponding to a speed of '4×107 m s−1 . (e) Semilog plot of the
VHF power vs. time, showing the fast exponential rise of the radiation (rise
time τ = 0.23 µs), coincident with the fast rise of the electric field change
(panel (d)). The peak current of the breakdown was −58 kA. . . . . . . . . . . . . . . . . . 87

8.5

Radio images of NBE 2. Elevation vs. azimuth images of (a) an ideal point source
at NBE 2’s location (Az, E` = 50◦ , 23◦ ), called the point spread function
(PSF), (b-e) sample images at '4 µs intervals during the first 15 µs of NBE 2,
corresponding to its upward fast negative breakdown (FNB) phase, and (f-i)
sample images during successive 15 µs intervals. In each case the images are
0.7 µs exposures, normalized to the peak amplitude of the centroid. The
central lobe of the PSF shows the angular resolution of the three-antenna array
and, along with the side lobes, remains essentially unchanged during the FNB,
consistent with the VHF radiation being from a localized source. Following
the FNB, the central lobe becomes increasingly elongated and the side lobes
intensify and become disorganized, indicative of extended and/or multiple
radiation sources. (j) Standard deviations (SD) of the central lobe in the (cosα,
cosβ) projection plane vs. time (red, blue symbols), compared to the SD of
the PSF function (grey line), quantitatively showing the radiation to be
localized during the FNB and increasingly non-localized and random
subsequent to the FNB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

8.6

NBE 2 simulation. Simulated radiation centroids (circular markers, coloured and
sized by VHF power) of a vertically-propagating point source, having the
same VHF amplitudes, altitudes, and speed of NBE 2. Each marker denotes
the average angular position of the 128 source solutions in each 0.7-µs
window, and error bars denote the standard deviations. (a,b) Centroid
locations without added noise, plotted in elevation vs. azimuth and elevation
vs. time, respectively, and (c,d) same, but with the pre-flash noise of NBE 2
added, showing that the resulting scatter in elevation and azimuth is partially
but not fully accounted for by the pre-flash noise. . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
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8.7

Radio images of different source types. Simulated images and related information
of: (a-e) an ideal point source, corresponding to the point spread function
(PSF) of the antenna array, (f-j) the effect of uncorrelated noise on the
observations, and the effect of angular separation of two equal-power point
sources in azimuth (k-o), and elevation (p-t). Each image shows the
˜ of a 0.7 µs exposure of sources at the location of
normalized intensity (I)
NBE 2. Panels (c) and (d) show that the central lobe of the PSF has a standard
deviation (SD) of 0.011 in both the cosα and cosβ directions, corresponding
to SDs of 1.6◦ and 3.8◦ in azimuth and elevation. As seen in panel (j), added
noise has little effect on the size of the central lobe, remaining close to the
PSF value of 0.011 (horizontal grey line) for signal to noise ratios as large as
unity (0 dB). Binary sources have a much stronger effect, with the two sources
being readily distinguishable for azimuthal separations of 2◦ or elevation
separations of 5-6◦ . The fixed central lobe becomes noticeably deformed well
before that (panels (o) and (t)). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

9.1

2016.08.24 CG2 flash overview. (a) The whole flash, showing the FA and VHF
waveforms (black and blue waveforms, respectively), and INTF sources
(markers colored by time) are shown in elevation versus azimuth, and
elevation versus time. (b) Same as (a), but for the highlighted light-gray
region in (a). The panel shows the (downward) negative leader development,
followed later by visible positive leader development back near the flash
initiation location. The flash initially developed one main vertical breakdown
channel, but became increasingly branched and developed more horizontally
over time, with the leader reaching ground after '30 ms. (c) Same as (a) and
(b), but for the highlighted dark-gray region in (b) and with INTF sources
colored by VHF power. The panel shows detail of the initial breakdown stage
of the flash, which was initiated without an apparent NBE or fast breakdown
event, and instead was initiated by low-power VHF activity / FA-quiet
activity. From 0 to 1.5 ms, '12 narrow IBPs and 8 classic IBPs occurred, with
FA-quiet periods occurring in-between most pulses. . . . . . . . . . . . . . . . . . . . . . . . . 103
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9.2

2016.09.14 IC3 flash overview. (a) The whole flash, showing the FA and VHF
waveforms (black and blue waveforms, respectively), and INTF sources
(markers colored by time) are shown in elevation versus azimuth, and
elevation versus time. (b) Same as (a), but for the highlighted light-gray region
in (a). The panel shows the (upward) negative leader development, followed
later by visible positive leader development back near the flash initiation
location. The flash initially developed one main vertical breakdown channel,
but became increasingly branched and developed more horizontally over time.
(c) Same as (a) and (b), but for the highlighted dark-gray region in (b) and
with INTF sources colored by VHF power. The panel shows detail of the
initial breakdown stage of the flash, which was initiated without an apparent
NBE or fast breakdown event, and instead was initiated by low-power VHF
activity / FA-quiet activity. From 0 to 7 ms, '23 narrow IBPs and 2 classic
IBPs occurred, with FA-quiet periods occurring in-between most pulses. . . . . . . 105

9.3

Classic IBPs in CG flashes. An example classic IBP (CIBP) is shown from each
of the three CG flashes: from CG1 on the top, CG2 in the middle, and CG3 on
the bottom. INTF sources (circular markers) are shown in elevation versus
azimuth (left plots), and elevation versus time (right plots). The FA and VHF
signals (black and blue waveforms, respectively) are also shown in the
right-most plots. In the elevation versus time plots (right panels), the colored
markers indicate sources used for computing extent and speed during each
CIBP, the black sources denote activity just before the CIBP, and white
sources denote activity just after the CIBP. This same color scheme is used in
the elevation versus azimuth plots (left panels), with the entire preceding flash
activity colored gray. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

9.4

Classic IBPs in IC flashes. An example classic IBP (CIBP) is shown from each of
the three IC flashes: from IC1 on the top, IC2 in the middle, and IC3 on the
bottom. INTF sources (circular markers) are shown in elevation versus
azimuth (left plots), and elevation versus time (right plots). The FA and VHF
signals (black and blue waveforms, respectively) are also shown in the
right-most plots. In the elevation versus time plots (right panels), the colored
markers indicate sources used for computing extent and speed during each
CIBP, the black sources denote activity just before the CIBP, and white
sources denote activity just after the CIBP. This same color scheme is used in
the elevation versus azimuth plots (left panels), with the entire preceding flash
activity colored gray. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
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9.5

Narrow IBPs in CG flashes. An example narrow IBP (NIBP) is shown from each
of the three CG flashes: from CG1 on the top, CG2 in the middle, and CG3 on
the bottom. INTF sources (circular markers) are shown in elevation versus
azimuth (left plots), and elevation versus time for two different time ranges
(two right plots). The FA and VHF signals (black and blue waveforms,
respectively) are also shown in the right-most plots. The colored markers
indicate sources during the NIBP, the black markers denote activity just before
the NIBP, and white sources denote activity just after the NIBP. In the left
panels, the entire preceding flash activity is colored gray. . . . . . . . . . . . . . . . . . . . 111

9.6

Narrow IBPs in IC flashes. An example narrow IBP (NIBP) is shown from each
of the three IC flashes: from IC1 on the top, IC2 in the middle, and IC3 on the
bottom. INTF sources (circular markers) are shown in elevation versus
azimuth (left plots), and elevation versus time for two different time ranges
(two right plots). The FA and VHF signals (black and blue waveforms,
respectively) are also shown in the right-most plots. The colored markers
indicate sources during the NIBP, the black markers denote activity just before
the NIBP, and white sources denote activity just after the NIBP. In the left
panels, the entire preceding flash activity is colored gray . . . . . . . . . . . . . . . . . . . . 112

9.7

FA-quiet activity in CG flashes. An example FA-quiet period (FAQ) is shown
from each of the three CG flashes: from CG1 on the top, CG2 in the middle,
and CG3 on the bottom. INTF sources (circular markers) are shown in
elevation versus azimuth (left plots), and elevation versus time (right plots).
The FA and VHF signals (black and blue waveforms, respectively) are also
shown in the right-most plots. In the elevation versus time plots (right panels),
the colored markers indicate sources used for computing extent and speed
during each FAQ, the black sources denote activity just before the FAQ, and
white sources denote activity just after the FAQ. This same color scheme is
used in the elevation versus azimuth plots (left panels), with the entire
preceding flash activity colored gray. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

9.8

FA-quiet activity in IC flashes. An example FA-quiet period (FAQ) is shown from
each of the three IC flashes: from IC1 on the top, IC2 in the middle, and IC3
on the bottom. INTF sources (circular markers) are shown in elevation versus
azimuth (left plots), and elevation versus time (right plots). The FA and VHF
signals (black and blue waveforms, respectively) are also shown in the
right-most plots. In the elevation versus time plots (right panels), the colored
markers indicate sources used for computing extent and speed during each
FAQ, the black sources denote activity just before the FAQ, and white sources
denote activity just after the FAQ. This same color scheme is used in the
elevation versus azimuth plots (left panels), with the entire preceding flash
activity colored gray. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
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9.9

2016.08.24 CG1 flash overview. (a) The whole flash, showing the FA and VHF
waveforms (black and blue waveforms, respectively), and INTF sources
(markers colored by time) are shown in elevation versus azimuth, and
elevation versus time. (b) Same as (a), but for the highlighted light-gray
region in (a). The flash initially developed with few and relatively small
branches, but became increasingly branched and developed more horizontally
over time, with the leader first reaching ground at '12 ms. (c) Same as (b),
but for the highlighted dark-gray region in (b) and with INTF sources colored
by VHF power. The flash was initiated by a NBE generated by fast positive
breakdown, and was immediately followed by a FA-quiet period lasting
'200 µs. From '200 µs to '2 ms, '19 narrow IBPs and 5 classic IBPs
occurred, with FA-quiet periods occurring in-between most pulses. . . . . . . . . . . . 119

9.10 2016.09.02 CG3 flash overview. (a) The whole flash, showing the FA and VHF
waveforms (black and blue waveforms, respectively), and INTF sources
(markers colored by time) are shown in elevation versus azimuth, and
elevation versus time. (b) Same as (a), but for the highlighted light-gray
region in (a). The flash initially developed two main branches, each having
relatively small branches for the first 1.5 ms, but becoming increasingly
branched and developing more horizontally over time, with the leader
reaching ground after '130 ms. (c) Same as (b), but for the highlighted
dark-gray region in (b) and with INTF sources colored by VHF power. The
flash was initiated without an apparent NBE or fast breakdown, and instead
was initiated by low-power VHF activity, similar to the FA-quiet INTF
sources immediately following the NBE in Figure 9.9c, and lasting '180 µs.
From '180 µs to 1.5 ms, '19 narrow IBPs and 6 classic IBPs occurred, with
FA-quiet periods occurring in-between most pulses. . . . . . . . . . . . . . . . . . . . . . . . . 120
9.11 2016.08.09 IC1 flash overview. (a) The whole flash, showing the FA and VHF
waveforms (black and blue waveforms, respectively), and INTF sources
(markers colored by time) are shown in elevation versus azimuth, and
elevation versus time. (b) Same as (a), but for the highlighted light-gray
region in (a). The flash initially developed vertically, but became increasingly
branched and developed more horizontally over time. (c) Same as (b), but for
the highlighted dark-gray region in (b) and with INTF sources colored by
VHF power. The flash was initiated without an apparent NBE or fast
breakdown, and instead was initiated by low-power VHF activity, similar to
the FA-quiet INTF sources immediately following the NBE in Figure 9.9c and
the initiating breakdown in Figure 9.10c, lasting '100 µs. From '100 µs to
4.0 ms, '18 narrow IBPs and 6 classic IBPs occurred, with FA-quiet periods
occurring in-between most pulses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
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9.12 2016.09.02 IC2 flash overview. (a) The whole flash, showing the FA and VHF
waveforms (black and blue waveforms, respectively), and INTF sources
(markers colored by time) are shown in elevation versus azimuth, and
elevation versus time. (b) Same as (a), but for the highlighted light-gray
region in (a). The flash initially developed without visible branching,
developing several branches and developing more horizontally over time.
(c) Same as (b), but for the highlighted dark-gray region in (b) and with INTF
sources colored by VHF power. The flash was initiated without an apparent
NBE or fast breakdown, and instead was initiated by low-power VHF activity,
similar to the FA-quiet INTF sources immediately following the NBE in
Figure 9.9c and the initiating breakdown in Figures 9.10c and 9.11c, lasting
'550 µs. From '550 µs to 4.0 ms, '14 narrow IBPs and 4 classic IBPs
occurred, with FA-quiet periods occurring in-between most pulses. . . . . . . . . . . . 122
9.13 20160824 CG1 analysis. The 2-D speeds of classic IBPs (black lines) and
FA-quiet periods (white lines) are shown superimposed on activity during the
initial flash development shown in Figure 9.9c. The black circles denote the
sources corresponding to each narrow IBP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
9.14 20160824 CG2 analysis. The 2-D speeds of classic IBPs (black lines) and
FA-quiet periods (white lines) are shown superimposed on activity during the
initial flash development shown in Figure 9.9c. The black circles denote the
sources corresponding to each narrow IBP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
9.15 20160902 CG3 flash analysis. The 2-D speeds of classic IBPs (black lines) and
FA-quiet periods (white lines) are shown superimposed on activity during the
initial flash development shown in Figure 9.10c. The black circles denote the
sources corresponding to each narrow IBP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
9.16 20160809 IC1 analysis. The 2-D speeds of classic IBPs (black lines) and FA-quiet
periods (white lines) are shown superimposed on activity during the initial
flash development shown in Figure 9.11c. The black circles denote the
sources corresponding to each narrow IBP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
9.17 20160902 IC2 analysis. The 2-D speeds of classic IBPs (black lines) and FA-quiet
periods (white lines) are shown superimposed on activity during the initial
flash development shown in Figure 9.12c. The black circles denote the
sources corresponding to each narrow IBP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
9.18 20160914 IC3 analysis. The 2-D speeds of classic IBPs (black lines) and FA-quiet
periods (white lines) are shown superimposed on activity during the initial
flash development shown in Figure 9.12c. The black circles denote the
sources corresponding to each narrow IBP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
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9.19 20160824 CG1 lightning mapping array (LMA) data. LMA sources are colored
by time, with blue sources indicating earlier times, and red sources indicating
later times. The negative cloud-to-ground flash initiated about 6 km plan
distance southeast of the INTF, at an altitude of about 6 km. . . . . . . . . . . . . . . . . . 129
9.20 20160824 CG2 lightning mapping array (LMA) data. LMA sources are colored
by time, with blue sources indicating earlier times, and red sources indicating
later times. The negative cloud-to-ground flash initiated about 9.1 km plan
distance southeast of the INTF, at an altitude of about 6.5 km. . . . . . . . . . . . . . . . 130
9.21 20160902 CG3 lightning mapping array (LMA) data. LMA sources are colored
by time, with blue sources indicating earlier times, and red sources indicating
later times. The negative cloud-to-ground flash initiated about 6.1 km plan
distance nearly due south of the INTF, at an altitude of about 6 km. . . . . . . . . . . . 131
9.22 20160809 IC1 lightning mapping array (LMA) data. LMA sources are colored by
time, with blue sources indicating earlier times, and red sources indicating
later times. The normal-polarity intracloud flash initiated about 15.5 km plan
distance southeast of the INTF, at an altitude of about 6 km. . . . . . . . . . . . . . . . . 132
9.23 20160902 IC2 lightning mapping array (LMA) data. LMA sources are colored by
time, with blue sources indicating earlier times, and red sources indicating
later times. The normal-polarity intra-cloud flash initiated about 7.8 km plan
distance nearly due east of the INTF, at an altitude of about 7 km. . . . . . . . . . . . 133
9.24 20160914 IC3 lightning mapping array (LMA) data. LMA sources are colored by
time, with blue sources indicating earlier times, and red sources indicating
later times. The normal-polarity intra-cloud flash initiated about 6.8 km plan
distance nearly due east of the INTF, at an altitude of about 7.5 km. . . . . . . . . . . 134
10.1 Observations of the Florida EIP, showing (a) the fast E(t) and Duke (∼dB/dt)
waveforms for the first 4.5 ms of the flash, and (c,d) expanded views of the
waveforms for the initiating NBE and EIP event. The panels also show the
time-integrated estimate of B(t) (blue waveforms) and their comparison with
the directly-measured E(t) waveforms (red). Panels (e) and (f) show the
corresponding current- and charge-moment changes, MI (orange) and MQ
(pink), obtained by integrating the E(t) waveform (black). The changes are
superimposed on the VHF waveform from the INTF, along with the times of
the LMA and NLDN detections (‘o’ and ‘x’ symbols, respectively). The plan
view map of panel (b) shows the offshore locations of the NBE and EIP by the
LMA and NLDN relative to the INTF at KSC (black triangle), and the Duke
sensor at FIT (black ‘+’), along with the locations of four of the KSC LMA
stations (green squares). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
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10.2 Overview of the EIP-generating flash and storm. (a,b) LMA observations of the
EIP flash (white dots) overlaid on LMA-determined storm charge structure
(red for positive charge, blue for negative charge) in orthogonal East-West and
North-South vertical projections. The storm charge corresponds to a
'5-minute period of vertical storm growth that includes the EIP flash. (c,d)
INTF observations for the flash, colored and sized by VHF power, and the
corresponding LMA observations (white dots), plotted in elevation versus
azimuth, and elevation versus time, respectively. The NBE and EIP
correspond to the two groupings of high-power INTF sources in the first few
milliseconds of the flash, near 14◦ and 18◦ elevation, respectively. (e) FA fast
electric field change (black) and INTF VHF (gray) waveforms of the EIP
flash, corresponding to the same time period as in (c) and (d). . . . . . . . . . . . . . . . . 141
10.3 Early stages of the EIP-generating flash. (a) INTF sources for the first 3.8 ms of
the flash plotted in altitude/elevation versus time, colored and sized by
detected VHF power, along with the corresponding FA electric field-change
(black) and INTF VHF (gray) waveforms. The vertical dashed lines separate
different stages of the flash evolution, shown in altitude/elevation vs. azimuth
plots in (b)-(h), where the INTF sources in each stage are colored by time and
prior sources are colored in black. The stages consist of: (b) the
flash-initiating NBE, lasting about 40 µs, (c) about 1.5 ms of non-propagating,
quiescent and scattered activity after the NBE preceding the negative leader
development, (d) onset and development of the initially fast ('3.2×106 m/s)
negative leader, (e) a '10-µs downward “step” that interrupted the upward
development of the negative leader, (f) resumption of the slowed-down
('5×105 m/s) leader, (g) exceptionally fast (6×106 m/s) upward progression
of INTF sources, and (h) the EIP-associated INTF sources, which depict a
rapid succession of fast-propagating (107 -108 m/s) breakdown events. (i)
INTF sources for the full 3.8 ms interval, colored and sized by detected VHF
power. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
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10.4 EIP detailed evolution. (a) The INTF sources during the EIP (i.e., during the time
interval shown in Figure 10.3h) are plotted in altitude/elevation versus time,
and are colored and sized by detected VHF power, with sources prior to the
EIP colored in black, along with the corresponding FA electric field-change
(black) and VHF (gray) waveforms, and the times of the NLDN (‘x’) and
LMA (‘o’) events. (b) The natural log of the VHF power shows the onset of
an exponential rise in VHF power (thick dashed line at 3.284 ms) up to the
moment the signal saturated. The thin vertical dashed lines in (a) and (b)
identify 4 successive intervals that are examined in altitude/elevation vs.
azimuth plots in (c)-(f), where the sources in each interval are colored by time
and prior sources are colored in black. A 12-µs offset is visible between the
onset of main EIP pulse (thin dashed line at 3.272 ms) and the onset of the
large VHF burst (thick dashed line at 3.824 ms). (c) Apparent downward
source motion with speed 2.6×108 m/s, (d) apparent upward source motion
with speed 1.2×108 m/s, (e) apparent downward source motion with an initial
speed of 5.7×107 m/s, then a faster speed of 1.0×108 m/s, and (f) upward fast
negative breakdown with an initial speed of 4.2×107 m/s, then a slower speed
of 1.3×107 m/s. (g) The INTF sources during the entire EIP, colored and sized
by detected VHF power. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
10.5 Comparisons of the flash-initiating NBE and the EIP. The INTF sources, FA
(black) and VHF (light blue) waveforms, and times of the NLDN (‘x’) and
LMA (‘o’) events for the NBE (a,c) and the EIP (b,d). Displayed on similar
vertical scales, (a) and (b) compare the NBE and EIP for a 140 µs interval,
and (c) and (d) compare the NBE and EIP in a zoomed-in view for a 40 µs
interval. Both the NBE and EIP have a VHF burst associated with fast positive
breakdown (FPB) of similar duration, extent, and speed. The FPB is
associated with spikey perturbations on the FA waveform in (c), and in (d)
similar perturbations are superimposed on the much larger, more
smoothly-developing EIP sferic between 3287 and 3297 µs. The perturbation
on the smooth EIP pulse near 3282 µs is apparently due to radio frequency
interference (RFI) of unknown origin, because similar RFI occurs on only one
of the three INTF VHF waveforms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
10.6 EIP storm activity. (a) Flash activity around the EIP flash. Two intracloud flashes
(blue and green) preceded the EIP flash (red), and a cloud-to-ground (brown)
occurred subsequently. Flashes “IC2” and “CG5” occurred in the same
newly-developing eastern cell where the EIP flash occurred, whereas the
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ABSTRACT
Broadband Radio Mapping and Imaging of Lightning Processes
by
Julia Napolin Tilles
University of New Hampshire, May, 2020
Though thunderstorms and lightning are commonplace on Earth, it is still unclear how lightning initiates, propagates, and how it is involved in generating intense bursts of gamma-rays that
can be detected by spacecraft. Lightning is a hot, highly-ionized plasma channel, capable of carrying up to hundreds of kiloamperes electric current, and extending many kilometers in length for
hundreds of milliseconds at a time. Despite its immensity, lightning can be difficult to observe, as
it primarily initiates and propagates deep within thunderclouds, optically obscured by thousands
of cubic kilometers of cloud water and ice. Broadband radio interferometry has been developed
to study lightning at radio frequencies, offering us a way to “see” inside the clouds. The technique, which is still in its infancy for lightning research, allows for lightning radio emissions to be
mapped and/or imaged with extremely fine time resolution. In this dissertation, a newly-developed
three-element, broadband VHF ('14-88 MHz), 16-bit radio interferometer (INTF) is used to investigate extremely transient thunderstorm electrical phenomena involved in lightning initiation,
propagation, and high-energy photon production. The investigations demonstrate the novel science
that can be done with the INTF system, and reveal previously unforeseen dynamics of lightning
formation.
Specifically, we image and map the VHF emissions of narrow bipolar events (NBEs), initial
breakdown pulses (IBPs), and an energetic in-cloud pulse (EIP) with sub-microsecond resolution.
NBEs have long been of interest to the lightning community because they are the most powerful natural emitters of high-frequency and very-high-frequency radio waves on Earth. Moreover,
NBEs are readily identifiable by their narrow (∼10 µs wide), bipolar sferics (∼3 kHz-3 MHz radio
emissions). NBEs are not lightning, but appear to be a precursor to lightning, occurring either
in complete isolation, or at the beginning of a lightning flash. IBPs, in contrast, never occur in
isolation, but rather are the hallmark of lightning channel formation. IBPs typically occur in long
trains of sferic pulses, and indicate the imminence of lightning during the first milliseconds after lightning initiation. An IBP is also identified by its sferic, having a bipolar waveform some
tens of microseconds wide, the initial pulse of which is superimposed by ∼1 µs-wide subpulses.
Lastly, EIPs are high-peak-current (>200 kA) events that are involved in the generation of terrestrial gamma-ray flashes (TGFs), which are intense bursts of gamma-rays that radiate out the tops
of thunderclouds and are detected in space. EIPs have a signature high-amplitude, ∼50 µs-wide
sferic, which is time-aligned with satellite-borne gamma-ray detections. EIPs can thus serve as
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a proxy for TGFs, offering a way to investigate TGFs using ground-based radio sensors, without
necessarily needing satellite data.
The physical natures of NBEs, IBPs, and EIPs have been active areas of research over the last
decade. For over half a century, the role that IBPs play in initial hot channel formation has been
under debate. More recently, intense investigation has been focused on exactly how NBEs are
involved in lightning initiation. Just in the last few years, EIPs were discovered, offering a new
way to investigate the role that lightning plays in TGF generation.
By investigating NBEs with the INTF, we discovered a newly-identified form of streamerbased breakdown, termed fast negative breakdown, that does not fit with our current understanding
of lightning initiation. Streamers are cold filamentary plasma channels, and based on conventional
dielectric theory, it was hypothesized that lightning should be initiated by positive streamers, which
carry electric current in their propagation direction. However, fast negative breakdown carries
electric current opposite its propagation direction, propagating ∼500 m through virgin air with
an unusually fast speed of ∼107 m/s. Aside from breakdown polarity, fast negative breakdown is
in many ways similar to recently reported fast positive breakdown that generates the majority of
NBEs, and that is expected from conventional dielectric theory.
We additionally show that similarly fast breakdown is involved in the production of both IBPs
and EIPs. Using the INTF, we show that the IBP process is dominated by a fast-propagating
∼107 m/s streamer-based negative breakdown that propagates the channel about ∼100 m into
virgin air, similar to the fast negative breakdown associated with NBEs. We show that the streamerbased channel extension leads to a sustained electric current, indicating the existence of a hot
conductive lightning channel. Fast-propagating ∼107 -108 m/s breakdown of both polarities is
also a prominent feature during the EIP, but occurs over a larger (>1-km altitude) volume than
during NBEs or IBPs. We show that repeated downward- and upward-propagating fast positive and
negative breakdown are somehow coupled to the generation of relativistic electrons and associated
ionization. We conclude that the electric current that produces the EIP sferic is generated by a
newly discovered type of self-sustaining discharge termed a relativistic feedback discharge (RFD),
which involves multiple generations of relativistic electron avalanches and back-scattered positrons
and X-rays. Our study further demonstrates that TGFs can be produced by RFDs.
The INTF was developed by New Mexico Tech, and deployed and operated at Kennedy Space
Center (KSC) in Florida during summer 2016 to obtain the data used herein.
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Part I
Introduction
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CHAPTER 1
OVERVIEW

Some of the most basic questions about lightning, e.g., how lightning initiates and how it propagates, are still not fully understood (Petersen et al., 2008). The problem is due partly to the
stochastic nature of lightning, so that direct measurements such as channel current, temperature,
nearby electric and magnetic fields, and high-energy photon emissions are incredibly difficult, if

(a)

(b)

(c)

(d)

Figure 1.1: Cloud-to-ground lightning leader optical and radio emissions. (a) A 142 µs exposure
optical image shows lightning leaders exit the cloud and propagate to ground. (b) A high-speed
streak-camera photograph shows a lightning leader propagating 360 m below the cloud base to
ground over time (dim features progressing downward, left to right), followed by connection to
ground and the return stroke (large surge of luminosity) along the channel. Adapted from Berger &
Vogelsanger (1966). (b) A streak photograph of the lowest '1 km of a lightning leader connected
to ground, showing variations in luminosity, i.e., current, along the channel over time (left to right).
Adapted from Jordan et al. (1995). (c) The currents from large-scale (km-length) leaders produce
emissions in very-low and low frequency radio, as illustrated for a lightning return stroke measured
by a ∼1 Hz-400 kHz passband sensor. Adapted from Bitzer et al. (2013).
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not impossible, to obtain. The problem is also partly due to the vast spatial (meters to kilometers)
and temporal (sub-microsecond to milliseconds) scales involved in lightning, which ultimately
requires high data throughput and storage. The problem is further exacerbated by lightning’s locale – the exceptionally turbulent, wet, and icy interiors of thunderclouds, which are also optically
opaque. Some direct measurements of electric current can be obtained by triggering lightning to
ground-based sensors using rockets (Dwyer et al., 2003; Biagi et al., 2010; Dwyer et al., 2011),
while high-speed optical sensors have been used extensively to investigate the morphology and
dynamics of lightning below the cloud base (Saba et al., 2008; Biagi et al., 2010; Hill et al., 2011;
Petersen & Beasley, 2013), as well as channel temperature (Orville, 1968; Chang et al., 2017).
For example, the high-speed optical images in Figures 1.1 and 1.2 demonstrate the morphology
and dynamics of lightning below the cloud base, which involves a branched lightning channel that
“steps” to ground, followed by the connection to ground and a large surge in current along the
channel. However, lightning that comes to ground makes up only a small portion of all lightning
activity (Boccippio et al., 2000). Moreover, channels exiting the cloud base, like those seen in Figures 1.1a, constitute a very small portion of the overall lightning channel. Optical measurements
cannot reveal how lightning initiates deep inside thunderclouds, nor how lightning is involved in
generating intense bursts of gamma radiation that can be detected in space (Figure 1.3).
Though it is unclear exactly how lightning initiates and propagates, much of what is known
about lightning comes from remote electromagnetic radio measurements. Thunderclouds are largely
transparent to radio frequencies, and fortunately lightning is a strong radio emitter in a broad range
of frequencies. Lightning leaders are hot, highly-ionized channels that can maintain large currents along channels many kilometers long for many milliseconds (Bruning & MacGorman, 2013).
Lightning leaders thus emit strongly at low radio frequencies (∼1-100 kHz) (Bitzer et al., 2013).
For example, the streak photograph in Figure 1.1b shows lightning leaders coming to ground (dim
features progressing downward, left to right). When the leader connects to ground, a huge surge
in current and luminosity propagates upward along the channel, termed the “return stroke”, which
is typically what people identify as lightning by eye. Variations in current (and hence luminosity)
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(a)

(b)

Figure 1.2: Streamers in lightning observation and simulation. (a) A 100-µs optical image of a
lightning leader tip propagating to ground. The original image, (1), is inverted in (2), and enhanced
in (3). The white features in (1) are due to optical light from a hot lightning leader, whereas the
gray filaments indicated by the bracket in (3) are due to streamer-zone streamers. Adapted from
Petersen & Beasley (2013). (b) Streamer simulation results show, from top to bottom, a crosssection of streamer electron density, space charge density, electric field, and longitudinal current
density, showing a concentration at the streamer head. The growth rate of the current leads to
electromagnetic emissions extending to ∼100 MHz. Adapted from Shi et al. (2016).

along the channel (Figure 1.1c) create strong emissions at low radio frequencies. Such sferics, or
broadband radio frequency emissions, are shown for a return stroke in Figure 1.1d.
Lightning is also composed of a lesser-known type of discharge called a streamer. Streamers
are cold filamentary plasma channels, forming in the high electric fields at the tips of lightning
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Figure 1.3: Depiction of terrestrial gamma-ray flash (TGF). High-energy electrons (yellow),
positrons (green), and gamma-rays (pink) begin to emanate from a thundercloud top, moving progressively upward into the near-space environment over time (from the left to the right
panel). The charged particles (electrons and positrons) travel along magnetic field lines. Credit:
NASA/Goddard Space Flight Center/J. Dwyer, Florida Institute of Technology.

leaders. For instance, Figure 1.2a shows a 100-µs optical image of a leader tip, which can be
seen as bright (i.e., white) features in panel 1. In the inverted and enhanced image in panel 3,
the streamers can be seen as wispy gray features emanating from the leader tip. Streamers at
thunderstorm altitudes emit up to high and very high frequency (∼1-100 MHz) radio (Shi et al.,
2016; Liu et al., 2019). For instance, Figure 1.2b shows that the longitudinal current density of a
simulated streamer is concentrated at the streamer head. The growth rate of the current leads to
electromagnetic emissions extending to at least tens of MHz.
By making measurements of lightning at various radio frequencies simultaneously, it is possible
to probe different properties of the emitters, such as electric current on large (∼kilometer) and
small (∼meter) spatial scales. In addition, by using a network of radio sensors, it is possible to
image and/or map the motion of lightning in radio, providing the extents, speeds, and general
morphology and dynamics of the emitting processes.
Mapping and imaging lightning processes in broadband (i.e., high-speed) radio is the crux
of this dissertation. The remainder of Part I introduces the lightning processes studied herein,
and lists the main scientific contributions of this dissertation. Part II describes the broadband
radio interferometer used for mapping and imaging lightning, and also describes complementary
measurement systems. In Part III, the detailed results are given.
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CHAPTER 2
PHENOMENOLOGY
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2.1

Thunderstorms

Thunderstorms take place in the troposphere, which is the lowest region of Earth’s atmosphere,
where temperature decreases with height. Thundercloud development is driven by heating at lower
altitudes, which causes moist air to rise, and as the air rises and cools, it condenses to form cloud,
which releases latent heat and creates further lift. Given enough heating and moisture at lower
altitudes, thunderclouds can develop, with fierce updrafts ranging from '1 m/s up to more than
40 m/s (i.e., 90 mph) (Marshall et al., 1995a). Thundercloud tops can reach up to ∼20 km altitude
near the equator (Ushio et al., 2001) where the tropopause is highest (Hoinka, 1999). The bottommost portion of a thundercloud is warm, consisting entirely of liquid water, and takes place below
'5 km altitude in a typical Florida thunderstorm, as depicted in Figure 2.1. However, at about
-40◦ C ('10 km altitude in a typical Florida thunderstorm), all water becomes solid ice, either in
the form of small ice crystals, or in larger pellets known as graupel. In between the 0◦ C and -40◦ C

(a)

(b)

Figure 2.1: Normal-polarity thunderstorms. (a) The deepest convection occurs in tropical regions
at sea level, such as in Florida, where the troposphere is deepest. In regions at higher latitude,
thunderstorms are less deep, especially in high-elevation regions such as New Mexico. Winter
thunderstorms, such as those that occur in Japan, are much less deep due to reduced heating at
lower altitudes. Adapted from Krehbiel (1986). (b) Heavy negatively-charged graupel pellets fall
to lower storm altitudes than positive-charged ice crystals, forming a dipole charge structure in
thunderstorms. Adapted from Williams (2006).
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levels, a “mixed phase” exists, which consists of ice and super-cooled water still in its liquid phase.
Figure 2.2 shows a conceptual drawing of a thundercloud vertical cross section, showing a strong
central updraft that suspends water and ice inside the cloud, with downdrafts existing outside of the
main convective core. Because temperature decreases with altitude in the troposphere, stratified
regions of different hydrometeors are established in the cloud. Liquid water content in the mixed
phase region largely controls what sign of charge is attributed to graupel, and so it is primarily
responsible for the different charge configurations that can be found in thunderclouds (Takahashi,
1978; Bruning et al., 2014). For example, Figure 2.3a shows a diagram of graupel becoming
charged after a collision with an ice crystal in the mixed-phase region. The ice crystal then takes
the opposite charge as the graupel. Figure 2.3b demonstrates how the sign of the charge to graupel
depends on the liquid water content and temperature. Since temperature is another way to indicate
thundercloud altitude, the dotted curves represent possible charge configurations as a function of
thunderstorm altitude, with the top curve representing a storm dominated by a deep positive charge
region, and the bottom three curves representing storms with varying depths of dominant negative
charge.
For instance, a “normal-polarity” storm consists of a dipole or tripole storm charge structure
that has a main negative storm charge at mid-altitudes, with a region of lesser positive charge on top
(Figure 2.1), and sometimes an even lesser positive region at the base of the cloud. Normal-polarity
charge structures are prominent in “air mass” storms in New Mexico, Florida, and Japan where
many of the earliest studies on storm charge structure took place (Krehbiel, 1986). In addition,
more recent “anomalous” charge structures have been identified, particularly in the Great Plains
area of the United States (Fuchs et al., 2015). Anomalous storms generally feature a main positive
charge region at mid-altitudes, and are associated much more with severe weather and tornadic
storms (MacGorman & Burgess, 1994; Smith et al., 2000).
Due to the influence of gravity, the formation of stratified regions of different cloud water
particles, or hydrometeors, naturally occurs, as illustrated in Figure 2.1b. Heavier graupel falls to
lower altitudes but remains suspended by strong updrafts in the cloud, while lighter ice crystals can
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Figure 2.2: Thundercloud temperature and hydrometeor profile. Strong updrafts (upward-pointing
arrows) suspend liquid water and water ice throughout the thundercloud. Below the 0◦ C level, the
water content is all liquid, and above the -40◦ C level, the water content is all ice. However, between
the 0◦ C and -40◦ C levels, a mixed region of liquid and ice water exists. Downdrafts outside of the
main convective core are shown with the downward-curving arrows. Adapted from Korolev et al.
(2017).

float higher aloft. It is hypothesized that a normal-polarity storm forms when graupel pellets carry
negative charge to mid-altitudes, and ice crystals carry positive charge to higher altitudes, forming
the storm charge dipole. In addition, a lower positive charge region sometimes forms, creating a
storm charge tripole, but it is not entirely clear how this region forms (Williams, 1989, 2006). The
altitudes of the different thundercloud regions depend largely on the latitude and season where a
thunderstorm occurs. Figure 2.1a shows that the temperature profiles of summer-time Florida and
New Mexico thunderstorms tend to be similar, whereas for winter-time thunderstorms, such as
those that take place in Japan, the entire thundercloud is at a drastically lower altitude. Moreover,
because of the higher elevations and higher latitudes in New Mexico than Florida, New Mexico
thunderstorms will generally not be as deep as Florida thunderstorms, having higher cloud bases
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(a)

(b)

Figure 2.3: Charging to graupel in the mixed phase region of thunderstorms. (a) A graupel particle falls due to gravity, and grows as a result of liquid water freezing on its surface. Charge
transfer between graupel and an ice crystal occurs after collision. Adapted from Emersic (2006).
(b) The charge imparted to graupel after collision with an ice particle is not of a fixed sign, but is
dependent on the temperature and the amount of liquid water present. The temperature axis can be
identically interpreted as thunderstorm altitude, with the dotted curves representing possible storm
charge configurations. For instance, the storm could be dominated by a deep positive charge layer
(top curve), or varying depths of dominant negative charge (bottom three curves). Adapted from
Bruning et al. (2014).

(due in part to terrain) and lower cloud tops (due in part to a lower tropopause at higher latitudes)
than in Florida.
Lightning is thought to initiate in between stratified regions of storm charge, where the electric fields would be highest. For example, Figure 2.4 shows the VHF radio sources associated with
lightning developing bidirectionally away from an initiation point in a thunderstorm, superimposed
on the vertical cross-section of thundercloud radar reflectivity. Presumably, the initiation point occurred between stratified regions of charge. Lightning, once formed, is a highly-ionized conductor
that becomes polarized in the thundercloud electric field. One end of the lightning channel will
have a net negative charge – this is termed the negative leader – and the other end of the lightning
channel will have a net positive charge – this is termed the positive leader. Negative and positive
leaders behave differently (Section 2.2), which allows them to be distinguished in VHF mapping
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(a)

(b)

Figure 2.4: Lightning activity superimposed on vertical cross-section of thundercloud radar reflectivity. Lightning source locations were determined by a three-dimensional VHF (60-66 MHz)
mapping instrument, and show sources associated with the negative leader (magenta ‘+’) propagating through positive cloud charge, and the positive leader (blue ‘-’) propagating through negative
cloud charge. The triangle shows the location of the flash initiation point. Radar reflectivity is
given in relative units of dB and shows cloud precipitation from the lightest values (cyan) on the
cloud edge to the heaviest values (purple) in the cloud core. In (a), the flash initiates at about 9 km
altitude between inferred regions of upper positive and mid-level negative charge, above the thundercloud core, and the two leaders propagate bidirectionally away from the initiation point. In (b),
a cloud-to-ground flash initiates at about 5 km altitude between inferred regions of mid-level negative charge and weaker lower positive charge, and the two leaders again propagate bidirectionally
away from the initiation point. Adapted from Krehbiel et al. (2005).

data (Section 7.2). For instance, Figure 2.5a shows the charge structure of a thundercloud that
is reconstructed by observing the negative and positive leaders of lightning during a ten-minute
period, while panels b and c show model-estimated values of the vertical electric field and electric
potential in the cloud before and after a lightning flash to ground.
In general, there are two regions in a normal-polarity storm where lightning initiates: either
above or below the main negative charge region. Figure 2.4a shows lightning initiating in the
upper levels of the storm, forming what is termed intra-cloud (IC) lightning. IC lightning forms
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(a)

(b)

(c)

Figure 2.5: Normal polarity charge structure and electrical quantities. (a) The thunderstorm charge
structure is reconstructed using VHF lightning data, with orange regions depicting negative leaders propagating through positive charge, and blue regions depicting positive leaders propagating
through negative charge. In (b) and (c), model-estimated values of the vertical electric field and
electric potential, respectively, are shown at different altitudes along the central axis of the thunderstorm in (a). The values are shown before (solid line) and after (dashed line) a cloud-to-ground
lightning flash. Adapted from Krehbiel et al. (2008).

between the mid-level negative and upper-positive storm charge in a normal-polarity storm. In
fact, most lightning (>70%) remains entirely in the cloud (Boccippio et al., 2000). Figure 2.4b,
on the other hand, shows lightning initiating in the lower reaches of the storm, forming what is
termed cloud-to-ground (CG) lightning. CG lightning forms between the mid-level negative and
lower-positive storm charge in a normal-polarity storm. The lower positive charge is generally
quite weak, so lightning will propagate through it all the way to ground, eventually electrically
shorting the thundercloud potential (∼100 MV) to ground potential (0 V) (Krehbiel et al., 2008).
The short causes a huge surge of current to propagate up the lightning channel, which manifests as
a luminosity wave that travels at ∼108 m/s up the channel, and is termed a return stroke (Orville,
1968).
Despite the relatively simple picture painted above, one of the biggest problems in the field of
atmospheric electricity is how lightning is initiated in a thundercloud. Dielectric breakdown can
initiate when the ambient electric field is more than the threshold field, which is '3×106 V/m at
sea level (Section 2.3.1). The threshold field scales with pressure (Section 2.3.2), so can be determined for lightning initiation at the higher altitudes, i.e., lower pressures, inside thunderstorms.
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However, the problem is that in-situ measurements of the thundercloud electric field are consistently an order of magnitude too low to initiate lightning (Winn et al., 1974; Marshall & Rust,
1991; Marshall et al., 1995b; Stolzenburg et al., 2007). Figure 2.6 demonstrates how in-situ thundercloud electric field and temperature, among other parameters, can be measured using a balloon
payload, which also serves to determine cloud charge structure.

Figure 2.6: Balloon-borne thundercloud electric field sounding. Left: vertical cross-section of
thundercloud radar reflectivity, superimposed by balloon trajectory (black curve), electric field
vector, i.e., directions and strengths (blue line segments) along the flight path, and inferred charge
regions (red ‘+’ for positive charge, blue ‘-’ for negative charge). Right: sounding results, including
the vertical component of the electric field, Ez , in black, and temperature, T , in dark blue, along
the balloon trajectory. Adapted from Lang et al. (2004).

2.2

Lightning leaders

Leaders are hot, highly-ionized, highly-conductive lightning plasma channels (Petersen et al.,
2008; da Silva & Pasko, 2013) that can travel and carry electric currents for tens to hundreds
of kilometers in a thunderstorm. The physical properties of lightning leaders, for instance channel
temperature, can be inferred from high speed optical video. Return strokes (the luminosity/current
waves that propagate up a lightning channel after it electrically connects to ground) were shown
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to be at least 36,000 K in temperature (Orville, 1968). However, the temperature of propagating stepped leaders is somewhat lower, '14,000 K in the overall channel, and '15,000 K in the
leading tip (Chang et al., 2017).

(a)

(b)

Figure 2.7: Schematic of bidirectional leader formation and propagation in thunderstorms.
(a) Once formed, the lightning leader is a highly-conductive plasma in the thundercloud electric
field, and so acts like a polarized linear conductor. (b) Schematic of streamer/leader initial bidirectional development, showing positive-polarity breakdown initiates first and begins to elongate
before the initiation of the negative polarity breakdown. The system starts off streamer-based (a
cold discharge), and becomes a leader once the currents become large enough to thermalize the
system. Adapted from Williams (2006).

Once formed, the lightning leader is bidirectional, having both a positive and a negative end as
demonstrated in Figure 2.4, and the two leader polarities behave very differently (Williams, 2006).
A lightning leader is a highly-ionized and therefore highly-conductive plasma, and because it is
placed in an electric field, i.e., the thundercloud electric field, it acts like a polarized conductor, as
illustrated in Figure 2.7 for a vertically-oriented lightning leader in a vertical thundercloud field.
The large amount of negative (positive) charge at the tip of a negative (positive) leader creates high
electric fields near the tips, which can ionize the air around them, resulting in negative (positive)
streamer development (Section 2.3), or the development of a “streamer zone” at the tips (see Figure 1.2a). Streamers are cold, filamentary plasma channels, and negative and positive streamers
form at different critical fields, with the critical field for positive streamers being about half the
14

Figure 2.8: X-ray image of lightning leader coming to ground. A high-speed pin-hole X-ray
camera produced a 0.5-µs exposure (hexagonal pixels) of a dart leader coming to ground during
rocket-triggered lightning. The tip of the dart leader (yellow line) appears to be co-located with
36 MeV X-ray emission. Adapted from Dwyer et al. (2011).

critical field for negative streamers (Qin & Pasko, 2014). Due in part to the asymmetry of how
negative and positive streamers form, and hence the asymmetry of how negative and positive leaders form, we see asymmetries in their propagation characteristics. For instance, negative leaders
clearly propagate in a “stepped” manner (Reess et al., 1995; Petersen & Beasley, 2013; Hill et al.,
2011) (more on this below), while positive leaders propagate apparently without a stepping process (Saba et al., 2008), in-cloud negative leaders propagate at higher speeds (1-3×105 m/s (Shao
et al., 1995; Shao & Krehbiel, 1996; van der Velde & Montanya, 2013)) than positive leaders (12×104 m/s (Ogawa & Brook, 1964; Shao & Krehbiel, 1996; van der Velde & Montanya, 2013)),
negative leaders emit more copious amounts of VHF radiation than positive leaders (Edens et al.,
2012), and negative leaders are involved in both X-ray and gamma-ray generation (Dwyer et al.,
2005a; Lu et al., 2010; Lu et al., 2011; Cummer et al., 2015; Lyu et al., 2018) (e.g., see Figure 1.3), whereas it is unclear if the same goes for positive leaders. In fact, negative leaders can be
“photographed” in X-ray – Figure 2.8 shows a 0.5-µs X-ray image of a negative leader coming to
ground, showing that the negative leader tip is co-located with 36 MeV X-rays.
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Figure 2.9: Rocket-triggered lightning three-dimensional VHF mapping observations. VHF
sources from individual lightning activity is color-coded according to leader polarity, with red
markers corresponding to negative leaders that propagate through inferred positive charge, and
blue markers corresponding to positive leaders that propagate through inferred negative charge.
The triggered lightning flash is colored black, and propagates horizontally through negative storm
charge. Adapted from Edens et al. (2012).

Lightning tends to initiate in between thundercloud charge layers in regions of strongest electric field (Section 2.1). Therefore, the initial lightning leader tends to be largely vertically oriented,
as in Figure 2.7. However, a charge region is typically more extensive in the horizontal than the
vertical direction, so that eventually the leaders tend to branch and turn in the horizontal direction
to travel through the more extensive charge (Shao & Krehbiel, 1996; Rison et al., 1999; Riousset
et al., 2007). This is illustrated in Figure 2.9, which shows the three-dimensional VHF sources of a
rocket-triggered lightning flash in black, with leader development becoming increasingly horizontal to propagate through the mid-level negative storm charge. Charge regions are determined based
on the leader development over a 15-minute period, where red markers indicate VHF sources
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of negative leaders propagating through positive storm charge, and blue markers indicate VHF
sources of positive leaders propagating through negative storm charge.

Figure 2.10: Schematic of the negative stepped leader process. The schematic depicts a onedimensional vertically-oriented leader propagating downward, originating from a negative highvoltage electrode, and continuous “snapshots” of the leader stepping process are shown for a 50 µs
time period, progressing in time, left to right. Starting with a negative corona burst from the
negative electrode, the main leader channel (1) is formed, and from the negative leader tip (2)
a negative streamer zone (3) exists. Both the negative leader and its streamer zone propagate
downward smoothly for some time. Meanwhile, the initial negative corona burst had established
patches of enhanced ionization, also known as space stems (4), from which positive streamers
can be established and propagate upward to meet the downward negative streamers (3) from the
main leader channel; also downward-propagating negative streamers (5) emanate from the space
stem. At some point, the space stem becomes thermalized, and becomes a space leader (6) that
develops bidirectionally. When the main leader channel and space leader electrically connect (7)
a new negative corona burst (8) emanates from the newly-established main leader tip, and the step
process repeats. A typical time-synchronous electric field measurement is shown at the bottom of
the figure, showing the characteristic “step” pulses that give the leader its name. Adapted from
Gorin et al. (1976); Biagi et al. (2010, 2014).

Leaders can also be studied in the lab to better understand many of the same processes that
take place in thunderstorms. For instance, negative leaders in the lab propagate forward in a stepwise manner, as depicted in Figure 2.10. The basic idea is that negative streamers require a higher
field to propagate than do positive streamers, so that the high field ahead of the negative leader not
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only facilitates negative streamers (in the streamer zone), but also positive streamers that propagate
backward toward the main negative leader channel. The positive streamers initiate on “privileged”
patches of air (the space stem) that are more highly ionized than their surroundings, and eventually
the patches can become thermalized via Joule heating due to streamer activity. Once thermalized,
these small patches are termed space leaders, and they can propagate bidirectionally, eventually
electrically connecting with the main leader channel. When the connection occurs, the main negative leader channel is suddenly elongated, with its tip potential transferred to the newly-established
tip via a surge of current. This surge of current generates step-like pulses in the electromagnetic
field waveform that can be measured remotely, as shown in Figure 2.11.

Figure 2.11: Broadband radio frequency emissions (sferics) of a stepped leader and return stroke
in cloud-to-ground lightning. The bottom trace shows the electric field change record of a stepped
leader coming to ground followed by the return stroke field (‘R’). The bottom timescale shows
40 µs per division. The top trace shows just the first 80 µs of the same record, but with the
magnitude multiplied by -2, showing the individual stepped leader pulses (‘L’), which are ∼1 µs
wide and mostly unipolar. The top timescale shows 8 µs per division. The measurements were
made using a high-pass electric field change sensor, having a decay time constant of about 2 ms
(i.e., sensing down to 500 Hz). Adapted from Krider et al. (1977).

Figure 2.12 shows photographs of the evident stepping process in negative lab leaders and
in natural lightning. In the lab case, bidirectional streamer activity can be seen emanating away
from the space stem location, which proceeds downward over the course of '10 µs, facilitated by
downward-propagating negative streamers (Reess et al., 1995). In the lightning leader case, space
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(a)

(b)

Figure 2.12: High-speed optical observations of leader stepping in lab and thunderstorm leaders.
(a) Steak photograph of the propagating space stem in a meter-long gap. The location of the
space stem (ionized patch) can be identified as the location from which bidirectional streamer
development (upward positive and downward negative streamers) occurs. The downward negative
streamers facilitate creation of new space stem locations, which advance downward over time (left
to right), and do not thermalize in the roughly 10 µs window. Adapted from Reess et al. (1995).
(b) High-speed photograph of streamers and space leaders near lightning leader tip. (1) shows a
100-µs exposure image of a lightning leader tip, (2) shows an inverted image of (1), and (3) shows
an enhanced image of (2). The black regions in (2) and (3) likely depict leaders, since leaders are
compact, highly-conductive and hot, and thus optically bright. The main leader channel extends
vertically through almost the entire image, whereas space leaders are formed in the high field
region near the main leader but some distance away from the main leader, and are visible as short
black segments (e.g., bracket b). Streamers can be seen in (3) as wispy gray filamentary structures
emanating from the main leader (e.g., bracket a), bridging the gap between the main and space
leaders, and are also visible emanating from the tips of some of the space leaders. Adapted from
Petersen & Beasley (2013).

leaders (i.e., thermalized space stems) can be seen as patches that are of comparable luminosity
to the main leader channel, from which wispy bidirectional streamer features emerge. Note that
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if more than one space leader is present, the main leader has more than one way to step forward,
and so a branch point can occur (Pu et al., 2017). Branching during a leader step may increase the
associated sferic pulse width and/or create a multi-peaked sferic, as demonstrated in Figure 2.13.

(a)

(b)

(c)

Figure 2.13: Leader branching in tower-triggered upward lightning. (a) Current waveform measured at an instrumented tower as an initial stepped leader propagates upward from the tower.
(b) First four frames of high-speed video (30.29 µs per frame), showing single leader steps during
each frame, and corresponding to the single step pulses in (a). (c) Example image of branching
during a frame, which corresponds to multi-peaked wider waveforms in (a). Adapted from Pu et al.
(2017).

In addition, stepping in negative lab leaders (Dwyer et al., 2005b) and in natural lighting
(Dwyer et al., 2005a) is associated with X-ray emissions (Figure 2.8), which are due to electrons
accelerated to relativistic speeds in the high leader and streamer fields (see Section 2.6).
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2.3
2.3.1

Streamers
Streamers in the lab

Streamers (Bazelyan & Raizer, 1998; Liu & Pasko, 2004) are cold, filamentary plasma discharge waves that form and propagate in a sufficiently high electric field in air and other gasses,
forming a partially conductive path. Photographs of streamers at various exposure times are shown
in Figure 2.14, demonstrating the filamentary conducting paths in the longer 300-ns exposure
image (far left panel), while the shorter 1-ns exposure image (far right panel) shows that the optical emissions coincide just with the ionization taking place at the streamer front, or streamer
head. Though plasma consists of roughly equal parts free electrons and ions (Piel, 2010, p.38), the
streamer process is largely facilitated by the motions of electrons, which are much less massive
than ions (each proton in an ion is '1836 times as massive as a single free electron). Streamers
have accumulations of like-charges at their extremities, with charge densities that can become very
large (e.g., see Figure 1.2b). However, a streamer is conductive, as indicated by the high electron
density inside a streamer, so the net charge on an isolated individual streamer would be zero.
Even before the notion of an electron was established, the electrical discharge was a known and
documented phenomenon as early as 1676 (Picard, 1676), and was related to lightning in Benjamin
Franklin’s famed kite experiment in 1751 (Franklin, 1751). Not surprisingly, the study of electrical
discharges is what led to the discovery of the electron by J. J. Thomson over a hundred years later
in 1897 (Falconer, 1997). Shortly thereafter in 1900, J. S Townsend proposed his theory of what
is now termed the Townsend discharge (Townsend, 1900), which describes how rarefied gas in
a sufficiently high electric field becomes electrically conductive over short distances. The basic
mechanism of Townsend’s theory is the electron avalanche, whereby electrons, freed from atoms
and molecules via impact ionization by free electrons, go on to free more electrons via impact
ionization, and so on. The result is an exponential increase of free electrons in the direction of
the electric field and over time, as illustrated in Figure 2.15 for a gas between two parallel plate
electrodes.
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Figure 2.14: Intensified charge coupled device (ICCD) photographs of positive streamers at various
exposure times. For the shortest exposure time (far right), optical emissions can only be seen
emanating from the streamer heads, where ionization actively takes place. For the longest exposure
time (far left), the paths traced by the streamer heads become visible, but the channels are not
actually radiating. Adapted from Ebert et al. (2006).

(a)

(b)

Figure 2.15: Electron avalanche schematic. (a) In the presence of an electric field, a free electron
(-) impacts a neutral atom, ionizing the atom by liberating one electron (-) and leaving the atom
with equal magnitude positive charge (+), so that two free electrons and a positive ion result. The
two free electrons can then impact two more neutral atoms, liberating two more electrons, and
so on, creating an electron avalanche. (b) Illustration of the separation of charges in an electron
avalanche over time between parallel plate electrodes, with the electron avalanche progressing
toward the positively-charged electrode, leaving positive ions in the wake, which progress moreslowly toward the negatively-charged electrode. Adapted from Beroual & Fofana (2016).
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In Townsend’s theory, “secondary” ionization occurs when positive ions, traveling more slowly
and in the opposite direction of free electrons in the electric field, impact the negative electrode,
releasing free electrons that can then avalanche toward the positive electrode. This secondary
ionization mechanism can lead to a self-sustaining Townsend discharge (Raizer, 1991, pp. 72-73),
or electrical breakdown. Based on Townsend’s second ionization mechanism, the theory predicted
that conditions for spark generation should be strongly dependent upon the electrode properties.
However, by 1940 (Loeb & and, 1940), experiment clearly showed that the voltage required for
spark generation wasn’t always dependent on electrode material.
Townsend’s theory only accurately describes discharges in short (∼cm-wide) gaps and in relatively low gas pressures (i.e., in partially evacuated air), or for P d<200 Torr·cm (Raizer, 1991, p.
325), where d is the gap length and P is the gas pressure. Thus, Townsend’s theory does not apply
to streamers (Loeb & and, 1940; Beroual & Fofana, 2016), and cannot describe kilometer-length
lightning discharges. Photoionization and space charge accumulation become increasingly important in air at STP, and in thunderstorms. For instance, space charge accounts for the filamentary
structure of streamers (Figures 1.2, 2.14), and photoionization accounts for the swift development
of the breakdown, which cannot be accounted for by the slow speeds of ion drift (Loeb & and,
1940).
Looking back at Figure 2.15b, an electron avalanche creates regions of space charge in the
gap, with avalanching electrons progressing toward a positively-charged electrode, leaving positive
ions in their wake. If the electric field produced by the space charge remains small compared to
the applied field in the gap, then the discharge proceeds just as an electron avalanche. However,
if the space charge field becomes comparable to the applied field, then the discharge becomes
very different from a single electron avalanche (Raizer, 1991, p. 334). Figure 2.16a shows a
schematic of a negative streamer propagating in a gap. Electrons avalanche in the gap, and if
space charge accumulates such that the resulting field is of the same order as the background
field, E0 , then electrons collectively avalanche away from the high field region, facilitated also
by photoionization (hν). This forms an ionization wave, in front of which electrons avalanche in
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the strong space charge field, forming the negative streamer head, and behind the field is weaker,
and ions and electrons form a quasi-neutral plasma (the streamer tail). The negative streamer head
propagates in the opposite direction of the ambient field, effectively moving negative charge in the
direction of propagation.
Besides propagating the ionized path forward faster than what particle drift and electron impact
ionization allow, photoionization allows for streamers of both polarities to occur. Figure 2.16b
shows a schematic of a positive streamer initiating at a positively-charged planar electrode (anode).
Electrons avalanche in the gap, and if space charge accumulates such that the space charge field
is of the same order as the background field, E0 , then electrons collectively avalanche into the
positive-charge region. Photoionization facilitates the production of free electrons out in front of
the space charge region so that avalanches can occur. Again, this forms an ionization wave, in
front of which the field is strong and avalanching electrons leave behind a strong positive charge
in their wake, forming the positive streamer head, and behind the field is weaker, and again ions
and electrons form a quasineutral plasma (the streamer tail) there. The positive streamer head

(a)

(b)

Figure 2.16: Schematic showing development of streamers. Streamers propagate via impact ionization and photoionization (with photons of energy hν) across a gap, shown for two instances of
time (left to right) for (a) a negative streamer, directed toward the positively-charged anode (‘A’),
and (b) a positive streamer, directed toward the negatively-charged cathode (‘C’). In (a) and (b),
the right-most figure shows the space charge field near the streamer head, which is higher than the
field in the gap, E0 . Adapted from (Raizer, 1991, pp. 335,338)
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propagates in the same direction as the ambient field, effectively moving positive charge in the
direction of propagation.
The strong streamer head fields are also capable of accelerating electrons to relativistic speeds,
which can emit X-rays via bremsstrahlung (see Section 2.6). Interestingly, lab studies (Kochkin
et al., 2012a,b) show that the existence of negative streamers are a necessary condition for X-ray
generation, whereas positive streamers alone do not appear to emit X-rays. Rather, it appears that
interactions between negative and positive streamers facilitate X-ray generation, though it is not
well understood at present.
Streamers can initiate when the ambient field is over the breakdown threshold field, often denoted Ek , which is defined by equating the ionization and dissociative attachment frequencies
(Raizer, 1991, pp. 135-136), and is approximately Ek =3×106 V/m in air at STP (standard temperature and pressure, or at 0◦ C and 100 kPa). Above Ek , electron avalanches can occur, which
can lead to streamer development. However, differences in negative and positive streamer head
formation creates an asymmetry between the two polarities (Williams, 2006) that is quantitatively
manifest by the so-called critical field, which is the electric field required to sustain streamer propagation. The critical field is about half the magnitude for positive streamers (4.4×105 V/m at sea
level) as it is for negative streamers (10-15×105 V/m at sea level) (Qin & Pasko, 2014), and both
are lower in magnitude than the threshold field, Ek .
2.3.2

Streamers in thunderstorms

Streamers are an integral part of lightning, heating the air in the initial formation of a hot,
highly-conductive lightning leader, and streamers are also involved in the subsequent propagation
of a leader once formed. Streamers can initiate in thunderclouds so long as the electric field exceeds
the breakdown threshold, so that streamers can occur in isolation without necessarily heating the
air sufficiently to initiate lightning. At thunderstorm altitudes, the air pressure, P , is substantially
lower than at sea level (as is the temperature, T ; see, e.g., the balloon-borne temperature sounding
in Figure 2.6), but we have defined Ek at sea level. Fortunately, many streamer parameters scale
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in some manner with the neutral gas density, N (where N = kBPT from the ideal gas law, where
kB ≈1.38×10−23 m2 ·kg·s−2 ·K−1 is the Boltzmann constant). This makes streamer lab experiments
at sea level (with neutral gas density, N0 ) directly translatable to thunderstorm conditions. This
scaling is collectively referred to as the similarity laws (Pasko et al., 1998), and some important
relations used later in this dissertation are as follows:
N0
N

(2.1)

N0
N

(2.2)

N
N0

(2.3)

L = L0

τ = τ0

E = E0

where L is any length scale (e.g., streamer radius or length) at the the desired pressure (e.g., at
thunderstorm altitudes), L0 is the reference length scale (e.g., as measured at sea level), τ is any
time scale at the desired pressure (e.g., the ionization timescale), τ0 is the reference time scale, E
is the electric field at the desired pressure (e.g., the electric field required for streamer initiation),
and E0 is the reference electric field (e.g., Ek as measured at sea level). As can be seen from
equations 2.1 and 2.2, length and time scale in the same way, so that streamer speeds are not
affected by altitude. From equation 2.3, we can see that the equivalent breakdown threshold at
thunderstorm altitudes will be lower than at ground pressure.
Given the similarity laws, the critical field for positive streamers is still about half that for negative streamers at thunderstorm altitudes, and so it has long been proposed that positive streamers
initiate lightning (Loeb, 1966; Dawson & Winn, 1965; Griffiths & Phelps, 1976), conditioning
(i.e., heating) the air to eventually form a lightning leader (Petersen et al., 2008; da Silva & Pasko,
2013). That is, recurrent (originally cold) streamer activity through a common region will eventually heat the air sufficiently through Joule heating to create the hot, thermally-ionized arc, or
leader, generally associated with lightning. This process is illustrated in Figure 2.17, whereby
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Figure 2.17: Streamer to leader transition. Positive streamers (black traces) initiating from a needle
electrode (top of each panel) propagate downward through a 1-meter gap in successive images (a)(o) over the course of 1 µs. As the positive streamers get closer to the grounded electrode (bottom
of each panel) in (d) and (e), the electric field near the grounded electrode becomes enhanced
and allows for upward propagation of negative streamers. By panel (j), the air near the positive
streamer initiation point becomes substantially thermalized (indicated in orange) by the recurrent
streamer activity, forming a propagating hot leader, and by (o) the thermalized channel bridges the
gap and short-circuits the gap. Adapted from Kochkin et al. (2012a).

positive streamers initiating from an electrode bridge a spark gap and eventually heat the air sufficiently, leading to thermal ionization (Raizer, 1991, p. 276).
However, in contrast to the lab case, the electrodes from which streamers initiate in a thundercloud are not obvious. Moreover, in-situ thundercloud measurements (e.g., the balloon sounding
in Figure 2.6) suggest that thunderstorm electric fields are generally an order of magnitude below
the conventional breakdown threshold field, Ek (Winn et al., 1974; Marshall & Rust, 1991; Marshall et al., 1995b; Stolzenburg et al., 2007). Since lightning does indeed occur, streamers must
originate in localized regions of relatively strong electric field (Winn et al., 1974), which largely
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Figure 2.18: Illustration of streamers initiating from an ice crystal in a sub-breakdown electric field.
Left: the electric field is enhanced locally near an ice crystal, which initiates positive streamers that
propagate in the direction of the ambient electric field. Right: after some time, after a substantial
negative space charge is deposited back at the positive streamer initiation point, negative streamers
can propagate in the opposite direction of the ambient electric field. Adapted from Petersen et al.
(2008).

go undetected by instrumented balloons, with the positive streamers initiated by ice hydrometeors
(e.g., at the pointy extremities of ice crystals) at ambient field strengths well below Ek . Figure 2.18
depicts a system of positive streamers initiating from an ice crystal placed in a sub-breakdown ambient electric field. After some time, after substantial negative space charge is deposited back at
the positive streamer initiating point, negative streamers can propagate in the opposite direction of
the ambient electric field, so that streamer development becomes bi-directional.
Laboratory (Petersen et al., 2006, 2015) and modeling (Liu et al., 2012; Sadighi et al., 2015;
Shi et al., 2016) work have indeed found that positive streamers, which propagate in the direction
of the electric field and carry electric currents in the propagation direction, can be initiated from
isolated ice hydrometeors placed in an electric field well below the threshold for air electrical
breakdown. Moreover, it was found that negative streamers, which propagate in the opposite
direction, are absent during streamer initiation from the hydrometeors, and likely initiate some
time later, as illustrated in Figure 2.18.
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Once a lightning leader is formed, the strong electric fields at the leader tip continue to facilitate streamer production. This “streamer zone” (see Figure 1.2) heats the air ahead of the leader
and helps maintain leader propagation (Petersen et al., 2008). Therefore, streamers are an integral
part of both lightning initiation and propagation.

2.4

Narrow bipolar events (NBEs)

Compact intra-cloud discharges called narrow bipolar events (NBEs) (Le Vine, 1980; Willett et al.,
1989; Smith et al., 1999) almost always occur either in isolation or at the beginning of a lightning
flash (Willett et al., 1989; Smith et al., 1999; Rison et al., 1999; Nag et al., 2010; Karunarathne
et al., 2015; Rison et al., 2016), strongly suggesting that they are the initiating breakdown events
of thunderstorm electrical discharges. This makes NBEs of particular interest in studying lightning
initiation. NBEs are so-named due to their “narrow” (∼10 µs) bipolar sferic, examples of which
are shown in Figure 2.19, and are also characterized by their extremely bright VHF emissions, as
illustrated in Figure 2.20 by comparing the VHF emissions of NBEs with lightning return strokes.
In fact, NBEs are the most powerful natural emitter of very high frequency (VHF) radio waves on
Earth (Willett et al., 1989), rivaling the emissions of lightning return strokes. This allows highpower NBEs to be easily detected by space-borne detectors, where they were originally identified
as transionospheric pulse pairs or TIPP events (Holden et al., 1995) because the satellites received
the first sferic pulse by line-of-sight, and a second pulse later due to ground-ionosphere reflection
delays (Smith et al., 2004). Moreover, NBEs are associated with strong convection (Wu et al.,
2011, 2012; Karunarathna et al., 2015), and could potentially serve as a proxy for storm convective
strength that would be useful for space-borne global monitoring and climatology (Suszcynsky &
Heavner, 2003; Jacobson & Heavner, 2005; Wiens et al., 2008).
Despite their strong VHF emissions, NBEs are not well mapped by time-of-arrival VHF sensors
(Chapter 7) due to NBEs emitting continuously throughout a processing window, as opposed to
impulsively (Rison et al., 2016). Still, as early as the first mention of NBEs in the literature in
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(a)

(b)

Figure 2.19: Narrow bipolar event (NBE) sferics. (a) Simple bipolar NBE sferic. Adapted from
Villanueva et al. (1994). (b) More complex bipolar sferic with perturbations. Adapted from Willett
et al. (1989).

Figure 2.20: Narrow bipolar event (NBE) energy spectral density, compared to that of lightning
return strokes. At frequencies above about 1 MHz, NBE emissions surpass that of return strokes.
Adapted from Willett et al. (1989).

1980 (Le Vine, 1980), it was conceived that the bipolar NBE sferic could be reasonably reproduced
by simulating a current pulse traveling vertically (at ∼108 m/s) along a linear vertically-oriented
conductor in the cloud, as illustrated in Figure 2.21 for a negative (downward-directed) current
pulse. The vertical orientation of NBE discharges continues to be validated by different studies (da
Silva & Pasko, 2015; Karunarathne et al., 2016; Rison et al., 2016).
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(a)

(b)

Figure 2.21: Simulation of NBE sferic. (a) Assumed NBE channel geometry. (b) Sferic due to a
simulated negative (downward-directed) current pulse propagating at 108 m/s along the channel.
Adapted from Le Vine (1980).

NBEs are typically about 0.5-1 km in vertical extent, have charge moment changes of about
0.1-1 C-km (Smith et al., 1999; Karunarathne et al., 2016; Rison et al., 2016), and peak currents
of 10-100 kA (Eack, 2004; Nag & Rakov, 2010; Karunarathne et al., 2015, 2016; Rison et al.,
2016). Moreover, Rison et al. (2016) discovered that NBEs are generated by a newly-recognized
process, termed fast positive breakdown, which carries electric current in its propagation direction,
propagating downward in the same direction as the (mostly vertical) thundercloud electric field
at an unusually fast speed of ∼107 m/s. Figure 2.22 demonstrates the breakdown activity during
a NBE. The NBE bipolar sferic is shown in red, with the positive initial pulse indicative of a
negative current, i.e., positive charge moving downward, or negative charge moving upward (see
Section 6.2). The VHF source locations, determined by using a broadband radio interferometer,
propagate downward with a speed of 3.5×107 m/s during the positive sferic pulse, indicating a
positive breakdown polarity. The strong VHF emissions (blue) can be seen to quickly saturate
the VHF sensor. Rison et al. (2016) concluded that many or possibly all lightning flashes are
initiated by fast positive breakdown, given the relationship between NBEs and lightning initiation.
Moreover, the observation agrees with the notion that lightning is initiated by positive streamers
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(Section 2.3.2). However, fast positive breakdown has a much larger current magnitude (∼50 kA),
spatial extent (∼500 m) and temporal scale (∼10 µs) than for a single streamer (∼1 A, ∼1 m, and
∼0.1 µs, respectively, assuming an altitude of 9 km, or pressure of about 30 kPa (Liu & Pasko,
2004; Liu et al., 2012; Sadighi et al., 2015; Shi et al., 2016), and using the similarity laws presented
in Section 2.3.1). Therefore, a natural explanation for fast positive breakdown is that it is composed
of a system of positive streamers or a discharge wave driven by positive streamers (Rison et al.,
2016).

Figure 2.22: Fast positive breakdown generates narrow bipolar pulse. The positive initial pulse of
the NBE sferic (red waveform) indicates a negative current (i.e., positive charge moving downward,
or negative charge moving upward). However, given the coincident downward propagation of the
detected VHF sources (circular markers), a downward-propagating positive-polarity breakdown
appears to generate the sferic, and with a fast ∼107 m/s propagation speed. The raw VHF signal
(blue waveform) associated with the fast positive breakdown quickly saturates the sensor. Adapted
from Rison et al. (2016).

The NBEs studied by Rison et al. (2016) are termed positive NBEs due to the initial positive
peak of the bipolar sferic, indicating a negative current (physics sign convention is used, i.e., an
upward current is positive while a downward current is negative). The term positive NBE does not
indicate the breakdown polarity of the NBE, but rather indicates the location of the NBE within a
thundercloud charge structure. That is, in order for a positive NBE to occur, it must initiate in between lower-altitude negative charge and higher-altitude positive charge (breakdown between these
two regions should always give a negative-going current, i.e., positive charge moving downward or
negative charge moving upward). In a normal-polarity storm (Krehbiel, 1986) (Section 2.1), which
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has a strong mid-level negative charge region sandwiched between two weaker positive charge regions, positive NBEs occur in between the mid-level negative charge and the upper-positive charge
(Wu et al., 2012). Figure 2.23a shows a NBE location (red circle) with respect to the ensuing bidirectional leader development of an intra-cloud (IC) lightning flash. The NBE initiates the flash,
and Figure 2.23b shows the parent storm charge structure, as determined by lightning VHF source
activity during a ten-minute period (blue sources indicate positive leaders propagating through negative storm charge, and red sources indicate negative leaders propagating through positive charge).
Positive NBEs that initiate lightning in normal-polarity storms initiate “normal-polarity” IC lightning (Williams, 1989), with negative leaders propagating upward into positive charge, and positive
leaders propagating downward into negative charge. Not coincidentally, because intra-cloud lightning is more than twice as common as cloud-to-ground lightning (Boccippio et al., 2000), most
NBEs are of the positive type (Wu et al., 2012).
However, negative NBEs can occur as well (Willett et al., 1989; Smith et al., 2004; Wu et al.,
2011, 2012), and are characterized by an initial negative peak in the bipolar sferic, indicating a positive current. A negative NBE must initiate in between lower-altitude positive charge and higheraltitude negative charge (breakdown between these two regions should always give a positivegoing current, i.e., positive charge moving upward or negative charge moving downward). In a
normal-polarity storm, negative NBEs typically occur in between the upper-positive charge and an
upper-negative screening charge layer (Smith et al., 2004; Wu et al., 2011, 2012), as depicted in
the diagram in Figure 2.23c, and so are thought to be indicative of particularly intense convection
that produces particularly tall thunderstorms. However, negative NBEs can also occur between the
lower positive and mid-level negative charge regions in a normal polarity storm, and can initiate
cloud-to-ground lightning.
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(a)

(b)

(c)

Figure 2.23: Positive and negative NBE locations with respect to parent flash and storm charge.
(a) The red circle indicates the VHF (60-66 MHz) source location of the positive NBE in Figure 2.22, which initiates an intra-cloud lightning flash. The upward-propagating VHF sources of
the ensuing flash represent negative leaders propagating upward into positive charge (indicated by
red markers), and the downward-propagating VHF sources represent positive leaders propagating
downward into negative charge (indicated by blue markers). (b) The NBE location is superimposed on the overall thundercloud charge structure, determined by lightning VHF source activity,
showing that the storm is of normal polarity (Krehbiel, 1986) and that the NBE is a positive NBE,
i.e., generated by negative current. Adapted from Rison et al. (2016). (c) Schematic of positive
and negative NBE locations with respect to storm charge structure. Adapted from Wu et al. (2012).

2.5

Initial breakdown pulses (IBPs)

The first few milliseconds of a lightning flash typically coincide with a “pulse train” consisting of
large-amplitude, bipolar ∼10 µs wide sferics, often superimposed by narrower ∼1-µs “subpulses”
on the leading edge of the initial pulse (Weidman & Krider, 1979; Krider et al., 1979; Beasley
et al., 1982; Nag et al., 2009; Karunarathne et al., 2013; Wu et al., 2013; Stolzenburg et al.,
2013). These characteristic pulses will be referred to herein as classic initial breakdown pulses, or
classic IBPs, and a typical classic IBP sferic is shown in Figure 2.24 (top trace). Figure 2.24 also
demonstrates that classic IBPs occur in pulse trains lasting on the order of a millisecond (middle
trace), and, for cloud-to-ground lightning, classic IBPs precede the return stroke (bottom trace), as
well as formation of the stepped leader to ground. Unlike NBEs (Section 2.4), which can occur
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in total isolation without initiating a lightning flash, classic IBPs seem to signal that a lightning
flash (i.e., a bidiectional leader) will ensue. That is, classic IBPs occur after a flash initiates (i.e.,
after a NBE or other indicator (Marshall et al., 2014; Lyu et al., 2019; Marshall et al., 2019)), but
before the signature stepped leader sferics (Section 2.2). There is some consensus that classic IBPs
are associated with the initial stepped leader formation (Beasley et al., 1982; Rhodes & Krehbiel,
1989; Villanueva et al., 1994; Marshall et al., 2013; Stolzenburg et al., 2013; Karunarathne et al.,
2013; Stolzenburg et al., 2014; Karunarathne et al., 2014; Kolmasova et al., 2018), and that they
are distinct from leader stepping, given the different pulse widths (∼10 µs for classic IBPs, ∼1 µs
for leader steps), inter-pulse time intervals (0.5-7 ms for classic IBPs, 15-50 µs for leader steps
(Marshall et al., 2013)), pulse shapes (bipolar for classic IBPs, unipolar for leader steps), and
the different step distances (50-600 m for classic IBPs, 5-50 m for leader steps (Marshall et al.,
2013)) determined from optical data. Classic IBPs in cloud-to-ground lightning have typical charge
moment changes of about 0.015-0.3 C-km (Karunarathne et al., 2014; da Silva & Pasko, 2015;
Karunarathne et al., 2020), and current moments of ∼10 kA-km (da Silva & Pasko, 2015).

Figure 2.24: Classic initial breakdown pulse (IBP) sferics in cloud-to-ground lightning. Top: at
40 µs per division (scale at bottom of figure), a single classic IBP sferic (indicated by the arrow)
is shown, having a relatively large amplitude and being largely bipolar, with a '20 µs wide initial
pulse that is superimposed by narrow (∼1 µs) pulses. Middle: at 0.4 ms per division, the IBP
“pulse train” is visible, consisting of similarly-spaced classic IBPs. The same event is indicated
by the arrow. Bottom: at 2 ms per division, the IBP pulse train is shown with respect to the return
stroke, and also shows the same event indicated by the arrow. Adapted from Weidman & Krider
(1979).
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Figure 2.25: Initial breakdown pulse (IBP) sferic and luminosity observations in intra-cloud lightning. Top: intra-cloud lightning sferic (blue waveform), showing the IBP pulse train (black box).
Bottom: The largest classic IBP coincides with a clear luminosity increase (orange curve). The
inset shows an expanded view of the classic IBP sferic. Adapted from Stolzenburg et al. (2016).

As with NBEs, the processes generating classic IBPs generally occur deep within thunderclouds, even in cloud-to-ground lightning, since IBPs occur near the beginning of flashes, and
flashes tend to initiate between cloud charge regions (Section 2.2). Classic IBP sferics are closely
correlated in amplitude and time with VHF emissions (Krider et al., 1979; Stock, 2014; Wu et al.,
2016; Kolmasova et al., 2018; Stanley et al., 2018b), but are not well mapped by time-of-arrival
VHF sensors (Section 7) due to IBPs emitting continuously throughout a processing window, as
opposed to impulsively (Kolmasova et al., 2018), similar to NBEs. However, classic IBPs are associated with bright optical emissions (Stolzenburg et al., 2013, 2014, 2016) that can be detected

36

through the cloud during the beginning of the initial breakdown stage when classic IBPs occur. The
optical emission of IBPs is demonstrated in Figure 2.25, which shows a large luminosity increase
(orange curve) coincident with the largest IBP in the pulse train (blue curve) . Moreover, later in
the initial breakdown stage, luminous channel can sometimes be observed propagating downward
out of the cloud base for a cloud-to-ground flash (Campos & Saba, 2013; Stolzenburg et al., 2013,
2014). In fact, it was shown that classic IBPs, like leader steps, were associated with sudden lightning channel elongation of ∼10-100 m. For example, Figure 2.26 shows several 20-µs frames of
a high speed video during an IBP – the downward-propagating channel brightens and elongates
at the channel tip during the initial IBP sferic pulse. Notably, during the initial breakdown stage
in cloud-to-ground lightning, there was never a luminous channel propagating upward, i.e., the
positive leader had not yet formed or else did not emit strongly enough in optical to be detected.
In fact, positive leader activity often went undetected up until the time of the first return stroke, so
that the visible top of the return stroke channel coincided with the first IBP locations.
Narrower ∼1 µs wide sferic pulses also occur during the initial breakdown stage (Nag et al.,
2009; Karunarathne et al., 2013; Stolzenburg et al., 2014), and are mostly bipolar, but can also
be unipolar or have more complex waveforms. These pulses will be referred to as narrow IBPs
herein, and typical narrow IBP sferics are shown in Figure 2.27. Like classic IBPs, narrow IBPs
are also associated with increased luminosity and channel extension (Stolzenburg et al., 2014), but
are much dimmer than classic IBPs.
Because classic IBPs take place near the flash origin, i.e., in the vicinity of a strong, largely
vertical electric field, there is speculation that IBPs may just be especially large, energetic, vertical
leader steps, and that this is the reason for the large amplitude and wide pulse of classic IBPs (Wu
et al., 2013; Petersen & Beasley, 2014; da Silva & Pasko, 2015). However, the subpulses of classic
IBPs have more in common with stepped leader pulses, having similar widths and rise times, and
so there is also speculation that subpulses are instead an indication of leader stepping (Weidman
& Krider, 1979; Marshall et al., 2013). In addition, it is speculated that the large bipolar sferics
of classic IBPs are generated by relativistic electrons (Marshall et al., 2013; Stolzenburg et al.,
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Figure 2.26: Classic initial breakdown pulse (IBP) sferic and luminosity observations in cloudto-ground lightning. Top: sequential 20 µs frames from a high-speed optical video of electrical
activity below a thundercloud base. Bottom: a single classic IBP sferic (blue waveform) in a
cloud-to-ground lightning flash coincides with downward vertical elongation of luminous channel
in cloud-to-ground lightning. Adapted from Stolzenburg et al. (2014).

2016). In such a scenario, the subpulses might indicate leader stepping, and the ensuing bipolar
sferic would be largely due to relativistic electrons avalanching in the strong leader/streamer fields
during the step(s). Relativistic electrons emit X-rays and gamma-rays via bremsstrahlung (braking
radiation), and it is suggested that especially large or energetic classic IBPs may be a manifestation of the relativistic electrons and associated ionization producing terrestrial gamma-ray flashes
(Section 2.6).
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(a)

(b)

Figure 2.27: Narrow initial breakdown pulse (IBP) sferics. (a) Bipolar narrow IBP during an intracloud lightning flash. (b) Two narrow IBPs of opposite polarities in a cloud-to-ground lightning
flash. Adapted from Nag et al. (2009).

2.6

Terrestrial gamma-ray flashes (TGFs)

In 1994, terrestrial gamma-ray flashes (TGFs) were discovered by the Burst and Transient Source
Experiment aboard the Compton Gamma Ray Observatory (Fishman et al., 1994), and have since
been observed by numerous space-borne instruments, including the Reuven Ramaty High Energy
Solar Spectroscopic Imager (Smith et al., 2005), Astro-rivelatore Gamma a Immagini Leggero
(AGILE) (Marisaldi et al., 2010), Fermi (Briggs et al., 2010) and, most recently, the AtmosphereSpace Interactions Monitor (ASIM) (Neubert et al., 2020). TGFs are brief bursts of energetic (up
to tens of MeV) photons originating inside thunderstorms, lasting tens to hundreds of microseconds, and are generated as the result of bremsstrahlung (braking radiation) by relativistic runaway
electrons (Lehtinen et al., 1996). Figure 2.28 demonstrates the concept of bremsstrahlung, depicting a relativistic electron that gets deflected by a (positively charged) nucleus, thus emitting a
X-ray or gamma-ray photon in order to conserve momentum. Initial low-frequency electric field
change measurements (160 Hz–500 kHz) showed that TGFs are generated during intra-cloud (IC)
lightning (Stanley et al., 2006). In particular, analysis of low-frequency electric (Shao et al., 2010)
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and magnetic (Lu et al., 2011; Cummer et al., 2015) field waveforms, as well as very high frequency (60–66 MHz) lightning mapping observations (Lu et al., 2010; Lyu et al., 2018), showed
that TGFs occur during the upward development of normal-polarity (Williams, 1989) IC lightning,
i.e., associated with the upward propagation of a negative leader.

Figure 2.28: Bremsstrahlung schematic. A relativistic electron travels close to charged matter,
such as a nucleus, deflecting and emitting a X-ray or gamma-ray to conserve momentum. Credit:
NASA/GSFC.

Thunderstorm electric fields and strong fields at the tips of streamers and leaders have the potential to accelerate electrons to relativistic speeds, producing so-called runaway electrons (Wilson,
1925). Figure 2.29 shows the effective frictional force, F , felt by an electron as a function of its
kinetic energy. If the initial kinetic energy of an electron is larger than th , then the electric force
(eE) is larger than the frictional force, and the electron can gain more energy from the field than
it loses due to the frictional force. If the initial kinetic energy is less than th , then the electron
feels an effective frictional force greater than the force it feels from the field, and so it will lose
energy and not run away. At very low kinetic energies, the effective frictional force will increase
as the kinetic energy of the electron increases in the field. Note that if the ambient electric field
reaches some critical value, Ec , then the electric force is greater than F , regardless of the initial
kinetic energy of an electron, and the electron will run away. Ec is quite large – about ten times
the conventional breakdown field, Ek (Dwyer, 2004, 2008).
The minimum field required to produce runaway electrons in air at STP is called the break-even
field, Eb =2.18×105 V/m (Dwyer, 2003; Dwyer et al., 2012) (dotted horizontal line in Figure 2.29).
Relativistic runaway electron avalanches (RREAs) (Gurevich et al., 1992) can occur, much in the
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Figure 2.29: Effective frictional force felt by an electron as a function of kinetic energy. For an
electron (or positron) placed in an ambient electric field E (the solid horizontal line depicts the
force due to E=5×106 V/m at STP in air), the electron feels a force eE. However, the force is
countered by a frictional force due to inelastic scattering with air molecules (solid curve), but if
the electron has an initial kinetic energy above th , then the electron can effectively “run away,”
feeling a lesser frictional force as it gains more energy. If the ambient field is instead Ec , then
any electron can run away, regardless of its initial kinetic energy. Eb is the break-even field, or
minimum field required to produce a runaway electron. The dashed curve includes energy loss due
to bremsstrahlung. Adapted from Dwyer (2012); Dwyer et al. (2012).

same way that a non-relativistic electron avalanche occurs, with the number of runaway electrons
increasing in the opposite direction of the ambient electric field and over the distance the avalanche
has traveled (Dwyer, 2003):

NRE = N0 · eL/λ

(2.4)

where λ is the RREA e-folding length, which is inversely proportional to the ambient electric
field (i.e., ∼1/E), N0 is the number of initial runaway electrons entering the avalanche region,
and NRE is the number of runaway electrons at the end of the avalanche region of length L.
However, RREAs take place at a slightly higher threshold field than Eb , at what is called the
RREA threshold field, ERREA =2.8×105 V/m (Dwyer, 2012). The higher RREA threshold field is
required due to Coulomb scattering (electron scattering off of atomic nuclei) and Møller scattering
(electron scattering of atomic electrons), which causes the scattering electrons to deviate from the
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field direction (Dwyer et al., 2012). The magnitude of ERREA can be determined from Monte
Carlo simulations that take into account all relevant processes.

Figure 2.30: From left to right: a single runaway electron, relativistic runaway electron avalanche
via electron-electron interactions (Møller scattering), relativistic feedback via positron and X-ray
interactions. Adapted from Dwyer et al. (2012).

At relativistic energies, there are other processes that can contribute to ionization, and hence
runaway electron production. Gamma-rays produced by bremsstrahlung can pair-produce, decaying into electron-positron pairs, and positively-charged positrons can run away in the opposite direction of their negatively-charged electron counterparts, liberating high-energy electrons that can
also runaway and cause RREAs. Moreover, back-scattered X-rays produced by bremsstrahlung
can liberate more electrons back along the avalanche region too. The X-ray and positron feedback
process is collectively termed the relativistic feedback mechanism (Dwyer, 2003), where generations of relativistic runaway electron avalanches repeatedly go through the same electric field
region, driven by positron and energetic photon feedback. The feedback mechanism is illustrated
in Figure 2.30. One “feedback cycle” considers the average time, τf b , that it takes for runaway
electrons and backward-propagating X-rays/positrons to complete one round trip in the avalanche
region. That is, given one initial “seed” electron with kinetic energy at least as large as th (see
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Figure 2.29) and starting location x0 , τf b is the time it takes for an ensuing RREA to reach the end
of the avalanche region and for feedback to generate the next batch of seed electrons at the starting
point x0 . The “amount” of feedback can then be quantified by the feedback factor, γ, which is defined as the fractional increase in the number of runaway electrons over the time τf b (from Monte
Carlo simulations, γ∝L/λ, and so is proportional to both L and E (Dwyer, 2003)). The number
of runaway electrons at the end of an avalanche region is then increased from the values obtained
in equation 2.4 (Dwyer, 2003, 2012):

NRE =

N0 · eL/λ
,
1−γ

NRE = N0 · γ t/τf b · eL/λ ,

γ<1

(2.5)

γ>1

(2.6)

where t is time from the initial electron entering the avalanche region. For γ=0, no feedback
occurs, and we get back equation 2.4. For 0<γ<1 (equation 2.5), feedback occurs and enhances
the number of runaway electrons in the avalanche region, and as γ approaches 1, the flux of seed
runaway electrons becomes very large, with the ensuing RREAs quickly discharging the ambient
field (Dwyer, 2012). Thus, the RREA threshold field, ERREA , serves as a sort of upper limit
over large spatial scales in thunderstorms (Dwyer, 2003). This fundamental limit on the electric
field is supported by in-situ thundercloud measurements (Stolzenburg et al., 2007), which show
that ERREA is generally the maximum observed field, aside from fields produced by lightning
discharges. For example, Figure 2.31 shows the electric fields measured in a thundercloud by a
balloon-borne sensor as it rises through the cloud. In the figure, the green dashed curve shows the
break-even field, Eb , above which runaway electrons can be generated, and the RREA threshold
field, ERREA , is indicated by the blue dotted line. Note that the measured thundercloud field can
be above Eb , but stays below ERREA , except when lightning occurs; then the electric field can be
much higher. Figure 2.31 also demonstrates how the electric field magnitudes scale, i.e., decrease,
with altitude.
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Figure 2.31: Thundercloud electric field balloon sounding. The dashed green curve shows the
break-even field, Eb , as a function of altitude, and the dotted blue curve shows the RREA threshold
field, ERREA . Note that the magnitude of the measured electric field can be above Eb , but stays
below ERREA , except when lightning occurs (‘L’). Adapted from Stolzenburg et al. (2007).

However, if the thunderstorm conditions push the feedback factor up to γ>1 (equation 2.6),
e.g., after a sufficiently rapid increase of the thunderstorm electric field, then the number of runaway electrons increases exponentially with time, with seed electrons produced almost entirely
from the feedback process (Dwyer, 2012). For γ>1, a so-called relativistic feedback discharge
(RFD) (Dwyer, 2012; Liu & Dwyer, 2013) develops, and is a self-sustained breakdown much in
the same way as a streamer (Section 2.3). In order for a RFD to take place, the ambient electric
field must be large enough (i.e., at least above ERREA ) over a “large enough” region. The relationship between E and L in order to make γ=1 is demonstrated in Figure 2.32, and can be obtained
from Monte Carlo simulations (Dwyer, 2003, 2007). The figure shows that for lower values of
ambient electric field, the field region must extend over larger spatial scales in order for a RFD to
form. At thunderstorm altitudes, if a sudden high-field region about ∼1 km deep in the vertical
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Figure 2.32: Ambient electric field as a function of field region length in order to make γ=1. The
relationship is determined from Monte Carlo simulations, and is shown for air (black) and also for
a hydrogen-helium atmosphere (red), such as that on any of the gas giants: Jupiter, Saturn, Uranus,
and Neptune. The horizontal lines show the RREA threshold, ERREA , and the dotted lines show
the conventional breakdown threshold, Ek . Adapted from Dwyer (2007).

and horizontal directions is created, e.g., by a lightning event, then a RFD can be created in the
high-field region (Dwyer, 2012).
Based on the descriptions above, there are currently two main theories for the physical mechanism of TGFs (Dwyer, 2008; Dwyer et al., 2012), and intense investigations are being carried out
to determine how each theory might be involved in the production of the large number of energetic (MeV) runaway electrons produced inside thunderstorms. The first theory is known as the
cold runaway mechanism and is based on conventional electrical discharge processes – leaders
and streamers – that are constituents of lightning. It suggests that the free electrons produced by
leaders and streamers are accelerated to the required energies in a compact region of extremely
strong electric field immediately ahead of an advancing powerful lightning leader (Moss et al.,
2006; Celestin et al., 2012), as illustrated in Figure 2.33. The strong field must be at least as large
as the critical field, Ec , shown in Figure 2.29, that allows all electrons to run away, regardless of
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their initial kinetic energy. The other theory involves the self-sustained relativistic discharge – a
RFD (Figure 2.30) – as a physical mechanism for TGF generation.
Electromagnetic measurements indicate that TGFs are at least sometimes time aligned (within
'10 µs) with sferics tens to hundreds of microseconds long. The pulse amplitudes of the sferics
have been found to match the temporal variations of the TGF photon intensity (Lu et al., 2011;
Cummer et al., 2011; Pu et al., 2019), indicating that the sferic is produced by the TGF-generating
discharge process (Cummer et al., 2011; Pu et al., 2019). There has been speculation (Marshall
et al., 2013; Stolzenburg et al., 2016) that the sferics of TGFs are energetic versions of the initial
breakdown pulses (Section 2.5) associated with the initial stepped leader formation (Beasley et al.,
1982; Rhodes & Krehbiel, 1989; Villanueva et al., 1994; Marshall et al., 2013; Stolzenburg et al.,
2013; Karunarathne et al., 2013, 2014; Kolmasova et al., 2018). More recently, a special class
of high peak-current IC radio pulses, termed energetic in-cloud pulses (EIPs), was discovered to
coincide with TGFs (Cummer et al., 2014; Lyu et al., 2015). Figure 2.34 shows three example
EIPs, i.e., the ∼50 µs wide sferics shown in black, which were recorded at the ground. The EIPs

Figure 2.33: Schematic of thermal electrons accelerated to relativistic energies at the tip of a
powerful lightning leader. The relativistic runaway electrons produced at the leader tip / streamer
zone radiate X-rays and gamma-rays via Bremsstrahlung. Adapted from Celestin et al. (2015).

46

were coincident with gamma-ray detections made by the Fermi spacecraft (colored boxes), after
taking into account travel time between the source and sensor locations. In fact, a one-to-one
correspondence has been found between EIPs and TGFs that occur within range of a spacecraft
detector (Lyu et al., 2016; Cummer et al., 2017). It has been shown that RFDs can create large
peak currents (∼10 kA), peak current moments (∼10 kA-km), and charge-moment changes (∼1 Ckm) (Dwyer, 2012; Liu & Dwyer, 2013), similar to those produced by EIPs. In addition to the
associated sferics, EIPs likely produce detectable optical emissions in the lower ionosphere (Liu
et al., 2017) due to their large current moments. In fact, Neubert et al. (2020) recently confirmed
that lower ionospheric optical emissions can accompany TGFs.

Figure 2.34: Energetic in-cloud pulses (EIPs) and terrestrial gamma-ray flashes (TGFs). Groundbased sferic measurements made in Florida (black waveforms) are time-aligned with TGF detections (colored boxes) made by the Fermi spacecraft. The EIP detections (large-amplitude, ∼100 µs
wide sferic pulses) overlap in time with the TGF detections. Adapted from Lyu et al. (2016).
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CHAPTER 3
LIGHTNING PROBLEMS AND HYPOTHESES

In this dissertation, there are three main problems in atmospheric electricity that we address,
and they come with three hypotheses, respectively. Namely:
Lightning problems and hypotheses
Problem 1:

Ambient thunderstorm electric fields are ten times lower than the electrical
breakdown threshold field of air, so how is lightning initiated?

Hypothesis:

Positive streamers initiate lightning.

Problem 2:

Lightning begins with streamers, but when/how is the leader or the first
hot channel formed?

Hypothesis:

Initial breakdown pulses (IBPs) are involved in initial leader formation.

Problem 3:

Only a small fraction of lightning events result in terrestrial gamma-ray
flashes (TGFs), so how is lightning involved in TGF generation?

Hypothesis:

Enhanced cold runaway and/or relativistic feedback by lightning generates TGFs.

In order to address these three problems, we investigate narrow bipolar events (NBEs), initial
breakdown pulses (IBPs), and an energetic in-cloud pulse (EIP) by using a broadband radio interferometer. To recap, NBEs were found to be generated by fast positive breakdown, a finding which
is consistent with the idea that positive streamers initiate lightning. Hence, we can study NBEs to
either further validate or otherwise call into question the hypothesis that positive streamers initiate
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all lightning. However, streamers are a necessary but not sufficient condition for lightning formation, and incidentally, NBEs can occur in complete isolation without generating lightning. IBPs
are believed to be the first indication that leaders form and that lightning will ensue. Hence, we
can study IBPs to better determine when and how lightning leaders form. Lastly, EIPs are radio
signatures associated with the generation of a subset of TGFs. Hence, we can study EIPs to learn
how lightning is involved in TGF generation.
Figure 3.1 summarizes the sferics (i.e., broadband ∼3 kHz-3 MHz electric field change measurements) that are used to identify NBEs, IBPs, and EIPs . For instance, Figure 3.1a shows the
entire sferic of a ∼100 ms long cloud-to-ground flash, with the three blue arrows indicating large
(∼100 V/m) electric field changes that coincide with a leader touching ground at three different
times, each producing a large current surge and luminosity wave (i.e., return stroke) that travels
from the ground upward along the channel. The huge current surges occur as a result of the leaders
shorting ∼100 million volts of cloud potential to ground. Figure 3.1b shows an expanded view
of the same flash from initiation up until the first return stroke, showing a train of relatively highamplitude sferic pulses that occur during the first several milliseconds of the flash. The pulse train
is shown expanded in Figure 3.1c, with the flash-initiating NBE and a single IBP indicated with the
single and double red boxes, respectively. As can be seen from Figure 3.1c, NBEs, if they occur,
will be the very first pulse in a lightning flash, and from the expanded view in Figure 3.1d, we can
see that the NBE sferic is relatively narrow (∼10 µs wide) and roughly bipolar in shape. IBPs, in
contrast, are embedded in later activity of the flash, but usually occur within the first few milliseconds of a flash – in a cloud-to-ground flash, IBPs occur before the leader first touches ground. IBPs
typically occur in trains, as shown here, that last for several milliseconds. From the expanded view
in Figure 3.1e, we see that IBPs are similarly bipolar compared with NBEs, but can be somewhat
wider (∼10-100 µs wide), and are typically superimposed by spikey subpulses on the leading pulse
of the sferic. In addition, though not produced in the cloud-to-ground flash of Figure 3.1a-e, an
EIP sferic is shown in Figure 3.1f for comparison. EIPs, like IBPs, tend to occur within the first
few milliseconds of a lightning flash, are typically as wide as the widest IBPs (∼50-100 µs), but do
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not occur in trains and are relatively rare. EIPs are defined by the high amplitude of their sferics,
which can be seen here to rival the electric field change of the return strokes shown in Figure 3.1a
(∼100 V/m), despite taking place entirely in the cloud. EIPs are associated with high peak currents
in excess of 100 kA, similar to some of the highest peak currents associated with return strokes.

Figure 3.1: Lightning sferics. The broadband ∼3 kHz-3 MHz electric field changes, i.e., sferics,
associated with: (a) a CG flash, with the three return strokes indicated by blue arrows, (b) the initial
stage leading up to the first CG return stroke, (c) the CG flash-initiating NBE and IBP train, (d)
the CG flash-initiating NBE, (e) an example IBP in the CG flash, and (f) an EIP from a different
(intra-cloud) lightning flash.
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CHAPTER 4
SCIENTIFIC CONTRIBUTIONS

In this dissertation, broadband radio interferometery (Stock, 2014) is used to map and image
VHF radio sources associated with fast thunderstorm electrical processes, with the purpose of
investigating the fast dynamics with sub-microsecond resolution. Specifically, major scientific
contributions include:
1. Discovery and characterization of fast negative breakdown in thunderstorms. Fast negative
breakdown is a newly-identified fast-propagating ∼107 m/s streamer process, which plays
important roles in lightning initiation and propagation, and generates various types of sferics.
2. Adaptation of radio astronomy techniques to simulate and characterize radio images due to
single-source and multi-source thunderstorm emissions.
3. New physical description of classic IBPs. The initial pulse of a classic IBP sferic is produced
by fast negative breakdown, which extends the channel ∼100 m into virgin air, whereas the
long tail of the sferic is generated by sustained currents through a leader.
4. Identification of a new process in lightning initial stage. IBPs are preceded by slowerpropagating (∼106 m/s) negative breakdown that emits no detectable fast sferics, with both
IBPs and the slower process contributing equally in length to initial lightning channel development.
5. Development of a novel radio-based method for distinguishing relativistic from conventional
thunderstorm discharges. By comparing EIP sferics and VHF emissions, we determine that
EIPs are generated by relativistic electrons and associated ionization.
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6. Identification of a new causal relationship between conventional and relativistic thunderstorm processes. Relativistic avalanching develops during the occurrence of downward-thenupward fast positive-then-negative breakdown that repeatedly discharges a large volume.
7. Observational verification that EIPs, and hence TGFs, can be produced by relativistic feedback discharges (RFDs), which involve multiple generations of relativistic electron avalanches
and back-scattered positrons and X-rays.
The results herein have been published (Tilles et al., 2019), submitted for publication (Tilles
et al., 2020b), or are under preparation for journal submission (Tilles et al., 2020a).
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Part II
Instrumentation and methods

53

In summer 2016, the New Mexico Tech broadband VHF interferometer (INTF) and fast electric
field change antenna (FA) (Stock, 2014; Stock et al., 2014; Rison et al., 2016) were deployed to
Kennedy Space Center (KSC), FL, as a follow-up study to Rison et al. (2016). The INTF site
location is shown in Figure 4.1. The INTF observations were complemented by three-dimensional
lightning VHF source locations from the KSC Lightning Mapping Array (LMA) (Rison et al.,
1999; Thomas et al., 2004).
The combination of INTF, FA, and LMA observations provides a detailed picture of the altitude, physical extent, propagation speed, polarity, and other electrical characteristics of the observed breakdown events, as well as information about the storm context in which they occur. Each
instrument is described in more detail in the following sections.

(a)

(b)

Figure 4.1: Instrument locations in 2016 Florida deployment. (a) Plan view of the Florida coastline,
showing the eight inner-most stations of a ten-station Lightning Mapping Array (LMA) (green
squares) and the location of the broadband interfereomer (INTF) (white dot). (b) Close-in plan
view of the INTF, showing the three INTF antennas, A, B, C, arranged in an equilateral triangle
configuration with 100-meter baselines. The fast electric field antenna (FA) is located near the
center of the array (green balloon).
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CHAPTER 5
BROADBAND RADIO INTERFEROMETERY

Figure 5.1: INTF site panorama at Kennedy Space Center in 2016. Three flat-plate antennas
(labeled A, B, C) and fast electric field change antenna (FA) are indicated by arrows, with A and
B in the foreground, and C in the background (the photograph was taken from the right side of
Figure 4.1b, looking toward the west). The signal from each sensor ran along a dedicated coaxial
cable to the data acquisition building (orange-white checkered building) where it was digitized and
stored.

5.1

Hardware

The New Mexico Tech broadband VHF radio interferometer (INTF) was operated at KSC in 201617 (Stock et al., 2014; Rison et al., 2016), and utilized three broadband VHF ('14–88 MHz) flatplate receiving antennas, “A”, “B”, and “C”, arranged in a 100-meter equilateral triangle baseline
configuration, as shown in Figure 4.1b from a bird’s eye view, and in Figure 5.1, looking west
across the array. The time series waveforms from each receiver and from a fast electric field
change antenna co-located with the INTF (see Section 6) were amplified and sent along coaxial
cables to a central data-acquisition building, where the signals were filtered and further amplified
before being synchronously digitized at 180 MSps with 16-bit resolution. Recording of the INTF
(and FA) signals was triggered either by strong VHF emissions from antenna C (the most quiet
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of the three VHF sensors during non-thunderstorm activity), typically with a 50 ms pre- and posttrigger, or by a strong signal from a co-located slow antenna (see Section 6.1) with a time constant
of 10 s, and a much longer typical pre- and post-trigger of 1.5 s.

Figure 5.2: INTF antenna at Kennedy Space Center in 2016. The circular flat-plate antenna covers
a housing (cake pan) containing signal amplifiers. The amplified signal runs from the housing
along a coaxial cable to the data acquisition building (orange-white checkered building in the
background), where it is filtered and further amplified before being digitized and stored.

The INTF utilizes circular flat metal plates as the sensing elements, as shown in Figure 5.2,
~ a charge density (ρ) is induced on the exposed
and when placed in an ambient electric field (E),
~ = ρ / 0 , which can
surface area (A) of the sensor. The quantities are related by Gauss’ law, ∇ · E
be rewritten:

I
Z
Z 
ρ
Q
ρ
~ · dA
~=
~ =
dV → E
dV → Ez A =
→
∇·E
0
0
0

(5.1)

where Q is the total charge induced on the exposed surface of the sensor, and the divergence
theorem was used to convert the integral over the volume surrounding the sensor, V , into an closed
integral over the exposed surface area of the sensor, A.
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~ changing with time (as it naturally does due to charge movement in a thunderstorm), it
For E
induces a current Iin on the plate, which can flow into a circuit connected to the plate:
d
dEz
=
dt
dt



Q
A0


=

Iin
A0

(5.2)

If this circuit is an inverting op-amp circuit, which is depicted in Figure 5.3a, then Iin =Iout , or
rather Vout =-Iin Rout , and the measured output voltage, Vout , is:

Vout = −Iin Rout = −A0

dEz
Rout
dt

(5.3)

The instrument sketched in Figure 5.3b depicts the flat metal plate as the sensing element of a
time-varying vertical electric field, which can be encompassed by its time derivative, dEz /dt. The
current induced on the plate serves as the input into an inverting op-amp circuit, and thus, by rearranging the terms in equation 5.3, we see that the instrument provides a measurement of dEz /dt:
dEz
Vout
.
=−
dt
Rout A0

(5.4)

By using the instantaneous dEz /dt signal for determining VHF source locations (Section 5.3),
we take advantage of the full bandwith provided by the digitizer ('14-88 MHz, and '5.5-ns
temporal resolution).
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(a)

(b)

Figure 5.3: Circuit elements of dEz /dt sensor. (a) An inverting op-amp circuit. (b) Circuit elements, including the sensing plate and showing the output voltage, used to record dEz /dt.

5.2

Concept

The basic concept of interferometry can be explained using two antennas as an illustration. Figure 5.4a shows a two-dimensional diagram of two antennas, A and B, separated a distance dAB ,
which denotes the length of the baseline AB. We assume that a source is radiating a distance much
farther away than the distance dAB , so that the incoming electromagnetic signal can be approximated as a plane wave. Then, the signals received by A and B are assumed to be identical, but one
must travel an additional distance cτAB to reach A after reaching B, where τAB is the time delay
between the signals received at A and B, and c is the speed of light. The angle θAB that the source
makes with respect to AB is related to cτAB and dAB by simple trigonometry:

dAB = cτAB cos(θAB )

(5.5)

and we are ultimately interested in finding the angle θAB in the direction of the emitting source.
Since dAB and c are knowns, we need only find the time delay τAB between the two incoming
signals in order to solve for θAB .
In reality the problem exists in three-dimensional (3-D) space. The baseline AB is shown
to have some orientation with respect to the cardinal directions (north-south and east-west) in
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(a)

(b)

Figure 5.4: Interferometry conceptual diagram. (a) Two antennas, A and B, separated by baseline
length dAB , receive an electromagnetic plane wave that makes an angle θAB with the baseline.
After reaching B, the signal must travel an additional distance cτAB to reach A, where τAB is the
time delay between the signals at A and B. (b) Same as (a) but in three dimensions, showing
orientation of AB with respect to cardinal directions.

Figure 5.4b. With just one baseline, we can obtain one angle θAB to the source, which alone cannot
give a direction to the source. Adding a third antenna, C, brings the total number of baselines
from one to three, and each baseline is oriented differently with respect to the cardinal directions,
providing three angles to the source (θAB , θAC , and θBC ). With just two angles, the direction (2-D
location) to the source can be determined.
Note that solving for a third angle does not make the system three-dimensional, but acts as
a redundant measurement. Recall that this problem has been set up by assuming that the source
is infinitely far away (with the incoming radiation a plane wave), so it does not make sense to
talk about triangulating to the source as if it has a finite distance from the antennas. Rather, the
interferometer output is the angular direction to a source (as in an ordinary 2-D photograph). Thus,
a cartesian coordinate system is not an ideal choice for representing source locations herein. We
instead utilize a coordinate system called the “cosine plane” (Stock, 2014) that has as its axes the
cosines of the angles, α and β, that a source makes with respect to the east and north directions,
respectively, as depicted in Figure 5.5a. A source is projected first onto a unit hemisphere, and
then straight down onto the instrument plane. The resulting unit disk is called the cosine plane,
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as shown in Figure 5.6a. Note that sources projected near the horizon (near a radius of 1) will be
more compressed on the cosine plane than sources directly overhead, near the disk center. This is
similar to the projection of the sky by a fish-eye lens, an example of which is shown in Figure 5.6b.

(a)

(b)

Figure 5.5: Transition from 3-D space to 2-D cosine plane projection. (a) A point source (orange
line) makes an angle α with respect to the east direction, an angle β with respect to the north
direction, and an angle θAB with respect to the baseline AB (dotted blue line). The source is
projected on a unit hemisphere, and then straight down into the instrument plane (cosine plane),
which forms a unit disk. (b) The angle θAB defines a line of constant time delay (orange solid line)
in the cosine plane where the source may be.

Figures 5.5b and 5.6a demonstrate that for a given baseline orientation in the cosine plane
(blue dashed lines in the figures), a line perpendicular to the baseline orientation represents a line
of constant time delay (orange solid lines). With a second baseline, we find a second line in the
cosine plane where the source may exist. The intersection of the two lines defines the location of
the source in the cosine plane. Note that a third baseline will produce yet another line of constant
time delay, and this line would perfectly intersect the other two lines at a point given the ideal
scenario that the emitter is a point source and that there is no noise in the measurement.
The sky can equivalently be viewed in an azimuth-elevation projection (as in a 2-D photograph), where azimuth (Az) is the angle made clockwise with respect to north, ranging from 0◦ to
360◦ , and elevation (E`) ranges from 0◦ (the horizon) to 90◦ (directly overhead). Figure 5.7 shows
how coordinates in the cosine plane are related to azimuth and elevation.
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(a)

(b)

Figure 5.6: Cosine plane and source direction determination. (a) Two baselines produce two lines
of constant time delay (orange solid lines) in the cosine plane which are perpendicular to their
respective baseline orientations (blue dotted lines), and the intersection of which defines the source
location in the cosine plane. (b) Sky projection by a fish-eye lens, which similarly represents and
distorts the sky as compared to the cosine plane. Photo by (Anastasiia-S, 2018).

(a)

(b)

Figure 5.7: Azimuth and elevation angle and relation to cosine plane. (a) The direction to a source
(orange line) makes an azimuth angle Az with respect to north, and elevation angle E` with respect
to ground. The direction to the source in the cosine plane is depicted by the orange dot. (b) Cosine
plane, with the source azimuth and elevation angles shown.

5.3

Imaging and mapping algorithm

The time-differences-of-arrival (TDOAs) for the three antenna pairs constrain the source to lie
along three straight lines in the cosine plane, where each line is oriented perpendicular to its re-
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spective baseline, and the source location corresponds to the intersection of the lines. The problem
boils down to determining time delays τAB , τAC , and τBC that an emitting source makes with
respect to baselines AB, AC, and BC, respectively. While determining the time delays for a stationary impulsive event might be trivial, a lightning signal may be produced continuously by many
sources that are in motion with respect to the baselines. The time delay τXY can be obtained by
cross correlating two signals fX and fY arriving at antennas X and Y , respectively:
Z
(fX ? fY )(τ ) =

fX∗ (t)fY (t + τ )dt

(5.6)

where ∗ denotes the complex conjugate, and t denotes time. Note that (fX ? fY ) is a function of
τ , and for each τ the integral is taken over all possible values t. The cross correlation will be a
maximum when fY and fX are aligned in time after shifting fY by a time delay τ = τXY . When
the two signals are not aligned in time, the cross correlation will be less than the maximum value.
Thus, τXY is determined by finding the τ at which (fX ? fY ) is maximum.
For a baseline XY , with length dXY and azimuthal orientation AzXY , the time delay can be
related to the cosine plane coordinates, (cosα, cosβ) = (`, m), using the relation (Stock, 2014)

τXY,`m =

dXY
(` sin AzXY + m cos AzXY )
c

(5.7)

which is simply a consequence of the geometry. Put into words, equation (5.7) says that each
location (`, m) in the cosine plane represents a time delay τXY,`m with respect to baseline XY .
Figure 5.8a illustrates three time-domain VHF signals arriving at antennas A, B, and C from
the onset of a NBE. By eye, a slight temporal offset can be seen between the three similar (but
not completely identical) signals. Figure 5.8b shows the cross correlations of every two signals in
Figure 5.8a. The peak in each cross correlation occurs at the most probable time delay between
each of the two corresponding signals in Figure 5.8a.
TDOA mapping uses the time delay at the peak of each cross correlation to map a source into
the cosine plane using equation (5.7), similar to what is shown in Figure 5.6a. Alternatively, we
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can make images based on the innovative algorithm of Stock 2014 (Stock & Krehbiel, 2014; Stock,
2014), which uses the full cross-correlation functions to produce the images directly in the cosine
plane (Stock & Krehbiel, 2014; Stock, 2014). That is, we use equation (5.7) to map each cross

(a)

(b)

Figure 5.8: INTF waveforms. (a) Time domain VHF signals recorded by antennas A, B, and C
during the first 12 µs of a narrow bipolar event (NBE). (b) Cross correlations of every two signals
in (a), showing a peak at the most probable time offset between any two signals.
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(a)

(b)

(c)

Figure 5.9: Cross correlations from each baseline projected into cosine plane. The cross correlations projected into the cosine plane correspond to baseline: (a) AB, (b) AC, and (c) BC.

correlation “waveform” into the cosine plane, so that each pixel (`, m) in the plane has associated
with it an amplitude (fA ? fB )(τAB,`m ) + (fA ? fC )(τAC,`m ) + (fB ? fC )(τBC,`m ). As an illustration,
the cross correlation from each baseline is mapped into the cosine plane in Figure 5.9. To construct a radio image of the sky, the three cross-correlations are added together in the cosine plane,
as shown in Figure 5.10a. Alternatively, the sky can be mapped in azimuth (Az) and elevation (E`)
via a transformation from the cosine plane:

Az = tan−1 (cos β/ cos α)

(5.8)

E` = cos−1 (cos β 2 + cos α2 )

(5.9)

as shown in Figure 5.10b.
We use the “centroid” or weighted center of the image to represent the source location, and
map the centroids from successive (but slightly overlapping) processing windows to show the
development of a breakdown event in time. An example of mapping a full-fledged intra-cloud
lightning flash that lasts for '400 ms is shown in Figure 5.11, where each marker represents the
centroid from one 1.4-µs exposure image. If the sources being imaged are localized, then the
centroid will represent the source’s location reasonably well (see Section 5.4 and 8.7). However,
for multiple sources occurring in the same processing window, or for extended sources, the centroid
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becomes the average location of the sources. The advantage of imaging in addition to mapping is
that we obtain additional information about the emitting source (e.g., Section 8.4).

(a)

(b)

Figure 5.10: Cross correlations from all three baselines projected into cosine plane and azimuthelevation projection. (a) The cross correlations (radio image) of the NBE source is projected into
the cosine plane. (b) The same image as in (a), but projected into azimuth-elevation.

Figure 5.11: Interferometer mapping example. Centroids from successive 1.4 µs-exposure radio
images (with a 0.35 µs shift between images) are colored by received VHF power and are plotted
in (a) azimuth and elevation, showing the spatial structure of the flash, and (b) elevation versus
time, showing the (roughly) vertical growth of the flash over time. (c) The original received VHF
signal is shown in gray, and the signal from a synchronously-digitized fast electric field antenna is
shown in black.
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5.4

Image simulations

The intensity pattern of an ideal point source is called the point spread function (PSF) (Taylor
et al., 1999; Stock, 2014) of the INTF, and depends on INTF specifications such as bandwidth,
and baseline lengths and orientations. The PSF is characterized by a bright main lobe, with an
angular size that indicates the resolution of the INTF, and lower-intensity side lobes, as shown
in Figure 5.12a,b. Note that the 1.4-µs exposure image taken near the beginning of a NBE (Figure 5.10) closely resembles the image of a point source (albeit in a different location in the sky),
indicating that the emitting NBE source is fairly localized within the resolution of the INTF.
The PSF is the instrument response to an ideal point source. In an ideal case, a delta-functionlike point source in time would have a flat (constant) Fourier transform in the frequency domain.
Therefore, in order to generate the INTF PSF, we can start in the frequency domain by setting the
amplitude to a constant (say, 1) for all frequencies in the INTF bandwidth. Figure 5.13a shows a
20-80 MHz band-limited PSF signal for all three INTF antennas in the frequency domain. Transforming these signals into the time domain produces a sharply-peaked simulated signal in all three
antennas with zero time delay (Figure 5.13b). By performing the cross correlations of all three

(a)

(b)

(c)

Figure 5.12: INTF point spread function (PSF) and comparison to real lightning source. (a) PSF
imaged in the cosine plane. (b) Close-in view of PSF main lobe. (c) Close-in view of real source
in a thunderstorm, which is similar to the PSF but shows a slightly different morphology.
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signals and projecting them into the cosine plane (Section 5.3), we get the PSF, which is the ideal
image of a point source, located at the zenith, or phase center, of the image (Figure 5.12a). The
central bright node where the peak in the three cross correlations intersect in the cosine plane is
called the main lobe. The size of the main lobe reflects the width of the main cross-correlation
peak, with the side lobes corresponding to subsidiary, periodic peaks, oriented according to the
baseline directions. A close-in view in Figure 5.12b shows that the main lobe intensity is roughly
a two-dimensional Gaussian distribution. Comparing to the main lobe of a real lightning source
(Figure 5.12c), there are slight differences in the main lobe morphology that we can exploit for
better understanding the source geometry (e.g., Section 8.7).

(a)

(b)

Figure 5.13: INTF point spread function (PSF) frequency domain and time domain signals. (a)
Simulated frequency-domain INTF signals contributing to PSF (band-limited to 20-80 MHz). (b)
Simulated time-domain INTF signals contributing to PSF.

A point source can be simulated anywhere in the sky by time shifting the time-domain PSF signals (e.g., the waveforms in Figure 5.12b) by the correct amounts (i.e., according to equation 5.7).
Moreover, two (or more) point sources at different locations in the sky can be simulated within the
same image by creating the two (or more) time-domain signals, and simply adding them together
(electric fields obey superposition) before cross-correlating. An example is shown in Figure 5.14,
for two point sources separated by various degrees in elevation.
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(a)

(b)

(c)

(d)

Figure 5.14: INTF images of two simulated point sources at various degrees separation in elevation.
Two point sources are located near the horizon, and are separated by elevations of (a) 0◦ , (b) 3◦ ,
(c) 6◦ , and (d) 9◦ .
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CHAPTER 6
FAST ELECTRIC FIELD ANTENNA

6.1

Hardware

As described in Section 5.1, a flat metal plate can be used as the sensing element in an electric
field sensor. Moreover, a flat plate provides a geometry for readily determining quantitatively the
ambient vertical electric field, Ez , above and normal to the plate. An instrument for detecting
dEz /dt was presented in Figure 5.3. However, for fitting parameters in physical models (e.g., see
Section 6.2), often we are not after the instantaneous dEz /dt, but instead want to measure the
change ∆Ez over some time. The starting point for the ∆Ez sensor is the dEz /dt sensor, but with
a capacitor C connected across the op-amp in an inverting op-amp circuit as shown in Figure 6.1a.
With a time-varying input signal Vin , a voltage Vout is induced “across” C. That is:

C

dQ
dVout
=
= IC
dt
dt

(6.1)

For a large Rout , the circuit in Figure 6.1a becomes an integrating circuit with Iout = −IC . Equating Iout in equation (5.2) with −IC in equation (6.1) gives:

dEz
dVout
A0
= −C
→
dt
dt

Z

E(t2 )

Ez (t1 )

C
dEz (t) = −
A0

Z

Vout (t2 )

dVout (t)

(6.2)

Vout (t1 )

The right-hand side of equation (6.2) gives the desired change in electric field over some time
interval, ∆t = t2 − t1 . Note that Figure 6.1a is an RC circuit, so that Vout decays by a factor of
e after a decay time τdecay = Rout C. The signal of interest must be short enough in duration so
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(a)

(b)

Figure 6.1: Electric field change sensor. (a) An integrating op-amp circuit with time constant
Rout C effectively integrates a time-varying input signal, Vin , giving an output signal Vout . (b) The
fast antenna (FA) used in the Florida studies herein is shown at the INTF site. The sensing plate
is exposed to the ground, and shielded from rain by a salad bowl, which also holds electronics to
amplify the signal. Coaxial cables run the amplified FA signal out the top of the salad bowl via PVC
piping and to the data acquisition building (orange-white checkered building in the background),
where the signal is additionally amplified, then digitized and stored.

that the decay of the output voltage is negligible, i.e., we want ∆t << τdecay . In addition, we want
that τdecay is not too long, or else the desired signal might saturate. We must choose Rout and C
so that ∆E is measured on timescales of interest. For “faster” processes, such as NBEs, we want
that τdecay ≈ milliseconds, and this type of sensor is colloquially called a “fast antenna” (FA). To
record “slower” processes, such as a leader coming to ground, we make τdecay ≈ seconds. This
type of sensor is colloquially called a “slow antenna,” and doesn’t require as fast a digitizer.
The resulting output of a fast or slow antenna is

∆Vout =

A0
∆Ez
C

(6.3)

so that the change in vertical electric field is proportional to the change in output voltage.
The FA used in the Florida studies herein had a decay time constant of 100 µs. The FA is
shown in Figure 6.1b. The exposed plate area is actually facing downward, and is shielded from
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falling rain by a “salad bowl,” which also houses signal amplifiers. The shielding is necessary so
that rain doesn’t add additional unwanted signal to the electric field contribution. In contrast, a rain
signal doesn’t greatly effect the output from the dEz /dt (i.e., VHF) INTF sensors, because the rain
signal varies on too slow a timescale. Thus, the VHF sensor can be exposed to the sky. In order
to adequately sample the change in vertical electric field, however, the FA sensing plate must be
raised high enough above the ground so that the electric field lines can bend around the instrument
without being too perturbed by objects near the ground.

6.2

Electric field due to vertical radiating antenna

Many lightning processes, such as NBEs (Section 2.4), can be approximated as a vertical radiating
antenna positioned above a grounded conducting plane, i.e., the Earth, as described in (Uman,
2001), pp. 134-137. The general expression for the vertical electric field as measured on the
ground (z = 0) a radial distance r from the antenna, at time t, can be written (Uman, 2001):
1
Ez (r, φ, z = 0, t) =
2π0

Z

HT

2z 0 − r2
R5

HB
HT

Z
+

HB
Z HT

−
HB

where R =

√

t



R
0 0
i z ,t −
dt0 dz 0
c
0
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2
R
2z − r
0
i z ,t −
dz 0
cR4
c

 
R
r2 ∂
0
i z ,t −
dz 0
2
3
c R ∂t
c
Z

(6.4)

z 02 + r2 is the distance to the observer from the infinitesimal current segment i(z 0 , t)

at height z 0 = z 0 (t) along the channel at time t. The situation is shown schematically in Figure 6.2.
Three field terms contribute to Ez , with one term shown per line in equation 6.4. The top term is
called the electrostatic field (integrating i over time and space gives the total charge involved) and
is proportional to 1/R5 , the middle term is the induction field and is proportional to 1/R4 , and the
bottom term is the radiation field and is proportional to 1/R3 . Note that the radiation field is aptly
named – if the measurement is made far from the radiating source (i.e., r1, so that R≈r), then the
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electrostatic and induction terms fall away faster than the radiation term, which is approximately
proportional to 1/R. At large radial distances the radiation term dominates the measured signal.

Figure 6.2: Vertical radiating antenna geometry used in equation 6.4. A vertical radiating antenna
extends from altitude HB to HT , a radial distance, r, from an observation point on the ground
(z 0 =0) where the vertical electric field, Ez , is sampled. A current waveform, i, travels vertically
along the antenna. The current amplitude along the antenna at time t0 and height z 0 (also slant
range, R, with respect to the observation point) is given by i(z 0 , t0 ).

If we also know the plan distance (r) and extent (z) of a vertically-oriented discharge (e.g., a
NBE), then we can model the sferic by trying different values of i(z 0 , t − Rc ) in equation (6.4) until
the simulated waveform matches the observed one. From this exercise we can obtain an estimate
of peak current, total charge involved in the discharge, and current-rise e-folding time (Rison et al.,
2016). Plan distance to an event is readily obtained from three-dimensional VHF mapping using
a lightning mapping array (LMA) (see Section 7), while vertical extent can be determined by
combining LMA plan distance with the source elevation obtained using the INTF (Section 5).
Alternatively, if a discharge is far away (r1), then the measured FA signal is dominated by
the radiation term, which is proportional to the time derivative of the current moment: dMi /dt.
Thus, if we know the radial distance, r, and height, z 0 (t), of the discharge, then we can simply
integrate the measured FA signal in time (and multiply by some factors out front) to obtain the
R
current-moment, Mi = i(z 0 )dz 0 (da Silva & Pasko, 2015). In addition, we can integrate the FA
signal a second time (and multiply by some factors out front) to obtain the charge-moment change,
R
MQ = q(z 0 )dz 0 , where q is the charge involved in the field generation.
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CHAPTER 7
LIGHTNING MAPPING ARRAY

7.1

Hardware and processing

The Lightning Mapping Array (LMA) (Rison et al., 1999; Thomas et al., 2004) is a time-ofarrival (TOA) system that determines the three-dimensional location and time of impulsive lightning events every 80-µs. The array is composed of ≥6 “stations,” and each station has a narrowband VHF antenna (60-66 MHz) as the sensing dEz /dt element, a 25 MHz digitizer, a hard drive,
and a GPS antenna for station location and clock synchronization. Figure 7.1 shows a LMA station
at Kennedy Space Center (KSC). In 2016 and 2017, during the INTF deployment at KSC, seven
LMA stations were situated within the confines of KSC and Cape Canaveral Air Force Station
(Figure 4.1a), and three outlying stations were located 60–100 km inland and southward along the
Florida coast to provide a wide coverage area.
At each LMA station, if the signal goes above a threshold value, then the peak signal in a 80 µs
window is recorded. The threshold value is set at each station so that in the absence of lightning,
only about 100-1000 values are recorded per second, which generally throws out signals due to
background noise (i.e., due to power lines, radios, etc.), and also nearby but small discharges from
objects on the ground when a thunderstorm is overhead (Thomas et al., 2004). This allows for up
to 12,500 events to be detected per second for a 80 µs system.
The LMA data is then post-processed once collected from all of the (GPS time-synchronized)
LMA stations in the array, solving for the latitude, longitude, altitude, and time (i.e., x, y, z, t)
of a radiating source with 40-ns temporal resolution (the time resolution of the digitizer) in each
80 µs window. It is assumed that the VHF-emitting events are impulsive and can be treated as

73

Figure 7.1: Lightning mapping array (LMA) station at Kennedy Space Center (KSC). The sensing
element is the vertical antenna protruding from the ground plane (three downward-sloping elements). The LMA electronics (e.g., digitizer and hard drive) are located in the tan metal box, and
are powered by the solar panel.

isotropically emitting point sources. The three spatial coordinates and time of the emitting source
are then related by:
c(ti − t) =

p
(xi − x)2 + (yi − y)2 + (zi − z)2

(7.1)

where c is the speed of light, (xi , yi , zi ) denotes the latitude, longitude, and altitude of the ith
station, respectively, and ti is the time when then signal reaches the ith station. The quantities in
equation 7.1 are depicted schematically in Figure 7.2.
In practice, lightning radiates many VHF pulses closely-spaced in time, and so the solutions
(x, y, z, t) will not be unique. Thus, the method for determining the location and timing of VHF
sources is non-deterministic, and instead employs the (nonlinear inverse) Levenberg-Marquardt
method (Thomas et al., 2004; Aster et al., 2013; Tilles, 2015) to obtain a best-fit solution of
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the timing, t, between the LMA stations in each 80 µs window. With each solution comes a
goodness-of-fit value, or reduced chi-square value, χ2ν – the lower the value of χ2ν , the better the
timing agreement between the involved LMA stations, and the more reliable the solution (i.e., VHF
source) timing and location.
Moreover, once a source location is determined in post-processing, the received power at an
individual LMA station (i.e, the peak voltage value recorded in the 80 µs window) can be used to
estimate the peak power radiated by the source in the 60-66 MHz passband (Thomas et al., 2001,
2004).

Figure 7.2: Lightning mapping array (LMA) geometry. The schematic depicts the LMA stations
(red dots) on the ground with respect to a radio source located at (x, y, z) and emitting at time t.
The radio signal is received at the ith station, with fixed location (xi , yi , zi ), at a later time ti . The
slant range from the radio source to the ith station is given by c2 (t − ti )2 . Credit: New Mexico
Tech / Langmuir Laboratory for Atmospheric Research.

7.2

Data analysis

LMA data provides information about the overall structure and development of lightning storms
and individual flashes, but also provides good estimates of the 3-D locations and VHF source powers of specific fast events (e.g., NBEs, EIPs, IBPs). Examples of the mapped LMA data are shown
in Figures 7.3-7.6, displaying the lightning activity for a ten-minute interval, a single intra-cloud
lightning flash, a cloud-to-ground flash in Florida, respectively. In each figure, the data is plotted
in three different ways, colored first as a function of time, second as a function of radiated power,
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and third as a function of thundercloud charge. Determining the thundercloud charge sign must
be done manually (Hamlin, 2004; Marshall et al., 2005; Krehbiel et al., 2008; Tilles, 2015), and
takes into account the morphology of each lightning flash in a storm. For instance, negative leaders
are generally composed of more sources and have brighter VHF emissions compared to positive
leaders, which tend to have fewer sources and lower powers, but are also more filamentary (e.g.,
see the plan displays in Figures 7.4c and 7.5c). By assuming that negative leaders (red) propagate
through positive storm charge, and assuming that positive leaders (blue) propagate through negative storm charge, we can obtain an idea of a thundercloud’s charge structure (e.g., Figure 7.3c).
Note that not all regions of the flash are assumed to propagate through charge. For instance, near
the flash origin or close to the ground, the thundercloud charge is “undetermined,” either because
the region is assumed largely neutral or because there is no thundercloud there!
In addition, the LMA is particularly useful for identifying NBEs (Section 2.4), which can then
be more finely-resolved with the INTF. Figure 7.6 shows the detailed LMA observations for two
NBEs (NBEs “1” and “2”, given in more detail in Section 8). The sources are sized and colored
by the logarithmic source power, with the large yellow/orange sources corresponding to the two
NBEs. Despite the relatively high peak power of the NBEs (50.2 and 40.6 dBW, or 105 and 12
kW, respectively), their ensuing breakdown lasted only '2-3 ms, and did not initiate full flashes.
Note that both NBEs were substantially mis-located in altitude and/or plan location compared with
the subsequent lower power activity, which were presumably in close proximity. Mis-location is
a typical feature of high-power NBEs, and is due to the VHF radiation caused by fast breakdown
being continually noisy around the time of the peak, with different mapping stations detecting
slightly different peaks (Rison et al., 2016). The mis-locations are consistent with the χ2ν goodnessof-fit values being relatively large (χ2ν =4.67 and =2.13, respectively) compared to the subsequent
sources (χ2ν ∼0.1), as seen in the numerical listings of Figure 7.6. Mis-locations and high χ2ν
values, coupled with relatively high source powers, turn out to be useful features for identifying
fast breakdown in LMA data.
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(a)

(b)

(c)

Figure 7.3: Ten minutes of LMA data. LMA sources are (a) colored by time (sources with χ2ν <1
are plotted), (b) colored and sized by the log of the emitted VHF power (sources with χ2ν <5 are
plotted, which shows the NBEs – large red diamonds – in the storm), and (d) colored by thundercloud charge, with red for positive charge and blue for negative charge (sources with χ2ν <1 are
plotted).
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(a)

(b)

(c)

Figure 7.4: LMA data for an intra-cloud lightning flash. LMA sources are (a) colored by time
(sources with χ2ν <1 are plotted), (b) colored and sized by the log of the emitted VHF power
(sources with χ2ν <5 are plotted, which shows a NBE – large orange diamond – at the beginning
of the flash), and (d) colored by thundercloud charge, with red for positive charge and blue for
negative charge (sources with χ2ν <1 are plotted).
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(a)

(b)

(c)

Figure 7.5: LMA data for a cloud-to-ground lightning flash. LMA sources are (a) colored by
time (sources with χ2ν <1 are plotted), (b) colored and sized by the log of the emitted VHF power
(sources with χ2ν <5 are plotted), and (d) colored by thundercloud charge, with red for positive
charge and blue for negative charge (sources with χ2ν <1 are plotted).
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Figure 7.6: Detailed lightning mapping data for two NBEs (NBEs 1 and 2 in Section 8). (a,d) LMA
maps of the complete activity for each NBE, showing how the NBEs are mis-located relative to the
subsequent, lower-power activity, and how the subsequent activity more accurately indicates the
NBE’s actual location. (b,c) Numerical listings of the source times, power (dBW units), goodnessof-fit χ2ν (chisq) value, and number of stations (nsta) participating in the solutions.

80

Part III
Results
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CHAPTER 8
FAST NEGATIVE BREAKDOWN

8.1

Overview

Here we report observations of electrical breakdown in thunderstorms that starts with negative
polarity discharges, in contrast to the fast positive breakdown observed by Rison et al. (2016) in
association with narrow bipolar events (NBEs). In 2016 and 2017, as a follow-up study, we deployed an improved version of the broadband VHF radio interferometer used by Rison et al. (2016)
to Kennedy Space Center in Florida. The Florida storms were found to be prolific generators (Tilles
et al., 2016) of high-power 30-50 dBW (1-100 kW) narrow bipolar events (NBEs), some of which
were caused by fast breakdown that propagated in the opposite direction of similarly-located fast
positive events, which were downward-directed. In both cases, and in a number of different storms,
the discharges in question occurred between the mid-level negative and upper positive charge regions of the storms (e.g., Figure 8.1), typical of intra-cloud lightning. Thus, upward development
would be indicative of negative-polarity breakdown. Because this conflicts with the prevailing view
that lightning starts with positive breakdown, and because the non-imaging centroid technique used
in previous studies (Rison et al., 2016) cannot rule out the possibility that the propagation is an
apparent effect due to a succession of downward positive events starting retrogressively at higher
altitudes, we present a combination of radio imaging and centroid analyses to confirm that fast
negative breakdown is dominated by a propagating localized source, thereby showing that breakdown can begin with negative as well as positive polarity. This finding challenges the current
understanding of dielectric breakdown of air.
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8.2

Fast breakdown events in an NBE-prolific thunderstorm

The observations were obtained at Kennedy Space Center, Florida from a 2016 August 24 thunderstorm located offshore. The observations include three-dimensional lightning mapping array
(LMA) data (Rison et al., 1999; Thomas et al., 2004) from the 10-station Kennedy Space Center Lightning Mapping Array (KSCLMA), VHF waveforms recorded by the New Mexico Tech
Broadband Interferometer (Stock et al., 2014) (INTF), and waveforms recorded by a flat-plate Fast
Antenna (FA) that measured the change in vertical electric field at the ground with a 100 µs decay
constant.
Figure 8.1 shows an overview of the LMA observations for the 24 August storm and the events
of interest. Figure 8.1a shows the full duration of the source altitudes versus UT time, with LMA
sources coloured according to time. A ten-minute period of the storm (black bracket in Figure 8.1a)
is expanded in Figure 8.1b,d-f, where the LMA sources are coloured according to the polarity of
the lightning discharge events, with red sources indicating positive storm charge, and blue sources
indicating negative storm charge (Hamlin, 2004; Marshall et al., 2005; Krehbiel et al., 2008). Highpower NBEs are colored in black, and typically occurred below the upper positive charge region on
the upwind side of the storm. This ten-minute period is marked by an increase in flash rate (from
about 1 to 5 fully-developed flashes min−1 ) and flash initiation altitude (from about 8-10 to 10-15
km above mean sea level (MSL)), as well as an increase in isolated NBE occurrence (from about
1 to 15 min−1 ) at the flash initiation altitudes. Such high NBE initiating altitudes are not unusual
for Florida storms (Nag et al., 2010; Jacobson & Heavner, 2005), but the NBE occurrence rate is
exceptional and is in stark contrast to previous studies (Suszcynsky & Heavner, 2003).
One especially high-rate NBE period (∼40 NBEs within one minute) lasted from 09:58 to
09:59 UT, during which NBEs tended to cluster in space and time (e.g., Stanley 2018 (Stanley
et al., 2018a)). A cluster of ten isolated NBEs that took place between the main negative and
upper positive charge regions in the normal-polarity storm (Krehbiel, 1986) is indicated by a black
bracket in Figure 8.1b, and is shown expanded in Figure 8.1c, where the LMA sources are sized
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Figure 8.1: Lightning mapping observations of storm producing narrow bipolar events. VHF
Lightning Mapping Array data from the Kennedy Space Center LMA for the 24 August 2016
storm. (a) Overview of the height-time evolution of the three-hour storm, (b) 10 minutes of enhanced activity during the bracketed interval of (a), coloured by the lightning-inferred polarity of
the storm charge (red = upper and lower positive charge, blue = mid-level negative charge), showing the NBE events (black), (c) zoomed-in view of 6 seconds of high-rate NBE activity (∼40 NBEs
within one minute), indicated by the bracket in (b), coloured and sized by VHF source power and
showing NBEs 1, 2 and 9. Note that the initial high-power sources of the NBEs (large diamond
markers) were mis-located in altitude from the subsequent, smaller, and correctly-located lowerpower sources (blue markers), with NBE 1 altitude being particularly incorrect (see Section 7.2).
The low-power sources indicate that all 10 NBEs occurred at similar altitudes between 13 and 15
km MSL, immediately below or within the inferred upper positive charge region. (d, e, f) Plan
and vertical cross-section views of the storm charge structure, coloured by charge as in (b) and
showing that the NBEs occurred in close proximity to a positively charged western anvil of the
normally-electrified storm. The inset in the east-west cross-section of (d) shows the full-duration
INTF centroid observations for each of the three NBEs relative to the storm location, with marker
colors corresponding to relative VHF power. The inset shows that each NBE had a vertical extent
of '1.5 km on the lower edge of the upper positive charge region. The plan view of (e) shows the
NBE locations as white circles. The cyan boxes in (d) and (f) indicate their locations in the vertical
cross-sections. The black triangle in (e) indicates the INTF location at KSC.

and coloured according to source power in dBW. The ten NBEs were preceded and followed by
fully-developed flashes (not shown), i.e., a negative cloud-to-ground flash ended three seconds
before the start of the first NBE in the cluster, and a normal-polarity intra-cloud flash began 0.1
seconds after the tenth (final) NBE in the cluster. The INTF triggered on the strong VHF radiation
from each of the ten NBEs. As discussed in the next section, the INTF and FA data indicate that
NBE 1 (Figure 8.2) was produced by downward-propagating fast positive breakdown similar to
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Figure 8.2: Interferometer data for NBE 1. (a,c) Radiation centroids (circular markers, coloured
and sized by VHF power) for NBE 1, plotted in elevation vs. azimuth, showing the breakdown
activity was primarily vertical. Each marker denotes the average angular position of the 128 source
solutions in each 0.7-µs window, and error bars denote the standard deviations. (b,d) Radiation
centroids and fast electric field change (sferic) observations (black waveform) superimposed on
the VHF waveform (gray), showing the downward propagation of the VHF source. The positive
sferic waveform is indicative of a downward-directed current, consistent with the NBE occurring
below the storm’s upper positive charge, and indicating the downward development was due to
positive-polarity breakdown. The breakdown descended '700 m in 14 µs, corresponding to a
speed of '5×107 m s−1 . (e) Semilog plot of the VHF power vs. time, showing the fast exponential
rise of the radiation (rise time τ = 0.21 µs), coincident with the fast rise of the electric field change
(panel (d)). The peak current of the breakdown was −75 kA.

that reported by Rison et al. (2016). In contrast, similarly fast breakdown but upward-directed and
of negative polarity produced NBE 2 and NBE 9 (Figures 8.3 and 8.4, respectively). The polarity
of the remaining seven NBEs could not be determined because the vertical extent of each event
was too small to determine an unambiguous propagation direction.
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Figure 8.3: Interferometer data for NBE 2. (a,c) Radiation centroids (circular markers, coloured
and sized by VHF power) for NBE 2, plotted in elevation vs. azimuth, showing the breakdown
activity was primarily vertical. Each marker denotes the average angular position of the 128 source
solutions in each 0.7-µs window, and error bars denote the standard deviations. (b,d) Radiation
centroids and fast electric field change (sferic) observations (black waveform) superimposed on the
VHF waveform (gray), showing the upward propagation of the VHF source. The positive sferic
waveform is indicative of a downward-directed current, consistent with the NBE occurring below
the storm’s upper positive charge, and indicating the upward development was due to negativepolarity breakdown. The breakdown ascended '600 m in 15 µs, corresponding to a speed of
'4×107 m s−1 . (e) Semilog plot of the VHF power vs. time, showing the fast exponential rise of
the radiation (rise time τ = 0.24 µs), coincident with the fast rise of the electric field change (panel
(d)). The peak current of the breakdown was −47 kA.

Despite differences in breakdown polarity and propagation direction, NBEs 1, 2, and 9 are consistent with the high-power NBEs discussed in Rison et al. (2016), having LMA-estimated peak
VHF powers of 105 kW, 12 kW, and 43 kW, respectively. Also, the charge-moment changes (-320
C-m, -190 C-m, and -120 C-m), charge transfers (-0.5, -0.3, and -0.3 C), peak currents (-75 kA,
-47 kA, and -58 kA), and current rise e-folding times (0.5 µs, 0.4 µs, and 0.4 µs) obtained from
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Figure 8.4: Interferometer data for NBE 9. (a,c) Radiation centroids (circular markers, coloured
and sized by VHF power) for NBE 9, plotted in elevation vs. azimuth, showing the breakdown
activity was primarily vertical. Each marker denotes the average angular position of the 128 source
solutions in each 0.7-µs window, and error bars denote the standard deviations. (b,d) Radiation
centroids and fast electric field change (sferic) observations (black waveform) superimposed on the
VHF waveform (gray), showing the upward propagation of the VHF source. The positive sferic
waveform is indicative of a downward-directed current, consistent with the NBE occurring below
the storm’s upper positive charge, and indicating the upward development was due to negativepolarity breakdown. The breakdown ascended '400 m in 10 µs, corresponding to a speed of
'4×107 m s−1 . (e) Semilog plot of the VHF power vs. time, showing the fast exponential rise of
the radiation (rise time τ = 0.23 µs), coincident with the fast rise of the electric field change (panel
(d)). The peak current of the breakdown was −58 kA.

simulations of the fast breakdown sferics for NBEs 1, 2, and 9, are similar to the Rison et al. (2016)
results. These results are summarized in Table 8.1.

87

8.3

Fast breakdown polarity

The fast electric field change measured by the fast antenna was positive for all three NBEs, indicative of the current being downward directed (Uman, 2001). The polarity of the events is then
determined from INTF observations of the breakdown propagation direction. For each NBE, we
construct a series of 0.7 µs-exposure VHF images (Stock & Krehbiel, 2014; Stock, 2014) (see Section 5.3), and then locate the centroid, or brightest pixel, in each image, to determine the location
of the VHF-emitting source over time. To minimize the effects of noise in each 0.7 µs image,
which corresponds to 128 VHF samples, we find 128 centroid locations by shifting each imaging
window by one sample (5.6 ns) and calculate the average of those 128 locations. The resulting
centroid maps for NBEs 1, 2, and 9 are shown in Figures 8.2, 8.3, and 8.4, respectively, where
the circular markers correspond to the average centroid location in a 0.7 µs time period, and the
error bars denote the standard deviation. In particular, for the upward negative-breakdown NBEs,
Figures 8.3a,c and 8.4a,c show the centroids of NBE 2 and NBE 9, respectively, in elevation vs.
azimuth angle, indicating their development was predominantly vertical, similar to the downward
positive-breakdown of NBE 1 in Figure 8.2, and in other observations of NBEs (Rison et al., 2016;
Karunarathne et al., 2016). Panels b,d of each of the figures show the NBEs’ temporal development, co-plotted with coincident VHF (light blue) and FA (black) waveforms. The altitude vs. time
development of the upward negative-breakdown NBEs is similar to that of the downward positivebreakdown example, with both being indicative of a localized source, or single breakdown front
(albeit with noticeable scatter in the emitter locations). The measured VHF speeds and rise times
are also similar for the three NBEs, ranging from 4-5×107 m s−1 and 0.21-0.24 µs, respectively.

8.4

NBE source characterization

Figure 8.5 shows example 0.7 µs images used in determining the centroid results of the preceding
section. The imaging centroid technique differs from that of Rison et al. (2016) in that it makes
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NBE
NBE 1
NBE 2
NBE 9

Breakdown v (m s−1 )
polarity
positive
5.0×107
negative
4.2×107
negative
3.9×107

∆z (m) Ppk (kW)
600
105
600
12
400
43

Ipk (kA) Qm (C·m)
-75
-320
-47
-190
-58
-120

∆Q (C)
-0.5
-0.3
-0.3

τ1,r (µs)
0.5
0.4
0.4

τ1,f (µs) τ2,r (µs)
2.6
1.2
3.6
3.9
0.4
1.6

τ2,f (µs)
3.7
1.9
2.5

Table 8.1: Fast breakdown characteristics for NBEs 1, 2, and 9. The polarity is that of the initial fast
breakdown of each NBE, and does not correspond to the sferic polarity. v is the INTF-determined
speed of the fast breakdown, ∆z is the INTF-determined vertical extent of the fast breakdown, and
Ppk is the LMA-determined peak source power. Ipk and Qm correspond to the peak current and
charge-moment change during fast breakdown, as determined from FA sferic simulations similar
to those in Rison et al. (2016), and ∆Q is the charge transfer. Two double-exponential current
pulses were used to simulate each sferic. The first and second current pulses have rise and fall
e-folding times of τ1,r , τ1,f , and τ2,r , τ2,f , respectively.

use of the full cross-correlation functions of antenna pairs, rather than just their peaks (Stock
& Krehbiel, 2014). The centroid locations are similar for the two approaches, but the imaging
provides additional information about the spatial distribution of the source (see Section 8.7). If the
source is localized, i.e., is contained within the angular resolution of the INTF, then its location is
well determined by the centroid location. For extended sources, the centroid does not necessarily
represent the source location.
As an example, Figure 8.5 shows sequential images taken from NBE 2. The intensity distribution in each image is normalized, ranging from 0 (dark blue) to 1 (yellow). For comparison,
Figure 8.5a shows the simulated image of an ideal noiseless point source positioned at azimuth
angle (Az) and elevation angle (E`) of 50◦ and 23◦ , respectively, similar to the NBE 2 source
locations. The intensity pattern of an ideal point source is called the point spread function (PSF)
(Taylor et al., 1999; Stock, 2014) of the INTF (Section 5.4), and depends on INTF specifications
such as bandwidth, and baseline lengths and orientations. The PSF is characterized by a bright
main lobe, with an angular size that indicates the resolution of the INTF, and lower-intensity side
lobes. Note that the top row of images (Figure 8.5b-e) corresponds to the first 15 µs of NBE 2,
and the images are qualitatively similar to the PSF, having a single bright main lobe of comparable size and similarly bright and morphologically similar side lobes. This indicates that the first
15 µs of NBE 2 is consistent with a localized source, and that the sources are well-located by the
centroid locations. In contrast, the second row (Figure 8.5f-i) corresponds to the latter (≥15 µs)
89

Figure 8.5: Radio images of NBE 2. Elevation vs. azimuth images of (a) an ideal point source at
NBE 2’s location (Az, E` = 50◦ , 23◦ ), called the point spread function (PSF), (b-e) sample images
at '4 µs intervals during the first 15 µs of NBE 2, corresponding to its upward fast negative
breakdown (FNB) phase, and (f-i) sample images during successive 15 µs intervals. In each case
the images are 0.7 µs exposures, normalized to the peak amplitude of the centroid. The central lobe
of the PSF shows the angular resolution of the three-antenna array and, along with the side lobes,
remains essentially unchanged during the FNB, consistent with the VHF radiation being from a
localized source. Following the FNB, the central lobe becomes increasingly elongated and the side
lobes intensify and become disorganized, indicative of extended and/or multiple radiation sources.
(j) Standard deviations (SD) of the central lobe in the (cosα, cosβ) projection plane vs. time (red,
blue symbols), compared to the SD of the PSF function (grey line), quantitatively showing the
radiation to be localized during the FNB and increasingly non-localized and random subsequent to
the FNB.

portion of NBE 2, and the images look substantially different from the PSF, having both a broader
main lobe and morphologically-dissimilar side lobes, as well as higher-intensity content in the
side lobes. Such images are inconsistent with a localized source, and the centroid locations may
not accurately depict the emitter locations. This is reflected in the increased uncertainty of the
altitude values after ∼15 µs in Figures 8.2-8.4, and in the increased standard deviations shown in
Figure 8.5j.
The VHF images for NBE 2 (Figures 8.5b-i) were each fitted with a two-dimensional Gaussian to determine their standard deviations (see Section 8.7). The resulting values are shown in
Figure 8.5j, which clearly demonstrates two distinct regimes of activity. During the first 15 µs
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of NBE 2, i.e., the fast breakdown stage, the standard deviations in both the cosα and cosβ directions (see Section 5.2 for cosine plane projection) are confined to values between 0.010 and
0.012, making the sources consistent with a localized source radiating within the angular resolution of about 1.0◦ azimuth and 3.5◦ elevation. Often, the source is indistinguishable from a point
source (with both standard deviations ≈0.011). In this case, the source locations and progression
are well-represented by the centroid values, which show reduced scatter in the propagation (see
Figures 8.2a,b, 8.3a,b, and 8.4a,b). After about 15µs (Figure 8.5f-i), the standard deviations are
noticeably greater and show substantially more scatter in values, ranging between 0.012 and 0.022,
indicating the angular source extents are greater than those of the PSF (0.011, corresponding to
1.6◦ and 3.8◦ in azimuth and elevation angle, respectively), extending instead up to >1.6◦ and >5◦
in azimuth and elevation angle, respectively. In addition, the side lobes are substantially altered.
Thus, the latter stage appears to be a mix of localized and extended sources with the centroids not
being consistent with a localized source.
Because the first 15 µs of NBE 2 was consistent with a localized source, four possible models
exist to explain the upward-propagating NBE 2 centroid movement depicted in Figure 8.3d. The
first and simplest model is a point source, or negative breakdown front, moving upward in altitude,
which is the model used to obtain Figure 8.6 (discussed below). A second plausible model is
that of an extended source that grows upward in altitude. In this case, upward negative-polarity
breakdown is still required to explain the centroid movement. A third model is that of two point
sources, one that moves upward in altitude with greater source power, the other moving downward
in altitude with lesser source power, so that the overall altitude change of the centroid is positive.
Again, this would require an upward negative-polarity breakdown in order to explain the centroid
movement, but would also indicate that a positive breakdown occurs concurrently with fast negative
breakdown. Also, the fast negative breakdown speed determined in Figure 8.3d would be a lower
limit. The fourth model is of two stationary point sources separated by at least 600 m in altitude.
If the higher source radiates more strongly over time compared with the lower source, then the
centroid movement is an apparent effect. This scenario is not physically plausible. The exponential
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increase (0.24 µs rise time) of the measured VHF power requires that the VHF power of the higher
(more strongly radiating) source should increase on the same timescale. If the lower source does
not also increase on the same timescale, then the centroid location is soon determined by the
higher source alone (after 1.5 µs, the source power increased by a factor of 500). The upward
centroid movement must then be due to upward source propagation, not two stationary sources.
Alternatively, if both the higher and lower source powers increase on the same timescale, then it is
highly likely that an electrical connection exists between the two sources. This would suggest that
an extended emitter (>600 m) already exists at the onset of the exponential rise in VHF power,
which is inconsistent with the INTF observations that show that there is no pre-event discharge
activity.
Given the above discussion, fast moving, upward breakdown is required to explain the centroid
movement of a localized source as depicted in Figures 8.3 and 8.4. Like NBE 2, NBE 9 was also
produced by upward fast breakdown of negative polarity, in this case at a speed of 3.9×107 m s−1
(Figure 8.4d). In contrast, the fast breakdown of NBE 1 developed downward, in the same direction
as the current, and therefore was of positive polarity (Figure 8.2d). In each case, the breakdown
was initiated near 13.6 km altitude and had similar vertical extents (400-600 m) and propagation
speeds (several times 107 m s−1 ). The features of the initial fast breakdown during NBEs 1, 2, and
9 are summarized in Table 8.1.

8.5

Fast breakdown simulation

To further validate the breakdown developing as a fast propagating event, we simulate the INTF
images of a propagating ideal point source, while taking into account the (pre-flash) noise in the
INTF measurement (see Section 8.7). In particular, the initial 15 µs of NBE 2 is modeled as a
fast (4.2×107 m s−1 ) monotonically ascending point source that begins at 13.6 km altitude and
a distance 32.6 km from the INTF, which has the same VHF power per image as for the actual
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Figure 8.6: NBE 2 simulation. Simulated radiation centroids (circular markers, coloured and
sized by VHF power) of a vertically-propagating point source, having the same VHF amplitudes,
altitudes, and speed of NBE 2. Each marker denotes the average angular position of the 128 source
solutions in each 0.7-µs window, and error bars denote the standard deviations. (a,b) Centroid
locations without added noise, plotted in elevation vs. azimuth and elevation vs. time, respectively,
and (c,d) same, but with the pre-flash noise of NBE 2 added, showing that the resulting scatter in
elevation and azimuth is partially but not fully accounted for by the pre-flash noise.

NBE 2 record. Figure 8.6a,b shows the noise-free model for the fast breakdown of NBE 2, while
Figure 8.6c,d shows the model with added noise.
Comparison of Figure 8.3c,d and Figure 8.6c,d shows that the scatter in the source locations
of the actual measurements is only partially accounted for by the pre-flash noise. Since our simulation of a monotonically-ascending point source (Figure 8.6c,d) does not fully explain the scatter
in centroids that is depicted in the observations (Figure 8.3c,d), it is possible that we have either
underestimated the noise, that the source speed fluctuates, or that a spatially-distributed cascading sequence of activity is responsible for the fast negative breakdown observed for NBE 2 (and
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NBE 9), and perhaps is also responsible for the fast positive breakdown of NBE 1 and other fast
positive breakdown events, given the similarities between fast negative and fast positive breakdown. Regardless, the centroid locations during the initial breakdown of NBE 2 (Figure 8.3c,d)
are consistent with fast, upward-propagating breakdown that carries a current opposite to its propagation direction, transporting negative charge upward into the upper positive charge region (inset
in Figure 8.1d), and therefore being of negative polarity.

8.6

Discussion

Though dart leaders (Jordan et al., 1992; Shao et al., 1995; Rakov, 1998) and K-processes (Shao
& Krehbiel, 1996; Akita et al., 2010) both constitute negative-polarity breakdown events that can
reach speeds in excess of 107 m s−1 , they occur along a path preconditioned by preceding discharges, whereas fast negative breakdown appears to occur in virgin air. Streamers are the only
known form of electrical breakdown in virgin air that can reach speeds on the order of 107 m
s−1 (Stanley et al., 1999; McHarg et al., 2002; Liu et al., 2015, 2016), so the high speeds of fast
breakdown can be explained by propagating streamers. Although relativistic runaway electron
avalanches (RREAs) (Gurevich et al., 1992) also constitute a negative-polarity discharge in virgin air, the propagation speed of the RREAs is 0.89c (Coleman & Dwyer, 2006), which is much
faster than the observed propagation speed of the fast negative breakdown. Because the runaway
electron avalanche length at thunderstorm altitudes is approximately a few hundred meters long
(Dwyer, 2003), the characteristic time scale of an individual RREA is about 1 µs, much shorter
than the 10-30 microsecond duration of the fast negative breakdown. As a result, to create such a
long timescale, multiple RREAs would be necessary, but then it is not obvious why these multiple
RREAs would cause a discharge to propagate in the direction opposite the electric field direction.
Finally, it is not clear how RREAs could produce the large VHF power emitted during the fast
negative breakdown, nor do they represent a viable mechanism for producing the observed sferics
(Arabshahi et al., 2014), given the length scale (<1 km) of fast negative breakdown.
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The current magnitude (Briels et al., 2008; Liu, 2010; Shi et al., 2016) and spatial and temporal
scales of a single streamer are much smaller than the scales observed during fast breakdown, so a
reasonable interpretation of the fast breakdown in NBEs 2 and 9 is that it consists of a system of
many negative streamers. The fact that the VHF signal turns on coincidentally with the FA signal
and both develop exponentially agrees with the findings of Rison et al. (2016), and is also consistent with modeling of streamer development which shows similar exponential growth (Griffiths &
Phelps, 1976; Shi et al., 2016), regardless of polarity.
Negative streamer development alone in virgin air is not immediately consistent with our understanding of dielectric breakdown in virgin air (Williams, 2006; Petersen et al., 2006; Liu et al.,
2012; Sadighi et al., 2015; Petersen et al., 2015; Shi et al., 2016). In particular, in investigating
the polarity asymmetry in lightning initiation and propagation, it has been suggested that positive
streamers originate first at some initiation point and negative streamers are initiated from the point
later when the field is sufficiently large (Williams, 2006). However, negative streamers alone can
occur in earth’s atmosphere if positive streamer development is suppressed, for example, at the
edge of the ionosphere for negative sprites (Liu et al., 2016). In this case, both the nonuniformity
of the electric field and the location of the initiating breakdown is critical to the breakdown’s polarity. During the August 24 storm, a similar nonuniformity of the thundercloud electric field is
suggested by the high isolated NBE rate, which indicates localized regions of intense electric field
(Rison et al., 2016). Depending on the location of initiating breakdown relative to the nonuniformity, it is possible that negative streamers could propagate in virgin air for some time without a
positive-streamer counterpart.
Fast negative breakdown seems to share many similar characteristics with fast positive breakdown, as is evident from the entries in Table 8.1. It is interesting to note that the differences
between positive and negative streamers cause no significant difference in the characteristics of the
two types of fast breakdown. It has been suggested that electron drift motion being convergent for
positive breakdown while divergent for negative breakdown leads to more favorable condition for
the positive breakdown to start and propagate (Williams, 2006). The highest electron drift speed
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in streamers is on the order of 105 m s−1 , which is two orders of magnitude slower than the fast
breakdown propagation speed. With streamer speeds much larger than electron drift speeds, the
properties of streamers are dominated by their ionization wave nature. Whether electron drift is in
the same direction or opposite direction of the wave then becomes less important, which results in
negligible difference between positive and negative streamers (Babaeva & Naidis, 1997; Shi et al.,
2016).
It is interesting to note not only the similarities between the fast negative breakdown events
(NBEs 2 and 9) and the fast positive breakdown event (NBE 1) herein, but also the similarities
with the three NBE-producing fast positive breakdown events in Rison et al. (2016) (NBEs 1,
2, and 3). The similarities exist despite inherent differences between Florida thunderstorms and
New Mexico thunderstorms (Krehbiel, 1986; Stolzenburg et al., 1998; Stolzenburg & Marshall,
2008; Caicedo et al., 2018), the Florida storms having higher associated MSL heights, higher
negative charge centers, and spanning a greater range of temperatures than New Mexico storms,
as is also supported by this study. The Rison et al. (2016) NBEs have significantly lower initiation
altitudes (9-10 km MSL) compared to those of the NBEs herein (13-14 km MSL). Given that NBE
parameters can vary widely, these similarities are surprising, albeit inconclusive, given the small
sample of NBEs compared.
Another possibility to consider is that fast negative breakdown is not due to negative streamer
development, but is due to positive streamers moving in retrograde motion that gives an apparent
upward propagation direction. That is, negative charge deposited at each streamer initiation point
(Griffiths & Phelps, 1976; Liu, 2010) could create a sufficiently large electric field to launch positive streamers upwind of the preceding streamers, and so on. Rison et al. (2016) used this idea to
explain retrograde development at the beginning of one of their positive-polarity NBEs (NBE 2),
which was confirmed by the time-resolved retrograde development of a high-altitude screening
discharge. Moreover, such a cascading sequence of activity could explain the scatter discrepancy
between the INTF observations and the simulations. However, this still requires a highly localized
electric field to limit the overall spatial extent of the fast breakdown in the direction of the thunder-
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storm field. Furthermore, it is not obvious how a retrograde-motion system of positive streamers
can reach 3-5×107 m s−1 in propagation speed, and so retrograde positive breakdown development
appears to be an implausible mechanism for explaining fast negative breakdown.
In summary, high-speed radio interferometric observations show that dielectric breakdown can
begin with negative polarity in thunderstorms, which propagates at a speed as high as 4×107 m
s−1 , extends over a distance of 500 m, and like other high-power NBEs is a source of the strongest
natural VHF emission on Earth. It is unclear what physical mechanism is behind the fast negative
breakdown, and a better understanding of the NBE mechanism will have important implications
for storm convective strength monitoring (Suszcynsky & Heavner, 2003; Jacobson & Heavner,
2005; Wiens et al., 2008; Wu et al., 2011) that would be particularly useful for space-borne global
monitoring and climatology. The observations thus far show that most NBEs are produced by
fast positive breakdown, while those produced by fast negative breakdown are less common but
constitute a noticeable portion of events. The properties of the fast negative breakdown suggest
it consists of a large number of streamers, whether they are negative streamers propagating opposite the direction of the thunderstorm electric field, positive streamers developing in retrograde
motion, or another unforeseen mechanism involving many streamers. It appears, regardless, that
a suppression of the normal breakdown development in the thunderstorm electric field direction is
required in order for fast negative breakdown to take place without readily discernible processes in
the opposite direction.

8.7
8.7.1

Appendix
Image morphologies

The image morphologies are investigated by comparing the observed images to simulated images of known source types. The size of the main lobe is used to quantify the spatial extent of the
source. Figure 8.7 shows simulated images of several source types. The top row of panels corresponds to an ideal, noiseless point source, the central lobe of which defines the spatial resolution
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of the array. In this case, the source was positioned at (Az, E`) = (50◦ , 23◦ ), corresponding to the
location of NBE 2. Figure 8.7a shows the source in the cosine projection plane, and illustrates how
the source location is determined, namely from the intersection of lines of constant time difference
of arrival at the three pairs of antennas. For the point source, the three peaks in the amplitude versus time delay of the corresponding cross-correlation functions intersect (Stock & Krehbiel, 2014;
Stock, 2014) to create a Gaussian-distributed strong central lobe that is nearly circularly symmetric
(Figure 8.7b). The standard deviation (SD) of the lobe is 0.011 in both directions (Figure 8.7c,d),
namely 1.1% of the overall extent of the cosine projection plane. When projected upward onto the
celestial hemisphere to determine the Az and E` angles, the lobe becomes elongated in elevation,
corresponding to standard deviations of 1.6◦ in azimuth and 3.8◦ in elevation (Figure 8.7e). The
centroid location (white dot) and corresponding azimuth-elevation values (white text) demonstrate
that the location of an ideal point source is well determined by the centroid location. The larger
scale of the azimuth-elevation plot also shows the characteristic side lobes, which are caused by
subsidiary, periodic peaks in the cross-correlation functions. The full image is called the point
spread function (PSF) of the array and is a unique function of the antenna geometry (Taylor et al.,
1999), fundamental to interpreting observational data.
Figure 8.7f-i shows images of the same point source, but with increasing noise (decreasing
signal-to-noise ratio, or SNR) in the VHF signal. By simulating a point source at (Az, E`) = (50◦ ,
23◦ ) 100 times with each of the SNR values, we determined that for SNRs greater than 6, on average the centroid is correctly located to within 0.01◦ in azimuth and elevation angles. Comparing
with NBEs 1, 2, and 9, which had SNR values ranging between 10 and 100 and extended about 1◦
in elevation angle, added noise should have minimal impact on the centroid determinations. An estimate of the INTF noise was obtained from the pre-flash noise levels of the INTF VHF waveforms,
determined from the relatively quiet period prior to the NBE in question (for example, the VHF
signal (blue waveform) in Figure 8.2, prior to time 0 and about 1 ms in duration). The pre-flash
noise content was roughly Gaussian, with a standard deviation about 1% of the INTF dynamic
range. Added noise minimally affects the image morphology, which is illustrated by comparing
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Figure 8.7: Radio images of different source types. Simulated images and related information of:
(a-e) an ideal point source, corresponding to the point spread function (PSF) of the antenna array,
(f-j) the effect of uncorrelated noise on the observations, and the effect of angular separation of two
equal-power point sources in azimuth (k-o), and elevation (p-t). Each image shows the normalized
˜ of a 0.7 µs exposure of sources at the location of NBE 2. Panels (c) and (d) show
intensity (I)
that the central lobe of the PSF has a standard deviation (SD) of 0.011 in both the cosα and cosβ
directions, corresponding to SDs of 1.6◦ and 3.8◦ in azimuth and elevation. As seen in panel (j),
added noise has little effect on the size of the central lobe, remaining close to the PSF value of
0.011 (horizontal grey line) for signal to noise ratios as large as unity (0 dB). Binary sources have
a much stronger effect, with the two sources being readily distinguishable for azimuthal separations
of 2◦ or elevation separations of 5-6◦ . The fixed central lobe becomes noticeably deformed well
before that (panels (o) and (t)).

the standard deviation (SD) of the central lobe with that of the PSF (Figure 8.7j), which shows
negligible effect up to 0 dB (unity) SNR.
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On the other hand, multiple sources significantly affect the morphology, as illustrated by images of two point sources with increasing angular separation. This is shown in the third and fourth
rows of Figure 8.7. A single main lobe exists for angular separations less than the angular resolution (1.6◦ in azimuth and 3.8◦ in elevation). The main lobe becomes increasingly elongated
as the angular separation grows, with the centroid location becoming the average location of the
two individual point sources (Stock, 2014). The two sources become readily distinguishable for
an azimuthal separation of 2◦ or an elevation separation of 5-6◦ , but elongation of the main lobe
becomes noticeable well before that, as seen in the SD comparisons of Figure 8.7o,t.
8.7.2

Angular resolution

As mentioned previously, the INTF PSF in the cosine projection plane (Figure 8.7a) has an
approximately two-dimensional Gaussian intensity distribution in the main lobe. The resolution in the cosine plane can be approximated from the full-width-half-maximum (FWHM) of
the Gaussian fits to the main lobe (Stock, 2014). The angular resolutions in azimuth and elevation angle as a function of elevation angle (E`) is given by ∆Az = FWHM/ cos(E`) and
∆El = FWHM/ sin(E`), respectively, similar to equations (4.4) and (4.5) in Stock 2014 (Stock,
2014). For a source positioned near elevation angle 23◦ , similar to the NBE sources herein, the
angular resolution becomes 1.6◦ in azimuth angle and 3.8◦ in elevation angle.
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CHAPTER 9
INITIAL BREAKDOWN PULSES

9.1

Overview

Lightning is thought to be initiated by streamers (Griffiths & Phelps, 1976; Petersen et al., 2008;
Liu et al., 2012; Rison et al., 2016), but streamers can be generated in thunderstorms without
necessarily forming lightning, as in the case of NBEs (Rison et al., 2016; Tilles et al., 2019; Liu
et al., 2019). The question then is how and when does a lightning channel form? Classic initial
breakdown pulses (IBPs) (Section 2.5) are an indicator of initial channel formation (Beasley et al.,
1982; Rhodes & Krehbiel, 1989; Villanueva et al., 1994; Marshall et al., 2013; Stolzenburg et al.,
2013; Karunarathne et al., 2013, 2014; Kolmasova et al., 2018), but it is unclear what physical
processes generate the complex IBP sferic, which consists of a ∼10 µs-wide pulse superimposed
by ∼1 µs wide subpulses. Here, we present sub-microsecond radio interferometer (INTF) and
fast-antenna (FA) observations of the initial breakdown stage of three cloud-to-ground (CG) and
three intra-cloud (IC) lightning flashes in Florida. With the INTF we are able to determine the typical extent, duration, and two-dimensional speed of breakdown associated with 29 classic IBPs, as
well as for 33 periods of “FA-quiet” breakdown activity that occurred in between sferic pulses. We
show that the initial sferic pulses of both classic IBPs and narrow (∼1 µs wide) IBPs (Nag et al.,
2009; Karunarathne et al., 2013; Stolzenburg et al., 2014) coincide with enhanced VHF emissions
that indicate they are largely generated by streamer activity. Classic IBPs propagated negative
charge ∼100 m into virgin air at a typical speed of ∼107 m/s, whereas the breakdown associated
with narrow IBPs was too short in duration and extent to determine propagation direction or speed,
though the associated breakdown occurred near the tips of the existing breakdown volume. Classic
IBPs initiated along paths of previous breakdown activity before they propagated the breakdown
101

volume forward into virgin air. We show that the initial breakdown volume was developed roughly
equally in terms of length by both ∼106 m/s breakdown that occurred without detectable sferics,
i.e., by FA-quiet activity, and by classic IBPs, which propagated an order of magnitude faster.
Finally, the later under-/over-shoot of classic IBP sferics indicates that a sustained current flows
following the fast streamer activity; however, we show that the current is maintained without new
apparent streamer activity, suggesting the existence of current through a hot conductive channel.
These results suggest that the fast streamer processes not only generate the initial IBP pulse, but
feed current into an established hot channel that may form prior to the first classic IBP in a flash.

9.2

Example lightning flashes

We investigated the initial stage of six flashes – three negative cloud-to-ground (CG) and three
normal-polarity intra-cloud (IC) flashes – that occurred in Florida in 2016 within 16 km of the
INTF. The flashes were close enough to the INTF so that the vertical extent of a classic IBP
subtended an elevation angle change ('1◦ ) that was on the same order as the resolution of the
INTF (this can be approximated as λ/D≈2◦ , where λ is the shortest wavelength the INTF can
measure, and D is the longest INTF baseline (Stock, 2014)). However, the flashes were far enough
from the INTF so that vertical propagation could be resolved (for instance, a vertically-propagating
event directly overhead of the INTF would appear to be stationary).
The CG and IC flashes (“CG2” and “IC3”) with the most vertical initial development of the six
flashes are shown in Figures 9.1 and 9.2, respectively, and the remaining four flashes are shown
in Figures 9.9-9.12 of the Appendix (Section 9.7). CG2 and IC3 occurred on August 24 and
September 19, 2016, at plan distances of 9.1 km and 6.8 km from the INTF, and initiated at altitudes
of about 6.5 and 7.5 km above mean sea level (MSL), respectively. The additional CG flashes
(“CG1” and “CG3”) in Figures 9.9 and 9.10 occurred on August 24 and September 2, 2016, at
plan distances of 6.0 km and 6.1 km from the INTF, and initiated at altitudes of about 6.0 and
6.5 km MSL, respectively, and the additional IC flashes (“IC1” and “IC2”) in Figures 9.11 and
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Figure 9.1: 2016.08.24 CG2 flash overview. (a) The whole flash, showing the FA and VHF waveforms (black and blue waveforms, respectively), and INTF sources (markers colored by time) are
shown in elevation versus azimuth, and elevation versus time. (b) Same as (a), but for the highlighted light-gray region in (a). The panel shows the (downward) negative leader development, followed later by visible positive leader development back near the flash initiation location. The flash
initially developed one main vertical breakdown channel, but became increasingly branched and
developed more horizontally over time, with the leader reaching ground after '30 ms. (c) Same
as (a) and (b), but for the highlighted dark-gray region in (b) and with INTF sources colored by
VHF power. The panel shows detail of the initial breakdown stage of the flash, which was initiated
without an apparent NBE or fast breakdown event, and instead was initiated by low-power VHF
activity / FA-quiet activity. From 0 to 1.5 ms, '12 narrow IBPs and 8 classic IBPs occurred, with
FA-quiet periods occurring in-between most pulses.
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9.12 occurred on August 9 and September 2, 2016, at plan distances of 15.5 km and 7.8 km from
the INTF, and initiated at altitudes of about 5.0 and 7.0 km MSL, respectively. The plan distance
for each flash was obtained from three-dimensional Lightning Mapping Array (LMA) data, which
is shown for each flash in Figures 9.19-9.24 in the Appendix (Section 9.7). The altitudes were
then obtained by combining the LMA-determined plan distances with the INTF source elevation
angles.
Figures 9.1, 9.2, and 9.9-9.12 show the general structure of each entire flash over the course
of ∼100 ms, and also demonstrate how the initial stage of each flash was selected for further
investigation. During the initial ∼1 ms of each flash, the breakdown was more vertically-oriented
and less complex compared with more extensive branching later in each flash. As the flashes
became more branched, individual breakdown channels became less defined, and it became less
apparent how the INTF sources contributed to individual channel development and generation of
the FA pulse. For instance, panel b of each Figure 9.1, 9.2, and 9.9-9.12 shows that in elevation
versus time, at least two “layers” of activity emerged several milliseconds after flash initiation.
The layers indicate that at least two persistent breakdown channels developed within the same
time frame, with the INTF sources switching back and forth between the two (or more) channels.
For example, the development of two or more such channels first occurred at '5 ms in Figure 9.1b
and at '10 ms in Figure 9.2b for CG2 and IC3, respectively. Note that this occurred earlier in the
other four flashes ('2 ms for CG1, '1 ms for CG3, '2 ms for IC1, and '3 ms for IC2), which
did not develop as vertically in the initial stage. In addition, panel b of each Figure 9.1, 9.2, and
9.9-9.12 shows that initially only the development of the negative leader was visible in the INTF
data, but later positive leader development became visible back near the flash initiation location.
The later development demonstrates that an electrical connection had been maintained in between
the initiation location and the subsequent negative leader activity, which was particularly apparent
after the return stroke in the CG flashes.
The first or largest classic IBP (CIBP) in each flash is indicated in panel c of Figures 9.1, 9.2,
and 9.9-9.12, and these are expanded and investigated in more detail in the next section. The first
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Figure 9.2: 2016.09.14 IC3 flash overview. (a) The whole flash, showing the FA and VHF waveforms (black and blue waveforms, respectively), and INTF sources (markers colored by time)
are shown in elevation versus azimuth, and elevation versus time. (b) Same as (a), but for the
highlighted light-gray region in (a). The panel shows the (upward) negative leader development,
followed later by visible positive leader development back near the flash initiation location. The
flash initially developed one main vertical breakdown channel, but became increasingly branched
and developed more horizontally over time. (c) Same as (a) and (b), but for the highlighted darkgray region in (b) and with INTF sources colored by VHF power. The panel shows detail of the
initial breakdown stage of the flash, which was initiated without an apparent NBE or fast breakdown event, and instead was initiated by low-power VHF activity / FA-quiet activity. From 0 to
7 ms, '23 narrow IBPs and 2 classic IBPs occurred, with FA-quiet periods occurring in-between
most pulses.
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CIBP occurred at different times after flash initiation in each case, occurring at '1.3 ms for CG1,
'0.2 ms for CG2, '0.3 ms for CG3, '0.2 ms for IC1, '0.6 ms for IC2, and '5 ms for IC3.
However, in each case, FA-quiet breakdown activity extended the breakdown region by '100300 meters before the first classic (or narrow) IBP occurred. Also in panel c of Figures 9.1, 9.2,
and 9.9-9.12, the location of a narrow IBP (NIBP) is indicated, which is expanded and investigated
in more detail later in this chapter.
The minimum, maximum, and average breakdown (i.e., INTF source) extent, duration, and
2-D speed are computed for each CIBP and FA-quiet (FAQ) period in panel c of Figures 9.1, 9.2,
and 9.9-9.12. The NIBP duration was too short to determine extent and propagation direction. All
the analyzed events (CIBPs, NIBPs, and FAQs) are indicated in Figures 9.13-9.18 in the Appendix
(Section 9.7). The results for each flash are shown in Table 9.1, which shows that the breakdown
associated with CIBPs had extents between 37 and 224 m, durations between 4 and 22 µs, and
propagation speeds between 0.8 and 7.5×107 m/s. The breakdown associated with FA-quiet activity had speeds between 0.2 and 3.4×106 m/s, at least an order of magnitude slower than for CIBPs,
but had similar extents between 20 and 305 m compared to CIBPs. However, FA-quiet activity had
a much larger spread in durations, which could range between 25 and 510 µs.
In addition, we determined the total length that CIBP and FA-quiet breakdown contributed to
the initial development (i.e., panel c in Figures 9.1, 9.2, and 9.9-9.12) of each flash. In CG1, CG2,
and CG3, the initial breakdown channel developed 0.7, 0.5, and 0.8 km in extent during CIBPs,
whereas the initial channel only developed 0.2, 0.1, and 0.3 km in extent during FA-quiet periods,
respectively. In IC1, IC2, and IC3, the initial breakdown channel developed 0.5, 0.3, and 0.3 km
in extent during CIBPs, whereas the initial channel developed 0.5, 0.8, and 0.8 km in extent during
FA-quiet periods, respectively. A tentative trend can be seen here to distinguish between the initial
development in CG and IC flashes. For instance, in CG flashes, CIBPs contribute at least two times
as much in length to initial breakdown development as FA-quiet breakdown. In contrast, FA-quiet
breakdown in IC flashes makes a larger contribution in length to the initial breakdown development, and can contribute over twice as much in extent compared to CIBPs. However, given the
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flash
08.24 CG1
08.24 CG2
09.02 CG3
08.09 IC1
09.02 IC2
09.14 IC3

∆z
(m)
-97/146/130
-37/126/59
-62/154/106
+75/126/96
+73/214/143
+142/192/167

Classic IBP (CIBP)
∆d
∆t
(m)
(µs)
114/152/137
8/20/14
37/128/59
4/9/6
75/157/110
6/18/11
80/126/99
6/15/11
85/224/155
10/22/16
142/195/168
10/15/12

v
(×107 m/s)
1.3/2.4/1.7
1.1/7.5/2.7
0.8/2.4/1.5
1.1/2.5/1.4
1.1/1.2/1.1
1.2/3.1/2.2

∆D
(km)
0.7
0.5
0.8
0.5
0.3
0.3

∆z
(m)
-12/25/16
-5/44/26
-26/154/62
+43/304/100
+37/184/76
+37/201/89

FA-quiet period (FAQ)
v
∆d
∆t
(m)
(µs)
(×106 m/s)
31/83/50
130/160/144
0.2/0.5/0.3
20/44/32
63/120/90
0.3/0.4/0.4
28/155/63
25/178/58
0.9/1.9/1.5
44/305/102
31/60/47
1.0/3.4/1.7
37/195/87
65/490/229
0.3/0.6/0.4
44/205/94
156/510/262
0.3/0.5/0.4

Table 9.1: INTF source altitude change (∆z), 2-D extent (∆d), source duration ∆t, 2-D speed (v),
and total 2-D extent (∆D) during the classic IBPs or FA-quiet breakdown in each example flash.
A minimum/maximum/average value is given for each entry except ∆D. For ∆z, the ‘+’ and ‘-’
symbols indicate the direction of propagation in altitude. The entries correspond to average values
obtained during the initial stage of each flash, as indicated in panel c of Figures 9.9-9.12, which
are shown in more detail in Section 9.7. In addition, the overall contribution in length (∆D) to the
initial channel development is given for classic IBPs and FA-quiet breakdown.

limited number of example flashes herein, this trend requires further validation with more events.

9.3

Classic IBPs

Figure 9.3 and 9.4 show an example classic IBP (CIBP) from each of the three CG and IC flashes,
respectively. The temporal and spatial location of each CIBP in its parent flash is indicated in
figures 9.1, 9.2, and 9.9-9.12, whereas all the analyzed CIBPs in each of the six flashes are indicated
in Figures 9.13-9.18 in the Appendix (Section 9.7). In each case, a bipolar sferic, superimposed by
narrow subpulses, was accompanied by elongation of the breakdown region. At the beginning of
each CIBP, the sources first propagated backwards with an apparent 2-D speed of ∼107 m/s along
paths of previous activity before the breakdown extended forward at ∼107 m/s into virgin air. The
forward propagation lasted on the order of 10 µs and had a ∼100-200 m extent, as indicated by the
values of ∆d in Table 9.1.
The onset of the backward-propagating sources occurred with the onset of the CIBP sferic
and a similar onset in VHF emissions, with INTF sources forward-propagating at ∼107 m/s over
the course of the initial sferic pulse and a VHF burst. The similar onset and duration of the initial
sferic pulse and VHF burst indicates that the sferic pulse was largely produced by streamers, which
emit strongly in VHF (Shi et al., 2016, 2019). Moreover, the 107 m/s source propagation would
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∆D
(km)
0.2
0.1
0.3
0.5
0.8
0.8

Figure 9.3: Classic IBPs in CG flashes. An example classic IBP (CIBP) is shown from each of the
three CG flashes: from CG1 on the top, CG2 in the middle, and CG3 on the bottom. INTF sources
(circular markers) are shown in elevation versus azimuth (left plots), and elevation versus time
(right plots). The FA and VHF signals (black and blue waveforms, respectively) are also shown in
the right-most plots. In the elevation versus time plots (right panels), the colored markers indicate
sources used for computing extent and speed during each CIBP, the black sources denote activity
just before the CIBP, and white sources denote activity just after the CIBP. This same color scheme
is used in the elevation versus azimuth plots (left panels), with the entire preceding flash activity
colored gray.

then be a manifestation of fast negative breakdown (Tilles et al., 2019; Liu et al., 2019), a fastpropagating, streamer-based discharge that also produces some narrow bipolar events (NBEs).
However, the long-lived (>10 µs) over-/under-shoot at the end of the CG/IC CIBP sferics was not
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Figure 9.4: Classic IBPs in IC flashes. An example classic IBP (CIBP) is shown from each of the
three IC flashes: from IC1 on the top, IC2 in the middle, and IC3 on the bottom. INTF sources
(circular markers) are shown in elevation versus azimuth (left plots), and elevation versus time
(right plots). The FA and VHF signals (black and blue waveforms, respectively) are also shown in
the right-most plots. In the elevation versus time plots (right panels), the colored markers indicate
sources used for computing extent and speed during each CIBP, the black sources denote activity
just before the CIBP, and white sources denote activity just after the CIBP. This same color scheme
is used in the elevation versus azimuth plots (left panels), with the entire preceding flash activity
colored gray.

necessarily accompanied by strong VHF emissions (at least, not stronger than before each CIBP
onset), suggesting that a long-lived current was generated by activity other than streamers.
In addition, because the backward-propagating sources retraced a region of previous activity,
the retraced region must not have established a thermalized channel by the start of the CIBP, or
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else such repeated activity would not have occurred, given that leaders can maintain their conductivity for tens of microseconds up to milliseconds (Bazelyan & Raizer, 1998, p. 226). However,
it is worth noting that the backward-propagating sources, which depict a positive-polarity breakdown, did not propagate nearly as far in extent as the forward-propagating negative breakdown.
It would appear that the backward-developing positive breakdown was somehow suppressed or
quickly quenched during each CIBP compared with the forward-developing negative breakdown.
A possible explanation is that positive streamer development ceased once it encountered a thermalized channel, which may have formed prior to and “behind” the CIBP.

9.4

Narrow IBPs

Figures 9.5 and 9.6 show an example narrow IBP (NIBP) from each of the three CG and IC flashes,
respectively. The figures show that NIBP sferics, like classic IBPs (CIBPs), can be roughly bipolar,
but can also be more complicated in shape, and are significantly more narrow (∼1 µs) compared
with CIBPs (∼10 µs). Like the CIBPs shown in Section 9.3, the NIBPs here have VHF emissions
associated with a sferic pulse. Specifically, the onset of a VHF burst coincides with the peak of a
preceding sferic pulse, which for these narrow (∼1 µs wide) sferics is dominated by the radiation
field, which is proportional to the time derivative of the current moment (da Silva & Pasko, 2015).
Hence, the peak rate of growth of the current moment coincides with vigorous streamer activity,
consistent with streamers producing the NIBP sferic. Note that the NIBP in the middle rightmost panel of Figure 9.5 (i.e., NIBP5 in CG2) had fewer INTF sources associated with it than
the other NIBPs in Figures 9.5 and 9.6. Moreover, the VHF burst was associated with the peak
of the second – not the first – sferic pulse. Possibly, breakdown activity in two or more regions
of the flash occurred near-simultaneously, producing overlapping sferics, as well as resulting in
poor cross-correlations in the INTF processing algorithm, which would have resulted in the fewer
source solutions.
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It is worth noting that similar VHF bursts can occur without detectable sferics, as can be seen
in the middle panel of Figure 9.6, a little after 4.168 ms. That is, seemingly similar streamer (i.e.,
VHF) activity may produce drastically different sferics, and it is unclear at this point why some
VHF bursts are associated with IBPs, and others are not.
All the analyzed NIBPs in each of the six flashes are indicated in Figures 9.13-9.18 in the Appendix (Section 9.7), showing that NIBPs occurred throughout the initial stage, with similar numbers of occurrence in CG and IC flashes. There is some indication that NIBPs occurred in trains of
more than one pulse at a time, similar to CIBPs, but over a shorter timescale (sub-millisecond, com-

Figure 9.5: Narrow IBPs in CG flashes. An example narrow IBP (NIBP) is shown from each of the
three CG flashes: from CG1 on the top, CG2 in the middle, and CG3 on the bottom. INTF sources
(circular markers) are shown in elevation versus azimuth (left plots), and elevation versus time for
two different time ranges (two right plots). The FA and VHF signals (black and blue waveforms,
respectively) are also shown in the right-most plots. The colored markers indicate sources during
the NIBP, the black markers denote activity just before the NIBP, and white sources denote activity
just after the NIBP. In the left panels, the entire preceding flash activity is colored gray.
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pared with the ∼millisecond-long trains of CIBPs). The NIBP sources occurred near the leading
edge of breakdown activity, and so were seemingly involved in extending the breakdown volume
into virgin air. However, due to the short duration of the NIBPs, we could not determine the source
extent or propagation direction or speed.

Figure 9.6: Narrow IBPs in IC flashes. An example narrow IBP (NIBP) is shown from each of the
three IC flashes: from IC1 on the top, IC2 in the middle, and IC3 on the bottom. INTF sources
(circular markers) are shown in elevation versus azimuth (left plots), and elevation versus time for
two different time ranges (two right plots). The FA and VHF signals (black and blue waveforms,
respectively) are also shown in the right-most plots. The colored markers indicate sources during
the NIBP, the black markers denote activity just before the NIBP, and white sources denote activity
just after the NIBP. In the left panels, the entire preceding flash activity is colored gray
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9.5

FA-quiet periods

Figure 9.7 and 9.8 show an example FA-quiet period (FAQ) from each of the three CG and IC
flashes, respectively. FA-quiet activity is marked by ∼105 -106 m/s source propagation, at least

Figure 9.7: FA-quiet activity in CG flashes. An example FA-quiet period (FAQ) is shown from
each of the three CG flashes: from CG1 on the top, CG2 in the middle, and CG3 on the bottom.
INTF sources (circular markers) are shown in elevation versus azimuth (left plots), and elevation
versus time (right plots). The FA and VHF signals (black and blue waveforms, respectively) are
also shown in the right-most plots. In the elevation versus time plots (right panels), the colored
markers indicate sources used for computing extent and speed during each FAQ, the black sources
denote activity just before the FAQ, and white sources denote activity just after the FAQ. This same
color scheme is used in the elevation versus azimuth plots (left panels), with the entire preceding
flash activity colored gray.

113

an order of magnitude slower than IBP-associated source propagation. The examples demonstrate
that FA-quiet activity can contribute substantially in length to the initial channel development. The
values of ∆D in Table 9.1 show that FA-quiet activity contributes to at least half of the initial
channel extent compared to IBPs. Figures 9.13-9.18 in the Appendix (Section 9.7) show all the

Figure 9.8: FA-quiet activity in IC flashes. An example FA-quiet period (FAQ) is shown from each
of the three IC flashes: from IC1 on the top, IC2 in the middle, and IC3 on the bottom. INTF
sources (circular markers) are shown in elevation versus azimuth (left plots), and elevation versus
time (right plots). The FA and VHF signals (black and blue waveforms, respectively) are also
shown in the right-most plots. In the elevation versus time plots (right panels), the colored markers
indicate sources used for computing extent and speed during each FAQ, the black sources denote
activity just before the FAQ, and white sources denote activity just after the FAQ. This same color
scheme is used in the elevation versus azimuth plots (left panels), with the entire preceding flash
activity colored gray.
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analyzed FA-quiet events in each of the six flashes, which show that FA-quiet activity in CG flashes
contributes less to the breakdown channel extent over time. In contrast, there seems to be a less
drastic dependence on time in the IC flashes, with FA-quiet activity appearing at more or less
regular intervals during the initial stage. It may be that the FA-quiet activity continued for a longer
time in the CG flashes, like that of the IC flashes, but radiated much weaker than other activity and
so was not detected.
Aside from the absence of detectable sferics and the more slowly-propagating breakdown activity, FA-quiet activity further differs from CIBPs by how the sources are distributed in space.
FA-quiet source locations are scattered throughout a larger volume than during the fast IBP source
propagation – the leading “tip” of FA-quiet breakdown encompasses a region that can be ∼100 m
deep, as shown in the vertical distribution of sources in the elevation versus time plots of Figures 9.7 and 9.8. The scatter may in part be due to the lower VHF signal-to-noise ratio (SNR)
during FA-quiet activity compared with CIBPs.

9.6

Discussion

Using a broadband radio interferometer (INTF) and coincident fast-antenna and LMA observations, we demonstrate the two-dimensional development of VHF sources during the initial breakdown stage in three cloud-to-ground (CG) and three intra-cloud (IC) lightning flashes. In summary,
the results show that classic initial breakdown pulses (CIBPs) are produced by fast negative breakdown, similar to that associated with NBEs (Tilles et al., 2019), with INTF sources propagating
∼107 m/s and accompanied by a burst in VHF during the initial CIBP sferic pulse. However, the
narrow (∼1 µs) subpulses superimposed on the initial pulse are due to very fast current transients,
and it is unclear what produces them, with one hypothesis being that subpulses are produced by
transient hot channels (Abbasi et al., 2019). The resulting long sferic over-/under-shoot may be due
to activity other than streamers, and may be the result of prolonged current through a hot channel,
which would produce the light observed, for instance, in Stolzenburg et al. (2014) during CIBPs.
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We also show that narrow IBP (NIBP) sferics are associated with VHF emissions, indicative
of streamer activity, comparable to CIBPs but of much shorter duration (∼1 µs). Also similar to
CIBPs, NIBP sources seem to be associated with elongating the breakdown region into virgin air,
since NIBPs occur near the leading edge of breakdown activity. Although we show that NIBPs
are accompanied by VHF emissions, we also show that the opposite is not necessarily true, with
similar VHF emissions occurring without a NIBP. It is not entirely clear what produces the NIBP
sferic, but luminosity increases have been observed during cloud-obscured NIBPs in CG lightning
(Stolzenburg et al., 2014), indicating the existence of a hot channel at the time of the NIBP. Moreover, very fast current transients must produce the ∼1 µs-wide NIBP sferics, making them similar
to the subpulses in CIBPs. Given the hypothesis by Abbasi et al. (2019), NIBPs might also be
produced by transient hot channels.
Lastly, we show that during FA-quiet (FAQ) periods, breakdown still propagates substantially
into virgin air, contributing roughly equally to the initial channel development compared to CIBPs.
This FA-quiet breakdown propagated at a slower speed of ∼105 -106 m/s, at least an order of
magnitude slower than CIBP sources. Moreover, an initial period of FA-quiet activity always
preceded the first IBPs herein, and was likely involved in generating an initial electric field change
(IEC) as observed in other studies (Marshall et al., 2014, 2019), which begins some hundreds
of microseconds up to a few milliseconds before the first CIBP in a flash. In contrast to CIBPs,
the INTF sources associated with FA-quiet periods were scattered throughout a ∼100-m deep
volume. Though the increased source scatter may have been partly due to the lower signal-to-noise
ratio (SNR) during FA-quiet periods, the ∼100-m deep volume may depict a breakdown “front”
where multiple sources emitted within the volume during the FA-quiet period, and suggesting that
the volume did not immediately thermalize during the period, but was discharged by repeated
streamer activity. Four lines of evidence suggest that this FA-quiet streamer activity propagated in
the presence of a hot conductive channel. These four lines of evidence are as follows: 1) In each
flash, a negative breakdown front propagated for the first ∼10 ms without recurrent breakdown
back along the path of previous activity. This shows that the path of previous activity maintained
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sub-breakdown electric fields for the first ∼10 ms of each flash. In particular, this was true for
activity leading up to the first CIBP in each flash. 2) After the first ∼10 ms of each flash, new
breakdown activity occurred back near the flash initiation location (associated with the positive
leader), which in the CG flashes coincided with the return stroke. This shows that an electrical
connection had been maintained in between the initiation location and the subsequent negative
leader activity up until that point in time (∼10 ms after flash initiation). Moreover, it showed that
an electrical connection had been maintained between the initiation location and the first CIBP.
3) The FA-quiet periods prior to the first CIBP likely coincided with an IEC. This shows that a
current lasted hundreds of microseconds up to several milliseconds along the electrical connection
between the initiation location and the first CIBP. Lastly, 4) from modeling studies (da Silva &
Pasko, 2013), below '10 km altitude, the streamer-to-leader transition timescale is on the order
of a tens of microseconds or less, depending on current through the system. This timescale is
substantially lower than the total duration of FA-quiet periods leading up to the first CIBP in each
of our observed flashes, and suggests that the streamer-to-leader transition occurred substantially
before the first CIBP. If, in contrast, FA-quiet activity depicts streamer activity without the presence
of a hot conductive channel, then the hot conductive channel would not have been established until
the end of FA-quiet activity. However, FA-quiet activity persisted for over for ∼500 µs in two
of the CG flashes, and over 5 ms in two of the IC flashes (see Figures 9.13-9.18 in the Appendix
(Section 9.7)). It is not clear how streamers alone could maintain an electrical connection along the
path of previous activity for several milliseconds in duration without recurrent breakdown along
that path. Rather, taking 1), 2), 3), and 4) together provides strong evidence that a leader was
formed prior to the first CIBP in each flash, with FA-quiet activity being a manifestation of that
leader’s formation. The FA-quiet activity may denote the streamer zone of a nascent leader, with
the 105 -106 m/s speeds dependent on the speeds of both the leader and the system of streamers at
its tip.
In conclusion, we have demonstrated two distinct breakdown processes that take place during
lightning’s initial development, namely classic IBPs and FA-quiet activity, with classic IBPs caused
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by fast negative breakdown, and FA-quiet activity indicative of hot channel formation. Together,
IBPs and FA-quiet activity somehow cooperate/compete to develop the eventual stepped leader
that can be observed below cloud base.
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9.7
9.7.1

Appendix
Additional example lightning flashes

Figure 9.9: 2016.08.24 CG1 flash overview. (a) The whole flash, showing the FA and VHF waveforms (black and blue waveforms, respectively), and INTF sources (markers colored by time)
are shown in elevation versus azimuth, and elevation versus time. (b) Same as (a), but for the
highlighted light-gray region in (a). The flash initially developed with few and relatively small
branches, but became increasingly branched and developed more horizontally over time, with the
leader first reaching ground at '12 ms. (c) Same as (b), but for the highlighted dark-gray region
in (b) and with INTF sources colored by VHF power. The flash was initiated by a NBE generated
by fast positive breakdown, and was immediately followed by a FA-quiet period lasting '200 µs.
From '200 µs to '2 ms, '19 narrow IBPs and 5 classic IBPs occurred, with FA-quiet periods
occurring in-between most pulses.
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Figure 9.10: 2016.09.02 CG3 flash overview. (a) The whole flash, showing the FA and VHF
waveforms (black and blue waveforms, respectively), and INTF sources (markers colored by time)
are shown in elevation versus azimuth, and elevation versus time. (b) Same as (a), but for the
highlighted light-gray region in (a). The flash initially developed two main branches, each having
relatively small branches for the first 1.5 ms, but becoming increasingly branched and developing
more horizontally over time, with the leader reaching ground after '130 ms. (c) Same as (b),
but for the highlighted dark-gray region in (b) and with INTF sources colored by VHF power.
The flash was initiated without an apparent NBE or fast breakdown, and instead was initiated by
low-power VHF activity, similar to the FA-quiet INTF sources immediately following the NBE in
Figure 9.9c, and lasting '180 µs. From '180 µs to 1.5 ms, '19 narrow IBPs and 6 classic IBPs
occurred, with FA-quiet periods occurring in-between most pulses.
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Figure 9.11: 2016.08.09 IC1 flash overview. (a) The whole flash, showing the FA and VHF waveforms (black and blue waveforms, respectively), and INTF sources (markers colored by time) are
shown in elevation versus azimuth, and elevation versus time. (b) Same as (a), but for the highlighted light-gray region in (a). The flash initially developed vertically, but became increasingly
branched and developed more horizontally over time. (c) Same as (b), but for the highlighted darkgray region in (b) and with INTF sources colored by VHF power. The flash was initiated without
an apparent NBE or fast breakdown, and instead was initiated by low-power VHF activity, similar
to the FA-quiet INTF sources immediately following the NBE in Figure 9.9c and the initiating
breakdown in Figure 9.10c, lasting '100 µs. From '100 µs to 4.0 ms, '18 narrow IBPs and 6
classic IBPs occurred, with FA-quiet periods occurring in-between most pulses.
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Figure 9.12: 2016.09.02 IC2 flash overview. (a) The whole flash, showing the FA and VHF waveforms (black and blue waveforms, respectively), and INTF sources (markers colored by time) are
shown in elevation versus azimuth, and elevation versus time. (b) Same as (a), but for the highlighted light-gray region in (a). The flash initially developed without visible branching, developing
several branches and developing more horizontally over time. (c) Same as (b), but for the highlighted dark-gray region in (b) and with INTF sources colored by VHF power. The flash was
initiated without an apparent NBE or fast breakdown, and instead was initiated by low-power VHF
activity, similar to the FA-quiet INTF sources immediately following the NBE in Figure 9.9c and
the initiating breakdown in Figures 9.10c and 9.11c, lasting '550 µs. From '550 µs to 4.0 ms,
'14 narrow IBPs and 4 classic IBPs occurred, with FA-quiet periods occurring in-between most
pulses.
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9.7.2

Events analyzed during the initial stage

Figure 9.13: 20160824 CG1 analysis. The 2-D speeds of classic IBPs (black lines) and FAquiet periods (white lines) are shown superimposed on activity during the initial flash development
shown in Figure 9.9c. The black circles denote the sources corresponding to each narrow IBP.
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Figure 9.14: 20160824 CG2 analysis. The 2-D speeds of classic IBPs (black lines) and FAquiet periods (white lines) are shown superimposed on activity during the initial flash development
shown in Figure 9.9c. The black circles denote the sources corresponding to each narrow IBP.
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Figure 9.15: 20160902 CG3 flash analysis. The 2-D speeds of classic IBPs (black lines) and FAquiet periods (white lines) are shown superimposed on activity during the initial flash development
shown in Figure 9.10c. The black circles denote the sources corresponding to each narrow IBP.
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Figure 9.16: 20160809 IC1 analysis. The 2-D speeds of classic IBPs (black lines) and FA-quiet periods (white lines) are shown superimposed on activity during the initial flash development shown
in Figure 9.11c. The black circles denote the sources corresponding to each narrow IBP.
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Figure 9.17: 20160902 IC2 analysis. The 2-D speeds of classic IBPs (black lines) and FA-quiet periods (white lines) are shown superimposed on activity during the initial flash development shown
in Figure 9.12c. The black circles denote the sources corresponding to each narrow IBP.
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Figure 9.18: 20160914 IC3 analysis. The 2-D speeds of classic IBPs (black lines) and FA-quiet periods (white lines) are shown superimposed on activity during the initial flash development shown
in Figure 9.12c. The black circles denote the sources corresponding to each narrow IBP.
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9.7.3

Lightning mapping array (LMA) data

Figure 9.19: 20160824 CG1 lightning mapping array (LMA) data. LMA sources are colored by
time, with blue sources indicating earlier times, and red sources indicating later times. The negative
cloud-to-ground flash initiated about 6 km plan distance southeast of the INTF, at an altitude of
about 6 km.
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Figure 9.20: 20160824 CG2 lightning mapping array (LMA) data. LMA sources are colored by
time, with blue sources indicating earlier times, and red sources indicating later times. The negative
cloud-to-ground flash initiated about 9.1 km plan distance southeast of the INTF, at an altitude of
about 6.5 km.
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Figure 9.21: 20160902 CG3 lightning mapping array (LMA) data. LMA sources are colored
by time, with blue sources indicating earlier times, and red sources indicating later times. The
negative cloud-to-ground flash initiated about 6.1 km plan distance nearly due south of the INTF,
at an altitude of about 6 km.
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Figure 9.22: 20160809 IC1 lightning mapping array (LMA) data. LMA sources are colored by
time, with blue sources indicating earlier times, and red sources indicating later times. The normalpolarity intracloud flash initiated about 15.5 km plan distance southeast of the INTF, at an altitude
of about 6 km.
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Figure 9.23: 20160902 IC2 lightning mapping array (LMA) data. LMA sources are colored by
time, with blue sources indicating earlier times, and red sources indicating later times. The normalpolarity intra-cloud flash initiated about 7.8 km plan distance nearly due east of the INTF, at an
altitude of about 7 km.
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Figure 9.24: 20160914 IC3 lightning mapping array (LMA) data. LMA sources are colored by
time, with blue sources indicating earlier times, and red sources indicating later times. The normalpolarity intra-cloud flash initiated about 6.8 km plan distance nearly due east of the INTF, at an
altitude of about 7.5 km.
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CHAPTER 10
ENERGETIC IN-CLOUD PULSE

10.1

Overview

The production mechanism for terrestrial gamma ray flashes (TGFs) is not entirely understood,
and details of the corresponding lightning activity and thunderstorm charge structure have yet to
be fully characterized. Here we examine sub-microsecond VHF (14–88 MHz) radio interferometer
(INTF) observations of a 247-kA peak-current EIP, or energetic in-cloud pulse, a reliable radio signature of a subset of TGFs (Lyu et al., 2016; Cummer et al., 2017). In combination with LMA and
FA data, the observations provide a detailed picture of the altitude, physical extent, propagation
speed, and polarity of the EIP-associated breakdown, as well as information about the storm context in which it occurred. The EIP consisted of three high-amplitude sferic pulses lasting '60 µs
in total, which peaked during the second (main) pulse. The EIP occurred during a normal-polarity
intracloud lightning flash that was highly unusual, in that the initial upward negative leader was
particularly energetic and discharged a highly concentrated region of upper-positive storm charge.
The flash was initiated by a high-power (46 kW) narrow bipolar event (NBE) (Rison et al., 2016;
Tilles et al., 2019; Liu et al., 2019), and the EIP occurred about 3 ms later after '3 km upward flash
development. The EIP was preceded '200 µs earlier by a fast 6×106 m/s upward negative breakdown, and immediately preceded and accompanied by repeated sequences of fast (107 –108 m/s)
downward then upward kilometer-length streamer events each lasting 10 to 20 µs, which repeatedly discharged a large volume of positive charge. Although the repeated streamer sequences
appeared to be a characteristic feature of the EIP and were presumably involved in initiating it, our
observations support the idea that the sferic itself was produced by relativistic discharge currents,
rather than the streamer processes. Moreover, the relativistic currents during the main sferic pulse
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initiated a strong NBE-like event comparable in VHF power (50.6 dBW or 115 kW) to the highestpower NBEs.

10.2

EIP detection

On 24 September 2016 an intense intracloud lightning flash occurred off the east Florida coast
near Kennedy Space Center (KSC). The flash was detected by the National Lightning Detection
Network (NLDN) as having a peak current of 247.3 kA, and was subsequently confirmed as being
an EIP using the Duke low frequency (LF) magnetic field sensor located at the Florida Institute
of Technology (FIT). The Duke instrument is sensitive from '1 to 300 kHz, and acts as a dB/dt
sensor below 200 kHz (Cummer et al., 2011).
The flash that produced the EIP was initiated by a high-power NBE that had an LMA-detected
VHF power of 46.6 dBW (46 kW) and an NLDN-detected peak current of 17 kA. The EIP occurred 3.25 ms into the flash with a much larger peak current of 247.3 kA and an associated peak
VHF power of 50.6 dBW (115 kW). A detailed listing of the LMA and NLDN data for the initial '4.5 ms of the flash is presented in Table 10.2 of Section 10.8. Figure 10.1a shows 4.5 ms
of the FA electric and LF magnetic field waveforms, spanning from the initiating NBE through
the time of the EIP. Panels (c,d) show expanded views of the E(t) and dB/dt waveforms, along
with time-integrated estimates of B(t) (blue waveforms). For electromagnetic radiation, the two
are related by B(t) = E(t)/c, and thus should have matching waveforms. Due to the FA having a
broader bandwidth than the magnetic sensor, and also providing a direct measure of the electric
field change, E(t) has better temporal resolution and clarity than the B(t) estimate. Nevertheless,
for the longer-lasting and slower EIP waveforms of panel (d), the B(t) estimate reproduces the
three positive peaks of the FA sferic, as well as the negative undershoot at the end of the EIP. Because the magnetic sensor is a slightly imperfect detector of dB/dt at higher frequencies (Cummer
et al., 2011), its time-integrated waveform in panel (d) exhibits unphysical offsets at the comple-
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tion of the NBE and EIP. This is exacerbated by the magnetic sensor saturating during the EIP,
producing the sawtooth-like integrated waveform.

Figure 10.1: Observations of the Florida EIP, showing (a) the fast E(t) and Duke (∼dB/dt) waveforms for the first 4.5 ms of the flash, and (c,d) expanded views of the waveforms for the initiating
NBE and EIP event. The panels also show the time-integrated estimate of B(t) (blue waveforms)
and their comparison with the directly-measured E(t) waveforms (red). Panels (e) and (f) show
the corresponding current- and charge-moment changes, MI (orange) and MQ (pink), obtained by
integrating the E(t) waveform (black). The changes are superimposed on the VHF waveform from
the INTF, along with the times of the LMA and NLDN detections (‘o’ and ‘x’ symbols, respectively). The plan view map of panel (b) shows the offshore locations of the NBE and EIP by the
LMA and NLDN relative to the INTF at KSC (black triangle), and the Duke sensor at FIT (black
‘+’), along with the locations of four of the KSC LMA stations (green squares).

According to the criteria established in (Lyu et al., 2015), the sferic of Figure 10.1d is characterized as an EIP due to its long “pulse width” (54 µs), its less-than-unity “peak ratio” (<0.9),
which indicates the secondary peak is higher-amplitude than the initial peak, and its fairly low
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“isolation ratio” (18 dB), indicating the EIP was not isolated but had preceding and subsequent activity, as seen in the dB/dt waveform of Figure 10.1a. In contrast, the sferic of the initiating NBE
in Figure 10.1c is typical of NBE events, having a short pulse width (14 µs), a greater-than-unity
1st to 2nd peak ratio (1.3), and a high isolation ratio (73 dB). The current- and charge-moment
changes MI (t) and MQ (t) as a function of time are obtained by successively integrating the FA
waveforms of the NBE and EIP, and are shown in Figures 10.1e,f. The resulting numerical values
are summarized in Table 10.1. For the NBE, the peak current moment was MI (t=8 µs) = -7.7 kAkm, and was generated by downward fast positive breakdown (FPB) similar to that observed by
Rison et al. (2016). For the EIP, the integration started at t=3.2 ms, a few tens of microseconds
before the EIP onset, and gives a peak current moment MI (t=3.31 ms) = -293.0 kA-km. This is
consistent with the NLDN peak current estimate of 247.3 kA and the INTF observations showing a
'1-km vertical extent of the EIP discharge (see Section 10.5). The charge-moment change MQ (t)
is obtained by twice-integrating the FA waveforms, giving a value of MQ (t=30 µs) = -0.15 C-km
for the NBE, comparable to the values obtained for NBEs by Rison et al. (2016). For the EIP,
MQ (t=3.38 ms) = -16 C-km, two orders of magnitude larger than that of the NBE.
Figure 10.1b shows the plan location of the NBE and EIP relative to the INTF and FIT sites.
LMA and NLDN observations show that the two events occurred in close proximity to each other,
about 30.5 km south-southeast of the INTF/FA and at a similar distance north-northeast of the
FIT magnetic field sensor. As typically happens, the initiating NBE was mislocated by the LMA
(see Figure 10.8 of Section 10.8). The mislocation is a consequence of the FPB being VHF noisy
during the strong radiation, causing different LMA stations to detect slightly different peaks. This
is a characteristic feature of NBEs that is useful in identifying their occurrence and the streamer
nature of the breakdown (Rison et al., 2016; Tilles et al., 2019) (see Section 7.2). In addition to
being mislocated, the LMA obtained two solutions for the NBE, both having the same VHF powers but substantially different locations and goodness of fit values (see Table 10.2 in Section 10.8.
The two solutions were separated in time by '1 µs and resulted from the NBE’s VHF radiation
straddling a boundary between successive 80 µs time windows at some of the LMA stations, which
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caused large-amplitude peak values on both sides of the boundary, providing two independent sets
of arrival times and solutions. Both solutions were mislocated relative to the weaker, more impulsive and accurately-located LMA sources immediately following the NBE, which were tightly
clustered and in good agreement (to better than 200 m) with the NLDN location (see Figure 10.8b
in Section 10.8). Consequently, while the NLDN timing (‘x’ in Figure 10.1e) agreed well with the
NBE sferic (better than 1 µs after taking into account the travel time from the NLDN-determined
NBE location to the INTF/FA), the NBE timing was poorly determined by the LMA (double circles in Figure 10.1e), with the LMA sources appearing to occur about 4 µs before the onset of the
NBE. In contrast, the LMA solution for the EIP was relatively well-fitted (reduced chi-square of
0.21), and its timing was in good agreement with the peak in the VHF waveform of the EIP (circle
in Figure 10.1f). Importantly, and unlike the NBE, both the onset of the 247 kA FA sferic and the
NLDN detection of the sferic occurred well before the onset of strong VHF radiation during the
EIP, by '6–12 µs.

NBE
EIP

NLDN Ipk
(kA)
17.0
247.3

∆Epk
(V/m)
24
123

MI,pk
(kA-km)
-7.1
-285.1

MQ
(C-km)
-0.15 (t=[0, 30 µs])
-16.0 (t=[3.2, 3.38 ms])

LMA Ppk
(dBW, kW)
46.6, 46
50.6, 115

τrise
(µs)
0.25
1.2

∆z
(km)
0.6
1.5

Table 10.1: Summary of the EIP and NBE characteristics, namely the NLDN peak current Ipk ,
peak FA sferic ∆Epk , peak current-moment MI,pk , total charge-moment change MQ , LMA peak
power Ppk , rise time τrise of INTF VHF power, and vertical extents ∆z of the flash-initiating NBE
and the EIP. Note that the peaks in I, ∆E, MI , and P are not necessarily simultaneous for each
event. MI and MQ are obtained by once- and twice-integrating the FA signal, respectively. The
integration starts at time t=0 for the NBE, and at t=3.2 ms for the EIP. τrise is determined by fitting
a line to the natural log of the squared INTF VHF signal for each event. The vertical extent of each
event is determined from the INTF elevation observations and the plan distance determined by the
LMA locations, and depicts the span of INTF sources from the integration start time up to the peak
in MI .

10.3

EIP-generating flash

Figure 10.2 shows an overview of the spatial structure and temporal development of the EIPgenerating flash. Panels (a,b) show the LMA source locations for the flash (white dots) super-
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imposed on the LMA-determined charge structure of the parent storm. The storm had a normalpolarity tripole charge structure (Krehbiel, 1986), consisting of dominant mid-level negative (blue)
and upper positive (red) charges, and a lesser lower positive charge. The storm had a low average
flash rate of 1.4 min−1 over its 21–minute lifetime between 00:48:15 to 01:09:15 UT. The EIP
flash occurred at 00:55:12.7, about seven minutes into the storm, and was in a new, convectively
vigorous cell on the eastern side of the storm that started producing lightning about 3 min earlier. It
was a normal-polarity intracloud (IC) flash that developed vertically upward in the storm between
negative charge at 6–8 km altitude above mean sea level (MSL) and upper positive charge between
10–12 km MSL, as seen in the LMA and INTF observations of panels (a)–(c). As discussed in
more detail in Section 10.6, the EIP flash was preceded by a nearly identical IC flash 97 s earlier,
which was also initiated by a high-power (51.1 dBW, 129 kW) NBE. In turn, the EIP flash was
followed 65 s later by a negative cloud-to-ground (CG) flash, whose initial return stroke had an
exceptionally strong peak current of 136 kA. Combined with the EIP flash, this activity shows that
the new cell was strongly electrified.
More detailed INTF observations of the flash are shown in panels (c) and (d) of Figure 10.2.
The near-vertical trajectory of the sources between about 15◦ and 21◦ elevation ('8 and 12 km
MSL) in panel (c) was produced by the upward negative leader propagating toward and into the
upper positive charge, while the horizontally-extensive portion of the flash between about 12◦ and
15◦ elevation is indicative of positive breakdown propagating through mid-level negative charge.
In Figure 10.2d, two distinct levels of activity are clearly visible, attributed to breakdown in the upper positive and mid-level charge regions, typical of normal-polarity IC flashes (Shao & Krehbiel,
1996; Rison et al., 1999). The EIP flash was unusual, however, in that the upward negative leader
did not continue to propagate through horizontally-distributed upper positive charge, as previous
and subsequent IC flashes did. As a result, nearly all of the negative channel development took
place during the first 3–4 ms of the flash, ending just after the EIP (see Section 10.4), though the
EIP flash continued for another several hundred milliseconds. In particular, the upward channel
was repeatedly re-traced by multiple K-events (Shao & Krehbiel, 1996; Akita et al., 2010), which
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Figure 10.2: Overview of the EIP-generating flash and storm. (a,b) LMA observations of the EIP
flash (white dots) overlaid on LMA-determined storm charge structure (red for positive charge,
blue for negative charge) in orthogonal East-West and North-South vertical projections. The storm
charge corresponds to a '5-minute period of vertical storm growth that includes the EIP flash.
(c,d) INTF observations for the flash, colored and sized by VHF power, and the corresponding
LMA observations (white dots), plotted in elevation versus azimuth, and elevation versus time,
respectively. The NBE and EIP correspond to the two groupings of high-power INTF sources in
the first few milliseconds of the flash, near 14◦ and 18◦ elevation, respectively. (e) FA fast electric
field change (black) and INTF VHF (gray) waveforms of the EIP flash, corresponding to the same
time period as in (c) and (d).

started in the negative charge region (near 12◦ elevation), travelled back along the previously ionized leader path (Ogawa & Brook, 1964), and terminated in the upper-positive charge region (near
21◦ elevation) without extending the channel significantly further. The K-events are seen in Figure 10.2d as vertical columns of INTF sources, travelling a large elevation (9◦ or '4.5 km) over
short time periods ('300 µs), or with speeds on the order of 1.5×107 m/s. The absence of recorded
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INTF and FA data between 60 and 160 ms following an early K-event was due to the VHF radiation being weak and not retriggering the INTF recording until later in the flash. Even then, the
LMA and INTF observations show that the negative channel had not developed further into upperpositive charge region. Instead, the ensuing, subsequent K-events repeatedly stopped in a relatively
localized upper positive charge at the upper extent of the vertical channel established in the first
3-4 ms of the flash.
The EIP occurred about 3 ms into the flash, and repeatedly discharged a region of localized
positive charge at the uppermost end of the flash. The flash-initiating NBE and EIP are depicted
in Figure 10.2d by the two groups of high-power INTF sources (large yellow diamonds) near 14◦
and 18◦ elevation, respectively. In Figure 10.2c, the NBE and EIP locations are roughly indicated
by arrows, and correspond to the two large FA pulses and saturated INTF signals seen in Figure 10.1e,f.

10.4

Pre-EIP breakdown

Figure 10.3 shows an expanded view of the first 3.8 ms of the flash, starting before the NBE and
ending about a half millisecond after the EIP. Panel (a) shows the upward development of the
negative breakdown versus time, while panels (b)–(h) show the development during successive
time intervals in elevation–azimuth projection. The complete elevation vs. azimuthal development
is shown in panel (i). The NBE that initiated the flash, panel (b), was produced by downward
FPB that descended '400 m in 4 µs, corresponding to a speed of ∼108 m/s, at the upper end of
observed FPB speeds (Rison et al., 2016). Expanded views of the flash-initiating NBE are shown in
Figure 10.9 of Section 10.8), which also shows that the NBE breakdown exhibited little horizontal
spread relative to its vertical extent. The NBE produced a 24 V/m peak electric field change (8 V/m
range-normalized to 100 km), and a fast (τrise =0.24 µs) exponential rise in VHF power, that quickly
saturated the VHF signal. It also initiated breakdown '200 m in vertical extent directly above the
NBE starting point.
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Figure 10.3: Early stages of the EIP-generating flash. (a) INTF sources for the first 3.8 ms of the
flash plotted in altitude/elevation versus time, colored and sized by detected VHF power, along
with the corresponding FA electric field-change (black) and INTF VHF (gray) waveforms. The
vertical dashed lines separate different stages of the flash evolution, shown in altitude/elevation
vs. azimuth plots in (b)-(h), where the INTF sources in each stage are colored by time and prior
sources are colored in black. The stages consist of: (b) the flash-initiating NBE, lasting about 40 µs,
(c) about 1.5 ms of non-propagating, quiescent and scattered activity after the NBE preceding
the negative leader development, (d) onset and development of the initially fast ('3.2×106 m/s)
negative leader, (e) a '10-µs downward “step” that interrupted the upward development of the
negative leader, (f) resumption of the slowed-down ('5×105 m/s) leader, (g) exceptionally fast
(6×106 m/s) upward progression of INTF sources, and (h) the EIP-associated INTF sources, which
depict a rapid succession of fast-propagating (107 -108 m/s) breakdown events. (i) INTF sources
for the full 3.8 ms interval, colored and sized by detected VHF power.

Despite the strength of the NBE, and instead of launching the upward leader, the discharge
appeared to die out after about '100 µs, causing the flash to become relatively quiescent. For
'1.4 ms, occasional INTF and LMA sources (Figures 10.3c and 10.8, and Table 10.2) continued
to occur immediately above the NBE in the flash start region, which eventually strengthened and
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launched an upward negative breakdown about 1.53 ms into the flash (Figure 10.3d). The speed
of the upward breakdown was initially fast, '3×106 m/s, slowing down to '5×105 m/s by the
time of the downward step at 2.6 ms (Figure 10.3e). The step was signaled by a transient FA sferic
(Figure 10.10) that appears to be produced by new breakdown several hundred meters back down
and off to the left side of the slowed-down activity of interval (d). The new breakdown continued
to progress up the left side of the (d) activity before reaching the previously attained altitude (interval f), at which point a second, stronger downward FA and INTF transient occurred that initiated
exceptionally fast ('1.2 km in 200 µs, or '6×106 m/s) upward negative breakdown into virgin
air. In the process, the VHF power of the breakdown increased exponentially with distance by a
factor of 6 or so, culminating in the EIP.

10.5

EIP detailed observations

Figure 10.4 shows an expanded view of the temporal and spatial evolution of the EIP activity,
corresponding to interval (h) of Figure 10.3. As seen in panels (a) and (c)–(f) of Figure 10.4,
the breakdown leading up to and during the EIP consisted of a complex sequence of repeated
downward and upward breakdown events of increasing vertical extent, back and forth along the
path traversed by the fast 6×106 m/s upward breakdown at the end of the pre-EIP interval. The
pseudo-oscillatory breakdown behaviour was accompanied by a sequence of three large-amplitude
sferic pulses, each lasting '20 µs between 3.25 and 3.31 ms, with a NLDN-determined peak
current of 247 kA. The polarity of the sferics was positive, indicative of downward currents being
produced by downward positive or upward negative charge motion. The EIP culminated in a strong
burst of VHF radiation produced by a particularly high power downward/upward sequence of the
INTF sources during the final part of the EIP. From the LMA observations of the burst (red circle
in panel a), the peak power of the burst reached '115 kW.
The INTF sequences preceding the EIP are shown by the black sources at the beginning of
panel (a). The propagation speeds during this time were on the order of one to a few times 107 m/s,
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Figure 10.4: EIP detailed evolution. (a) The INTF sources during the EIP (i.e., during the time
interval shown in Figure 10.3h) are plotted in altitude/elevation versus time, and are colored and
sized by detected VHF power, with sources prior to the EIP colored in black, along with the
corresponding FA electric field-change (black) and VHF (gray) waveforms, and the times of the
NLDN (‘x’) and LMA (‘o’) events. (b) The natural log of the VHF power shows the onset of
an exponential rise in VHF power (thick dashed line at 3.284 ms) up to the moment the signal
saturated. The thin vertical dashed lines in (a) and (b) identify 4 successive intervals that are
examined in altitude/elevation vs. azimuth plots in (c)-(f), where the sources in each interval are
colored by time and prior sources are colored in black. A 12-µs offset is visible between the onset
of main EIP pulse (thin dashed line at 3.272 ms) and the onset of the large VHF burst (thick dashed
line at 3.824 ms). (c) Apparent downward source motion with speed 2.6×108 m/s, (d) apparent
upward source motion with speed 1.2×108 m/s, (e) apparent downward source motion with an
initial speed of 5.7×107 m/s, then a faster speed of 1.0×108 m/s, and (f) upward fast negative
breakdown with an initial speed of 4.2×107 m/s, then a slower speed of 1.3×107 m/s. (g) The
INTF sources during the entire EIP, colored and sized by detected VHF power.

typical of streamer-based fast positive and negative breakdown (Rison et al., 2016; Tilles et al.,
2019). As discussed above, the repeated sequences were of increasing vertical extent and occurred
back along the same path as the preceding 6×106 m/s upward breakdown, indicating the absence
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of a leader along the path. Rather, both the 6×106 m/s upward breakdown and repeated sequences
were likely streamer-based, and were presumably involved in initiating the EIP. Indeed, the black
sources were followed by the initial sferic pulse of the EIP, between 3.255 and 3.272 ms and, at the
same time, the largest vertically extensive ('1.3-km) and fastest downward/upward sequence up to
that point in the flash (colored sources propagating downward in (c) and upward in (d), centered on
3.262 ms in (a)). The apparent propagation speeds of this complex event are difficult to ascertain,
but were on the order of 108 m/s and even approaching the speed of light, making it unclear if some
of the altitude changes represented a physically propagating breakdown front.
The 1.3 km event was followed by the onset of the main EIP pulse, starting at 3.272 ms in
panel (a). The first half of the main pulse was accompanied by downward fast positive breakdown
(FPB) having a propagation speed of '5.7×107 m/s (the mostly blue sources in panel e), but was
otherwise relatively weak in VHF. In particular, it was much less strong than the flash-initiating
NBE, and would not have accounted for the highly energetic main sferic of the EIP. Instead, the
weaker VHF of the first-half FPB event was overridden by the stronger VHF of a second, much
more powerful FPB event during the second half of the sferic, which the sferic apparently initiated.
The second-half event is seen as the increasingly yellow symbols in panel (a) and the white sources
in panel (e), which started about '500 m back up along the preceding FPB, near the top of the preceding breakdown, and descended '700 m in 5.5 µs, corresponding to a speed of '1.2×108 m/s.
In the process, the VHF radiation increased exponentially with time, causing the VHF signal to
saturate within a few microseconds. As is typically observed for initial pulses of NBEs (Rison
et al., 2016; Tilles et al., 2019), the downward FPB was immediately followed by upward fast negative breakdown (FNB) that propagated back up and beyond the same channel. The FNB lasted
50–60 µs, extending the breakdown up to 20.5◦ elevation ('11.5 km). Its propagation speed was
'4.2×107 m/s initially, slowing down to '1.3×107 m/s by the end.
Figure 10.5 shows the EIP observations in more detail, both in support of the above results and
to illustrate how the EIP compares with similarly-scaled NBE observations. Several features of interest are seen in the plots. The first feature, and as also seen in panels (a) and (b) of Figure 10.4, is
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Figure 10.5: Comparisons of the flash-initiating NBE and the EIP. The INTF sources, FA (black)
and VHF (light blue) waveforms, and times of the NLDN (‘x’) and LMA (‘o’) events for the NBE
(a,c) and the EIP (b,d). Displayed on similar vertical scales, (a) and (b) compare the NBE and
EIP for a 140 µs interval, and (c) and (d) compare the NBE and EIP in a zoomed-in view for a
40 µs interval. Both the NBE and EIP have a VHF burst associated with fast positive breakdown
(FPB) of similar duration, extent, and speed. The FPB is associated with spikey perturbations on
the FA waveform in (c), and in (d) similar perturbations are superimposed on the much larger,
more smoothly-developing EIP sferic between 3287 and 3297 µs. The perturbation on the smooth
EIP pulse near 3282 µs is apparently due to radio frequency interference (RFI) of unknown origin,
because similar RFI occurs on only one of the three INTF VHF waveforms.

that the EIP sferic peaked noticeably before the VHF. Rather than the two being closely correlated,
as for the NBE, the EIP peak occurred about '7 µs before the LMA-indicated VHF peak. Significantly, the onset of the strong VHF emissions, and corresponding INTF sources, began at the same
time as the sferic peak. This provides clear support for the idea that the relativistic avalanching
responsible for the sferic actually initiated the high-power, NBE-like event of the EIP. The second feature is that the sferic associated with the NBE-like event is seen as a perturbation on the
falling edge of the otherwise smoothly-varying sferic of the EIP. The two field changes are superimposed upon each other, further indicating they are separate physical processes. Figure 10.11
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in Section 10.8) utilizes a simple envelope technique to approximately separate the two components, which shows the perturbations were initially spike-like and became more gradual with time,
somewhat similar to the sferic of the flash-initiating NBE in Figure 10.5c. Two other weaker perturbations can be seen in association with the downward fast positive breakdown earlier during the
EIP.
Taken together, the above observations provide a clear indication that the smooth component
of the EIP sferic was produced separately from that produced by the VHF-radiating fast breakdown processes. The smooth component was presumably produced by electron avalanching, which
would not have radiated strongly in VHF (Dwyer & Cummer, 2013), whereas the VHF is generally associated with streamer activity (Rison et al., 2016; Shi et al., 2016, 2019). The fast streamer
events were undoubtedly involved in initiating the avalanching breakdown, but the opposite would
also appear to be true. In particular, the avalanching that produced the main EIP peak appears to
have also initiated the breakdown of the final, strong downward/upward NBE-like streamer event.

10.6

Storm Context

The observations raise interesting questions about the storm conditions that lead to EIP production.
Of particular interest is why the EIP-producing flash consistently and repeatedly discharged a relatively localized region of upper positive charge in the storm. The localized nature of the breakdown
in the upper positive charge region during the EIP flash is seen in the overlays of Figure 10.2, both
before and after the EIP, while previous and subsequent IC flashes propagated more extensively
through the upper positive charge region.
Figure 10.6 shows LMA observations that help to answer the above question. Panel (a) shows
the lightning activity over a '3-minute period around the time of the EIP flash, and (b) shows
the LMA-inferred charge density over a broader 10 minute time interval. Four flashes are shown
in (a), with the EIP flash shown in red. The EIP occurred during the fourth flash in a new cell
that developed on the eastern edge of the relatively small and localized storm. Leading up to the
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EIP, the lightning activity increased from a maximum altitude of '10 km to a new maximum of
'13 km over a '5-minute time period. Of particular interest is the second preceding flash before
the EIP, labelled IC2 and shown in blue in panel (a). IC2 was almost identical to the EIP flash,
in that it occurred between mid-level negative storm charge (blue region in panel b) and the upper
positive charge (yellow-orange region above the negative charge) in the newly-formed cell. Both
flashes were initiated by high power NBEs (51.1 and 46.6 dBW, respectively), and both discharged
remnant, horizontally-distributed negative charge toward the end of their development in the older
part of the storm to the west. In the process, however, IC2 propagated horizontally through the
upper part of the upper positive charge region, whereas the EIP flash did not.

Figure 10.6: EIP storm activity. (a) Flash activity around the EIP flash. Two intracloud flashes
(blue and green) preceded the EIP flash (red), and a cloud-to-ground (brown) occurred subsequently. Flashes “IC2” and “CG5” occurred in the same newly-developing eastern cell where the
EIP flash occurred, whereas the green flash occurred in the older part of the storm to the west. (b)
The LMA-determined flash density. The black arrows point to the approximate location of the EIP.
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Comparing the vertical projections of the red and blue LMA sources in panel (a), it appears that
IC2 had an effect on the development of the EIP flash. Namely, IC2 discharged a region of upper
positive charge that restricted the upper part of the EIP flash to a small localized region that had
not been traversed by IC2. The two flashes were separated in time by 97 s, a substantially longer
interval than the average flash rate of 1.4 min−1 , or every 43 s. The relatively long time difference
allowed for additional charging to occur (Hendry & McCormick, 1976; Krehbiel et al., 1996) and
for the EIP flash to be as energetic as its predecessor. Ordinarily, this would also have allowed the
upper positive region discharged by IC2 to be replenished. But for some reason this appeared not to
happen, and the positive charge was highly localized by the time of the EIP flash. The anomalously
localized nature of the upper positive charge is also seen as the intense red-orange area over the
10 minute charge density plots of panel (b).
The observations provide a possible explanation for why the EIP flash was confined in the
upper positive charge region, while at the same time explaining why the discharges were highly
energetic, as being due to the low flash rate and relatively long time interval between the two flashes
in question, allowing strong electrical forces to build. That the storm was strongly electrified is
further indicated by the next discharge in the storm, occurring 65 s after the EIP flash, labelled
CG5 and shown in brown in panel (a). CG5 had an initial return stroke of unusually large peak
current (136 kA) for a negative CG flash (Nag & Cummins, 2017).

10.7

Discussion

In an effort to understand how energetic in-cloud pulses (EIPs) are produced, and gain insight
into TGF generation, we have presented sub-microsecond VHF radio mapping of an EIP, providing over an order of magnitude finer temporal detail than previously reported TGF-related VHF
observations (Lu et al., 2010; Lyu et al., 2016, 2018). Given that EIPs can serve as proxy for a
subpopulation of TGFs (Lyu et al., 2016; Cummer et al., 2017), and that the observed EIP sferic
developed independently from the VHF emissions generally associated with streamer activity (Ri-
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son et al., 2016; Shi et al., 2016, 2019; Liu et al., 2019), our study provides strong evidence that
the EIP sferic was not produced by conventional lightning processes (i.e., streamers and leaders),
but by the relativistic electrons and associated ionization of a TGF-producing discharge. The VHF
and sferics development contrasts the EIP with other lightning processes, including narrow bipolar
events (NBEs) and initial breakdown pulses (IBPs), whose sferics and VHF emissions are closely
correlated in amplitude and time, appearing to initiate and evolve near-simultaneously (see (Rison
et al., 2016; Tilles et al., 2019; Liu et al., 2019) for NBE emissions, and (Krider et al., 1979; Stock,
2014; Wu et al., 2016; Kolmasova et al., 2018; Stanley et al., 2018b) for IBP emissions). Together
with recent observations that downward TGFs occur during IBPs (Krehbiel et al., 2019; Abbasi
et al., 2019), the contrasting development of the EIP and IBP emissions suggests that the energetic photons produced in each case may be due to different mechanisms. The large amplitude of
the EIP sferic, and consequently the large currents ('247 kA) involved, point to relativistic feedback discharges (RFDs) (Dwyer, 2012; Liu & Dwyer, 2013) as the EIP production mechanism.
In addition, RFDs can produce a substantial current without necessarily emitting strongly in VHF
(Dwyer & Cummer, 2013), and RFD-generated currents can influence streamer development, as
has been described both conceptually (Dwyer, 2005; Petersen et al., 2008) and suggested based
on detailed modeling work of RFDs (Liu & Dwyer, 2013). The high-power (50.6 dBW) NBE-like
event that was triggered during the peak-amplitude EIP sferic pulse was likely an instance of RFDinitiated streamer development. In contrast with the MeV gamma-rays generated during EIPs (Lyu
et al., 2016), the ∼100 keV X-rays observed during negative stepped leaders to ground are likely
generated by cold runaway (Dwyer et al., 2003, 2005a), in which relativistic electrons avalanche
ahead of advancing stepped leaders, causing the accompanying sferics and VHF radiation to be
correlated.
It is not clear how the activity preceding the EIP would initiate a RFD, but the activity likely
played a role in generating and accelerating electrons to the required energies and fluences. Our observations are summarized as follows: 1) The EIP flash was initiated by a high-power (46.6 dBW)
NBE. 2) The negative leader started about 1.53 ms into the flash, and propagated vertically up-
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ward at an unusually fast speed (5×105 to 3×106 m/s) compared with typical intracloud negative
leader speeds of 1-3×105 m/s (Shao et al., 1995; Shao & Krehbiel, 1996; van der Velde & Montanya, 2013). 3) Faster, 6×106 m/s negative breakdown was initiated '200 µs before the EIP, that
propagated vertically upward more than 1 km and was accompanied by increasing VHF power. 4)
The EIP was immediately preceded and accompanied by a succession of fast (107 -108 m/s) downward/upward breakdown sequences, each lasting 10 to 20 µs and growing in extent leading up to
the EIP. Each downward/upward sequence retraced the same >1-km altitude volume as the preceding 6×106 m/s negative breakdown. Given that leaders can maintain their conductivity for tens
of microseconds up to milliseconds (Bazelyan & Raizer, 1998, p. 226), the volume could not have
contained a hot, compact, highly-conductive leader. Thus, the EIP was preceded by and appeared
to be triggered by repeated large-scale streamer activity. 5) The EIP occurred about 3 ms into
the flash and lasted '60 µs, having an associated peak current of 247 kA, and consisting of three
sferic pulses, presumably caused by RFDs. Fast downward/upward streamer sequences of kilometer extent continued to occur in the same volume during the EIP, but the VHF emissions were weak
and apparently not correlated with the sferics. 6) Shortly after the EIP sferic peak, a high-power
(50.6 dBW) NBE-like event initiated. As in previous observations of NBEs (Rison et al., 2016;
Tilles et al., 2019), the NBE-like event consisted of downward fast positive breakdown (FPB) followed immediately by upward fast negative breakdown (FNB) that propagated vertically upward
back along a path previously traversed by FPB, and beyond that into virgin air. By definition, the
sferic peak corresponded to the peak in dMI /dt, the time-derivative of the current-moment. Hence,
it appeared that the peak rate of change of the current moment of a relativistic discharge triggered
the NBE-like event. 7) The same volume that was discharged by the pre-EIP and EIP activity was
further discharged in its entirety by at least nine fast-propagating (∼107 m/s) K-events during the
remaining '300 ms of the flash. The K-events did not extend the channel significantly further than
during the EIP, terminating instead in the same enhanced upper-positive charge region that was
discharged during the EIP.
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The unusual lightning flash that generated the EIP resulted from an equally unusual thunderstorm. The storm experienced relatively long charging intervals between lightning flashes, which
somehow produced a locally enhanced region of upper positive charge that was repeatedly discharged by the preceding streamer activity, the EIP discharge activity, and subsequent K-events.
One question is whether or not a concentrated region of positive charge is a controlling factor
in EIP generation. In order for a RFD to take place, the relativistic runaway electron avalanche
(RREA) threshold field (2.8×105 V/m at sea level) must be exceeded over a large volume so that
the relativistic feedback threshold will be crossed (Dwyer, 2003, 2012). The repeated streamer
sequences before the EIP indicate that the electric field was at least as high as the critical field
for positive streamers (4.4×105 V/m at sea level (Qin & Pasko, 2014)) for at least several tens
of microseconds over a large (>1 km altitude) volume. It is likely that RREAs took place in the
same volume and possibly beyond, so long as the electric field was above the RREA threshold
field. The concentrated positive charge would have enhanced the electric field, and this may have
increased the feedback factor (Dwyer, 2012; Liu & Dwyer, 2013). Additionally, the 6 × 106 m/s
negative breakdown would have enhanced the field ahead of it, possibly pushing the RREAs above
the the feedback threshold and triggering a RFD, which would become the dominant discharge
mode, producing the EIP and masking the sferics of lesser discharges. It is unclear if the repeated
streamer sequences immediately preceding the EIP played a critical role in triggering a RFD by
providing localized field enhancements within the volume. Alternatively, the repeated sequences
may just be an indication that the volume was not discharged uniformly by the 6 × 106 m/s negative breakdown, or might otherwise be a manifestation of the effects of a RFD. It also remains to
be investigated if EIPs tend to trigger high-power VHF emissions, as in the high-power NBE-like
event that occurred in the latter stage of the EIP. We have shown that perturbations due to streamers can be differentiated from the smooth sferics produced by avalanching electrons, and, together
with our observations, this shows a complex interdependence between storm activity, streamer
development, and relativistic discharge processes, giving important insight into EIP generation.
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10.8

Appendix

Figure 10.7: LMA and NLDN observations for the EIP flash, showing its bilevel nature between
negative charge at 6–8 km altitude MSL and upper positive charge between 10–12 km. The flash
began with an upward negative leader into a compact region of positive charge, and produced the
EIP as soon as it entered the positive region. Instead of turning horizontal and propagating through
horizontally-distributed positive charge, as occurred during other IC flashes in the storm, for about
200 ms the flash continued to discharge relatively localized positive and negative charge regions
before shutting off in the upper positive charge and developing horizontally within the negative
charge region. positive positive charge region (black ‘∗’).
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Figure 10.8: LMA and NLDN data for the NBE and EIP. NBE and EIP NLDN sources are indicated
by a black ‘∗’ and ‘x’, respectively, and LMA sources are (a) colored and sized by VHF power,
and (b) colored by time. Lower-power LMA sources following the NBE can be seen clustered near
the NBE NLDN location.
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Figure 10.9: Detailed radio observations of flash-initiating NBE. (a), (c) INTF sources (circular
markers, colored and sized by VHF power), plotted in elevation vs. azimuth, showing the primarily
vertical breakdown activity of the NBE. (b), (d) INTF sources and FA (black) and VHF (light blue)
waveforms, showing the downward propagation of the INTF sources. The fast positive breakdown
descended about 400 meters in 5 µs, corresponding to a speed of about 108 m/s. (e) Semilog plot of
the VHF power vs. time, showing the fast exponential rise of the radiation (rise time τ = 0.24 µs),
coincident with the fast rise of the electric field change in (d).
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Figure 10.10: Detailed radio observations of step. (a) 350 µs showing the multi-pulsed FA waveform (black) and VHF waveform (light blue) around the step, along with the downward then upward motion of associated INTF sources. (b) Zoomed-in 30 µs around the step, showing the
∼108 m/s apparent downward then upward INTF source propagation.
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Figure 10.11: Results of a simplified technique for identifying perturbations in the EIP sferic
waveform. The blue waveform is the original sferic, which is separated into two components
utilizing envelope analysis. The red curve is the lower envelope of the peak sferic values obtained
from the Matlab ‘envelope’ function. The black waveform is the difference between original sferic
and the lower envelope. Three distinct perturbations are seen, first on the leading edge of the
initial sferic peak, which is correlated with fast upward negative and downward positive VHF
sources between 3.255 and 3.262 ms in panels (a) and (c) of Figure 4. The second, more impulsive
perturbation is produced by a combination of weak positive events associated with downward fast
positive breakdown prior to the main sferic peak at 3.284 ms in Figure 4a, and coincidental, brief
radio frequency interference (RFI) of unknown origin during the first half of the perturbation. The
final, large perturbation is caused by the high power NBE-like fast positive downward and negative
upward sequence and strong VHF radiation that was triggered by the main relativistic avalanche.
The amplitude of the initial part of the NBE-like perturbation is under-estimated, owing to larger,
unknown d.c. offsets (i.e., larger undershoot in the red curve) not being detected by the envelope
technique. Still, the technique provides a valuable method for analyzing EIP waveforms.
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Selected LMA Events, sources = 18, date = 2016-09-24, start time = 00:55:12.70486367 UT, duration = 4.382536 ms
nsta lat
lon
alt
t (seconds)
d (km) azim elev
t (µs)
Ppk (dBW) χ2ν
0.000
46.6
269.33 6
28.303150 -80.437111 6326.1 3312.704863670 32.689 146.9 10.8
1.075
46.5
0.50
6
28.315384 -80.465561 14589.5 3312.704864745 30.110 149.9 25.7
302.536
-3.0
0.18
6
28.307922 -80.466904 8422.8 3312.705166206 30.737 150.9 15.2
682.125
-4.4
0.12
6
28.308411 -80.468498 8151.6 3312.705545795 30.612 151.1 14.8
797.144
0.9
0.24
7
28.313719 -80.473694 7824.3 3312.705660814 29.849 151.4 14.5
923.147
5.1
0.07
9
28.306213 -80.468414 8333.4 3312.705786817 30.831 151.3 15.0
1234.592 6.2
0.12
7
28.306561 -80.468948 8285.7 3312.706098262 30.772 151.4 14.9
1299.129 11.1
0.14
9
28.306623 -80.469063 8317.7 3312.706162799 30.760 151.4 15.0
2703.231 13.2
4.18
6
28.309179 -80.465973 9694.5 3312.707566901 30.666 150.6 17.4
2986.585 19.7
0.16
7
28.311089 -80.469299 9314.8 3312.707850255 30.320 151.0 16.9
3039.855 16.4
61.15 7
28.308838 -80.464668 10272.9 3312.707903525 30.764 150.5 18.3
3290.209 50.6
0.21
6
28.306049 -80.465195 10832.3 3312.708153879 31.012 150.8 19.1
3491.234 20.8
0.13
9
28.308384 -80.471458 8876.3 3312.708354904 30.479 151.6 16.1
3965.441 -1.2
0.31
8
28.309782 -80.468529 9526.7 3312.708829111 30.528 150.9 17.2
4063.672 1.8
0.18
8
28.307302 -80.468689 8219.8 3312.708927342 30.755 151.2 14.8
4194.237 6.5
0.14
7
28.307291 -80.468842 8079.4 3312.709057907 30.748 151.2 14.6
4278.734 4.8
0.06
6
28.307756 -80.473518 10718.1 3312.709142404 30.497 151.9 19.2
4382.536 0.2
3.21
6
28.304365 -80.471405 16016.4 3312.709246206 30.953 151.9 27.3
Selected NLDN Events, sources = 2, date = 2016-09-24, start time = 00:55:12.704868565 UT, duration = 3.272039 ms
t (µs)
Ipk (kA)
pulse type
lat
lon
t (seconds)
4.895
+17.0
C
28.3085
-80.4688
3312.704868565
3276.934 +247.3
G
28.3033
-80.4739
3312.708140604

Table 10.2: LMA and NLDN output corresponding to Figure 10.8. The LMA data includes the
source time in microseconds since the flash-initiating NBE LMA source, the LMA-determined
peak VHF power, the χ2ν goodness-of-fit value, the number of stations participating in a LMA
source solution, the LMA source latitude, longitude, and altitude, the time in seconds since midnight, the LMA source plan distance from the INTF/FA, and the LMA source azimuth and elevation
with respect to the INTF/FA. Note that the average LMA plan distance before and after the EIP
remains around 30.6 km. For comparison, the NLDN data includes the time in microseconds since
the flash-initiating NBE LMA source, the pulse peak current and polarity, the determined pulse
type (either ’C’ for in-cloud or ‘G’ for cloud-to-ground), the longitude and latitude of the pulse,
and the time of the pulse in seconds since midnight.
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CHAPTER 11
SUMMARY AND OUTLOOK

In this dissertation, we investigated lightning initiation, leader formation, and gamma-ray production, and were able to address the questions and hypotheses posed in Chapter 3, summarized below:
Lightning problems, hypotheses, and results
Problem 1:

Ambient thunderstorm electric fields are ten times lower than the electrical
breakdown threshold field of air, so how is lightning initiated?

Hypothesis:

Positive streamers initiate lightning.

Result:

Thunderstorm discharges can begin with breakdown of negative polarity,
i.e., fast negative breakdown.

Problem 2:

Lightning begins with streamers, but when/how is the leader or the first
hot channel formed?

Hypothesis:

Initial breakdown pulses (IBPs) are involved in initial leader formation.

Result:

A lightning leader is likely formed before the first IBP and IBPs are generated by fast negative breakdown.

Problem 3:

Only a small fraction of lightning events result in terrestrial gamma-ray
flashes (TGFs), so how is lightning involved in TGF generation?

Hypothesis:

Enhanced cold runaway and/or relativistic feedback by lightning generates TGFs.

Result:

At least a subset of TGFs are generated by relativistic feedback discharges.
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Broadband radio interferometer (INTF) observations of fast electrical processes, coupled with
synchronous sferic observations and 3-D VHF mapping capabilities, provide a broad new outlook
on the “typical” thunderstorm electrical process. The results herein indicate that fast streamerbased breakdown propagating at ∼107 -108 m/s is involved in several seemingly disparate thunderstorm discharge processes, whereas hitherto, fast processes were limited mostly to leader events
along channels preconditioned by previous breakdown activity (Jordan et al., 1992; Shao et al.,
1995; Shao & Krehbiel, 1996; Rakov, 1998; Akita et al., 2010), and more recently by narrow
bipolar events (NBEs) and fast positive breakdown (Rison et al., 2016). Instead, we show that the
streamer-based fast breakdown associated with NBEs can come in both breakdown polarities, both
equally fast-propagating at ∼107 m/s and emitting strongly in VHF, and that both fast positive and
negative breakdown are involved in initial breakdown pulses (IBPs) and energetic in-cloud pulses
(EIPs). Thus, fast breakdown is apparently ubiquitous in thunderstorm electrical processes, being
involved in lightning initiation, leader formation, and energetic photon production.
Furthermore, the sub-microsecond temporal resolution and imaging capabilities of the INTF
enabled the development of an algorithm to quantify the morphologies of different radio source
types. We ultimately determined that fast breakdown was consistent with a propagating localized
source (within the INTF’s angular resolution), but that fast breakdown was not wholly consistent with a single propagating breakdown front, given that noise levels could not account for the
scatter in imaged source locations. Clearly, having finer spatial resolution in the future will help
resolve the exact nature of the scattered activity, but the results herein provide strong motivation
for developing such future instrumentation.
Moreover, by comparing the simultaneous sub-microsecond sferics and VHF measurements,
we demonstrated an entirely new way to discern between conventional and relativistic discharges.
For instance, the EIP breakdown activity consisted of multiple, repeated downward-then-upward
fast positive-then-negative breakdown events. Similar backward-then-forward fast breakdown also
occurred at the beginning of classic IBPs, but on a smaller temporal and spatial scale. However,
the EIP and IBP similarities diverge when comparing the sferics and the VHF emissions. The
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IBP sferics and VHF emissions initiate near-simultaneously (within 0.5 µs), suggesting that both
signals are produced, or at least initiated, by streamer activity. In contrast, the EIP sferics evolved
seemingly independent of the VHF emissions, which suggests that the sferic was not solely produced by streamers, but that the repeated streamer activity was somehow involved in generating
relativistic electrons and associated ionization that produced the EIP sferic (and a likely terrestrial gamma-ray flash (TGF)). Moreover, strong VHF emissions that are generally associated with
the highest-power NBEs were instead initiated in the middle of the EIP activity, with 2×107 m/s
fast negative breakdown seemingly driven by a relativistic discharge. Our study opens up a new
observational means for investigating the complex coupling between conventional and relativistic
processes, which has largely been performed in simulation up to this point.
Finally, because the INTF depends on correlations between signals and is not dependent solely
on signal amplitude, we can use the INTF to identify and examine new in-cloud processes that
might otherwise go fully undetected by traditional electric field sensors or time-of-arrival networks.
For instance, the “FA-quiet” breakdown, which we observed during the initial stage of lightning
formation, does not generate detectable sferics, nor especially strong VHF signals. Again, this
provides strong motivation for advancing the INTF instrumentation, with larger numbers of sensors
and more sensitive sensors likely revealing as-of-yet unimaginable new natural phenomena.
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