A global bifurcation theorem for the following nonlinear Sturm-Liouville problem is given u"(t)=-h(A,t,u(t),u'(t)), a.e. on (0,1) The main idea of these proofs is studying properties of an unbounded connected subset of the set of all nontrivial solutions of the nonlinear spectral problem (.), associated with the boundary value problem (**), in such a way that h(1,.,., .)= g.
In Section 2 we give some conditions for function g" [0, 1] x R x R R, sufficient for existence of nonnegative solution of the following problem u"(t) -g(t,u(t),u'(t)) for t(0,1) u ,.q.
All we assume is a behaviour of g(t,., .) R2 R in the neighbourhood of the zero point (0, 0) R 2 uniformly with respect to [0, 1] and for the large arguments (s, y) R2, and the Bernstein conditions (cf. [2] ) need not be satisfied.
Mawhin and Omana showed in [4] In this paper we prove a theorem which is a generalization of the above result for some class of Pieard problems with a Caratheodory right hand side depending on t, u, u'.
All proofs of the existence theorems are based on ideas differing from those used in papers [2] or [4] ; we can see that a priori bounds and topological transversality theorems are not necessary here. The main idea of these proofs is studying properties of an unbounded connected subset of the set of all nontrivial solutions of a nonlinear spectral problem (.) associated with the boundary value problem (**), such that h(1,.,., .)= g. The existence of this subset can be established by the global bifurcation theorem (eft [6, 3] ).
GLOBAL BIFURCATION THEOREM FOR STURM-LIOUVILLE PROBLEM
In this paper we will need the following notations. Let (., .) be a scalar product in L2(0, 1). Let I1"11o be the supremum norm in C[0, 1] and I1'11 be the norm in C[O, 1] given by Ilull Ilullo/llu'll0. The next theorem is a corollary from the global bifurcation theorem (eft [6, 3] ) and will be the main tool used in this paper. We know (see [1] The rest of the proof will be divided into 3 Steps.
Step 1 First we will prove that if f (A, u)= 0 then u > 0. Let us observe that if to(O, 1) is a negative minimum of u then for from the neighbourhood (to-6, to+6) there is u(t)<0 and for almost every e (to 6, to +6) we have un(t) + #u(t) + (A,t,u(t),ut(t)) 0 u#(t) + #u(t) A/Ju(t) 0 hence u"(t) < 0 which is impossible in the neighbourhood of local minimum. So we can see that the negative minimum of u is achieved on the boundary of the interval [0, 1], but it is impossible for u ,.q (see [5] ). That is why for every solution (A, u) off(A, u)=0 there is u > 0.
Step 2 We can see that the Niemytskii operator G'
given by G(A, u)(t) h(A, t, u(t), u'(t)) satisfies following conditions _< 6 IG(A, u)(t) mAu(t)l <_ eAlu(t)l.
( ,lsl +g(t,0,y) for s>0 for s<0
Let us observe that for s < 0 because of (2. Of course for , > #2 we have G(, u)= G(,, u), and for , < #1 there is G(,, u)= Go(,k,u). We can also see that for Ilull _< (to/2) and any > 0 the equality holds G(,k, u) , lul. [g(t,u,(t),u'(t))l < mso(t) < mlo(t)
IlUnll --IlUnll-Ro for such that lu(t)l + lU'n(t)l <_ Ro Ig(t, u(t), U'n(t)) < Iq (t)l + Iq2(t)l + Ip(t)____[I IlUnll As before we can observe that there exists a sequence {(A, u)} c C (1) We conclude from the definition of G that if Ilull _< r0 and u _> 0 then G(1, u)(t) >_ qb (u)flu(t) + dp. [4] in studying the problem
a.e. on (0, 1) (2.13)
Let #0 > 0 be the minimal eigenvalue of the linear problem (ef. [1, 4] Our analysis will be similar to that in Step 3 of the proof of Theorem 
Let us observe that the projection of the component C on the first factor of the product must be unbounded. Suppose, contrary to our claim, it is not. Then we can observe that for any r > 0 there exists (, u) C such that IlUllo r. Of course the above is true also for So given in (2.19) . Because there exists t0E(0, 1) such that I]ullo=u(to) then almost everywhere in the neighbourhood of to we have u"(t)> 0 which is impossible in the neighbourhood of the local maximum. This contradiction ends the proof. [4] . where P" R R is the polynominal such that P(0)= 1, there exists So > 0 such that P(so)< 0 and lim+oo P(s)= If a < #0 then by Theorem 2 in [4] there exists a nonnegative solution of the above problem. In the case of a > #0 we conclude the existence of a nonnegative solution of the above problem by means of the Theorem 5(ii). 
