We study 1-perfect codes in Doob graphs D(m, n). We show that such codes that are linear over GR(4 2 ) exist if and only if n = (4 γ+δ −1)/3 and m = (4 γ+2δ −4 γ+δ )/6 for some integers γ ≥ 0 and δ > 0. We also prove necessary conditions on (m, n) for 1-perfect codes that are linear over Z 4 (we call such codes additive) to exist in D(m, n) graphs; for some of these parameters, we show the existence of codes. For every m and n satisfying 2m + n = (4 µ − 1)/3 and m ≤ (4 µ − 5 · 2 µ−1 + 1)/9, we prove the existence of 1-perfect codes in D(m, n), without the restriction to admit some group structure.
Introduction
A connected regular graph is called distance regular if every bipartite subgraph generated by two cocentered spheres of different radius is biregular. A set of vertices of a graph or any other discrete metric space is called an e-perfect code, or simply a perfect code, if the vertex set is partitioned into the radius-e balls centered in the code vertices. The codes of cardinality 1 and the 0-perfect codes are called trivial perfect codes.
The perfect codes in distance regular graphs are objects that are highly interesting from the point of view of both coding theory and algebraic combinatorics. On one hand, these codes are error correcting codes that attain the sphere-packing bound ("perfect" means "extremely good"). On the other hand, they possess algebraic properties that are connected with the algebraic properties of the distance regular graph; a perfect code is a some kind of divisor [3, Ch. 4] of the graph.
It may safely be said that the most important class of distance regular graphs, for coding theory, is the Hamming graphs. The Hamming graph H(n, q) is the Cartesian product of n copies of the complete graph of order q. For the Hamming graphs H(n, q), the study of possible parameters of perfect codes is completed only if q is a prime power. In this case, as was shown in [13, 14] , there are no nontrivial perfect codes except the 1-perfect codes in H((q m −1)/(q−1), q) [7, 5] , the 3-and 2-perfect Golay codes in H(23, 2) and H (11, 3) , respectively [5] , and the e-perfect binary repetition codes in H(2e+ 1, 2). In the case of non-prime-power q, no nontrivial perfect codes are known, and the parameters for which the nonexistence is not proven are restricted by 1-perfect codes and 2-perfect codes (the last case is solved for some values of q), see [8] for a survey of the known results in this area.
We briefly mention two other infinite classes of distance regular graphs of unbounded diameter that occur in coding theory applications. The Johnson graph J(n, w) can be considered as the distance-2 graph of a radius-w sphere in H(n, 2). The well-known Delsarte conjecture states that there are no nontrivial perfect codes in the Johnson graphs. In general, the problem is open; we refer [4] for a survey of known nonexistence results and mention a later result [6] , where the nonexistence of 1-perfect codes in J(n, w) is computationally proved for "small" values of n ≤ 2 250 . The nonexistence of nontrivial perfect codes in the Grassmann graphs J q (n, w) was proven in [2] ; a relatively simple proof can be found in [10] .
The Doob graph D(m, n) is a distance regular graph of diameter 2m+n with the same parameters as the Hamming graph H(2m + n, 4). As noted in [9] , nontrivial e-perfect codes in D(m, n) can only exist when e = 1 and 2m + n = (4 µ − 1)/3 for some integer µ (with exactly the same proof as for H(2m + n, 4)). In [9] , Koolen and Munemasa constructed 1-perfect codes in the Doob graphs of diameter 5.
In the current paper, we show the existence of 1-perfect codes in D(m, n) in approximately two-thirds (as µ → ∞) of possible values of (m, n) satisfying 2m + n = (4 µ − 1)/3. Additionally, we study the existence of linear, over the rings GR(4 2 ) and Z 4 , 1-perfect codes in Doob graphs.
In Section 2, we define the Doob graphs with underlying structure of a module over the ring GR(4 2 ) or Z 4 ; also, we define linear (over GR(4 2 )) and additive (over Z 4 ) codes. In Section 3, we prove some restrictions on the parameters of a Doob graph that can contain an additive 1-perfect code, in terms of parameters Γ, ∆ of the factorgroup Z Γ 2 × Z ∆ 4 of cosets of the code. The proof exploits ideas from [1] . In Section 4, we construct linear 1-perfect codes for each admissible parameters. In Section 5, we construct additive 1-perfect codes for each set of parameters meeting the conditions of Section 3 with even ∆. In Section 6, we construct an example of additive 1-perfect code with odd ∆ = 3. In Section 7, we construct 1-perfect codes in D(m, n) for each admissible diameter 2m+n and small m (approximately, m n). In the last section, we list open problems concerning the existence on 1-perfect codes in Doob graph.
Representation of the Doob graphs
Let Z denote the ring of integers, and let Z p = Z/pZ denote the factor-ring of residue classes of Z modulo p. If M is a ring or a module over a ring, then M + denotes the additive group of M. The Eisenstein integers E are the complex numbers of the form
Given p ∈ E\{0}, we denote by E p the ring E/pE of residue classes of E modulo p. We are interested in the two cases E 2 and E 4 (see Fig. 1 ). Fig. 1, dashed The Shrikhande graph Sh is the Cayley graph of the additive group E + 4 of E 4 with the generating set E. That is, the vertex set is the set of elements of E 4 , two elements being adjacent if and only if their difference is in E.
The ring E 4 itself can be considered as a module of type Z 2 4 over Z 4 . Every element x of E 4 can be represented by a pair of coordinates in the basis (ω, 1); denote this pair by x. By x, we denote the 2 × 2 matrix over Z 4 that correspond to the multiplication by x in E 4 ; that is, z = xy is equivalent to z T = x y T . The Cayley graph of Z 2+ 4 with the
, 30, 33, 03, 10, 11} will be denoted by Sh, too.
We will use three different representations of the full 4-vertex graph K = K 4 as a Cayley graph. At first, it will be considered as the Cayley graph of E + 2 with the generating set {1, ω, ω }. Similar to the case of E 4 , we can treat E 2 as a 2-dimensional vector space over the field Z 2 and name its elements by the pairs of coordinates in the basis (ω, 1) (we will use the notations x and x in this case as well). This gives the second representation of K as the Cayley graph of Z At first, it is the set of (m + n)-
, which is a module over the ring E 4 (the addition and the multiplication by a constant from E is defined coordinatewise, modulo 4 in the first m coordinates and modulo 2 in the last n coordinates). We call a code C ⊂ E m 4 × E n 2 linear if it is a submodule, that is, it is closed with respect to addition and multiplication by an element of E 4 .
At second, we can take the set of (2m+2n
4 is closed with respect to addition, then we call it additive. An additive code is necessarily closed with respect to multiplication by an element of Z 4 ; so, it is in fact a submodule of the module Z If we study 1-perfect codes, the vertices of weight 1 are of special interest. Recall that in the case of E m 4 × E n 2 , these vertices are the tuples with only one nonzero element, which belongs to E if it is placed in the E 4 -part of the tuple and belongs to {1, ω, ω } if its position is in the E 2 -part. In the case of Z , where x and v are in odd positions, xy ∈ {01, 11, 10, 03, 33, 30}, vw ∈ {01, 11, 10}, z ∈ {1, 2, 3}, and the vertical lines separate the three parts of the tuple of length 2m, 2n ′ , and n ′′ , respectively.
Restrictions on the parameters of additive codes
In this section, we derive restrictions on the parameters m, n ′ , n ′′ of the Doob graph D(m, n ′ + n ′′ ) containing an additive 1-perfect code. Construction of codes for a wide class (but not for all) of parameters satisfying the derived restrictions will be suggested in the next three sections. 
4 is an additive 1-perfect code in D(m, n). For every weight-1 vertex e, the set [e] = e + C is also a 1-perfect code (this follows from the general fact that addition a constant preserves the distance, which is true for any Cayley graph). As follows from the definition of 1-perfect code, the set of all such [e], together with C itself, form a partition of the module; hence, they form the factorgroup (Z
′ + n ′′ is also the number of elements of order 2 in the factorgroup, and (2) holds. Additionally, as the order of the factorgroup coincides with the number of weight-1 vertices plus one, we get 2 Γ+2∆ = 6m + 3(n ′ + n ′′ ) + 1, i.e. (1); we also note that this equation has integer solutions only for even Γ. To prove the inequality (3), we note that n ′′ weight-1 vertices have the form 2e for some e; hence, the same is true for the corresponding cosets. But the number of such nonzero elements in the factorgroup is 2 ∆ − 1; so, n ′′ cannot exceed this value.
It remains to prove that n ′′ = 1. Assume the contrary, n ′′ = 1. Consider the set of all 2 Γ+∆ − 1 order-2 elements of the factorgroup. It is partitioned into n ′ triples of elements [e 2m+2i−1 ], [e 2m+2i ], [e 2m+2i−1 + e 2m+2i ], i = 1, . . ., n ′ , and one additional element [2e 2m+2n ′ +1 ], where e j is the tuple with one in the jth position and zeros in the others. We see that the sum of all order-2 elements is [2e 2m+2n ′ +1 ], i.e., non-zero, which is obviously impossible if Γ + ∆ > 1. The case Γ + ∆ = 1 is degenerate and yields m = 0, which is not allowed by the definition of a Doob graph.
Finally, we note that ∆ = 0 implies m = 0, which is not allowed by the definition of a Doob graph, and ∆ = 0 implies n ′′ = 1 which is proven to be impossible. Proof. In the case n ′ = n, n ′′ = 0, the solution of the equations from the statement of Theorem 1 is n = (2 Γ+∆ − 1)/3, m = (2 Γ+2∆ − 2 Γ+∆ )/6. Since m and n are integers only if both Γ and ∆ are even, we get the statement with γ = Γ/2 and δ = ∆/2. Remark 1. Although we formally require that m > 0 for Doob graphs, the arguments in this section still work for the case m = 0. As a result, from (1)-(3) we can see that nontrivial additive 1-perfect codes in Z whose first nonzero element is 1.
We now merge the matrices A * and A ′ into the matrix A = A γ,δ = A * |A ′ of size (γ + δ)×(m+n) and define the multiplication Az
here, the result of the multiplication by 2 is considered as a column-vector over E 4 ). For example, If s is the all-zero column, then z ∈ C. Let us show that if s is non-zero, then there is a unique codeword c = z − e adjacent to z. For the existence, it is sufficient to find a weight-1 tuple e with syndrome s. We will say that s is covered by the coordinate i if it is the syndrome of some e of weight 1 with the only non-zero value in the position i. Let us consider two cases.
(i) If s is of order 2, then, by the definition of A ′ and Lemma 1, s is representable as 2αa for some column a of A ′ , where α from {1, ω, ω } is the first non-zero element of s. Then s is covered by the corresponding coordinate.
(ii) If s is of order 4, then, by the definition of A * and Lemma 1, s is representable as βb for the column b = s/β of A * , where β ∈ E and the first regular element of s is β or ψβ. Then, again, s is covered by the corresponding coordinate.
It is easy to see also that the choice of e is unique (which also follows from numerical reasons: the number of weight-1 tuples coincide with the number of possible syndromes). Then, C is a 1-perfect code by the definition.
The matrix A, defining the code C as the kernel of the corresponding homomorphism, is known as a check matrix of C.
Construction of additive codes, even ∆
The linear codes constructed in the previous section are trivially additive codes in Z D(m, n) .
To construct additive codes in Z
with n ′′ > 0, we will start from the check matrix B of the code C, remove some columns from the first Z 4 -and second Z 2 -parts of the matrix and add columns to the new, third, Z 4 -part of the matrix.
Let the matrix B = B * |B ′ be constructed from the matrix A = A * |A ′ as in Corollary 2. Let λ T 1 , . . . , λ T n ′′ /3 be some columns of A ′ having zeros in the last γ positions (by (3) , there are at least n ′′ /3 such columns, while by (2) this number is integer). Note that A * also has the same columns, but treated as vectors over E 4 . Let the matrices D * and D ′ be obtained from B * and B ′ , respectively, by removing the corresponding 2n ′′ /3 columns.
And let D ′′ be the matrix with the columns λ 
As in the proof of Theorem 2, given a check matrix, we will say that some syndrome s is covered by some coordinates if there is a weight-1 tuple e with zeros out of these coordinates and with the syndrome s.
We first consider the check matrix A = A * |A ′ . Consider a column λ We see that after removing the four columns from the matrix B and adding the three columns to the new, third part of the check matrix, the set of covered syndromes has not been changed. As it is true for every i from 1 to n ′′ , with the check matrix D, every syndrome is covered. Moreover, by the numerical reasons, every nonzero syndrome is the syndrome of a unique weight-1 vertex. This proves that the code is 1-perfect. with D(m, n ′ + n ′′ )-metric. Proof. It remains to note that if n ′′ meets (3), then A ′ has at least n ′′ columns with zeros in the last γ positions.
In general, existence of additive 1-perfect codes in the case when m, n ′ , n ′′ satisfy (1)-(3) with odd ∆ remains unsolved. In the next section, we construct one such code.
6. An additive code with ∆ = 3
In this section, we construct an additive code in Z and it can be directly checked that every nonzero syndrome is covered by one of the seven pairs of left coordinates or by one of the seven right coordinates. Below, we briefly show a cyclic representation of this matrix, omitting some details and the algebraic background. The columns of the matrix are considered as vectors over Z 4 that represent elements of the Galois ring GR(4 3 ). Let ξ be a primitive seventh root of 1 in GR(4 3 ); then, every element of GR (4 3 ) is uniquely represented as a + 2b, a, b ∈ {0, ξ 0 , ξ 1 , . . ., ξ 6 }. The first 14 columns of the matrix are divided into the pairs ξ i + 2ξ i+2 , ξ i+1 + 2ξ i+5 , i = 0, 1, . . . , 6; the last 7 columns are ξ 0 , ξ 1 , . . . , ξ 6 . It can be checked that the syndromes ξ i + 2ξ i+2 , ξ i+1 + 2ξ i+5 , ξ i+3 + 2ξ i+6 , ξ i + 2ξ i+6 , ξ i+1 + 2ξ i+6 , ξ i+3 + 2ξ i+4 , are covered by the pair of coordinates (2i + 1, 2i + 2), i = 0, 1, 2, 3, 4, 5, 6. We see that ξ j + ξ j+k occurs for every k = 1, 2, 3, 4, 5, 6. The syndromes ξ i , 2ξ i , and ξ i + 2ξ i are covered by the coordinate 15 + i, i = 0, 1, 2, 3, 4, 5, 6. So, every nonzero syndrome a + 2b, a, b ∈ {0, ξ 0 , ξ 1 , . . ., ξ 6 }, (a, b) = (0, 0) is covered.
Nonlinear codes
In this section, we use a variant of the product construction from [12, 11] to construct 1-perfect codes in D(m, n), 2m + n = (4 µ − 1)/3, for rather wide spectrum of values of m. Let for every i from 1 to k and j from 1 to r, f i,j , g i,j : E f (x 1,1 , . . .,x k,r ) = (f 1 (x 1,1 , . . .,x 1,r ), . . ., f k (x k,1 , . . .,x k,r )), where (5) f i (x i,1 , . . .,x i,r ) = f i,1 (x i,1 ) + . . . + f i,r (x i,r ); g(x 1,1 , . . .,x k,r ) = (g 1 (x 1,1 , . . .,x k,1 ), . . ., g r (x 1,r , . . .,x k,r ) ), where (6) g j (x 1,j , . . .,x k,j ) = g 1,j (x 1,j ) + . . . + g k,j (x k,j ).
Lemma 2 ( [12, 11] 
is a 1-perfect code in the Hamming graph H(3kr + k + r, 4) = (
Now, let us change the definition of the first m pairs (f i,j , g i,j ) requiring the code
to be 1-perfect in D (1, 3) . The functions f and g on (E 4 × E 2 ) m × (E
