Abstract-We propose an Active Learning approach to training a segmentation classifier that exploits geometric priors to streamline the annotation process in both background-foreground and multi-class segmentation tasks that work in 2D and 3D image volumes. To this end, we use smoothness priors not only to select voxels most in need of annotation but to guarantee that they lie on 2D planar patch, which makes it much easier to annotate than if they were randomly distributed in the volume.
INTRODUCTION
Machine learning techniques are a key component of modern approaches to segmentation, making the need for sufficient amounts of training data critical. As far as images of everyday scenes are concerned, this is addressed by compiling ever larger training databases and obtaining the ground truth via crowd-sourcing [1] , [2] . By contrast, in specialized domains such as biomedical image processing, this is not always an option both because the images can only be acquired using very sophisticated instruments and because only experts whose time is scarce and precious can annotate them reliably. This stands in the way of wide acceptance of foreground-background segmentation algorithms that require training. The problem is even more acute for multi-class ones that require larger training sets and more sophisticated interfaces to produce them [3] .
Active learning (AL) is an established way to reduce this labeling workload by automatically deciding which parts of the image an annotator should label to train the system as quickly as possible and with minimal amounts of manual intervention. However, most AL techniques used in computer vision, such as [3] , [4] , [5] , [6] , [7] , [8] , [9] , are inspired by earlier methods developed primarily for general tasks or Natural Language Processing [10] , [11] . As such, they rarely account for the specific difficulties or exploit the opportunities that arise when annotating individual pixels in 2D images and 3D voxels in image volumes. Moreover, multi-class classification, which is important in computer vision, is rarely considered in the AL literature.
More specifically, 3D stacks such as those depicted by Fig. 1 are common in the biomedical field and are particularly challenging, in part because it is difficult both to develop effective interfaces to visualize the huge image data and for users to quickly figure out what they are looking at. In this paper, we therefore introduce a novel approach to AL that is geared towards segmenting 3D stacks while accounting for geometric constraints to which regions should obey and thus making the annotation process convenient. It is applicable both for background-foreground and multi-class segmentation. It is also applicable to ordinary 2D images by treating them as stacks of height one. Our two main contributions are as follows.
• We introduce a way to exploit geometric priors to more effectively select the image data the expert user is asked to annotate, both for background-foreground and multiclass segmentation.
• We streamline the annotation process in 3D volumes so that annotating them is no more cumbersome than annotating ordinary 2D images, as depicted by Fig. 2 . We first presented these ideas in a conference paper [12] that only addressed the foreground-background case and we extend them here to the multi-class case. In the remainder of this paper, we first review current approaches to binary and multi-class AL and discuss why they are not necessarily the most effective when dealing with pixels and voxels. We then give a short overview of our approach before discussing in details our use of geometric priors and how we search for an optimal cutting plane to simplify the annotation process. Finally, we compare our results against those of state-of-theart techniques in a few challenging cases.
RELATED WORK AND MOTIVATION
In this paper, we are concerned with situations where domain experts are available to annotate images. However, their time is limited and expensive. We would therefore like to exploit it as effectively as possible. In such a scenario, AL is the technique of choice because it seeks the smallest possible set of training samples to annotate for effective model instantiation [14] .
In practice, almost any classification scheme can be incorporated into an AL framework. For image processing purposes, (yz) (xy) volume cut (xz) Fig. 1 . Interface of the FIJI Visualization API [13] , which is extensively used to interact with 3D image stacks. The user is presented with three orthogonal planar slices of the stack. While effective when working slice by slice, this is extremely cumbersome for random access to voxels anywhere in the 3D stack, which is what a naive AL implementation would require.
User User input input
(a) (b) Fig. 2 . Our approach to annotation. The system selects an optimal plane in an arbitrary orientation-as opposed to only xy, xz, and yz-and presents the user with a patch that is easy to annotate. (a) The annotated area shown as part of the full 3D stack. (b) The planar patch the user would see. It could be annotated by clicking twice to specify the red segment that forms the boundary between the inside and outside of a target object within the green circle. Best viewed in color.
that includes SVMs [5] , [8] , [3] , Conditional Random Fields [6] , Gaussian Processes [4] , [9] and Random Forests [7] . Typical strategies for query selection rely on uncertainty sampling [5] , query-by-committee [15] , [16] , expected model change [14] , [17] , [6] , or measuring information in the Fisher matrix [18] . While there is a wide range of literature on AL for binary classification, multi-class problems are seldom considered. Multi-class scenarios are often approached by reducing the problem to one-vs.-all binary classification [4] , [8] . Alternative methods rely on the expected reduction in misclassification risk and are not affected much by the number of classes [3] . However, for query-by-committee or uncertainty sampling, one needs to redefine the notion of uncertainty or disagreement [14] , [5] , [9] , [19] , [20] , [21] . Three ways to define the most uncertain datapoint were introduced in [14] : (1) the maximum entropy of posterior probability distribution over classes, (2) the minimal probability of selected class and (3) the minimal boundary between the two most probable classes. There are many works relying on one of the above criteria or on combining them. This includes using the selection uncertainty [20] , the posterior distribution entropy [5] , [19] , the combination of entropy, minimum margin and exploration criteria [9] , and all three strategies together [21] .
These techniques have been used for tasks such as natural language processing [10] , [11] , [22] , image classification [5] , [18] , [4] , [3] , visual recognition [9] , [8] , semantic segmentation [6] , [16] and foreground segmentation [23] . However, selection strategies are rarely designed to take advantage of image specificities when labeling individual pixels or voxels, such as the fact that a neighborhood of pixels/voxels tends to have homogeneous labels. The segmentation methods presented in [24] , [16] , [25] do take such geometric constraints into account for classification purposes but not to guide AL, as we do.
Batch-mode selection [26] , [18] , [27] , [28] has become a standard way to increase efficiency by asking the expert to annotate more than one sample at a time [29] , [30] . But again, this has been mostly investigated in terms of semantic queries without due consideration to the fact that, in images, it is much easier for annotators to quickly label many samples in a localized image patch than having to annotate random image locations. In 3D image volumes [24] , [16] , [31] , it is even more important to provide the annotator with a patch in a well-defined plane, such as the one shown in Fig. 2 , rather than having them move randomly in a complicated 3D volume, which is extremely cumbersome using current 3D image display tools such as the popular FIJI platform depicted by Fig. 1 . The technique of Top [32] is an exception in that it asks users to label objects of interest in a plane of maximum uncertainty. Our approach is similar, but has several distinctive features. First, the procedure we use to find the plane requires far fewer parameters to be set, as discussed in Sec. 5 Second, we search for the most uncertain patch in the plane and do not require the user to annotate the whole plane. Finally, our approach can be used in conjunction with an ergonomic interface that requires at most three mouse clicks per iteration. Also, as we show in the result section, our method outperforms the earlier one.
APPROACH
We begin by broadly outlining our framework, which is set in a traditional AL context. That is, we wish to train a classifier for segmentation purposes, but have initially only few labeled and many unlabeled training samples at our disposal.
Since segmentation of 3D volumes is computationally expensive, supervoxels have been extensively used to speed up the process [33] , [34] . We therefore formulate our problem in terms of classifying supervoxels as a part of a specific target object. As such, we start by oversegmenting the image using the SLIC algorithm [35] and computing for each resulting supervoxel s i a feature vector x i . Our AL problem thus involves iteratively finding the next set of supervoxels that should be labeled by an expert to improve segmentation performance as quickly as possible. To this end, our algorithm proceeds as follows:
1) Using the already manually labeled voxels S L , we train a task specific classifier and use it to predict for all remaining voxels S U the probability of belonging to a specific class. 2) Next, we score unlabeled supervoxels on the basis of a novel uncertainty function that combines traditional uncertainty based on features and uncertainty based on geometry. Estimating the former usually involves feeding the features attributed to each supervoxel to the previously trained classifier and estimating uncertainty.
To compute the latter, we look at the uncertainty of the label that can be inferred based on a supervoxel's distance to its neighbors and their predicted labels. By doing so, we effectively capture the constraints imposed by the local smoothness of the image data. Fig. 3 illustrates two situations that result in high uncertainty based on geometry. 3) We then automatically select the best plane through the 3D image volume in which to label additional samples, as depicted in Fig. 2 . The expert can then effortlessly label the supervoxels by defining a line that defines two different regions within a planar circle, as shown in Fig. 2 . This removes the need to examine the relevant image data from multiple perspectives, as depicted in Fig. 1 , and simplifies the labeling task. The process is then repeated. We will discuss the second step in Sec. 4 and the third in Sec. 5. In Sec. 6, we will demonstrate that this pipeline yields faster learning rates than competing approaches.
GEOMETRY-BASED ACTIVE LEARNING
Most AL methods were developed for general tasks and operate exclusively in feature space, thus ignoring the geometric properties of images and more specifically their geometric consistency. Uncertainty Sampling approaches rely only on Feature Uncertainty. They avoid querying instances to which the classifier confidently assigns a class on the basis of image features. They focus instead on samples for which image features alone do not provide any certainty. However, they do not normally take scene geometry into account to evaluate uncertainty.
To remedy this, we introduce the concept of Geometric Uncertainty and then show how to combine it with more traditional FU. Our basic insight is that supervoxels that are assigned a label other than that of their neighbors ought to be considered more carefully than those that are assigned the same labels as illustrated in Fig. 3 . In other words, under the assumption that neighbors more often than not have identical labels, the chance of the assigment being incorrect is higher. This is what we refer to as Geometric Uncertainty(GU). We express both kinds of uncertainties in terms of entropy, so that we can combine them, as discussed in the remainder of this section.
Uncertainty Measures
For each supervoxel s i and each labelŷ in a set Y of possible labels, let p(y i =ŷ|x i ) be the probability that its label y i isŷ, given the corresponding feature vector x i . In this section we are not concerned with the question of how this probability is obtained. For background-foreground segmentation, we take Y to be {0, 1}. In the multi-class scenario, Y is a larger set, such as {background, hair, skin, eyes, nose, mouth} for face segmentation. We describe below three entropy-based uncertainty measures, starting from the generic Shannon Entropy and then modifying it to account for other properties of uncertainty. We will compare their respective merits in the Sec. 6.
Shannon Entropy
The simplest and most common way to estimate uncertainty is to compute the Shannon entropy
which we will refer to as Shannon Entropy. It can be used both in the binary case when Y = {0, 1} and the multi-class case when Y contains more than 2 elements.
Selection Entropy
When there are more than two elements in Y , another way to evaluate uncertainty is to consider the label b 1 with highest probability against all others taken together and compute the entropy of the resulting probability distribution over 2 classes. This yields the Selection Entropy H s
This definition is motivated by our desire to minimize the number of misclassified samples by concentrating on the classifier's decision output.
Conditional Entropy
Another way to evaluate uncertainty in a multi-class scenario is to consider how much more likely the top candidate is than the second best. More precisely, let b 1 and b 2 be two highest ranked classes for a supervoxel s i , with p(
If one of them truly is the correct class, we can condition on this fact. This yields
where y * i stands for the true class label. We then take the Conditional Entropy uncertainty to the Shannon entropy of this conditional probability distribution, which is
This definition is motivated by the fact that the classifier is rarely confused about all possible classes. More typically, there are two classes that are hard to distinguish and we want to focus on those. For example, when trying to recognize digits from 0 to 9, it is unusual to find samples that match all possible classes with equal probability, but there are many cases in which 3 and 5 are not easily distinguishable.
Feature Uncertainty (FU)
In practice, we estimate p(y i =ŷ|x i ) by means of a classifier trained using parameters θ and we denote the distribution probability by p θ . Then, any of the uncertainty measures from Sec. 4.1 can be applied to this probability distribution resulting in Feature Entropy
. In the remainder of the paper, we will refer to either one of these three uncertainty measures as the Feature Uncertainty H θ .
Geometric Uncertainty
Estimating the uncertainty as described above does not explicitly account for correlations between neighboring supervoxels.
To account for them, we can estimate the entropy of a different probability, specifically the probability that supervoxel s i belongs to classŷ given the classifier predictions of its neighbors and which we denote p G (y i =ŷ).
To this end, we treat the supervoxels of a single image volume as nodes of a directed weighted graph G whose edges to connect neighboring supervoxels, as depicted in Fig. 4 . We let
., s i k } be the set of k nearest neighbors of s i and assign a weight inversely proportional to the Euclidean distance between the voxel centers to each one of the edges. For each node s i , we normalize the weights of all incoming edges so that their sum is one and treat this as the probability p T (y i =ŷ|y j =ŷ) of node s i having the same label as node s i j ∈ A k (s i ). In other words, the closer two nodes are, the more likely they are to have the same label. Fig. 4 . Image represented as a graph: we treat supervoxels as nodes in the graphs and edge weights between them reflect the probability of transition of the same label to a neighbour. Supervoxel s i has k neighbours from
is the probability of node s i having the same label as node s i j , p θ (y i =ŷ|x i ) is the probability that y i , class of s i , isŷ, given only the corresponding feature vector x i
To infer p G (y i =ŷ), we then use the well-studied random walk strategy G [36] , as it reflects well our smoothness assumption and has been extensively used for image segmentation purposes [37] , [32] . Given the p T (y i =ŷ|y j =ŷ) transition probabilities, we can compute the probabilities p G iteratively by initially taking p 0 G (y i =ŷ) to be p θ (y j =ŷ|x j ) and then iteratively computing
G (y i =ŷ) are vectors whose dimension is the cardinality of Y , the set of all possible labels. The above procedure propagates the labels of individual supervoxels into their neighborhood and the number of iterations, τ max , defines the radius of the neighborhood involved in the computation of p G for s i , thus encoding the smoothness priors.
Given these probabilities, we can use the approaches of Sec. 4.1.1, 4.1.2 and 4.1.3 to compute the Geometric Uncertainty
Combining Feature and Geometric Entropy
In short, given a trained classifier, we can estimate both FU and GU. To use them jointly, we should in theory estimate the joint probability distribution p θ,G (y i =ŷ|x i ) and the corresponding joint entropy. As this is not modeled by our AL procedure, we take advantage of the fact that the joint entropy is upper bounded by the sum of individual entropies H θ and H G . Thus, for each supervoxel, we take the Combined Uncertainty (CU) to be
that is, the upper bound of the joint entropy. The same rule can be equally applied to the classical Shannon entropy and entropy-based functions Selection Entropy and Conditional Entropy. In practice, using this measure means that supervoxels that individually receive uncertain predictions and are in areas of transition between classes will be considered first (Fig. 3) . Note that the AL method [38] based on Zhou's propagation [25] operates exclusively on H G . However, we observed in experiments with our datasets that considering the upper bound on the joint entropy from Eq. 6 has crucial importance on performance.
BATCH-MODE GEOMETRY QUERY SELEC-TION
The simplest way to exploit the CU from Sec. 4.4 would be to pick the most uncertain supervoxel, ask the expert to label it, retrain the classifier, and iterate. A more effective way however is to find appropriately-sized batches of uncertain supervoxels and ask the expert to label them all at once before retraining the classifier. As discussed in Sec. 2, this is referred to as batch-mode selection. A naive implementation of this would force the user to randomly view and annotate supervoxels in the volume regardless of where they are, which would be extremely cumbersome.
In this section, we therefore introduce an approach to using the uncertainty measure described in the previous section to first select a planar patch in 3D volumes and then allow the user to quickly label supervoxels within it, as shown in Fig. 2 . For practical reasons, we only want the annotator to consider circular regions within planar patches such as the one depicted in Figs. 2 and 8. These can be understood as the intersection of a sphere with a plane of arbitrary orientation.
Recall from Sec. 4, that we can assign to each supervoxel s i an uncertainty estimate U (s i ) in one of several ways. Whichever one we choose, finding the circular patch of maximal uncertainty p * can be formulated as finding
where the summation occurs over the voxels that intersect the plane and are within the sphere. Since Eq. (7) is linear in U (s j ) ≥ 0 for any given voxel s i , we designed a branch-and-bound approach to finding the plane that yields the largest uncertainty. It recursively eliminates whole subsets of planes and quickly converges to the correct solution. Whereas an exhaustive search would be excruciatingly slow, our current MATLAB implementation on the 10 images of resolution 176 × 170 × 220 of MRI dataset of Sec. 6.3 takes 0.024s per plane search. This means that a C implementation of the entire pipeline would be real-time, which is critical for acceptance by users of such an interactive method.
As discussed above, in theory, this procedure could be used in conjunction with any one of the uncertainty measures defined in the previous section. In practice, as shown in Sec. 6, it is most beneficial when used in combination with the geometry-aware criterion of Sec. 4.4. We describe our branchand-bound plane-finding procedure in more detail below.
Parameterizing the Search Space
Let us consider a spherical volume centered at supervoxel s i , such as the one depicted by Fig. 5 . Since the SLIC superpixels/supervoxels are always roughly circular/spherical, any supervoxel s j can be well approximated by a spherical object of radius κ, set to a constant for a particular dataset, and its center w j . We will refer to such an approximation aŝ s j . Then, everyŝ j = (w j , κ) is characterized by its center w j and the common radius κ. LetŜ r i be the set of supervoxels within the distance r from
If we take the desired patch size to be r, we can then operate exclusively on the elements ofŜ r i . Let P i be the set of all planes bisecting it at the center ofŝ i . As we will see below, our procedure requires defining planes, area splits of approximately equal size, and supervoxel membership to certain areas and planes. To make this easy to do, we parameterize planes in P i as follows. Let us consider a plane p ∈ P i , such as the one shown in yellow in Fig. 5 . It intersects the XY plane along a line characterized by a vector v 1 , shown in blue. Without loss of generality, we can choose the orientation of v 1 so that its X coordinate is positive and denote by φ the angle between the negative component of axis −Y and v 1 . Similarly, let us consider the intersection of p with Y Z plane and characterize it by the vector v 2 with a positive Y coordinate and shown in red. Now let γ be the angle between −Z and v 2 . We can now parameterize the plane p by the two angles φ ∈ [0, π) and γ ∈ [0, π) because there is one and only one plane passing through 2 intersecting lines. We will refer to (φ, γ) as the Fig. 7 . A corridor is a union of the areas between planes p 1 and p 4 as well as between p 2 and p 3 . The green points depict supervoxels included in corridor Ω while black points depict supervoxels outside of it. Best seen in color.
The set P i can be represented by the Cartesian product [0, π) × [0, π) of the full ranges of φ and γ. Let Φ =
We will refer to a set of planes with angular coordinates in Φ × Γ as the corridor Ω = Φ × Γ, as illustrated by Fig. 7 . The boundaries of this corridor are defined by planes p 1 = (φ min , γ min ), p 2 = (φ min , γ max ), p 3 = (φ max , γ min ) and p 4 = (φ max , γ max ).
Searching for the Best Bisecting Plane

Uncertainty of Planes and Corridors
Recall that we assign to each supervoxelŝ j an uncertainty value U (ŝ j ) ≥ 0. We take the uncertainty of plane p to be
Finding a circular patch p * of maximum uncertainty then amounts to finding
Similarly, we define the uncertainty of a corridor as the the sum of the uncertainty values of all supervoxels lying between the four planes bounding it, between p 1 and p 4 , and between p 2 and p 3 as depicted by Fig. 7 . We therefore write
where C r i (Ω) represents the supervoxels lying between the four bounding planes, In practice, a supervoxel is considered to belong to the corridor if its center lies either between p 1 and p 4 or between p 2 and p 3 , or is no further than κ away from any of them. When the angles are acute, this is easily decided by checking that the dot product of the voxel coordinates with the plane normals have the same sign, provided that these normals orientations are chosen so that they all point inside the corridor.
Branch and Bound
To solve Eq. 11 and find the optimal circular patch, we use a branch-and-bound approach. It involves quickly eliminating entire subsets of the parameter space Φ × Γ using a bounding function [39] , a recursive search procedure, and a termination criterion, which we describe below.
Bounding function. Let us again consider the corridor Ω = [φ min , φ max ) × [γ min , γ max ) bounded by the four planes p 1 to p 4 . Let us also introduce the plane p 0 = (α 1 φ min + β 1 φ max , α 2 γ min + β 2 γ max ), where α 1 + β 1 = 1, α 2 + β 2 = 1 depicted by Fig. 6 . Given that U (ŝ j ) ≥ 0 and that Eq. 11 is linear in U (ŝ j ), the uncertainty of p 0 will always be less or equal to that of Ω. This allows us to bound the uncertainty of any plane from above and to search for the solution only within the most promising parameter intervals, as follows.
Search procedure. As in [39] , we maintain a priority queue L of corridors. At each iteration, we pop the corridor Ω into two, as shown in Fig. 6 . We compute the uncertainty of corridors
and add them to the priority queue L.
Note, that we always operate on acute angles after the first iteration with initialization [0; π), which allows us to compute the uncertainty scores of corridors as discussed in Section 5.2.1.
Termination condition. The search procedure terminates when the bisector plane p 0 = (φ 0 , γ 0 ) of the corridor C r i (Ω j max ) touches all the supervoxels from the corridor. To fulfill this condition it is enough to ensure that the distance from any point in the corridor to a bisector plane is within the offset 2κ, that is,
Since U (p 0 ) is greater than the uncertainty of all the remaining corridors, which is itself greater than that of all planes they contain as discussed above, p 0 is guaranteed to be the optimal plane we are looking for.
Global Optimization
Our branch-and-bound search is relatively fast for a single voxel but not fast enough to perform for all supervoxels in a stack. Instead, we restrict our search to t most uncertain supervoxels in the volume. We assume that the uncertainty scores are often consistent in small neighborhoods, which is especially true for the geometry-based uncertainty of Section 4.3. By doing so it enables us to find a solution that is close to the optimal one with a low value of t. In this way, the final algorithm first takes all supervoxels S with uncertainty U and selects the top t locations. Then, we find the best plane for each of the top t supervoxels and choose the best plane among them.
EXPERIMENTS
In this section, we evaluate our full approach on two different Electron Microscopy (EM) datasets and on one of Magnetic Resonance Imaging (MRI) dataset. We then demonstrate that CU is also effective for natural 2D images. In multi-class MRI and multi-class natural 2D images of faces the extended version of our approach also results in enhanced performance.
Setup and Parameters
For all our experiments, we used Boosted Trees selected by gradient boosting [40] , [41] as our underlying classifier. Given that during early AL iterations rounds, only limited amounts of training data are available, we limit the depth of our trees to 2 to avoid over-fitting. Following standard practices, individual trees are optimized using 40% − 60% of the available training data chosen at random and 10 to 40 features are explored per split. The average radius of supervoxels κ is 4.3 in EM dataset and 5.7 in MRI dataset. We set the number k of nearest neighbors of Sec. 4.3 to be the number of immediately adjacent supervoxels on average, which is between 7 and 15 depending on the resolution of the image and size of supervoxels. However, experiments showed that the algorithm is not very sensitive to the choice of this parameter. We restrict the size of each planar patch to be small enough to contain typically not more than 2 classes of objects. To this end, the we take the radius r of Sec. 5 to be between 10 and 15, which yields patches such as those depicted by Fig. 8. 
Baselines
For each dataset, we compare our approach against several baselines. The simplest is Random Sampling (Rand), which involves randomly selecting samples to be labeled. It can be understood as an indicator of how difficult the learning task is.
In practice, the most widely accepted approach is to perform Uncertainty Sampling [28] , [1] , [20] , [5] , [19] , [9] , [21] of supervoxel by using one of the three criteria described in [14] . To test several variations of it, we use several standard definitions of uncertainty. The first involves choosing the sample with the smallest posterior probability for its predicted class b 1 , that is,
Because of the minmax nature of this strategy, we will refer to is as FMnMx. Uncertainty can also be defined by considering the probability difference between the first and second most highly ranked classes b 1 and b 2 . The most uncertain sample is then taken to be arg min
We will refer to this strategy as FMnMar. Finally, the AL procedure can take into account the entire distribution of scores over all classes, compute the Shannon entropy H of Sec. 4.1.1, and select
which we will refer to as FEnt.
In the case of binary classification, FMnMx, FMnMar and FEnt are strictly equivalent because the corresponding expressions are monotonic functions of each other. In the multi-class scenario, however, using one or the other can result in different behaviors, as shown in [5] , [9] , [14] , [19] , [20] , [21] . According to [14] , FEnt is best for minimizing the expected logarithmic loss while FMnMx and FMnMar are better suited for minimizing the expected 0/1-loss.
Proposed strategies
All entropy-based measures introduced in Secs. 4.2 and 4.3 can be used in our unified framework. Let H F be the specific one we use in a given experiment. The strategy then is to select s * = arg max
Recall that we refer to the feature uncertainty FU strategy of Sec. 4.1 that relies on standard Shannon entropy as FEnt. By analogy, we will refer to those that rely on the Selection Entropy and Conditional Entropy of Eqs. 3 and 4 as FEntS and FEntC, respectively. Similarly, when relying on the combined uncertainty CU of Sec. 4.4, we will distinguish between CEnt, CEntS, and CEntC depending on whether we use Shannon Entropy, Selection Entropy, or Conditional Entropy. For random walk inference, τ max = 10 iterations yield the best learning rates in the multi-class case and τ max = 20 in the binary-segmentation one.
Finally, the most sophisticated approach is to use batchmode geometry query selection introduced in Sec. 5, in conjunction with either FU or CU. We will refer to the resulting strategies as pFEnt, pFEntS, pFEntC, pCEnt, pCEntS and pCEntC, depending as before on how the entropy is computed. All plane selection strategies use the t = 5 best supervoxels. Further increasing this value does not deliver any significant learning rate improvement. Fig. 2, 8 jointly depict what a potential user would see for plane selection strategies given a small enough patch radius. Given a well designed interface, it will typically require no more than one or two mouse clicks to provide the required feedback, as depicted by Fig. 8 . For performance evaluation purposes, we will therefore estimate that each user intervention for pFEnt, pCEnt, pFEntS, pCEntS, pFEntC, pCEntC requires two clicks whereas for other strategies it requires only one.
Note that pFEnt is similar in spirit to the approach of Top [32] and can therefore be taken as a good indicator of how this would perform on our data. However, unlike in [32] , we do not require the user to label the whole plane and retain our proposed interface for a fair comparison.
Adpative Thresholding for binary AL
The probability of a supervoxel belonging to a certain class from Sec. 4.2 is computed as
where F = {Fŷ|ŷ ∈ Y } is the classifier output and h = {hŷ|ŷ ∈ Y } is the threshold [42] . Given enough training data, it can be chosen by cross-validation but this may be misleading or even impossible in an AL context. In practice, we observed that the optimal threshold value varies significantly for binary classification tasks and that our uncertainty measures are sensitive to it. By contrast, in multi-class scenarios, the threshold values remain close to 0 and our proposed entropy-based strategies are comparatively unaffected. In our experiments, we therefore take it to be 0 for multi-class segmentation and compute it as follows in the binary case. We assume that the scores of training samples in each class are Gaussian distributed with unknown parameters µ and σ. We then find an optimal threshold h * by fitting Gaussian distributions to the scores of positive and negative classes and choosing the value that yields the smallest Bayesian error, as depicted by Fig. 9(a) . We refer to this approach as Adaptive Thresholding and we use it for all our experiments. Fig. 9(b) depicts the value of the selected threshold as the amount of annotated data increases. Note that our various strategies yield different convergence rates, with the fastest for the plane-based strategies, pFEnt and pCEnt. Fig. 9 . Threshold selection. (a) We estimate mean and standard deviation for classifier scores of positive class datapoints (µ + and σ + , data is shown in red) and negative class datapoints (µ − , σ − , data is shown in blue) and fit 2 Gaussian distributions. Given their pdf, we estimate the optimal Bayesian error with threshold h * . (b) Adaptive Thresholding convergence rate of classifier threshold for different AL strategies.
Experimental Protocol
In all cases, we start with 5 labeled supervoxels from each class and perform AL iterations until we receive 100 simulated user inputs in the binary case and 200 in the multi-class case. Each method starts with the same random subset of samples and each experiment is repeated N = 40 − 50 times. We will therefore plot not only accuracy results but also indicate the variance of these results. We use half of the available data for independent testing and the AL strategy selects new training datapoints from the other half.
We have access to fully annotated ground-truth volumes and we use them to simulate the expert's intervention in our experiments. This ground truth allows us to model several hypothetical strategies of human expert as will be shown in Sec 6.5. We detail the specific features we used for EM, MRI, and natural images below.
Results on EM data
First, we work with two 3D EM stacks of rat neural tissue, one from the striatum and the other from the hippocampus 1 . One stack of size 318 × 711 × 422 (165 × 1024 × 653 for the hippocampus) is used for training and another stack of size 318 × 711 × 450 (165 × 1024 × 883) is used to evaluate the performance. Their resolution is 5nm in all three spatial orientations. The slices of Fig. 1 as well as patches in the upper row in Fig. 8 come from the striatum dataset. The hippocampus volume is shown in Fig. 10 and its patches are shown in the lower row of Fig. 8 . The task is to segment mitochondria, which are the intracellular structures that supply the cell with its energy and are of great interest to neuroscientists. It is extremely laborious to annotate sufficient amounts of training data for learning segmentation algorithms to work satisfactorily. Furthermore, different brain areas have different characteristics, which means that the task must be repeated often. The features we feed our Boosted Trees rely on local texture and shape information using ray descriptors and intensity histograms as in [34] .
In Fig. 11 , we plot the performance of all the approaches we consider in terms of the VOC [43] score, a commonly used measure for this kind of application, as a function of the annotation effort. The horizontal line at the top depicts the VOC scores obtained by using the whole training set, which comprises 276130 and 325880 supervoxels for the striatum and the hippocampus, respectively. FEnt provides a boost over Rand and CEnt yields a larger one. In both cases, a further improvement is obtained by introducing the batchmode geometry query selection of pFEnt and pCEnt, with 1 . http://cvlab.epfl.ch/data/em the latter outperforming the rest. Recall that these numbers are averaged over many runs. In Table 1 , we give the corresponding variances. Note that both using the CU and the batch-mode tend to reduce variances, thus making the process more predictable. Also note that the 100 samples we use is two orders of magnitude smaller than the total number of available samples.
Somewhat surprisingly, in the hippocampus case, the classifier performance given only 100 training data points is higher than the one obtained by using all the training data. In fact, this phenomenon has been previously reported in the AL literature [44] and suggests that a well chosen subset of datapoints can produce better generalization performance than the complete set.
Results on MRI data
In this section, we consider multimodal brain-tumor segmentation in MRI brain scans. Segmentation quality critically depends on the amount of training data and only highly-trained experts can provide it. T1, T2, FLAIR, and post-Gadolinium T1 MR images are available in the BRATS dataset for each of 20 subjects [45] . We use standard filters such as Gaussian, gradient filter, tensor, Laplacian of Gaussian and Hessian with different parameters to compute the feature vectors we feed to our Boosted Trees.
Foreground-Background Segmentation
We first consider segmentation in terms of tumor versus healthy tissue. We plot the performance of all the approaches we consider in terms of the dice score [31] (Fig. 12) , a commonly used quality measure for brain tumor segmentation, as a function of the annotation effort and in Table 1 , we give the corresponding variances. We observe the same pattern as in Fig. 11 , with pCEnt again giving the highest score.
The patch radius parameter r of Sec. 5 plays an important role in plane selection. To evaluate its influence, we recomputed our pCEnt results 50 times using three different values for r = 10, 15 and 20. The resulting plot is shown in Fig. 12(b) . As expected, with a larger radii, the learning-rate is slightly higher since more voxels are labeled each time. However, as the patches become larger, it stops being clear that this can be done with only two mouse clicks and that is why we limit ourselves to radius sizes of 10 to 15.
Multi-Class Segmentation
To test our multi-class approach, we use the full label set of the BRATS competition: healthy tissue (label 1), necrotic center (2), edema (3), non-enhancing gross abnormalities (4), and enhancing tumor core (5). Fig. 14 depicts our results and those of the selected baselines on these three tasks. As before, the results clearly indicate that AL provides a significant improvement over passive selection. Among the basic strategies, FMnMar gives the best performance in subtasks 1 and 2 and FMnMx in subtask 3. Our entropy-based uncertainty strategies FEntS and FEntC perform better or equivalent to the corresponding baselines FMnMx and FMnMar. Next, the CU strategies CEnt, CEntS and CEntC outperform their corresponding FU versions FEnt, FEntS and FEntC, where the improvement depends on the subtask and the strategy. Note that FEntS and FEntC as well as CEntS and CEntC perform equally well, allowing to be used interchangeably. Further improvement is obtained when each of the strategies is combined with the plane selection. The difference between competing CU strategies becomes negligible with a slight dominance of Selection Entropy pCEntS in subtasks 1 and 2 and simple entropy pCEnt in the last subtask. In seven of nine cases, the CU in conjunction with the plane selection yields better results than FU with plane selection and in two of nine, they perform equally well. For illustrative purposes, Fig. 14 contains only the best performing learning curve of pCEntS and Fig. 15 shows the performance of all strategies based on the Selection Entropy in the third subtask.
Results on Natural Images
Finally, we turn to natural 2D images and replace supervoxels by superpixels. In this case, the plane selection of pFEnt and pCEnt reduces to simple selection of image patches in the image. In practice, we simply select superpixels with their 4 neighbors in binary segmentation and 7 in multi-class segmentation. This parameter is determined by the size of superpixels used in oversegmentation. Increasing this number would lead to higher learning rates in the same way as increasing the patch radius r, but we restrict it to a small value to ensure labeling can be done with 2 mouse clicks on average. 
Foreground-Background Segmentation
We study the results of binary AL on the Weizmann horse database [46] in Fig. 16 and give the corresponding variances in Table 1 FU is always more variable that CU, batch selection is always less variable that single-instance selection. The best result is highlighted in bold.
Multi-Class Face Segmentation
We apply the multi-class AL to the task of segmenting human faces [47] . We distinguish 6 classes: background, hair, skin, eyes, nose, and mouth. Fig. 17 demonstrates an example of an image from the dataset with the corresponding ground truth annotation. Notice again that we are dealing with unbalanced In Fig. 18 we compare our results to those of the baselines in terms of precision averaged over each one of the 6 classes. This measure was chosen because it is better suited for capturing the performance in smaller classes and, thus reflects better the performance in segmentation with unbalanced classes. At the same time we monitor the score of total precision (but omit the figure for conciseness), that performs in similar way for all AL strategies. This is done to ensure that performance on dominant classes is not sacrificed. Entropy-based algorithms FEntS and FEntC are better than the standard FMnMx and FMnMar, respectively. Moreover, selection that is based on the entropy allows for a combination with GU and brings further improvement in average precision with the strategies CEnt, CEntS and CEntC as illustrated in Fig. 18 . Next, each of the strategies can be used in conjunction with plane selection that allows for further growth of the learning rate. We show the plane selection results only for Selection Entropy and Conditional Entropy and skip Shannon entropy as it performs poorly in total precision. As we can see, the combination of plane selection with GU strategies demonstrates better results at the end of learning experiments with the best result obained by pCEntS. To understand the implications of GU, we study distances to the closest class boundary for selected samples. For this purpose we count how many samples lie within radius of 10 pixels from the boundary for 2 strategies: Rand and CEntS. We observe that CEntS strategy samples 7.4% more datapoints in this area than Rand. More superpixels in this area illustrate the effect of geometric component that prefers regions close to the class boundaries.
Active Learning versus Human Intuition
As part of the AL query selection procedure, we predict the segmentation for the whole training volume at every iteration. Given this prediction, a human expert could be expected to manually identify patches that are worth labeling. For example, he might first correct the most obvious mistakes or, alternatively, first label patches at the boundary between classes. To illustrate this, we implemented two selection strategies that simulate these behaviors. In the first, we select first the most confidently but wrongly classified sample. In the second, we select samples at classification boundaries. We ran fifty trials using each of these two strategies on the face segmentation problem of Section 6.4.2. Fig. 19 depicts the results. We demonstrate that strategies that are intuitive for a human annotator do not result in better performance than passive sampling.
Surprisingly, the human strategies perform much worse than our automated sample selection scheme, which confirms the difficulty of the AL problem. The heuristics we proposed derive from our intuitive understanding of the problem. However, applying these intuitions is not straightforward for a human user. Thus, intelligent and automated query selection is necessary to determine how uncertain the classifier is and what smoothness prior should be used when selecting the next samples to be labeled.
CONCLUSION
In this paper we introduced an approach to exploiting the geometric priors inherent to images to increase the effectiveness of Active Learning for segmentation purposes. For 2D images, it relies on an approach to uncertainty sampling that accounts not only for the uncertainty of the prediction at a specific location but also in its neighborhood. For 3D image stacks, it adds to this the ability to automatically select a planar patch in which manual annotation is easy to do.
We demonstrated the efficiency of our approach on several datasets featuring MRI, EM, and natural images and both for foreground-background and multi-class segmentation. In future work, we will strive to replace the heuristics we have introduced by AL strategies that are themselves learned.
