Characteristics based discrete choice models of demand have been used extensively in both economics and marketing. The basic endeavor in these models is to view products as bundles of characteristics, with consumer preferences defined over this characteristics space. In the context of brand choice in packaged goods categories, Fader and Hardie (1996) show the advantages of this approach in terms of parsimony as well as model fit. More importantly, this modeling approach lends itself to important applications such as predicting demand for new products. In this paper, we propose a multi-category brand choice model that is based upon the conceptualization that the intrinsic utility for a brand is a function of underlying attributes or characteristics, some of which are common across categories. Our general premise is that preferences for attributes that are common across categories are likely to be correlated. Further, we project the unobserved component of preferences for attributes and sensitivities to marketing mix variables to a lower dimensional space of unobserved factors. The factors are interpretable as unobservable household "traits" that explain similarity in choice behaviors across categories. Since the traits transcend categories, we can use household specific factor estimates derived from purchasing in existing categories to predict preferences for attributes in new categories. The proposed * The authors are listed in reverse alphabetic order and contributed equally. They acknowledge helpful comments of seminar participants at Northwestern, Stanford, Cornell, Tilburg, and the University of Washington. They thank the following for generously sharing the data used in this study: ACNielsen, Kraft Foods, Information Resources, and David Bell.
model is applied to household panel data for three closely related snack categories, and for two less related food categories. We find strong correlations in preferences for product attributes such as brand names and low-fat or fat-free. In two cross-category targeting applications we demonstrate that these high correlations in product attribute preferences across categories imply that (1) one can use the model estimates to improve forecasts of preferences for an attribute in a new category, and (2) that one can score potential targets for a new product in an existing category based on prospects' probability of choice.
Introduction
A vast literature in marketing studies brand choice behavior within individual product categories. A consistent empirical finding across a number of categories is that consumer heterogeneity in brand preferences and responsiveness to marketing mix variables explains a substantial part of the variation in brand choices of households. In other words, consumers are very different from one another within each category. An important question that has intrigued marketing researchers is whether a household exhibits similarities in it's choice behavior across seemingly disparate categories. Stated differently, are consumers' buying behavior and sensitivities to marketing mix variables determined primarily by household-specific factors or primarily by category-specific characteristics? While this question has long been of interest (see for example early work by Blattberg, Peacock, and Sen 1976) , appropriate methodologies to address the issue have only recently been developed (Ainslie and Rossi 1998) . Using data from five product categories, Ainslie and Rossi find substantial correlations in price, display and feature sensitivity of households. Similarly, Erdem (1998) and Erdem and Winer (1999) find that consumers' preferences for a brand name are correlated across categories. These findings have sparked interest in the development of multi-category choice models, i.e., models in which consumer preferences for brands and their responsiveness to marketing activities in each category have a joint distribution that allows correlatedness across categories.
The problem of finding and explaining generalities in consumers' buying propensities across product categories is of intrinsic academic interest. For example, discovery of empirical patterns can trigger development of new theories of consumer behavior. At the same time it has important implications for marketing practice. Consumer packaged goods processing is a highly concentrated business, with only a few companies accounting for a very large share of the overall global market (Rogers 2001 ). Each of the major manufacturers, such as Procter and Gamble, Unilever, General Mills, and Kraft, owns brands in a vast number of product categories. The downstream customers of these manufacturers are large supermarket chains, who are multi-category firms as well. For these businesses, developing an understanding of consumers' preferences or traits that transcends product categories can be a source of strategic advantage. Potential application areas include umbrella branding and advertising (Erdem 1998, Erdem and Sun 2002) , brand equity and its extendability (Park and Srinivasan 1994) , cross-category promotions (Chintagunta and Haldar 1999) , new product targeting (this paper), and so forth.
Our focus in this paper is on the use of observed household purchase data to analyze preferences in multiple categories. In packaged goods markets, availability of good household panel data from marketing research providers such as ACNielsen and Information Resources Inc., or from retailers' frequent shopper programs, have facilitated such an endeavor. In industries like consumer durables or services, detailed behavioral data may not be available, hence approaches based on stated intentions or preferences might be more suitable. One such technique -conjoint analysis -has typically been used to measure attribute preferences within categories, but there may be an opportunity to extend the approach to measure correlatedness of preferences across categories.
However, analysis of consumers' choices in disparate product categories poses difficult modeling challenges. A fundamental issue that must be addressed is how to correlate consumers' preferences for products that fall in different product categories, and are therefore like apples and oranges. Note that the set of marketing-mix variables is typically the same across supermarket categories -in-store prices, feature advertising, and in-store displays. Similarities in a consumer's choice behavior across seemingly different categories then arise in part due to the common marketing mix variables. Not surprisingly, the majority of prior research on cross category comparisons has focused on investigating commonalities in marketing mix sensitivities (Ainslie and Rossi 1998 , Kim et al. 1999 , Bell et al. 1999 , Deepak et al. 2002 , Iyengar et al. 2003 .
Our approach in this paper is to conceptualize product alternatives in individual product categories as bundles of attributes, some of which are common across categories. (The idea of viewing SKU alternatives as attribute-bundles was proposed by Fader and Hardie (1996) in the context of modeling brand choice in individual categories.) For example, within any typical packaged goods category, brand name and pack size are attributes that are common to all product alternatives, with each alterna-tive being characterized by its "level" of each of these attributes. Specific sub-groups of categories may share numerous other attributes in common. For instance, an attribute shared by products in packaged foods categories such as sliced cheese, mayonnaise, ice-cream, and milk, is the fat content. Another attribute that characterizes products in multiple food categories is "organic" or "natural". A consumer's preference for a product in a category can then be viewed as a function of preferences for the attributelevels of the product, and the consumer's sensitivity to the values of marketing-mix variables. An advantage of using the attribute structure in our multicategory setting is that similarities in a consumer's choice behavior across seemingly different categories could now arise not just due to the marketing mix variables, but also due to the consumer's preferences for attributes that are common across categories. For instance, a consumer who prefers to eat healthy is likely to exhibit preference for "better-for-you" products, which includes fat-free, low-fat or light products in multiple food categories. Similarly, "green" consumers exhibit commonalities in their brand choices across categories, driven by their desire for environmentally friendly attributes.
We propose a multi-category brand choice model that captures this conceptualization of attribute-based preferences. In the proposed model a consumer's intrinsic utility for a product is a function of the utilities of the underlying attributes or characteristics of the product, and the consumer's sensitivity to marketing mix variables. The vector of household-level preferences for attributes and sensitivities to marketing variables is modeled as a function of observable household characteristics (demographic variables) and a small number of unobservable household-specific "factors". These observed and unobserved household-specific components together capture the dependence both within and between product categories.
In a pioneering paper, Ainslie and Rossi (1998) (AR hereafter) proposed a variancecomponent approach to model multi-category brand choices. Our model can be viewed as an extension of the model in AR in several ways.
1. AR restrict cross-category correlations in the preference vector to the marketingmix variables alone. The intrinsic preferences for products are assumed to be distributed independently in each category. By contrast, as noted previously, we allow for correlations in the full vector of product preferences and marketing mix sensitivities. This relaxation yields greater insights into the drivers of crosscategory similarities in choice behavior.
2. AR model the vector of marketing-mix responsiveness parameters as a function of observable demographic characteristics whose effects are assumed (for parsimony) to be category invariant. By contrast, we model the vector of preference and responsiveness parameters as a function of observable demographics whose effects are allowed to vary across categories.
3. A third distinction in our model relative to AR is that we allow the covariance matrix between attribute preferences to vary across different pairs of categories. That is, if there are, say, three categories, we allow the covariance matrix between preferences for an attribute in categories 1 and 2 to be different from the covariance matrix between preferences for the same attribute in categories 1 and 3. For example, while a household may prefer fat-free products in a number of food categories, in certain food categories it may prefer "regular" products because children are the primary consumers of these products in the household. Similarly, Dhar and Simonson (1999) suggest that consumption of an attribute in one category may be "balanced" by the consumption of that attribute in other categories within consumption episodes, and to the extent consumers can anticipate this, it may affect their brand choices when shopping. We accomplish this by giving the unobservable part of preferences a factor structure with loading matrices that vary across categories.
4. By relying on a variance component approach AR is restricted to modeling across-category correlations for attribute vectors with the same dimensionality in each category. Since they are only interested in across-category correlations in marketing-mix variables (which are usually the same across categories) this does not create a problem. However, we wish to model across-category correlations between attribute vectors whose dimensionality potentially varies across categories. Our approach based on factors and loading matrices can easily allow for this.
The estimated factor values characterize preferences in a lower dimensional space than the space of attributes. While our approach does not require that the factors be interpreted -they can be seen simply as a tool to model dependence -it is potentially relevant from a marketing perspective to label the factors. The factors can be interpreted as category-stable preferences, which we term consumer traits. Similar to classical factor analysis, a small set of labeled factors facilitates communication and discussion of model results among users.
The factors play another important role. It is well-known that demographic variables are poor predictors of preferences estimated on scanner panel data (see, e.g., Chintagunta 1994, Rossi et al. 1996) . Consistent with this literature, we find that demographic variables explain relatively little of the overall variation in preferences in our data. On the other hand we find that the factors explain most of the variation in preferences for many of the included attributes. The problem is that the factors are not directly observable. However, if purchase history data are available for a substantial fraction of consumers in the target segment, such as via frequent shopper cards, one could use our factor model to infer household specific factor estimates. Furthermore, if these factors are important in describing covariation in preferences for attributes across product categories (our results show this is indeed the case), then we can use these estimates to predict household demand in new product categories. Thus, from a managerial perspective, our model is well suited for firms that would like to gain greater advantage from the information contained in frequent shopper databases that track purchase histories for all their customers.
Conceptually the multicategory brand choice model we propose is complementary to recent work by Deepak et al. (2002) , who develop a multicategory purchase incidence model. Similar to Manchanda et al (1998) , the Deepak et al. model incorporates dependence in purchase incidence across categories via a multivariate probit structure. This is especially pertinent to categories that are expected to be complements or substitutes.
We present two applications of our model. The first is to household purchase data for a set of three closely related snack-foods categories (potato chips, tortilla chips, and pretzels) that are purchased for similar consumption needs. Moreover, there are many common attributes across the three categories. In these categories we find significant correlations in preferences for product attributes such as brand names, pack sizes, nosalt, as well as price sensitivities. To explore the robustness of the multi-category model we then apply it to two food categories (sliced cheese and mayonnaise) that are purchased for unrelated consumption needs and have fewer common attributes. In this application too we find significant correlations in preferences for attributes such as fat-free, private label, as well as marketing mix sensitivities. These high correlations in product attribute preferences across categories create the opportunity for important cross-category targeting applications. Consider, for example, a retailer who introduces a new private label brand in a category. While the retailer may not have any information on the potential targets for this category, it can use information on households in other categories in which the retailer already sells the private label brand to infer potential targets for its brand in the new category. Similarly, households that prefer the diet or low-fat attribute in, say, cheese and mayonnaise categories, could be potential targets for entirely new product categories such as "lean cuisine" frozen dinners or "low-fat" frozen pizzas. We illustrate these potential benefits in section 5 of the paper.
The rest of the paper is organized as follows. In section 2 we describe our modeling approach and outline the main aspects of the estimation procedure. Section 3 describes the application of the model to three closely related snack-foods categories, and Section 4 describes the application to less related mayonnaise and cheese categories. In Section 5 we demonstrate the validity of the model via two cross category targeting exercises. We conclude in Section 6.
A multiple category brand choice model
Consider a model with C product categories and J c brands in product category c. Let the utility for household h of purchasing brand j in product category c at purchase occasion t be
(1) Here X h,j,c,t is a (K c ×1) vector of marketing mix variables and other product attributes and β h,c is household h's preference and responsiveness to these variables in product category c. The dimension of β h,c may vary across product categories (this will indeed be the case in our applications).
Our main focus in this paper is on the estimation of the joint distribution of preferences for attributes for all product categories p(β h,1 , . . . , β h,C ). In particular, we are interested in estimating the degree of correlation in preferences for attributes across categories and in decomposing these correlations into observable and unobservable components. The major problem in estimating multiple category brand choice models is how to model the joint distribution of preferences across categories in a way that is parsimonious yet not too restrictive. Estimating separate models for each category and computing correlations across categories ex post (as in Kim et al. 1999 ) is not efficient and will underestimate the true across-category correlation (AR show this). On the other hand, estimating a completely unrestricted covariance matrix cannot in general be recommended since the number of parameters quickly explodes.
AR (see also Seetharaman et al. 1999 ) impose a variance component structure on preferences to capture across-category correlations. However, we are interested in estimating correlations across categories for all attributes, not only marketing mix vari-ables. This means that we cannot use a simple variance component approach since the dimension of the attribute vector may vary across product categories. Our approach is to impose a factor structure on the covariance matrix of the parameters which allows household-level preferences to be modeled as a function of observable household characteristics and a small number of unobservable household-specific "factors". In particular, we model the preferences for household h as:
where
The vector z h contains observed household characteristics (such as demographics) that explain the differences in sensitivity. The vector ψ h is a household-specific vector of F "factors" which will generate dependence across preferences both within and between product categories, and Γ c is a (K c × F ) "loadings" matrix. Finally, u h,c is composed of i.i.d. elements specific to category c. The specification in (2) captures the basic notion that unobservable variation in a household's preferences for different attributes across product categories is driven by a small number of components (the factors ψ h ). Note that this is similar to market structure models that use revealed preference data (Elrod 1988 , Chintagunta 1994 , Elrod and Keane 1995 , Erdem and Winer 1999 . However, since the primary focus in this literature is to understand inter-brand competition by pictorially depicting locations of brands in a perceptual map, the dimension of ψ h is generally restricted to two. On the other hand, our main motivation for using this specification is to allow correlations in preferences across multiple categories in a parsimonious, yet flexible way. If the dimension of preference parameters is large, restricting the number of factors a priori to two may not be appropriate
1
. It should also be pointed out that one cannot estimate completely unrestricted loading matrices: factor analytic models are identified only up to an orthogonal rotation of the factors (cf. Anderson and Rubin 1956) . Restrictions need to be imposed to pin down a unique rotation. In our empirical application, we impose the minimum number of restrictions to achieve identification and then see ex-post if the specific estimated structure can be interpreted. If specific factors drive correlations in similar attributes across product categories then the estimated factors can be interpreted.
To make the discussion more concrete, consider a simple example with two product categories. Suppose there are four attributes per brand in the first category and three in the second. In this example, K 1 = 4 and K 2 = 3. Further, suppose the attributes in the first category are two marketing mix variables -price and a dummy if the brand is featured -and two additional attributes A1 and A2, and the three attributes of the brands in the second category are the same marketing mix variables and A1. One possible structure with two factors (F = 2) is then
,
Here factor one affects price and feature sensitivities and preference for attribute A2 in the first product category. If this factor explains a substantial amount of the overall variation in price and feature sensitivities (i.e., γ As discussed above both observable variables (the z h ) and the factors induce covariation across preferences. To see exactly what this covariation is we can easily derive the implied structure of the conditional covariance matrix:
This matrix measures the covariation induced by the factors. To see how much of the correlation is driven by demographic information versus the factors we can also compute the unconditional covariance matrix:
where Ω z is the covariance matrix of the demographic data: Cov(z h ) = Ω z . As mentioned above, in our empirical applications in Sections 3 and 4 we find that the covariances in (5) only change marginally from the covariances in (4) so we will focus on (4) and the household level estimates 2 . For inference, we use a hierarchical Bayesian approach. In particular, we use a Markov Chain Monte Carlo procedure to simulate the posterior distribution of the model parameters and to compute household level estimates of preferences. As discussed in AR, Bayesian procedures are well suited for these models especially when one is interested in making inference at the individual level. Since these procedures have become quite standard in the literature, we outline the estimation algorithm in the appendix. Interested readers are referred to (for example) Gelfand and Smith (1990) for a general overview of these methods, McCulloch and Rossi (1994) and Rossi et al. (1996) for multinomial probit models, and Allenby and Lenk (1994) for models where the error term follows an extreme value distribution. Estimation of multicategory models such as the one described above is an extension of the basic sampler laid out in these papers.
We assume that the error term in (1), ε h,j,c,t , follows an extreme value distribution, leading to the well known logit model (McFadden 1981) . The Gibbs sampler for this model is relatively straightforward. A computationally intensive step involves making draws from the posterior of each individual's parameter space, which requires the use of the Metropolis-Hastings (M-H) algorithm. In our initial estimation trials a standard M-H algorithm resulted in a very inefficient sampler 3 . Consequently we use the Hybrid Monte Carlo (HMC) algorithm originally developed in Duane et al. (1987) . The key insight in Duane et al. is to use information about the gradient of the target distribution in guiding the choice of proposed draws in a M-H-like algorithm. The algorithm gives an automated method for generating efficient proposals thus alleviating the difficulties of finding a good proposal distribution directly. We outline the procedure in the appendix.
3 Application to Three Snack Food Categories
Data
We analyze household purchasing in three snack food categories -potato chips, tortilla chips, and pretzels. These are the three largest salty snack categories in terms of per capita consumption in the US, with market shares of 26.5%, 19.9%, and 5.7% of an $22.5 billion market in 2002 (Snack Food and Wholesale Bakery Magazine, 2003) . Our data are obtained from a market basket database provided by Information Resources Inc. For our analysis we included the top-selling 29 SKUs of potato chips, 18 SKUs of pretzels, and 20 SKUs of tortilla chips. The selected products capture over 75% sales in each category. The large number of SKUs included in our analysis reflects an advantage of the attribute-based choice modeling approach (Fader and Hardie 1994) . We chose a random sample of 250 households from among all households who purchased at least once in each of the three categories over a two year period. Selected households made 5725 purchases of potato chips, 2430 purchases of tortilla chips, and 1772 purchases of pretzels. In addition to the purchase histories and the marketing environment, we also observe several demographic characteristics for these households -the size of the family, household income, an indicator for race (coded as 1 for White), age of the head of the household, and an indicator for whether the household has children. We describe each SKU on the following attributes and levels (see table 1): brand name (several levels) 4 , flavor (yes or no), salt-free/light 5 (yes or no), and pack size (small, large, and extra-large). Also common across the categories are the marketing variables -price, display, and feature.
The dominant brand in pototo chips is Jays with 37% share, followed by Frito Lay's two brands -Lays and Ruffles -accounting for 27% share 6 . Frito Lay is the undisputed market leader in tortilla chips with its brands Doritos and Tostitos holding a 60% market share jointly. Private label brands follow in third place with 17% share. In the pretzel category private labels are dominant with a third of the market, followed by Nabisco and Rold Gold. Products with no salt, recommended for low sodium diets, have relatively small shares in the potato chips and tortilla chips categories -about 7% and 3% respectively -but enjoy an almost 14% share in the pretzels category. Flavored products (e.g. BBQ, Spicy, etc.) account for almost half of tortilla chips sales, about 29% of potato chips sales, and about 17% of pretzels sales. Products in all three categories are promoted intensively. In the potato chips category, for example, each of the 29 SKUs is on average featured on 16% of purchase occasions, and is on special display in the store on 14% of purchase occasions.
Results
Using the methodology and the data described previously, we estimated several models using different normalizations and different number of factors. Determining the number of factors to use is a non-trivial problem in a non-linear factor model such as ours. We use in-sample and out-of-sample hit rates for all categories along with estimates of the log marginal density of the data (estimated using the method in Newton and Raftery 1994); details are shown in table 2 . We estimated one, two, three and four factor versions of the model. Based on the hit rates it is hard to discriminate between the competing models: the fit is roughly the same (and quite good, given that these are hit-rates for discrete choice models with 18, 29 and 20 alternatives). Parsimony would then dictate choosing the one factor model. However, the marginal likelihood shows big increases in going from one to two and two to three factors and a smaller increase in going from three to four factors. Based on this metric we should pick the four factor model. The main reason for the difference between hit-rates and the log marginal density is that the hit-rates do not tell us anything about how the model is fitting the second (and higher) moments of the data. We also computed the implied correlations of preferences and marketing mix sensitivities within and between categories for the different models. Consistent with the log marginal density computation we found that these correlations were quite different for the one and four factor models indicating that we are doing a much better job at fitting the correlation patterns in the data with the more flexible four factor model. It is perhaps a little worrying that the log marginal density keeps increasing as we add factors, ie., it is possible that more than four factors are needed to adequately fit the data. Given the considerable challenge involved in fitting these non-linear factor models we decided not to "push the envelope" and go past four factors. We did compare the above mentioned correlations for the three and four factor models and found them to be generally in agreement. This is at least indicative that we might not do a significantly better job with more than four factors. Hence, we decided to base our analysis on the results of the four factor model.
Our model in (2) explains variation in attribute preferences of households based on observable demographic characteristics Z, and unobservable traits represented by the four factors ψ 1 , ψ 2 , ψ 3 ,and ψ 4 . In Table 3 we show for each of the categories the proportion of variance explained by each of these category-invariant components, and U , the residual variation that is category-specific and remains unexplained. The proportions in each row sum to one. In each of the three categories, the household components taken together explain a substantial proportion of the variation in sensitivity to price, and to a lesser extent in display and feature, as well as a substantial proportion of preferences for flavor, no-salt/light, and pack size. Preferences for brand names (not shown for reasons of space) are category specific to a greater degree. We also note that demographic variables explain more of the variation in the marketing mix sensitivities than they do for other attribute preferences, particularly in the pretzels and tortilla chips categories. However, consistent with past studies we find that on average the variation explained by demographic variables is not large. The proportion of variance explained by each of the factors (these numbers are not shown separately for each factor) helps us interpret the factors, a point we return to subsequently.
In Tables 5, 6 , and 7 we show the estimated hierarchical regression coefficients Π c , factor loadings Γ c , and diagonal elements of Λ c , for the three categories. With one exception across the three categories, the mean effects of price, display and feature (shown in the column labeled "Constant") have the expected signs and are statistically significant. As discussed, unlike AR we allow for category-specific effects of demographic variables. This operationalization provides greater flexibility, which is required because the role of demographic characteristics may vary across categories. Only a small number of demographic effects on attribute preferences -less than 15% across the three categories -are found to be statistically significant.
We turn next to interpretation of the factor loadings for the four factors ψ 1 − ψ 4 , shown in Tables 5, 6 , and 7 for the three categories. The factor loadings represent covariances between attribute preferences and the unobserved factors. For each of the four columns, we focus on attributes with large covariances. We also take into account the variance explained by each of the factors in each attribute preference. Factor 1 captures preference for smaller pack sizes in potato chips and tortilla chips, preference for regular (as against no-salt/light) products in all three categories, and high price sensitivity in potato chips and to a lesser degree in tortilla chips. Factor 2 captures preference for small pack sizes in pretzels and tortilla chips, preference for salt-free/light potato chips, and preference for the Pizzaria brand of tortilla chips. Factor 3 can be interpreted as small-size preference in pretzels, preference for the Eagle brand name, which is the only brand name available in all three categories, preference for the Tostitos brand in tortilla chips, and higher price sensitivity in pretzels. Factor 4 is correlated with preference for flavored products in potato chips and tortilla chips, preference for small pack size in pretzels, and preference for the Pringles brand in potato chips.
As mentioned, one needs to impose zero restrictions on some elements of the loading matrices in order to identify the factor model. In this specification we imposed restrictions on five loadings in the potato chips category -these appear as zeros in the rows for Salt-free/Light and X-large. These normalizations were chosen mainly to facilitate interpretation of the factors. However, we did experiment with many different normalizations and found little sensitivity in our main findings. In particular, the correlations within and between categories (reported later) were not affected by different normalizations.
Correlations Across Categories
Although we computed correlations in attribute preferences within each category, we do not present them for the snack food application for reasons of space. In the application to mayonnaise and sliced cheese categories that follows we discuss within-category correlations in greater detail. Instead, we focus here on conditional (on demographics) correlations between categories. In Table 8 we present pair-wise correlations for the three pairs of categories in marketing variable sensitivities and selected attributes.
We find that price sensitivities are positively correlated, with significance, in two of the three pairs of categories. The magnitudes of these correlations are similar to the average correlation of 0.28 reported by AR (Table 6 , page 101). However, unlike AR we do not find significant correlations in display and feature sensitivities. The significant correlations in preferences for salt-free/light and flavor are positive, as one might expect. Preferences for the Eagle brand name of Anheuser-Busch are strongly positively correlated and, as noted, load on a common factor. In Table 9 we show correlations in pack size preferences. With one exception, all the significant correlations are positive. In Table 10 we show the correlations in preferences for the five brand names of Frito Lay, the largest manufacturer of salty snacks. The Lays brand is not significantly correlated with the other four. However, all other pair-wise correlations are positive and significant. Since it is unlikely that consumers know that these brands have a common manufacturer, these correlations may reflect common unobserved manufacturer-specific attributes such as premium shelf space enjoyed by all of Frito Lay's brands. The large number of significant correlations across categories in attribute preferences, beyond the marketing mix variables, attest to the greater flexibility of our model relative to AR.
Application to Cheese and Mayonnaise Categories 4.1 Data
Our second application is to household panel data provided by ACNielsen for two less closely related product categories: individually-wrapped sliced cheese and mayonnaise. The data consist of a sample of 1017 households from a large Midwestern city and span two years. Selected households make at least one purchase in each category. The sample households made a total of 8241 purchases in the cheese category, and 7567 purchases in the mayonnaise category. Four demographic variables are included in the model: income, age of the household head, a dummy representing presence of a child, and the number of members in the household. We randomly split the data into an estimation sample (917 households) and a validation sample (100 households) used for model comparisons.
In Table 11 we show the product attributes in the two categories. In the mayonnaise category, we use data for 12 SKUs that account for over 88% of category sales. These products represent two national brands -Kraft and Hellman's -and Private Label brands. Besides brand name, the products also differ along three other attributes: size (16 oz. or 32 oz.), fat content (fat-free, light, or regular), and type (mayonnaise or miracle whip). Thus each product can be described by the value of the attribute vector [Brand, Size, Fat content, Type] . In the cheese category, we use purchases of 8 SKUs that account for 74% of total category sales. These products can be described in terms of four levels of the attribute Brand (Kraft, Borden, Velveeta, and Private label), two levels of size (12 oz. and 16 oz.) and two levels of fat-content (regular or fat-free). Note that some of these attributes-brand names(Kraft and Private label), size dummy (large or small) and fat content (regular and fat-free)-are common in the two categories.
Besides the common attributes, there are other similarities between the two categories. For example, Kraft has the highest market share in both categories capturing 52% (mayonnaise) and 48%(Cheese) of category sales. Private label does not have a diet product in either category, and is also the lowest priced brand in both categories. Finally, feature advertisements are the dominant form of promotion in both categories with relatively low incidence of in-store displays. At the same time, there are also important differences. For example, while private label products have a small share in mayonnaise (10%), they are major players in the cheese market with a share of 36%. Similarly, while the "light" attribute has a significant share in the mayonnaise category (23%), the share of light cheese is so small that it does not appear in our selected brands.
Results
Using criteria discussed in the snack foods application, we determined the appropriate number of factors to be four in these data. In Table 4 we show for the four-factor model the proportion of variance explained by each of the category-invariant components, and U , the residual variation that is category-specific and remains unexplained. We do not show the brand name attribute for reasons of space. In mayonnaise, a substantial proportion of variation in the sensitivities to the three marketing mix variables -price, display, and feature -and in preferences for private label, fat-free, and light attributes is explained by the household components taken together. Preferences for size, mayo, and the Kraft attributes seem to be category specific to a greater degree. As in the snack foods application, demographic variables explain more of the variation in the marketing mix sensitivities than they do for other attribute preferences. However, on average the variation explained by demographic variables is not large.
In the cheese category as well, household demographics and the factors explain a substantial proportion of the variation in the following attributes: price, display, Kraft brand name, private label, Velveeta, and fat-free. However, the variation in feature responsiveness and size preference appears to be largely category specific. Demographic variables provide less explanation in cheese than in the mayo category.
In Tables 12 and 14 we show the estimated hierarchical regression coefficients Π c , factor loadings Γ c , and diagonal elements of Λ c , for the mayonnaise and cheese categories respectively. As discussed, unlike AR we allow for category-specific effects of demographic variables. We find in our data that the Kraft brand is preferred by older consumers in the mayonnaise category, but age does not explain Kraft preferences in the cheese category. A number of demographic variables are statistically significant predictors of marketing variable sensitivities. In the mayonnaise category, larger households are less price sensitive, a finding counter to conventional wisdom. In cheese, more affluent households are less price sensitive, households with children are more price sensitive, and older households pay more attention to feature ads. Focussing on the attribute preferences we find a number of interesting similarities between the categories. In the mayonnaise category, preference for fat-free and light attributes is positively related to income and negatively related to household size. The "fat-free" attribute in cheese displays the same pattern. Similarly, preference for the private label in the mayonnaise category is higher among lower income consumers, older consumers, and larger households. The signs of these demographic effects are consistent with conventional wisdom about consumers of private labels. In the cheese category as well, the private label is preferred by older consumers, larger households, and households without young children, although the effect of income is not statistically significant.
We turn next to interpretation of the factor loadings for the four factors ψ 1 − ψ 4 , shown in Tables 12 and 14 for the two categories. The factor loadings represent covariances between attribute preferences and the unobserved factors, and patterns of large covariances help interpret the factors. Although not shown, we also have available the variance explained by each of the factors in each attribute. Factor 1 loads strongly on the attributes "fat-free" and "light" in the mayonnaise category, and on "light" in the cheese category. Furthermore, this factor explains a high fraction of the variance in the fat-free and light attributes in the two categories. This factor may thus be labeled "diet preference." Factors 2, 3, and 4 are not as cleanly interpretable. Factor 2 is restricted largely to the mayonnaise category, and loads heavily on Kraft and private label attributes. Thus, factor 2 represents the brand name attributes in the mayonnaise category. Factor 3 loads on price in the mayonnaise category and on private label and Velveeta brands in cheese. Factor 4 is limited largely to the cheese category and loads heavily on Kraft, private label, and price sensitivity.
Correlations Within and Across Categories
In Tables 13 and 15 we show the submatrices of the conditional correlation matrix Corr(β h |z h , θ) for attributes within the mayonnaise and cheese categories respectively. Overall we find many non-zero correlations in these two tables, indicating that a model assuming independence between the elements in the preference vector within each cate-gory is clearly inappropriate. Focusing on the significant correlations in the mayonnaise category we find that preferences for the fat-free and light attributes are highly correlated, indicating that consumers who like "regular" products do not like fat-free or light products. However, those who like fat-free products also tend to buy light products. The correlation between preferences for Kraft and private label attributes is quite strong and negative which indicates that consumers tend to prefer either the national brand names or the private label. We know from table 12 that lower income, younger, and larger households prefer the private label brand. The negative correlation between Kraft and light attributes, coupled with the positive correlation between private label and light, indicates that consumers of light products prefer Kraft's competitorsHellmans or the private label brand. This indicates a possible opportunity for the private label, which currently does not offer any light products. A similar interpretation may be provided for the positive correlation between private label and fat-free preference, and the negative correlation between Kraft and fat-free. We also find that the Kraft brand is more valued by those who prefer Miracle Whip, relative to mayonnaise. Buyers of mayonnaise are responsive to feature ads, as are buyers of the larger pack size.
In the cheese category (Table 15 ) we find that buyers of Kraft are more price sensitive, while buyers of Velveeta, which is also owned by Kraft Foods, are less price sensitive. This is consistent with the higher average price of Velveeta. Similarly, those who like fat-free cheese have a higher willingness to pay and are responsive to in-store displays. Buyers of Kraft are responsive to feature advertising. The large negative correlation between Kraft and Velveeta indicates that the two brands are positioned to appeal to different consumers, possibly a desired outcome of Kraft Foods' segmentation and targeting strategy.
More interesting is Table 16 which contains the across-category correlations. Overall there are many non-zero correlations in this table so a model that assumes independence between preferences in the cheese and mayonnaise category would be misspecified. Focusing on the correlation between related attributes in the two categories, we find strongly significant and large positive correlations between the fat-free and light attributes in mayonnaise and the fat-free attribute in cheese. This finding lends support to the idea of preference for low fat as an intrinsic household trait, as suggested by the high loading of factor 1 on the two better-for-you attributes. We also observe that private label buyers in each category prefer fat-free and light attributes in the other category, while currently the private label product line does not include any better-for-you products. This further strengthens our conjecture about new product opportunities for private labels. Preference for the Kraft brand name is positively correlated across categories indicating the possible existence of a cross-category segment of Kraft lovers, an important element of the brand equity of Kraft (see also the discussion on umbrella branding in Erdem 1998) There appears to be a segment of consumers who prefer to buy private labels in both categories, a finding especially relevant for retailers. Russell and Kamakura (2001) also report that cross-category preferences for private label brands in four paper categories are positively correlated. Furthermore, the size attribute is uncorrelated across categories. This is in contrast with the high correlation in preference for pack sizes in the three snack categories. For marketing mix sensitivities we find lower correlations than the ones reported in Ainslie and Rossi (1998) -especially for feature and display sensitivity 7 . Household level estimates of preferences (β mayonnaise,h , β cheese,h ) are readily available from our MCMC algorithm. In fig.1 we plot these estimates for the attributes common in both categories. These plots mirror the results on the across-category correlations displayed in table 16. There are strong correlations across categories in preferences for the fat-free/light attribute, the private label attribute and the Kraft attribute. It is also worth noting that the correlations for price and feature sensitivity are substantial (at the household level the correlation between price sensitivities is 0.31 and 0.47 for feature sensitivities).
Overall our findings indicate that there are strong correlations in preferences for some attributes that are common across categories. Especially, preferences for diet attributes are strongly correlated across categories. These findings lend support to the idea that certain unobservable household characteristics or "traits" are common across product categories.
Cross-Category Targeting Applications
An interesting aspect of our multi-category model is its potential use in eliciting information about a household's preferences for "new" product categories, i.e., categories where no purchase information for the household is available. In the context of packaged goods categories it is fairly well documented that relatively little can be learned about a household's preferences from household demographics and our findings above confirm this. For a single category Rossi, McCulloch and Allenby (1996) showed that while observable household characteristics contained little information about preferences, past purchase behavior in the category was very informative about brand preferences and marketing mix sensitivities. Thus, for the design of targeting schemes past purchases contain valuable information.
From a manufacturer's perspective the problem of eliciting households' preferences often involves many different product categories. As noted previously, many large packaged goods manufacturers offer products in several categories, e.g., Kraft Foods, General Mills, Procter & Gamble etc. If it is the manufacturer's goal to predict a household's preferences in all relevant categories using past purchases, then a huge database of shopping information in all categories is needed. This is costly and can be a complicated matter to implement. These problems raise the possibility of using purchase information in a few select categories to infer a household's preferences for products in many other categories. The approach is even more appealing when predicting the likely targets for a new product. New product introduction represents the single most expensive investment for consumer product companies, with an estimated 30,000 new products introduced in the year 2000 (ACNielsen, Consumer and Market Trends, 2001) . What is alarming is that 93% of these new products failed with total failure cost exceeding $20 billion. Furthermore, most retailers have narrowed the evaluation period for a new product to six to nine months. Thus, it is imperative for manufacturers to target their new products to most likely buyers, especially in the initial phases of the product launch.
The appeal of the proposed model in targeting new products depends on how much we can learn about consumer's preferences for a new product by using the demographic and purchase history information from existing categories. In general, one would expect that the larger the number of shared attributes across categories and higher the correlation in preferences for these common attributes, higher the information transfer across categories. However, it may be possible that a single, but important, attribute can be quite informative. For example, if "soy" is an attribute that appeals to certain types of households, then one could potentially learn about the likely targets for, say, a new Kellogg's Soy Protein Cereal by using information on other products such as soy based beverages or snacks. Similarly, attributes such as "private label", "diet", or "organic" could potentially be quite informative.
We illustrate the potential benefits of our multi-category brand choice model in two different cross-category targeting applications. In both situations, the goal is to score a group of potential customers, called the "target group", based on their buying preferences in a "target category" without observing their purchases in this category.
In both situations we have access to data on the purchases of the target group in other categories which share common attributes with the target category. The difference between the two situations is as follows. In the first situation we also have available complete purchasing data of a "reference group" of customers, i.e., their purchases both in the target category and other categories. (The terminology of target group and reference group is borrowed from Iyengar et al. 2003 .) Thus, the prediction problem is one of "targeting new customers in existing categories." In the second situation, by contrast, no such reference group is available. Thus, predictions in the target category have to be based entirely on purchasing data from other product categories -a case of "targeting new customers in new categories."
Targeting New Customers in Existing Categories
For this application we use the cheese and mayonnaise categories. In Section 4 we presented estimates of the multi-category model based on purchasing data of an estimation sample of 917 households. We now consider the problem of choosing targets for a new hypothetical cheese product, a low-fat cheese offered as a private label in the small pack size. Recall that our empirical results suggested high potential for such a new product. A list of potential customers (the target group) is available, but we do not know their purchasing history in the cheese category. Our goal is to rank-order these customers in terms of their predicted choice probability for the new cheese product. We take the 100 households in the holdout sample to be representative of the target group. For computing the predicted choice probabilities we use the estimated model plus data available for households in the target group under three alternative information sets: 1) I 1 : the information set consisting of only the demographic variables, 2) I 2 : I 1 plus each household's purchase history in the mayonnaise category, 3) I 3 : I 2 plus each household's purchase history in the cheese category. Note that I 1 ⊂ I 2 ⊂ I 3 . Since I 3 is the most information we could potentially have in real life, we take the estimated rank-ordering under I 3 to be the "true" rank-ordering of the target households.
In figure 2 we show the scatter plot of predicted ranks for the 100 households under I 1 on the X-axis and under I 3 on the Y-axis. The 45-degree line represents the "true" ranks. So the closer the circles are to the 45-degree line the smaller is the error in predicted ranks relative to the truth. Also shown is the line of best fit to the predicted ranks. As is evident, the predictions are not very good. In figure 3 we show the results for predicted ranks under I 2 on the X-axis and under I 3 on the Y-axis. The line of best fit now lies much closer to the 45-degree line, indicating that the information contained in purchase histories of mayonnaise is valuable for rank-ordering target consumers in the cheese category based on their likelihood to buy a new product concept.
Targeting New Customers in New Categories
For this application we use the multicategory model estimates from the three snack categories. Our goal is to assess the extent to which the estimated preferences predict these households' purchasing behavior in an entirely new category that shares some common attributes with the three snack categories. Recall that one of the attributes in the snack foods categories is light/no-salt and factors 1 and 2 were found to be correlated with preference for this attribute. If these factors capture an underlying household trait of "healthy eating," we expect to find households with high factor values to be more likely to choose healthy products in other categories.
244 of the 250 households used for estimating the model for the snack categories were also observed to buy in the ice cream category during the two-year period. An important attribute in the ice cream category is diet/light; light ice creams account for 22% of the market in our data. To assess the predictive ability of the model estimated on the snack data, we rank-order the 244 households by their estimated values of factor 1 and factor 2 (separately) from the snacks data and divide the sample into five quintiles. In Figure 4 we show the market share of light ice creams in each quintile. The figure shows that the market share of light ice cream increases monotonically with the values of factors 1 and 2; thus, the factor estimates are informative about the (relative) preference for light ice cream.
To further examine usefulness of the factor estimates for targeting consumers of light ice cream, we compute for each factor, the cumulative percentage of light ice cream buyers captured by each quintile. In Figure 5 we show the resulting gains charts. The 45-degree line represents the performance if targeting is done at random. Gains due to information from the factor estimates reflect in the extent to which the line lies above the 45 degree line. For example, the chart shows that 20% of the target group based on highest values of factor 1 includes 41.4% of light ice cream buyers; by contrast, 20% of the target group picked at random would include only 20% of light ice cream buyers. Once again, the figure shows that the estimated factor values from the snack data provide significant value in targeting light ice cream buyers.
Conclusions and future research
An emerging literature in marketing recognizes and models the dependence between consumers' brand choices across multiple categories. This paper contributes to the literature by offering a model of dependence based on correlated preferences for attributes that are shared by categories. Our model decomposes the intrinsic preference for each product in each category into preferences for elemental attributes or characteristics, some of which are common across categories. Thereby we allow similarities in choice behavior across categories to be determined by correlated preferences for the elemental attributes. Further, we project the unobserved component of preferences for attributes and sensitivities to marketing mix variables to a lower dimensional space of unobserved factors. The factors are interpretable as unobservable household "traits" that drive similarity in choice behaviors across categories. Since the factors transcend categories, we can use household specific factor estimates derived from purchasing in existing categories to predict preferences for attributes in new categories. In our empirical application to consumer purchases in both closely related and less related food categories, we find high correlations in preferences for product attributes across categories. In two applications we demonstrate that these high correlations in product attribute preferences across categories imply that (1) one can use the model estimates to forecast preferences for an attribute in a new category, and (2) that one can rank-order potential targets for a new product in an existing category based on their probability of choice.
One interesting issue that we believe is worth exploring in future research is selecting an informative set of categories for predicting consumer preferences in entirely new categories. Intuitively, the problem is one of learning about consumer traits from their purchases in existing categories-learning that can be transferred to other categories. What characteristics of categories make them informative about attribute preferences of consumers and to what extent can they be used as a basis for market segmentation in the existing products and in forecasting demand for new products?
In the current applications we used the factor structure primarily as a tool to model dependence in preferences. As a result we did not focus heavily on the interpretation and labeling of factors. In future research we plan to apply the model to more than three categories. In that situation it may be advantageous to impose restrictions on the "loadings matrix" so as to facilitate interpretations of the factors.
We also believe it would be fruitful to extend the current static model to dynamic settings. This would be relevant particularly in the context of introduction of new attributes or attribute-levels into existing categories, and the resultant change in consumers' preference structure. We assume
and
where d hjct is one if the household was observed to purchase brand j in category c on occasion t and T h,c is the total number of purchases made by household h in product category c.
where p(θ) is a prior distribution of θ and
where φ is the density of a multivariate normal distribution. By sampling from the joint augmented posterior (10) we can simulate the marginal posterior p(θ|d). To do this we use a Gibbs algorithm by sampling from the conditionals
Initial trials using a standard Metropolis-Hastings algorithm to sample from the conditionals (13) and (14) 2. Run the "leap-frog" algorithm for L steps:
p is the p generated in step 1. Here U (x) = ∂U/∂x, L is a predetermined number of steps, δ is a predetermined step size and δ l = δ for l < L and δ L = δ/2. 8 The step-size and step-length are usually chosen by experimentation to get an efficient algorithm (some general guidelines exist, cf. Liu (2001)). Let the state after L steps be (x * , p * ).
8
This algorithm is a discrete time version of the true physical differential equations system.
3. Update the current state (x, p) to (x * , p * ) with probability
The draws of x generated from this algorithm will form a Markov chain with stationary distribution π(x).
The HMC algorithm uses the local dynamics of the constructed system to generate proposal distributions. In particular, it uses the gradient of the Hamiltonian to guide the direction in which the system should move. This gives an automatic and efficient way of generating proposal distributions. All that is required is the computation of the gradient of the log density log π(x). The HMC algorithm typically leads to Markov chains which explore the support of the target distribution fast while maintaining a high acceptance rate, cf. Liu
We use separate HMC steps to sample from the required conditionals in (13) and (14).
To satisfy the positivity restriction on the diagonal elements of Λ c we reparameterize these Note that the first and last step for p is only half-step ("leap-frogging"). This guarantees that the discrete time system satisfied the same physical properties as the true continuous time system, see Duane et.al (1987) Attribute Constant log(inc) log(age) hhsize child 
