The main theorems extend to matrix differential equations, Atkinson's classic theorem giving necessary and sufficient conditions for the oscillation of superlinear second-order scalar differential equations. The theorems improve recent results of Kura and of Butler and Erbe by removing a very restrictive hypothesis that solutions be symmetric.
Introduction
In his classic paper [4] , Atkinson showed that when f(t) is positive and continuous for t in [0, oo), a necessary and sufficient condition for the secondorder superlinear scalar equation (1) y" + f(t)y2n+i=0
to be oscillatory is that /0°° tf(t)dt = oo. The papers of Kura [18] and Butler and Erbe [6] extend Atkinson's theorem to the case of superlinear matrix equations; however, their theorems apply only to symmetric matrix solutions. This symmetry assumption is very restrictive as noted at the end of §2. The main results of this paper also extend Atkinson's theorem to superlinear matrix equations, with the principal advantage of our theorems being that they apply to solutions which may or may not be symmetric.
Atkinson's paper and the corresponding work of Belohorec [5] on sublinear equations provided the impetus for a very large body of research on the oscillation theory of nonlinear scalar differential equations. The survey article by Kartsatos [ 14] contains over 300 such references, some of which are themselves survey articles containing additional references. In the past ten years, the oscillation theory for systems of ordinary differential equations, both linear and nonlinear, has received considerable attention. To give the reader a brief and very incomplete sampling of the research in these directions, we cite [15, 17, 18, 20, and 22] as indicative of the work done on nonlinear systems and [1-3, 7, 8, 10, 12, 16, 19, and 21] as examples of the work on linear systems.
Statement of results
In passing from the scalar equation (1) to a superlinear matrix differential equation, there are many ways to write the superlinear matrix term corresponding to the term f(t)y n+ in (1) . Due to the noncommutativity of matrix multiplication, the analysis (as we shall see below) may vary depending on the way in which this nonlinear term is expressed. To begin, we suppose throughout that F(t) is a continuous m x m complex matrix-valued function on [0, oo) such that F(t) is Hermitian and positive definite for each t in [0,oo). We introduce an equation with a cubic nonlinearity in two forms, namely Although (2) and (3) are special cases (with n = 0) of (4) and (5), they are considered separately since the proofs amount to first establishing results for (2) and (3) and then extending to (4) and (5). It will be important that the expressions in parentheses in (4) and (5) are Hermitian; however, these expressions could be commuted with Y in the nonlinear term, and analogous results would follow.
As noted above, we are considering F(t) to be complex matrix-valued; consequently, we consider the complex matrix-valued solutions of (4) (or (5)). Since most of the results in the literature are stated for the real case, we remark that our results remain true (with the same proofs) when the adjoint of a matrix is replaced by the transpose, Hermitian matrices are replaced by symmetric matrices, and complex matrix-valued solutions are replaced by real matrix-valued solutions.
We consider only those m x m complex matrix-valued solutions Y(t) of (4) (or (5) ) that extend to infinity (i.e., exist for all t in some ray of the form [a , oo), a > 0 ). The problem of determining when solutions extend to infinity is nontrivial. In the appendix to [13] , Hastings gives an example of a function /(/) which is positive and continuous on the interval [0, oo) and such that (1) with n = 1 has at least one solution y(t) defined at t = 0 but not extensible to the interval [0, oo). However, under rather modest conditions on f(t), Hastings shows that all solutions of ( 1 ) do extend to infinity; in particular, if f(t) is Lipschitz continuous or monotone in some interval to the left of every positive point, Lemma 3 of [ 13] implies that any solution of ( 1 ) defined at t = 0 can be extended to [0, oo). We do not pursue the problem of determining conditions on F(t) so that (4) and (5) will have solutions extending to infinity, but we suspect that rather mild conditions suffice.
Following the lead of others (e.g., [17, 20, 22] ), we call a solution of (4) (or
is the zero matrix for all t. Differentiation shows that, for any solution Y(t) of one of equations (4) or (5) (5)) is said to be oscillatory if all prepared solutions that extend to infinity are oscillatory.
It is well known that, when allowing complex solutions, the preparedness assumption is necessary in order to avoid a mixture of oscillatory and nonoscillatory solutions, even in the case of linear scalar differential equations. For example, e" is a nonprepared nonoscillatory solution of y" + y = 0. Noussair and Swanson [20] have produced an example showing the same is true for matrix differential equations, even when restricting to real matrix-valued solutions.
We denote the maximum and minimum eigenvalues of a Hermitian matrix H by Xmzx(H) and Xmin(H), respectively. Our main result follows. (5) is oscillatory provided that r°° ( 7) / tXmia(F(t))dt = oo Jo holds.
We conjecture that (5) is also oscillatory with the weaker hypothesis (6) replacing (7); however, the proof that we give below does not yield this result. We have undertaken a numerical study of this question in which, for the same F(t), solutions of (2) and solutions of (3) satisfying the same initial conditions at some point t0 were compared to each other. In all examples, solutions of (3) either oscillated significantly more quickly or oscillated as quickly as did solutions of (2) . These examples seem to indicate that (3) is also oscillatory with the weaker assumption. Of course, in the scalar case, both (6) and (7) reduce to Atkinson's condition.
Theorem 1 provides sufficient conditions for (4) and (5) to be oscillatory. As noted in a remark of Kura (see p. 225 of [18] ), the fact that (6) is a necessary condition for oscillation follows easily from a result of Kartsatos and Walters [15] . We summarize that fact in a theorem. (4) and (5) to be oscillatory.
Theorem 2. If F(t) is
Combining Theorems 1 and 2, we see that (6) is both necessary and sufficient for (4) to be oscillatory.
We remark on the consequences of the assumption in [6 and 18] that the solutions Y(t) are both symmetric and prepared. For symmetric solutions, (4) and (5) both reduce to [9] has shown that continuously differentiable matrices which commute with their derivatives must be functionally commutative (i.e.,
At any point where a symmetric solution Y(t) is nonsingular, it follows from taking transposes in (8) and multiplying appropriately by Y~l(t) that F(t) commutes with Y(t). The additional assumption that Y(t) is prepared implies that Y(t) commutes with Y (t). Dieudonné

Y(t)Y(s) = Y(s)Y(t) for all t and s). Furthermore, as proved by Goff [11], analytic Hermitian matrices which commute with their derivatives must be functionally commutative. Hence, at points where a solution Y(t) satisfies det(Y(t)) ^ 0, the assumption that Y(t) is both symmetric and prepared implies that Y(t) commutes both with F(t) and with Y'(t).
This is clearly a very restrictive assumption. On the other hand, our results apply when Y(t) is any prepared solution, a condition that can be guaranteed by correct assignment of initial conditions at a single point t0 .
Proofs of the theorems
As a tool in the proof of Theorem 1, we will need the following lemma from matrix theory. Lemma 1. If P is a positive definite m x m Hermitian matrix and Q is any m x m matrix, then the following inequalities hold: (9) *mJQ*PQ)>*mJQ*Q)imjn, do) KJQ*PQ)>r\mm(Q*Q)xmm(P), and (H) Xmm(Q"PQ)>Xmin(Q*Q)Xmm(P). Proof. These inequalities follow from Rayleigh's principle. The least direct is (10) so we prove (10) and leave the proofs of (9) and (11) to the reader. Let || • || denote the Euclidean norm and let (•, •) denote the inner product in R" . If Q is singular, then ( 10) follows immediately since the right-hand side is then zero; hence, we assume Q is nonsingular.
Choose a vector y with \\y\\ = 1 so that (Py ,y) = Xm¡¡]í(P). Since Q is nonsingular, we choose x with Qx = y . Then Proof of Theorem 7. As a first step, we show that (2) is oscillatory provided that (6) holds. Suppose to the contrary that (6) holds but there is a prepared solution Y of (2) that is nonsingular on some interval [a, oo) where a > 0. We make the Riccati substitution Then R(t) defined by (12) is Hermitian on [a,oo) since Y(t) is prepared. We now show that R(t) is eventually positive definite. Differentiating and using (2), we see that R' = -YFY* -R2 .
Since R' is negative, R is eventually nonsingular so we assume (R ')' = R lYFY*R ' +/ is valid on [a , oo). Hence, all eigenvalues of R~ (t) tend to infinity as t -» oo, and R(t) is eventually positive definite as claimed.
Solving for tF(t) in (2) yields (13) tF(t) = -tY~XY"Y~XY*~X , (e[a,oo), where in (13), as below, the argument t has been suppressed in several places to shorten the notation. We integrate both sides of (13) (6), we see that the minimum eigenvalue of the right-hand side of (15) approaches -oo as i->oo. This contradicts R(t) being eventually positive definite and completes this part of the proof. As a second step in the proof of Theorem 1, we show that (3) is oscillatory provided that (7) holds. Suppose not. Let (7) hold and let Y(t) be a prepared solution of (3) that is nonsingular on [a , oo). We again let R(t) = Y'(t)Y~l(t) for l > a and use the same argument as above to show that R(t) is eventually positive definite. However, the remainder of the proof is different since isolating tF(t) and integrating by parts does not easily lead to a nice analogue of equation (15) . Alternatively, we solve equation (3) > W(*JJHence, letting / -» oo, we see that (7) and (17) contradict that R(t) is eventually positive definite. This completes the proof that (3) is oscillatory when (7) holds.
Suppose again that (6) holds. We now use the fact that (2) is oscillatory to prove that (4) is also oscillatory. Suppose not and let Y0 be a prepared solution of (4) ( 18) is an equation of the same form as (2) for which (6) holds and yet there is an eventually nonsingular prepared solution.
The proof that (5) is oscillatory when (7) holds follows in similar fashion. This proves Theorem 1.
Proof of Theorem 2. To show that (6) is a necessary condition for (4) to be oscillatory, we assume roo (19) / tXmJF(t)) dt < oo Jo and prove the existence of a (nonoscillatory) prepared solution Y(t) of (4) that converges to I, the mxm identity matrix, as / -► oo. As noted by Kura [18] , this follows easily from Theorem 1 of [15] . To match the notation in [15] , let P(t ,X) = XHn(X)F(t)H*n(X)X*X , Q(t) = 0, V(t) = 0, This completes the proof in the case of (4). The proof that condition (6) is necessary for (5) to be oscillatory follows in the same way.
