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0. INTRODUCTION 
A Bingham fluid is a non-Newtonian fluid, which behaves like a rigid 
body when the shear stress t is less than a threshold value tO, while it 
behaves like a viscous fluid when the stress exceeds rO, and for which the 
relationship between stress and strain rate rr is linear, 
where q is the viscosity. 
A behaviour like that of Bingham fluids can be observed in the materials 
used in the industrial processes for fabrication of ceramics and paper, or in 
many types of slurries. 
A one-dimensional evolution model describing the flow of a Bingham 
fluid was formulated in [l], where the equations governing the flow are 
the Navier-Stokes equation in the viscous region (the field equation) and 
the equation of motion for the rigid part (playing the role of a free 
boundary condition). The boundary of the rigid core is the free boundary, 
where we have T = rO, i.e., zero strain rate. 
The problem was formulated in a weak form by Duvaut and Lions [2] 
as a variational inequality. They studied an initial value problem and 
obtained weak solutions, whose regularity was proved in the two-dimen- 
sional case. In that case, they also proved the convergence of the solution 
of the problem for Bingham fluids to the one for Newtonian fluids, when 
the shear stress tends to the threshold value. 
The existence and uniqueness in a certain function class of a strong solu- 
tion to the variational inequality associated to the flow in the plane and in 
a bounded three-dimensional domain have been established in [3,4]. 
The steady state motion of a Bingham fluid in cylindrical pipes subject 
to a given constant pressure gradient has been investigated in [IS, 6,7]. 
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In this paper a one-dimensional model is considered for the time 
dependent problem, with the aim of proving global existence and unique- 
ness of a classical solution along with some qualitative properties of the 
free boundary. 
An incompressible Bingham fluid flows between two parallel plates, at a 
distance 2L. Let x be the coordinate along the direction of motion and y 
be the coordinate in the direction perpendicular to the plates. 
In the representative xy-plane, the velocity has the form v = (v(y, t), 0), 
since we are concerned with a laminar flow. 
The Navier-Stokes equation reduces to 
where f(t) represents the term -dplax, depending only on t, p is the 
pressure, and p is the density of the fluid. For the sake of simplicity we 
suppose first f(t) =fO constant; then, in the last section, we consider the 
general case. 
We impose a no-slip boundary condition at the external boundary, i.e., 
v = 0 at y = +L, and a condition of no deformation of the free boundary, 
i.e., uy = 0 at the boundary of the rigid core. The second condition on the 
free boundary is given by the equation of motion for the rigid core, which 
occurs under the effect of the stress r0 at the free boundary and of the 
pressure gradient. Of course the velocity is supposed to be continuous 
across the free boundary. 
In Section 1 we show that this model can be reduced to a Stefan 
problem, for which local existence and unqueness of the solution have been 
proved in [S]. In Sections 2 and 3, the global existence and the asymptotic 
behaviour of the solution will be studied, according to the choice of the 
initial data. The last section is devoted to the case of a time dependent 
pressure gradient. 
1. PRELIMINARY RESULTS 
Denoting by y= +s(t) the equation of the rigid boundary, the velocity 
satisfies the parabolic equation 
PV, - VU.“.” =.fk (1.1) 
in the symmetric regions -L < y < -s(t), s(t) < y < L, with f0 > r,/L, in 
order to ensure that the pressure gradient exceeds the stress. 
Considering only the upper part of the layer, the initial and boundary 
conditions are 
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u(L, t) = 0, 0 < t, (1.2) 
U(Y, 0) = U,(Y), 40) = so, O<s,<y<L, (1.3) 
u,(s(t), t) = 0, o-et, (1.4) 
u,(s(tL I)=;fo-$) c > ? o< t, (1.5) 
where so is the initial position of the free boundary, and uo(y) is a con- 
tinuous function with continuous derivatives up to the third order in 
[s,, L], and satisfies 
u,(L) = 0, 4(Y) d 0, U;;(Y)GO, (AlI 
from which uO(y) >, 0. 
Conditions (1.4), (1.5) are different from the free boundary conditions 
usually found in the literature (e.g., Stefan or Cauchy type conditions), but 
if we consider the derivatives of u w.r.t. y and w.r.t. t, then assuming enough 
regularity we obtain that they satisfy precisely a problem with Cauchy data 
on the free boundary, and a Stefan type problem respectively, say (P,) and 
(P,), as shown below. 
Let us set w = u,,, z = u,; then w satisfies 
PW, - VW, = 0, 
WJL, t) = -$, 
(P,) W(Y? 0) = G(Y), 
Wt), t) = 0, 
v,Wh t) = -o/s(t), 
while for z we have 
PZ, - v, = 0, 
z(L, t) = 0, 
(P,) z(Ym=pY)+~f,, 
z(s(t), t)=$ Cfo--$ > , 
z,(s(t), t)= A- w(t) S(t). 
in D={s(t)<y<L,O<t} 
0 < t, 
so < Y < L 
0 < 1, 
0 < t, 
in D 
0-c t, 
so < Y < L 
o< t, 
0 < t, 
(1.6) 
(1.7) 
(1.8) 
(1.9) 
(1.10) 
(1.11) 
(1.12) 
(1.13) 
(1.14) 
(1.15) 
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Problem (P,) has been studied in [8], where existence for a small time 
and uniqueness of the solution have been proved. More precisely in [S] it 
is required that the r.h.s. of (1.14) be a bounded function. We can satisfy 
this assumption by modifying the data as s(t) approaches zero. Such a 
change will turn out to be irrelevant, since we will prove that the free 
boundary cannot tend to zero. 
Therefore we can state the following 
THEOREM 1.1. Under conditions (Al), Problem ( 1.1 )-( 1.5) has a unique 
classical solution (o(y, t), s(f), To). Moreover v, E C’*‘(D) n C’,‘(D), 
3-E CY(O, To)). I 
Some first simple estimates on the solution can be obtained applying the 
maximum principle to the functions a, w, z in the region D. More precisely 
we have 
V(Y, t) 2 0, (1.16) 
V,(Y, t) G 0, (1.17) 
U,(Y, t) Go/P (i.e., vYY( y, t) < 0). (1.18) 
Moreover we can prove a result of monotone dependence on the initial 
data (U,(Y), soI: 
PROPOSITION 1.2. Let (vl, s,, T,) and (Q, s2, T,) be the solutions of 
problem (l.l)-( 1.5) corresponding to the respective data (vl ( y, 0), s1 (0)), 
(v2(y, 01, ~~(0)). Wpose that s,(O) > ~~(0) and v~,(Y, 0) 2 v2Jy, 0); then 
s,(t) > SZ(f)P O<t<T=min(T,, T2), (1.19) 
u,(.Y, t) G V,(Y, f), s,(t)<y<L,Odta (1.20) 
V,,(Y, t)-,(Y, t), s1(t) d y <L, 0 < t < T. (1.21) 
I’sI = s,(O) the inequality in (1.19) is valid in the weak sense s,(t) > s2(t). 
ProojI For each pair of data, consider the corresponding solution of 
problem (P,) and set u - w1 - w2 in the domain (S(t) < y < L, 0 < t 6 T}, 
where S(t) = max,, r (sl(t), +(t)). First assume s,(O) > s*(O). 
Because of the continuity of sl(t), s2( t) we have that s,(f) > s2(t) in a 
neighbourhood of t=O. Assume that some i> 0 exists such that sr(o = 
s2(0 
The function u in the domain {s,(t) < y < L, 0 < t < i} satisfies the 
equation pu, - vu, - 0 and the conditions u,(L, 1) = 0, u(y, 0) > 0, 
u(sr(t), t) 2 0. The maximum principle ensures that as long as sI(t) > s,(t), 
then u(y, t) > 0 unless u = 0. 
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At t = i, we have that u(s,(Q r) = 0, i.e., u takes a minimum at (s,(t), t), 
where by (1.10) u,,(s,( L), f) = 0, contradicting Hopf s lemma. 
The proof of (1.20) follows by noting that the hypotheses on u,,(y, 0) 
and uzy( y, 0) imply also u,( y, 0) 6 u,(y, 0), and that the maximum prin- 
ciple again to ul(y,t)-u,(y,t) in the domain (s,(t)<y<L,O<t<T} 
gives u,(Y, 1) Gu2(y, t). 
Since the solution is known to depend continuously on s(O), the case 
s,(O) = ~~(0) can be treated by a standard continuity argument in view of 
the existence theorem (see Remark 4 of [8]). 1 
This result allows us to compare the solution of problem (1.1)( 1.5) 
corresponding to given data (q,(y), sO) with the stationary solution 
(1.22) 
s, =;. 
2. CASE sO>s, 
Further estimates of the solution of problem (P) are obtained in the 
following 
PROFQSITION 2.1. Let so > s, and let uo( y) satisfy (Al ) and 
then, for any t E (0, T] 
(A21 
in D. (2.4) 
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Proof: The first three inequalities are a consequence of the results of 
Proposition 1.2, recalling the expression of the stationary solution and of 
its derivatives. Estimate (2.4) follows from the maximum principle applied 
to problem (P,). [ 
Now we establish some results we need for the proof of the global 
existence theorem. 
PROPOSITION 2.2. Let us suppose that s,, >s, and u,,(y) satisfies (Al), 
(A2) and o;;‘(y) < 0; then 
s(t) < 0, t > 0. 
ProoJ: The function z,(y, t) solves 
P(Z.,), - vl(zy).vy =09 
z,(L, t) < 0, 
YI z,(y, 0) = - G(Y) G 0, 
P 
z.v(s( t), t) = 4 s, 
(Z,)., b(t), t) = -=,t(-$s(t)). rl*w 
(2.5) 
in D, 
0 < t, 
so < y < L cw 
0 < t, 
0 < t. 
Suppose first that II; < 0. The continuity of zY at (s,,, 0) ensures that 
i < 0 in a neighbourhood of t = 0. Let i be such that S(i) = 0, i(t) -C 0, t < i. 
The maximum principle ensures that zy assumes its maximum in (~(0, i), 
contradicting the fact that zJs(t), t] = 0. 
The proof also holds with slight modifications in the case o;;l(sO) = 0 
(if i becomes positive, and by continuity less than g/ps(t), z, will take a 
maximum on the free boundary with (z?‘)~ being positive). 1 
Note that (2.1) and (2.5) ensure 
s, <s(t) < L. (2.7) 
LEMMA 2.3. For any i< To, let Z= z(s(t], i), jj =s(i). Consider the 
function Z(y, t), solution of 
PZ, - v-q*. = 07 in {ycy<L,O<t<i}, 
w3) 
z(g, t)=2, Z(Y, O)=O, Z(L, t) = 0. 
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Then 
Z(Y, t) > Z(Y, t), in {s(t)<y<L,O<t~i}, (2.9) 
z?.(s( 0, 0 > qm 0. (2.10) 
Proof. Problem (2.8) admits a unique solution 0 < Z( y, t) < Z, and Z,. 
is bounded for any positive t. 
If we consider the problem for z - Z in {s(t) < y < L, 0 < t < i}, recalling 
that z is decreasing on s(t), the maximum principle ensures (2.9). 
Moreover, since z(s(f), i) = Z(s(i), t) = Z, then z - Z takes a minimum at 
(s(i), i) and therefore zJs( 0, i) > Z.&s(i), i). 1 
THEOREM 2.4. Under assumptions of Propositions 2.1, 2.2, problem (P) 
admits a unique solution for arbitrarily large T. 
Proof. Theorem 1.1 ensures that there exists a unique local solution, 
say up to a time TO. The existence and uniqueness of the solution for any 
time can be proved using the method of continuation: we show that 
assuming TO < CC to be the maximum time of existence leads to a contra- 
diction. 
Let us consider the problem for z in a region {s(t) < y < L, T,, < t < T, 1. 
It again satisfies Eq. (1.11) and boundary conditions (1.12), (1.14), and 
( 1.15) while the initial condition is given by 
s(T,)= lim s(t)>s,, 
, - 7-O 
Note that these two limits exist because of the monotonicity of s(t) and 
recalling that S(t) is bounded for positive t because of (2.10). Therefore we 
can verify that at t = TO the conditions of Theorem 1.1 are satisfied, because 
of estimates (1.16), (1.17), and (1.18), implying that the solution exists and 
is unique up to some T,. 1 
Information about the asymptotic behaviour of s(t) is provided by the 
following result. 
PROPOSITION 2.5. Under the assumptions of Theorem 2.4 we have 
jOx(s-l)dr> -co, t>O. (2.11) 
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Proof Let us consider Green’s identity 
where 2 denotes the heat operator a/at- (q/p) a*/ay’, and 8* its adjoint. 
Setting u = z( y, t) and 4 = y-L, one obtains the integral relationship 
++ [(L-s,)2-(L-s(t))z]. (2.12) 
L 
Note that for any T we can compute the limits of s(t) and z(x, t), as t 
tends to T, that exist and are finite. Moreover, recalling (2.7) we have that 
lim I-tcO s(t) exists and is necessarily s, because of (2.12), so that z(y, t) 
tends to zero uniformly as t + co (see, e.g., [9]), and the limit of the right 
hand side is easily computed. 1 
We end this section with some additional estimates on the derivatives of 
the acceleration II,. 
PROPOSITION 2.6. Assume that the hypotheses of Theorem 2.4 hold. Then 
we have the estimate 
Uy,(Y3 1) < 0, in D(T)={s(t)<y<L,O<t<T); (2.13) 
moreover, if we suppose vhv( y) < 0, then 
U,,(Y, t) < 0, in D(T)=(s(t)<y<L,O<t<T). (2.14) 
ProoJ: The proof follows by applying the maximum principle to the 
functions z,, and z,. 1 
3. CASE sO<s, 
The following results can be obtained using the same methods as in the 
previous section. 
PROPOSITION 3.1. If s0 < s, and vO( y) satisfies (Al ) and 
vb(y)<min (0, -t(y-$1, 
fo 
V,“(Y)< --, 
? 
(A-3) 
A ONE-DIMENSIONAL BINGHAM FLOW 135 
then, for any t E [0, T], 
s(t)<3 
fo' 
i 
e-L)($-L), s(t)<?'2 
U(Y, t) 2 fo 
-$(v'-L')+pJ-L), y>3 
h' 
and 
UAy, f)Cmin(O, -$(y-z)], (3.3 
U,(Y, 2) < 0, (3.4 ) 
in D. 
(3.2) 
PROPOSITION 3.2. Let us suppose that sO<s, and u,(y) satisfies (Al), 
(A3), and u:(y) > 0; then 
(3.1) 
S(t) > 0, 0-c t. (3.5) 
The proof is parallel to the one of Proposition 2.2. 
Remark. From Proposition 3.2 we obtain a lower estimate for s(t) and 
for u,(y, I), in D: 
s,<s(t)<~ 
fo’ 
(3.6) 
(3.7) 
In order to prove global existence it is convenient, in this case, to 
introduce one more assumption on u,(y): 
PROPOSITION 3.3. Let the function u,(y) satisfy the hypotheses of 
Proposition 3.2 and 
vo”(y) &, 
VY 
O<s,<y<L; (3.8) 
then, for any t E (0, T], 
rl Q(t) <- 
ps(t)' (3.9) 
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Proof: Let us consider the function 
w(y, t)=z(y, I)-$ 1 -ST 
( > 
which satisfies in D(T) the equation 
(3.10) 
(3.11) 
with boundary conditions 
w(y,O)A;+ 3<0, 
P PY 
Wt), t) = 0, (3.12) 
w(L, t)= -fo+%,o. 
P PL 
The maximum principle ensures that w takes its maximum at each point 
of the free boundary. Then w,(s(t), t) < 0, which gives (3.9), recalling (3.10) 
and (1.15). 1 
The result of Proposition 3.3 enables us to prove that the solution exists 
for all times; the proof of the following theorem is analogous to the one of 
Theorem 2.4. 
THEOREM 3.4. Suppose that u,(y) satisfies the hypotheses assumed 
in Proposition 3.3; then problem (P) has a unique solution for arbitrarily 
large T, 
Remark. By means of the integral relationship (2.12), valid inde- 
pendently of the sign of S, we can obtain in this case 
jom(~-l)dt<*, t>O. (3.13) 
More estimates follow from the maximum principle: 
PROPOSITION 3.5. Under the hypotheses of Proposition 3.3, we have 
Uw(Y9 t) ’ 0, (3.14) 
and assuming that viv( y) > 0, then 
V,t(Y, t) > 0, in D(T). (3.15) 
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4. CASE grad p =f(t) 
If we suppose that the gradient of p is not a constant, the methods used 
in previous sections can be extended using some care. 
Suppose that 8p/8x = f (t), with f positive, bounded, continuous, with 
continuous derivative, and let f0 = lim, _ ~ f(t), f(t) > r,/L, for any t >, 0. 
Introducing obvious modifications in Problem (1.1 )-( 1.5) and problems 
P,,> and P, for the derivatives of u, we realize that u, satisfies an equation 
with a source term f(t). It can be useful to consider the function 
S(t)-fo u(,v, t) = z(,v, t) - ___ 
P : 
that satisfies 
put-w,,. = 0, in D, 
U(L, f) = -fo--f,, 0 < t, 
(4.1) 
(4.2) 
Theorem 1.1 is still valid, so that local existence, uniqueness, and 
regularity of the solution are guaranteed. The maximum principle applied 
in the domain D gives immediately 
$v, t) 3 0, 
U.,(Y, t) G 0. 
The monotone dependence on the data can be proved: 
(4.3) 
(4.4) 
PROPOSITION 4.1. Let (uI,sl, Tl) and (u2,s2, T,) be the solutions qf 
problem (l.lHl.5) corresponding to the respective data (ul(y, 0), S,(O), 
f~(t)), (UZ(Y, Oh Q(O), fAtI). Sq-pse that s,(O) 2 s*(O), ul,,(y, 0) 2 o,,,(y, 0), 
andf,(t) <fi(t); then 
s,(t) 2 sz(t), O<t<T=min(T,, T,), (4.5) 
Ul(Y, t) d U,(Y, f), s,(t) B y < L, 0 < f < T, (4.6) 
Ul.Lh t) 2 u&J, t), s1(t) B y <L, 0 d t < T. (4.7) 
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ProoJ The proof is analogous to the proof of Proposition 1.2: in the 
domain (F(t) < y < L, 0 < t G i}, where i(t) = supI< r {s,(t), q(t)}, and 
i> 0 is such that sl(t) = s2( t], the function v,,(y, t) - Q,( y, t) is non- 
negative, recalling the hypotheses on the data and noting that uIy - vZY 
cannot take its minimum at a point (L, t), because v,,(L, t) - u,,JL, t) = 
4lh)Cfi(O -f*(t)1 2 0. 
The proof follows by noting that the point (s,(t), t) z (s,(t), t), where 
ul,, = Q,, cannot be a minimum for v,,--t~~,, because u,,,,,(s,(t), t)- 
%&,(O~ 0 = 0. I 
As in Sections 2 and 3, we compare the solution of problem (1.1 )-( 1.5) 
with the stationary solution (1.22), where f0 = lim, _ m f(t) -C cc. 
We can summarize the main results as follows. 
THEOREM 4.2. Let s0 > s,, and suppose that f(t) 2 0, and that u,(y) 
satisfies (Al), (A2), and u;;‘(y) 6 0, (q/p) z$‘(s,) = (t&s,) 9(O); then 
problem (P) admits a unique solution for arbitrarily large T, such that 
i(t) co, t > 0. (4.8) 
THEOREM 4.3. Let s0 <s,, and suppose that j‘(t) < 0, and that u,,(y) 
satisfies (Al), (A2), and o;;l( y) > 0, (q/p) ur(s,) = (zO/qs,) S(0); then 
i(t) > 0, t > 0. (4.9) 
Moreover, if vi(y) < -r&y, 0 -C s,, < y < L, then problem (P) admits a 
unique solution for arbitrarily large T, such that 
? i(t) < - 
P(t) 
(4.10) 
The proofs are based on the same techniques used in proving the corre- 
sponding results for constant $ The role of the assumptions on f is clear if 
we consider for instance the case of Theorem 4.2, noting that the function 
z,(y, t) solves problem (2.6) with the boundary condition (z~)~ (L, t) = 
-(l/q) f(t)<O, which guarantees that zY cannot take its maximum on 
y = L. Hence, as in Proposition 2.2, we can conclude that (4.8) holds. 
The maximum principle yields estimates (2.1), (2.2), (2.3), (2.7), and 
u,( y, t) <f,/p. Moreover (4.8) ensures that z(s(t), t) is always positive, so 
that s(t) > To/f(t) > zo/fo = s, . 
The lower bound for i(t) can be found applying the methods of 
Lemma 2.3 to the function u defined in (4.1). Then existence and unique- 
ness for arbitrarily large T can be proved as in Theorem 2.4. 
The corresponding results of (2.11) and (3.13) emphasize the dependence 
of the asymptotic behaviour of s(t) on the behaviour of the function f(t): 
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the integral relationship obtained from the Green’s identity as in Proposi- 
tion 2.5 for the functions u( y, t) defined in (4.1) and for u = y - L, proves 
in this case that j; (s,/s(~) --f(t)/fo) dt is bounded. 
Finally the results of [lo] can be applied to problem (P,), yielding the 
analyticity of the free boundary: 
PROPOSITION 4.4. Suppose that the hypotheses of Theorem 4.2 or 4.3 
are satisfied, and suppose that the function f(t) is analytic; then the free 
boundary is analytic for t > 0. 
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