This paper proposes a generalised Wald type tests to test the hypothesis of the nonlinear restrictions. We circumvent the problem of singularity of the covariance matrix associated with the usual Wald test by proposing a generalised inverse procedure, and an alternative simple procedure which can be approximated by a suitable chi-square distribution. New threshold value is derived to estimate the rank of the covariance matrix.
Introduction
Analyses of economic data often entail the testing of hypotheses that imply complex nonlinear restrictions on subsets of parameters, and it is thus desirable to employ econometric methods that are flexible both in terms of their applications and implementation for typical data sets. In this paper, we are interested in testing the null hypothesis 
0
against the alternative hypothesis ( ) 1 : 0
where the vector parameter θ ∈ Θ ; the parameter space θ ∈ Θ is a k-dimensional compact subspace of In econometrics literature, the Wald tests are commonly used to test this null hypothesis since the generality of its formulation affords the testing of several interesting economic hypotheses which might present formidable difficulties for other procedures (see, e.g. [1] [2] [3] ). Moreover, it is well known that in a linear regression model with normally distributed errors, the Wald statistic for a set of linear restrictions is a monotonic transformation of the likelihood ratio (LR) test statistics.
Under regularity conditions, the null asymptotic distribution is chi-squared distribution, and this is the distribution that one usually uses to carry out hypothesis tests. On the other hand, under the nonregularity conditions, Wald tests fail to have limiting chi-squared distribution in general [4] as in the cases of multiple-hypothesis testing within a single model. The functional restrictions used to represent the hypotheses failed to satisfy regularity conditions. In particular, their Jacobian matrices failed to have full rank in certain circumstances [1] . Also, in vector autoregressive (VAR) processes, if the process is stationary, the multivariate least squares (LS) estimator of the coefficients has a non-singular asymptotic distribution whereas the distribution becomes singular if some variables are integrated or cointegrated. So the Wald test has a nonstandard asymptotic distribution.
Another example is the Granger non-causality test. As shown in [5] when there is a cointegrating relationship, in general the Wald statistic of the Granger non-causality test has a non-standard limiting distribution, depending on nuisance parameters.
This paper develops an asymptotic theory for Wald test in the case where the asymptotic covariance matrix is degenerate. That case occurs when the functional restriction representing the hypothesis of interest fails to satisfy the regular conditions that its Jacobian matrix has full rank at the true parameter values and/or the asymptotic covariance matrix of the estimator parameters is singular.
[6] used a generalized inverse of the asymptotic covariance matrix and they
showed that the Wald test still has an asymptotically standard distribution.
However, the serious problem is how to detect the degeneracy or the rank of asymptotic covariance matrix.
It is well known that the rank of matrix is equal to the number of nonzero eigenvalues. [6] 
Wald Tests
In this section, we will develop general expressions for Wald test statistics for nonlinear restrictions. Let θ be an estimator of θ based on a sample of size n.
We make the following assumption regarding the estimator θ .
where Ω is finite non zero but possibly singular, (iii) a consistent estimator Ω of Ω is available.
The asymptotic normality of θ implies that under the null hypothesis, ( ) ng θ is asymptotically normally distributed with a finite asymptotic variance matrix Σ .
where
To establish the limiting distribution of the standard Wald test, we assume the following two regularity conditions. in VAR models [6] ; or Granger causality in VARMA models [7] and in testing of restrictions on the levels of parameters of a cointegrated VAR process.
The singularity of the asymptotic covariance matrix of the estimator parameters occurs for instance in VAR processes. If the process is nonstationary, i.e. some variables are integrated or cointegrated, the multivariate least squares (LS) estimator of the coefficients has a singular asymptotic distribution. This singularity problem has also been noted or discussed in the context of the long-run impact matrix (see [8] ).
In that case, it is a usual practice to resort a generalized inverse procedure when we have inverted a singular matrix. That is, we have under the null hypothesis,
where ˆ+ Σ is the Moore-Penrose generalized inverse of a matrix Σ . Under
have an asymptotic chi-square distribution with r degrees of freedom. (see [4] ).
Unfortunately, this rank condition is not always easy to verify in practice.
To overcome this difficulty, the Moore-Penrose generalized inverse can be 
New Threshold Values for the Eigenvalues
However the problem associated with this test statistic is the determination of the number of nonzero eigenvalues of the matrix Σ that is the rank of Σ , since in the construction of generalised Wald test statistics, the rank of the variance matrix estimate should be equal to the rank of the true variance matrix. In this section we propose a sequence pretest procedure. We develop the test procedures for
against the alternative hypothesis Unfortunately their choice of a threshold c is more approximative, the values of the threshold do not appear to be based on any explicit analytical expressions but are selected on an ad hoc basis. Consequently it will not be certain to take all restrictions which correspond to nonzero eigenvalues of the covariance matrix Σ . Thus the rank estimated may be larger than the true rank. We shall propose an appropriate threshold level criteria. The approach consist to derive the statistical properties of ˆi λ . To this end, we use some results of the matrix perturbation theory.
Let us consider the matrix perturbation theory ˆB ε Σ = Σ + (8) where B ε , with small ε , is the error matrix Σ − Σ or the matrix perturbation.
These results of the matrix perturbation theory indicate how much the eigenvalues and eigenvectors of the matrix Σ can differ from those of Σ for small ε . Assume that the estimator Σ of Σ is root-n consistent and has a limiting normal distribution, then the perturbation term B ε is of order ( )
and can be seen as a zero mean Gaussian random matrix [10] . .
Hence for the zero eigenvalue of Σ that is
which corresponds to the i-th smallest eigenvalue of the estimated matrix Σ .
The asymptotic distribution of ˆi λ is obtained from the following equation
Since the elements of the perturbation term B are asymptotically normally distributed with mean zero, therefore i i u Bu ′ which is a linear combination of the elements B will also be asymptotically normally distributed with mean zero, In [12] [13], the perturbation theory has been adapted to bounded perturbations that permits to use it, due to the iterated logarithm law, in consistent rank estimation of matrix. In sum, the sequential testing procedure proposed in this paper consists of the following two steps:
Step 1: Determine the rank of Σ by testing 0 : 0
pre-testing procedure (upward testing procedure).
Step 2: If Σ is found to be full rank, test the null hypothesis ( )
with W (Equation (4)).
Otherwise, test the null 0 H with W + in using the decomposition spectral of ˆ+ Σ (Equation (6)).
Conclusions
In this paper, we have proposed an asymptotic theory for Wald type test of nonlinear restrictions. The Wald statistic is known to be asymptotically chi-square distributed under the null hypothesis, provided that the Jacobian of the restriction function describing the null hypothesis has full rank and the asymptotic covariance matrix of the estimator parameters is non-singular. There The limiting distribution of the Wald statistic for testing nonlinear restrictions depends substantially on the singularity or not of the asymptotic covariance matrix, and the determination of its rank is of great importance in this context.
It is well known that the rank of the matrix is equal to the number of the eigenvalues nonzero. Using the perturbation theory, we derive the asymptotic distribution of the eigenvalues. We propose two new threshold values for the eigenvalues which permit to decide if the eigenvalues are nonzero or not.
