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Preizkušanje predstavlja pomemben del v procesu razvoja programske opreme. 
Zaradi vse hitrejših razvojnih ciklov in potrebe po pogostejšem preizkušanju je 
klasične preizkuse programske opreme s strani razvijalcev nadomestilo učinkovitejše 
samodejno izvajanje preizkusov programske opreme.  
Samodejno preizkušanje programske opreme je podvrženo zunanjim 
dejavnikom, ki lahko vplivajo na uspešnost izvedbe preizkusov. Primera zunanjih 
dejavnikov pri mobilnih napravah sta na primer kakovost omrežne povezave in izguba 
povezave z računalnikom, ki upravlja preizkuse. Zaradi neželenih vplivov so preizkusi 
lahko izvedeni neuspešno, kar pomeni, da dejansko preverjamo stabilnost 
preizkusnega okolja namesto delovanja programske opreme. 
Z namenom omejitve vpliva zunanjih dejavnikov na rezultate preizkušanja smo 
načrtovali nadzorni sistem, ki bi spremljal zunanje dejavnike, oziroma stanja naprav, 
ki so odvisna od teh dejavnikov. Sistem sestavljata program, ki skrbi za pridobivanje 
informacij o stanju naprav, ter strežnik, kamor so informacije poslane in shranjene. Do 
podatkov s strežnika je mogoče dostopati preko klica programskega vmesnika ter jih 
nato uporabiti v ogrodju za izvajanje samodejnih preizkusov. 
Na podlagi pripravljenih načrtov je bil izdelan prototip sistema, v katerem je 
udejanjeno preverjanje stanja baterije, na napravah z operacijskim sistemom Android 
pa tudi preverjanje, če je naprava zaklenjena. V slednjem primeru jo nadzorni sistem 
samodejno odklene. Ogrodje za samodejno izvajanje preizkusov dostopa do zbranih 
podatkov o stanju naprav preko klica programskega vmesnika podatkovnega strežnika, 
podatke pa zapiše v dnevnik aktivnosti. 
 
Ključne besede: sistem za nadzor naprav, samodejno preizkušanje programske 





Software testing is an important part of software development process. With 
increasingly rapid development cycles and the need for more frequent testing, classic 
software testing has been replaced by more efficient automated testing. 
Automated software testing is subject to external factors that may affect the 
performance of test execution. Examples of such external factors for mobile devices 
are network connection quality and the loss of connection to the computer running the 
tests. Due to undesirable factors, the test execution may be unsuccessful, which 
indicates that we are in fact examining the stability of the test environment and not the 
developed software itself. 
To limit the influence of external factors on the test results, we designed a control 
system which monitors various device states that depend on these external factors. The 
system is divided into a program for obtaining data from devices and a data server 
where information is sent and saved. Data from the server can be accessed via an API 
call and then used in a test automation framework. 
After the initial system design, a prototype of the system was build. It performs 
a battery status check, and if the target device is running Android, it checks whether 
the device is unlocked. If it is not, it unlocks it during the procedure. The test 
automation framework accesses device status data from the server via an API call and 
writes relevant records in a test execution activity log. 
 





Zagotovo se je že vsakomur med uporabo priljubljene aplikacije zgodilo, da je 
ta nenadoma postala neodzivna ali pa se je nepričakovano zaustavila in jo je bilo zato 
potrebno znova pognati. Če se takšni dogodki ponavljajo, obstaja verjetnost, da bomo 
začeli uporabljati drugo, podobno, a stabilnejšo aplikacijo, s tem pa bo ponudnik prve 
izgubil stranko. 
Nezanesljiva programska oprema pa ne odvrača le njenih uporabnikov, ampak 
lahko povzroči milijonsko škodo ali pa celo zahteva življenja. Leta 1999 se je ena 
izmed dražjih in bolj nenavadnih napak pripetila ameriški vesoljski agenciji NASA. 
Po letih razvoja so izstrelili sondo Mars Climate Orbiter, ki naj bi raziskovala 
podnebje na Marsu. Ko bi po več kot devetih mesecih potovanja končno morala 
vstopiti v njegovo orbito, se je planetu preveč približala ter izgubila komunikacijsko 
povezavo z Zemljo, nato pa najverjetneje razpadla v Marsovi atmosferi. Strošek misije 
je bil dobrih 300 milijonov ameriških dolarjev, razlog za njen neuspeh pa je bila 
uporaba napačnih merskih enot enega od podizvajalcev. Navkljub dogovorjeni uporabi 
mednarodnega sistema enot (meter, kilogram …) je ta v sistemu za krmiljenje uporabil 
imperialne enote oziroma anglosaški merski sistem. Krmilni sistem je tako posredoval 
navodila za utirjenje sonde v Marsovo orbito v napačnih enotah, zaradi česar plovilo 
ni sledilo predvideni tirnici [1]. 
 
Zavedati se moramo, da bo do napak pri razvoju programske opreme vedno 
prihajalo, saj ljudje nismo nezmotljivi. Vseeno pa je cilj razvijalcev zmanjšati njihovo 
število ter tako preprečiti, da bi program po izdaji imel napako, ki bi kritično vplivala 
na njegovo delovanje. 
Procesu, ki skuša zagotoviti, da programska oprema deluje pričakovano in 
zanesljivo, pravimo preizkušanje programske opreme, nepričakovanemu odzivu 
programa pa napaka. Preizkušanje poteka že med samim razvojem izdelka oziroma 
pred njegovo izdajo. Glavni cilj preizkušanja je odkriti čim več napak, ki jih nato 
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razvijalci odpravijo, na ta način pa programska oprema deluje bolj zanesljivo, ko pride 
v roke uporabnikov [2]. 
Vsebino preizkušanja lahko ponazorimo na primeru programa, ki sešteje dve 
števili. Da bi lahko trdili, da program deluje pravilno v vseh primerih, bi morali kot 
vhodna podatka vpisati vse možne kombinacije števil in operatorjev ter preveriti 
vrnjen rezultat, ki bi moral biti seštevek dveh števil. Različnih kombinacij je 
neskončno mnogo, v idealnem svetu pa bi želeli preveriti vse, vendar je to praktično 
nemogoče. Zaradi tega je potrebno preizkušanje omejiti in preveriti odzive programa 
pri vnosu različnih tipov vrednosti, na primer: 
 dveh pozitivnih števil (3, 2); 
 pozitivnega in negativnega števila (2, -1); 
 dveh negativnih števil (-1, -2); 
 dveh ničel (0, 0); 
 števila 0 in neničelnega števila (0, 1); 
 dveh največjih (in najmanjših) števil, ki jih program sprejme (99, 99); 
 dveh znakov (#, a); 
 dveh decimalnih števil (1,2, 3,4); 
 niza znakov in števil (2a, c5); 
 itd. 
Kot vidimo, pride že pri preprostem programu za seštevanje do velikega števila 
preizkusnih scenarijev, ki jih je potrebno preveriti [3]. Ročno vnašanje in preverjanje 
že najenostavnejše funkcionalnosti programa je lahko zelo zamudno, pri večjem 
številu podobnih preizkusnih scenarijev pa tudi zelo monotono, zato se je pojavila 
potreba po avtomatizaciji preizkušanja. Z njo lahko izrazito skrajšamo čas, potreben 
za izvedbo preizkusov, na daljši rok pa je ta odločitev tudi finančno upravičljiva, kar 
prikazuje graf na Sliki 1.  
Ročno preizkušanje zahteva trud in čas, ki ga preizkuševalec vloži v izvedbo 
preizkusa, količina porabljenega časa za izvedbo posameznega preizkusa pa se 
načeloma ne bo spreminjala, če bo preizkus ostal enak. Tako z vsako ročno ponovitvijo 
preizkušanja potrebujemo približno enako količino časa za izvedbo preizkusa (modra 
črta na Sliki 1). Pri samodejnem preizkušanju sta začetna časovni in denarni vložek 
večja, saj je potrebna priprava samodejnih preizkusov, kar vzame več časa od ročnega 
preizkušanja. Ko je izdelava samodejnega preizkusa zaključena, ga je potrebno zgolj 
vzdrževati in posodobiti v primeru sprememb programske opreme, sicer pa je njegova 
izvedba enostavnejša, hitrejša in posledično veliko bolj ekonomična od izvedbe 
ročnega preizkusa. Samodejni preizkus lahko izvedemo s preprostim ukazom, med 
izvajanjem pa se lahko preizkuševalec posveti drugim stvarem. Kot vselej pri 
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avtomatizaciji procesov, se tudi pri avtomatizaciji preizkušanja do nekega števila 


























Slika 1: Primerjava vložkov pri ročnem in samodejnem preizkušanju v odvisnosti od števila izvajanj 
preizkusov. 
Pomembnejše prednosti avtomatizacije preizkusov v primerjavi z ročnim 
preizkušanjem so torej naslednje [4]: 
 enostavnejša in hitrejša izvedba preizkusov; 
 preizkusi se izvajajo samodejno in se zaključijo hitreje, zato jih lahko izvajamo 
pogosteje; 
 z avtomatizacijo ponavljajočih monotonih in dolgočasnih opravil lahko 
zaposleni v času njihovega izvajanja opravljajo primernejše delo; 
 z izločitvijo človeškega faktorja odpravimo možnost človeške napake ali 
površnosti med izvajanjem preizkusa, zato so samodejni preizkusi bolj 
ponovljivi. 
 
Samodejno preizkušanje pa ima seveda tudi naslednje slabosti: 
 majhno število novih odkritih napak zaradi ponavljanja istega preizkusnega 
scenarija; 
 lažen občutek zanesljivosti, saj se preverjajo le vnaprej predvideni scenariji, 
zaradi česar lahko spregledamo večje napake; 
 daljši čas priprave preizkusov; 
 potreba po vzdrževanju orodij za samodejno izvajanje; 
8 1 Uvod 
 
 možnost občasnega nedelovanja orodij za samodejno izvajanje preizkusov; 
 možnost težav s povezavo med napravami v primeru preizkušanja na več 
napravah. 
 
To delo je nastalo kot odgovor na zadnji dve izmed omenjenih slabosti, ki 
predstavljata zunanje tehnološke dejavnike, na katere nimamo vpliva. V podjetju 
Celtra [5] s samodejnimi preizkusi preverjajo delovanje grafičnega vmesnika 
programske opreme na mobilnih napravah, to pa storijo tako, da primerjajo vnaprej 
zajeto referenčno sliko s trenutno sliko na zaslonu posamezne naprave. Preverjanje 
opravljajo v spletnih brskalnikih in namenskih aplikacijah. Večkrat se zgodi, da so 
preizkusi neuspešno izvedeni, vendar ne zaradi napak programske opreme, pač pa 
zaradi zunanjih dejavnikov, kot so počasna internetna povezava, nepričakovano 
pojavno okno na napravi in podobno. Da bi se znebili neželenih zunanjih vplivov, je 
potrebno najprej sistematično pristopiti k opazovanju stanja celotnega preizkusnega 
okolja. Če bi zaznali moteč zunanji dejavnik, bi lahko v večini primerov neželeno 
stanje tudi odpravili, še preden bi to lahko vplivalo na rezultat preizkušanja. 
Vseh zunanjih dejavnikov žal ni mogoče nadzorovati in z njimi upravljati, zato 
se je bolj smiselno osredotočiti na tiste, ki jih lahko nadzorujemo in ki povzročajo 
največ težav. Med te sodijo predvsem stanja naprav in procesov, ki se izvajajo na 
napravah. Če je tako na primer naprava zaklenjena, lahko to zaznamo in jo odklenemo. 
Če je izklopljena možnost za povezavo z brezžičnim omrežjem, jo lahko vklopimo. Če 
se na računalniku zaustavi kateri od programov, potrebnih za izvajanje preizkusov, 
lahko to tudi zaznamo in ga zopet poženemo. Potencialnih težav je veliko, vendar 
lahko precej težav z napravami zaznamo in se jih vsaj za čas trajanja preizkušanja tudi 
znebimo. 
Z namenom nadzora in upravljanja stanj naprav je bil izdelan ločen sistem, ki 
dopolnjuje sistem za samodejno izvajanje preizkusov. Izdelan sistem skrbi za 
pridobivanje in shranjevanje informacij o napravah, ki sodelujejo pri samodejnem 
preizkušanju. Te informacije je nato mogoče uporabiti med izvajanjem preizkusov in 
v primeru neželenih zunanjih vplivov začasno ustaviti izvajanje. 
 
Magistrsko delo je sestavljeno iz več poglavij. V nadaljevanju sledi opis 
sodobnega pristopa k razvoju programske opreme, nato pa še preizkušanje programske 
opreme, ki je eden izmed korakov tega procesa. V tretjem poglavju je opisano okolje 
za izvajanje samodejnih preizkusov v podjetju Celtra, predstavljeni so uporabljeni 
programi in potek izvajanja preizkusov, nato pa tudi zunanji dejavniki, ki vplivajo na 
uspešnost izvajanja. V četrtem poglavju sledi opis načrtovanega sistema za preverjanje 
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stanja preizkusnih naprav, na katere lahko vplivajo zunanji dejavniki. Poglavja v 
zadnjem delu magistrskega dela predstavljajo udejanjenje prototipa načrtovanega 
sistema – od načina pridobivanja informacij z naprav do strežnika za shranjevanje 
informacij. Delo je zaključeno z razpravo, kjer so povzete ugotovitve po izdelavi 





2 Sodoben pristop k razvoju in preizkušanju programske 
opreme  
Pristop k razvoju programske opreme se je z razcvetom medmrežja precej 
spremenil. Nekoč je bila programska oprema do uporabnikov dostavljena na fizičnih 
medijih, kot so na primer diskete in CD-ji (ang. Compact Disc). Zaradi nepraktične 
dostave popravkov do uporabnika posodobitev programa skoraj ni bilo ali pa je 
posodobitev prišla v obliki povsem nove in izrazito spremenjene različice. 
Preizkušanje nove različice je zato moralo biti temeljitejše, saj so bile možnosti za 
dostavo popravkov po izdaji omejene.  
Klasičen proces razvoja programske opreme na podlagi slapovnega modela (ang. 
waterfall) je prikazan na Sliki 2. Slabost takšnega procesa je predvsem 
neprilagodljivost, saj je potrebno v primeru sprememb zahtev ali pa odkrite napake v 
zasnovi pogosto spremeniti velik del programske opreme. 
 




Slika 2: Klasičen proces razvoja programske opreme.  
Dandanes so skoraj vse naprave ves čas povezane v medmrežje, kar omogoča 
takojšen dostop do posodobitev in posledično pogosto izdajo novih različic programa 
s strani razvijalcev. Prilagodljivost spremembam na trgu in zmožnost spreminjanja 
načrta med postopkom razvoja sta zato ključnega pomena, podjetja pa za dosego ciljev 
uporabljajo t. i. agilni pristop k razvoju programske opreme.  
 
V nadaljevanju bo najprej na kratko opisan agilni pristop k razvoju, ki vpliva na 
način in pogostost preizkušanja programske opreme. Temu bo sledila še predstavitev 
preizkušanja, ki je eden izmed ključnih korakov med procesom razvoja programske 
opreme. 
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2.1 Agilni razvoj programske opreme 
Agilni razvoj programske opreme temelji na iterativnem in inkrementalnem 
delu. V praksi to pomeni, da razvoj poteka v zelo kratkih ciklih, v okviru katerih 
opravimo manjše naloge, ki so v tistem trenutku najpomembnejše. Na ta način izdelek 
ves čas nadgrajujemo in prilagajamo spremembam v zahtevah med samim postopkom 
razvoja. Razvoj programske opreme je zato zelo prilagodljiv, saj ga ni potrebno 
načrtovati v celoti na začetku, pač pa ga lahko načrtujemo sproti in za krajša obdobja. 
Opravljeno delo med cikli lahko nato redno izdajamo v obliki manjših posodobitev 
[6]. 
Slika 3 prikazuje delovni proces agilnega razvoja programske opreme. Iz nabora 
neobsežnih nalog, ki jih je potrebno opraviti, med vsakim ciklom izberemo tiste, ki 
imajo v tistem trenutku najvišjo prioriteto. Za izbrane naloge podrobneje določimo 
zahteve, ki jih moramo izpolniti, nato pa pričnemo z razvojem. Po zaključenem 
razvoju je potrebno delovanje novih funkcionalnosti preizkusiti, če napak ne 
odkrijemo, pa sledi izdaja oziroma nadgradnja obstoječe programske opreme. S tem 









Slika 3: Agilni pristop k razvoju programske opreme. 
Kratki cikli pomenijo pogosto ponavljanje korakov procesa, torej tudi pogosto 
preizkušanje programske opreme. Programska oprema se načeloma med posameznim 
ciklom spreminja v manjši meri, zato je potrebno preizkušati enake funkcionalnosti na 
enak ali pa zelo podoben način. Kot smo že omenili v uvodu, pa je v primeru 
ponavljajočih opravil smiselno v proces vpeljati avtomatizacijo, v tem primeru 
samodejno preizkušanje programske opreme. 
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2.2 Preizkušanje programske opreme 
Kot je že bilo omenjeno, je preizkušanje eden ključnih korakov pri razvoju 
programske opreme. Z njim pred izdajo čim bolj temeljito preverimo delovanje in 
pokusimo najti spregledane napake pri razvoju, ki vplivajo na uporabo programa. Če 
odkrijemo napake, jih opišemo razvijalcu, ki jih bo nato odpravil. Po tem bo moral 
preizkuševalec potrditi, da popravki delujejo, nato pa še enkrat preveriti delovanje 
programa, saj bi lahko bila z njimi vnesena kakšna nova napaka. Če se pojavijo nove 
napake, se postopek opisa napake, izdelave popravka in preverjanja delovanja 
ponavlja, dokler program ne deluje zanesljivo in je pripravljen na izdajo.  
Zagotovila, da je program popolnoma brez napak, ni. Velikokrat se zgodi, da 
uporabniki programsko opremo uporabljajo na drugačen način kot to predvidijo 
razvijalci ter zato odkrijejo in prijavijo napake, ki so jih preizkuševalci spregledali. 
Tudi v tem primeru bo razvijalec napako odpravil, nato pa se bo ponovil postopek 
preverjanja odprave napake, opisan v prejšnjem odstavku. 
Eno izmed glavnih načel pri preizkušanju programske opreme je, da mora 
preizkuse opraviti neka druga oseba, ne pa razvijalec sam. V podjetjih, ki se ukvarjajo 
z razvojem programske opreme, so torej zaposleni tako razvijalci, ki pišejo 
programsko kodo, kot tudi preizkuševalci, ki poskusijo odkriti čim več napak, ki so jih 
razvijalci vnesli v izdelek. 
Razlogov za to, da razvijalec ni najprimernejša oseba za preizkušanje izdelka, je 
več. Eden izmed njih je ta, da avtor programske kode ve, kako se njegovo rešitev 
uporablja in kako se bo odzvala v različnih primerih, ni pa nujno, da bo vsak uporabnik 
izdelek uporabljal na identičen način. Prav tako je težak hiter prehod iz ustvarjanja 
rešitve v kritično preverjanje in iskanje napak v lastnem izdelku. Tudi če miselni 
preskok lahko opravimo, pa bomo lastne napake velikokrat spregledali, kar lahko 
opazimo tudi pri pisanju besedila. Če ga preberemo sami, lahko mimogrede 
spregledamo kakšno zelo očitno tipkarsko napako, saj vemo, kaj in na kakšen način 
smo želeli nekaj napisati. Druga oseba bo morebitno napako navadno opazila, saj bo 
pri branju bolj pozorna, ker besedila predhodno še ni videla. Večina opisanih razlogov 
je psihološke narave, saj želimo pri preverjanju lastnega izdelka podzavestno potrditi 
njegovo pravilnost, ne pa odkriti napake v izvedbi. 
2.2.1 Pristopi k preizkušanju 
V splošnem lahko ločimo dva pristopa k preizkušanju, in sicer: 
 preizkušanje z metodo črne škatle (ang. black-box testing) ter 
 preizkušanje z metodo bele škatle (ang. white-box testing). 
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Primer preizkušanja z metodo črne škatle je opisan v uvodu, kjer je predstavljeno 
preizkušanje vnosa v programu za seštevanje dveh števil. Pri tem pristopu si zamislimo 
program kot zaprt sistem, ki mu pošljemo signale na vhod, nato pa opazujemo izhodni 
signal. Kot rezultat preizkušanja nas zanima zgolj vrnjen rezultat, ne pa tudi dogajanje 
znotraj samega sistema. Vrnjena vrednost bi morala biti v skladu s predhodno 
določenimi specifikacijami programa, v našem primeru je to vsota podanih števil. Na 
ta način primerjamo pričakovano izhodno vrednost z dejansko vrnjeno. Če se 
razlikujeta, pa to navadno pomeni, da je nekje v sistemu napaka. Za to vrsto 
preizkušanja poznavanje programske kode ni potrebno. 
Z metodo bele škatle po drugi strani preizkušamo tudi notranje delovanje 
programske kode. V osnovi še vedno podamo vhodno vrednost in opazujemo rezultat, 
vendar ne programu kot celoti, pač pa posameznim delom programske kode, na primer 
izvedbi nekega algoritma. Ker preverjamo delovanje posameznih delov programske 
opreme, je potrebno poznati njeno programsko kodo [2]. 
2.2.2 Izvajanje preizkusov med razvojem programske opreme  
Slika 4 prikazuje potek razvoja in pogostost izvedbe preizkušanja pri agilnem 
razvoju programske opreme. V vsakem ciklu je dodanih ali spremenjenih več 
funkcionalnosti, vsako izmed njih pa razvijamo in preizkušamo ločeno, vse dokler 
preizkuševalec ne presodi, da je pripravljena na izdajo. Nove funkcionalnosti in 
spremembe lahko vplivajo na delovanje celotnega programa, zato so pred zaključkom 
cikla in končno izdajo vse spremembe prenesene v preizkusno okolje, ki je podobno 
produkcijskemu, v njem pa je izvedeno preizkušanje celotnega programa. Na ta način 
potrdimo, da programska oprema deluje kot mora, čeprav je bilo to že storjeno pri 
prejšnjih različicah. Izvedbi preizkusnih scenarijev ob posodobitvah programa 
pravimo regresijsko preizkušanje (ang. regression testing). Število vseh preizkusnih 
scenarijev je navadno zelo veliko, lahko jih je tudi več tisoč, zato jih vseh ni mogoče 
izvesti ob vsaki posodobitvi. Pri regresijskem preizkušanju je zato potrebno zagotoviti, 
da se bodo izvedli vsaj scenariji, ki preverjajo: 
 delovanje spremenjenih funkcionalnosti; 
 funkcije, ki jih uporabniki največ uporabljajo, in 
 funkcionalnosti, spremenjene v nedavnih izdajah. 
 



















Slika 4: Preizkušanje programske opreme med razvojnim ciklom. 
Po izvedbi vseh želenih preizkusov in potrditvi pravilnega delovanja programske 
opreme je nova različica lahko izdana. Po izdaji, ko je programska oprema dostopna 
uporabnikom, je nujno potrebno v čim krajšem času preveriti delovanje 
najpomembnejših funkcionalnosti izdelka in s tem odkriti morebitne kritične napake 
oziroma potrditi pravilno delovanje novega produkcijskega okolja. Lahko bi se namreč 
zgodilo, da bi v produkcijskem okolju nova različica delovala drugače kot v razvojnem 
okolju, ali pa bi prišlo do napake pri izdaji. 
Zaradi kratkih razvojnih ciklov je potrebno iste preizkuse izvajati pogosto, 
opravljeni pa morajo biti čim hitreje, da lahko v primeru morebitnih napak le-te hitro 
odpravimo. Pri hitrem in pogostem preizkušanju pa je v veliko pomoč samodejno 
izvajanje preizkusov. S samodejnim preizkušanjem je smiselno preverjati tudi 
programsko opremo v produkcijskem okolju, torej tisto, ki jo uporabniki dejansko 
uporabljajo. Ker se preizkusi izvajajo brez nadzora, jih lahko izvajamo vsako noč, ko 
preizkusnih naprav sicer ne uporabljamo. Na ta način potrdimo, da programska oprema 




3 Okolje za izvajanje samodejnih preizkusov v podjetju 
Celtra 
Podjetje Celtra se ukvarja z razvojem tehnologij za digitalno oglaševanje. 
Izdelali so spletno računalniško okolje, ki omogoča upravljanje celotnega 
življenjskega cikla digitalnih oglaševalskih kampanj – od ustvarjanja oglasov, njihove 
objave, do analize uspešnosti kampanj. 
Oglasi so lahko prikazani na različnih spletnih straneh, do katerih uporabniki 
dostopajo preko spletnih brskalnikov na računalnikih in mobilnih napravah, lahko pa 
so prikazani tudi znotraj različnih aplikacij na mobilnih napravah. 
V nadaljevanju je opisano preizkusno okolje, s katerim samodejno preverjajo 
prikaz in delovanje različnih komponent, ki jih lahko oglaševalci uporabijo v svojih 
oglasih. Preverjanje izvajajo tako v različnih spletnih brskalnikih na mobilnih 
napravah in računalnikih, kot tudi v aplikacijah na mobilnih napravah. 
3.1 Ogrodje za izvajanje samodejnih preizkusov 
Samodejni preizkusi, ki preverjajo delovanje različnih vrst oglasov in njihovih 
komponent, se upravljajo preko Applovega računalnika z operacijskim sistemom 
macOS, izvajajo pa se na mobilnih napravah z operacijskim sistemom Android in iOS 
ter na računalnikih z operacijskim sistemom macOS [7–9]. 
Mobilne naprave, na katerih se izvajajo preizkusi, so preko USB povezave 
povezane na računalnik, ki nadzoruje izvajanje preizkusov. Vse preizkusne naprave so 
med izvajanjem preizkusov povezane v medmrežje preko posredniškega strežnika 
(ang. proxy). Z njim nadzirajo omrežni promet naprav in tako na primer blokirajo 
zahteve za dostop do nekaterih spletnih mest, pri neuspešnih preizkusih pa lahko tudi 
ugotovijo, če so zahteve dobile pričakovan odgovor. 
Ogrodje za avtomatizacijo preizkusov je napisano v programskem jeziku python 
[10]. Ogrodje omogoča izvajanje enakih preizkusov z različnimi orodji za 
avtomatizacijo preizkusov. Ta vključujejo Eggplant Functional [11] ali Appium [12] 
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za mobilne naprave ter Eggplant Functional ali Selenium [13] za namizne in prenosne 
računalnike. Izvajanje enakih preizkusov z različnimi orodji je mogoče zaradi uporabe 
koncepta abstrakcije programske kode. Mehanizem za izvajanje preizkusov je namreč 
določen v obliki abstraktnih metod, njegova izvedba pa prepuščena različnim 
konkretnim izvedbam teh metod. Te se nanašajo na konkretno orodje, ki ga bodo 
preizkuševalci uporabljali v praksi, sam potek preizkušanja pa je enotno zapisan s 
pomočjo klicev abstraktnih metod. Koncept preizkušanja na podlagi abstrakcije 





    appium_driver.tap([coordinates])
def click(coordinates):






Slika 5: Uporaba abstraktnih metod v ogrodju za izvajanje samodejnih preizkusov. Razliko v izvedbi z različnim 
gonilnikom prikazujeta temnejša bloka. 
Pred kratkim so v podjetju Celtra ravno zaključili prehod iz starega preizkusnega 
ogrodja, v katerem so lahko uporabljali zgolj orodje Eggplant Functional. Zaradi 
izkušenj, ki jih imajo s tem orodjem, in zaradi hitrejšega prehoda so zaenkrat tudi v 
novem ogrodju aktivno uporabljali le orodje Eggplant Functional. V nadaljevanju je 
zato opisano le to orodje in težave, ki lahko nastopijo pri njegovi uporabi. 
3.1.1 Eggplant Functional 
Eggplant Functional je orodje za avtomatizacijo preizkusov, primerno za 
preizkušanje uporabniškega grafičnega vmesnika programske opreme. Deluje na 
principu primerjave referenčne slike uporabniškega vmesnika s sliko, ki je trenutno na 
zaslonu preizkusne naprave, brez potrebe po poznavanju programske kode v ozadju, 
torej temelji na preizkušanju z metodo črne škatle. Če se trenutna slika na zaslonu 
razlikuje za manj od predhodno določenih mej odstopanja, je preizkus uspešno 
izveden, sicer pa je neuspešen. Slika 6 prikazuje primer neuspešne izvedbe preizkusa. 
Trenutna slika na zaslonu naprave namreč vsebuje logotip podjetja, čeprav ga 
referenčna slika ne predvideva.  
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Referenčna slika Trenutna slika na zaslonu naprave Razlika med slikama
 
Slika 6: Primerjava referenčne slike s sliko, trenutno na zaslonu, ter prikaz razlike med slikama. 
Zaradi delovanja orodja na principu primerjave slik lahko na razplet preizkusa 
vpliva vsaka sprememba grafičnega vmesnika, kot je na primer sprememba privzete 
pisave ali pa drugačen odtenek barve v preizkusnem programskem okolju. V takih 
primerih je potrebno zajeti nove referenčne slike za vse preizkuse na vseh napravah, 
kjer je sprememba prisotna. Postopek je sicer avtomatiziran, vendar je zaradi 
ogromnega števila preizkusov in slik vseeno zamuden. 
Z orodjem Eggplant Functional je mogoče izvajanje preizkusov na različnih 
napravah in platformah. Te vključujejo tako mobilne naprave z operacijskimi sistemi 
Android ali iOS, kot tudi računalnike z operacijskimi sistemi Windows, MacOS ali 
Linux. Orodje je povezano z napravo, na kateri se izvaja preizkus, preko sistema VNC 
(ang. Virtual Network Computing), ki je namenjen oddaljenemu dostopu s pomočjo 
deljenega namizja [14]. Za delovanje sistema VNC je potrebno pognati VNC strežnik 
na preizkusni napravi. Na mobilnih napravah to storimo s programoma iOS Gateway 
in Android Gateway na računalniku, s katerim so mobilne naprave povezane preko 
USB povezave [15, 16]. 
Eggplant Functional vsebuje tudi mehanizem, imenovan Eggdrive, ki omogoča 
izvajanje preizkušanj iz drugih programov. V predstavljenem primeru je to ogrodje za 
izvajanje preizkusov, ki je napisano v programskem jeziku python. Eggdrive deluje 
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kot proces v ozadju, ki sprejema ukaze, jih izvede, nato pa klicatelju vrne rezultat 
izvedbe [17]. 
Orodje Eggplant Functional potrebuje za izvajanje preizkusov na posamezni 
napravi licenco. Te so drage in ker v podjetju nikoli ne izvajajo preizkusov na vseh 
napravah hkrati, jih imajo lahko zato manj kot samih preizkusnih naprav. Uporabljajo 
t. i. plavajoče licence (ang. floating license), katere si deli več preizkuševalcev, 
dostopne pa so preko namenskega lokalnega strežnika. Ker so te licence vezane na 
posamezno izvajanje preizkušanja, ne pa na določeno napravo, lahko preizkuševalci v 
nekem trenutku izvajajo preizkuse na tolikšnem številu naprav kot je število 
razpoložljivih licenc [18]. 
3.1.2 Programska oprema v preizkusnem okolju 
Shema na Sliki 7 prikazuje medsebojno odvisnost različne programske opreme 
v okolju za samodejno preizkušanje. Na računalniku z operacijskim sistemom macOS 
je nameščeno orodje Eggplant Functional, ki je preko aplikacij Android in iOS 
Gateway povezano s preizkusnimi napravami. Za delovanje aplikacij Android 
Gateway mora biti na računalniku nameščeno orodje Android Debug Bridge (ADB) 
[19], ki je namenjeno upravljanju naprav z operacijskim sistemom Android. Za 
delovanje aplikacije iOS Gateway pa mora biti na osebnem računalniku nameščeno 
orodje Xcode [20], ki je integrirano razvojno okolje za upravljanje Applovih naprav.  
Ko so omenjena orodja nameščena, je lahko preko USB vmesnika vzpostavljena 
povezava z mobilnimi napravami, ki so s tem pripravljene na preizkušanje Celtrine 
platforme. Njeno delovanje je potrebno preveriti v različnih okoljih, saj se tudi oglasi 
prikazujejo v različnih brskalnikih in aplikacijah. Na napravah z operacijskim 
sistemom Android je potrebno izvesti preizkuse v dveh najbolj priljubljenih 
brskalnikih, Samsung Internet in Google Chrome, na napravah z operacijskim 
sistemom iOS pa v brskalniku Safari. Oglase preizkušajo tudi znotraj mobilnih 
aplikacij, kjer morajo delovati po dogovorjenih standardih, imenovanih MRAID (ang. 
Mobile Rich Media Ad Interface Definitions) [21], za to pa uporabljajo lastno 
aplikacijo AdPreview. 
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Slika 7: Prikaz uporabljene programske opreme v preizkusnem okolju. 
3.1.3 Potek izvajanja samodejnih preizkusov 
Trenuten potek pri izvajanju samodejnih preizkusov je prikazan na Sliki 8. 
Preizkušanje se prične z izvedbo skripte v pythonu, ki ji podamo seznam želenih 
naprav in nabor preizkusov. Sledi vzpostavitev okolja za izvajanje preizkusov, kamor 
sodi zagon gonilnikov orodij za izvajanje samodejnih preizkusov, povezava naprav z 
ustreznimi gonilniki ter vklop posredniških strežnikov, ki omogočajo nadzor 
omrežnega prometa naprav. 
Sledi izvajanje nabora preizkusov. Na napravi je programsko prikazana spletna 
stran, na kateri je pripravljen preizkus. Spletna stran je prikazana v enem izmed 
brskalnikov ali pa s pomočjo aplikacije AdPreview, v kateri preizkušajo delovanje po 
standardih MRAID. 
Vsak preizkus ima določen pričakovan rezultat, v predstavljenem primeru je to 
pričakovan izgled slike na zaslonu. Če pride pri izvedbi preizkusa do odstopanja od 
pričakovanega rezultata, je preizkus neuspešen in je takoj še enkrat ponovljen. 
Preizkus je označen kot neuspešen šele po njegovi drugi neuspešni izvedbi. 
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Slika 8: Potek izvajanja samodejnih preizkusov. 
3.2 Zunanji dejavniki pri samodejnem preizkušanju 
Pri samodejnem preizkušanju izraz nezanesljiv preizkus (ang. flaky test) 
označuje preizkus, ki je lahko opravljen tako uspešno kot tudi neuspešno, brez kakršne 
koli spremembe v programski kodi. Takšni preizkusi povzročajo lažno negativne 
rezultate izvedbe, saj je preizkus lahko prvič neuspešen, ob ponovitvi pa je identičen 
preizkus uspešno opravljen. Nezanesljive preizkuse želimo odpraviti, saj si želimo, da 
bi neuspešen preizkus nakazoval napako v preverjani programski opremi, ne pa v 
spremenljivih zunanjih dejavnikih, ki nimajo neposredne povezave z delovanjem 
programske opreme [22]. 
Največ neuspešno izvedenih preizkusov v podjetju Celtra se zgodi prav zaradi 
zunanjih dejavnikov, ne pa zaradi same programske opreme, ki jo preizkušajo. 
Razlogov za nezanesljive preizkuse je več. Samodejni preizkusi v podjetju Celtra se 
izvajajo na mobilnih napravah, kar poveča verjetnost neuspešne izvedbe preizkusov 
zaradi brezžične omrežne povezave, ki je praviloma manj zanesljiva kot žična. Takšno 
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težavo se hitro opazi, saj se spletne strani in oglasi v tem primeru ne upodobijo pravilno 
in pravočasno, pri video oglasih pa se posnetek predvaja počasneje. 
Poleg nezanesljive omrežne povezave so pogosti zunanji dejavniki tudi: 
 ugasnjena naprava; 
 izgubljena VNC povezava med mobilno napravo in računalnikom in 
 sistemska pojavna okna na mobilni napravi. 
 
Z namenom zmanjšanja števila »lažnih« neuspešnih izvedb preizkusov se lahko 
poslužimo uveljavljene strategije ponovitve neuspešnega preizkusa. Ob neuspešni 
izvedbi preizkus ni takoj označen kot neuspešen, pač pa je ponovljen. Če na prvotno 
izvedbo preizkusa vpliva zunanji dejavnik, je velika verjetnost, da bo pri ponovitvi 
preizkus pravilno izveden ali pa da bo neuspešen na nekem drugem koraku izvajanja. 
Če bi bil preizkus ponovno neuspešen na istem koraku, bi to pomenilo zelo verjetno 
napako v preizkušani programski opremi. 
Da bi lahko zaznali in odpravili zunanje dejavnike, ki vplivajo na izvedbo 
preizkusov, smo se odločili za izdelavo sistema za preverjanje stanja preizkusnih 
naprav, ki bi pridobival in beležil informacije o napravah in preizkusnem okolju. 
Sistem bo deloval ločeno od ogrodja za izvajanje preizkusov, slednje pa bo lahko 
dostopalo do pridobljenih informacij. Glede na te se bo ogrodje za izvajanje 
preizkusov odločilo, ali lahko nadaljuje s preizkušanjem ali pa bo ustavilo izvajanje 
zaradi neustreznih zunanjih vplivov. 
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preizkusnem okolju 
Slika 9 prikazuje strukturo sistema za preverjanje stanja naprav, ki je sestavljen 
iz dveh delov, in sicer iz 
 programa za pridobivanje podatkov o stanju naprav v preizkusnem 
okolju in 
 podatkovnega strežnika za shranjevanje in nudenje podatkov preko 




shranjevanje in nudenje 
podatkov
Program za pridobivanje 
podatkov o stanju naprav






Računalnik s povezanimi 
mobilnimi napravami
 
Slika 9: Struktura sistema za preverjanje stanja naprav v preizkusnem okolju.  
Mobilne naprave, na katerih se izvajajo samodejni preizkusi programske 
opreme, so povezane z računalnikom, na katerem se periodično izvaja program za 
pridobivanje podatkov o stanju naprav v preizkusnem okolju. Pridobljene podatke 
program pošlje strežniku za shranjevanje podatkov. Če je strežnik nedosegljiv, 
program informacij ne sme zavreči, saj so naprave od strežnika neodvisne, zato mora 
spremljati njihovo stanje tudi takrat, ko strežnik ne deluje, informacije pa shraniti 
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lokalno. Ko je povezava s strežnikom zopet vzpostavljena, lahko program pošlje vse 
shranjene informacije. 
Podatkovni strežnik poleg shranjevanja informacij omogoča tudi njihovo 
pregledovanje in urejanje preko preproste nadzorne plošče ali pa dostop do njih preko 
aplikacijskega programskega vmesnika. Do shranjenih podatkov med izvajanjem 
preizkusov dostopa ogrodje za izvajanje samodejnih preizkusov, ki se odloči, če so 
stanja naprav primerna za nadaljevanje preizkušanja. 
Podatke bi med izvajanjem preizkusov načeloma lahko pridobivali tudi 
neposredno z mobilnih naprav, brez vmesnega podatkovnega strežnika. Z uporabo 
slednjega lahko podatke o stanju naprav shranjujemo, prav tako pa so ti med 
izvajanjem preizkusov dostopni takoj, brez čakanja na izvedbo programa za 
pridobivanje podatkov. V tem primeru pridobljena stanja sicer niso povsem sveža, pač 
pa so stara največ toliko, kot je nastavljena perioda pridobivanja podatkov. 
4.1 Program za pridobivanje podatkov o stanju naprav 
Osnova celotnega sistema je program za pridobivanje podatkov o stanju naprav 
v preizkusnem okolju. Pred začetkom izdelave programa sem naredil seznam stanj, ki 
bi jih moral preveriti, da bi lahko zagotovili, da preizkusno okolje deluje, oziroma da 
rezultat preizkusa ni odvisen od zunanjih dejavnikov. Podatke lahko razdelimo v tri 
skupine, glede na napravo, na katero se nanašajo, in sicer podatke o: 
 stanju računalnika, s katerim so mobilne naprave povezane; 
 stanju povezanih mobilnih naprav; 
 pa tudi stanju strežnika, iz katerega pridobimo licence za uporabo orodja 
Eggplant Functional. 
 
Mobilne naprave so povezane z računalnikom, ki upravlja z ogrodjem za 
samodejno izvajanje preizkusov. Če ta ne bo deloval pravilno, se preizkusi ne bodo 
izvedli ali pa bodo izvedeni z neustreznimi nastavitvami, kar bo povzročilo veliko 
število neuspešnih preizkusov. Da bi zagotovili pravilno in nemoteno izvajanje 
preizkusov, je potrebno preveriti, če: 
 je računalnik vključen, v delujočem stanju in pripravljen na uporabo; 
 se izvajajo procesi usmerjevalnikov (ang. gateway) iOS Gateway in 
Android Gateway za samodejno preizkušanje z orodjem Eggplant 
Functional; 
 so naprave ustrezno povezane preko usmerjevalnikov za samodejno 
preizkušanje z orodjem Eggplant Functional; 
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 so posredniški strežniki ob začetku preizkušanja ustrezno vzpostavljeni, 
tako da naprave lahko posredujejo omrežni promet; 
 ima računalnik dovolj dobro in zanesljivo internetno povezavo; 
 nista poraba bralno pisalnega pomnilnika (ang. Random Access Memory, 
RAM) in obremenjenost centralne procesne enote (ang. Central 
Processing Unit, CPU) previsoki. 
 
Programska oprema je preizkušana na mobilnih napravah, zato morajo biti te 
pripravljene na izvajanje. Če nastavitve na mobilnih napravah niso pravilne ali pa 
naprava ni v optimalnem stanju, lahko pride do neuspešnih izvedb preizkusov. Da bi 
zagotovili pravilno delovanje in nastavitve mobilne naprave, je potrebno preveriti, če: 
 je naprava vključena, odklenjena in v delujočem stanju ter pripravljena 
na izvajanje preizkusov; 
 ima naprava vključeno posredovanje omrežnega prometa preko 
posredniškega strežnika; 
 ima naprava dovolj dobro in zanesljivo internetno povezavo; 
 ima naprava zadostno količino energije v bateriji. 
 
Za začetek izvajanja samodejnih preizkusov mora računalnik pridobiti licence 
za uporabo orodja Eggplant Functional. Licence pridobi z namenskega strežnika, zato 
je potrebno preveriti tudi njegovo delovanje, saj sicer izvajanje preizkusov ne bo 
mogoče. Preveriti je potrebno, če: 
 je strežnik dostopen in v delujočem stanju; 
 je na voljo zadostno število licenc za preizkušanje. 
 
V primeru zaznanega neustreznega stanja se mora izvesti obnovitveni scenarij, 
ki povrne preizkušano komponento v želeno stanje. Če bi torej zaznali, da naprava ni 
povezana z usmerjevalnikom za samodejno preizkušanje (iOS Gateway ali Android 
Gateway), bi se morala z njim naprava samodejno povezati, nato pa bi zopet preverili, 
če je stanje ustrezno. Obnovitvenega scenarija sicer ni mogoče izvesti v vseh primerih. 
Ugasnjenega računalnika na primer ni mogoče vklopiti programsko, saj ne more 
sprejeti in obdelati ukaza. 
Dodatna plast zaščite poleg obnovitvenih scenarijev bi lahko bila uporaba 
rezervnih preizkusnih naprav, ki bi jih uporabili v primeru neuspešnega poskusa 
obnovitve stanja. Več naprav sicer pomeni velik strošek in dodatno vzdrževanje, 
alternativa pa bi lahko bila uporaba simulatorjev ali emulatorjev, s katerimi bi 
posnemali mobilno napravo preko računalnika. Seveda pa imajo tudi ti razne 
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pomanjkljivosti, saj se lahko obnašajo drugače kot fizične naprave, ker so le njihovi 
modeli, prav tako pa so počasnejši [24, 25]. 
 
4.2 Podatkovni strežnik za shranjevanje in nudenje podatkov o 
stanju naprav 
Podatkovni strežnik shranjuje dve vrsti podatkov, in sicer podatke o lastnostih 
in o stanju naprav v preizkusnem okolju. Podatkovni model je prikazan na Sliki 10. 
V tabeli z lastnostmi naprave so vpisani podatki, kot so serijska številka naprave, 
ime, operacijski sistem, različica operacijskega sistema in čas zadnje spremembe 
podatka. V podatkovno zbirko je naprava dodana samo prvič, nato pa se njene lastnosti 
po potrebi posodabljajo. Če napravi posodobimo operacijski sistem, program za 
pridobivanje podatkov o napravah to zazna in informacijo pošlje strežniku. Strežnik 
informacijo sprejme in posodobi lastnosti naprave, skupaj s časom, ko je bila 
spremenjena. 
Tabela s stanji naprave vsebuje informacije, kot so na primer stanje baterije ter 
informacija o tem, če je naprava odklenjena in zaslon buden. Vsebuje tudi čas 
pridobitve podatkov ter identifikator računalnika, s katerim je naprava ob pridobitvi 
podatkov povezana, vsebovati pa mora tudi serijsko številko naprave. Ko v naslednjem 
ciklu pridobimo nove informacije o stanju naprav, se obstoječi podatki v podatkovni 
zbirki ne spreminjajo, ampak se naredi nov vpis v tabelo. 
Ker obe tabeli vsebujeta serijsko številko preizkusne naprave, lahko ta služi kot 

















Slika 10: Podatkovna modela. Levo lastnosti naprave, desno stanje naprave. 
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Ker je preverjanje vseh stanj, omenjenih v poglavju 4.1, obsežen izziv, sem v 
praksi udejanjil le dve osnovni preverjanji, s katerima sem prikazal delovanje koncepta 
sistema za preverjanje stanja naprav in povrnitev naprave v ustrezno stanje. Izbrana 
primera sta preverjanje, če je naprava zaklenjena, in preverjanje stanja baterije.  
Informacija o količini energije v bateriji je ena izmed osnovnejših in koristnejših 
informacij o mobilni napravi. Potreba po tej informaciji je nastala zaradi hitrega 
praznjenja baterije med uporabo ene izmed naprav. Pri zaporednem izvajanju velikega 
števila preizkusov se je količina energije v bateriji ves čas manjšala, po nekem času pa 
se je naprava zaradi tega ugasnila. Z beleženjem stanja baterije bi lahko pomanjkanje 
energije v bateriji zaznali in takrat ustavili izvajanje samodejnih preizkusov ter 
počakali, da se baterija napolni. 
Nekatere naprave se iz različnih razlogov občasno zaklenejo, ali pa ugasnejo in 
ponovno vklopijo ter ostanejo zaklenjene. Če je naprava ob začetku izvajanja 
preizkusov zaklenjena, so vsi preizkusi na njej neuspešno izvedeni, saj ogrodje za 
izvajanje preizkusov ne preveri, ali je naprava pripravljena. Zaradi tega sem se odločil, 
da bo program za nadzor naprav preverjal, če je naprava zaklenjena, ter jo v tem 
primeru odklenil. 
 
Program je izdelan s pomočjo različnih orodij in knjižnic. Omogoča 
pridobivanje podatkov o stanjih preizkusnih naprav, ter, v primeru neustreznih stanj, 
obnovitev le-teh v ustrezna.  
Naprave, katerih stanje želimo preverjati, temeljijo na dveh popolnoma različnih 
operacijskih sistemih, Android in iOS, zato se ukazi in orodja za pridobivanje 
podatkov razlikujejo. Android je Googlov odprtokodni operacijski sistem za mobilne 
naprave, iz katerega lahko s pomočjo orodja ADB relativno enostavno pridobimo 
veliko različnih podatkov. Na drugi strani je Applov iOS zaprt sistem, zato sta 
programsko pridobivanje podatkov in njihov izvoz zelo otežena, upravljanje z 
nastavitvami naprave pa praktično nemogoče. 
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V nadaljevanju bodo najprej opisana orodja, na katerih temelji program za 
pridobivanje podatkov, nato pa sledi predstavitev izvedbe programa samega. 
5.1 Uporabljena orodja 
5.1.1 Python 
Python je objektno usmerjeni visokonivojski programski jezik, ki je zaradi 
velikega števila knjižnic, enostavne skladnje in berljive kode trenutno eden najbolj 
priljubljenih programskih jezikov. Spada med tolmačene programske jezike, kar 
pomeni, da poseben program, imenovan tolmač, kodo sproti med izvajanjem prevaja 
v strojni jezik [26]. 
5.1.2 Crontab 
Za periodičnost pridobivanja podatkov skrbi pripomoček crontab, namenjen 
samodejnemu izvajanju opravil ob vnaprej nastavljenih intervalih. Omogoča 
nastavitev periode izvajanja ali pa zakasnjeno izvajanje ob določenem času [27]. 
5.1.3 Android Debug Bridge (ADB) 
ADB je zmogljivo orodje, ki omogoča komunikacijo med računalnikom in 
napravo, ki ima nameščen operacijski sistem Android. Orodje olajša različna dejanja, 
kot so nameščanje in razhroščevanje aplikacij, omogoča pa tudi dostop do Unixove 
lupine (and. Unix shell), s pomočjo katere lahko z različnimi ukazi upravljamo z 
napravo [19]. 
Android Debug Bridge deluje po principu odjemalec – strežnik, vsebuje pa tri 
komponente: 
 odjemalec, ki se izvaja na računalniku in pošilja ukaze na povezano napravo; 
 proces adbd, ki se izvaja na mobilni napravi ter omogoča sprejemanje in 
izvajanje ukazov; 
 strežnik, ki nadzoruje komunikacijo med odjemalcem in procesom adbd in 
se izvaja na računalniku. 
Komunikacija med odjemalcem in procesom na mobilni napravi poteka preko 
protokola TCP (ang. Transmission Control Protocol). 
 
Ukazi za komunikacijo z napravo so relativno enostavni, v Kodi 1 je navedenih 
nekaj osnovnih primerov. 
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# pridobi seznam povezanih naprav 
adb devices 
# namesti aplikacijo 
adb install pot_do_namestitvene_datoteke_apk 
# namesti aplikacijo na napravi s serijsko številko 12345 
adb –s 12345 install pot_do_namestitvene_datoteke_apk 
# naredi posnetek zaslona in shrani z imenom slika na napravi 
adb shell screencap /sdcard/slika.png 
 
Koda 1: Primeri osnovnih ADB ukazov. 
5.1.4 Knjižnica libimobiledevice 
Za razliko od operacijskega sistema Android, iOS nima orodja, podobnega 
ADB, s katerim bi lahko komunicirali in upravljali z napravo, zato je potrebna uporaba 
zunanjih knjižnic. Tudi te so sicer uporabne le v omejenem obsegu, saj ne morejo 
dostopati do vseh podatkov na napravi. 
Libimobiledevice je programska knjižnica, ki v različnih operacijskih sistemih 
omogoča komunikacijo z iOS napravami, razvita pa je bila brez podpore Appla. Z njo 
se lahko preko ukazne vrstice dostopa do datotečnega sistema naprave, informacij o 
napravi ter upravlja z nameščenimi aplikacijami ipd. [28]. 
Orodje sicer ne podpira tako širokega nabora funkcij kot ADB, vendar je z njim 
mogoče pridobiti osnovne podatke, kot so seznam povezanih naprav in stanje baterije, 
kar je prikazano v Kodi 2. 
 
# pridobi seznam povezanih iOS naprav 
idevice_id –l 
# pridobi podatke o stanju baterije na napravi s serijsko stevilo 12345 
ideviceinfo –u 12345 –domain com.apple.mobile.battery 
 
Koda 2: Primer uporabe knjižnice libimobiledevice. 
Pridobivanje seznama povezanih naprav z danim ukazom občasno sicer prikaže 
tudi naprave, ki niso povezane preko USB, ali pa je povezana naprava izpisana dvakrat. 
Izvedba ukaza namreč prikaže tudi naprave, ki so dostopne preko brezžičnega omrežja, 
te podatke pa shrani v predpomnilnik. Zaradi napake v delovanju knjižnice ukaz 
občasno vrne tudi naprave iz predpomnilnika, ki takrat niso dostopne niti preko USB 
vmesnika niti preko brezžičnega omrežja. Napaka je sicer prijavljena, razvijalci pa 
delajo na njeni rešitvi [29]. Zaradi tega razloga sem za pridobivanje seznama 
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povezanih naprav uporabil prosto dostopno knjižnico ios-deploy, ki je sicer namenjena 
nameščanju in razhroščevanju aplikacij preko ukazne vrstice [30]. 
5.1.5 Knjižnica Requests 
Requests je ena najbolj priljubljenih knjižnic v jeziku python, ki omogoča 
enostavno pošiljanje HTTP zahtev. Uporaba prvotnih knjižnic za pošiljanje HTTP 
zahtev v pythonu je bila kompleksna in je zahtevala veliko dela za izvedbo zahtevka, 
s to knjižnico pa je delo poenostavljeno. Z njo lahko pošiljamo zahteve s poljubno 
glavo HTTP paketov in parametrov v enostavni in kratki obliki, na preprost način pa 
pridobivamo tudi HTTP odzive [31]. 
5.2 Pridobivanje podatkov o stanju naprav 
Slika 11 prikazuje potek postopka za pridobivanje podatkov o stanju naprav in 
njihovo pošiljanje na strežnik. 
Orodje cronontab enkrat na minuto izvede opravilo, ki predstavlja klic glavne 
skripte, napisane v pythonu, s katero so najprej pridobljeni identifikatorji (ID) vseh 
naprav, ki so na računalnik povezane preko USB povezave (korak 1 na Sliki 11). Pri 
napravah z operacijskim sistemom Android je identifikator kar serijska številka 
naprave, pri iOS pa ima vsaka naprava t. i. univerzalni edinstveni identifikator (ang. 
universally unique identifier, UUID), katerega predstavlja zaporedje 40 znakov. Na 
podlagi ID je mogoča pridobitev lastnosti posamezne naprave, kot so operacijski 
sistem, različica operacijskega sistema in ime naprave (korak 2). Podatki o lastnostih 
povezane naprave so poslani na strežnik za shranjevanje podatkov o napravah (korak 
3).  
Strežnik najprej pridobi seznam ID naprav, ki so že dodane v podatkovno zbirko 
(korak 4), nato pa preveri, če je med njimi tudi povezana naprava (korak 5). Če še ne 
obstaja v zbirki, jo z njenimi lastnostmi vred vanjo doda (korak 6b-1), če pa že obstaja, 
preveri njene lastnosti v zbirki in jih primerja s tistimi, ki jih je poslal računalnik. Po 
preverjanju strežnik posodobi podatke o napravi, če je prišlo do spremembe katere od 
njenih lastnosti, npr. posodobitev operacijskega sistema (koraka 6a-1 in 6a-2). 
Ko je naprava s trenutnimi lastnostmi dodana v podatkovno zbirko, lahko 
pridobimo podatke o njenem trenutnem stanju (korak 7), nato pa tudi te podatke 
pošljemo na strežnik (korak 8), ki jih shrani. Postopek pridobivanja lastnosti in stanja 
naprave je nato ponovljen za naslednjo povezano napravo (od koraka 2 naprej).  
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Slika 11: Potek pridobivanja informacij o stanju naprav in pošiljanja na strežnik. PN = povezana naprava. 
5.2.1 Izdelava seznama povezanih naprav 
Pred pridobitvijo seznama ID povezanih naprav (Slika 11, korak 1) je najprej s 
pomočjo ukaza system_profiler, ki vrne poročilo o konfiguraciji strojne in programske 
opreme računalnika, pridobljen UUID našega računalnika [32]. Ta identifikator je pri 
pošiljanju stanja naprav dodan posameznemu stanju, s tem pa je stanju dodana 
informacija o računalniku, s katerim je bila naprava povezana. 
Seznama povezanih naprav Android in iOS sta zaradi različnih ukazov 
pridobljena ločeno, nato pa so objekti z lastnostmi posamezne naprave (opisani so v 
poglavju 5.2.2) združeni v skupen seznam (Slika 11, korak 1). Prikaz izvršitve in izpisa 
obeh ukazov neposredno iz ukazne vrstice računalnika je prikazan s Kodo 3, kjer je 
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viden različen izpis obeh ukazov, katerega je zato potrebno razčlenjevati na različna 
načina. 
 
Jan:~ janvodopivec$ adb devices 
List of devices attached 
e783a7f4 device 
 
Jan:~ janvodopivec$ ios-deploy -c 
[....] Waiting up to 5 seconds for iOS device to be connected 
[....] Found 155893101fe18f91c914e7c2e54cc392192ca1e1 (N56AP, iPhone 6 Plus, 
iphoneos, arm64) a.k.a. 'LJ QA iPhone 6 Plus II' connected through USB. 
 
Koda 3: Klica ukazov za pridobitev povezanih mobilnih naprav v ukazni vrstici in njun izpis s po eno 
Android (zgoraj) in iOS napravo (spodaj). 
Kot je razvidno že iz Kode 3, lahko iz izpisa ukaza za Android brez večjih težav 
pridobimo serijske številke povezanih naprav.  
Izpis ukaza za pridobitev povezanih naprav iOS je vsebinsko bogatejši, zato je 
luščenje podatkov bolj zapleteno. Z iteracijo skozi izpis ukaza poiščemo vrstice, kjer 
se nahaja niz »Found«, saj se v tisti vrstici nahaja tudi UUID naprave. Ta je pridobljen 
s pomočjo regularnih izrazov (ang. regular expression, regex), s katerimi je opisan 
iskalni vzorec [33]. V našem primeru je potrebno najti niz znakov, ki se nahaja za 
besedo »Found« in pred simbolom za začetni oklepaj »(«. 
5.2.2 Pridobitev lastnosti povezanih naprav in opis podatkovne strukture 
naprave 
Lastnosti povezanih naprav so pridobljene s pomočjo orodja ADB in knjižnice 
libimobiledevice. Ukaz je opremljen z identifikatorjem izbrane naprave, iz rezultata pa 
je uporabljena informacija o različici operacijskega sistema in imenu naprave (Slika 
11, korak 2). 
Ker Android in iOS uporabljata različna ukaza za pridobivanje enakega podatka 
o napravi, je uporabljen koncept abstrakcije, s katerim predstavimo napravo z 
abstraktnim razredom DeviceInfo. Ta razred nato dedujeta konkretnejša razreda 
AndroidInfo in IosInfo ter vsak na svoj način udejanjita njegove abstraktne metode za 
pridobivanje informacij o napravi. 
Poleg udejanjenih metod za pridobivanje podatkov o napravah deduje vsak 
primerek razreda: 
 določen nabor lastnosti naprave. Vrednosti lastnostim priredimo s 
pridobitvijo podatkov o napravi in njenemu stanju; 
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 metode, ki pretvorijo njene lastnosti v zapis v formatu JSON (angl. 
JavaScript Object Notation). V tem formatu so podatki poslani na 
strežnik, kasneje pa iz njega pridobljeni. 
5.2.3 Preverjanje stanja naprav 
V koraku 7 na Sliki 11 je izvedeno preverjanje trenutnega stanja povezanih 
naprav. Udejanjeno je preverjanje količine energije v bateriji na napravi in preverjanje, 
če je naprava zaklenjena. Potreba po teh informacijah je opisana na začetku petega 
poglavja. 
Kot je že bilo omenjeno, so pri pridobivanju informacij o stanju naprav težave 
predvsem zaradi zaprtosti in nedostopnosti operacijskega sistema iOS. Težave 
nastopijo že pri preverjanju osnovnih lastnosti preko ukazne vrstice, saj s strani Appla 
uradno podprto orodje ne obstaja, zaradi česa se moramo poslužiti uporabe zunanjih 
knjižnic.  
 
Pridobivanje informacij o stanju baterije je za naprave z operacijskim sistemom 
Android precej preprosto. V orodju ADB lahko uporabimo ukaz, ki nam vrne vse 
informacije o bateriji naprave, kar prikazuje Koda 4. Te je potrebno nato zgolj 
primerno razčleniti in uporabiti želene informacije. 
 
Jan: janvodopivec$ adb shell dumpsys battery 
Current Battery Service state: 
  AC powered: false 
  USB powered: true 
  Wireless powered: false 
  Max charging current: 500000 
  Max charging voltage: 5000000 
  Charge counter: 1637355 
  status: 2 
  health: 2 
  present: true 
  level: 68 
  scale: 100 
  voltage: 3961 
  temperature: 240 
  technology: Li-poly  
Koda 4: Klic ukaza za pridobitev informacij o bateriji naprave z operacijskim sistemom Android. 
Z naprav z operacijskim sistemom iOS podatka o stanju baterije preko ukazne 
vrstice ni mogoče dobiti z uradnim orodjem, zato sem se poslužil knjižnice 
libimobiledevice, ki to omogoča. 
 
Preverjanje, če je naprava zaklenjena, je zaenkrat izdelano le za naprave z 
operacijskim sistemom Android, saj zaradi zaprtosti operacijskega sistema iOS na 
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napravah s tem operacijskim sistemom odklepanje preko ukazne vrstice ni mogoče. 







Preveri, če naprava 
odklenjena ali zaklenjena
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Odklepanje napravePreverjanje stanja zaslona
DA
Nadaljevanje preverjanja 
ostalih stanj  
Slika 12: Preverjanje stanja zaslona in odklepanje naprave. 
Najprej so z orodjem ADB pridobljene informacije o sistemu za upravljanje z 
energijo, iz izpisa rezultata pa program razčleni informaciji o tem, če je zaslon buden 
(korak 1 na Sliki 12) ter naprava odklenjena (korak 2). Če je naprava zaklenjena, se 
izvede funkcija za odklepanje (korak 3), sicer pa program nadaljuje s preverjanjem 
ostalih stanj. Odklepanje naprave je izvedeno s pomočjo orodja ADB. Če je naprava 
zaklenjena in je zaslon izklopljen, je najprej programsko izveden klik na gumb za 
odklepanje, s katerim »zbudimo« zaslon (korak 4a). Nato programsko »podrsamo« po 
zaslonu od spodaj navzgor (korak 5), naprava pa ponudi možnost vnosa kode. Tudi v 
tem primeru je uporabljeno orodje ADB, s katerim je koda programsko vnesena (korak 
6), s tem pa je naprava odklenjena in pripravljena na izvajanje preizkusov. Stanje 
naprave po odklepanju ni preverjeno še enkrat, pač pa sta pridobljena podatka skupaj 
s podatkom o stanju baterije poslana na strežnik. Novo preverjanje stanja je opravljeno 
v naslednjem ciklu izvajanja programa za preverjanje stanj. Če je bila naprava uspešno 
odklenjena, postopka odklepanja ni potrebno ponavljati. 
5.2.4 Pošiljanje podatkov o napravah na strežnik 
Podatki o napravah so poslani na strežnik v 3. in 8. koraku na Sliki 11. Strežniku 
so poslani vsi do takrat pridobljeni podatki, vendar na različna URL naslova (ang. 
Uniform Resource Locator, URL), saj se podatki o lastnostih naprave nahajajo na 
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drugem naslovu kot podatki o stanju naprav. Strežnik razčleni prejete podatke in 
uporabi tiste, ki so pričakovani na ciljnem URL naslovu. 
Koda 5 je namenjena pošiljanju podatkov na strežnik. Najprej so definirane 
konstante, ki predstavljajo URL naslova, kamor so poslani podatki o napravah in 
njihovih stanjih, ter nabor polj v glavi HTTP paketa, v katerem je določen medijski tip 
poslane vsebine. Podatki so strukturirani v formatu JSON, zato sem izbral medijski tip 
application/json. Za pošiljanje podatkov sem uporabil knjižnico requests. Funkcija 
add_device_to_db je namenja pošiljanju podatkov o lastnostih naprave, 
add_device_status_to_db pa pošiljanju podatkov o stanjih naprav. Funkcija 
add_device_status_to_db pred pošiljanjem pridobi sveže informacije o stanju naprav, 
sicer pa se funkciji razlikujeta le po URL naslovu, kamor pošiljata informacije. 
 
server_devices_api: str = 'http://127.0.0.1:8000/api/devices/' 
server_statuses_api: str = 'http://127.0.0.1:8000/api/statuses/' 
 
headers: Dict = {'content-type': 'application/json'} 
 
 
def add_device_to_db(device: DeviceInfo) -> None: 
    requests.post(server_devices_api, data=device.device_info_to_json(), 
                  headers=headers) 
 
 
def add_device_status_to_db(device: DeviceInfo) -> None: 
    requests.post( 
        server_statuses_api, data=device.update_status_and_return_json(), 
        headers=headers 
    )  
Koda 5: Koda za pošiljanje podatkov o obstoječih napravah na strežnik.
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6 Strežnik za shranjevanje podatkov 
Pridobljeni podatki o napravah se preko programskega vmesnika pošiljajo in 
shranjujejo na strežniku v lokalnem omrežju. Del strežnika je tudi preprosta nadzorna 
plošča, ki omogoča pregled vseh shranjenih informacij, prikaz pa lahko z različnimi 
filtri po želji prilagodimo. 
Strežnik je izdelan s pomočjo ogrodja Django in dodatka Django REST 
framework. V nadaljevanju bosta najprej opisani ti dve orodji, nato pa dejanska 
izvedba strežnika. 
6.1 Uporabljena orodja 
6.1.1 Django 
Django je odprtokodno in prosto dostopno visokonivojsko spletno ogrodje za 
programski jezik python, zasnovano z namenom preprostejšega in hitrejšega razvoja 
spletnih aplikacij. Z njim lahko enostavno in hitro udejanjimo najpogostejše elemente 
spletnih strani, od vstopne strani za prijavo z uporabniškim imenom in geslom pa do 
spletnih obrazcev, ki podatke prevedejo v zapis, primeren za shranjevanje v 
podatkovno zbirko. Uporabljajo ga tudi nekatere od najbolj obiskanih spletnih strani, 
na primer Instagram in Pinterest [34]. 
Django temelji na arhitekturi MVC (model-pogled-krmilnik, ang. Model-View-
Controller), ki povezuje tri elemente, predstavljene na Sliki 13. Model je glavni 
element, ki predstavlja podatke, programsko logiko in pravila aplikacije ter upravlja z 
njimi. S pogledom so podatki prikazani uporabniku, na primer v obliki razpredelnice, 
grafa ali v kakšni drugi obliki. Pogled torej opravlja vlogo priprave grafičnega 
uporabniškega vmesnika. Krmilnik sprejema ukaze uporabnika, nato pa jih pretvori in 
pošlje modelu ter tako omogoča interakcijo med uporabnikom in aplikacijo. 











Slika 13: Prikaz delovanja arhitekture MVC. 
Django vsebuje tudi t. i. objektno-relacijski preslikovalnik (ORM, ang. object-
relational mapper), ki deluje kot prevajalnik med podatkovnimi strukturami v 
programskem jeziku python in relacijsko podatkovno zbirko (Slika 14). Podatke iz 
podatkovne zbirke lahko v programski kodi predstavimo kot posamezne objekte, nato 
pa z njimi upravljamo na način, kot bi sicer z običajnimi objekti. ORM poskrbi, da se 
ukazi v pythonu preslikajo v ustrezne SQL poizvedbe (strukturirani poizvedbeni jezik 
za delo s podatkovnimi zbirkami, ang. Structured Query Language) in zagotovi 
dejansko manipulacijo s podatki v zbirki. Tako se med razvojem izognemo pisanju 
SQL poizvedb, ki se razlikujejo med različnimi sistemi za upravljanje s podatkovnimi 
zbirkami, s podatki pa lahko upravljamo kar preko izbranega programskega jezika. V 
primeru menjave sistema za upravljanje s podatkovnimi zbirkami se bodo poizvedbe 
pravilno izvedle, saj ORM zagotovi pravilno preslikavo [35]. 
 








Sistem za upravljanje s 
podatkovnimi zbirkami
 
Slika 14: Delovanje ORM. 
6.1.2 Ogrodje Django REST 
Čeprav lahko spletni aplikacijski programski vmesnik izdelamo z Djangom 
samim, sem se odločil za uporabo dodatka Django REST framework, ki še bolj 
poenostavi in pohitri njegovo izdelavo [36]. REST (ang. Representational state 
transfer) je programski arhitekturni vzorec, ki določa standarde za razvoj spletnih 
storitev [37]. Njegov programski vmesnik definirajo naslednji elementi: 
 URL vira, nad katerim izvajamo neko dejanje; 
 HTTP metoda, ki dejanje predstavlja, in 
 medijski tip, ki določa obliko vhodnih podatkov in rezultata dejanja. 
 
Programski vmesnik REST v Djangu podpira vse najpogosteje uporabljene HTTP 
metode [38]: 
 GET, s katero pridobimo vir, ne da bi ga kakor koli spremenili;  
 POST, s katero ustvarimo nove vire; 
 PUT, s katero posodobimo celoten obstoječ vir, če pa ta ne obstaja, 
ustvarimo novega; 
 DELETE, s katero izbrišemo vir; 
 PATCH, s katero delno posodobimo vir. 
6.1.3 Sistem za upravljanje s podatkovnimi zbirkami PostgreSQL 
PostgreSQL je zmogljiv odprtokodni sistem za upravljanje z relacijskimi 
podatkovnimi zbirkami, ki uporablja in razširja jezik SQL. Sposoben je varno 
shranjevati podatke tako pri manjših podatkovnih obremenitvah, kot tudi v primeru 
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večjih podatkovnih skladišč ali spletnih storitev z večjim številom sočasnih 
uporabnikov [39]. 
6.2 Izvedba strežnika za shranjevanje podatkov  
Kot je bilo že omenjeno v uvodu poglavja, sem podatkovni strežnik osnoval na 
ogrodju Django. Omenjeno ogrodje namreč vsebuje pripravljene komponente, ki so 
lahko povezane med seboj, na ta način pa je hitro ustvarjeno funkcionalno spletno 
mesto. Uporabljeni elementi ogrodja so opisani v nadaljevanju. 
6.2.1 Modeli 
V Djangu model predstavlja tabelo v podatkovni zbirki. Z njim so definirani vsi 
atributi entitete v tabeli, določiti pa je potrebno tudi tip podatka, ki ga atribut sprejme, 
na primer številsko vrednost, niz znakov, datum ali kaj drugega [40]. Izdelana 
aplikacija vsebuje dva modela, in sicer DeviceProperties in DeviceStatus, njun 
podatkovni model pa je bil prikazan in opisan v poglavju 4.2 ob Sliki 10.  
Z modelom DeviceProperties je ustvarjena tabela, v katero bodo dodane vse 
mobilne naprave, ki jih bomo kadar koli povezali na računalnik, na katerem izvajamo 
preizkušanje programske opreme. Posamezen vnos vsebuje informacije o lastnostih 
ene naprave, ključni atribut pa je identifikator naprave, torej pripadajoča serijska 
številka pri napravah z operacijskim sistemom Android in UUID pri tistih z 
operacijskim sistemom iOS. Atributom smo določili tip podatka. Vsi, razen čas zadnje 
spremembe podatka, ki je v obliki časovnega podatka, so znakovni nizi.  
Model DeviceStatus vsebuje informacije o trenutnem stanju mobilne naprave. 
Ključni atribut je samodejno ustvarjeno število, katerega vrednost se poveča z vsakim 
novim vnosom v tabelo in na ta način enolično identificira posamezno vpisano stanje 
mobilne naprave. Eden od atributov je tudi identifikator naprave, ki opravlja vlogo 
tujega ključa, saj povezuje tabeli DeviceStatus in DeviceProperties, s tem pa stanje 
priredi napravi. Identifikator naprave in računalnika sta v tabelo zapisana v obliki 
znakovnega niza, čas vnosa pa v obliki časovnega podatka.  
Ker je zaenkrat na mobilnih napravah izvedeno le preverjanje stanje baterije, 
budnost zaslona ter ali je naprava odklenjena, DeviceStatus vsebuje atribute z 
vrednostmi teh stanj. Stanje baterije je predstavljeno v obliki številskega podatka, ki 
ima vrednost omejeno med 0 in 100, informaciji o budnosti zaslona in temu, ali je 
naprava odklenjena, pa lahko zavzameta Boolovi vrednosti. Ker pridobivanje zadnjih 
dveh informacij o napravah z operacijskim sistemom iOS ni izvedeno, je njuna 
vrednost v vnosih, ki se nanašajo na omenjene naprave, null. 
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6.2.2 Pretvarjanje podatkovnih struktur 
Zelo uporabna funkcionalnost ogrodja Django REST je t. i. Serializer, ki 
omogoča pretvorbo kompleksnih podatkov, kot so množica poizvedb in primerkov 
modelov v podatkovne tipe programskega jezika python. Ti so lahko pretvorjeni v 
formate, kot sta JSON in XML, ki sta primernejša za prenos preko omrežja in 
shranjevanje v datotečnem sistemu. Komponenta Serializer omogoča tudi obraten 
proces, deserializacijo, torej pretvorbo nazaj v kompleksne tipe podatkov [41]. 
  
Sam sem ustvaril dva primerka razreda ModelSerializer, po en za vsak model, s 
katerima je mogoča hitra in preprosta povezava posamezne komponente Serializer s 
pripadajočim modelom. Definirati je potrebno le model, s katerim ga želimo povezati, 
ter atribute, ki jih vsebuje, primerek ModelSerializer pa sam poskrbi za ustrezno 
povezavo med njimi.  
6.2.3 Pogledi 
V Djangu pogled (ang. view) sprejme spletno zahtevo, odgovori pa s spletnim 
odzivom, ki je lahko spletna stran, podatki v obliki JSON, slika ali kaj drugega. Do 
pogleda dostopamo preko URL naslova, ki je pogledu prirejen. V spletnih aplikacijah 
pogled vrača vsebino spletnih strani, pri uporabi vzorca REST pa je najpogostejša 
predstavitev v obliki JSON [42].  
 
Django REST framework omogoča združitev več sorodnih pogledov v enem 
razredu, imenovanem ViewSet [43]. Tako lahko namesto več posameznih pogledov 
izdelamo le eno predlogo, ki hkrati podpira več različnih dejanj. Te vključujejo 
 list, ki prikaže seznam primerkov v okviru določenega modela; 
 create, ki ustvari nov primerek; 
 retrieve, ki prikaže podrobnosti enega primerka; 
 update, ki posodobi celoten primerek; 
 partial_update, ki posodobi spremenjena polja primerka; 
 destroy, ki izbriše primerek. 
Ta dejanja privzeti usmerjevalniki v ogrodju Django REST framework povežejo 
z metodami iz HTTP zahtevka na sledeč način: list z GET, create s POST, retrieve z 
GET, če je v URL prisoten še identifikator primerka, update s PUT, partial_update 
s PATCH, destroy z DELETE. 
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V sistemu za preverjanje stanja naprav sta udejanjeni dve izpeljanki razreda 
ViewSet, po ena za vsak model (Koda 6). 
Prva je poimenovana DevicesViewSet in prikazuje podatke, ki se tičejo lastnosti 
vseh naprav. Prikazuje seznam vseh naprav v podatkovni zbirki kot tudi lastnosti 
posamezne naprave, z njim pa lahko tudi ustvarimo, v celoti ali delno posodobimo ali 
izbrišemo posamezen primerek naprave iz zbirke. V razredu DevicesViewSet je 
udejanjeno tudi preverjanje, če je povezano napravo potrebno dodati v zbirko, 
posodobiti njene lastnosti oziroma narediti nič, če so lastnosti ostale enake (koraka 5 
in 6 na Sliki 11). 
Druga izpeljanka razreda ViewSet je DeviceStatusViewSet, ki je namenjena 
prikazu stanja vseh naprav. Podpira enaka dejanja kot DevicesViewSet, vendar ne 
prikazuje vseh stanj vseh naprav, pač pa le zadnje pridobljeno stanje posamezne 
naprave. Če želimo izvedeti, kakšno je trenutno stanje naprave, nas namreč ne 




    queryset = DeviceProperties.objects.all() 
    serializer_class = DevicePropertiesSerializer 
 
    def create(self, request, *args, **kwargs): 
        for device_in_db in DeviceProperties.objects.all(): 
            if device_in_db.device_id == request.data['device_id']: 
                if device_in_db.platform_version == request.data['platform_version']: 
                    return Response(status=status.HTTP_200_OK) 
                else: 
                    self.kwargs['pk'] = device_in_db.device_id 
                    return UpdateModelMixin.update(self, request) 





    def get_queryset(self): 
        return DeviceStatus.objects.all().\ 
            order_by('device_id', '-timestamp').distinct('device_id') 
 
    serializer_class = DeviceStatusSerializer  
Koda 6: Udejanjeni izpeljanki ViewSeta: DevicesViewSet in DeviceStatusViewSet. 
Slika 15 prikazuje primer podatka v obliki JSON, ki ga vrneta razreda 
DevicesViewSet in DevicesStatusViewSet. Podatek vsebuje atribute, ki so bili 
definirani v modelu. 
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{ 
    "device_id": "015d25689b37fc07",  
    "device_name": "Nexus7",  
    "platform": "Android",  
    "platform_version": "5.1.1",  




    "device_id": "015d25689b37fc07",  
    "battery_percentage": 38,  
    "computer_id": "################",  
    "is_unlocked": true,  
    "display_awake": false,  




Slika 15: Prikaz primera podatka v obliki JSON, pridobljenega preko klica programskega vmesnika. Levo 
podatek z lastnostmi naprave, desno podatek o stanju naprave. 
6.2.4 URL naslovi pogledov 
Kot je bilo omenjeno v prejšnjem poglavju, je potrebno za dostop do 
posameznega pogleda v Djangu definirati, na katerem URL naslovu bo ta dostopen. 
To storimo s konfiguratorjem URLconf, ki med seboj poveže URL naslove in poglede 
[44]. 
Ogrodje Django REST framework pohitri postopek konfiguriranja z uporabo t. i. 
usmerjevalnikov, ki zagotovijo preprosto, hitro in dosledno usmerjanje in povezovanje 
URL naslovov s pripadajočimi nabori pogledov (ViewSets). Tako namesto ustvarjanja 
več različnih pogledov in njihovega povezovanja s posameznimi URL naslovi 
usmerjevalniku določimo le vir in pripadajoč nabor pogledov (ViewSet), za povezavo 
pogledov z naslovi pa poskrbi sam [36]. 
 
Konfigurirati je bilo potrebno tudi URL naslove, preko katerih želimo dostopati 
do posameznih pogledov. Do omenjenih pogledov dostopamo preko spletnega mesta 
z naslovom api. Z usmerjevalnikom sta bila ustvarjena vira devices, ki je povezan z 
DevicesViewSet, in statuses, ki je povezan z DeviceStatusesViewSet. Prvi ima tako 
relativni naslov api/devices/, drugi pa api/statuses/. 
Vir api/devices/ prikazuje seznam vseh naprav, katerih podatki so bili kadar koli 
poslani na strežnik. Zaradi uporabe usmerjevalnika lahko na tem viru enostavno 
izvajamo dejanja, ki jih podpirajo skupine pogledov (ViewSets). Tako lahko z metodo 
GET pridobimo seznam vseh naprav, z metodo POST pa dodamo novo napravo v 
podatkovno zbirko. Če želimo dostopati do lastnosti določene naprave, dodamo viru 
njen identifikator. Tako naslov api/devices/<identifikator_naprave> prikazuje 
lastnosti določene naprave, na njem pa lahko uporabljamo metode GET, PUT, PATCH 
in DELETE ter tako upravljamo s podatkom o lastnostih posamezne naprave. 
Podobno lahko upravljamo tudi s stanji naprav na naslovu api/statuses/, kjer z 
metodo GET pridobimo zadnja dosegljiva stanja vsake naprave, s POST pa dodamo 
novo stanje. Ogledamo si sicer lahko tudi posamezno stanje na naslovu 
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api/statuses/<zaporedno_število_statusa>. Spreminjanje tega podatka ni smiselno, 
ker predstavlja stanje naprave v nekem preteklem trenutku, medtem ko so pri lastnostih 
naprave prikazane trenutne lastnosti, ki jih v primeru sprememb posodobimo. 
6.2.5 Upravljavski uporabniški vmesnik 
Eden izmed bolj uporabnih elementov Djanga je že pripravljena upravljavska 
stran, ki prikazuje metapodatke ustvarjenih modelov in ponuja odziven uporabniški 
vmesnik, s pomočjo katerega lahko upravljavci pregledujejo in urejajo modele in 
njihovo vsebino. Upravljavski uporabniški vmesnik uporabljamo zaradi možnosti 
enostavnega vpogleda v zgodovino vseh podatkov, poleg pregleda pa je mogoč tudi 
vnos novih primerkov modela ali pa urejanje in brisanje obstoječega [45]. 
  
Slika 16 prikazuje začetno stran upravljavskega vmesnika v Djangu. Vanjo se 
prijavimo z uporabniškim računom, ki ga ustvarimo iz ukazne vrstice. Z rdečo 
označeno področje A prikazuje privzeti pogled z uporabniškimi skupinami in 
uporabniki, ki temelji na Djangovem sistemu overjanja, pod njim (področje B) pa se 
nahajajo podatki o naših modelih. Iz začetne strani lahko dostopamo tudi do nastavitev 
lastnega računa (področje C), celotno upravljavsko stran pa bi lahko tudi poljubno 
oblikovali in spremenili. 
 
 
Slika 16: Začetna stran Django upravljavskega vmesnika. A) Uporabniške skupine in uporabniku, B) 
podatki o modelih, C) nastavitve računa. 
Z izbiro določenega modela se prikaže seznam podatkov, ki jih ta vsebuje, te pa 
lahko sortiramo po vrednosti posameznega atributa. V programski kodi aplikacije 
lahko dodamo tudi filtre, ki so nato dostopni na desni strani tega seznama in 
omogočajo prilagajanje pogleda. Seznam podatkov modela DeviceStatuses prikazuje 
Slika 17. 
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Slika 17: Seznam stanj naprav v upravljavskem vmesniku. 
Obrazec za dodajanje ali urejanje podatkov je prikazan na Sliki 18. Obrazec je 
samodejno ustvarjen glede na pripadajoč model, polja pa se prikažejo v ustrezni obliki 
glede na tip podatka, ki je bil definiran pri posameznem atributu.  
Če je primerek spremenjen preko upravljavskih strani, se spremembe in 
uporabnik, ki jih je ustvaril, zabeležijo, do zgodovine urejanja pa je mogoč dostop 
preko strani posameznega primerka modela. 
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Slika 18: Posamezen primerek stanja naprave v upravljavskem vmesniku.
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7 Vključitev preverjanja stanja naprav v preizkusno okolje  
Pridobivanje informacij o stanju naprav v preizkusnem okolju je bilo vključeno 
v obstoječe ogrodje za izvajanje samodejnih preizkusov, ki je opisano v tretjem 
poglavju.  
Slika 19 prikazuje potek izvajanja samodejnih preizkusov z vključitvijo sistema 
za pridobivanje informacij o stanju naprav. Po vzpostavitvi okolja, pred začetkom 
izvajanja preizkusov, je preko klica programskega vmesnika na strežnik za 
shranjevanje informacij poslana zahteva za podatke o stanju naprav. Odziv vsebuje 
podatke o zadnjih razpoložljivih stanjih vseh naprav, zato ga je potrebno še razčleniti. 
Iz odziva so pridobljene le naprave, katerih stanje je bilo poslano v zadnjih 90 
sekundah in so povezane na računalnik, s katerega je bila opravljena poizvedba. 
Pridobljene informacije o stanjih trenutno aktivnih naprav so zabeležene v dnevnik 
aktivnosti izvajanja preizkusov, kar omogoča kasnejši vpogled v začetna stanja naprav 
pri izvajanju. 
Ob vsakem neuspešno izvedenem preizkusu je zopet poslana poizvedba na 
strežnik z informacijami o stanjih naprav. Če je napako res povzročil zunanji vpliv, 
lahko to program za preverjanje stanja naprav zazna, ogrodje pa podatke o stanjih 
naprav zopet zabeleži v dnevniku aktivnosti. Na ta način lahko pri pregledu poročila o 
izvedbi preizkusa lažje ugotovimo, če je nanj vplival zunanji dejavnik. 
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Slika 19: Potek izvajanja samodejnih preizkusov z uporabo sistema za pridobivanje informacij o stanju naprav (v 
sivi barvi). 
7.1 Ugotovitve  
Vključitev izdelanega sistema za ugotavljanje stanja preizkusnih naprav v proces 
izvajanja preizkusov ni vplivala na stabilnost delovanja preizkusnega okolja. Nadzorni 
sistem pripomore k lažji ugotovitvi razloga neuspešnih preizkusov, saj so poleg 
vsakega neuspešno izvedenega preizkusa zabeležena tudi trenutna stanja naprav. Na 
ta način je mogoče lažje ugotoviti, kaj se je med izvajanjem preizkusa dogajalo in 
odkriti razlog za neuspešen preizkus. Trenutno sistem pomaga le z odklepanjem 
občasno zaklenjenih naprav in za ugotavljanje, če je samodejni izklop naprave 
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posledica izpraznjene baterije. Na podlagi omenjenih informacij je lažje odpraviti 
pomanjkljivosti in napake v delovanju celotnega preizkusnega okolja. 
Nekatere težave so v podjetju poskusili odpraviti tudi pri njihovem izvoru. Da bi 
odpravili težave z omrežno povezavo, so v pisarno dodali dostopno točko, na katero 
so povezane le naprave, na katerih se izvajajo samodejni preizkusi. S tem so zmanjšali 
vpliv zaradi preobremenjenosti dostopne točke in posledično slabe internetne 
povezave, ni pa povsem odpravljen, zato potreba po nadzornem sistemu še vedno 
ostaja. 
Za ovrednotenje sistema in njegovega vpliva na zmanjšanje števila neuspešnih 
preizkusov pri samodejnem preizkušanju bo potrebnega več časa. Zunanji dejavniki, 
ki vplivajo na preizkuse, se namreč ponavljajo neredno. Zgodi se, da nek dejavnik ne 
povzroča težav več tednov, nato pa je glavni razlog za neuspešne preizkuse nekaj dni 
zapored.  
7.2 Nadgradnje sistema v prihodnosti 
Za celovit nadzor stanja naprav bo potrebno sistem še nadgraditi. V magistrskem 
delu je opisan le prototip, ki dokazuje, da je pridobivanje podatkov o stanju naprav 
mogoče ter da so lahko ti koristno uporabljeni v procesu samodejnega preizkušanja. 
Zaenkrat so pridobljene informacije o stanju naprav le zabeležene, čeprav je iz 
njih razvidno, da okolje ne deluje pravilno in da se bodo preizkusi, ki sledijo, izvedli 
neuspešno. Nadgradnja z začasno zaustavitvijo preizkušanja v primeru zaznanih 
nepravilnih stanj bo omogočila, da bo ogrodje lahko počakalo na povrnitev naprav v 
ustrezno stanje, nato pa se bo izvajanje preizkusov lahko nadaljevalo. S tem bo število 
napak zaradi zunanjih vplivov zmanjšano, izvajanje preizkusov pa bo bolj učinkovito 
in zanesljivo. 
Sistem za nadzor stanja naprav trenutno podatkov ne shranjuje lokalno, ampak 
jih takoj pošlje na strežnik za shranjevanje informacij. Če je ta nedosegljiv, so podatki 
po neuspelem poskusu pošiljanja na strežnik izgubljeni. Podatkov po neuspelem 
poskusu pošiljanja program ne bi smel zavreči, temveč bi jih moral zapisati in shraniti 
v lokalno datoteko. Ko bi strežnik zopet postal dostopen, bi mu program za 
pridobivanje informacij o stanju naprav poslal vse shranjene podatke, iz datoteke pa 
bi jih izbrisal. V datoteki bi tako vedno ostali le tisti podatki, ki jih ni bilo mogoče 
poslati strežniku. V prihodnosti imajo v podjetju namen podatke shranjevati tudi v 
oblaku, na primer s pomočjo spletnih storitev Amazon (ang. Amazon Web Services) 
[46].  
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S prototipom je udejanjen obnovitveni scenarij v primeru zaklenjenega zaslona. 
Za odklepanje vsaka naprava potrebuje nekaj sekund, če je priključenih več 
zaklenjenih naprav, pa se časi za odklepanje naprav seštejejo. Ko bo obnovitvenih 
scenarijev več, se bo čas za njihovo izvedbo še podaljšal, zato bo smiselno uvesti 
sočasno izvajanje preverjanj, s čimer bo bistveno skrajšan čas, potreben za preverjanje 
in obnovitev ustreznega stanja vseh naprav. 
Zaradi zaprtosti operacijskega sistema iOS bo najverjetneje na napravah s tem 
operacijskim sistemom nekoč potrebno ubrati drugačen pristop k preverjanju stanj. Iz 
ukazne vrstice je mogoče pridobiti le nekatere informacije o napravi, kar ne omogoča 
celovitega nadzora naprave. Ena izmed možnosti je izdelava iOS aplikacije, katere 
namen bo posredovanje dodatnih informacij o mobilni napravi. Sistem za nadzor 
naprav bi nato namesto z napravo komuniciral z aplikacijo in od nje sprejemal 
informacije o stanju naprave. Podobno aplikacijo bi lahko izdelali tudi za operacijski 
sistem Android, vendar je iz naprav s tem operacijskim sistemom mogoče pridobiti 
večino informacij o napravi s pomočjo orodja ADB, zaradi česar do razvoja aplikacije 
za operacijski sistem Android najverjetneje ne bo prišlo. 
Poleg preverjanja samega stanja naprav bo potrebno v prihodnosti bolj 
sistematično pristopiti tudi k posodabljanju programske opreme, s pomočjo katere se 
izvajajo samodejni preizkusi, torej spletnih brskalnikov, preizkusnega orodja in z njim 
povezanih programov (operacijskega sistema in podobno), prikazanih na Sliki 7. 
Nadzorni sistem bo moral pridobivati informacije o različicah trenutno nameščenih 
programov na napravah in o trenutno dostopnih različicah, na podlagi informacij pa 
ugotoviti, če je na voljo posodobitev. 
Vsaka posodobitev bi lahko vplivala na grafični prikaz strani, zaradi načina 
delovanja orodja Eggplant Functional, ki primerja referenčno in trenutno sliko na 
zaslonu, pa bi to pomenilo, da bi bil preizkus lahko neuspešen. Za posodobljeno 
napravo je v takem primeru potrebno zajeti nove referenčne slike, dolgotrajen 
postopek zajemanja novih slik pa je večinoma glavni razlog za manj pogosto 
posodabljanje programske opreme na preizkusnih napravah. Programe in aplikacije 
zato na napravah v podjetju navadno posodobijo zgolj ob večjih spremembah, kot je 
nova izdaja nekega operacijskega sistema, saj je postopek preveč časovno potraten, da 
bi ga opravljali na vseh napravah ob vsakokratnih manjših posodobitvah. Neredno 
posodabljanje pa ima lahko negativne učinke, saj s tem izdelek ni preizkušen v 
aktualnem okolju, pač pa v zastarelem, v katerem je morda deloval drugače kot v 
trenutnem, s tem pa nastane večja verjetnost za spregledano napako. 
Pred posodobitvijo katere koli programske opreme v preizkusnem okolju je 
potrebno preveriti tudi njeno odvisnost od druge programske opreme (Slika 7), saj je 
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lahko v primeru posodobitve ene za pravilno delovanje nujno potrebno posodobiti še 
drugo. Hkratna nadgradnja več programskih komponent v okolju ni zaželena, saj se z 
novo različico utegne spremeniti katera izmed nastavitev, zaradi katere celoten sistem 
za samodejno preizkušanje programske opreme ne deluje več pravilno. Ob 
nedelovanju sistema neposredno po posodobitvi več komponent hkrati je krivca težko 
odkriti. V skrajnem primeru je potrebno vse posodobitve razveljaviti ter s tem zavreči 
delo in čas, porabljen za posodobitev in preverjanje delovanja posodobljenih 
komponent. Če bi torej želeli posodobiti eno komponento, zaradi katere je nujno 
posodobiti tudi drugo, je bolj smiselno najprej posodobiti drugo komponento, s 
posodobitvijo prve pa nekoliko počakati. Tako bi se prepričali, da posodobitev ne 




V magistrskem delu je predstavljena izdelava prototipa nadzornega sistema 
naprav, ki ga uporabljamo za pomoč pri samodejnem preizkušanju programske 
opreme.  
Ob prvotni ideji za sistem za nadzor naprav so v podjetju nameravali spremljati 
le osnovne parametre, kot so poraba pomnilnika in obremenjenost procesorske enote 
naprav med izvajanjem samodejnih preizkusov. S spremljanjem teh podatkov skozi 
čas so želeli ugotoviti, če obremenjenost naprave vpliva na uspešnost izvajanja 
preizkusov. Če bi opazili odvisnost, bi lahko glede na obremenjenost naprave 
predvideli, kdaj bo več neuspešno izvedenih preizkusov, oziroma bi lahko ukrepali, 
preden bi se začele pojavljati težave. S časom se je ideja razvijala. Skupaj smo 
ugotovili, da je bolj smiselno izdelati sistem, s katerim bi nadzorovali čim več 
relevantnih parametrov, ki bi lahko vplivali na uspešnost izvajanja preizkusov, 
magistrsko delo pa opisuje načrtovanje in izdelavo osnove omenjenega sistema. 
Čeprav je izdelana le začetna verzija nadzornega sistema, v njem vidim rešitev, 
s katero lahko odpravimo nekatere težave, ki so prisotne že dalj časa. Potrebno bo 
dodati nova preverjanja, s katerimi bo pridobljenih še več informacij o stanju naprav, 
prilagoditi pa bo potrebno tudi ogrodje za izvajanje preizkusov, da se bo lahko odzvalo 
na prejete informacije. Po omenjenih nadgradnjah bo sistem pripomogel k zmanjšanju 
števila neuspešnih preizkusov, s tem pa postal veliko bolj koristen. 
Čaka nas še veliko dela, preden bo nadzorni sistem izpolnjeval vse zahteve in 
želje, ki smo jih imeli ob njegovem načrtovanju. Z vsako nadgradnjo pa bomo korak 
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