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SOMMAIRE 
Dans cette thèse, nous étudions les propriétés algébriques d'une algèbre de 
convolution généralisée. 
Nombreux sont ceux qui ont travaillé sur les algèbres d'incidence et qui se sont 
intéressés aux problèmes d'isomorphisme entre ces algèbres d'incidence dont il 
existe plusieurs applications en théorie combinatoire. (Voir [DRS 71], [OS 97], [St 
70]). 
Les algèbres d'incidence généralisées sont une généralisation des algèbres d'inci-
dence. Premièrement, nous remplaçons l'anneau par une algèbre générale A = 
(A; +,·,0) où (A; +, 0) est un monoïde abélien dont l'élément neutre 0 est ab-
sorbant dans (A; -). Par exemple, A peut être un treillis ave"c O. Deuxièment, la 
relation sous-jacente est générale, plus nécessairement un ordre. La somme se fait 
sur une structure générale qui respecte la finitude. Nous caractérisons ici le centre, 
l'élément unité et les éléments idempotents dans certains cas. 
Nous généralisons la notion de S-relation d'équivalence pour les algèbres d'inci-
dence classiques définies dans [OS 97]. Le radical de Jacobson pour une algèbre 
d'incidence généralisée est défini et une caractérisation partielle de cette notion est 
donnée. Comme A est plus général qu'un anneau commutatif et unitaire, le radi-
cal de Jacobson de l'algèbre A ici est défini comme l'intersection des congruences 
maximales de A. lIen est de même pour l'algèbre d'incidence généralisée JD)AIBC. 
Nous donnons deux constructions des congruences de j[J)AIBC. 
Les algèbres de convolution en théorie des anneaux étaient utilisées séparément 
des algèbres d'incidence. Un cadre plus général pour les algèbres d'incidence et 
de convolution est donné dans [Ro 86] en utilisant le groupoïde partiel. Inspiré de 
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[Ve 07], nous allons plus loin en remplaçant le groupoïde partiel par un multigrou-
poïde partiel. Nous caractérisons certaines propriétés algébriques d'une algèbre 
de convolution généralisée telles que la commutativité, l'associativité, la distri-
butivité, l'existence d'un élément neutre et de certains éléments idempotents. La 
généralisation rend le travail beaucoup plus difficilè. 
Dans le dernier chapitre, l'algèbre A est remplacée par une hyperalgèbre dont les 
propriétés sont similaires à celles de A. On peut donc caractériser ][J) comme un 
hypergroupe. La commutativité et l'associativité de ][J) sont aussi étudées. 
Mots clés : Algèbre d'incidence, algèbre de convolution, multi-
groupoïde, demi-anneau, hyperconvolution, S-relation d'équivalence, 
groupe-anneau. 
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SUMMARY 
In this thesis, we study the algebraic properties of generalized convolution 
algebras. 
Many authors worked on incidence aigebras, the isomorphism problem between 
them. There are many applications of incidence algebras in combinatorics (see 
e.g. [DRS 71], [OS 97], [St 70]). 
Generalized incidence algebras are a generalization of incidence algebra. First, 
we replace rings by very general algebras A = (A; +,',0) where (A; +,0) is an 
abelian monoid whose neutral element 0 is absorbing in .(A;·) ; for example A 
could be a lattice with O. Secondly the underlying relation can be more general 
than an order. The summation does not involve aH consecutive triples and the 
local finiteness is replaced by a more general structure. We characterize here the 
center, the neutral elements and idempotent elements in a special case study. 
We extend the notion of S-equivalence relation of classical incidence algebra 
defined in [OS 97]. The Jacobson radical of an incidence algebra is also exten-
ded and partially characterized. As A is much more general than a commutative 
ring with 1, the radical is defined as the intersection of maximal congruences of 
A and of the generalized incidence algebra [])AlffiC. We give two constructions of 
congruences of []) AlffiC. 
Convolution algebras were used in ring theory separately from incidence algebras. 
A general framework for both the incidence algebras and convolution algebras 
was given in [Ro 86] in terms of a partial groupoid lffi. Inspired by [Ve 07] we go 
much further by replacing the partial groupoid by a partial multigroupoid. We 
characterize sorne algebraic properties of a general convolution algebra; such as 
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commutativity, associativity, distributivity, existence of unit elements and idem-
potency. As it can be expected the generality greatly complicates matters. 
In the last chapter A is replaced by a hyperalgebra with similar properties as 
A. VVe can characterize ]IJJ whose additive structure is ahypergroup, ]IJJ whose 
convolution is commutative and]])) whose convolution is associative. 
Keywords : Incidence algebre, convolution algebra, multigroupo'id, 
semi-anneau, hyperconvolution, S-equivalence relation, group-ring. 
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INTRODUCTION 
L'algèbre d'incidence classique a commencé au 19ème siècle avec l'inversion 
de Môbius et la fonction ( de Riemann. Dans les années 50 - 60 du 20ème siècle, 
elle a été developpée par G. C. Rota et son école centrée à M.I.T. Une telle algèbre 
est définie par la donnée d'un ensemble ordonné localement fini et d'un corps (un 
anneau). Plusieurs résultats sur les algèbres d'incidences sont exposés dans la mo-
nographie de E. Spiegel et O'Donnell, [OS 97]. Plusieurs constructions se trouvent 
dans [St 86]. Une construction voisine, mais différente, l'algèbre de convolution, 
est donnée par les applications à support fini d'un demigroupe dans un anneau. Le 
résultat est les anneaux-demigroupes; en particulier l'anneau-groupe, important 
en théorie des anneaux. Les algèbres d'incidence et les algèbres de convolution 
sont des cas particuliers des algèbres de convolution généralisées proposées il y 
a de cela plus de 21 ans. Dans ce cas, on se donne une algèbre (A; +,',0), une 
algèbre partielle (B; 0) ; et une famille non vide C de sous-ensembles de B. Ici + 
est une opération binaire commutative et associative, 0 est son élément neutre 
tel que a . 0 = 0 = 0 . a pour tout a E A, et 0 est une opération partielle binaire 
sur B (c'est-à-dire qu'il existe N ç B 2 tel que (x, y) t---t X 0 Y est une application 
de N dans B). C est une famille de sous-ensembles de B fermée pour l'union, 
héréditaire (c'est-à-dire telle que X E C si X ç Y pour un Y E C) et satisfait 
certaines conditions par rapport à N ç B 2 . L'algèbre de convolution généralisée 
est définie sur des applications de B dans A dont le support est un ensemble dans 
C. Elle est munie de deux opérations binaires + et *; où + est la somme point 
par point (calculée dans (A; +,0)) et * est le produit de convolution. Dans notre 
travail, nous allons plus . loin en remplaçant le groupoïde partiel (B; 0) par un 
hypergroupoïde partiel (c'est-à-dire une application (x, y) f-----+ X 0 Y de B 2 dans 
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la famille P(B) des parties de B). Dans la dernière partie, nous remplaçons aussi 
(A; +, ',0) par une hyperstructure. 
Ce travail est divisé en quatre parties. Dans la première partie, nous nous 
inspirons des résultats de [OS 97] pour démontrer aussi certains résultats sem-
blables dans le cas d'une algèbre d'incidence généralisée. Ici, nous caractérisons 
particulièrement le centre, les éléments idempotents. Dans la deuxième partie nous 
introduisons la notion de S-relation d'équivalence pour les algèbres d'incidence gé-
néralisées. Nous cherchons à caractériser un analogue du radical de Jacobson d'une 
algèbre d'incidence généralisée. Après la détermination des liens qui existent entre 
certaines congruences maximales de l'algèbre (A; +,',0) et certaines congruences 
maximales de l'algèbre d'incidence généralisée, nous donnons une caractérisation 
restreinte du radical de l'algèbre d'incidence généralisée. Dans la troisième partie, 
nous introduisons une algèbre de convolution généralisée, où (B; 0) est un multi-
groupoïde partiel. Particulièrement, nous déterminons les propriétés algébriques, 
à savoir, la caractérisation pour qu'elle soit commutative, associative, l'existence 
des éléments unité et des éléments idempotents. Les résultats ici sont inspirés 
de ceux de [Ro 86]. Dans la dernière partie, nous introduisons les hyperstruc-
tures pour les algèbres de convolution : les hyperconvolutions. Particulièrement, 
nous déterminons les conditions pour qu'une telle algèbre soit commutative et 
associative. On note aussi que (DAITJ,c, +) peut avoir une structure d'hypergroupe. 
Chapitre 1 
ALGÈBRE D'INCIDENCE GÉNÉRALISÉE 
Dans cette première partie, nous définissons la notion d'algèbre de convolu-
tion généralisée et nous en donnons des exemples. Nous nous intéressons au cas 
particulier des algèbres d'incidence généralisées. Précisement, nous caractérisons 
leur centre, certains éléments idempotents et l'élément unité. 
Nous rappelons la définition d'une algèbre d'incidence. Soit A = (A; +, -, ·,0) un 
anneau (pas nécessairement commutatif ou unitaire) et soit (X;:s:) un ensemble 
ordonné localement fini (c'est-à-dire la relation :s: est réflexive, antisymétrique et 
transitive sur X et pour tous x :s: y, l'intervalle [x, y] = {z EX: x :s: z :s: y } est 
fini) . 
Définition 1.0.1. Soit f : X ---t A une application. On apppelle support de f, 
noté Supp(f), l'ensemble {x EX: f(x) # O}. 
Définition 1.0.2. Soit (X;:S:) un ensemble ordonné localement fini. Soit A = 
(A; +, -,·,0) un anneau. L'algèbre d'incidence définie par X et A , notée 
I(X, A), est l'ensemble des applications f : X 2 ---t A telles que f(x, y) = 0 
si x 1:. y muni de l'addition + point par point et du produit défini pour tous 
f, 9 E I(X, A) et pour tous x, y E X par: 
(f + g)(x, y) = f(x, y) + g(x, y), 
(f * g)(x, y) = L f(x, t)g(t, y). 
x5.t5.y 
Dans la suite, nous définissons les algèbres de convolution généralisées, et mon-
trons en quoi elles étendent les algèbres d'incidence. Nous donnons de nouveaux 
résultats en nous référant à certains résultats exposés dans [OS 97]. 
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1.1. ALGÈBRES DE CONVOLUTIONS GÉNÉRALISÉES 
Nous utilisons la définition des algèbres de convolution généralisées telle que 
présentée dans [Ro 86]. Nous désignons par : 
• A = (A; +, ·0) où A est un ensemble de cardinalité strictement supérieure 
à 1 et (A; +,0) est un monoïde abélien, c'est-à-dire l'opération binaire + est 
commutative, associative et 0 est son élément neutre (a + 0 = a pour tout a E A). 
(A; .) est un groupoïde (c'est-à-dire"·" est une opération binaire sur A) tel 
que pour tout a E A, on a que a . 0 = 0 = 0 . a . 
• lB = (B; 0) est un groupoïde partiel; c'est-à-dire, il existe (/) =1= N C B 2 tel 
que 0 : (Xl, X2) f----t Xl 0 X2 est une application de N vers B. 
• C est une famille non vide de sous-ensembles de B vérifiant les propriétés i). 
à iii) : 
i) C est héréditaire, c'est-à-dire Z ç X E C ::::} Z E C; et 
X, y E C ::::} X U y E C et C contient tous les singletons de B. 
ii) X, Y E C::::} X 0 Y := {x 0 y 1 (x, y) E N n (X x Y)} E C 
iii) Si b E B, et X, Y E C alors {(x,y) EN n (X x Y), X 0 Y = b} est fini. 
Définition 1.1.1. On note par AB, l'ensemble des applications de B vers A. 
L'algèbre de convolution de B vers A, que nous notons ][)l,U~C = (DAJljc; +,0, *), 
est définie comme il suit: 
D := DAJljc := {f E AB : supp(f) E C }, 
Vf,gED, VxEB, 
(f + g)(x) f(x) + g(x) 
(f * g)(x) = L {f(y)g(t); (y, t) E N, y 0 t = x } 
o : B ----t A; x f----t 0, la fonction nulle. 
(1) 
Remarque: Nous abrégeons la somme dans (1) par (f*g)(x) = L f(y)g(t). 
yot=x 
On note aussi DA'Sc tout simplement par D si A, lB et C sont clairs du contexte . 
• Toutes ces opérations sont bien définies. 
En effet, pour X = Supp(f), y = Supp(g) E C, et par (ii), 
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Supp(J * g) ç {x 0 y: (x, y) E N n (Supp(J) x Supp(g))} E C. 
Supp(O) = 0 E C; car 0 E C. 
Supp(J + g) C Supp(J) U Supp(g) E C ; 
Pour tout b E B, la somme L J(y)g(t) est finie par (iii). 
yot=b 
• Sur D, on peut aussi définir les opérations suivantes. Soit J, 9 E D et r E A. 
Produit direct: f.g est défini par (J. g)(x) = J(x)g(x) pour x E B, 
Produit par un scalaire: r.J est défini par (r . J)(x) = r . J(x) pour tout x E B. 
Le produit direct et le produit par un scalaire ne seront pas Utilisés dans la thèse. 
• J * 0 = 0 * J = 0 pour tout J E D; c'est-à-dire (D; +, 0) est un monoïde 
abélien (commutatif, associatif avec un élément neutre) . 
• Soit IOlAJac = (DAffi,c; +,0, *) une algèbre de convolution. Posons F := 
Pfin(B) := l'ensemble des parties finies de B. Ici F vérifie les conditions i) à 
iii) de C. En effet, 
i) F est héréditaire, fermé pour l'union et contient tous les singletons de B, 
ii) F est fermé pour 0, 
iii) Si X, Y E F et b E B, alors { (x, y) E N n (X x Y): x 0 y = b} est fini. 
Alors IOlARF = (DAffi,:F; +,0, *) est une sous-algèbre de IOlAffi,c . En effet, 0 E DAffi,:F' , 
Soit J, 9 E DAffi,:F' Alors, Supp(J + g) ç Supp(J) U Supp(g) E F montre que 
J + 9 E DAffi,:F' 
Supp(J *g) c {xoy; (x,y) E Nn (Supp(J) x Supp(g)} E F. 
On dit que IOlAJa:F est l'algèbre réduite de IOlAffi,c. Exemples 
1: Soit X un ensemble non vide et soit <p une relation binaire sur X, 
transitive et localement finie (c'est-à-dire pour chaque (x,y) E <p, l'in-
tervalle {z EX: (x, z) E <p, (z, y) E <p} est fini. Posons B = <p , 
N = {((p,q),(q,r)): (p,q) E <p,(q,r) E <p} et pour ((p,q), (q,r)) EN, 
(p, q) 0 (q, r) = (p, r). L'application 0 de N dans <p est bien définie. Pour 
C := P(B), l'algèbre IOlAJac est essentiellement l'algèbre considérée dans 
[Fi 70]. 
2: Si <p est une relation d'ordre localement finie sur X et (A; +, -,.,0) un 
anneau, on retrouve l'algèbre d'incidence I(X, A). 
7 
3: Soit N = {(b,b) : b E B} avec bob = b et soit C = P(B), alors 
D:= {f E AB; Suppf E C}:= AB. Pour tous f,g E AB et x E B, 
(f * g)(x) = 2:= f(b)g(y) = f(x)g(x) =.(f. g)(x). 
boy=x 
Donc f * 9 = f . 9 et ]]))AJaC = (AB; +,',0). 
4: Dans l'exemple 1, posons X = {l, 2, ... ,n } (où n est un entier positif, 
<p = X 2 = {(i,j) : 1 ~ i,j ~ n }). 
a) Soit A un anneau; alors ]]))AJaC est isomorphe à Mn(A), l'anneau des 
matrices carrées d'ordre n à coefficients dans A équipé de la somme et 
du produit matriciel. En effet, pour f E AB, posons 'ljJ(f) = [J(i,j)]ij' où 
[J(i,j)L j est la matrice carrée d'ordre n sur A aux entrées f(i,j). Une 
vérification directe montre que 'ljJ est un isomorphisme. 
b) Soit A := (A; 1\, V, 0) un treillis, avec 0 pour le plus petit élément . 
Alors (A; V, 0) est un monoïde abélien et a 1\ 0 = 0 = 0 1\ a, pour tout 
a E A. Alors ]]))AJaC est isomorphe à Mn(A), l'anneau des matrices carrées 
d'ordre n sur A. Pour tous M = [aij]ij et N = [bij]ij E Mn(A), 
n 
M + N = [aij V bij]ij, MN = [V (aik 1\ bkj)]ij' 
k=l 
5: Soit (B; 0) = (z+; +), où Z+ est l'ensemble des entiers positifs et + la 
somme ordinaire, N = B 2 , C = Pfin(B); l'ensemble des parties finies 
de B et A un anneau. Alors ]]))AJaC est isomorphe à A[X], l'anneau des 
polynômes formels à coefficients dans A. En effet, e : D --+ A[X] avec 
f f------> LiEB f( i)Xi est un isomorphisme. 
6: Supposons que A, lffi et C satisfont aux conditions données au début de la 
section. Nous disons que lffi est commutatif si pour tous a, b E B, 
(a,b) EN {:? (b,a) EN et (a,b) EN=> aob= boa. 
De même, lffi est associatif si pour tous a, b, c E B, 
(a,b),(aob,c) EN {:? (a,boc),(b,c) E N, 
et (a,b),(aob,c)EN => (aob)oc=ao(boc). 
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Si (A; .) et lffi sont commutatifs, alors ][J)AJœC est commutatif. En particulier, 
si A est un anneau et lffi est un demi-groupe (avec N = B2) et C = F, 
l'ensemble des parties finies de B; alors ][J)AJœF est un demi anneau de 
groupe. Si de plus lffi est un groupe et lAI > 1, l'anneau ][J)AJœC est un 
anneau de groupe. 
Ces exemples nous donnent des cas particuliers d'algèbres de convolution 
qu'on rencontre couramment dans la littérature. Au chapitre trois, nous explorons 
plus en profondeur un cas particulier. 
Définition 1.1.2. Une algèbre d'incidence généralisée est une algèbre de 
convolution ][J)AJœC = (DAJœC ; +,0, *) où B est une relation binaire sur un ensemble 
X (c'est-à-dire un sous-ensemble de X2); et l'opération binaire 0 est définie sur 
N, où N est une partie de {( (a, y), (y, b)) E B 2 : a, b, y E X, (a, b) E B } et pour 
((a,y), (y,b)) E N, on pose (a,y) 0 (y,b) = (a,b). 
1.2. CENTRE D'UNE ALGÈBRE D'INCIDENCE GÉNÉRALISÉE 
Dans cette partie, IIJ)AJœC = (DAJœc ; +, 0, *) est une algèbre d'incidence généra-
I 
lisée, où B est une relation binaire transitive sur un ensemble X. 
Définition 1.2.1. Le centre de IIJ)AJœC, noté Cen( ][J)AJœC), est défini par 
Cen(][J)AJœC) = {f E DAJœC : 9 * f = f * g, '\/g E DAJœC }. 
La notation suivante sera utilisée partout dans la thèse. 
Définition 1.2.2. Pour tout b E B et pour tout x E A, on définit 
r x -\ ( t) = {x si t = b 
o sinon. 
Comme le Supp (r X -\) = {b}, cette application est un élément de l'algèbre de 
convolution ][J)AJœC. On note par IR ( respectivement IL) l'ensemble des annihilateurs 
à droite (respectivement à gauche) de (A;·); c'est-à-dire l'ensemble des a E A 
tels que X· a = 0 (respectivement a· x = 0) pour tout x E A. Comme d'habitude, 
onécrit a < b si a :s; b et a =1- b. 
Théorème 1.2.3. Soit (X; :S;); où :s; est une relation transitive et refiexive sur X, 
B ç X 2 et N ç {((a, b), (b, c)): a:S; b :s; c} tel que pour tous ((a, b), (b, c)) EN, 
(a, b) 0 (b, c) = (a, c). f E Cen(][J)AJœc) si et seulement si 
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1) Si a < b et ((c, a), (a, b)) E N pour un c :::; a alors f(a, b) E ~, 
2) Si a < b et ((a, b), (b, c)) E N pour un c ~ b alors f(a, b) E lL, 
3) Si a E X est tel que f(a, a) rt lL et ((a, a), (a, b)) EN pour un b > a alors 
((a, b), (b, b)) EN et xf(b, b) = f(a, a)x pour tout x E A, 
4) Si b E X est tel que f(b, b) rt ~ et ((a, b), (b, b)) E N pour un a < b alors 
((a,a), (a,b)) EN et f(a,a)x = xf(b,b) pour tout xE A. 
5) Si a < b, ((a,a), (a,b)) E N et ((a,b), (b,b)) E N, alors f(a,a) E lL si et 
seulement si f(b, b) E R 
Preuve: (=?) Soit f E Cen(lIJlA.lBC ). 
1) Soit c:::; a < b, ((c,a), (a,b)) E N et x E A. Alors f * 'X'(c,a) = 'X'(c,a) * f. 
Pour (c, b) on obtient 
f(c,U)'x'(c,a)(u,b) = L 'x '(c,a) (c, t)f( t, b). (2) 
((c,u),(u,b))EN ((c,t),(t,b))EN 
Ici 'X'(c,a)(u,b) = 0 pour tout U E X t~ndis que 'X'(c,a)(c,t) est égal à x pour 
t = a et 0 sinon. Alors l'équation (2) se réduit à 0 = xf(a, b) pour tout x E A, ce 
qui démontre que f (a, b) E ~. 
2) Soit a < b:::; c, ((a,b), (b,c)) E N et x E A. Alors f * 'X'(b,c) = 'X'(b,c) * f 
évaluée à (a, c) donne 
f(a,U)'X'(b,c)(U,C) = L 'X '(b,c)(a, t)f(t, c). (3) 
((a,u),(u,c))EN ((a,t),(t,c))EN 
Ici 'X'(b,c)(U,c) = x pour U = b et 0 sinon tandis que 'X'(b,c)(a,t) = 0 pour tout 
tEX. Alors, l'équation (3) se réduit à f(a, b)x = 0 pour tout x E A, ce qui 
démontre que f (a, b) E lL. 
Pour 3)-5), nous utilisons f * 'X '(a,b) = 'X '(a,b) * f évaluée à (a, b) : 
f(a, u)'X'(a,b)(U, b) = L 'X '(a,b)(a, t)f(t, b). (4) 
((a,u),(u,b))EN ((a,t),(t,b))EN 
3) Soit a < b tels que f(a, a) rtlL et ((a, a), (a, b)) E N. Comme plus haut,(4) se 
réduit à 
{ 
xf(b, b) si f(a,a)x = 
o sinon. 
((a,b), (b,b)) EN, (5) 
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Par hypothèse f(a, a) (j.IL et donc f(a, a)x' =1- 0 pour un x' E A. Alors (5) montre 
que ((a, b), (b, b)) EN et f(a, a)x = xf(b, b) pour tout x E A. 
4) Soit a < b tels que f(b, b) (j.IR et ((a, b), (b, b)) EN. Alors (4) se réduit à 
{. 
f(a, a)x si ((a, a), (a, b)) EN, 
xf(b, b) = 
o sinon. 
(6) 
Par hypothèse x' f(b, b) =1- 0 pour un x' E A et donc ((a, a), (a, b)) E N et 
f(a, a)x = xf(b, b) pour tout xE A. 
5) Soit a <b, ((a,a),(a,b)) E Net ((a,b),(b,b)) EN. Alors (4) se réduit à 
f(a, a)x = xf(b, b) pour tout x E A. On voit bien que f(a, a) E IL entraîne 
xf(b, b) = 0 pour tout x E A, c'est-à-dire f(b, b) E IR. Le même argument montre 
que f(b, b) E IR =* f(a, a) E IL. 
(~) Supposons que f E D satisfait 1)-5). Soit 9 E D et a < b arbitraires. 
Posons 
Ct= f(a,u)g(u,b). (7) 
((a,u),(u,b))EN 
Pour a < u ::; b avec ((a, u), (u, b)) E N par 2) nous avons f(a, u) E IL et donc 
f(a, u)g(u, b) = O. Alors (7) se réduit à 
Ct = { f(a, a)g(a, b) si 
o sinon. 
((a, a), (a, b)) EN, (8) 
Posons 
(3 = L g(a, t)f(t, b). (9) 
((a,t),(t,b))EN 
Pour a ::; t < b avec ((a, t), (t, b)) E N par 1) nous avons f(t, b) E IR et donc 
g(a, t)f(t, b) = O. Alors (9) se réduit à 
{ 
g(a, b)f(b, b) si (3= 
o sinon. 
((a, b), (b, b)) E N, ('10) 
(i) Supposons que Ct =1- O. Alors (8) montre que ((a, a), (a, b)) EN et f(a, a)g(a, b) =1-
O. Il s'ensuit que f(a, a) (j. IL et 3) donne ((a, b), (b, b)) E N et xf(b, b) = 
f(a, a)x pour tout x E A. En particulier, pour x = g(a, b) on a f(a, a)g(a, b) = 
11 
g(a, b)f(b, b) et a {J par (10). 
(ii) Le même argument (basé sur 4)) montre que {J =f 0 =? a {J. 
Alors (8) et (10) entraînent a = (J. Ceci prouve que f E Cen(Jl)lAlBc) 
Corollaire 1.2.4. Si ((a,a),(a,b)) EN, ((a,b),(b,b)) E N pour tous a < b, 
alors, f E Cen(Jl)lAlRC) si et seulement si pour tous a < b 
a) f(a, b) est un annulateur de A, 
b) f(a, a) ?/:.lL ou f(b, b) ?/:. IR =? xf(b, b) = f(a, a)x, pour tout x E A, 
c) f(a, a) E lL {:} f(b, b) E IR. 
1.3. ELÉMENTS IDEMPOTENTS 
Soit A un anneau commutatif et (Xi; ::::i) deux ensembles ordonnés locale-
ment finis, i = 1,2. Si les algèbres d'incidence I(XI, A) et I(X2 , A) sont des 
anneaux isomorphes, qu'en est il des ensembles ordonnés (Xl; ::::1) et (X2 ; ? 
Ceci est un des problèmes étudiés en profondeur en algèbres d'incidence clas-
siques. Ce problème a été soulevé et résolu par R. Stanley dans le cas où A est un 
corps. Son idée de base était d'utiliser des systèmes particuliers d'idempotents de 
I(Xi , A) (i = 1,2), un système maximal d'idempotents primitifs et orthogonaux. 
Pour un anneau commutatif et unitaire A dont les seuls idempotents sont 0 et 1, 
le problème est aussi résolu en utilisant des familles d'idempotents centraux. 
Dans cette section, nous caractérisons les idempotents d'une algèbre d'incidence 
généralisée. :::: est une relation binaire sur un ensemble X. On suppose que (A;·) 
possède un élément neutre 1; 0 et 1 sont les seuls idempotents de (A;·) (un 
exemple d'un tel A est tout domaine d'intégrité); et (A; +,0) est tel que pour 
tous x,y E A, 
x + y = x {:} y = 0, (11) 
et pour tout x E A, il existe un élément unique y satisfaisant 
x+x+y=x. (12) 
La solution unique y est alors notée -x. 
Remarque: Si A = (A; O) est "cancellative" (c'est-à-dire si pour tous x, y, z E 
A, l'équation x + y = x + z impliqu~ y = z), alors A est un groupe. 
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Nous supposons que pour tous b ~ c, on a ((b,b), (b,c)), ((b,c),(c,c)) E Net 
((b, t), (t, b)) EN {:} b = t . Pour a < b et e E DABC , on note par Eab la somme 
Eab = e(a, t)e(t, b). 
(( a,t),(t,b))EN,a;it;ib 
Définition 1.3.1. Un élément e de DABC est dit idempotent si e2 := e * e = e. 
Proposition 1.3.2. On suppose que A vérifie (11) et (12); et N vérifie les condi-
tions de la remarque précédente. Alors, e E DABC est un idempotent de lIJ)ABC si et 
seulement si 
1) e(b, b) E {a, 1} pour tout b E X. 
2) Pour tous b < c, 
a): e(b,b) = e(c,c) = ° =} Ebc = e(b,c), 
b): e(b,b) = e(c,c) = 1 =} Ebc = -e(b,c), 
c): {e(b, b), e(c, cn = {a, 1} =} Ebc = O. 
Preuve: (=}) Soit e un idempotent de DABc . 
1) Soit b E X, ((b,b),(b,b)) EN. Alors 
e(b, b) = (e * e)(b, b) = e(b, b)e(b, b) 
car ((b,t), (t,b)) EN {:} t = b. Donc e(b,b) est un idempotent de (A;} Ainsi, 
e(b, b) E {a, 1} par hypothèse. 
2) Soit b < c. Alors 
e(b, c) = (e * e)(b, c) = e(b, b)e(b, c) + Ebc + e(b, c)e(c, c). (13) 
D'après 1), e(b, b) et e(c, c) sont des éléments de {a, 1}. Donc, si e(b, b) = e(c, c) = 
0, alors Ebc = e(b, c), ce qui démontre a). Si e(b, b) = e(c, c) = l,alors par (12) 
nous avons Ebc = -e(b,c), ce qui démontre b). Si {e(b,b),e(c,cn = {a, 1}, alors 
(13) et (11) entraînent Ebc = O. 
(~) Supposons que e E D satisfait 1) et 2) et montrons que e est idempotent. 
Soit b E X. Par hypothèse, ((b, t), (t, b)) E N {:} t = b et par 1), e(b, b) E {a, 1} ; 
donc (e * e)(b, b) = e(b, b)e(b, b) = e(b, b). Soit b < c. Nous avons trois cas: 
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(1) Soit e(b, b) = 0 = e(c, c). Alors, par a) et (13), 
e(b, c) = 0 + e(b, c) + 0 = e(b, b) + E bc + e(c, c) = (e * e)(b, c). 
(2) Soit e(b,b) = 1 = e(c,c). Alors, par b), (12) et (13), 
e(b, c) = e(b, c) - e(b, c) + e(b, c) = 1· e(b, c) + Ebc + e(b, c) . 1 = (e * e)(b, c). 
(3) Soit {e(b,b);e(c,c)} = {O, 1}. i) Si e(b,b) = 1 et e(c,c) = 0, alors, 
e(b, c) = l·e(b, c) = l·e(b, c)+O+O = e(b.b)·e(b, C)+Ebc+e(b, c)·e(c, c) = (e*e)(b, c). 
ii) Si e(b, b) = 0 et e(c, c) = 1, de même e(b, c) = (e * e)(b, c). 
Donc e = e * e et e est un idempotent dé ][]lA.lBC. 0 
Remarque: La famille des idempotents primitifs dans [St 70] est de la forme 
{ 
1 si a = b = x {ex: x EX}, où ex(a,b) = 
o sinon. 
Nous montrons que pour une algèbre d'incidence généralisée, il peut exister un 
idempotent non nul, e, qui prend la valeur nulle sur la diagonale; c'est-à-dire 
e(x, x) = 0 pour tout xE X. On pose 
J = {~ : n, m E Z+, 1 ::; m ::; 2n et (n > 0 '* m impair) }. 
Il est facile de voir que J ç [0,1] n Q, c'est-à-dire que J est un ensemble des 
nombres rationnels de l'intervalle [0,1]. 
Théorème 1.3.3. Supposons que (A; .) possède un élément idempotent 1 distinct 
de O. Alors ][]lARC admet un idempotent non nul e, tel que: e(b, b) = 0 pour tout 
b E X, si et seulement s'il existe {ai, i E J} c X tel que: 
a) Pour chaque i = ;;. E J, 
b)L'union des ensembles {(ai,ai+2-n-2) : i E J}, {(ai+2-n-2,ai+2-n-1) : i E J}, 
{(ai+2-n-2,ai+2-n-2+2-n-3): i E J} et {(ai+2-n-2+2-n-3,ai+2-n-l): i E J} appar-
tient à C. 
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Preuve: (=» : Soit e un idempotent non nul de D tel que e(b, b) = 0 pour 
tout (b, b) E B. Comme e est non nul, alors il existe ao < al tels que e(ao, al) =1- O. 
Or e * e = e d'où 
L e(ao, t)e(t, al) =1- o. 
((ao,t),(t,aI))EN 
Ainsi il existe al tel que e(ao,al) =1- 0, e(al,al) =1- 0 et ((aO,al), (al,al)) E N. 
2 2 2 2 2 
De même, pour (aO,al) et (al,al)' il existe al et a~ tels que 
2 2 4 4 
e(ao,al) =1- 0, e(al, al) =1- 0, e(al,a~) =1- 0, e(a~,ad =1- 0, 
4 4 2 2 4 4 
Continuant cette construction, on obtient ainsi un ensemble {ai : i E J} avec les 
propriétés énoncées dans le théorème. 
( ~) Supposons construit un sous-ensemble {ai: i E J} satisfaisant les conditions 
du théorème. Nous construisons un idempotent e E DAIT1C • Posons 
{ 
1 si (x, y) est une paire qui figure dans (14) ou (15) , 
e(x, y) = 
o sinon. 
On a que e(b, b) = 0 pour tout b E X. Nous montrons que e est un idempotent. 
Soit x, y E E, x < y. D'abord soit e(x, y) =1- O. Alors e(x, y) = 1 et il existe z 
unique tels que ((x, z), (z, y)) est une des paires dans (14) ou (15). Alors (e * 
e)(x,y) = e(x,z)e(z,y) = 1.'1 = 1 = e(x,y). Soit (e * e)(x,y) =1- O. Alors il existe 
((x, z), (z, y)) E N tel que e(x, z) = e(z, y) = 1. Alors ((x, z), (z, y)) est une des 
paires de (14) ou (15) et donc e(x, y) = 1. Le support de e est un ensemble de C. 
Donc e est un idempotent non nul de ][J)AIT1C dont la diagonale est nulle. D 
1.4. ELÉMENT UNITÉ 
Pour l'algèbre d'incidence généralisée de cette section, B est une relation bi-
naire réflexive sur un ensemble X et telle que pour tous s, x EX, 
((s,x), (x,s)) EN {::} x = s, 
Proposition 1.4.1. On suppose que pour tout (s, t) de B, on a que ((s, s), (s, t)) E 
N. Alors e E DAIT1C est une unité à gauche dans ][J)AIT1C si et seulement si 
i) Si s =1- t et pour un u E X, ((s, t), (t, u)) E N, alors e(s, t) est un annulateur à 
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gauche de (A; .), 
ii) e(s, s) est une unité à gauche de (A; .) pour tout s EX. 
Preuve: (::::::}) Soit e E DABC une unité à gauche dans ]]J)AlBC. 
~ 
i) Soit ((s,t),(t,u)) EN et s =1= t. Pour tous a E A et b E B, ra·\(x) = a si x = b 
et ra -Vx) = 0 sinon. Soit a E A, arbitraire. Comme e est une unité à gauche de 
]]J) et s =1= t, alors 
0= ra '(t,u)(s, u) = (e * ra '(t,u))(s, u) 
= e(s, tf a '(t,u)(t, u) 
ii) Soit (s, u) E B et a E A arbitraire. Alors 
2::((S,X),(X,U))EN e(s, xf a '(t,u)(x, u) 
e(s, t)a. 
a = ra '(s,u)(s, u) = (e * ra '(s,u))(s, u) 2::((s,t),(t,U))EN e(s, tf a '(s,u)(t, u) 
= e(s,sfa'(s,u)(s,u) = e(s,s)a. 
(-{=) Supposons que e satisfait i) et ii). Soit f E DABC et (s, t) E B arbitraire. 
a) Soit s =1= t. Alors par hypothèse, ((s, s), (s, t)) EN et 
(e * f)(s, t) = 2::((s,x),(X,t))EN e(s, x)f(x, t) 
= e(s, s)f(s, t) + 2::((s,x),(X,t))EN,xls e(s, x)f(x, t) = f(s, t). 
b) Soit s = t. Alors par l'hypothèse et ii), ona que (e * I)(s, s) = e(s, s)f(s, s) = 
f ( s, s). Donc e * f = f. D 
Proposition 1.4.2. On suppose que ((s, t), (t, t)) E N pour tout Cs, t) E B. Alors 
r E DAlBC est une unité à droite de ]]J)ABC si et seulement si 
i) Si t =1= u et pour un tEX, ((s, t), (t, u)) E N, alors r(t, u) est un annulateur à 
droite de (A;·), 
ii) r( s, s) est une unité à droite de (A; .) pour tout s E X. 
Preuve: Elle se fait de la même façon que celle de la proposition précédente. 
[J 
Théorème 1.4.3. e E DAlBC est l'élément unité de ]]J)ABC si et seulement si 
i) (A;·) est unitaire (d'élément unité 1 ), 
ii) e( s, s) = 1 est l'unité de A, pour tout s E X, 
iii) Si ((s, t), (t, u)) EN ou ((u, s), (s, t)) EN et s =1= t, alors e(s, t) = o. 
Preuve: Elle découle des deux propositions précédentes et du fait que 0 est 
le seul annulateur pour (A;·) unitaire. D Remarque: Supposons que pour 
chaque (s, t) E B, 8=1= t, on a que ((s, t), (t, u)) E N, ((v, s), (s, t)) E N pour un 
u et un v. Alors pour que DABC possède un élément unité, il faut et il suffit que 
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la diagonale de B, c'est-à-dire l'ensemble des couples (b, b), avec b E X soit dans 
C et que (A; .) soit unitaire. Cet élément unité est alors noté 8 et est défini par: 
8 (x, y) = { 1 si x = y 
o sinon: 
Soient p, q E B; a E A. On définit une application, que nous notons 8pq (a) de 
B x B x A dans A par 
_()_{asi P q Opq a -
o sinon. 
Pour la proposition suivante, est une algèbre de convolution généralisée. 
Proposition 1.4.4. (Rosenberg, [Ro 86j) On suppose que est une algèbre 
de convolution généralisée. Soit e E D AllJc . Alors e est une unité à gauche (res-
pectivement à droite) si et seulement si Lxop=q e(x)a 8pq(a) (respectivement 
Lpox=q ae(x) = 8pq (a)). 
Corollaire 1.4.5. Soit e E D ABC ' e est l'élément unité de D ABC si et seulement 
si Lxop=qe(x)a = 8pq (a) et Lpox=qae(x) = 8pq(a). 
Remarque Si pour une algèbre de convolution, l'ensemble N est la diagonale, 
c'est-à-dire N = {(p, p): p E B }, et pop = p; alors, e est l'élément unité de 
l'algèbre de convolution si et seulement si pour tout p E B, e(p) est l'unité de 
(A; -). 
Dans le cas où lB n'est pas réflexive, nous ne parvenons pas à caractériser l'élément 
, 
1 
unité de l'algèbre d'incidence généralisée. 
Chapitre 2 
CONGRUENCES DE TIJ)AJffiC 
Nous considérons les algèbres de convolution comme définies par Rosenberg 
[Ro 861. La notion de S-relation d'équivalence pour les algèbres d'incidence clas-
siques est définie dans [OS 971. Nous montrons comment elle se généralise dans 
le cas des algèbres d'incidence généralisées. 
Pour un anneau R, le radical de Jacobson, Rad(R) est défini comme l'intersection 
de ses idéaux maximaux. Lorsque (X; :::;) est un ensemble ordonné localemént fini 
et K un corps, [DRS 71] montre que le radical de Jacobson de l'algèbre d'incidence 
I(X;K) est 
Rad(I(X, K)) = {f E I(X, K): f(x, x) = 0, 'Ix EX}. 
Plus tard, Nachev dans [Na 77] montre que lorsque le corps est remplacé par un 
anneau semi-simple (c'est un anneau où tout R-module est projectif) et (X; 
est un ensemble préordonné (la relation:::; est reflexive et transitive) localement 
fini, alors 
Rad(I(X, R)) = {f E I(X, R) : "fi = fj => f(x, y) = 0, 'Ix, y EX}; 
où "fi est la classe de la relation d'équivalence induite par:::; de x sur (X; 
Ensuite, [Vo 80] montre que lorsque R est un anneau et (X;:::;) un ensemble 
préordonné, 
Rad(I(X, R)) = {f E I(X, R): f(x, y) E Rad(R) si, x :::; y :::; x}. 
Nous définissons la notion parallèle pour les algèbres de convolution généralisées 
et donnons une description partielle de celle-ci. Pour la convénience du lecteur, 
nous répétons la définition d'une algèbre de convolution généralisée. 
Nous désignons par : 
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• A = (A; .,0) où A est un ensemble de cardinalité strictement supérieure à 1. 
(A; +, 0) est un monoïde abélien. 
(A;.) est un groupoïde (i.e. H." est une opération binaire sur A) tel que a . 0 = 
o . a 0 pour tout a E A. 
• lB = (B; 0) est un groupoïde partiel, c'est-à-dire il.existe 0 =1= N C B2 tel que 
o : (Xl, X2) 1----> Xl 0 X2 est une application de N vers B. 
• C est une famille de sous-ensembles de B vérifiant les propriétés i) et iii) : 
i) C est héréditaire i.e., Z ç X E C :::? Z E C; 
X, Y E C :::? X U y E C et C contient tous les singletons de B. 
ii) X, Y E C:::? X 0 Y := {x 0 y 1 (x, y) E N n (X x Y)} E C. 
iii)Si bEBetX,YEC,alors{(x,y)ENn(XxY): xoy b} est fini. 
Soit 0 une relation d'équivalence sur B. On note par T l'ensemble dont les éléments 
sont des classes d'équivalence de 0 appartenant à C; c'est-à-dire T C n (BIO). 
On pose 
D~~ = {f E DABC : xOy:::? f(x) = f(y) }. 
Donc f E D~c si et seulement si f est constante sur chaque classe d'équivalence 
de O. Pour f E D~c, son support est une réunion des éléments de 
Soit b E B. On pose Fb = {(u,v) EN: uov = b}; alors {Fb : b E B} est une 
famille d'ensembles deux à deux disjoints dont la réunion est N. 
2.1. S-RELATION D'ÉQUIVALENCE. 
Définition 2.1.1. Pour a E A et mEN, on pose ma = g, + a + a + ... + q. 
V' 
m fois 
Un élément a de A est de caractéristique zéro si ma = na :::? m n. 
L'élément a E A n'est pas de caractéristique zéro s'il existe des entiers 
uniques ma 2:: 0 et na 2:: 1 tels que 
i) la, 2a,'" ,(ma + na - l)a sont deux à deux distincts, 
ii) pa = (p - na)a pour tout entier p 2:: ma + na. 
Dans ce cas, le couple (ma, na) est appelé la caractéristique de a. 
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Remarque: Si (A; +,0) est cancellative (c'est-à-dire x + y = x + z =} y = z), 
la notion de caractéristique habituelle est donné par le couple (0, na) pour dési-
gner la caractéristique d'un élément a de caractéristique non nulle. 
Soit H un sous ensemble non vide de A n'ayant pas d'éléments de caractéristique 
zéro. On pose II(H) = {mh + nh: h EH}. Alors, si II(H) a un plus grand 
élément, jL, alors II(H) est un sous-ensemble fini de N* = Z+ \ {O} et donc, le plus 
petit multiple commun de {nh: h EH} est bien défini. 
Définition 2.1.2. Soit () une relation d'équivalence sur B et T = en (B / ()). Soit 
H {ab; a, b E A, ab =1- 0 }. On suppose que H est non vide. On dit que () 
est une S-relation d'équivalence si pour tous P, Q E T et pour tous bOb', la 
propriété suivante est vérifiée: on note par x la cardin alité 1 Fb n (P x Q) 1 et on 
pose x' 1 Fb l n (P x Q) 1 (notons que x, x' E Z+). Si x =1- x', alors II(H) est fini 
et 
min{x,x'} ~ m, x x'(mod n); 
avec m max{mh, hE H} et n le plus petit multiple commun de {nh: hE H}. 
Théorème 2.1.3. Soit H = {ab : a, b E A, ab =1- 0 } non vide et () une relation 
d'équivalence sur B. Alors JI))(O) AOC est une sous-algèbre de Jl))AiBlC si et seulement 
si () est une S-relation d'équivalence. 
Preuve: Rappelons que D~~c = {f E DABc: x()y =} f(x) = f(y) }. 
(=}) Supposons que JI)) (0) ABC est une sous-algèbre de JI)) AiBlC. Soit P, Q ET, bOb' et 
x =1 Fb n (P x Q) l, et x' 1 Fb, n (P x Q) 1 . 
A noter que x et x' sont des nombres car Fb et Fb, sont des ensembles finis par 
~;~; SOit h~ E :::qu: ~ ;,ac f e:' ong:;nit(: :~~:x E Q, 
Les fonctions f et 9 sont dans D~~c' Donc f * g est aussi un élément de D~~c, 
car JI)) (0) AII:!lC est une sous-algèbre de Jl))ABC. Par définition, 
(f * g)(b) L f(11,)g(V) = f(u)g(v) = ac = x(ac). 
uov=b 
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De même, (f * g)(b' ) = x'(ac). De plus beb' implique (f * g)(b) = (f * g)(b' ) et 
donc x(ac) = x'(ac). Ainsi, pour tout hE H on a xh = x'h. 
Lemme 2.1.4. Soit x =1= x'. Alors 
a) Tout élément de H est de caractéristique non zéro, 
b) II(H) a un plus grand élément J-L, 
et c) max{ x, x'} 2': J-L. 
Preuve du lemme: 
a) Par la contraposée, supposons qu'il existe un élément h de H de caractéristique 
zéro. Alors, xh = x'h entraine que x = x'. 
b) Par contraposée, supposons que II(H) n'a pas un plus grand élément. Alors, il 
existe h E H tel que mh + nh > max{x, x'}. Comme xh = x'h, par définition de 
la caractéristique, on a x = x'. Finalement 
c) Par contraposée, supposons que max{ x, x'} < J-L. Alors, par définition de la 
caractéristique, on a x = x'. D 
Soit m = max{mh : h EH}. Alors, il existe v E H tel que m = mv. Soit n le 
plus petit multiple commun de {nh : h EH}. Sans perdre de généralité, nous 
pouvons supposer que x' > x. Montrons que 
m = mv = max{mh : h EH} :s; x = min{x, x'}. 
Par la contraposée, supposons que x < mv :s; J-L. Comme x < x', et par définition 
de la caractéristique, on a x' 2': J-L. D'où x' 2': mv + nv et x' - mv 2': O. Ainsi, 
il existe q, r E N avec 0 :s; r < nv et x' = mv + qnv + r. On a montré x'v = 
(x' - qnv)v = (mv + r)v. On a ainsi x'v = xv = (mv + r)v. Comme x < mv, on a 
:1: < mv + nv - 1, mv + r :s; mv + nv - 1 et xv = (mv + r)v. 
Montrons que x == x'(mod n). On a x' > x 2': max{ mh, h EH}. Ainsi, x' > 
i 2': mh pour tout h E H Il existe donc q, q', r, r' E N, 0 :s; r < nh, 0 :s; r' < nh 
avec 
x = mh + qnh + r et x' = mh + q' nh + r'; 
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d'où 
x'h = (x' - q'nh)h = (mh + r')h et xh = (x - qnh)h = (mh + r)h. 
On a xh = x'h, donc (mh+r')h = (mh+r)h. Et par définition de la caractéristique, 
r = r' et x - x' = (q - q')nh' 
(~) Supposons que () est une S-relation d'équivalence. Soit J, 9 E D<jc' Mon-
trons que J*g E D~~c' Posons X = Supp(f) et Y = Supp(g). Comme J, 9 E D~~c, 
les ensembles X et Y s'écrivent comme union d'éléments de T : X = UU j et 
y = UVj , avec Ui, Vj E T = C n (BI()). Soit b, b' E B tels que b()b' . Alors 
(f * g)(b) = L J(r)g(s), 
(r,s)EFbn(XxY) 
et 
J * g(b' ) = L J(r)g(s). 
(r,s)EFb,n(XxY) 
On a X x Y = UU i X UVj = Ui,j(U i X Vj ). Ainsi, (f * g)(b) = (f * g)(b' ) dès que 
J(r)g(s) = J(r)g(s). 
Posons x =1 Fb n (U i x Vj ) l, x' =1 Fb, n (U i x Vj ) 1 et supposons que x :S x'. On 
désigne par Ci, la valeur constante de J sur Ui et par dj, la valeur constante de 9 sur 
Vj et on pose h = Cidj. Il suffit donc de montrer que xh = x'h. Par la contraposée 
et la symétrie supposons x' > x et h i= O. Comme h E H, et () est une S-relation 
d'équivalence, on a que x > m et x == x'(mod n), avec m = max{mh : h EH}, 
n le plus petit multiple commun de {nh : h EH} et (mh, nh) la caractéristique 
de h. Comme x == x' (mod n), alors pour h, on a que x == x' (mod nh) et il existe 
donc q' E N tel que x' - x = q'nh' Comme x > m ~ mh, il existe q, r E Z, avec 
o :S r < nh tel que x - mh = qnh + r. Ainsi, 
1 1 1 (/) X = X + q nh = mh + qnh + r + q nh = mh + q + q nh + r 
et 
x'h = (x' - q'nh)h = (mh + qnh + r)h = xh. 
A· . 'h h J D(B) mSl, x = x et * 9 E ABC' o 
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Corollaire 2.1.5. Soit (X,::;) est un ensemble ordonné. Posons B = X2 • On 
suppose que 
• C est une famille de sous-ensembles de B telle que Y E C entraine que pour tout 
(a,b) E Y; a::; b. 
• Soit Iffi = (8;0) un groupoïde partiel avec N = {((a,b), (b,c)) : a::; b::; c} et 
pour ((a, b), (b, c)) E N, on a que ((a, b) 0 (b, c)) = (a, c). 
• Soit A = (A; +,',0) un anneau commutatif de caractéristique zéro, H {ab: 
a, b E A, ab i= 0 } non vide et fJ une relation d'équivalence sur B. Alors IDPi) ABC 
est une sous-algèbre de lDA,BC si et seulement si fJ est une S-relation d'équivalence. 
o 
Remarque: Dans ces conditions, la définition d'une S-relation d'équivalence 
se réduit à la condition: pour tous Q E T, pour tous b, b' E B, tels que bfJb' , 
x = IFb n (P x Q)I = 1Ft n (P x Q)I 
car l'anneau est de caractéristique zéro. De plus, si (b l , b2)fJ(b~, b;) et bl 1: b2, alors 
b~ 1: b;. On constate ainsi qu'on peut restreindre () sur l'ensemble des intervalles 
non nuls. lDAIEC est tout simplement l'algèbre d'incidence sur X et A, et le corollaire 
se réduit à la proposition 1.3.5 page 20 dans [OS 97J. 
2.2. RADICAL DE JACOBSON DE ])lAIffiC. 
Pour un anneau A, le radical de Jacobson sert à la caractérisation de deux al-
gèbres d'incidence avec le même anneau A et isomorphes comme anneaux. (Voir 
[OS 97J pp 259). Il est bien connu et facile à vérifier que a) un idéal d'un an-
neau A est une classe d'équivalence d'une et une seule congruence de A (voir 
définition plus bas) contenant O. Le radical de Jacobson d'un anneau peut être 
caractérisé de plusieurs façons (voir [SO 97] pp 168-170). Pour A qui n'est pas 
un anneau, nous avons pris pour le départ la caractérisation du radical de Jacob-
son comme l'intersection des congruences maximales de A. Dans la suite de cette 
partie, pour une algèbre d'incidence généralisée lDABC , nous définissons le radi-
cal de Jacobson, .J(lDABC ), comme l'intersection des congruences maximales de 
lDABC ' Rota et Stanley ont pu montrer que le radical d'une algèbre d'incidence 
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l(X, R) := (I(X, R); +, *,.,0) est entièrement déterminé par le radical de l'an-
neau R. Plus précisement, 
:r(l(X,R) = {fEl(X,R) : f(x,x) E :r(R), 'r/x EX}. 
On donne un résultat analogue pour les algèbres d'incidence généralisées. Pour 
ce faire, nous montrons comment partir d'une congruence maximale de l'algèbre 
d'incidence généralisée et obtenir une congruence maximale de l'algèbre A; et 
réciproquement. 
Définition 2.2.1. Une relation d'équivalence, 0, sur une algèbre A (A; +,',) 
est une congruence sur A si aOb et cOd impliquent (a + c) 0 (b + d) et (a . 
c) 0 (b· d). 
On suppose que B est une relation réflexive et transitive sur un ensemble X. Le 
'groupoïde partiellffi est défini par (x, y) 0 (y, b) = (x, b), avec N ç {((a, b), (b, c)) : 
(a, b), (b, c) E B } et ((a, b), (b, a)) EN*? a = b. 
Remarque: Nous notons dans la suite Con (A) l'ensemble des congruences de 
l'algèbre A. En considérant chaque relation d'équivalence sur A comme un sous-
ensemble de A2 , on peut ordonner Con(A) par l'inclusion. Dans (Con(A); 
la congruence A 2 (avec un seul bloc A) est le plus grand élément. On dit que 
o E Con(A) est maximale si 0 =1- A2 et 0 eTC A2, alors 0 TOU T A2, pour 
tout T E Con(A). En supposant l'axiome de Choix (AC), ou le lemme de Zorn 
équivalent à (AC), on a le résultat suivant ( Voir [MMW 87], pp 27) : 
Proposition 2.2.2. Soit 0 une congruence sur A et soit (a, b) E A2 tel que 
(a, b) rt. O. Alors il existe une congruence maximale 0 sur A telle que 0 ç 0 ç 
A2 \ {(a,b)}. 
Remarque : Pour H C B, on pose 
RH = ((x, x) E B: 3(x,y) EH}, LH = ((y, y) E B: 3(x,y) EH}. 
Définition 2.2.3. Une fonction f de DAEC est dite diagonale si f(x,y) 0 
pour tous x, y E X, x =1- y. 
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Lemme 2.2.4. On suppose que l'algèbre A est unitaire avec identité 1. Soit e 
une congruence sur ]]J)AIaC telle que (p,O) E e pour chaque fonction diagonale p de 
]]J)AIaC' Soit HEC tel que RH E C ou LH E C. Alors, f E Duc avec Supp(f) ç H 
satisfait (f, 0) E e. 
Preuve: On écrira f e 9 pour (f, g) E e. Soit HEC tel que RH E C ou 
LH E C. Soit f E D AIaC telle que Supp(f) ç H. 
Soit RH E C. Soit d E AB diagonale telle que Supp(d) = RH et d(x, x) = 1 pour 
chaque (x, x) E RH. Comme RH E C et d est diagonale, on a d E D AIaC et par 
hypothèse (d,O) E e. Nous montrons que 9 = d * f = f. En effet, soit (x, y) E B. 
Alors pour tout (x, y) E B, 
g(x, y) = (d * f)(x, y) = d(x, t)f(t, y) = d(x, x)f(x, y). 
((x,t),(t,y))EN 
Si (x,y) E H, alors (x,x) E RH et d(x,x) = 1~ d'où g(x,y) = f(x,y). Si 
(x, y) tJ- H, alors f(x, y) = 0 car Supp(f) ç H et g(x, y) = O. Donc 9 = f. 
Comme (d,O) E e et e est une congruence, (d * f, 0 * f) = (f,0) E e. 
Soit LH E C. Par un argument pareil, (f,0) E e. 0 
Corollaire 2.2.5. On suppose que C est tel que RH E C ou LH E C pour tout 
HEC. Soit e une congruence de ]]J)AIaC telle que toute fonction diagonale pest 
dans la même classe d'équivalence que la fonction nulle O. Alors e est la plus 
grande congruence D1Iac' 
Preuve: Soit e une congruence de ]]J)uc telle que pour toute fonction p E DAIaC 
diagonale, on a que (p,O) E e. Par définition, on sait que Supp(f) E C, pour 
chaque f E D AIaC • Ainsi, d'après le lemme précédent, on a (f,0) E e, pour chaque 
f E DAIaC • Donc pour tous f, 9 E DAIaC , par la transitivité et la symétrie de e, 
(f,g) E e car (f,0) E e et (O,g) E e. 0 
Dans le cas où la relation B est un ordre localement fini sur un ensemble X, on 
a C = P(X) et le résultat est vérifié. 
Corollaire 2.2.6. Soit Do = {(x, x) E B : x EX}. On suppose que Do E C. Soit 
e une congruence de ]]J)uc telle que (p,O) E e pour chaque p E D AIaC diagonale. 
Alors e = D1Iac' 
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Remarque: Soit x E X et T une congruence de A. Pour tous f,g E DABc , on 
définit une relation binaire sur JD)AlIJC, notée Tx , par (J,g) E Tx si (J(x,x),g(x,x)) E 
T. 
Lemme 2.2.7. Soit x E X et T une congruence de A. Alors Tx est une congruence 
de JD)AlIJC. 
Preuve : L'application r.p : D -t A définie par f I--t f (x, x) est un homo-
morphisme de JD) sur A. Pour l'opération 
f, 9 E D. Alors 
c'est évident. Pour le produit, soit 
f(x, y)g(y, x) f(x, x)g(x, x). 
«x,y),(y,x»EN 
Alors T x est la préimage de T induite par l'homomorphisme r.p et donc Tx est une 
congruence de JD) AlEC. D 
Remarque: Soit T une congruence de A. On définit une relation T sur JD)AlBC 
par (J, g) ET si (J(x, x), g(x, x)) E T, pour tout x E X. Alors T 
T est une congruence de JD)ABC. 
et donc 
Théorème 2.2.8. Soit x E X et T une congruence de A. Alors T est maximale 
dans A si et seulement si Tx est maximale dans JD)ABc, 
Preuve : (=». Soit T congruence maximale de A et soit e une congruence de 
~ ~ 
JD)ABC telle que Tx Ce. On définit une relatione sur A par e = {(J(x, x), g(x, x)) : 
(J,g) E e}. 
Lemme 2.2.9. e est une relation d'équivalence sur A. 
Preuve du lemme: a) e est réflexive, car pour chaque a E A, pour 
~ ~ 
f = 9 = 'a"1(x,x) on obtient (a,a) = ('a'(x,x) (x, x), 'a"1(x,x) (x, x)) E e. b) e est 
symmétrique, En effet, soit (a, b) E e. Alors (a, b) = (J(x, x), g(x, x)) pour certain 
(J, g) E e. Comme (g,1) E e, on obtient (b, a) = (g(x, x), f(x, x)) E fi. c) (j est 
transitive. En effet, soit (a,b) E fi, (b,c) E (j. Alors, il existe (J,g) E e tel que 
f(x,x) = a et g(x,x) = b; et il existe (h,l) E e tel que h(x,x) = b et l(x,x) c. 
Ainsi, g(x,x) = b = h(x,x) et (g(x,x),h(x,x)) E T. Par suite (g,h) E Tx et 
(g, h) E e car Tx ç e. On a ainsi (J, g) E e, (g, h) E e et (h, l) E e. Donc 
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(f, l) E e telle que f(x, x) = a, l(x, x) = c et (a, c) E e. e est ainsi une relation 
d'équivalence.. D 
Lemme 2.2.10. e est une congruence de A. 
Preuve du lemme :Soit (a, b) E e et c E A arbitraires. Alors (a, b) 
(f(x, x), g(x, x)) pour une paire (f, g) E e et (ca, cb) = (cf(x, x), cg(x, x)) 
(, C'ex,x) * f(x, x),' C'ex,x) * g(x, x)). Comme e est une congruence de IIJ)AJaC, on a 
que ('c'ex,x) *f,'c'ex,x) *g) E e, ce qui montre, que (ca,cb) E e. La même preuve 
- --
montre que (ac, bc) E e. La preuve que (c + a, c + b) E e est similaire. Donc e est 
une congruence. D. 
Montrons que Tee. En effet, soit (a,b) E·T. Alors ('a'ex,x),'b'ex,x)) E Tx et 
('a'ex,x),'b'ex,x)) E e car Tx C e. Ceci montre que (a,b) E e. Comme T est une 
congruence maximale de A, nous avons e = T ou e = A 2 . 
1) Soit e = T. Nous montrons alors que e = Tx. En vue de Tx ç e, il suffit de 
montrer que e ç Tx. Soit (f,g) E e, alors (f(x,x),g(x,x)) E e = T et donc 
(f, g) E T x · 
2) Soit e = A2 et f,g E DAJac arbitraires. Alors (f(x,x),g(x,x)) E A2 = e, donc 
il existe (h, l) E e avec h(x, x) = f(x, x) et l(x, x) = g(x, x). Il est évident que 
(f, h) E Tx ç e, (h, l) E e et (l, g) E Tx ç e. Ceci prouve que (f, g) E e, comme f, 
et 9 étaient arbitraires, e = D1Jac ' 
( ~) Soit Tx une congruence maximale de IIJ) AJaC et e une congruence de A telle 
que Tee. Evidemment,Tx c ex et ainsi, ex = Tx ou ex = D1Jac car Tx est une 
congruence maximale de IIJ) AJaC. 
1) Soit ex = Tx et soit (a,b) E e arbitraire. Alors ('a'ex,x),'b'ex,x)) E ex = Tx 
entraîne (a, b) ET. Ce qui montre que e ç T et donc e = T. 
2) Soit ex = D1Jac et soit (a,b) E A2 arbitraires. Alors ('a'ex,x), 'b'ex,x)) E Dkc = 
ex et (a, b) E e . Alors e = T ou e = A 2 et T est une congruence maximale de A. 
D 
Définition 2.2.11. Soit e une congruence de IIJ)AJaC. Soit x E X. On définit la 
relation binaire ex sur A, en posant (a, b) E ex s'il existe (f, g) E e tel que 
f(x, x) = a et g(x, x) = b. 
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Lemme 2.2.12. Soit e une congruence de IDJ,\EC. Soit x E X. Alors la relation 
binaire ex est une congruence de A. 
Preuve: Soit a E A. Alors ('a '(x,x),' a '(x,x)) E e. Donc (a, a) E ex et e est 
réflexive. Le fait pour ex d'être symétrique découle du fait que e l'est. Pour la 
transitivité, on suppose (a, b) E ex et (b, c) E ex. Alors, il existe (t, g) E e 
tel que t(x, x) = a, g(x, x) = b; et il existe (j, m) E e tel que f(x, x) = b et 
m(x,x) = c. Ainsi, g(x,x) = b = f(x,x). Comme e est une congruence, (t,g) E e 
et (j,m) E e, alors (t+ ih,g+ fh) E e et (gh+ f,gh+m) E e; où 
{ 
f(x, y) si 
ih(x, y) = 
o sinon. 
x=Jy 
On remarque que g+ ih = gh+ f car g(x, x) = b = f(x, x) et ainsi (t+ fh, gh+m) E 
(J. De plus, 
(t + ih)(x, x) = t(x, x) = a, (gh + m)(x, x) = m(x, x) = c; 
donc (a, c) E ex et ex est transitive. Pour (a, b) E ex et cE A, il existe (h, g) E e 
tel que h(x, x) = a et g(x, x) = b. Comme e est une congruence de [)JAEC, on a 
(h * 'C'(x,x),g * 'C'(x,x)) E e, (h + 'C'(x,x),g + 'C'(x,x)) E e. 
Donc (Jx est une congruence. D 
Lemme 2.2.13. Soit e une congruence de [)JAJaC, soit x E A et soit Tune 
congruence sur A. Alors ex ç T ====} e ç Tx. 
Preuve: Soit (j,g) E e. Alors (j(x,x),g(x,x)) E ex ç T et donc e ç Tx. 
D 
Proposition 2.2.14. Si e est une congruence maximale de [)JAEC, alors ex = A2 
ou ex est une congruence maximale de A. 
Preuve: Supposons que ex =J A2 . Soit T une congruence de A telle que ex C T 
. Alors e C Tx d'après le lemme précédent. Ainsi, Tx = e ou Tx = DiEc, car e est 
une congruence maximale de [)JAEC. 
1) Soit Tx = e. Soit (a,b) ET arbitraire. Alors ('a'(x,x),'b'(x,x)) E Tx = e; ainsi 
(a, b) E ex et donc T ç ex. Comme ex ç T par hypothèse, ex = T. 
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2) Soit Tx = Dkc. Pour chaque (a,b) E A2, on a que ('a'(x,x),'b'(x,x)) E D'iBc = 
Tx et donc (a, b) E T. Ceci montre que T = A2. Donc ex est maximale. 0 
Définition 2.2.15. (AC) Soit A une algèbre. On appelle le radical de Jacobson 
de A, noté .J(A), l'intersection de toutes les congruences maximales de A. 
Proposition 2.2.16 . 
.J(IIJlABC ) C {(J,g) E D'iBc: (J(x,x),g(x,x)) E .J(A), Vx EX}. 
Preuve: Soit (J, g) E D'iBc tel que (J, g) E e pour toutes congruences 
maximales e de IIJlABC . Soit x E X et T une congruence maximale de A. Alors par 
le théorème 2.2.8, Tx est une congruence maximale de IIJlABC · Ainsi, (J, g) E Tx , 
d'où (J(x, x), g(x, x)) E T. Ceci montre la proposition. 0 
Proposition 2.2.17. Si A est une algèbre et il existe x E X tel que ex =1= A2 pour 
toutes les congruences maximales e de IIJlABC , alors 
.J(IIJlABC ) = {(J,g) E D'iBc: (J(x,x),g(x,x)) E .J(A), Vx EX}. 
Preuve: Supposons que (J, g) appartient au côté droit de la formule et soit e 
une congruence maximale de IIJlABC . Alors, par l'hypothèse et la proposition 2.2.14, 
on a que ex est une congruence maximale de A. Ainsi, (J(x, x), g(x, x)) E ex; donc 
(J, g) E (eX)x· Or e c (eX)x et e et (eX)x sont des congruences maximales, alors 
e = (eX)x et (J, g) E .J(IIJlABC ). 0 
Proposition 2.2.18. Si A est telle que pour toute congruence maximale e de 
IIJl ABC, il existe Xe E X avec exo =1= A 2 , alors 
.J(IIJlABC ) = {(J,g) E D'iBC: (J(x,x),g(x,x)) E .J(A), Vx EX}. 
Preuve: Supposons que (J, g) appartient au côté droit de la formule et soit e 
une congruence maximale de IIJlABC . Alors par l'hypothèse et la proposition 2.2.14, 
il existe Xe E X tel que exo =1= A 2 et exo est une congruence maximale de A. Ainsi, 
(J(xe,xe),g(xe,xe)) E exo ; donc (J,g) E (eXo)xo. Or e c (eXo)xo et e et (eXo)xo 
sont des congruences maximales, alors e = (eXo)xo et (J, g) E .J(IIJlABC ). 0 
Remarque: 1) Nous n'arrivons pas encore à conclure le cas où l'algèbre A 
ne vérifie pas les conditions de la proposition précédente, c'est-à-dire le cas où il 
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existe une congruence maximale e de lI}) AJaC telle que ex = A 2 pour tout x E X. 
2) La construction suivante est en partie inspirée de [OS 97], 5.1-5.3. 
Définition 2.2.19. Soit kEN. Une chaîne est un ensemble {(Xi, Yi) E B: 1:::; 
i :::; k} tel que 
a) Yi < Xi+l pour i = 1, ... , k - 1, et 
b) Si Xi :::; Z :::; Yi alors ((Xi, z), (z, Yi)) EN. 
Définition 2.2.20. Une sous-relation P de B est dite fine s'il existe un entier 
positif n tel que 1 P n z 1 < n pour toute chaîne Z de B. 
Remarque: L'union de deux sous-relations fines est une sous-relation fine. 
En effet, soient Pl et P2 deux sous-relations fines. Alors, il existe nI et n2 des 
entiers respectifs tels que 1 Z n Pl 1 < nI et 1 Z n P2 1 < n2 pour toute chaîne Z de 
B. Ainsi,· 
Soit U ç P(B). Soit cp une fonction de B vers Con(A) (c'est-à-dire cp(x,y) 
est une congruence de A pour tout (x, y) E B). On définit une relation binaire e~ 
sur D ABC par: (J, g) E e~ s'il existe V EU tel que la relation 
Cp~g = {(x,y) EV: (J(x,y),g(x,y)) tf. cp(x,y)} 
soit fine. 
Lemme 2.2.21. Si U est fermé pour l'intersf(ction, alors e~ est une relation 
d'équivalence sur lI})ABC. 
Preuve: Pour tout f E D ABC et V EU, on a que cpYt = 0 et 0 est fine. Donc 
e~ est réflexive. 
Pour tous f, 9 E DABC et V E U, on a par définition CPyg 
symétrique. 
Cp~t' donc e~ est 
Soient f,g,h E D AJac tels que (J,g),(g,h) E e~. Alors il existe UI ,U2 EU 
tels que CPy~ et Cp~~ sont fines. Posons U = UI n U2 . Alors U E U car U est 
fermé pour l'intersection. On a CPYh C CPy~ U cp~~. En effet, soit (x,y) E U tel 
que (x,y) tf. CPy~ u cp~~. Comme U = UI n U2 , alors (J(x,y),g(x,y)) E cp(x,y) 
et (g(x, y), h(x, y)) E cp(x, y). Comme la congruence cp(x, y) est transitive, on a 
(J(x, y), h(x, y)) E cp(x, y) et (x, y) tf. CPYh' Ceci montre que CPyg ç CPy~ U cp~~. Ici, 
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<Py; U <P~~ est fine comme la réunion de deux relations fines et <PYh est fine. Donc 
e~ est transitive. D 
Lemme 2.2.22. 1) Soit U c P(B) tel que pour chaque U EU et tout (x, y) E U 
et a E X, 
((x, a), (a, y)) EN::::} (x, a), (a, y) EU. 
2) Soit <P : B ---t Con(A) une fonction telle que pour tous (x, y) E B et a E X, 
((x, a), (a, y)) EN::::} <p(x, a) U <p(a, y) C <p(x, y). 
Alors e~ est une congruence de ])lAIBC. 
Preuve: Soit h E DAIBC et (f, g) E e~. Alors, il existe U EU tel que <Pyg est 
une relation fine. Alors il existe un entier positif n tel que 1 Z n <Pyg 1 < n pour 
toute chaîne Z de B. 
On montre que <P~+h)(9+h) C <Pyg. En effet, soit (x, y) tJ. <Pyg' Alors (f(x, y), g(x, y)) E 
ip(x, y). Comme <p(x, y) E Con(A), 
(f(x,y) + h(x,y),g(x,y) + h(x,y)) E <p(x,y), 
ce qui signifie que (x, y) tJ. <P~f+h)(g+h) et démontre l'inclusion. Par hypothèse, <Pyg 
est fine, donc <PY+h,g+h est fine et (f + h, 9 + h) E e~. 
Posons J' = f*h et g' = g*h. Montrons que <P~'g' est fine. Supposons le contraire. 
Alors, pour tout entier positif m, il existe une chaîne Zm de B telle que 1 Zm n 
<P~'g' 1;::: m. En particulier, pour notre n, il existe (Xl,yt),(X2,Y2),'" ,(xn,Yn) 
une chaîne de lffi telle que pour tout i = 1, ... ,n, on a que (Xi, Yi) E <py, g' ; c'est-
à-dire (J'(Xi,Yi),g'(Xi,Yi)) tJ. <P(Xi,Yi)' 
Soit i = 1, ... , n. Nous montrons qu'il existe ((Xi, Zi), (Zi' Yi)) EN tel que (Xi, Zi) E 
<Pyg' En effet, supposons le contraire. Alors, pour tous ((Xi, z), (z, Yi)) E N, on a 
que (Xi, z) tJ. <Pyg' Par hypothèse, (Xi, Yi) E U et ((Xi, z), (z, Yi)) E N, alors (Xi, z) E 
U d'après 1). Ainsi, de (Xi'Z) tJ. <pYg, il découle que (f(Xi,Z),g(Xi'Z)) E <P(Xi'Z), 
Comme <P E Con(A), on a (f(Xi' z)h(z, Yi), g(Xi' z)h(z, Yi)) E <P(Xi' z) et 
( I: (f(Xi, z)h(z, Yi), I: g(Xi' z)h(z, Yi)) E <P(Xi' z). ((Xi,Z),(Z,Yi))EN ((Xi,Z),(Z,Yi)EN 
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Ainsi, (j' (Xi, Yi), g' (Xi, Yi)) E rp(Xi, z) et (j' (Xi, Yi), g' (Xi, Yi)) E rp(Xi, Yi) car rp(Xi, z) C 
rp(Xi, Yi) et (Xi, Yi) tJ. rp~, g" Ce qui est absurde, car (Xi, Yi) E rp~, g" Ainsi, pour 
i E {l, 2, ... n}, Il existe ((Xi, Zi), (Zi, Yi)) E N tel que (Xi, Zi) E rpYg' On obtient 
ainsi une chaîne Zn' = {(Xi, Zi), (Zi, Yi) } contenant au moins n éléments de rpYg' 
Ce qui est impossible. Donc rp~'g' est fine et (j',g') E e~. 
" 'f U Posons J = h * Jet 9 = h * g. De façon analogue, on montre que rp f" g" est fine. 
D 
Proposition 2.2.23. Soit F un filtre sur (X;:::;) (B C X2 J. On définit une rela-
tion binaire =F sur [])AIBC par: pour tous J, g, E DAIBC , 
J =F 9 <==? :3Y E F tel que J(x, x) = g(x, x), Vx E y. 
Alors la relation =F ainsi définie est une congruence de [])AlBc, 
Preuve: Nous montrons que =F est une relation d'équivalence sur DAlBc, X E 
F car F est un filtre. Et pour tout JE DAIBC , pour tout X EX, J(x, x) = J(x, x). 
Donc J =F J et =F est réflexive. 
Soit J, 9 E DAIBC tels que J =F g. Alors il existe Y E F tel que J(x, x) = g(x, x) 
pour tout X E Y. Donc 9 =F J et =F est symétrique. 
Soit J, g, h E D AIBC tels que J =F 9 et 9 =F h. Alors, il existe Y E F et ZEF 
tels que J(x,x) = g(x,x), pour tout X E Y et g(x,x) = h(x,x), pour tout X E Z. 
Comme Y, ZEF et F est un filtre, alors Y n ZEF. Pour tout X E Y n Z, on a 
J(x,x) = g(x,x) = h(x,x). Donc J =F h et =F est transitive. 
Soit J =F 9 et h E DAIBC ' Alors il existe Y E F tel qùe J(x, x) = g(x, x) pour 
tout X E Y. Soit X E Y, alors 
(J + h)(x, x) = J(x, x) + h(x, x) = g(x, x) + h(x, x) = (g + h)(x, x). 
De même, 
(J * h)(x, x) = J(x, x)h(x, x) = g(x, x)h(x, x) = (g * h)(x, x). 
Ainsi, (J + h) =F (g + h) et (J * h) =F (g * h) D 
Chapitre 3 
PROPRIÉTÉS ALGÉBRIQUES DE IIJ)AIBC 
Dans ce chapitre, nous introduisons et étudions certaines propriétés algé-
briques de base sur une algèbre de convolution définie par un multigroupoïde 
partiel et une structure qui ressemble à un anneau . Ce travail est inspiré des 
travaux de Veldsman sur les types de convolution et ceux de Rosenberg sur les 
propriétés algébriques d'une algèbre de convolution généralisée. En effet, nous 
généralisons certains résultats de [Ro 86]. 
L'algèbre est un ensemble DA'J]c de fonctions définies d'un multigroupoïde 
partiel IB = (B,o) vers une algèbre A = (A; +,·,0) où (A; +, 0) est un monoïde 
abélien avec 0 un élément neutre et 0 un annulateur à gauche et à droite pour la 
multiplication. Pour deux éléments f et 9 de DABc , on note f * 9 un élément de 
D ABC défini par 
(f * g)(x) = L f(t)g(v) (16) 
xEtov 
On impose à un ensemble C des parties de B des conditions pour que la somme 
dans (i6) soit finie. 
Dans la première partie de ce travail, nous donnons des correspondances entre la 
définition de Veldsman sur les types de convolution et celle que nous utilisons. 
Ensuite, nous établissons les conditions nécessaires et suffisantes pour qu'une al-
gèbre de convolution définie pour un multigroupoide partiel soit commutative, 
associative, distributive, anneau, idempotente, bidemitreillis et admette un élé-
ment unité. Plus loin, nous étudions certaines de ces propriétés si (A; +,.) est 
aussi une hyperstructure. 
La définition suivante est celle du type de convolution donnée par Veldsman. 
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Définition 3.0.24. (Veldsman [Ve 06]) Un type de convolution est un qua-
druplet T = (X,S,Œ,r), où X est un ensemble non vide, S est un ensemble non 
vide des parties de X, avec S =j:. {X}; Œ( x) est un sous-ensemble non vide de 
X x X pour tout x E X et r est une fonction définie de x X vers Z, tels que 
pour tous YI, Y2 E S, 
Cl : YI n 12 contient un Y E S, 
C2 : Il existe Y E S tel que pour tout y E Y et pour tout (s, t) E Œ(y), on a que 
s E YI ou t E Y2 , 
C3 : Pour tout x E X, l'ensemble {(s, t) E Œ(X): s EX \ YI et tEX \ 12 } est 
fini, 
Al : Pour tout x E X, (s, t) E Œ(X) et (p, q) E Œ(S), il existe v E X unique, avec 
(p,v) E Œ(X), (q,t) E Œ(V) et tel que r(s,t)r(p,q) r(p,v)r(q,t), 
A2 : Pour tous x E X, (s, t) E Œ(X) et (P, q) E Œ(t) il existe u E X unique, avec 
(u, q) E Œ(X), (s,p) E Œ(U) et tel que r(s, t)r(p, q) r(u, q)r(s,p). 
Définition 3.0.25. Soit X un ensemble non vide. Soit P(X) l'ensemble des 
parties de X. Un multigroupoïde partiel sur X, est une application de X x X 
vers P(X). 
Remarque: Si pour tous x, y E X, lx 0 yi ~ 1, c'est-A-dire x 0 y est un 
singleton ou l'ensemble vide, alors le multigroupoïde peut être identifié A un 
groupoïde partiel dont le domaine est l'ensemble {(x, y) E X 2 : lx 0 yi = 1}. 
Si lx 0 yi = 1 pour tous x, y E X, le multigroupoïde est un groupoïde. 
Pour des formules formées des produits 0 et des symboles ensemblistes, le produit 
prend une priorité aux symboles' ensemblistes; c'est-A-dire x 0 y n z 0 t représente 
(x 0 y) n (z 0 t) et x E a 0 b représente x E (a 0 b). 
3.1. TYPE DE CONVOLUTION ET ALGÈBRE DE CONVOLUTIONS DÉ-
FINIE PAR UN MULTIGROUPOÏDE PARTIEL. 
Pour les lemmes suivants, les définitions sont celles de type de convolution, 
T = (X, S, Œ, r). Pour la définition de D AlllC, la famille C est le complémentaire de 
S et le multigroupoïde est défini comme il suit : x 0 y {a EX: (x, y) E Œ( a)}, 
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où S et O'(a) sont définis par le type de convolution. Pour tout ensemble H, on 
note HC son complémentaire. 
Lemme 3.1.1. La condition Cl (de la définition (3.0.24)) est équivalente à la 
condition: 
Dl : La famille C est filtrante supérieurement dans (P(X); 
tous Cl, C2 E C, il existe C3 E C tel que Cl U C2 ç C3 • 
c'est-à-dire, pour 
Preuve: Supposons Cl vraie. Soit Cl, C2 E C. Alors Cf, Ci E S et d'après 
Cl, il existe un Y E S tel que Y ç Cf n Ci, c'est-à-dire Y ç (Cl U C2 )c. D'où 
Cl U C2 ç yc. Il suffit de prendre C3 = yc. 
Supoposons Dl vraie. Soit YI, 1'2 E S. Alors y;c, Y2c E C et d'après Dl, il existe 
un Y3 E C tel que Ylc U y 2c ç Y3 , c'est-à-dire (YI n y;)c ç Y3 • D'où Y3c ç Yi n Y;. 
Il suffit de prendre Y = Y3c E S. D 
Lemme 3.1.2. La condition C2 (de la définition (3.0.24)) est équivalente à la 
condition: 
D2 : Pour tous Cl, C2 E C, il existe C3 E C tel que Cl 0 C2 ç C3 • 
Preuve: Supposons C2 vraie. Soit Cl, C2 E C. Alors Of, Ci E S et d'après 
C2, il existe Y ES tel que pour tous y E Y et (s, t) E O'(Y), on a que s E Cf ou 
t E Ci; c'est-à-dire UyEY O'(Y) ç (Cf x X) U (X x Ci) . On obtient 
( U O'(Y)r ;;2 [(Cf x X) U (X x C~)r 
yEY 
et donc 
n O'(yr ;;2 (Cf x X)C n (X x C~)c. 
yEY 
De plus, 
(s, t) E (Cf x X)C n (X x C~)c.ç:} (s, t) ~ (Cf x X) 
et 
(s,t) ~ X x C~ {::} (8,t) E (Cl x X) 
et 
(s, t) E X X C2 {::} (8, t) E (Cl x X) n (X x C2 ) {::} (8, t) E Cl x C2 . 
Donc (Cf x X)C n (X x Ci)C = Cl x C2 , c'est-à-dire nyEy O'(yY ;;2 Cl X C2 • 
nyEy O'(y)c = {(s, t) E X 2 : (8, t) ~ O'(Y), Vy E Y} 
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= {(s,t) E X2: (sot) nY = 0} = {(s,t) E X2: (sot) ç yC}. 
On a donc que {(s, t) E X2 : (s 0 t) ç yC} -;2 Cl X C2. Posons C3 = yc E C. Pour 
tout (Cl, C2) E Cl X C2 , CIo C2 ç C3 . Ainsi, CIO C2 ç C 3 et la condition D2 est 
vérifiée. 
Supposons D2 vraie. Soit YI, 1'2 ES. Alors Ylc, Y2c E C et d'après D2, il existe un 
C3 E C tel que Ylc 0 y;c ç C3 , c'est-à-dire cg ç (Ylc 0 y2C)c. Posons Y = cg E S. 
Soit y E Y et (s, t) E a(y); alors y E sot. De plus, 
y E sot et y 1. Ylc 0 y;c ~ sot ct ~c 0 Y2c ~ s 1. Ylc ou t 1. Y2c ~ s E YI ou t 1. Y2. 
Alors C2 est vérifiée. D 
Remarque : Pour U, V c X et x EX, on pose 
Nuv(x) = {(a,b) E UxV: x E aob} = ((a,b) E UxV: (a,b) E a(x)} = a(x)n(UxV). 
Lemme 3.1.3. La condition C3 (de la définition (3.0.24)) est équivalente à la 
condition: 
D3 : Pour tous Cl, C2 E C, et x E X, l'ensemble NC1C2 (X) est fini. 
Preuve: Soit Cl, C2 E C et x E X. Alors Cf, Ci ES et d'après C3 l'ensemble 
,{(s, t) E a(x) : s E (Cn C , tE (Ci)C } est fini. Or 
d'où NC1C2 (X) est fini et D3 est vraie. 
La réciproque se démontre de la même manière. D 
Lemme 3.1.4. La condition Al (de la définition (3.0.24)) est équivalente à la 
condition: 
El : Pour tous p, q, tEX, 
i) (poq)otçpo(qot), 
ii) Pour tous sEp 0 q et x E sot, il existe V sx E q 0 t unique tel que x E po V sx 
Preuve: On se rappelle que 
(p 0 q) 0 t = U x 0 t = U {a EX: (x, t) E a ( a)}. 
xEpoq xEpoq 
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Supposons que Al est vraie. Soit p, q, tEX et a E (p 0 q) 0 t. Alors, il existe 
x E po q, (x, t) E Œ(a), c'est-à-dire il existe x E X tel que (p, q) E Œ(X) et 
(x, t) E Œ(a). Comme (x, t) E Œ(a) et (p, q) E Œ(X), d'après Al, il existe un 
unique v E X tel que (p, v) E Œ(a), (q, t) E Œ(V) et tel que T(X, t)T(p, q) = 
T(p,V)T(q, t); c'est-à-dire, il existe un unique v E X tel que a E (po v), v E (qot) 
et T(X, t)T(p, q) = T(p, V)T(q, t). En particulier, a E po(qot) et (poq)ot ç po(qot). 
Supposons El vraie. Soit x E X, soit (s, t) E Œ(X) et (p, q) E Œ(S). Alors x E sot 
et sE poq et d'après El, il existe un unique Vsx E qot tel que xE povsx ç po(qot) 
et T(S, t)T(p, q) = T(p, Vsx)T(q, t). C'est-à-dire, il existe un unique Vsx E X, tel que 
(q, t) E Œ(Vsx ), (p, vsx ) E Œ(X) et T(S, t)T(p, q) = T(p, Vsx)T(q, t). [J 
Remarque: La condition El i) peut juste être vue comme une conséquence de 
A1. L'application T : X x X ---t Z reste inchangée dans les conditions Al, El, A2 
et E2. 
Lemme 3.1.5. La condition A2 (de la définition (3.0.24) est équivalente à la 
condition: 
E2 : Pour tous p, q, tEX 
i) p 0 (q 0 t) ç (p 0 q) 0 t , 
ii) Pour tous S E (q 0 t) et x E (p 0 s), il existe Usx E (q 0 q) unique tel que 
:r E (usx 0 t) et T(p, q)T(q, t) = T(U sx , q)T(S,p). 
Preuve: Elle se fait de manière analogue à celle du lemme précédent. 0 
Remarque: Pour Veldsman, les algèbres de convolution sont des anneaux et 
la convolution est définie par des "poids" (T : X x X ---t Z); ce qui n'est pas 
le cas pour les algèbres de convolution que nous considérons dans notre travail. 
Certainement, ces poids ne figurent pas dans les algèbres de convolution et les 
algèbres d'incidence classique. Comme pour notre travail, (A; +,0) n'est pas né-
cessairement un groupe, il aurait fallu restreindre les valeurs de T à des entiers 
non négatifs. Les conditions de Velds man aussi impliquent que IBl est associatif, 
ce que nous ne supposons pas. 
Après ces différentes interprétations, nous donnons la définition de l'algébre de 
convolution généralisée, IDJAlBC = (DAlBC ; +, *, 0), dont nous allons étudier certaines 
propriétés algébriques. (B; 0) est un multigroupoïde partiel; c'est-à- dire 0 est une 
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application définie de B 2 vers l'ensemble des parties de B. L'algèbre (A; +, " 0) 
est définie comme dans les sections précédentes. En particulier, on suppose que 
A2 =1= {O}. L'ensemble C est un sous-ensemble de P(B) fermé pour l'union et est 
héréditaire (c'est-à-dire Y ç SEC => y E C). En d'autres termes, C est un idéal 
du treillis (P(X); u, n). De plus, tous les singletons sont dans Cet C vérifie: pour 
tous Cl, C2 E C, 
CIO C2 E C; CIO C2 U CIO C2· 
ciECi 
Pour tous CI, C2 E C et x E B, l'ensemble NC1C2 (b) = {(Cl, C2) E Cl X C2 : b E 
Cl 0 C2} est fini. 
Nous donnons les conditions pour qu'une algèbre de convolution généralisée soit 
commutative, associative, distributive, un anneau, idempotente, un bidemitreillis 
ou unitaire. 
3.2. COMMUTATIVITÉ 
Nous donnons les conditions pour qu'une algèbre de convolution, Jl})AlBC .-
(DAJJC ; *,0), définie par un multigroupoïde partiel soit commutative. 
Définition 3.2.1. Un multigroupoïde patiel (B; 0) est dit commutatif si pO q 
q 0 p pour tous p, q E B. 
Remarque: Pour C := T, l'ensemble des parties finies de B, on appelle 
][JlARr (DAfif,J:; *,0), l'algèbre de convolution restreinte. Cette algèbre est 
une sous-algèbre de ][JlABC' 
Pour éviter le cas trivial de x 0 y = 0 pour tous x, y E B, nous supposons dans 
la suite qu'il existe x, y E B tels que x 0 y =1= 0. Pour a E A et z E B, on 
définit l'application ra,z : B ----'1- A par ra,z(z) = a et ra'z(b) 0, pour b =1= z. 
Evidemment, pour a =1= 0, Suppra'z) = {z} et ra,z E DABJ:' 
Proposition 3.2.2. Les propositions suivantes sont équivalentes ; 
A) : (DABC ; *) est commutative, 
B) : (DArdJ:; *) est commutative, 
C) : Tous les ra 'x, a E A, et x E B commutent, 
D) : (A;·) et (B; 0) sont commutatives. 
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Preuve: A) :::::? B) :::::? C) sont évidentes. 
C) :::::? D). Supposons que C) est vraie ert utilisons le lemme suivant: 
Lemme 3.2.3. Soit z, t E B et c, d E A tels que z 0 t i= 0 et cd i= O. Alors 
z 0 t ç t 0 z et cd = dc. 
Preuve du lemme: Soit u E z 0 t, arbitraire. Alors 
o i= cd = ('c'z * 'd't)(u) = ('d't * 'c'z)(u) = L 'd't(r)'c'z(s); 
uEros 
d'où on obtient r = t, S = z, u E t 0 z et cd = dc. Comme u était arbitraire, on 
obtient z 0 t ç t 0 z. 0 
Par hypothèse, on a que zot i= 0. Par le lemme, cd = dc si au moins un des cd et dc 
est non nul. Ceci montre que (A;·) est commutative. Par le même raisonnement, 
z 0 t = t 0 z si au moins un des ensembles z 0 t et t 0 z est non vide. Donc lB est 
commutative. 
D):::::? A). Soit (A;·) et (B;o) commutatives. Alors pour tous f,g E D ABC et 
xE B, 
(f * g)(x) = L f(u)g(v) = L g(v)f(u) 
xEuov xEvou 
car (B; 0) et (A;·) sont commutatives. D'où (f * g)(x) = (g * f)(x) et (DAJEC ; *) 
est commutative. 0 
3.3. ASSOCIATIVITÉ ET DISTRIBUTIVITÉ 
Nous donnons les conditions pour qu'une algèbre de convolution générale défi-
nie par un multigroupoïde soit associative et distributive. Pour le multigroupoïde 
lB, la composition est basée sur l'union: Pour p, q, r E B, on pose 
(p 0 q) 0 r = U x 0 r et p 0 (q 0 r) = U p 0 y. 
xEpoq yEqor 
Définition 3.3.1. (B; 0) est dite associative si (p 0 q) 0 t = po (q 0 t) pour 
tous p, q, t E B. 
Remarque Nous notons : 
A2.A = {(ab)c: a,b,c E A}, A.A2 = {a(bc) : a,b,c E A}, 
BoB2 = {xo (yoz): x,y,z E B}, B 2 oB = {(xoy) oz: x,y,z E B}. 
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Définition 3.3.2. i) (B, 0) est trivialement associative à droite ( respec-
tivement à gauche) si B 0 B 2 = {0} (respectivement B 2 0 B = {0}). 
ii) (B; 0) est trivialement associative si elle est trivialement associative à 
gauche et à droite. 
iii) Soit Z un sous-ensemble fini de B. On note pour tout x E B, 
Nz(x) = {(p, q) E Z2 : x E po q }. 
Soit lB associative. Pour tous sous-ensemble fini Z de B et z E B, on appelle loi 
pseudo-distributive induite par Z et z de B, l'identité de A suivante: 
L ( L apbq) Cr = L ap ( L bqCr) (17) 
rEZ p,qEZ,uEpoqor pEZ q,rEZ,uEpoqor 
où at,bt,Ct E A (t E Z). 
Proposition 3.3.3. On suppose que l'algèbre A satisfait la condition (*) sui-
vante: 
(a1b1 + ... + akbk)c = 0 ( c(a1b1 + ... + akbk) = 0) ). (18) 
Alors les propriétés suivantes sont équivalentes: 
1) : (D A.BC; *) est associative. 
2) : (DA.B;=-; *) est associative. 
3) : Au moins une des conditions suivantes est vérifiée: 
(ii): A2.A = {O} et (B; 0) est trivialement associative à droite, 
(iii): A.A 2 = {O} et (B; 0) est trivialement associative à gauche, 
(iv): (B; 0) est trivialement associative, 
(v): (A;·) et (B;o) s.ont associatives; et A satisfait toutes les lois pseudo-
distributives induites par tout sous-ensemble fini Z de B et tout z E B. 
Preuve: 1) * 2) est évident. 2) * 3). Supposons 2) vraie. Alors pour tous 
a,b,c E A et tous p,q,r E B, 
('a' *'b' )*'c' -'a' * ('b' *'c,) p q r p q r 
40 
si et seulement si pour tout z E B, 
L ( L ra'p(u)'b'q(v))rc-\(y) = L ra1p(x')( L rblq(UI)'Clr(V')). 
zExoy xEuov zEx'oy' y'Eu'ov' 
(19) 
Supposons que les propriétés (i) à (iv) ne sont pas vérifiées et montrons que (v) 
l'est. Comme (iv) n'est pas vérifiée, lB n'est pas trivialement associative àdroite 
ou n'est pas trivialement associative à gauche. 
ct) Supposons que lB n'est pas trivialement associative à gauche. Montrons que 
A2.A =1= {O}. Supposons le contraire. A2.A = {O}. Comme (i) n'est pas vérifiée, on 
a A.A2 =1= {O} et doné il existe a, b, cE A tels que d = a(bc) =1= O. Comme (ii) n'est 
pas vérifiée, et A2 .A = {O} on obtient que lB n'est pas trivialemerit associative 
à droite et donc z E po (q 0 r) pour certains Z,p, q, r E B. Par définition de lB, 
z E po y' avec y' E q 0 r. Pour les valeurs a, b, c, dE A et p, q, r, y' E B, la partie 
droite de (19) (avec x' = p, u' = q, v' = r) se réduit à d. Tous les produits de 
la partie gauche de (19) sont 0, sauf possiblement (ab)c (qui correspond à u = p, 
v = q et y = r). Par hypothèse, (ab)c E A 2 .A = {O} et donc la partie gauche de 
(19) est 0, ce qui contredit d =1= O. Ainsi, A 2.A =1= {O}. Soit a, b, c E A tels que 
(ab)c =1= 0 et soit p, q, r, z E B tels que z E (p 0 q) 0 r. Alors z E x 0 r pour un 
certain x E po q. La partie gauche de (19) est alors (ab)c =1= 0 (avec u = p, v = q 
et y = r). Le seul terme non nul de la partie droite de (19) doit alors être a(bc) 
(correspondant à x' = p, u' = q et v' = r). Ainsi, z E po y' et y' E q 0 r pour 
un certain y' E B. Ce qui signifie que z E po (q 0 r). Comme z est un élément 
arbitraire de (p 0 q) 0 r, on obtient que pour tous p, q, r E B, 
(p 0 q) 0 r ç p 0 (q 0 r). (20) 
Plus encore, nous avons montré que pour tous a, b, c E A, 
(ab)c =f. 0 :::::} (ab)c = a(bc). (21 ) 
Supposons qu'il existe p, q, r E B tels que (p 0 q) 0 r =f. 0. D'après (20), on a que 
po(qor) =1= 0. Soit z E po(qor) arbitraire. Soit a,b,c E A tels que d = a(bc) =1= o. 
De manière analogue à ce qui précéde et d'après (19), on a que po(qor) ç (poq)or 
et a(bc) = (ab )c. Comme lB n'est pas trivialement associative à gauche, il existe 
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p', q', r' E B avec (p' 0 Q') 0 r' =1= 0. On dit donc que pour tous a, b, c E A 
a(bc) =1= 0 =? a(bc) = (ab)c. (22) 
Ceci montre que (A;.) est associative. On a donc montré que pour tous p, q, r E B, 
po(qor) ç (poq)or. (23) 
Ainsi, les équations (20) et (23) montrent que lB est associative. 
(3) Supposons que lB n'est pas trivialement associative à droite. Ce cas se déduit 
du cas 0:) par l'introduction du dual de lDl ABC . Posons B = (B; 0), où poq = q 0 p 
pour tous p, q E B. Posons Ji!:,. = (A; +,:-,0) où a:-b = b· a pour tous a, b E A. On 
vérifie que D"ABC = D ABC . En notant la convolution de lDl"ABC par *, on obtient 
que pour tous J, g E D ABC et z E B, 
(f*g)(z) = L J(x):-g(y) = L g(y)J(x) = (g * J)(z) 
zExoy zEyox 
d'où J*g = g * f. On vérifie que lDlABC ne satisfait pas (i)-(iv) si et seulement si 
lDl"ABC ne les satisfait pas aussi. En appliquant 0:) à lDl"ABC' on obtient que (A;:-) 
et lB sont associatives. Ce qui implique que (A;·) et lB sont aussi associatives. 
Montrons que Ji!:,. satisfait toutes les lois pseudo-distributives induites par les 
sous-ensembles finis et les éléments de B. En effet, l'équation (19) n'est rien 
d'autre que (f * (g * h))(z) = ((f * g) * h)(z) avec 
J = L'ap 'p, g = L'bp 'p, 
pEZ pEZ 
Ainsi, (v) est vérifiée; ce qui montre 3). 
3) =? 1). Supposons que 3) est vérifiée. On a l'affirmation suivante: 
Affirmation : 
A): Si A2 .A = {O} alors (f * g) * h = 0 pour tous J, g, hE lDlABC , et 
B): Si A.A2 = {O} alors J * (g * h) = 0 pour tous J, g, h E lDlABC . 
Preuve de l'Affirmation: Soit z E B arbitraire. Par définition, ((f*g)*h)(z) = 
LzExoy (LXEUOV J(u)g(v))h(y). Pour x fixé, la somme LXEUOV J(u)g(v) est finie 
et est du type a1b1 + ... + akbk. Comme A2 .A = {O} et par (*), on obtient que 
(LXEUOV J(u)g(v))h(y) = O. Ce qui prouve que ((f * g) * h)(z) = 0 et A). Pour 
B), il suffit d'appliquer A) à lDl"ABC D. 
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1): Supposons que (i) est vérifiée. Alors, par l'affirmation, l'algèbre (DAEC ; *) 
est trivialement associative. 
2): Supposons que (ii) est vérifiée. Soit J, g, h E D arbitraires. Par l'affir-
mation A), on a que U * g) * h = o. Comme Iffi est trivialement associative 
à droite, alors po (q 0 r) = 0 pour tous p, q, r, E B. Soit z E B arbitraire. 
Alors 
U * (g * h))(z) = 2: J(x) ( L g(u)h(v)). (24) 
zExoy yEuov 
Supposons par l'absurde qu'il existe x, y, u, v E B avec z E xoy et y E uov. 
Alor,s par définition, z E x 0 (u 0 v) = 0. Ainsi, la somme de la partie droite 
de l'equation (24) est o. Ce qui prouve que J*(g*h)(z) = 0 et J *(g*h) = o. 
Ainsi, l'algèbre (DAEC ; *) est trivialement associative. 
3): Supposons que (iii) est vérifiée. Alors ]]J)A:i C satisfait (ii) et par 2), l'al-
gèbre ]]J)AEC est trivialement associative. 
4): Supposons que (iv) est vérifiée. En combinant les preuves de (iii) et (ii), 
on obtient que l'algèbre (DAEC ; *) est trivialement associative. 
5): Supposons que (v) est vérifiée. Soit J,g, hE DAEC et z E B arbitraires. 
Par la définition de ]]J), les supports de J, g, h, J * 9 et 9 * h sont dans C; 
et par définition, l'ensemble 
S = {(p, q, r) E B3 : z E p 0 q 0 r, p E Supp(J), q E Supp(g), r E Supp(h)} 
est fini. Posons p = prIS, Q = pr2S et R = pr3S; où prIS = {p E 
B: (p, r, s) ES} ; pr2S et pr3S sont définis de manière similaire. Posons 
Z = PUQUR et 
a
p 
= { oJ(P) si pEP, 
si p E Z \ p. { 
g(q) si 
bq = 
o si 
q E Q, 
q E Z \ Q. 
{
h(r) si r E R, 
Cr = 0 si r E Z \ R. 
Dire que (U * g) * r)(z) = (J * (g * r))(z) revient à une loi pseudo-
distributive induite par Z et z. Ce qui montre 1) et le théorème. 0 
Remarque: 1) Dans le cas particulier où Iffi est un groupoïde partiel (c'est-
à-dire 1 p 0 q 1::; 1 pour tous p, q E B), la condition (*) a été omise dans [Ro 86] 
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Proposition 3.4. 
2) Nous n'avons pas étudié les cas où A2 . A = {O} et D2 * D = {O}. 
3) Si A est distributive et Iffi associative, alors toutes les lois pseudo-distributives 
sont vérifées par A et (DAJJC ; *) est associative. 
4) Les conditions pour que * soit distributive sur + dans lI)),wc sont relativement 
simples. Nous disons que A satisfait la loi distributive à gauche (droite) si 
a· (b + c) = a· b + a . c ((a + b) . c = a . c + b· c ), pour tous a, b, cE A. 
Théorème 3.3.4. Les affirmations suivantes sont équivalentes : 
(A): lI)) AIBC satisfait la loi distributive à gauche (droite), 
(B): L'algèbre restreinte lI)) AIB)'" satisfait la loi distributive à gauche (droite), 
(C): A satisfait la loi distributive à gauche (droite). . 
Preuve: Nous ne démontrons le théorème que pour la distributivité à gauche, 
car celle de droite s'obtient par dualité. (A) ~ (B) est évidente. (B)~ (C). Suppo-
sons (B) vraie et soit a, b, cE A arbitraires. Il existe p, q, r E B tels que r E po q. 
On peut vérifier que 
Donc A satisfait la loi distributive à gauche. (C)~ (A). Supposons (C) vraie. Soit 
f, g, h E D et r E B arbitraires. Par définition, 
(J * (g + h))(r) = L f(x)(g(y) + h(y)). 
rExoy 
Comme A satisfait la loi distributive à gauche, les termes de cette somme sont 
alors (f * g)(r) + (f * h)(r) ; ce qui prouve que f * (g + h) = f * g + f * h. 0 
Remarque: Une algèbre § = (8; +,.) est distributive si elle satisfait les lois 
distributives à gauche et à droite. De plus, § est un demi-anneau si § 'est dis-
tributive et (8; +) et (8;·) sont des demi-groupes. 
Corollaire 3.3.5. Les affirmations suivantes sont équivalentes: 
(A): lI))AIBC est un demi-anneau, 
(B): L'algèbre restreinte lI)) AIB)'"est un demi-anneau, 
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(C): L'une des deux conditions suivantes est vraie: a) A est distributive et 
au moins une des conditions 3) (i)-(iv) de la proposition 3.3.3 est satisfaite 
ou b) Iffi est associative et A est un demi- anneau. 
Preuve: Elle découle de la proposition 3.3.3; du théorème 3.3.4 et du fait 
que si A est un demi-anneau et Iffi associative, toutes les lois pseudo-distributives 
sont satisfaites. 0 
Corollaire 3.3.6. On suppose que A2.A i= {O} i= A.A2, B 2 oB i= {0} i= B 0 B 2. 
Alors (DAEC ; +, *, 0) est un anneau si et seulement si (A; +,',0) est un anneau 
et (B; 0) est associative. 
Preuve: Soit ][))AEC un anneau. Alors (DABC ; +, -,0) est un groupe abélien. Il 
est facile de voir que (A; +, -,0) est aussi un groupe abélien, et réciproquement. 
A et Iffi sont associatives d'après la proposition 3.3.3; et A est distributives d'après 
l,e théorème 3.3.4. Ainsi, A est un anneau. Si Iffi est associative et A est un anneau, 
d'après la même proposition· et le même théorème, ][))ABC est un anneau. 0 
3.4. IOEMPOTENCE 
On dit qu'une algèbre (S,·) est idempotente si s . s = s pour tout sES. 
Les demi-treillis et particulièrement les treillis sont des algèbres idempotentes. 
Nous donnons les conditions pour qu'une algèbre de convolution généralisée soit 
idempotente. 
Définition 3.4.1. Le multigroupoïde partiel (B; 0) est dit idempotent si 
pop = {p}, pour tout p E B. 
Théorème 3.4.2. Les propositions suivantes sont équivalentes: 
(A): (DAEC ; *) est idempotente, 
(B): L'algèbre restreinte ][))ATijF est idempotente, et 
(C): Les affirmations suivantes sont toutes vraies: 
1) (A;·) et Iffi sont idempotentes, 
2) Pour tous p, q EBla différence symétrique des ensembles q 0 p et po q, 
est un sous-ensemble de {p, q} et 
p 0 q g {p, q} ::::} ab + ba = 0 = a + a 
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pour tous a, b E A. 
3) S'il existe p, q E B, p =J q tels que p E (poq)n(qop), alors a = a+ab+ba 
pour tous a, b E A. 
4) S'il existe p, q E B tels que p E (q 0 p) \ (p 0 q), alors a = a + ba pour 
tous a, b E A. 
5) Si pEp 0 q \ q 0 p alors a = a + ab pour tous a, b E A. 
6) S'il existe p,q E B tels que (poq)n(qop)\ {p,q} =J 0, alors ab+ba = 0 
pour tous a, b E A. 
Preuve: (A)::::>(B) est évidente. 
(B)::::>(C). 
Soit a, b E A, a =J 0 et p, q, r E B arbitraires. Comme f = 'a 'p + 'b 'q est 
idempotente, on a 
'a' + 'b' - ('a' + 'b' ) * ('a' + 'b' ) p q p q p q. 
La fonction f évaluée au point r donne 
'a'p(r) + 'b'q(r) = L ('a'p(x) + 'b'q(x)) ('a'p(y) + 'b'q(y)). (25) 
rExoy 
En supprimant les termes nuls de la partie droite de l'équation (25), on peut 
supposer que (x, y) satisfait x, y E {p, q}. 
Pour prouver 1), posons b = 0 et r = p. Alors la partie gauche de l'équation 
(25) se réduit à a =J O. À la partie droite de (25), on doit alors avoir (x,y) = (p,p); 
ainsi p E pop et a = a·a. Évidemment, 0 = 0·0, et on a que (A;·) est idempotente. 
Supposons par l'absurde qu'il existe r E (p 0 p) \ {p}. Pour b = 0 l'équation (25) 
donne la contradiction 0 = a . a = a. Ainsi, pop = {p} et lB est idempotente .. 
Prouvons 2). Supposons que po q \ {p, q} =J 0. Comme lB est idempotente, 
alors p =J q. Soit r E po q \ {p, q} arbitraire. La partie gauche de (25) est o. 
Regardons la partie droite de (25) et rappelons qu'on peut supposer que (x, y) 
satisfait x, y E {p, q}. Comme lB est idempotente, on a r tJ. pop = {p} et 
r tJ. q 0 q = {q}. Supposons par l'absurde que r tJ. q 0 p et posons b = a. Alors, la 
partie droite de (25) impose que (x, y) = (p, q) et elle est égale à a . a. Comme 
(A; .) est idempotente, a . a = a = 0, ce qui est absurde. Ainsi, r E q 0 p et pour 
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tous a i- 0 et b E A , on a 0 = ab + ba. Ceci est évidemment aussi vrai pour a = 0 
. Pour a = b on a a+a = a·a+a·a = O. Puisque r E poq\ {p,q} était arbitraire, 
ceci prouve que po q \ {p, q} ç q 0 p. Par symmétrie q 0 p \ {p, q} ç po q. Les deux 
inclusions impliquent donc que (po q)b..(q op) ç {p,q}. Donc 2) est vérifiée. 
Considérons (25) avec ai- 0 et r = p. Alors la partie gauche de (25) est ai- O. 
Sur la partie droite de (25), les termes non nuls imposent que p E x 0 y avec 
x, y E {p, q}. 
Pour prouver 3), supposons que p E (poq)n(qop) pour certains p, q E B, Pi- q. 
Alors pour (x,y) = (p,q), on a le terme ab et pour (x,y) = (q,p) on a le terme 
ba. Comme lB est idempotente, p E {p} = pop et donc pour (x, y) = (p,p), on 
a le terme aa = a comme (A;·) est idempotente. Comme p ri. {q} = q 0 q, il est 
impossible que (x,y) = (q,q). Ainsi, (25) donne a = ab+ba+a, ce qui prouve 3). 
Pour prouver 4), soit p E (qop) \ (poq). À la partie droite de l'équation (25), 
seulement les termes ba (pour (x,y) = (p,q)) et aa (pour (x,y) = (p,p)) peuvent 
être non nuls, ce qui implique que a = a + ba et on a 4). 
Pour prouver 5), supposons que p E (p 0 q) \ (q 0 p) pour certains p, q E B. 
Alors Pi- q. À la partie droite de l'équation (25), on n'a que les termes ab (pour 
(x, y) = (p, q)) et aa (pour (x, y) = (p, p)); ainsi a = a + ab et on a 5). 
Pour prouver 6), supposons que r E (p 0 q) n (q 0 p) \ {p, q} pour certains 
p, q, r E B. D'après l'équation (25), on a que 0 = ab + ba et 6). Donc (C) est 
vraie. 
(C) ~(A). Supposons (C) vraie. Soit f E D AJEC et p E B arbitraire. On veut 
montrer que (f * f)(p) = f(p)· Posons X = Supp(f). Comme 0 * 0 = 0, on peut 
supposer que Xi- 0. Par la définition de JD)ABC, la relation binaire F = {(x,y) E 
X 2 : p E x 0 y} sur X est finie et 
(f * f)(p) = L f(x)f(y)· (26) 
(x,Y)EF 
Posons P = {x: (x, y) E F}U{y: (x, y) E F} et a = f(p). Nous montrons qu'on 
peut supposer que pEP. En effet, comme lB est idempotente, p E {p} = pop. 
Si a i- 0, alors p E X et pEP. Si a = 0, on peut ajouter (p, p) à F, puisque 
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ceci n'affecte pas l'équation (25). Ici P est un ensemble fini et on peut donc écrire 
P = {ql, q2, ... ,qd avec p = ql' Pour m = 1, ... ,k, posons 
Qm = {ql' q2,'" ,qm}2 n F et gm = L f(x)f(y). 
(x,y)EQm 
Par induction sur m = 1,'" ,k nous montrons que gm = a. Pour m = 1, on a 
gm = a· a = a car ql = P et (A;·) est idempotente. Pour le pas d'induction, 
supposons que gm = a pour un m, 1 :::; m < k. Notons qm+l par q et remarquons 
que p ti {q} = q 0 q d'où (q,q) ti F. Posons 
K = {( qi, q) E F: 1:::; i :::; m }; L = {( q, qt) E F: 1:::; t :::; m }. 
D'après l'hypothèse d'induction, la partie droite de l'equation (26) devient 
(27) 
(x"q)EK (q,xi)EL 
Nous distinguons les cas suivants: 1) Soit i = 1. Alors ql = p. a) Supposons 
(p, q) E K et (q,p) E L. Alors p E (p 0 q) n (q 0 p) et d'après (C) 3), on a 
a + af(q) + f(q)a = a; ce qui montre que les deux produits dans (27) sont 
absorbés par a. b) Supposons que (q,p) E Let (p,q) ti K. Alors d'après 
(C) 4), on a a + f(q)a = a. c) Si (p, q) E K et (q,p) ti L, alors d'après (C) 5), on 
a que a = a + af(q). 
2) Soit 2 :::; i :::; m. a) Supposons que (qi, q) E K et (q, qi) E L. Alors p E 
(qioq)n(qoqi) et ql = P ti {qi,q}. D'après (C) 6), on a f(qi)f(q) + f(q)f(qi) = O .
. b) Supposons par l'absurde que (qi, q) E K et (q, qi) ti L. Alors p E qi 0 p \ q 0 qi ç 
(qi 0 q)tl(q 0 qi), ce qui contredit (C) 2). On a le même résultat si (qi,q) ti K et 
(q, qi) E L. Ceci conclut la preuve par induction. Ainsi, gk = a et (J * J)(p) = f(p). 
Ceci démontre (A). 0 
Corollaire 3.4.3. On suppose que (A; +, .) vérifie : pour tous a, x E A, a = 
a + x {::? x = O. Alors l'algèbre (DAHJ,c, *) est idempotente si et seulement si 
1) (A; .) est idempotente; 
2) (B; 0) est idempotente et commutative et 
3) a + a = ab + ba = 0 pour tous a, b E A. 
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Peuve: (=*) Supposons que (Dftillc , *) est idempotente. D'après le théorème 
3.4.2, (A;·) et (B; 0) sont idempotentes. D'après (C) 2) du théorème 3.4.2, la 
différence symétrique de po q et q 0 p est une partie de {p, q}. Si pEp 0 q \ q 0 p, 
d'après le (C) 5) du héorème 3.4.2 et l'hypothèse, on a ab = 0 pour tous a, b E A. 
En particulier pour a = b, on a a = a2 = 0, ce qui est impossible. Donc po q = 
q 0 pet (B; 0) est commutative. Aussi d'après (C) 3) et 6) du théorème 3.4.2 et 
l'hypothèse, on obtient ab+ba = 0 pour tous a, b E B. En particulier, pour a = b, 
on a que a + a = O. 
(~) Toutes les conditions de (C) du théorème 3.4.2 sont vérifées et donc (DAffi,c, *) 
est idempotente. D 
Dans le corollaire suivant, nous combinons les conditions pour que (DAffi,c, *) soit 
commutative et idempotente. 
Corollaire 3.4.4. Les propositions suivantes sont équivalentes pour Dftillc : 
(1) (DAffi,c; *) est commutative et idempotente, 
(II) (DAffi,:F; *) est commutative et idempotente, 
(III) 
i): (A; -) et lffi sont commutatives et idempotentes, 
ii): a = a + 2ab pour tous a, b E A, s'il existe p, q E B, p -1 q, avec pEp 0 q. 
iii): 2a = 0 pour tout a E A, s'il existe p,q E B tels que po q ~ {p,q}. 
Preuve: (I)=*(II) est evidente. 
(II)=*(III). Supposons (II) vraie. Alors la condition D) de la proposition 3.2.2 est 
vérifiée, et donc (A; -) et lffi sont commutatives. L'idempotence de (A;·) et de lffi 
découlent de la condition (C) 1) du théorème 3.4.2. Ainsi (III) i) est vérifiée. Pour 
(III) ii), supposons qu'il existe p, q E B, p -1 q tels que p E po q ç {p, q}. 90mme 
lffi et (A;·) sont commutatives, la condition (C) 4) du Théorème 3.4.2 4) donne 
a = a + 2ab pour tous a, b E A. Pour (III) iii), supposons po q ~ {p, q} pour 
certains p, q E B. La condition (C) 2) du théorème 3.4.2 donne 2a = O. 
(III) =* (1). Supposons que (III) est vérifiée. Alors D) de la proposition 3.2.2 est vé-
rifiée et alors (Dftillc ; *) est commutative. Pour prouver l'idempotence de (DAffi,c; *), 
nous vérifions la condition (C) du théorème 3.4.2. La condition (C) 1) découle 
de (III) i). De même, (C) 2) découle de (III) iii) et de la commutativité de lffi. 
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La condition (C) 3)découle de (III) ii) et de la commutativité de Iffi. Les condi-
tions (C) 4) et 5) sont triviales. La condition (C) 6) découle de (III) iii) et de la 
commutativité de (A; .). Ainsi (DABC ; *) est idempotente. 0 
Corollaire 3.4.5. Les affirmations suivantes sont équivalentes sur IfhBC : 
(1) (DABC ; +) et (DABC ; *) sont commutatives et idempotentes, 
(2) (DAB:F; +) et (DAfij,:F; *) sont commutatives et idempotentes, 
(3) 
i): (A; +) ; (A; .) et Iffi sont commutatives et idempotentes, 
ii): po q ç {p, q} pour tous p, q E B, et 
iii): Si p 0 q =1= (/) pour certains p, q E B, p =1= q, alors a = a + ab pour tous 
a,b E A. 
Preuve : (1)~(2) est évidente. 
(2) ~(3). Supposons (2) vraie. Soit a E A et p E B arbitraires. Alors 
et (A; +) est idempotente. D'après le corolaire 3.4.4 (III) i), on voit que (A;·) et 
Iffi sont idempotentes; ce qui prouve (3) i). 
Pour montrer (3) ii), supposons par l'absurde qu'il existe p, q E B tels que po q g; 
{p, q}. D'après (III) iii) du corollaire 3.4.4, on a que a + a = 0 pour tout a E A, 
ce qui contredit l'idempotence de (A; +). 
Pour (3) iii), soit po q =1= (/) pour certains p, q E B, p =1= q. D'après ii), on a 
po q ç {p, q}. Comme Iffi est commutative, on peut écrire pEp 0 q. D'après (III) 
ii) du corollaire 3.4.4, on a que a = a + 2ab pour tous a, b E A. 
(3) ~(2). Supposons (3) vraie. Alors (DABC ; +) est à la fois commutative et 
idempotente. On peut vérifier que (3) entraîne la condition (III) du corollaire 
3.4.4 et ainsi (DABC ; *) est aussi à la fois commutative et idempotente. 0 
Définition 3.4.6. Une relation binaire :S: sur un ensemble B est un quasi-ordre 
si elle est réflexive et transitive. 
Une chaîne dans un quasi-ordre (B;:S:) est un sous-ensemble C de B tel que 
pour tous x,y E C, on a x:S: y ou y:S: x. 
Soit C ç B. On dir que z E C est un plus grand élément de C si x :S: z, pour 
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tout x E C. Un plus grand élément dans ce cas n'est donc pas unique, puisque la 
relation n'est pas nécessairement antisymmétrique. 
Un quasi-ordre (B;:S) est appelé forêt orientée sz tout sous-ensemble borné 
supérieurement de B est une chaîne. 
Dans ce cas, on note par m~, le plus petit cardinal plus grand que les longueurs 
des chaînes finies dans (B;:S) (c'est-à-dire que m~ vaut l + 1 si la plus longue 
chaîne a l éléments et m~ = No sinon). 
Sur le multigroupoïde partiel (B; 0), On définit une relation binaire :S par: pour 
tous p,q E B, 
p$.qsiqEpoq. 
Soit <C = (C; 0) un multigroupoïde partiel. On dit que <C est un demi-treillis si 
<C est idempotent, commutatif et associatif. Si <C est un groupoïde (c'est-à-dire 
1 x 0 y 1 = 1 pour tous x, y E C), alors c'est la définition algébrique d'un demi-
treillis. 
Proposition 3.4.7. Les propositions suivantes sont équivalentes pour l'algèbre 
][)lABC : 
(A): (DABC ; +) et (DABC ; *) sont des demi-treillis (c'est-à-dire sont idempo-
tentes, commutatives et associatives). 
(B): (DAR;=-; +) et (DAB;=-; *) sont des demi-treillis. 
(C): i) (B; 0), est un demi-treillis tel que po q ç {p, q} pour tous p, q E B; 
et le quasi ordre :S est une forêt orientée, (ii) (A; +), (A; .) sont des demi-
treillis tels que a) s'il existe p, q E B, po q =J 0, alors a = a + ab pour tous 
a,bEA, etb)sik<m~ eta,b1 ,'" ,bk,Cl,"'CkEA, alors 
k k k k 
a(l:l:bicj) = l: (l:abi)cj. (28) 
i=l j=l j=l i=l 
Preuve: (A)::::} (B) est évidente. 
(B) ::::} (C). Supposons (B) vraie. D'après le corollaire 3.4.4, l'algèbre (A;·) est 
commutative et idempotente. D'après la proposition 3.3.3 2)::::} 3), une des condi-
tions (i)-(v) est vérifiée. Évidemment, les conditions (i)-(iv) ne sont pas satisfaites 
car (A;·) est idempotente. Ainsi, (v) est vraie, ce qui prouve que (B; 0) est asso-
ciative et (A;·) est un demi-groupe. Alors A = (A; +,',0) est un demi-treillis et 
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d'après le corollaire 3.4.5 (3) (ii) po q ç {p, q} pour tous p, q E B. Dans l'affir-
mation 1 ci-dessous, nous montrons que la relation :S sur B est un quasi-ordre. 
Il est évident que :S est réflexive, puisque pop = {p} pour tout P E B. 
Affirmation 1 : La relation :S est transitive. 
Preuve de l'Affirmation l. Soit p :S q :S r. Alors par définition on a que q E P 0 q 
et r E q 0 r. Il n'y a rien à prouver si p = q, q = r ou p = r. Ainsi, supposons que 
p, q, r sont deux à deux distincts. Nous considérons quatre cas: 
1) Soit P 0 q = {q} et q 0 r = {r}, alors 
{r} = qor = (poq) or =po (qor) =por 
montre que r E p 0 r et p :S r. 
2) Soit poq = {q} et qor = {q,r}. Alors 
{ r} E q 0 r = (p 0 q) 0 r = p 0 (q 0 r) = p 0 {q, r} = (p 0 q) U (p 0 r) = {q} U (p 0 r). 
Comme r =1= q, on arE p 0 r et p :S r. 
3) Soit poq = {p,q} et qor = {r}, alors 
(p 0 r) U (q 0 r) = {p, q} 0 r = (p 0 q) 0 r = p 0 (q 0 r) = p 0 r 
montre que {r} = q 0 r ç po r et p :S r. 
4) Soit poq = {p,q} et qor = {q,r}, alors 
{p, q} U (p 0 r) = (p 0 q) U (p 0 r) = p 0 {q, r} = p 0 (q 0 r) = (p 0 q) 0 r 
= {p, q} 0 r = (p 0 r) U (p 0 r) = (p 0 r) U {q, r }. 
D'après ce qui précède, {p, q} U (p 0 r) = (p 0 r) U {q, r} et r tJ. {p, q}. On a donc 
r E po r (en effet, même pEp 0 r; c'est-à-dire po r = {p, r}) et p:S r. 
Ceci prouve que :S est transitive. D 
Affirmation 2 : Le quasi-ordre :S est une forêt orientée. 
Preuve de l'Affirmation 2 : Il suffit de montrer que pour tous p, q, r E B, 
P:S r 2 q =* (P:S q ou q :S p). 
On a que r E (p 0 r) n (q 0 r) et donc 
r E P 0 r ç p 0 (q 0 r) = (p 0 q) 0 r 
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prouve que po q =J. 0. Comme 0 =J. po q ç {p, q}, alors pEp 0 q ou q E q 0 p et 
donc p ~ q ou q ~ p. D 
Notons que (C) implique la condition (3) du corollaire 3.4.5 et donc (D; +) et 
(D; *) sont commutatives et idempotentes. Pour montrer que (D; *) est associa-
tive, il suffit de vérifier la condition 3 (v) de la proposition 3.3.3. Comme (A;·) 
et lB sont associatives, il reste à vérifier que A satisfait toutes les lois pseudo-
distributives induites par les sous-ensembles finis de B et les éléments de B. 
Pour montrer (28), soit k < m::ô: et a, bl ,'" , bk , Cl,' .. , Ck E B arbitraires. Par 
la définition de m::ô:, comme k < m::ô:, il existe une chaîne dl < ... < dk de B. 
Posons Z = {dl, d2 ,' •• dk }, adl = ... = adk_ l = 0, adk = a et bd; = bi , Cdi = Ci 
(i = 1;'" ,k). Pour Z, adp'" ,adk , bdll • .. ,bdk , Cdll'" ,Cdk , et z = dk , la loi 
pseudo-distributive se réduit à 
k 2.: (2.: {abi : 1 ~ i, j ~ k; d k E d k 0 di 0 d j } ) Cj. 
j=l 
(29) 
Remarquons que dans la chaîne dl < ... < d k , l'élément d k vérifie d k ~ dl pour 
tout 1 = l,'" , k. D'après la commutativité et l'associativité de lB, la condition 
d k E d k 0 di 0 d j dans (29) est équivalente à d k E di 0 d j 0 d k . Par la définition de 
~, cette dernière condition est équivalente à x ~ d k pour tout x E di 0 dj' Dans 
la chaîne dl < '" < d k ceci signifie que dmin(i,j) ~ d k , ce qui est vrai. Donc la 
restriction d k E d k 0 di 0 d j n'est pas nécessaire et (29) se réduit à (28) ; ce qui 
prouve (C). 
(C) ::::} (A). Supposons que (C) est vraie. Alors (D; *) est commutative et 
idempotente. Pour vérifier la proposition 3.3.3, 3)(v), nous montrons que toutes 
les lois pseudo-distributives sont vraies. Soit Z un sous-ensemble fini de B, b E Z 
et ai, bi , Ci E A pour tout i E Z. 
Affirmation 3 : POUT tous p, q, T, Z E B, 
z E po q 0 T {:} z E {p, q, T}, Z ~ p, Z ~ q, Z ~ T. 
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Preuve de l'Affirmation 3 : (::::}) Soit z E po q 0 r. Alors 
z E (poq) or ç {p,q}or = (por)U(qor) ç {p,q,r}. 
Supposons par l'absurde que z 2': p, z 2': q, z 2': r ne sont pas vraies. Par 
symmétrie, on peut supposer que z '1.. p. Par la définition de :::;, on a alors 
z tj. p 0 z ç {z, p}. Nous distinguons deux cas. 
a) Supposons que po z = 0. Comme {pl = pop et z E {p,q,r} , on a que 
z E {q, r}. Par symétrie, on peut supposer que z = q. Ainsi, q 0 p = z 0 p = 0 et 
on a la contradiction q = z E po q 0 r = 0 0 r = 0. 
b) Ainsi, supposons po z i- 0. Comme z tj. po z, alors po z = {pl. z i- p et 
donc z E {r, q}. Une fois de plus, on peut supposer par symétrie que z = q. Ainsi 
{q} = p 0 q implique p :::; q = z, ce qui est contraire à l'hypothèse. 
(~) Soit z E {p, q, r}, z 2': p, z 2': q, z 2': r. Par symétrie, on peut suppo-
ser que z = p. Alors p 2': q, p 2': r et pEp 0 q , pEp 0 r entraînent que 
z = pEp 0 q ç (p 0 r) 0 q = p 0 q 0 r. D 
Affirmation 4 : Soit Z ç B fini, z E B et soit T l'union de tous les 
{p, q, r} ç Z tels que z E p 0 q 0 r. Alors T est une chaîne dans < et z 
est l'un de ses plus grands éléments. 
Preuve de l'Affirmation 4 : D'après l'affirmation 3, z est un plus grand élément 
de T. Comme:::; est une forêt orientée, T est une chaîne. D 
Affirmation 5 : Si k < m~ et a, bi , Ci E A (i = 1,' .. ,k) alors 
(30) 
Preuve de l'Affirmation 5 : Comme (A; +) et (A;·) sont des demi-treillis, en 
appliquant de,ux fois (28), on a 
k k kk kk k k 
2: (2: abi )cj = a(2:2: biCj) = a(2: 2: cjbi) = 2: (2: aCj)bi. D j=1 i=1 i=1 j=1 j=1 i=1 i=1 j=1 
Montrons que la loi pseudo-distributive induite par un sous-ensemble fini Z de B 
et z E B est vérifiée par A. Pour tout i E Z, soient ai, bi , Ci E A arbitraires. La 
partie droite de (17) est 
L ap (I)bqCr: q, r E Z, z E po q 0 r }). 
pEZ 
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(31) 
Posons T = {(p,q,r) E Z3: z E poqor}. Si o alors (17) est trivialement 
satisfaite. Ainsi, supposons T f= 0. D'après l'affirmation 4, T est une chaîne dans 
Z et z est l'un de ses plus grands éléments. Par l'affirmation 3, 
{(p,q,r) E Z3: z Epoqor} = ({z} X Z2) U (Z X {z} x Z) U (Z2 x {z}) 
et donc (31) peut s'écrire comme 
az ( L bqCr) + Lap(LbzCr) + Lap(Lbqcz). (32) 
q,rEZ pEZ rEZ pEZ qEZ 
En appliquant respectivement (28), (30) et (28) à la première, deuxième et troi-
sième partie de (32) (avec l'ensemble des indices {1,.·. ,k} remplacé par Z), on 
transforme (32) à 
Ce qui est la partie de gauche de (17). 
Remarque: Il est bien connu qu'un treillis (L; V, 1\) est un bi,demitreillis où 
V et 1\ sont liées par les lois absorptives : a V (a 1\ b) = a = a 1\ (a V b) pour tous 
a,b E L. 
Pour lIllAlllc arbitraire, on caractérise la loi d'absorption f * (f + g) f (parmi 
les plusieurs possibles), pour tous f, 9 E DAlIlc, 
Proposition 3.4.8. Les affirmations suivantes sont équivalentes: 
1) (DAEC ; +, *) vérifie la loi d'absorption ci-dessus, 
2) (DMJy::; +, *) vérifie la loi d'absorption ci-dessus, 
3) 
i): a(a + b) = a pour tous a, b E A, 
ii): (B; 0) est idempotente, 
iii): pour tous p, q E B, si po q f= 0, alors po q = {pl et a + ab a, pour 
tous a,b E A. 
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Preuve: 1) =} 2) est évidente. 
2) =} 3). Supposons que (DAJEF; +, *) vérifie la loi d'absorption. 
i) Soit a, b E A, a -1- O. Soit p E B. Alors on a 'a 'p * ('a 'p + 'b 'p) = 'a 'p et donc 
L'a 'p ( t) (, a 'p + 'b 'p) (v) = 'a 'p (p) . 
pEtov 
Comme a = 'a 'p(p) -1- 0, 
L'a 'p ( t) (, a 'p + 'b 'p) (v) -1- O. 
pEtov 
D'où pEp 0 pet a(a + b) = a. 
ii) Soit p E B. On a montré d'après i) que pEp 0 p. Supposons qu'il existe 
m E pop; m -1- p. Alors pour a -1- 0, on a 
L 'a'p(t) ('a'p + 'b'p) (v) = 'a'p(m); 
mEtov 
c'est-à-dire 0 = a(a + b). D'après i), on a a(a + b) = a; d'où a = 0, ce qui est 
absurde. Donc m rj. pop et pop = {p}. 
iii) Soit p, q E B, po q -1- 0, p -1- q. Soit m E po q, m -1- p. Soit a, b E A . On a 
, a' * ('a' +, a + b' ) = 'a' AinsI p p q P' , 
L'a 'p(t) ('a 'p +, a + b'q) (v) =' a 'p(m); 
mEtov 
c'est-à-dire a(a + (a + b)) = 0 et a = 0; ce qui est absurde. Donc m = p et 
po q = {p}. En plus, 
L'a 'p ( t) ('a 'p + 'b 'q) (v) = 'a 'p (p ) , 
pEtov 
c'est-à-dire a2 + ab = a, car pEp 0 P et pEp 0 q, d'où a = a + ab. 
3) ::::} 1). Soit J, 9 E DAlRC ' Soit x E B. 
J*(f+g)(x) = L J(t) (f(v) +g(v)) 
xEtov 
L J (x) (f ( v) + 9 ( v ) ) car p 0 q = {p}, p # q 
xExov 
f(x) (f(x) + g(x)) + L f(x) (f(v) + g(v)) 
xExov,xi'v 
J(x) + L J(x) (f(v) + g(v)) car a(a + b) = a 
xExov,xi'v 
J (x) car a + ab = a 
Donc J * (f + g) = f [J 
3.5. ELÉMENT UNITÉ 
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Dans cette section, nous explorons les conditions d'existence de l'élément unité 
pour l'algèbre de convolution. 
Proposition 3.5.1. Un élément e E DAlRC est une unité à gauche (respective-
ment à droite) de (DAlRC ; *) si et seulement si pour tous p, q E B, p # q et tout 
a E A, 
L e(x)a = a, L e(x)a = 0, (33) 
pExop qExop 
(respectivement L ae(x) = a, L ae(x) = 0). (34) 
pEpox qEpox 
Preuve : (::::}) Soit e une unité à gauche de ]])l et a E A. Alors pour tous 
p,q E B, 
qExoy qExop 
ce qui prouve (33). L'équation (34) se démontre par dualité. 
({:::) Par dualité, il suffit de considérer le cas où e vérifie (33). Soit J E DAlRC et 
q E B arbitraires. Alors 
(e * f)(q) = L e(x)J(y) = L L e(x)J(y) = L' J(Y)'y(q) = J(q), 
qExoy yEB qExoy yEB 
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d'où e * f = f et e est une unité à gauche de D AOC • 
Les conditions (33) et (34) sont simplifiées si A est distributive. 
Corollaire 3.5.2. Si A satisfait la loi distributive à droite (gauche), alors e E 
DAEC est une unité à gauche (droite) de ID>AOC si et seulement si pour tous p, q E B, 
p =1= q, on a 
(i) sp = '2:::PExop e(x) est un unité à gauche (droite) de (A;-). 
(ii) Spq = '2:::qExoP e( x) est un annulateur à gauche (droite) de (A;-). 
Preuve: Si e est une unité à gauche de alors comme A satisfait la loi 
distributive à droite, la première équation de (33) devient spa = a; et la seconde 
équation de (33) devient spqa = 0 pour tout a E A; d'où sp est une unité à gauche 
de (A;·) et Spq un annulateur à gauche de (A; .). On utilise un argument similaire 
pour montrer l'autre cas. 0 
Corollaire 3.5.3. On suppose .A distributive. Alors e E DATJlc est une unité de 
ID>AOC si et seulement si (i) (Ai') a une unité 1 et (ii) Pour tous p, q E B, p =1= q 
L e(x) = 1 = L e(x), (35) 
pExop pEpox 
L e(x) = 0 = L e(x) (36) 
qExop 
Preuve: Ce résultat découle du corollaire 3.5.2 et du fait que si a est un 
annulateur de (A;·, 1) alors a = a.1 O. 0 
Corollaire 3.5.4. On suppose que le multigroupoïde partiel (B; 0) est commutatif 
et vérifie les deux conditions suivantes ; 
0:) Pour tout p E B, l'équation p E x 0 p a au plus une solution x. 
(3) Pour tous p, q E B, si P 0 q =1= 0, alors t E (q 0 p) n (x 0 p) =? x q. 
Alors e est une unité à gauche de (DA'fi!c; *) si et seulements'il existe une appli-
cation tp définie de B vers B telle que pour tous P, q E B, p =1= q, P E tp(p) 0 p et 
tp(q) 0 p ç {p} ; et 
i): Pour tout x E Imtp, e(x) est une unité à gauche de (A; '), 
ii): Pour tout x E B \ Imtp , e(x) est un annulateur à gauche de (A; .). 
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Preuve: (::::}) Soit e une unité à gauche de (DABC ; *). Alors d'après l'équation 
(33), on a que: LqExope(x)a = 0 et LpExope(x)a = a, pour tous p,q E B, p =1- q 
et pour tout a E A. Soit a E A, a =1- O. Soit P E B. Alors LpExope(x)a = a. 
Ainsi, LpExope(x)a =1- O. D'où il existe x E B tel que p E x 0 p et x est unique 
d'après ex). Pour p E B, on pose r.p(p) = x, où x est l'unique élément tel que 
p E x 0 p. On définit ainsi une application r.p de B vers B telle que p E r.p(p) 0 p. 
Soit x = r.p(y) E Imr.p. Montrons que e(x) est une unité à gauche de A. Soit a E A. 
Alors e(x)a = e(r.p(y))a = LyEmoye(m)a = a. Donc e(x) est une unité à gauche 
de A. 
Soit q,p E B, q =1- p. Montrons que r.p(q) 0 p ç {p}. Supposons qu'il existe 
t E r.p(q) 0 p. Alors t =1- q. En effet, si q E r.p(q) 0 p n r.p(q) 0 q, alors d'après (3), 
q = p, ce qui est absurde. Si t =1- p, alors LtExope(x)a = 0, pour tout a E A. Pour 
(3) appliqué à t et p, on a que 
tE (r.p(q) 0 p) n (x 0 p) ::::} r.p(q) = x. 
Donc LtExoP e( x)a = e( r.p( q))a = 0, pour tout a E A; ce qui est absurde car 
e(r.p(q)) est une unité à gauche de A. Ainsi, r.p(q) 0 p ç {p}. 
Soit x E B \ Imr.p. }\1ontrons que e(x) est un annulateur à gauche de A. Soit 
a E A. Comme x E B \ Imr.p, pour tout p E B, p rf: xo p. Or x E r.p(x) ox; il existe 
donc p E B tel que po x =1- '0. Soit tEx 0 p. Alors e(x)a = LtEmop e(m)a = 0 car 
t =1- p. 
(~) Supposons l'existence de l'application r.p définie de B vers B telle que p E 
r.p(p) 0 p et r.p( q) 0 p ç {p} pour tous p, q E B, p =1- q, et qui vérifie les propriétés 
i) et ii). Il suffit de montrer que LqEXope(x)a = 0 et LpExope(x)a = a, pour tout 
a E A, pour tous p, q E B, p =1- q. 'Soit p, q E B, p =1- q, a E A. LqExop e(x)a = 
LqExop;xElmcp e(x)a + LqExop;x<;Umcp e(x)a = LqExop;xElmcp e(x)a d'après ii). D'où 
LqExop e(x)a = LqECP(Y)op a = 0 d'après i) et le fait que r.p(y) op ç {p}. Maintenant 
LpExoP e(x)a = LpECP(Y)OP a = a d'après ex). Donc e est une identité à gauche de 
A. 0 
Définition 3.5.5. On dit que v E B est un élément neutre à gauche (droite) 
de (B; 0) si v 0 p = {p} (p 0 v = {p}) pour tout p E B. On dit que v E B· est un 
élément neutre de (B; 0) s'il est neutre à gauche et à droite. 
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Corollaire 3.5.6. Si i est un élément unité à gauche (droite) de (A;·) et si v est 
un élément neutre à gauche (droite) de (B; 0), alors ïi'v est un élément unité à 
gauche (droite) de (DABC ; *). 
Preuve: Nous montrons juste le cas où (A; .) a un élément unité à gauche et 
(B; 0) un élément neutre à gauche. (l'autre cas suit par dualité et il est aussi 
semblable). Soit f E DABC et soit x E arbitraires. Alors (ïi'v * f)(x) 
LXET'o/i'v(r)f(s) if(s) f(s) f(x), car vos = {s}. 
D 
Remarque: On a vu que l'existence d'une unité dans (DABc; *) est en géné-
ral complexe. Il faudrait probablement chercher l'existence des unités pour des 
algèbres de convolutions particulières afin d'avoir de meilleurs résultats. 
Chapitre 4 
HYPERCONVOL UTION 
4.1. HYPERSTRUCTURE 
Une hyperopération binaire sur un ensemble E est une application de E x E 
dans P(E) \ {0}. Dans cette section, nous abordons des propriétés algébriques 
de l'hyperalgèbre que l'on obtient en supposant que (A; +, ., {O}) est une hyper-
algèbre et (B; 0) un multigroupoïde partiel. L'hyperalgèbre (DABC ; +, *) sera alors 
appelée hyperconvolution. Dans la suite, nous considérons les hyperstructures 
suivantes: 
1) (A;+,·,{O}) où + et· sont des hyperopérations binaires; (A;+) est com-
mutative et associative et telle qu'il existe 0 E A vérifiant pour tout a E A, 
a + 0 = {a} = 0 + a, et a· 0 = {O} = O· a. On étend + et . aux sous-ensembles 
de A. Pour X, Y ç A, on pose 
X + y = U (x + y); X· Y = U (x· y). 
xEX,yEY XEX,yEY 
Par exemple, pour x, y, z E A, 
x + (y + z) = U (x + v), x· (y. z) = U (x· v). 
vEy+z vEy'z 
Dans les formules basées sur les opérations et les relations ensemblistes (comme 
U, n, \, ç) et les hyperopérations (comme + et '), on adopte la convention que les 
hyperopérations ont la précédence ; par exemple, pour x, y, z E A on lit {x} U y . z 
comme {x} U (y. z). Pour éviter le cas trivial A2 = A· A = {O}, nous supposons 
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que A2 =1= {O}; c'est-à-dire qu'il existe a, b E A tels que a . b =1= {O}. 
2) (B; 0) est un multigroupoïde partiel (c'est-à-dire une application de B x B 
dans P(B)) tel que B 2 = BoB =1= {0}. 
3) On considère C c P(B) qui vérifie pour tous X, Y E C et b E B les pro-
priétés : 
i) Z eX=? Z E C ; et X U Y E C, 
ii) X 0 Y = U{x 0 y: x E X, Y E Y} E C, 
iii) {(x, y) E X x Y; b E x 0 y} est fini. 
iv) {b} E C. 
Définition 4.1.1. Soit DAffi,c = {f E AB : Suppf E C }. Pour tous f, 9 E DAffi,c, 
on définit 
f + 9 = {h E DAffi,c : h(x) E f(x) + g(x) pour tous xE B}, (37) 
f * 9 = {h E DAffi,c : h(x) E L f(t) . g(v) pour tous x E B}. (38) 
xEtov 
Si x t/:. BoB, alors par définition la somme dans (38) est égale à {O}. Soit 0 
l'application de B dans A constante à la valeur o. 
Lemme 4.1.2. (AC) (i) Soit f,g E DAffi,c. Alors f + 9 et f * 9 sont des sous-
ensembles non vides de D ABC et donc + et * sont des hyperopérations binaires sur 
DAffi,c. 
(ii) L 'hyperopération + est asociative et commutative et 0 est son élément neutre. 
(iii) 0 est un élément absorbant de * : pour tous f E D Affi,C, on a que 
f * 0 = 0 = 0 * f. 
Preuve: (i) Soit f, 9 E DAffi,c, X = Supp(J) et Y = Supp(g). Soit x E B 
arbitraire. Alors f(x), g(x) E A et 0 =1= f(x) + g(x) ç A. Par (AC), il existe 
hE AB avec h(x) E f(x) + g(x) pour tous x E B. Montrons que Supp(h) E C. En 
effet, soit x E B \ (X U Y). Alors f(x) = 0 = g(x) et f(x) + g(x) = 0 + 0 = {O} 
montre que h(x) = 0 et x E B \ Supp(h). Donc on a que Supp(h) ç X U Y et 
X U Y E C, par conséquent Supp(h) E C par 3) i) et h E DAffi,c. 
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Soit maintenant h dans l'ensemble donné par (38). Soit b E Supp(h). Par 3) iii), 
l'ensemble {(x, y) E X x Y: b E x 0 y } est fini; disons {(XI, YI),'" ,(Xk, Yk)} 
avec k ;::: 1, XI, ... ,Xk E X et YI, ... ,Yk E Y. Alors 
k 
h(b) E 2::: f(Xi)g(Yi)' 
i=l 
Ici, {b} = (Xl 0 Yd n··· n (Xk 0 Yk) EX 0 Y E C. Alors Supp(h) X 0 Y E C et 
donc Supp(h) E C par 3) i). Donc hE DAlRC et ceci démontre (i). 
(il) (DABC ; +) est commutative. En effet, soit f, 9 E D ATEC , et h E f +g. Soit x E B 
arbitraire. Alors h(x) E f(x) + g(x) = g(x) + f(x) montre que f + 9 9 + f. 
L'associativité de (DA'Ji,c; +) découle de l'associativité de (A; +) ainsi que du fait 
que 0 est un élément neutre de (DAHJC ; +). 
(Hi) La preuve est immédiate de l'équation (38). D 
Nous donnons des caractérisations pour que certaines propriétés algébriques 
soient vérifiées par (DATEC ; +, *). Une partie majeure de la théorie des hyperstruc-
tures porte sur les hypergroupes. Les hypergroupes datent de 1934, [Ma 34]. La 
littérature sur les hypergroupes comporte plus de 400 articles (voir [CL 03]) 
Définition 4.1.3. Une hyperalgèbre binaire (H; +) est un hypergroupe si elle 
. est associative et reproductive : x + H = H = H + x, pour tous x EH. 
Lemme 4.1.4. (DATEC ; +) est reproductive si et seulement si (A; +) est reproduc-
tive. 
Preuve: . Soit (DAlRC ; +) reproductive et soit a, b E A. Fixons x E B. 
Alors il existe f E DAHJC telle que 'b'x E 'a'x + fi en particulier b E a + f(x); 
donc A a + A. Le même raisonnement montre que A = A + a. 
( Ç=). Soit (A; +) reproductive et f, 9 E D ATEC arbitraires. Posons F = Supp(f) et 
G Supp(g). Il faut montrer l'existence de h E D ATEC telle que 9 E f + h. Nous 
définissons h E AB de la façon suivante: 
a) Pour x E \ G, soit h(x) E A tel que 0 E f(x) + h(x). 
b) Pour x E n G, soit h(x) E A tel que g(x) E f(x) + h(x). 
c) Pour x E G \ F, soit h(x) E A tel que h(x) = g(x). 
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d) Pour x E B \ (F U G), soit h(x) = 0 
Dans les cas a) et b), l'existence de h(x) est garantie par la teproductivité de 
(A; +). On peut vérifier que 9 E f + h. De plus, Supp(h) ç FU G E C. et donc 
hE DAEC • Nous avons ainsi montré que DAEC = f + DAEC · L'égalité DAEC + f = 
DAEC . D 
Proposition 4.1.5. (DAEC ; +) est un hypergroupe si et seulement si (A; +) est 
un hypergroupe. 
Preuve: Découle des deux lemmes précédents. D 
Dans la suite, nous nous intéressons à la structure de (DAEC ; *). Nous ca-
ractérisons la commutativité et l'associativité de (DAEC ; *). Les énoncés sont les 
mêmes que dans le cas de l'algèbre A.. Les preuves sont presque semblables au cas 
de l'algèbre Â.. Nous les repétons pour la convenience du lecteur. 
4.2. COMMUTATIVITÉ 
Proposition 4.2.1. Les propositions suivantes sont équivalentes: 
i) (D AEC; *) est commutative, 
ii) (D AE:F; *) est commutative, 
iii) Les fonctions 'a 'x (a E A, x E B) commutent entre elles, 
iv) (A;·) et (B; 0) sont commutatives. 
Preuve i) ::::} ii) ::::} iii) sont évidentes. 
iii) ::::} iv). D'après l'hypothèse sur (A; .), il existe a, b E A tels que ab =1= {O}. Soit 
x, y E B tels que x 0 y =1= 0 et z E B arbitraire. Par hypothèse, 'a 'x * 'b 'y = 
'b 'y * 'a 'x. Cette équation évaluée à z donne 
{O} =1= ab = ('a
' x * 'b'y)(Z) = ('b' y * 'a'x)(z). 
Du côté droit, le seul terme non nul s'obtient de z E yox et il est égal à ba. Comme 
z E x 0 y était arbitraire, on obtient que x 0 y ç y 0 x. Comme 0 =1= x 0 y ç y 0 x, 
on a y 0 x =1= 0 et donc y 0 x ç x 0 y; c'est-à-dire x 0 y = y 0 x. On obtient 
x 0 y = 0 {:} y 0 x = 0 et donc lB est commutative. Plus haut, nous avons 
obtenu que ab =1= {O} ::::} ab = ba. Si ab = {O}, alors ba = {O} et donc (A;·) est 
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commutative. 
iv) '* i) Soit f, 9 E DABC . Soit h E f * 9 et x E B arbitraires. Alors par la 
commutativité de lBl et (A;·), 
h(x) E L f(t)g(u) = L g(u)f(t) 
xEtou xEuot 
et donc f * 9 ç 9 * f. Par symmétrie, 9 * f ç f * 9 et donc f * 9 = 9 * f· 0 
4.3. ASSOCIATIVITÉ 
Définition 4.3.1. Pour a, b, cE A, on pose 
(ab)c = U xc; a(bc) = U ax. 
xEab xEbc 
(A;·) est associative si (ab)c = a(bc), pour tous a, b, cE A. 
Pour Z ç B sous ensemble fini et z E B, la loi pseudo-distributive est définie 
de la même manière que dans le cas où A ets une algèbre. Donc l'équation est 
la même; même si maintenant elle représente l'égalité de deux ensembles. Pour 
l'associativité de (DABC ; *) , nous avons la caractérisation suivante: 
Proposition 4.3.2. On suppose que (A; +,., {O}) satisfait la condition (*) sui-
vante: 
Si A 2 .A = {O} (A.A2 = {O}) alors pour tous k 2: 1 et al,··· , ak, bl ,··· bk , cE A, 
Alors les propriétés suivantes sont équivalentes: 
(1) (DABC ; *) est associative. 
(2) (DAB:F; *) est associative. 
(3) L'une des conditions suivantes est vérifiée: 
i) A 2 .A = {O} = A.A2 . 
ii) A 2 .A = {O} et lBl est trivialement associative à droite. 
iii) A.A2 = {O} et lBl est trivialement associative à gauche. 
iv) lBl est trivialement associative. 
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v) (A;·) est associative; lB est associative et la loi pseudo-distributive est 
valide pour tout sous-ensemble fini Z de B et chaque z E B. 
Preuve: (1) =} (2) est évidente. 
(2) =} (3) Supposons que les propriétés i)-iv) ne sont pas vérifiées et montrons 
que v) l'est. 
a) Montrons que A2.A =1= {O}. Supposons le contraire, alors A2.A = {O}. Puisque 
i) n'est pas vraie, on a que A.A2 =1= {O} et alors il existe a, b, c E A tels que 
a(bc) =1= {O}. Comme ii) n'est pas vraie et A2.A = {O}, B n'est pas trivialement 
associative à droite; c'est-à-dire il existe x, t, U, v, wEB tels que x E t 0 U et 
U E v 0 w . Comme (Du]='; *) est associative, on a : 
Alors 
L (L'a -\(P)'b-\(q)) 'c'w(l)-
xEzol zEpoq 
Du,çôté gauche, le seul produit distinct de {O} est a(bc), qui s'obtient pour m = t, 
v = r et w = s. Alors 
{O} =1= a(bc) = L (L 'a't(p)'b'v(q)) 'c'w(l). 
xEzol zEpoq 
Du côté droit de cette équation, tous les produits sont {O}, sauf possiblement 
(ab)c (qui correspond à p = t, q = v et l = w). Alors a(bc) = (ab)c =1= {O}, ce qui 
montre que A.A2 =1= {O}, ce qui est contraire à l'hypothèse. Donc A2.A =1= {O}. De 
la même façon ou par dualité, on montre que A.A2 =1= {O}. 
Montrons que (B; 0) est associative. Comme iv)' n'est pas vraie, B2.B =1= 0 ou 
B.B2 =1= 0. Supposons que B 2.B =1= 0. Alors il existe p, q, r E.B tels que (poq) or =1= 
0. Soit x E (p 0 q) 0 r arbitraire. Alors, il existe tEp 0 q tel que x E t 0 r. Comme 
A2.A =1= {O}, il existe a,b,c E A tels que (ab)c =1= {O}. On a 
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et 
L (L ,alp(U)'blq(V)) 'c'r(n) = L 'a'p(m) (L 'blq(U)'Clr(V)) ; 
xEmon mEuov . xEmon nEuov 
C'est-à-dire 
{O} =1= (ab)c = L 'a'p(m) (L 'blq(U)'Clr(V)) 
xEmon nEuov 
car xE tor et tE poq. Le seul produit du côté droit qui puisse être =1= {O} est 
a(bc) qui s'obtient pour m = p, n = q et r = v. Alors a(bc) = (ab)c et x E po(qor). 
Comme x E (poq) or était arbitraire, on a que 0 =1= (poq) or ç po (qor). Par un 
raisonnement pareil ou par dualité, on montre que x 0 (y 0 z) =1= 0 ::::} x 0 (y 0 z) ç 
(x 0 y) 0 z. Dans notre cas, po (q 0 r) =1= 0 et donc po (q 0 r) ç (p 0 q) 0 r. Ainsi 
po (qor) = (poq) or et lB est associative. 
Montrons que (A;·) est associative . On vient de montrer que lB est associative. 
On conclut que lB est trivialement associative à gauche si et seulement si lB est 
trivialement associative à droite et dans ce cas lB est trivialement associative. Par 
hypothèse, iv) n'est pas vraie, donc lB n'est trivialement associative ni à gauche, 
ni à droite. 
Soit a, b, c E A. Supposons que a(bc) =1= {O}. Comme lB n'est pas trivialement 
associative à droite, il existe p, w, t, u, x E B tels que x E po W et w E t 0 u. On 
a: 
{O} =1= a(bc) ('al p * ('bit * 'c
'
U ) )(x) 
(('al p * 'bit) * 'cI U ) (x) 
(L (L ,alp(r)'blt(S)) 'c'u(n). 
xEmon mEros 
Le seul produit distinct de {O} est (ab)c (qui correspond à r = p, S = t et n = u). 
Alors 
::::} xEmou, mEpotet(ab)c=l={O}; 
Ce qui est absurde. Donc (ab)c = {O} =::::} a(bc) = {O}. Ainsi d'après (39) 
(ab)c =1= {O} =::::} a(bc) =1= {O} et (ab)c = a(bc). Ainsi (A; .) est associative. 
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Montrons que pour tout sous-ensemble fini Z de B et chaque z E B, la loi pseudo-
distributive est vérifiée. 
Posons pour tout tE B, 
f(t) = at, g(t) = bt , h(t) = Ct si tE Z 
et 
f(t) = g(t) = h(t) = 0 si tE B \ Z. 
A noter que f, 9 et h sont bien des éléments de l'hyperalgèbre (DAB:F; *). En effet, 
Supp(f) ç Z, Supp(g) ç Z, Supp(h) ç Z et Z est fini. On a (f*g)*h = f*(g*h), 
en particulier pour z, on a ((f * g) * h) (z) = (f * (g * h) ) (z). D'où 
I~" (f,a,bt ) c. ~ I~" C~/(S)g(t)) h(v) 
.~n f(m) C~, g(r)h(S)) 
L am (L brcs ) . 
xEman nE ras 
Comme (A; .) est associative, on peut écrire ces sommes comme 
L ( L asbt ) Cv = L am ( L brcs ) . 
vEZ s,tEZ; zEsatav. mEZ r,sEZ; xEmaras 
Ceci est la loi peudo-distributive qui correspond à Z et z. 
(3) => (1). Soit (3) vraie et soit f, g, hE D ABc . Montrons que (f *g) *h = f * (g*h) 
a) Si l'une des propositions i), ii), iii) ou iv) est vérifée, alors (f * g) * h = {O} = 
f * (g * h) d'après (*). 
b)Soit v) vérifiée. Posons 
F = supp(f), C = supp(g), H = supp(h). 
Alors F, C, HEC. Par définition, l'ensemble NFG(x) = {(t, u) E FxC: xE tou} 
est fini. Ainsi, pour chaque x E B, l'ensemble Sx = {(p,q,t) E F x C x H: xE 
poqot} est fini. 
Posons FI = III (Sx), Cl = II 2(Sx) et Hl = II3 (Sx) où IIi(Sx) désigne la i-ème 
projection de Sx, i = 1,2,3. Ici Z = Pl U Cl U Hl est aussi fini. Posons ap = f(p) 
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si p EPI, bq = g(q) si q E Cl, Ct; = h(t) si tE Hl, ai = bj = Ck = 0 pour i E Z\H, 
j E Z \ Cl, k E Z \ Hl' 
Soit z E B arbitraire. Alors par la loi pseudo-distributive induite par Z et z, on 
a: 
L (f * g)(u)h(r) 
zEuor 
~ I, C~/(m)g(n)) h(r) 
= L ( L apbq) Ct; 
tEZ zEpoqot 
= Lap ( L bqCt;) 
pEZ zEpoqot 
- (f * (g * h) ) (z). D 
CONCLUSION 
Dans cette thèse, nous avons traité des propriétés algébriques pour une al-
gèbre d'incidence généralisée et pour une algèbre de convolution généralisée. Plus 
précisément, nous avons donné les conditions pour qu'elles soient commutatives, 
associatives, distributives, idempotentes et pour qu'elles admettent un élément 
unité etc. Nous avons constaté que ces conditions étaient pour la plupart très 
complexes. Dans certains cas, nous n'avons pas pu donner une caractérisation 
détaillée. 
Les éléments idempotents centraux et le radical de Jacobson jouent un rôle im-
portant dans les problèmes d'isomorphie des algèbres d'incidence. Nous avons 
voulu résoudre le problème d'isomorphie pour les algèbres d'incidence générali-
sées lorsque l'algèbre A est fixée; mais pour le mqment , nous n'avons pas'encore 
la piste de la solution. Nous pensons que le manque de certaines propriétés sur A 
est un gros handicap. Le radical de Jacobson de lIJ)ABC a été caractérisé partielle-
ment pour une algèbre d'incidence généralisée. Cette caractérisation découle du 
lien qui existe entre les congruences maximales de lIJ) AlIlIC et les congruences maxi-
males de A pour un x dans X. Nous pensons que la connaissance de certaines 
congruences de lIJ)AlIlIC pourrait nous aider dans cette résolution. 
Les hyperconvolutions ont été aussi abordées; particulièrement la commutati-
vité et l'associativité ont été caractérisées. Nous n'avons pas encore des résultats 
sur la caractérisation des autres propriétés algébriques telles que l'idempotence, 
l'existence de l'élément unité, .... Nous pensons qu'ils seront semblables à ceux 
obtenus dans le cas où A est une algèbre. 
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