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MMN Response to Emotionally Salient, Frequency Modulated Tones 
 
Abstract 
Auditory processing of emotion in speech is a complex, multi-step process beginning with 
encoding of sound in the auditory cortex. The present study aimed to demonstrate that emotional 
auditory stimuli are more salient and therefore produce a larger neural response than neutral 
auditory stimuli even at the level of the primary auditory cortex. To test this hypothesis, 
electroencephalography (EEG) was used to collect data from forty five undergraduates (28 
Female, Mean age =19.9). The study measured the mismatch negativity (MMN) generated in 
response to an optimal oddball paradigm comprised of emotional (i.e., happy, sad) and neutral 
tones. Data indicated that tones of higher frequency elicited significantly larger MMNs 
regardless of other factors (F(1,32) = 4.68, p < 0.05) however, no significant effect of emotional 
valence was found. Our findings would suggest that emotional content is not encoded as early as 
the primary auditory cortex, but further research is necessary to address possible confounding 
factors in order to elucidate the data.  
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Evaluating the Mismatch Negativity Response to Emotionally Salient,  
Frequency Modulated Tones 
Neural Processing of Vocal Emotion 
Extracting emotional content from speech is a complex cognitive process that is critical to 
social cognition. Vocal emotion, also known as emotional prosody, has been characterized as 
paralinguistic because comprehension relies on the brain’s rapid analysis of acoustic cues that 
are independent of language content (Belin, Fecteau, & Bédard, 2004). Although research has 
shed some light onto the paralinguistic features that identify emotion in speech, the specific 
processes mediating the encoding of these features are still unclear (Scherer, 1995). Various 
approaches have been taken to elucidate the neural underpinnings of emotional prosody. Older 
models focused on the apparent lateralization of vocal emotion comprehension to the right 
hemisphere. These models were influenced by the observation that damage to the right 
hemisphere causes greater impairment in emotional voice perception than damage to the left 
hemisphere (Ethofer et al., 2006). Although there remains some evidence of lateralization in 
emotional voice processing, more recent studies have identified the amygdala, motor and 
premotor cortices as regions of the brain that also appear critical to emotional voice perception 
(Adolphs, Damasio, & Tranel, 2002). In an effort to paint a more complete picture, several recent 
studies suggest that vocal emotion comprehension is best conceptualized as a multi-stage process 
progressing from the auditory cortex to the frontal lobe through parallel pathways (Belin et al., 
2004; Ethofer et al., 2006; Schirmer & Kotz, 2006; Spreckelmeyer, Kutas, Urbach, Altenmüller, 
& Münte, 2009).  
The model proposed by Schirmer and Kotz (2006) creditably integrates seemingly divergent 
information from the most recent studies on vocal emotion perception. Schirmer and Kotz 
propose a three stage model for perception of vocal emotion: 1) sensory processing 2) integration 
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of paralinguistic cues, and 3) cognition (Schirmer & Kotz, 2006). In the first stage, sensory 
processing, acoustic cues travel from the ear to the auditory cortex in the superior temporal lobe 
of the brain. Frequency of a sound is encoded by tonotopically organized neurons that respond 
maximally to a specific frequency and whose firing rate is modulated by sound intensity. Studies 
recording event-related potentials (ERP) have demonstrated that these acoustic cues elicit a brain 
response approximately 100 milliseconds after the stimulus has been presented. It is therefore 
thought that frequency and sound intensity are the most basic units of encoded vocal emotion. 
Other ERP studies have demonstrated that the amplitude and localization of the ERP are not only 
modulated by the acoustic cues themselves, but also by attention (Alho, Teder, Lavikainen, & 
Näätänen, 1994).  
 The second stage of vocal emotion comprehension outlined by Schirmer and Kotz is the 
integration of the acoustic cues. This stage draws upon a model describing two pathways for 
auditory processing: localization and categorization. Emotionally relevant auditory information 
is assumed to travel through the categorization (“what”) processing stream to the anterior 
superior temporal sulcus (STS) in the right hemisphere where it is further processed and becomes 
available for higher cognitive processes. The cognition stage of vocal emotional perception 
involves the higher executive processes such as judgments (right inferior and orbitofrontal 
cortex) and interpretation of banter and sarcasm (inferior frontal cortex); (Schirmer & Kotz, 
2006). 
Several other brain imaging studies support the Schrimer and Kotz model of emotion 
perception. An fMRI study conducted by Ethofer and colleagues demonstrates the superiority of 
models assuming that emotional speech is first processed in the right temporal cortex and then 
transmitted in parallel to the two frontal cortices for higher level cognition (Ethofer et al., 2006). 
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Belin et al. describe processing of emotional prosody as analogous to the Bruce and Young 
model of face perception (Belin et al., 2004). This model also shows vocal emotion 
comprehension occurring in parallel in separate cortical pathways, highlighting the importance of 
the cortical regions around the STS (Belin et al., 2004). As these models suggest, the integrative 
nature of vocal emotion processing makes it hard to study empirically; however 
electroencephalography (EEG) is very well suited to studying the early levels of processing. 
Event Related Potentials and the Mismatch Negativity  
An event-related potential (ERP)  is a change in voltage within an electroencephalogram 
(EEG) that is time locked to a very precise window of time surrounding the onset of a stimulus 
(Luck et al., 2011). ERPs have excellent temporal resolution and are therefore useful tools for 
investigating early sensory processing of vocal emotional tones. A large body of research has 
demonstrated that presentation of an auditory stimulus elicits a negative waveform known as the 
N1 which peaks with a latency of about 100 milliseconds from the presentation of the stimulus 
(Schirmer & Kotz, 2006). Due to the very early appearance of the N1, it is believed that this 
waveform corresponds with and provides information about brain activity associated with the 
earliest sensory processing of a sound. This assumption is corroborated by the fact that the 
magnitude of the N1 is modulated by the frequency of the tones even in unattended conditions 
(Alho et al., 1994). Furthermore, studies have shown that, in contrast to neutral sounds, 
emotional auditory stimuli show earlier ERPs; this renders ERP studies particularly well suited 
to studying neural response to emotional sounds at the most basic level of  processing 
(Spreckelmeyer et al., 2009). One ERP component that is commonly used to in such studies is 
the mismatch negativity. 
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The mismatch negativity (MMN) is a pre-attentive ERP component that occurs in 
response to a deviant stimulus embedded within a train of standard stimuli (Näätänen, 
Paavilainen, Rinne, & Alho, 2007). Studies have demonstrated that once the brain has formed a 
representation of a standard sound, any deviation from the expected standard will elicit a more 
negative ERP waveform than that previously elicited by the standard. This MMN occurs with a 
latency between 150 and 300 milliseconds from the change onset and is maximally measurable at 
the frontocentral and central scalp electrodes (Näätänen et al., 2007). A MMN can be elicited by 
a deviant that violates the brain’s expectancy on one of many dimensions including frequency, 
temporal resolution, content and even abstract characteristics such as grammar (Näätänen et al., 
2007). Moreover, this response occurs regardless of whether the participant is attending to the 
stimulus and can be measured even during REM sleep (Loewy, Campbell, & Bastien, 1996).  
The MMN has been studied extensively in respect to auditory change detection through 
the oddball paradigm. In each trial of the traditional oddball experiment, a single “deviant” 
auditory stimulus is presented within a set of “standard” tones. Each trial provides information 
about the neural response to a single stimulus and many trials are therefore needed to gather a 
sufficient amount of data for signal averaging in the measurement of ERPs. Therefore, in a 
typical oddball experiment, each deviant tested must be presented many times, thereby greatly 
increasing the length of the experiment. Acknowledging the impracticality of such a long 
experimental design, Näätänen et al. tested a new “optimal” paradigm which allows for 5 types 
of deviant tones to be presented within the same trial (Näätänen, Pakarinen, Rinne, & Takegata, 
2004). The procedure for the optimal paradigm begins with the presentation of 15 standard tones 
followed by the presentation of 5 different deviants, such that each deviant is separated by one 
standard (Näätänen et al., 2004). Comparison of the standard  oddball and optimal paradigms 
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demonstrates that the new optimal paradigm elicits MMN amplitudes that are the same size as 
those elicited by the traditional oddball (Näätänen et al., 2004). Implementation of the optimal 
paradigm would enable the design of studies which test across many conditions but are of a 
reasonable duration (Näätänen et al., 2004).                        
By virtue of its pre-attentive nature, the MMN is an extremely useful measure of 
automatic auditory sensory processing. Although research is ongoing, current thought is that the 
MMN is for the most part generated bilaterally by the auditory cortex in the supratemporal plane 
and partially modulated by frontal activity that is slightly lateralized to the right hemisphere 
(Näätänen, 2003). Given that the MMN is measurable so soon after presentation of the stimulus 
and that it is thought to be generated by the auditory cortex, it can be inferred that the MMN 
reflects very early processing of auditory stimuli. Furthermore, it has been demonstrated that 
emotional auditory deviants generate a MMN in the same manner as physically different 
deviants, indicating that the brain recognizes some consistent component of emotional vocal 
prosody even at the most basic levels of auditory processing (Goydke, Altenmüller, Möller, & 
Münte, 2004). Further evidence for early auditory extraction of emotional components has been 
found in MMN studies done with clinical populations that are known to have affective 
processing deficits (Dunn, Gomes, & Gravel, (2007); Kircher, 2004; Luck et al., 2011; Näätänen, 
2003).  
Abnormalities in Vocal Emotion Perception  
Current knowledge of vocal emotion processing is in great part informed by studies of cases 
in which there is a known deficiency in affective comprehension. Abnormalities in vocal 
comprehension are symptoms of many disorders including depression, dyslexia, Parkinson’s 
disease, schizophrenia, and autism spectrum disorders. Deficits specifically in vocal emotion 
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processing lead to larger deficits in social cognition which are some of the more obvious 
symptoms of both autism spectrum disorders and schizophrenia. These abnormalities are hard to 
quantify and current methods of diagnosis are often subjective, highlighting the need for the 
development of an objective neurophysiological diagnostic measure. To address this need, recent 
studies have utilized EEG and the MMN paradigm as a means to identify auditory processing 
deficits in clinical populations.  
One notable study used an oddball paradigm consisting of a two syllable word spoken with 
neutral, happy and sad intonation to investigate the difference in MMN amplitude for emotional 
prosody between patients with Parkinson’s disease (PD) and healthy controls (Schröder et al., 
2006). One major non-motor symptom of the neurodegenerative Parkinson’s disease is deficient 
emotional prosody processing. Schröder and colleagues observed that the amplitude of the MMN 
to sad deviants is significantly smaller for patients with PD than for controls (Schröder et al., 
2006). The findings of this study suggest that emotion is at least in part processed pre-attentively 
and that the deficits in vocal emotion processing of certain clinical populations can be associated 
with impairment of this pre-attentive process.  
Schizophrenia is another disorder marked by severe deficits in social cognition which are 
thought to be partially caused by an impaired ability to identify vocal emotion (Phillips, Drevets, 
Rauch, & Lane, 2003). Studies have repeatedly shown that patients with schizophrenia generate 
a MMN of decreased amplitude in response to auditory oddball paradigms (Näätänen, 2003). 
Explanations of this effect vary: some researchers postulate that the dampened MMN is due to a 
dysfunction mainly in the higher order generators of the MMN (Näätänen, 2003), some implicate 
an altered hemispheric lateralization (Kircher, 2004) and some present evidence that the smaller 
MMN amplitude is already observable at the level of the auditory cortex (Pekkonen et al., 2002).  
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In addition to being an extremely informative tool for research involving disorders such as 
schizophrenia and Parkinson’s disease, EEG measures are especially useful to the study of 
autism spectrum disorders (ASD).The autism spectrum refers to a range of developmental 
disorders marked by impairments in social interaction and communication and by stereotyped 
patterns of behaviors (Minshew, 1996). As indicated by the name, autism spectrum disorders 
present with various degrees of deficits and a huge range of individual variability. At the lowest 
end of the spectrum is Asperger’s syndrome, marked by mild social impairment, while at the 
higher end of the spectrum, a diagnosis of autism indicates severe deficits in social cognition. 
Autism is defined by a very complex interplay of behavioral symptoms and there is therefore no 
biological marker which can be used to test for autism (Rapin & Dunn, 2003). Although the 
continuum was established in an effort to promote uniformity in diagnosing autism, there is great 
interest in developing a more objective system of diagnosis (Rapin & Dunn, 2003).  
Stemming from the need for a more precise diagnostic system, steps have been taken to 
elucidate the etiology of ASD. This has proven to be an extremely complicated task as the 
symptoms of autism are so broad and varied. Research into the etiology of ASD has explored 
everything from genetic abnormalities to neural correlates (Bomba & Pang, 2004). Although 
investigation of the neural underpinnings of ASD has in some ways reaffirmed the complexity of 
the disorder, it has also given us a better understanding of some neural deficits with which the 
disorder is associated. 
Auditory processing deficiency is a neural deficit associated with ASD which has been 
particularly well researched by ERP studies (Bomba & Pang, 2004). Consistent with the 
assumption that autism is characterized by very basic auditory comprehension defects, it has 
been shown that the N1 component in response to tones is significantly decreased in amplitude 
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for autistic individuals (Bomba & Pang, 2004). Concurrent with this finding, ERP studies have 
found significant differences in MMN latency and topography between autistic and normally 
developing individuals: the MMN has been found to peak earlier and be more lateralized in 
autistic groups (Bomba & Pang, 2004). Other studies have found significantly decreased 
amplitude of MMN in autistic children in conditions in which the stimulus is not attended to; 
interestingly, these studies have also demonstrated that in attended conditions, there is no 
difference in MMN amplitude between autistic and typical children (Dunn, Gomes, & Gravel, 
2008). An explanation of this phenomenon is that, in attended conditions, higher order cognitive 
processes compensate for more basic auditory deficits such that differences are only observable 
in pre-attentive conditions. These results once again point to a low level abnormality in auditory 
sensory processing as a primary cause of the communication impairment characteristic of ASD.  
As outlined above, there is an abundance of current EEG research on both the deficits in 
emotional cognition and auditory processing associated with schizophrenia, autism spectrum 
disorders, Parkinson’s disease and many other cognitive disorders. However, while both of these 
areas of deficit have been well characterized, systematic research linking auditory processing and 
emotional competency is lacking. The sparse EEG research on processing of vocal prosody in 
clinical populations is in part due to a difficulty in developing an objective set of emotionally 
salient auditory stimuli.  
Standardized Auditory Stimuli 
In order to study emotional prosody, studies investigating auditory processing of emotion 
have traditionally relied upon actors to produce emotional speech. While studies using actors are 
useful, they are limited by the range of the actors and are more difficult to standardize. Studies 
requiring participants to judge a series of emotions have shown that participants are able to 
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correctly categorize nuanced emotion in voice with an accuracy that is greater than chance 
(Banse & Scherer, 1996). If human beings have such a keen ability to recognize distinct 
emotions in speech, it stands to reason that there must be certain recognizable physical features 
of emotional sounds. Further research has identified  these physical features of emotional speech 
as amplitude, timing and fundamental frequency  (Scherer, 1995). 
To address the problems presented by relying on actors to create auditory stimuli, recent 
research has applied what is known about the fundamental acoustic features of emotion to 
manipulate tones which are highly controlled, yet carry an emotional valence. One such study 
used musical instruments (violin and flute) played in ways that vary the pitch so some tones are 
characterized as happy and some as sad (Goydke et al., 2004). A more recent study by 
Kantrowitz et al. (2011) demonstrates the ability to electronically synthesize tones which carry 
an emotional valence (Kantrowitz et al., 2011). This study found that within a range of frequency 
modulated (FM) tones, variations in mean fundamental frequency (F0) and pitch variability 
(F0SD) reliably predict emotional categorization of tones. In their study of 82 participants, tones 
with high F0 and high F0SD were consistently rated as “happy” while tones with low F0 and low 
F0SD were consistently rated as “sad” (Kantrowitz et al., 2011). This research affirms the notion 
that low level processing of vocal emotion prosody is heavily reliant upon very basic acoustic 
features of frequency and pitch variation. This finding is extremely useful to the study of vocal 
emotion comprehension because frequency modulated tones permit standardized stimuli to be 
synthesized, allowing for the study of brain response to very specific changes in emotional 
stimuli.  
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Present Study 
 Since auditory emotion perception has been linked to social cognition deficits in clinical 
populations, deepening our understanding of vocal emotion processing will significantly enhance 
our ability to diagnose and treat these groups. In this interest, the present study aimed to 
investigate the basic, low level processing of auditory emotion through the MMN paradigm. 
Using the frequency modulated (FM) tones described by Kantrowitz et al., we synthesized 
auditory stimuli that were precisely controlled to have either an emotional or neutral valence. We 
then utilized the optimal MMN paradigm proposed by Näätänen et al. to record neural response 
to both the emotional and neutral deviants. We expected that by recording ERP response to 
standardized emotional and neutral tones we could find evidence that emotion content of 
auditory stimuli is encoded to some degree as early as the auditory cortex. Assuming that tones 
that carry emotional acoustic features are more salient, we expected the MMN to be larger for 
conditions in which the tones have an emotional valence than for conditions in which the tones 
are emotionally neutral. If such a procedure were to find that amplitude of MMN is sensitive to 
emotion, the MMN could be used as an objective measure of sensitivity to emotional valence, 
which would be useful to early diagnosis of disorders such as autism and schizophrenia. We 
attempted to show the utility of the MMN as a diagnostic tool by asking participants to fill out a 
questionnaire called the Adult Autism Spectrum Quotient (AQ). We expected that if the MMN 
was larger for emotional tones over neutral tones across participants, the amplitude of the MMN 
would be correlated to the AQ score such that participants with more autistic personality traits 
would generate a smaller MMN to the emotional tones.  
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Method 
Participants 
Forty five undergraduates (Female=28) were recruited to participate in this study and 
compensated for their time with course credit. The average age of participants was 19.9 years old 
and participants had no history of neurological or psychiatric condition or head injury resulting 
in loss of consciousness. Data from a total of twelve participants was excluded from analysis due 
to poor data quality.  All participants filled out informed consent forms and the protocol was 
approved by the Internal Review Board (IRB) at the College of William and Mary. 
Stimuli and Measures 
Four different tones were synthesized in MATLAB: two (“happy/”sad”) in the emotion 
condition and two (“neutral”) tones in the neutral condition. Each of the tones varied in both 
fundamental frequency (F0) and pitch variability (F0SD). Tones were chosen based on the 
results of the Kantrowitz et al. study which identified the F0 and F0SD most often identified as 
“happy” and as “sad”. As specified by Kantrowitz et al., the "happy" tone had a F0 of 225 Hz 
and F0SD of 150 Hz while the "sad" tone had a F0 of 125 Hz and a F0SD of 20 Hz. The 
“neutral” tones corresponded with the same frequencies and pitch variability used to synthesize 
the emotional tones, but in combinations that carry no emotional valence: “neutral 1” = F0 225 
Hz and F0SD 20 Hz; “neutral 2” = F0 125 Hz and F0SD 150 Hz. Eprime was used to control 
presentation of the tones so that each tone was presented for a 500-ms duration and played at 
65db binaurally. The inter-tone-interval (time between offset and onset of next tone) was pseudo-
randomized between 3500 and 4000-ms. 
The Adult Autism-Spectrum Quotient (AQ) assessment described by Baron-Cohen et al. 
(2001) was administered to each participant. The AQ is a short test which has been shown to be 
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extremely accurate measure of autistic personality traits in participants of normal intelligence 
and is a useful preliminary measure of autism (Baron-Cohen, Wheelwright, Skinner, Martin, & 
Clubley, 2001). It is administered in the form of a 50 question survey which is designed to assess 
the number of autistic personality traits an individual exhibits. The participant is instructed to 
choose if they “definitely agree”, “slightly agree”, “definitely disagree” or “slightly disagree” 
with a series of statements. These statements describe autistic personality traits among five 
dimensions: social skills, attention switching, attention to detail, communication and imagination 
(Baron-Cohen et al., 2001). Scoring is such that one point is given each time an individual 
chooses the statement which corresponds to the more autistic trait. The questionnaire is designed 
to ensure that the more autistic trait is evenly distributed between “agree” and “disagree”.  
Procedure 
Participants were introduced to the experiment, verbally informed of the procedure and 
all possible discomfort and given time to read the informed consent form in private. Once 
participants gave informed consent, they were asked to fill out the AQ. At no time was the 
participant’s name associated with the AQ assessment. After completing the AQ, participants 
were seated in an electrically shielded booth and fitted with an electrode cap. Conductive gel was 
added to each electrode and participants were instructed to advise the researcher of any 
discomfort. Once EEG set up was complete, the participants were given insert earphones, and 
asked to remain as still as possible for the thirty minute duration of the experiment. Each 
participant was given an iPod Touch and instructed to play a game called “flight control” while 
passively listening to a series of auditory tones. The nature of the game does not require 
movement of the body and displays the previous highest score on the screen, making the active 
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goal for the participants to beat the high score. This task served as a distracter to ensure that 
participants were not actively attending to the tones.  
Once participants were actively engaged in the game, the presentation of tones began. 
The “optimal oddball paradigm” as described by Näätänen et al. in 2003 was used, allowing 
three “deviant” tones to be presented randomly among a series of “standard” tones. Tones were 
presented in four blocks of one hundred tones each. For each of the four blocks, one of the four 
tones served as the standard and the remaining three as the deviants. The first deviant in each 
block was preceded by 15 repetitions of the standard tone for that block; subsequent deviants 
were separated by 2 standard tones. Each tone therefore appeared as a deviant a total of 30 times 
(10 times in each block).  
Data Acquisition and Processing  
Electrophysiological data were collected using a 72 channel electrode cap with Ag/AgCl 
electrodes and recorded continuously at a sample rate of 2000 Hz using a DBPA-1 Sensorium 
bio-amplifier (Sensorium Inc., Charlotte, VT) with an analog high-pass filter of 0.01 Hz and a 
low-pass filter of 500 Hz. To minimize electrical interference, participants were seated in a 
Faraday chamber. A forehead ground was used and a reference electrode was placed on the side 
of the nose. Vertical eye movements and blinks were recorded from electrodes placed above and 
below the eyes while horizontal eye movements were recorded from electrodes placed at the 
lateral canthi.  
EEG data were analyzed off-line using MATLAB. Data was reviewed, and channels that 
contained excessive artifact were identified and interpolated by spherical spline. Ocular artifacts 
were removed using independent components analysis and data was then segmented between      
-100ms and 300ms with respect to stimulus onset and baseline corrected over the pre-stimulus 
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interval. An IIR Butterworth filter was applied to the data with a high-pass cutoff of 0.1 Hz and a 
low-pass cutoff of 20 Hz. A simple voltage threshold was then applied to the data with voltage 
limits of -100 to 100 microvolts. Segmented EEG data was then averaged for the standard and 
deviant responses of each tone (ex. “happy standard” and “happy deviant”) generating grand 
average ERPs for all 72 electrodes. Mean ERP values were extracted between 80 and 150 ms and 
MMN difference waves were calculated. Mean values of the MMNs were compared using 
repeated measures ANOVA designs. 
Results 
Electrophysiological Results 
Grand average waveforms were plotted for standards and deviants at all 72 electrodes and 
the overall MMN difference wave was calculated by subtracting the deviant minus the standard 
waves. As demonstrated in Figure 1, this revealed that the peak amplitude of the MMN occurred 
between 80 – 150 ms after presentation of the stimulus, and a scalp-plot was generated to reflect 
the MMN amplitude as distributed over the entire scalp during that time range. As shown in 
Figure 2, the maximum magnitude of the MMN for all four tones is observable in the frontal 
region of the right hemisphere. Clusters of channels were chosen for analysis based on the MMN 
distribution indicated by the scalp plot. To compare MMN differences between hemisphere (left 
and right) and region (front and central), four complementing clusters of electrodes were chosen: 
right, front (FP2, AF4, F2, F4, AF8); right, central (FC2, FC4, C2, C4); left, front (FP1, AF3, F1, 
F3, AF7); left, central (FC1, FC3, C1, C3). The mean values of the ERPs were extracted between 
80-150 ms and were averaged for each cluster of electrodes. Average MMN values were 
computed for each tone in each cluster by subtracting average standard minus average deviant 
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tones. The newly computed, average MMN difference waves were then plotted. As can be seen 
in Figure 3, a MMN was generated for the happy and high frequency neutral tones but not for the 
sad or low frequency neutral tones.  
A repeated measures ANOVA with factors of hemisphere (right, left), region (front, 
central), frequency (high, low), and pitch variability (high, low) was used to compare effects of 
fundamental frequency (F0) and pitch variability (F0SD) on the MMN across conditions. This 
analysis indicated that high frequency tones (happy and neutral 1) elicit significantly larger 
MMNs (Happy M = -1.08, SE = 0.33; Neutral1 M = -0.15, SE = 0.28) than do tones of low 
frequencies, regardless of pitch variability, hemisphere or region, F(1,32) = 4.68, p < 0.05. The 
ANOVA found no significant effect of hemisphere, region or F0SD, F(1,32) = 0.54, p > 0.05. 
Additionally, there was not an interaction between F0 by F0SD, indicating no effects of 
emotional valence F(1,32) = 1.04, p > 0.05 (See Figure 4).  
Discussion 
 The initial goal of this study was to find support for the theory that encoding of emotional 
vocal content is distinguishable from encoding of non-emotional sounds even in the very early 
stages of auditory processing. Since it is clear that certain clinical populations have a deficit in 
both auditory processing and emotional cognition, we expected to find ERP evidence of a 
general preference for emotional stimuli as early as pre-attentive auditory processing. 
Surprisingly, our study found no significant relationship between the emotional valence of a 
frequency modulated tone and amplitude of the MMN. Furthermore, our research does not 
suggest that the MMN response is significantly lateralized to one hemisphere or significantly 
larger in the frontal region of the scalp than in the central region. Our results do, however, 
support the fact that the auditory cortex is significantly more sensitive to tones of high frequency 
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regardless of pitch variability, hemisphere or region of the brain. In fact, tones of low frequency 
did not generate a significant MMN at all.  
These data have several important implications. Firstly, the lack of a significant effect of 
emotional valence would suggest that emotion is not preferentially encoded at the level of the 
primary auditory cortex. This finding indicates that the auditory cortex responds only to physical 
stimuli that are later evaluated for emotional valence by higher order cognitive processes. This 
interpretation of our data contradicts the findings of contemporary research which has found not 
only that MMN amplitude is greater for emotional than neutral prosody, but also that there is 
evidence of gender differences in pre-attentive auditory processing of emotion (Schrimer, 
Striano, & Friederici, 2005). Nevertheless, despite clear evidence that some degree of 
categorization of emotional prosody occurs pre-attentively (Goydke et al., 2004), it is possible 
that the features of emotion encoded at the level of the auditory cortex are indistinguishable from 
the features of all other auditory stimuli. While this would mean that the auditory cortex is not 
preferentially sensitive to emotional valence of sound, our data do indicate that high frequency 
sounds elicit a greater response than those of low frequency. One possible explanation for this 
observation is that high frequency sounds are typically more urgent and therefore more salient. 
The fact that a MMN was not measurable for conditions in which low frequency tones (sad and 
neutral 2) were presented as deviants is highly unusual and very unexpected in light of many 
other studies on auditory change detection (Näätänen et al., 2007). 
Since our data did not suggest that the MMN can be used as a measure of emotional 
competency, we could not assess if there is a correlation between participants who had higher 
AQ scores and, therefore, more autistic personality traits. Although the MMN might not be well 
suited as an objective measure of auditory emotion sensitivity, the test is extremely easy to 
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execute and control. As such, there remains the possibility of using the MMN response to 
frequency modulated tones as a measure of general integrity of auditory sensitivity, which would 
be a useful test for a variety of clinical conditions. Furthermore, the method implemented to 
create tones of emotional valence is very valuable as it allows for synthesis and manipulation of 
a wide range of tones within various emotional categories. The frequency modulated tones 
utilized in this study therefore remain an extremely useful tool for further investigating 
processing of emotional prosody.  
 There are several factors that, if addressed, would help to clarify our data. One notable 
confounding factor in our study is that, after synthesizing the tones, we did not confirm the 
findings of Kantrowitz et al. by asking participants to categorize the tones as either happy or sad. 
Because we relied upon previous findings and did not assess the tones ourselves, we cannot be 
sure that our participants recognized the tones as having an emotional or neutral valence. The 
most important task, therefore, is to determine if our participant pool was able to categorize the 
frequency modulated tones as happy and sad. A simple tone rating task has been developed and 
can rapidly be distributed to a large undergraduate population. If a study confirms that our 
undergraduate population attributes emotionality to the tones, we can be assured that the design 
of the tones is sound. In this case, it would be worthwhile to record data from participants who 
have already categorized the tones, as it is possible that participants who have previously formed 
a mental representation of the emotionality of the tones will generate a MMN that is more 
representative of true neural response to emotional prosody. 
Further limitations emerge in the processing of the raw EEG data. While EEG is an 
excellent temporal measure of pre-attentive neural processes, the ERP data that can be analyzed 
is limited by the methods chosen for data processing. The averaging methods presently used may 
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not best isolate the neural response to emotional tones in the auditory cortex. As such, it would 
be useful to re-process the data using spatial covariance analyses such as independent component 
analysis (ICA; Jung 2002). Such analysis might improve the signal to noise ratio, extracting ERP 
data which more precisely characterizes pre-attentive neural activity. Additionally, despite 
providing excellent temporal resolution, EEG has poor spatial resolution, making it difficult to 
definitively associate brain activity with a particular brain structure. This limitation is especially 
relevant when studying the MMN component because the MMN has two generators (temporal 
and frontal). To reconcile this problem, Liebenthal et al. devised a study that simultaneously uses 
EEG and fMRI to record neural activity during an oddball task (Liebenthal et al., 2003). 
Combining brain imaging methods would bring about more clarity to the underlying neural 
mechanisms of emotional auditory processing.  
 In addition to tone rating and improved EEG methods, future experiments should analyze 
ERP data that occurs later after the presentation of an emotional auditory stimulus. Analysis of 
later ERP components would indicate whether there is evidence that processing of emotional 
prosody is controlled by higher level cognitive processes. Additionally, to further investigate the 
threshold for emotional auditory change detection, it would be useful to devise a study in which 
the deviant tone varies from the standard only on one dimension (pitch variability, for example). 
Such a study would help to further analyze the specific features of emotion that are encoded in 
the temporal lobe.  
In conclusion, the lack of a significant effect of emotional valence on the MMN observed 
in our study can be interpreted in several ways. One interpretation is that categorization of 
emotion in auditory stimuli simply does not occur as early as the auditory cortex. However, as 
this is not consistent with the majority of existing research, other interpretations must be 
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considered. Another possibility is that while categorization of emotion does occur pre-
attentively, the present tools of analysis were insufficient to completely characterize the isolated 
activity of the auditory cortex in response to the emotional components of the stimuli. The 
methods utilized in this study still have great clinical potential; however, in order to be of 
diagnostic use to clinical populations, further research is necessary to characterize the nature of 
auditory processing of emotion.  
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Figure Captions 
 
Figure 1: Raw ERPs of all standard and deviant tones compared to the MMN difference 
waveform generated by subtraction of deviant minus standard ERPs. A peak latency of the 
MMN is observable between 80-150 ms. 
 
Figure 2: MMN amplitude 80 – 150 ms after stimulus presentation. This shows a maximum 
MMN amplitude in the right, frontal region of the scalp. 
 
Figure 3: MMN difference waveforms to each of the 4 frequency modulated tones (happy, sad, 
high frequency neutral and low frequency neutral) in the 4 regions of interest on the scalp. 
 
Figure 4: Frequency by pitch variation interaction, illustrating a main effect of frequency but no 
effect of the interaction.  
 
27 
MMN Response to Emotionally Salient, Frequency Modulated Tones 
  
28 
MMN Response to Emotionally Salient, Frequency Modulated Tones 
 
 
  
-1 1 
29 
MMN Response to Emotionally Salient, Frequency Modulated Tones 
 
  
30 
MMN Response to Emotionally Salient, Frequency Modulated Tones 
 
 
 
