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We investigate the dynamics of the bistable regime of the generalized Jaynes-Cummings Hamilto-
nian (GJC), realised by a circuit quantum electrodynamics (cQED) system consisting of a transmon
qubit coupled to a microwave cavity. In this regime we observe critical slowing down in the ap-
proach to the steady state. By measuring the response of the cavity to a step function drive pulse
we characterize this slowing down as a function of driving frequency and power. We find that the
critical slowing down saturates as the driving power is increased. We compare these results with
the predictions of analytical and numerical calculations both with and without the Duffing approxi-
mation. We find that the Duffing approximation incorrectly predicts that the critical slowing down
timescale increases exponentially with the drive, whereas the GJC model accurately predicts the
saturation seen in our data, suggesting a different process of quantum activation.
The study of dissipative phase transitions has a long
and interesting history not only due to their technological
applications, such as in the construction of the laser [1–
3], quantum limited amplifiers [4, 5] and optical switches
[6–8], but also due to their theoretical interest since these
phase transitions cannot be described by standard tech-
niques such as mean-field theory [9]. One of the key
characteristics of dissipative phase transitions is bista-
bility [10, 11]: close to the transition the two phases
are metastable [12] and the system is highly sensitive
to both its parameters and its initial state [13–16]. The
steady state is reached via rare switching events during
which the system transitions from one phase to the other
[17, 18]. This can be modelled using the theory of quan-
tum activation in the case of dispersive optical bistabil-
ity [19]. Since the metastable states may be very long
lived, this leads to critical slowing down in the equili-
bration time of the system. Critical slowing down has
already been observed in a circuit-QED lattice [20] and
an ensemble of NV centers coupled to a superconducting
cavity [21], and has been modelled in the Bose-Hubbard
lattice [22].
In this paper, we explore the dynamics of a system
consisting of a single transmon qubit coupled to a 3D
superconducting microwave cavity. We observe that the
transient response of the cavity exhibits critical slowing
down in the bistable regime, reaching its steady state in
a time much longer than the lifetimes of both qubit and
cavity. By initializing the qubit in different states, we
observe that this slowdown causes the cavity to retain a
memory of the original qubit state throughout its tran-
sient response. Next we characterise the timescale of the
slowdown as a function of driving frequency and power
and we discover a new regime of behaviour at high drive
powers in which the slowdown reaches a saturation that
can only be explained by taking account of the quantum
fluctuations of the transmon. We demonstrate this by
comparing two models: the Duffing model, in which the
system is treated as a single oscillator with a Kerr non-
linearity, and the generalized Jaynes-Cummings model
(GJC), in which the transmon is included. At low drive
powers both models are consistent with our experimental
observations, since we do not expect the transmon to par-
ticipate in the dynamics. However, at high drive powers
the critical slowing down time reaches a saturation which
is only captured by the GJC model.
The GJC model is defined by the following Hamilto-
nian:
H =h¯
∑
n
ωn |n〉〈n|+ h¯ωca†a+ h¯
∑
m,n
gm,n |m〉〈n| (a+ a†)
+ h¯(a†e−iωdt + aeiωdt). (1)
which consists of a cavity mode of frequency ωc coupled
with strengths gm,n to a transmon qubit whose unper-
turbed eigenstates are written as |n〉 and whose energies
are denoted by h¯ωn [23]. The cavity is represented using
the annihilation(creation) operator a(a†) and is driven by
a monochromatic field of strength  and frequency ωd.
In order to describe the effect of environmental noise on
our system we make use of the Lindblad master equation
[24]
∂tρ = − i
h¯
[H, ρ] + (nc + 1)κD(a)ρ+ ncκD(a
†)ρ
+ γφD(b
†b)ρ+ (nt + 1)γ D(b)ρ+ ntγ D(b†)ρ, (2)
where nt and nc are the thermal occupations of the trans-
mon and cavity bath respectively, while γ and κ are the
intrinsic transmon and cavity relaxation rates and γφ is
the intrinsic transmon dephasing rate.
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2FIG. 1. A: Measured signal, transmitted through the cavity, as a function of driving frequency (ωd) and power (Prf). At
low driving power, the response of the system is linear and the typical Lorentzian lineshape is observed. As the driving power
increases, the lineshape shifts to lower frequencies and nonlinear features appear. Above −25 dBm a dip in the transmitted
signal is observed. This indicates the onset of the bistable regime. The boundaries of the bistable regime are calculated using
mean-field theory and are indicated by red dashed lines for the GJC model and black dashed lines for the Duffing oscillator.
The label C8 in the lower right hand corner indicates that this spectrum was taken during the 8th cooldown of the device.
B: Signal transmitted through the cavity as a function of the driving frequency at a power Prf = −12 dBm. The blue line
represents the measured signal and the orange line is its simulated value attained using the master equation.
In the first part of our experiment, we confirm that the
GJC Hamiltonian provides a good description of our sys-
tem. Using a standard cQED microwave setup, we mea-
sure the signal transmitted through the cavity as a func-
tion of driving frequency (ωd) and power (Prf) as shown
in Fig. 1A. The parameters of our device are reported in
Table S1. We find that at low power the cavity line is cen-
tered at ω0/2pi = 10.4761 GHz and has the Lorentzian
shape which is typical of linear response. As the driving
power is increased, the resonance shifts towards lower fre-
quencies and develops nonlinear features such as the dip
in the transmitted signal. This dip is due to destructive
interference between the two metastable states of the cav-
ity and is a characteristic of the bistable regime [10, 11].
The two metastable states have different amplitudes and
phases and are referred to as the bright and dim states
according to the number of photons in the cavity. Fig.
1B shows the measured (blue line) and the simulated (or-
ange line) transmitted signals at Prf = −12 dBm. The
simulated signal is obtained by numerically solving the
Lindblad Master equation (Eq. 2) for the steady state ρss
and calculating the mean cavity amplitude tr(ρssa). We
find good agreement between simulation and experiment
indicating the appropriateness of our model.
We also model the boundaries of the bistable regime
TABLE I. The parameters used to model the device during
the 8th cooldown (C8) are listed below.
Hamiltonian Parameters Lindblad Parameters
ωc/2pi 10.423 GHz κ/2pi 1.432 MHz
EJ/2pi 46.7 GHz γ/2pi 33 kHz
EC/2pi 221 MHz γφ/2pi 1 kHz
g0/2pi 295 MHz nc 0.01
∆0/2pi −1.572 GHz nt 0.02
using mean-field theory, in which the state of the sys-
tem is approximated by a product of coherent states
|ψ〉 = |α〉 ⊗ |β〉. By substituting this into Eq. (2) and
solving for ∂tα = 0 and ∂tβ = 0, we identify the re-
gion of parameter space which produces two stable fixed
points (Appendix A). The boundaries of the GJC bistable
regime are shown by the red dashed lines in Fig. 1A. We
also apply the Duffing approximation [11], in which the
system is approximated to a single oscillator with a Kerr
nonlinearity K,
H˜ = h¯ω˜ca
†a+
1
2
h¯Ka†a†aa+ h¯˜(a†e−iωdt + aeiωdt), (3)
which interacts with its environment via the Lindblad op-
3FIG. 2. Averaged transient response of the cavity outside
and inside the bistable regime. The inset in panel A shows
the mean-field GJC limits of the bistable regime in red and
indicates the locations at which the data in panels A and B
were taken. (A): The cavity is driven at the low power reso-
nance ωd/2pi = 10.4671 GHz and Prf = −40 dBm. The signal
in blue (brown) is the transient response measured with the
qubit initialized in its ground (first excited) state. The tran-
sient response is governed by the timescale Tκ = 0.29µs if the
transmon is in the ground state, corresponding to θ = 0 on
the Bloch sphere, whereas it is governed by T1 = 3.37µs if
the transmon is in the first excited state (θ = pi). (B): Tran-
sient responses for different initial qubit states in the bistable
regime at Prf = −21 dBm. The transient response is divided
into two parts. There is an initial fast response with a time
scale ranging from Tκ to T1 depending on the initial transmon
state, followed by a slow decay towards steady state over a
timescale Ts = 73.2µs which is much longer than both the
transmon and cavity lifetimes. This critical slowing down al-
lows to distinguish the transients for different transmon states
for over 100µs.
erators
√
(1 + n˜c)κ˜a,
√
n˜cκ˜a
† and
√
κ˜φa
†a. This is ex-
plained in detail in Appendix B. The resulting boundaries
are shown by the black dashed lines. The GJC model
and the Duffing approximation produce results which
are qualitatively similar: the bistable regime emerges
just below the resonance frequency at a drive power of
Prf = −27 dBm and opens up over an increasingly wide
range of frequencies as the drive power is increased. Al-
though the lower bound on the drive frequency of the
bistable regime differs, they appear to have a similar be-
haviour for this range of driving powers.
We now focus on understanding the system dynam-
ics by measuring the transient response of the cavity
when a step function drive pulse is applied. Fig. 2
shows the average cavity response outside (A) and in-
side (B) the bistable regime. The response of the cavity
at the low power resonance with the transmon initial-
ized in either the ground state (blue line) or the first
excited state (brown line) are shown in Fig. 2A. The
timescale over which the cavity responds shows a clear
dependence on the transmon state. When the trans-
mon starts in the ground state the cavity reaches equi-
librium over a timescale set by the cavity relaxation rate
κ, Tκ = 2pi/κ = 0.29µs; whereas, when the transmon is
initialized in the first excited state, the drive is initially
off resonant with the cavity and we must wait for the
transmon to relax over a time T1 = 3.37µs before the
cavity can reach equilibrium.
The dynamics are completely different when the sys-
tem is in the bistable regime, as shown in Fig. 2B.
The cavity response is now governed by two different
timescales. First, there is a fast rise in the cavity trans-
mitted signal over a time ranging from Tκ to T1 depend-
ing on the initial state of the qubit. Then we observe
critical slowing down, a gradual decay towards equilib-
rium over a time much longer than both the cavity and
qubit lifetimes. We label the time constant over which
the system reaches equilibrium as Ts. By initializing the
transmon in a range of initial states, we see that the cav-
ity retains a memory of the initial transmon state for over
100µs.
In order to model the critical slowing down, we de-
fine the occupational probabilities for the bright and dim
states as pb and pd and write a simple rate equation:
d
dt
(
pb
pd
)
=
(
Γd→b −Γb→d
−Γd→b Γb→d
)(
pb
pd
)
. (4)
This model is a valid description of the occupation prob-
abilities once the system has entered one of the two
metastable states. At this point, the system will proceed
to make random jumps, governed by Poissonian statis-
tics, from bright to dim at a rate Γb→d and from dim to
bright at a rate Γd→b. The solution to this model can be
easily written down as(
pb
pd
)
=
1
Γb→d + Γd→b
(
Γb→d
Γd→b
)
+Ae−t/Ts
(
1
−1
)
, (5)
where the critical slowing down time is given by
Ts =
1
Γd→b + Γb→d
. (6)
4FIG. 3. (A): Critical slowing down time Ts in the bistable
regime as a function of driving frequency at Prf = −17dBm.
The green points represent the experimental data, which we
compare with the results of master equation calculations ap-
plied to the Duffing oscillator (blue line) and the GJC model
with transmon dephasing (red line) and without (purple line).
We also display the results of previous analytical theory of
switching rates for the Duffing oscillator (orange line) [19].
At this power both the master equation and the analytical
calculation qualitatively reproduce the experimental values
of Ts. The pink line in the inset shows the location of our
measurements within the cavity spectrum. (B): Maximum
value of Ts for different drive amplitudes. As the drive power
increases beyond −17dBm, Ts reaches a saturation at a value
of ≈ 100µs, that is consistent with the simulations based on
the GJC model with transmon dephasing (red line). Remov-
ing the dephasing by setting γφ = 0 (purple line) does not
change the power at which saturation occurs but it does raise
the upper limit on Ts. Meanwhile analytical (orange line)
and master equation (blue line) calculations with the Duffing
approximation predict that Ts rises exponentially with drive
amplitude, as can be seen using the logarithmic scale of the
inset.
This means that the critical slowing down time is en-
tirely determined by the switching rates between the
metastable states. We use several different methods to
model these rates and display the results in Fig. 3 to-
gether with experimental results (green points). Firstly,
we apply the Duffing approximation and calculate the
switching rates, and hence Ts, using the analytical the-
ory of quantum activation provided in [19] (orange line).
Secondly, we estimate Ts by calculating the asymptotic
decay rate of the Lindblad master equation of the Duff-
ing oscillator (blue line). Finally we find the asymptotic
decay rate of the Lindblad master equation describing
the full GJC model of our device both with transmon
dephasing (red line) and without (purple line). Fig. 3A
shows the variation of Ts with drive frequency ωd along
the dashed line in the spectroscopy inset, which is lo-
cated at a drive power of Prf = −17 dBm that covers the
range of bistability predicted by the mean-field calcula-
tions displayed in Fig. 1. The results show a peak in Ts,
which is centered on the dip in the transmission. This is
qualitatively reproduced by the Duffing model.
However, if we plot how the maximum value of Ts
varies with the amplitude of the drive, Fig. 3B, we ob-
serve a significant difference between our data and the
simulated values attained with the two theoretical meth-
ods which model the system as a single Duffing oscilla-
tor. Whereas the theory of the Duffing oscillator predicts
that Ts should increases exponentially with the drive, we
instead observe that, at sufficiently strong drive ampli-
tudes, Ts saturates. To explain this discrepancy we re-
quire the full GJC model. When we explicitly include
the transmon in the simulation we find that the master
equation predicts the same ceiling in Ts as is found in
experiment.
Clearly the system of two strongly coupled oscillators
is governed by essentially different activation dynamics.
In the Duffing oscillator the mean number of photons al-
ways increases with drive amplitude along with the crit-
ical slowing down time. However, here we note that the
saturation in the critical slowing down time occurs si-
multaneously with a saturation in the mean number of
excitations in the transmon (Appendix C). This satura-
tion keeps the system in a regime where the fluctuations
in the number of excitations in the transmon is dominant
over the mean-field values. This distinguishes the two-
oscillator system from the Duffing oscillator and may be
the reason for the very different dependence on parame-
ters observed in the critical slowing down time.
In summary, we observe critical slowing down in a sys-
tem consisting of a single transmon qubit coupled to a
3D cavity. We find that this critical slowing down is well
modelled by the Duffing approximation at low drive pow-
ers, whereas at high drive powers we observe a saturation
in the critical slowing down time, which can only be cap-
tured by the full GJC model. It is known that in this
regime the transmon becomes more highly excited and
starts to participate in the dynamics so it is no longer
valid to apply the Duffing approximation [11]. An accu-
rate model must include the quantum fluctuations of the
qubit. Currently there exists no analytical theory for the
switching rates in the bistable regime of a cavity coupled
to spins or multilevel systems and this suggests one av-
enue of future work could focus on extending the existing
5theory for the Duffing oscillator to these models.
Furthermore, when measuring the transient response
of the cavity, the observed critical slowing down allows
us to distinguish different initial states of the transmon
over a timescale far longer than the lifetimes of both the
cavity and the transmon. With the use of a quantum
limited amplifier it should be possible to identify which
metastable state the system is occupying at any point
in time during a single experimental shot, thus, allowing
the measurement of the occupation probabilities of the
bright and dim states for different initial transmon states,
potentially leading to a novel readout mechanism.
This work has received funding from the EP-
SRC under grant nos. EP/J001821/1, EP/J01350/1,
EP/M013243/1 and EP/K003623/2. The data under-
lying this work is available without restriction.
Supplemental Information
A: Obtaining the mean field equations of motion
The equations of motion for the cavity and and transmon amplitudes are given by:
∂tα = Tr
(
a∂tρ
)
(7)
∂tβ = Tr
(
b∂tρ
)
. (8)
Using the Eq. (2) from the main text this can be rewritten as:
∂tα =− iTr
(
[H, a ]ρ
)− 1
2
κ Tr
(
aρ
)
(9)
∂tβ =− iTr
(
[H, b ]ρ
)− 1
2
(γ + γφ) Tr
(
bρ
)
. (10)
The mean field theory of our system is obtained by approximation the state of the system as a product of coherent
states:
ρ ≈ |α〉〈α| ⊗ |β〉〈β| . (11)
In order to express the equations of motion as polynomial functions of α and β we must first express the Hamiltonian
as a normal ordered product of creation and annihilation operators. We start by considering an operator O acting on
a single mode:
O =
∞∑
x,y=0
Cx,ya
†xay. (12)
The question we must answer is: how can we calculate the coefficients Cx,y which produce O? The matrix elements
of O are given by:
〈x|O |y〉 =
min(x,y)∑
k=0
√
x!y!
k!
Cx−k,y−k. (13)
Let us take O to be a transition operator O = |m〉〈n|. In this case we find
δx,mδy,n =
min(x,y)∑
k=0
√
x!y!
k!
Cx−k,y−k. (14)
This equation can be used to inductively demonstrate that Cx,y = 0 if x− y 6= m− n. To do this it is convenient to
change the indices of C so that they are measured relative to m and n. We can do this by writing x = m + χ + ∆
and y = n+ χ−∆. If we define the quantity
Gχ,∆,m,n =
min(m+χ+∆,n+χ−∆)∑
k=0
Cm+χ+∆−k,n+χ−∆−k
k!
(15)
6then we can use Eq. (14) to obtain
Gχ,∆,m,n =
δ∆δχ√
(m+ χ+ ∆)!(n+ χ−∆)! . (16)
The condition x − y 6= m − n is equivalent to ∆ 6= 0, in which case the sum above always vanishes. If we then
take χ = χmin = −min(m + ∆, n − ∆) the sum contains only a single term at k = 0 which can only be zero if
Cm+χmin+∆,n+χmin−∆ = 0. Increasing χ by 1 will introduce an additional term to the sum, but since the previous
term is already known to be zero and their sum is known to be zero the new term must also be zero. By incrementally
increasing χ we can show that Cm+∆−χ,n−∆−χ = 0 for all χ provided that ∆ 6= 0.
The more interesting case arises when ∆ = 0. We can repeat the previous argument to prove Cm+χ,n+χ = 0 for
χ < 0 but at χ = 0 the summation G0,0,m,n does not vanish. Instead we use Eq. (16) to find
Cm,n =
1√
m!n!
. (17)
For χ > 0 the situation is more complicated because although the sum vanishes again it now contains multiple non-
zero terms. Fortunately Cm+χ,n+χ can be expressed in terms of Cm,n as follows. Let us rewrite Eq. (15) by reindexing
the sum by d = χ− k, making use of Cm+χ,n+χ = 0 for χ < 0 and suppressing the m, n and ∆ indices:
Gχ =
χ∑
d=0
Cm+d,n+d
(χ− d)! . (18)
Using the fact that Gχ = 0 for χ > 0 we can write
0 =
χ−1∑
f=0
(−1)f
f !
Gχ−f (19)
=
χ−1∑
f=0
χ−f∑
d=0
(−1)f
f !
Cm+d,n+d
(χ− d− f)! (20)
=
(−1)χ+1
χ!
Cm,n +
χ∑
d=0
χ−d∑
f=0
(−1)f
f !
Cm+d,n+d
(χ− d− f)! . (21)
This can be simplified using the binomial distribution:
(u+ v)N =
N∑
r=0
N !
(N − r)!r!u
rvN−r. (22)
Taking u = −1, v = 1 and N ≥ 1 the sum above is clearly zero and we obtain
N∑
r=0
(−1)r
(N − r)!r! = 0. (23)
Using this in Eq. (21) we find
Cm+d,n+d =
(−1)χ
χ!
Cm,n. (24)
So the transition matrix |m〉〈n| can be expressed as
|m〉〈n| = 1√
m!n!
∑
χ≥0
(−1)χ
χ!
(a†)m+χan+χ. (25)
The Hamiltonian then becomes
H = h¯ωca
†a+ h¯
∞∑
n=0
∑
χ≥0
ωn(−1)χ
n!χ!
(b†)n+χbn+χ
+ h¯(a+ a†)
∞∑
m,n=0
∑
χ≥0
gm,n√
m!n!
(−1)χ
χ!
(b†)m+χbn+χ
+ h¯(a†e−iωdt + aeiωdt). (26)
7The commutators are
[H, a ] = −h¯ωca− h¯eiωdt
− h¯
∞∑
m,n=0
∑
χ≥0
gm,n√
m!n!
(−1)χ
χ!
(b†)m+χbn+χ (27)
[H, b ] = −h¯
∞∑
n=0
∑
χ≥0
(n+ χ)ωn(−1)χ
n!χ!
(b†)n+χ−1bn+χ
− h¯(a+ a†)
∞∑
m,n=0
∑
χ≥0
(−1)χ(m+ χ)gm,n
χ!
√
m!n!
(b†)m+χ−1bn+χ. (28)
Using the above results in combination with the mean-field approximation in Eq. (11) and the equations of motion
given by Eqs. (9,10) we find
∂tα = ih¯ωcα+ ih¯e
iωdt − 1
2
κα
+ ih¯
∞∑
m,n=0
∑
χ≥0
gm,n√
m!n!
(−1)χ
χ!
(β∗)m+χβn+χ (29)
∂tβ = ih¯
∞∑
n=0
∑
χ≥0
(n+ χ)ωn(−1)χ
n!χ!
(β∗)n+χ−1βn+χ
+ ih¯(α+ α∗)
∞∑
m,n=0
∑
χ≥0
(−1)χ(m+ χ)gm,n
χ!
√
m!n!
(β∗)m+χ−1βn+χ
− 1
2
(γ + γφ)β. (30)
We can find the steady state by solving these equations for ∂tα = 0 and ∂tβ = 0. In the bistable regime there will be
two stable solutions to these equations, while outside there will be only one.
B: Performing the Duffing approximation
In the main text we approximate our system as a Duffing oscillator in order to obtain a benchmark showing the
dynamics of a single non-linear oscillator in the bistable regime. This model is used to calculate the boundaries of
the bistable regime in the mean-field approximation, as in Fig. 1, and to model how the critical slowing down time
varies with drive amplitude, as in Fig. 3. To map our system to a Duffing oscillator we project the GJC Hamiltonian
onto a low energy subspace and identify a Kerr nonlinearity in the resulting spectrum. This subspace consists of the
eigenstates of the GJC Hamiltonian for which the transmon is close to the ground state. The first step is to identify
these states. We start by writing the the Hamiltonian in the form:
H = H0 +Hint (31)
where H0 describes the bare cavity and transmon, and Hint describes the interaction between them. These components
are given by [23]:
H0 = h¯ωca
†a+ h¯
∞∑
n=0
ωn |n〉〈n| (32)
Hint = h¯
∞∑
n=0
gn
(
a |n+ 1〉〈n|+ a† |n〉〈n+ 1| ). (33)
If the interaction is turned off by setting gn = 0 then the eigenstates of H are simply products of the eigenstates of
the bare cavity and transmon with eigenstates and eigenenergies given by:
H0 |m〉 |n〉 = Emn |m〉 |n〉 (34)
Emn = h¯(mωc + ωn) (35)
8where m denotes the number of photons in the cavity and n denotes the number of excitations in the transmon. For
finite strength interactions we enter the dispersive regime, which is defined by |gn/∆n|  1 where the detuning is
given by
∆n = ωn+1 − ωn − ωc. (36)
Provided that the interaction strength is sufficiently weak we can continue to label the eigenstates by the number
of cavity and transmon excitations they carry and if the system is weakly driven close to the cavity resonance then
the only state which will take part in the dynamics are those for which the transmon is in the dressed ground state.
These states form a ladder of dressed cavity states which define the low energy subspace upon which we can project
our model. We define the projector by:
Π =
( |ψ0,0〉〈ψ0,0| , |ψ1,0〉〈ψ1,0| , |ψ2,0〉〈ψ2,0| , ...) (37)
where |ψmn〉 represents the eigenstate of H which can be smoothly transformed to |m〉 |n〉 by turning off Hint. Using
this projector we obtain the low energy model:
H˜ = Π†HΠ (38)
= h¯ω˜ca
†
0a0 +
1
2
h¯Ka†0a
†
0a0a0 +O
(
(gm/∆m)
6
)
. (39)
where the ladder operator in the projected subspace is defined by
a0 =
∞∑
n=1
√
n |ψn−1,0〉〈ψn,0| . (40)
This Hamiltonian describes a Duffing oscillator with a frequency ω˜c and a Kerr nonlinearity K [16]. If we use the
GJC model parameters given in Table 1 of the main text then the Duffing model parameters we obtain are shown in
Table S1 below. This table also includes the rescaled drive amplitude ˜ which arises when we add a driving term to
H0 of the form:
Hd(t) = h¯(a
†e−iωdt + aeiωdt). (41)
We find that this transforms to a similar driving term in the Duffing Hamiltonian given by
H˜d(t) = h¯˜(a
†
0e
−iωdt + a0eiωdt). (42)
The drive amplitude in the projected space ˜ is given by ra where ra is calculated according to:
Π† aΠ = ra a0 +O
(
(gm/∆m)
4
)
(43)
Next we must consider the Lindblad operators which describe the effects of environmental interactions. We have
already considered a, but the remaining operators can be projected into the low energy subspace as follows:
Π† bΠ = rb a0 +O
(
(gm/∆m)
2
)
(44)
Π† b†bΠ = rnba
†
0a0 +O
(
(gm/∆m)
2
)
. (45)
The coefficients of the Lindblad operators in the low energy subspace are then given by
a0 :
√
(1 + n˜c)κ˜ =
√
r2a(1 + nc)κ+ r
2
b (1 + nt)γ (46)
a†0 :
√
n˜cκ˜ =
√
r2ancκ+ r
2
bntγ (47)
a†0a0 :
√
κ˜φ =
√
r2nbγφ (48)
The full set of Lindblad parameters in the Duffing model are given in Table S1.
9TABLE S1. When we project the GJC model of our system onto the Duffing model we obtain the parameters of the Duffing
model are listed below.
Hamiltonian Parameters Lindblad Parameters
ω˜c/2pi 10.4761 GHz κ˜/2pi 1.387 MHz
K/2pi −0.152 MHz κ˜φ/2pi 1.02 Hz
˜ 0.984 n˜c 0.0100
FIG. 4. Above we plot the mean field number of photons in the cavity (panel A) and number of excitations in the transmon
(panel B) for the bright and dim metastable states against the frequency of the drive. We can see that as the drive power is
increased from −22dBm to 0dBm the maximum number of photons in the bright state increases by two orders of magnitude
up to ∼ 1000 photons. Meanwhile the transmon saturates and reaches only ∼ 1 excitation.
C: Saturation in the number of transmon excitations
In the main text we plot the maximum value of the slowdown time Ts as it varies with drive amplitude, and we
find that it reaches a saturation in the strongly driven limit for both the experimental data and the GJC model.
Meanwhile the Duffing model predicts that Ts continues to grow exponentially. The key distinction between the GJC
model and the Duffing model is the inclusion of the transmon, which finds itself restricted to low lying excitations even
when the cavity is strongly driven. This restricts the transmon to a regime in which we expect quantum fluctuations
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to play a significant role in the dynamics.
We can see this by observing the results shown in in Fig. 4. Here we apply the mean-field approximation and plot
the mean occupations of the cavity and the transmon in the steady state, given by Tr(a†aρ) = |α|2 and Tr(b†bρ) = |β|2
respectively. For each drive power there are two branches of solutions: one corresponding to the bright state and the
other corresponding to the dim state. We can see that in the bright state the cavity reaches ∼ 1000 photons at a
drive of Prf = 0dBm while the transmon still only has ∼ 1 excitation.
For comparison we also plot the mean occupation of the Duffing oscillator in Fig. 5. We see that the number of
photons in the cavity reaches ∼ 1000 for Prf = 0dBm.
FIG. 5. Here we plot the mean field number of photons for the bright and dim metastable states of the Duffing oscillator
against the frequency of the drive. When the drive power is increased from −22dBm to 0dBm the maximum number of photons
in the bright state increases up to ∼ 1000 photons.
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