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Abstract
In this paper, we prove the null controllability of some parabolic-
elliptic systems. The control is distributed, locally supported in space
and appears only in one PDE. The arguments rely on fixed-point refor-
mulation and suitable Carleman estimates for the solutions to the adjoint
system. Under appropriate assumptions, we also prove that the solution
can be obtained as the asymptotic limit of some similar parabolic systems.
Mathematics Subject Classification 2000: 35B37, 35A05, 35B40.
Keywords: Null controllability, parabolic-elliptic systems, Carleman inequali-
ties.
1 Introduction and main results
Let Ω be a bounded domain of RN (N ≥ 1), with boundary Γ = ∂Ω of class
C2. We fix T > 0 and we denote by Q the cylinder Q = Ω× (0, T ), with lateral
boundary Σ = Γ×(0, T ). We also consider a non-empty (small) open set O ⊂ Ω;
as usual, 1O denotes the characteristic function of O.
Throughout this paper, C (and sometimes C0, K, K0, . . . ) denotes various
positive constants. Frequently, we will emphasize the fact that C depends on
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(say) f by writing C = C(f). The inner product and norm in L2(Ω) will be
denoted, respectively, by (· , ·) and ‖ · ‖. On the other hand, ‖ · ‖∞ will stand
for the norm in L∞(Q).
We will consider the following semilinear parabolic-elliptic coupled systems

yt −∆y = F (y, z) + v1O in Q,
−∆z = f(y, z) in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x) in Ω
(1.1)
and 

yt −∆y = F (y, z) in Q,
−∆z = f(y, z) + w1O in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x) in Ω,
(1.2)
under some hypotheses for F and f .
In (1.1) and (1.2), we have y = y(x, t) and z = z(x, t); 1O is the characteristic
function of O and y0 = y0(x) is the initial state. We will assume that the
possibly nonlinear functions F : R× R 7→ R and f : R 7→ R satisfy:

F and f are (globally) Lipschitz-continuous,
F (0, 0) = f(0, 0) = 0,
∂f
∂z
(y, z) ≤ µ < µ1 a.e.,
(1.3)
where µ1 the first eigenvalue of the Dirichlet Laplacian in Ω.
The analysis of systems of the kind (1.1) and (1.2) can be justified by several
applications. Let us indicate two of them:
• Reaction-diffusion systems with origin in physics, chemistry, biology, etc.
where two scalar “populations” interact and the natural time scale of the
growth rate is much smaller for one of them than for the other one. Precise
examples can be found in the study of prey-predator interaction, chemical
heating, tumor growth therapy, etc.
• Semiconductor modeling, where one of the state variables is (for example)
the density of holes and the other one is the electrical potential of the
device; see for instance [7]. Other problems with this motivation will be
analyzed with more detail by the authors in the next future.
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The system (1.1) (resp. (1.2)) is well-posed in the sense that, for each y0 ∈
L2(Ω) and each v ∈ L2(O× (0, T )) (resp. w ∈ L2(O× (0, T ))) possesses exactly
one solution (y, z), with
y ∈ L2(0, T ;H10 (Ω)), yt ∈ L
2(0, T ;H−1(Ω)), z ∈ L2(0, T ;D(−∆)).
This statement is justified in Appendix A.
In this paper we will analyze some controllability properties of (1.1) and (1.2).
It will be said that (1.1) (resp. (1.2)) is null-controllable at time T if the
following holds: for any given y0 ∈ L2(Ω), there exist controls v ∈ L2(O×(0, T ))
(resp. controls w ∈ L2(O × (0, T ))) and associated solutions satisfying
z ∈ C0([0, T ];L2(Ω))
and
y(x, T ) = 0 in Ω, lim sup
t→T−
‖z(· , t)‖ = 0, (1.4)
with an estimate of the form
‖v‖L2(O×(0,T )) ≤ C‖y
0‖ (resp. ‖w‖L2(O×(0,T )) ≤ C‖y
0‖). (1.5)
This inequality indicates that the “null controls” can be chosen depending
continuously on the initial data.
The control of PDEs equations and systems has been the subject of a lot of
papers the last years. In particular, important progress has been made recently
in the controllability analysis of semi-linear parabolic equations. We refer to
the works [1, 2, 3, 5, 6, 9, 11, 12] and the references therein. Consequently, it is
natural to try to extend the known results to systems of the kind (1.1) and (1.2).
The main results in this paper are the following:
Theorem 1.1 Assume that
F (y, z) ≡ F0(y) + bz, with F0 Lipschitz-continuous, b ∈ R, (1.6)
f(y, z) ≡ cy + dz, with c, d ∈ R, c 6= 0, d < µ1. (1.7)
Then (1.1) is null-controllable at any time T > 0.
Theorem 1.2 Let us assume that (1.6) holds and
f(y, z) ≡ f0(y) + dz, with f0 Lipschitz-continuous, d ∈ R, d < µ1. (1.8)
Then (1.2) is null-controllable at any time T > 0.
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The proofs of these results rely on relatively well known arguments and some
new estimates.
More precisely, in a first step, we will first consider similar linearized systems
of the form 

yt −∆y = a(x, t)y + bz + v1O in Q,
−∆z = cy + dz in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x) in Ω
(1.9)
and 

yt −∆y = a(x, t)y + bz in Q,
−∆z = cy + dz + w1O in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x) in Ω.
(1.10)
We will establish null controllability results for (1.9) and (1.10) by previously
proving appropriate Carleman estimates for the solutions to the associated ad-
joint systems. Then, in a second step, we will adapt a fixed-point argument to
get the null controllability results stated in Theorems 1.1 and 1.2.
In this paper, we will also consider systems of the form

yt −∆y = F (y, z) in Q,
εzt −∆z = f(y, z) + w1O in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x), z(x, 0) = z0(x) in Ω.
(1.11)
It will be shown that, under the assumptions of Theorem 5.1, (1.11) is uni-
formly null-controllable as ε→ 0, i.e. null-controlable with controls wε satisfying
the estimates (1.5) with C independent of ε. We will also see that the wε can
be chosen in such a way that they converge weakly to a null control of (1.2)
(see Theorem (5.2) below).
This paper is organized as follows. In Section 2, we introduce some adjoint
(backwards in time) parabolic-elliptic systems and we prove that their solutions
satisfy suitable Carleman estimates. In Section 3, we deduce from these es-
timates null controllability results for (1.9) and (1.10). Section 4 deals with
the proofs of Theorems 1.1 and 1.2. The uniform null controllability property
of (1.11) and the convergence of the associated null controls are established
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in Section 5. Finally, we give the proofs of some technical results in Section 6
(Appendix A).
2 Some Carleman estimates
We will first consider the general linear backwards in time system

−ϕt −∆ϕ = a(x, t)ϕ + c(x, t)ψ in Q,
−∆ψ = b(x, t)ϕ+ d(x, t)ψ in Q,
ϕ = 0, ψ = 0 on Σ,
ϕ(x, T ) = ϕT (x) in Ω,
(2.1)
where ϕT ∈ L2(Ω) and we assume that
a, b, c, d ∈ L∞(Q), d ≤ µ < µ1 a.e. (2.2)
Also, it will be convenient to introduce a new non-empty open set O0, with
O0 ⋐ O. We will need the following result, due to Fursikov and Imanuvilov [6]:
Lemma 2.1 There exists a function α0 ∈ C
2(Ω) satisfying:{
α0(x) > 0 ∀x ∈ Ω, α0 = 0 ∀x ∈ ∂Ω,
|∇α0(x)| > 0 ∀x ∈ Ω \ O0.
Let us introduce the functions
β(t) := t(T − t), φ(x, t) :=
eλα0(x)
β(t)
, α(x) := ekλ − eλα0(x), α(x, t) :=
α(x)
β(t)
,
where k > ‖α0‖L∞ + log 2 and λ > 0. Also, let us set
αˆ(t) := min
x∈Ω
α(x, t), α∗(t) := max
x∈Ω
α(x, t),
φˆ(t) := min
x∈Ω
φ(x, t), φ∗(t) := max
x∈Ω
α(x, t).
Then the following Carleman estimates hold:
Proposition 2.1 Assume that (2.2) holds. There exist positive constants λ0,
s0 and C0 such that, for any s ≥ s0 and λ ≥ λ0 and any ϕ
T ∈ L2(Ω), the
associated solution to (2.1) satisfies∫∫
Q
e−2sα
[
(sφ)−1
(
|ϕt|
2+|∆ϕ|2
)
+λ2(sφ)|∇ϕ|2+λ4(sφ)3|ϕ|2
]
dxdt
≤ C0
(∫∫
Q
e−2sα|ψ|2 +
∫∫
O0×(0,T )
e−2sαλ4(sφ)3|ϕ|2
)
dxdt
(2.3)
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and ∫∫
Q
e−2sα
[
(sφ)−1|∆ψ|2+λ2(sφ)|∇ψ|2+λ4(sφ)3|ψ|2
]
dxdt
≤ C0
(∫∫
Q
e−2sα|ϕ|2 +
∫∫
O0×(0,T )
e−2sαλ4(sφ)3|ψ|2
)
dxdt
(2.4)
Furthermore, C0 and λ0 only depend on Ω and O and s0 can be chosen of the
form
s0 = σ0(T + T
2), (2.5)
where σ0 only depends on Ω, O, ‖a‖∞, ‖b‖∞, ‖c‖∞ and ‖d‖∞.
This result is proved in [6]. In fact, similar Carleman inequalities are estab-
lished there for more general linear parabolic equations. The explicit dependence
in time of the constants is not given in [6]. We refer to [4], where the above
formula for s0 is obtained.
For further purpose, we introduce the following notation:
I(s, λ;ϕ) =
∫∫
Q
e−2sα
[
(sφ)−1
(
|ϕt|
2+|∆ϕ|2
)
+λ2(sφ)|∇ϕ|2+λ4(sφ)3|ϕ|2
]
dxdt
and
I˜(s, λ;ψ) =
∫∫
Q
e−2sα
[
(sφ)−1|∆ψ|2+λ2(sφ)|∇ψ|2+λ4(sφ)3|ψ|2
]
dxdt.
Now, we will deduce several consequences from Proposition 2.1 under par-
ticular hypotheses on the coefficients of (2.1). First, it will be assumed that c
is a.e. equal to a non-zero constant and b and d do not depend of t:
a ∈ L∞(Q), c ∈ R, c 6= 0, b, d ∈ L∞(Ω), d ≤ µ < µ1 a.e. (2.6)
Accordingly, (2.1) reads:

−ϕt −∆ϕ = a(x, t)ϕ+ cψ in Q,
−∆ψ = b(x)ϕ + d(x)ψ in Q,
ϕ(x, t) = 0, ψ(x, t) = 0 on Σ,
ϕ(x, T ) = ϕT (x) in Ω.
(2.7)
Proposition 2.2 Assume that (2.6) holds. There exist positive constants λ0,
s0 and C1 such that, for any s ≥ s0 and λ ≥ λ0 and any ϕ
T ∈ L2(Ω), the
associated solution to (2.7) satisfies
I(s, λ;ϕ) + I˜(s, λ;ψ) ≤ C1
∫∫
O×(0,T )
e−4sαˆ+2sα
∗
λ8(sφ∗)7|ϕ|2dxdt. (2.8)
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Furthermore, C1 and λ0 only depend on Ω and O and s0 can be chosen of the
form
s1 = σ1(T + T
2), (2.9)
where σ1 only depends on Ω, O, ‖a‖∞, ‖b‖L∞, |c| and ‖d‖L∞.
Proof: Obviously, it will be sufficient to show that there exist λ0, s0 and C1
such that, for any small ε > 0, one has:
I(s, λ;ϕ) + I˜(s, λ;ψ) ≤ CεI(s, λ;ϕ) + CεI˜(s, λ;ψ)
+ C1
∫∫
O×(0,T )
e−4sαˆ+2sα
∗
λ8(sφ∗)7|ϕ|2dxdt.
(2.10)
We start from (2.3) and (2.4). After addition, by taking σ1 sufficiently large
and s ≥ σ1(T + T
2), we obtain:
I(s, λ;ϕ) + I˜(s, λ;ψ)
≤ C
∫∫
O0×(0,T )
e−2sαλ4(sφ)3
(
|ϕ|2 + |ψ|2
)
dxdt.
(2.11)
Let us now introduce a function ξ ∈ D(O) satisfying 0 < ξ ≤ 1 and ξ ≡ 1
in O0. Then∫∫
O0×(0,T )
e−2sαλ4(sφ)3|ψ|2dxdt ≤
∫∫
O×(0,T )
e−2sαλ4(sφ)3ξ|ψ|2dxdt
=
∫∫
O×(0,T )
e−2sαλ4(sφ)3ξ(x)ψ
(
−
1
c
(ϕt +∆ϕ+ a(x, t)ϕ)
)
dxdt
= −
∫∫
O×(0,T )
e−2sαλ4(sφ)3
ξ(x)
c
ψ ϕt dxdt
−
∫∫
O×(0,T )
e−2sαλ4(sφ)3
ξ(x)
c
ψ∆ϕ dxdt
−
∫∫
O×(0,T )
e−2sαλ4(sφ)3
ξ(x)
c
a(x, t)ψ ϕ dxdt
:=M1 +M2 +M3.
(2.12)
Let us compute and estimate the Mi.
First,
M1 =
∫∫
O×(0,T )
e−2sα
2ξ(x)
c
λ4s4φ3αtψϕ dxdt
+
∫∫
O×(0,T )
e−2sα
3ξ(x)
c
λ4s3φ2φtψϕ dxdt
+
∫∫
O×(0,T )
e−2sα
ξ(x)
c
λ4(sφ)3ψtϕ dxdt.
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Using that |αt| ≤ Cφ
2 and |φt| ≤ Cφ
2 for some C > 0, we get:
M1 ≤ C
∫∫
O×(0,T )
e−2sαλ4s4φ5|ψ| |ϕ| dxdt
+
∫∫
O×(0,T )
e−2sαλ4(sφ)3|ψt| |ϕ| dxdt
≤ εI˜(s, λ;ψ) + Cε
∫∫
O×(0,T )
e−2sαλ4s5φ7|ϕ|2dxdt
+
∫∫
O×(0,T )
e−2sαλ4(sφ)3|ψt| |ϕ| dxdt.
The last integral in this inequality can be bounded as follows:∫∫
O×(0,T )
e−2sαλ4(sφ)3|ψt| |ϕ| dxdt
≤
∫∫
O×(0,T )
e−2sαˆλ4(sφ∗)3|ψt| |ϕ| dxdt
=
∫ T
0
e−2sαˆ(t)λ4(sφ∗(t))3‖ψt(· , t)‖L2(O)‖ϕ(· , t)‖L2(O) dt
≤ C
∫ T
0
e−2sαˆ(t)λ4(sφ∗(t))3‖ϕt(· , t)‖‖ϕ(· , t)‖L2(O) dt
= C
∫ T
0
e−sα
∗
(sφ∗(t))−1/2‖ϕt(· , t)‖ · e
−2sαˆ+sα∗λ4(sφ∗)7/2‖ϕ(· , t)‖L2(O) dt
≤ εI(s, λ;ϕ) + Cε
∫∫
O×(0,T )
e−4sαˆ+2sα
∗
λ8(sφ∗)7|ϕ|2dxdt.
Here, we have used that{
−∆ψt = bϕt + dψt in Ω,
ψt = 0 on ∂Ω,
whence we obviously need b and d independent of t.
Thus, the following is found:
M1 ≤ εI(s, λ;ϕ) + εI˜(s, λ;ψ)
+ Cε
∫∫
O×(0,T )
e−4sαˆ+2sα
∗
λ8(sφ∗)7|ϕ|2dxdt.
(2.13)
Secondly, we see that
M2 = −
∫∫
O×(0,T )
∆
(
e−2sαλ4(sφ)3
ξ(x)
c
ψ
)
ϕ dxdt
C
∫∫
O×(0,T )
e−2sα
[
λ6(sφ)5|ψ|+ λ5(sφ)4|∇ψ|+ λ4(sφ)3|∆ψ|
]
ϕ dxdt
≤ εI˜(s, λ;ψ) + Cε
∫∫
O×(0,T )
e−2sαλ8(sφ)7|ϕ|2dxdt.
(2.14)
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Here, we have used the identity
∆
(
e−2sαφ3
ξ(x)
c
ψ
)
= ∆
(
e−2sαφ3
ξ(x)
c
)
ψ
+2∇
(
e−2sαφ3
ξ(x)
c
)
· ∇ψ + e−2sαφ3
ξ(x)
c
∆ψ
and the estimates
|∆(e−2sαφ3
ξ(x)
c
)| ≤ Ce−2sαλ2s2φ5 and |∇(e−2sαφ3
ξ(x)
c
)| ≤ Ce−2sαλsφ4.
Finally, it is immediate that
M3 ≤ εI˜(s, λ;ψ) + Cε
∫∫
O×(0,T )
e−2sαλ4(sφ)3|ϕ|2dxdt. (2.15)
From (2.11), (2.12) and (2.13)–(2.15), we directly obtain (2.10) for all small
ε > 0. This ends the proof. 
An almost immediate consequence of Proposition 2.2 is the following observ-
ability inequality:
Corollary 2.1 Under the assumptions of Proposition 2.2, there exists constants
M and K, depending on Ω, O, T , ‖a‖∞, ‖b‖L∞, |c| and ‖d‖L∞, such that every
solution (ϕ, ψ) to (2.7) verifies:
‖ϕ(· , 0)‖2 + ‖ψ(· , 0)‖2 ≤M
∫∫
O×(0,T )
e−2K/(T−t)|ϕ|2dxdt. (2.16)
Proof: From the Carleman inequality in Proposition 2.2 with s = s1 and λ =
λ1, we see that there exists a constant C > 0 such that∫∫
Q
e−2sαφ3
(
|ϕ|2 + |ψ|2
)
dxdt ≤ C
∫∫
O×(0,T )
(t(T − t))−7e−4sαˆ+2sα
∗
|ϕ|2dxdt.
Since 2αˆ − α∗ ≡ a∗/β(t) for some a∗ > 0 and e−2sαφ3 is uniformly bounded
from below in Ω× [T/4, 3T/4] we find that∫ 3T/4
T/4
∫
Ω
(
|ϕ|2 + |ψ|2
)
dxdt ≤ C
∫∫
O×(0,T )
e−2K/(T−t)|ϕ|2dxdt (2.17)
for some C,K > 0.
On the other hand, we can easily get from (2.7) the standard (backwards)
energy inequalities
−
1
2
d
dt
‖ϕ‖2 + ‖ϕ‖2H1
0
≤ C
(
‖ϕ‖2 + ‖ψ‖2
)
and ‖ψ‖2H1
0
≤ C‖ϕ‖2. (2.18)
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This yields
−
1
2
d
dt
‖ϕ‖2 ≤ C‖ϕ‖2, (2.19)
whence we deduce that
‖ϕ(· , 0)‖2 ≤ C‖ϕ(· , t)‖2 for all t. (2.20)
Combining (2.17), (2.20) and the second part of (2.18), we obtain at once
(2.16). 
Now, we will assume that b is a non-zero constant:
a, c, d ∈ L∞(Q), b ∈ R, b 6= 0, d ≤ µ < µ1 a.e. (2.21)
The corresponding (2.1) becomes

−ϕt −∆ϕ = a(x, t)ϕ + c(x, t)ψ in Q,
−∆ψ = bϕ+ d(x, t)ψ in Q,
ϕ(x, t) = 0, ψ(x, t) = 0 on Σ,
ϕ(x, T ) = ϕT (x) in Ω.
(2.22)
Proposition 2.3 Assume that (2.21) holds. There exist positive constants λ2,
s2 and C2 such that, for any s ≥ s2 and λ ≥ λ2 and any ϕ
T ∈ L2(Ω), the
associated solution to (2.22) satisfies
I(s, λ;ϕ) + I˜(s, λ;ψ) ≤ C2
∫∫
O×(0,T )
e−2sαλ8(sφ)7|ψ|2dxdt.
Furthermore, C2 and λ2 only depend on Ω and O and s2 can be chosen of the
form
s2 = σ2(T + T
2),
where σ2 only depends on Ω, O, ‖a‖∞, |b|, ‖c‖∞ and ‖d‖∞.
Proof: We start again from (2.11). Recalling that ξ ∈ D(O), 0 < ξ ≤ 1 and
ξ ≡ 1 in O0, we see that∫∫
O0×(0,T )
e−2sαλ4(sφ)3|ϕ|2dxdt ≤
∫∫
O×(0,T )
e−2sαλ4(sφ)3ξ|ϕ|2dxdt
=
∫∫
O×(0,T )
e−2sαλ4(sφ)3ξ(x)ϕ
(
−
1
b
(∆ψ + d(x, t)ψ)
)
dxdt
= −
∫∫
O×(0,T )
e−2sαλ4(sφ)3
ξ(x)
b
ϕ∆ψ dxdt
−
∫∫
O×(0,T )
e−2sαλ4(sφ)3
ξ(x)
b
d(x, t)ϕψ dxdt
:=M ′1 +M
′
2.
(2.23)
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As in the proof of Proposition 2.2, it is not difficult compute and estimate
the M ′i . Indeed,
M ′1 = −
∫∫
O×(0,T )
∆
(
e−2sαλ4(sφ)3
ξ(x)
b
ϕ
)
ψ dxdt
≤ C
∫∫
O×(0,T )
e−2sα
[
λ6(sφ)5|ϕ|+ λ5(sφ)4|∇ϕ|+ λ4(sφ)3|∆ϕ|
]
|ψ| dxdt
≤ εI(s, λ;ϕ) + Cε
∫∫
O×(0,T )
e−2sαλ8(sφ)7|ψ|2dxdt.
(2.24)
On the other hand,
M ′2 ≤ εI(s, λ;ϕ) + Cε
∫∫
O×(0,T )
e−2sαλ4(sφ)3|ψ|2dxdt. (2.25)
From (2.11), (2.23) and (2.24)–(2.25), we find that
I(s, λ;ϕ) + I˜(s, λ;ψ) ≤ CεI(s, λ;ϕ) + C
∫∫
O×(0,T )
e−2sαλ4(sφ)3|ψ|2dxdt,
for all small ε > 0.
This ends the proof. 
Arguing as in the proof of Corollary 2.1, the following can be easily estab-
lished:
Corollary 2.2 Under the assumptions of Proposition 2.3, there exists constants
M ′ and K ′, depending on Ω, O, T , ‖a‖L∞(Q), |b|, ‖c‖L∞(Q) and ‖d‖L∞, such
that every solution (ϕ, ψ) to (2.7) verifies:
‖ϕ(· , 0)‖2 + lim sup
t→0+
‖ψ(· , t)‖2 ≤M ′
∫∫
O×(0,T )
e−2K
′/(T−t)|ψ|2dxdt. (2.26)
3 The null controllability of the linearized sys-
tems
In this Section, we will deduce from the observability estimates (2.16) and (2.26)
null controllability results for (1.9) and (1.10).
More precisely, we have:
11
Theorem 3.1 Assume that (2.6) holds. Then (1.9) is null-controllable at any
time T > 0. That is to say, for any y0 ∈ L2(Ω) there exist null controls
v ∈ L2(O × (0, T )) for (1.9) satisfying
‖v‖L2(O×(0,T )) ≤ C‖y
0‖, (3.1)
where C only depends on Ω, O, T , ‖a‖L∞(Q), ‖b‖L∞, |c| and ‖d‖L∞.
Proof: There are several ways to prove that the observability inequality (2.16)
implies the null controllability of (1.9). One of them is the following.
For any v ∈ L2(O × (0, T )) and any ε > 0, let us set
Jε(v) =
∫∫
O×(0,T )
e2K/(T−t)|v|2dxdt+
1
ε
‖y(· , T )‖2. (3.2)
Here, (y, z) is the solution to (1.9) associated to the initial data y0. It is not
difficult to check that v 7→ Jε(v) is lower semi-continuous, strictly convex and
coercive in L2(O × (0, T )). Hence, it possesses a unique minimizer vε ∈ L
2(Q).
We will denote by (yε, zε) the associated state.
We will show that, at least for a subsequence, vε converges weakly in L
2(O×
(0, T )) towards a control v ∈ L2(O×(0, T )) and the associated yε(· , T ) converges
strongly in L2(Ω) to zero. Obviously, this proves that v is a null control for (1.9),
i.e. that the state associated to v satisfies (1.4).
Notice that the unique minimizer of (3.11) is characterized by the following
optimality system:

yε,t −∆yε = ayε + bzε + vε1O in Q,
−∆zε = cyε + dzε in Q,
yε = zε = 0 on Σ,
yε(x, 0) = y
0(x) in Ω,
(3.3)


−ϕε,t −∆ϕε = aϕε + cψε in Q
−∆ψε = bϕε + dψε in Q
ϕε = ψε = 0 on Σ
ϕε(x, T ) = −
1
ε
yε(x, T ) in Ω,
(3.4)
vε = e
−2K/(T−t)ϕε
∣∣
O×(0,T )
(3.5)
(see for instance [8]; see also [4]).
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By multiplying both sides of (3.4)1 by yε and both sides of (3.4)2 by zε,
integrating in time and space and adding the resulting identities, we obtain:∫∫
O×(0,T )
e−2K/(T−t)|ϕε|
2dxdt +
1
ε
‖yε(· , T )‖
2
≤ ‖y0‖ ‖ϕε(· , 0)‖ ≤M
1/2‖y0‖
(∫∫
O×(0,T )
e−2K/(T−t)|ϕε|
2dxdt
)1/2
≤ C‖y0‖2 +
1
2
∫∫
O×(0,T )
e−2K/(T−t)|ϕε|
2dxdt,
(3.6)
where we have used the observability estimate (2.16).
From (3.6), we see that∫∫
O×(0,T )
e2K/(T−t)|vε|
2dxdt =
∫∫
O×(0,T )
e−2K/(T−t)|ϕε|
2dxdt ≤ C‖y0‖2.
(3.7)
Consequently, at least for a subsequence, one has
vε → v weakly in L
2(O × (0, T )), with ‖v‖L2(O×(0,T )) ≤ C‖y
0‖. (3.8)
We also have from (3.6) that
yε(· , T )→ 0 strongly in L
2(Ω) as ε→ 0. (3.9)
From the usual energy method, it is clear that a subsequence can be extracted
such that
yε → y and zε → z strongly in L
2(Q) as ε→ 0 (3.10)
(see for instance [10]) and, consequently, the limit v is such that the solution
(y, z) to (1.9) satisfies (1.4).
This ends the proof of Theorem 3.1. 
We also deduce from Corollary 2.2 the following result:
Theorem 3.2 Assume that (2.21) holds. Then (1.10) is null-controllable at
any time T > 0. In other words, for any y0 ∈ L2(Ω) there exist null controls
w ∈ L2(O × (0, T )) for (1.10) such that
‖w‖L2(O×(0,T )) ≤ C‖y
0‖,
where C only depends on Ω, O, T , ‖a‖∞, |b|, ‖c‖∞ and ‖d‖∞.
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Proof: It is very similar to the proof of Thoerem 3.1.
Indeed, we can introduce the functional Lε, with
Lε(v) :=
∫∫
O×(0,T )
e2K/(T−t)|w|2 dxdt+
1
ε
‖y(· , T )‖2 (3.11)
and we can again check that Lε possesses exactly one minimizer wε ∈ L
2(Q).
The optimality system is now

yε,t −∆yε = ayε + bzε in Q,
−∆zε = cyε + dzε + wε1O in Q,
yε = zε = 0 on Σ,
yε(x, 0) = y
0(x) in Ω,


−ϕε,t −∆ϕε = aϕε + cψε in Q
−∆ψε = bϕε + dψε in Q
ϕε = ψε = 0 on Σ
ϕε(x, T ) = −
1
ε
yε(x, T ) in Ω,
wε = e
−2K/(T−t)ψε
∣∣
O×(0,T )
.
We can argue as before and deduce that∫∫
O×(0,T )
e2K/(T−t)|wε|
2dxdt
=
∫∫
O×(0,T )
e−2K/(T−t)|ψε|
2dxdt ≤ C‖y0‖2,
(3.12)
whence a weakly convergent sequence of control exists and, in the limit, we get
a null control for (1.10).
Notice that, by construction,
lim sup
t→T−
‖w(· , t)‖L2(O) = 0.
This, together with the energy estimates
‖zε(· , t)‖H1
0
≤ C
(
‖y(· , t)‖+ ‖w(· , t)‖L2(O)
)
,
ensures the second part of (1.4). 
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4 The null controllability of the semilinear sys-
tems
In this Section, we present the proofs of the main results in this paper, namely
Theorems 1.1 and 1.2. They will be obtained by combining the linear control-
lability results in the previous Section and a standard fixed-point argument.
Proof of Theorem 1.1: Let us first assume that, in (1.6), F0 is C
1. In view
of (1.6) and (1.7), we observe that (1.1) can be written as follows:

yt −∆y = A0(y)y + bz + v1O in Q,
−∆z = cy + dz in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x) in Ω,
with
A0(s) =


F0(s)
s
if s 6= 0,
F ′0(0) otherwise.
(4.1)
For any k ∈ L2(Q), let us consider the linear system

yt −∆y = A0(k)y + bz + v1O in Q,
−∆z = cy + dz in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x) in Ω.
(4.2)
In view of Theorem 3.1, there exists controls v ∈ L2(O × (0, T )) such that
the associated states (y, z) satisfy (1.4) and (3.1), where the constant C only
depends on Ω, O, T , ‖F0‖C1(R), |b|, |c| and |d|.
Let us introduce the mapping Φ : L2(Q) 7→ 2L
2(Q), as follows: for any
k ∈ L2(Q), we set by definition
Φ0(k) = { v ∈ L
2(O × (0, T )) : the solution to (4.2) satisfies (1.4) and (3.1) }
and
Φ(k) = { y ∈ L2(Q) : (y, z) solves (4.2) for some v ∈ Φ0(k) }.
Then Φ satisfies the hypotheses of Kakutani’s Fixed-Point Theorem.
Indeed, the following holds:
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• For any k ∈ L2(Q), Φ(k) ⊂ L2(Q) is a non-empty compact set. Further-
more, there exists a fixed compact set K ⊂ L2(Q) such that Φ(k) ⊂ K for
all k ∈ L2(Q).
This is an obvious consequence of (3.1), the energy estimates
‖yt‖
2
L2(0,T ;H−1(Ω)) + ‖y‖
2
L2(0,T ;H1
0
(Ω)) ≤ C
(
‖v‖2L2(O×(0,T )) + ‖y
0‖2
)
(established in the Appendix) and the compactness of the embedding
W →֒ L2(Q), where
W = { ξ ∈ L2(0, T ;H10(Ω)) : ξt ∈ L
2(0, T ;H−1(Ω)) }.
• Φ is sequentially upper semicontinuous on L2(Q), i.e. if kn, k ∈ L
2(Q) and
kn → k in L
2(Q), then
lim sup
n→∞
(
sup
y∈Φ(kn)
∫∫
Q
y ξ dxdt
)
≤ sup
y∈Φ(kn)
∫∫
Q
y ξ dxdt ∀ξ ∈ L2(Q).
Therefore, Φ possesses at least one fixed-point y.
Obviously, y solves, together with some z, the semilinear system (1.1) for
some v ∈ L2(O × (0, T )) and (1.4) holds.
Let us now assume that the function F0 in (1.6) is only globally Lipschitz-
continuous. Suppose that
|F0(s1)− F0(s2)| ≤ L|s1 − s2| ∀s1, s2 ∈ R.
Then, we can find C1 functions F01, F02, . . . with the following properties:
1. F0n : R 7→ R is C
1 and globally Lipschitz-continuous., with Lpschitz
constant L, i.e. Suppose that
|F0n(s1)− F0n(s2)| ≤ L|s1 − s2| ∀s1, s2 ∈ R, ∀n ≥ 1.
2. F0n → F0 uniformly on each compact interval I ⊂ R.
For each n ≥ 1, let us consider the system

yt −∆y = F0n(y)y + bz + v1O in Q,
−∆z = cy + dz in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x) in Ω,
(4.3)
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Let vn be a null control for (4.3) satisfying
‖vn‖L2(O×(0,T )) ≤ C‖y
0‖,
with C independent of n. In view of the previous arguments and the properties
of F0n, such a vn exists. It is clear that, at least for a subsequence, one has
vn → v weakly in L
2(O × (0, T )),
where v is a null control for (1.1) again satisfying (1.4).
This ends the proof. 
Proof of Theorem 1.2: The proof is similar to the previous one, although a
little more intrincate.
Again, let us first assume that, in (1.6) and (1.8), the functions F0 and f0
are C1. Then, (1.3) can be written in the form

yt −∆y = A0(y)y + bz in Q,
−∆z = C0(y)y + dz + w1O in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x) in Ω,
where A0 is given by (4.1) and
C0(s) =


f0(s)
s
if s 6= 0,
f ′0(0) otherwise.
For each k ∈ L2(Q), we can consider the linear system

yt −∆y = A0(k)y + bz in Q,
−∆z = C0(k)y + dz + w1O in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x) in Ω.
(4.4)
As in the proof of Theorem 1.1, we can prove that there exist controls w ∈
L2(O × (0, T )) such that the associated solutions to (4.4) satisfy (1.4) and
‖w‖L2(O×(0,T )) ≤ C‖y
0‖,
for some fixed C. We can again introduce a multi-valued mapping Ψ : L2(Q) 7→
2L
2(Q) (similar to Φ) and we can show that the assumptions of Kakutani’s
Theorem are satisfied by Ψ, etc.
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An easy adaptation of the remaining results leads to the desired controlla-
bility result. We omit the details, that can be checked easily. 
5 An asymptotic controllability property
In this Section, we prove that, under appropriate conditions on F and f (in fact
the same in Theorem 1.2), the semilinear parabolic system

yt −∆y = F (y, z) in Q,
ε zt −∆z = f(y, z) + w1O in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x), z(x, 0) = z0(x) in Ω,
(5.1)
is uniformly null-controllable as ε → 0. We also prove the convergence of the
null controls to a null control for the similar parabolic-elliptic system

yt −∆y = F (y, z) in Q,
−∆z = f(y, z) + w1O in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x) in Ω.
(5.2)
To this end, we will first consider the linear system

yt −∆y = ay + bz in Q,
εzt −∆z = cy + dz + w1O in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x), z(x, 0) = z0(x) in Ω,
(5.3)
and we will establish a uniform null controllability result.
More precisely, the following holds:
Theorem 5.1 Assume that (2.21) holds. Then, for any ε > 0 and any y0, z0 ∈
L2(Ω), there exist controls wε ∈ L
2(O × (0, T )) such that the corresponding
solutions (yε, zε) to (5.3) satisfy
yε(x, T ) = 0, zε(x, T ) = 0 in Ω,
with an estimate of the form
‖wε‖L2(O×(0,T )) ≤ C
(
‖y0‖+ ε ‖z0‖
)
. (5.4)
where C is independent of ε.
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Sketch of the proof: Let us consider the adjoint system of (5.3), that is:

−ϕt −∆ϕ = aϕ+ cψ in Q,
−εψt −∆ψ = bϕ+ dψ in Q,
ϕ = 0, ψ = 0 on Σ,
ϕ(x, T ) = ϕ0(x), ψ(x, T ) = ψ0(x) in Ω,
with ϕ0, ψ0 ∈ L2(Ω).
As in Section 2, we will use an abridged notation for the weighted integrals
concerning ϕ, ψ and their derivatives: for any positive λ and s, we set
I(s, λ, ϕ) =
∫∫
Q
e−2sα
[
(sφ)−1
(
|ϕt|
2+|∆ϕ|2
)
+λ2sφ|∇ϕ|2+λ4(sφ)3|ϕ|2
]
dx dt,
Iε(s, λ, ψ) = ε
2
∫∫
Q
e−2sα(sφ)−1|ψt|
2 dx dt
+
∫∫
Q
e−2sα
[
(sφ)−1|∆ϕ|2+λ2sφ|∇ψ|2+λ4(sφ)3|ϕ|2
]
dx dt
Then one has
I(s, λ, ϕ) + Iε(s, λ, ψ) ≤ C
∫∫
O×(0,T )
(sφ)7λ8e−2sα(x,t)|ψ|2 dx dt, (5.5)
where C is independent of ε.
The proof of (5.5) is very similar to the proof of Proposition 2.2 and will
be omitted. An almost immediate consequence is the following observability
inequality:
‖ϕ(· , 0)‖2 + ε ‖ψ(· , 0)‖2 ≤ C
∫∫
O×(0,T )
e2sα(sφ)7λ8|ψ|2 dx dt. (5.6)
Now, arguing as in Section 3, it becomes clear that the uniform null control-
lability property of (5.3) is implied by the observability estimate (5.6). 
From this result, we get the following for the semilinear systems (5.1) and (5.2):
Theorem 5.2 Under the assumptions of Theorem 1.2, for any ε > 0 and
any y0, z0 ∈ L2(Ω), there exist null controls wε ∈ L
2(O × (0, T )) for (5.1).
They can be chosen such that, at least for a subsequence,
wε → w weakly in L
2(O × (0, T )),
where w is a null control for (5.2).
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Sketch of the proof: For the proof of the first assertion, it suffices to argue
as in the proof of Theorem 1.2.
Indeed, for any ε > 0 and any fixed k ∈ L2(Q), we can apply Theorem 5.1
to the linearized system

yt −∆y = A0(k)y + bz in Q,
ε zt −∆z = C0(k)y + dz + w1O in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x), z(x, 0) = z0(x) in Ω.
(5.7)
We deduce that, for any ε > 0, (5.7) is null-controllable, with controls wε
satisfying (5.4) (where C is independent of ε). Observe that, in fact, we can get
a stronger estimate:∫∫
O×(0,T )
e2K/(T−t)|wε|
2dxdt ≤ C‖y0‖2.
We can again introduce a multi-valued mapping Ψε (similar to Ψ) and we
can show that the assumptions of Kakutani’s Theorem are satisfied by Ψε.
Therefore, there exist controls wε ∈ L
2(O × (0, T )) satisfying (5.4) such that
the associated solutions to (5.1) satisfy
yε(x, T ) = 0, zε(x, T ) = 0 in Ω.
Let us multiply both sides of (5.7)1 (resp. (5.7)2) by yε (resp. zε) and let us
integrate in Q. We easily obtain the following for all t:
‖yε(· , t)‖
2 + ε‖zε(· , t)‖
2 +
∫ t
0
(
‖yε(· , s)‖
2
H1
0
+ ‖yε(· , s)‖
2
H1
0
)
ds
≤ ‖y0‖2 + ε‖z0‖2 + C
∫∫
O×(0,t)
|wε|
2 dx ds+ C
∫ t
0
‖yε(· , s)‖
2 ds.
Using Gronwall’s inequality and extracting appropriate subsequences, we
deduce that, at least for a subsequence, wε, yε and zε respectively converge to
w, y and z, where (y, z) solves (5.2) and satisfies (1.4). 
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6 Appendix A: Some technical results
In this Appendix, for completeness, we give a theoretical result for the semilinear
system 

yt −∆y = F (y, z) + v1O in Q,
−∆z = f(y, z) + w1O in Q,
y(x, t) = 0, z(x, t) = 0 on Σ,
y(x, 0) = y0(x) in Ω,
(6.1)
where F and f satisfy (1.6) and (1.8), respectively.
We have the following:
Theorem 6.1 For any given y0 ∈ L2(Ω) and v, w ∈ L2(O × (0, T )), (6.1)
possesses a unique solution (y, z), with
y ∈ L2(0, T ;H10 (Ω)), yt ∈ L
2(0, T ;H−1(Ω)), z ∈ L2(0, T ;D(−∆)). (6.2)
Sketch of the proof: We will apply the Faedo-Galerkin method, see J.-
L. Lions [10].
Let {hj} be a special basis of H
1
0 (Ω), more precisely, the basis formed by
the eigenfuncions of the Dirichlet Laplacian in Ω. Let us introduce the finite-
dimensional Galerkin approximations as follows: find yN , zN , with yN(t), zN (t) ∈
VN for all t, such that
(y′N (t), h) + (∇yN (t),∇h) = (F (yN , zN), h) + (v1O, h) ∀h ∈ VN , (6.3)
(∇zN (t),∇k) = (f(yN , zN), k) + (w1O, k) ∀k ∈ VN , (6.4)
yN(0) = y0N . (6.5)
Here, VN = [h1, h2, . . . , hN ] is the subspace of H
1
0 (Ω) spanned by the first N
eigenfunctions hj and y0N = PNy0, where PN : L
2(Ω) 7→ VN is the orthogonal
projector.
This Cauchy problem has at least one local solution on [0, tN ). That the
maximal solution is defined in the whole interval [0, T ] is a consequence of the
estimates given below.
Estimates I : Let us set h = yN (t) in (6.3) and k = zN(t) in (6.4). After
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some computations we obtain the following for any t and for all small δ > 0:
1
2
‖yN(t)‖
2 +
∫ t
0
‖yN(s)‖
2
H1
0
ds+
(
1−
µ+ δ
µ1
)∫ t
0
‖zN(s)‖
2
H1
0
ds
≤
1
2
‖y0‖2 + Cδ
∫∫
O×(0,t)
(
|v|2 + |w|2
)
dx ds+ Cδ
∫ t
0
‖yN (s)‖
2 ds
(6.6)
and (
1−
µ+ δ
µ1
)
‖zN(t)‖H1
0
≤ Cδ
(
‖yN(t)‖ + ‖w‖L2(O)
)
. (6.7)
Estimates II Since the hj are the eigenfunctions of −∆ in H
1
0 (Ω), one has
‖y′N(t)‖H−1(Ω) ≤ ‖(∆yN + F (yN , zN ) + v1O)(t)‖H−1(Ω) (6.8)
for all t. Therefore, we get the following for some C > 0:
‖y′N(t)‖H−1(Ω) ≤ C
(
‖yN(t)‖H1
0
+ ‖(v1O)(· , t)‖ + ‖(w1O)(· , t)‖
)
. (6.9)
From (6.6)–(6.9), it is standard to deduce that, at least for a subsequence,
the yN and zN converge to a solution to (6.1). This solution must satisfy
y ∈ L2(0, T ;H10 (Ω)), yt ∈ L
2(0, T ;H−1(Ω)), z ∈ L2(0, T ;H10(Ω)).
Furthermore, from the usual elliptic estimates, we also obtain that z ∈
L2(0, T ;D(∆)). This yields (6.2).
The uniqueness of the solution is also a standard consequence of the previous
estimates (written for y := y1 − y2 and z := z1 − z2 where (y1, z1) and (y2, z2)
are assumed to solve the system) and the global Lipschitz-continuity of F and f .

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