The aim of this work is to investigate the advantages of wavelet-type representations in electromagnetic analysis of antennas and related waveguide structures. A wavelet-type approach is described for the analysis of the modes of multi-conductor cylindrical waveguides where the conductors have polygonal cross-sectional shape. Such structures are of interest for example in the analysis of wideband array feeds for reflector antennas.
Introduction
In this stage of the work we consider cylindrical waveguides with polygonal cross-sectional shapes filled with homogeneous lossless material and perfectly conducting waveguide boundaries. The fields inside are therefore subject to the boundary conditions n × E = 0 and n · B = 0, where n is the outward unit normal vector on the boundary. We further assume that the waveguide's size and shape remain constant along the cylinder axis (z-axis). The fields travel down the waveguide in positive z-direction with a wave number k z .
E(x, y, z, t) = E(x, y) exp(j(ωt − k z z)) H(x, y, z, t) = H(x, y) exp(j(ωt − k z z))
In this case the nabla operator takes the form ∇ = ∂ ∂x e x + ∂ ∂x e y − jk z e z = ∇ t − jk z e z , where ∇ t denotes is transversal part. If we express the Laplacian as
TEM-modes (E z = H z = 0): Here we can use the same formulation as for the TE case. If we set E t = −∇ t Φ we can solve ∇ 
All solutions H z , E z and Φ for the three different types of modes are approximated by a trial functionψ. For thisψ we use a Windowed Fourier Transform (WFT) representation which is described in the next section. Once the solution space is set up we apply a general variational principle for the cut-off frequencies of the modes.
WFT Representation of the Trial Function
The WFT was introduced 1946 by Gabor with the aim to get a precise analysis of a signal in both time and frequency domain. Here time is replaced by space in two dimensions. We are synthesising the solution of the potential function. In our approach we use a window G i in form of a Gaussian similar to the one in [2] but in two dimensional space which can be allocated at a certain point by a vector r i and changed in width by a scalar α i (narrow-shaped Gaussians in certain areas might resolve sharp transitions in a solution better):
This window allowes us to perform a localized Fourier analysis if we move the Gaussians step-wise along a grid over the x-y-plane of the waveguide. We therefore get good localization properties of our solution not only in space but also in frequency due to the Gaussian shaped window. One must note that the sort of trial functions are not wavelets yet. The only difference lies in the fact that the sinusoidal filling of the Gaussians wont be translated with the Gaussian window. That means we don't use modulated Gaussians as trial functions (what would be a wavelet) but just perform a Fourier analysis/sythesis in different regions of the problem structure.
Before we go on let's introduce the notation for the spatial frequency vector k m :
The values for k 0x and k 0y are subject to certain requirements on the representation space what we will see later. We represent the trial function as a finite linear combination consisting of N p ∈ Z windows each multiplied by a sum of 2N k + 1 different phases where N k ∈ Z stands for the number of different frequency combinations in x-y-direction. Each summand is weighted by a coefficient c i , m. It is basically a linear combination of localized complex Fourier series. The locations of these Fourier series are defined by the Gaussian windows which are translated over the x-y-plane. The representation consists of N p (2N k + 1) summands of the form:
The trial function takes on the formψ
The trial function in (9) can be written in different manners according to the theory of Fourier series. If we split c i , m = 1 2 (a i , m − jb i , m) into its real and negative imaginary part, shorten the notation by writing p= (i, m), q= (j, n) and sum up over all possible tupels for p:
The grid itself can be chosen arbitrarily in the two dimensional plane which contains the waveguide crosssection. Here we use an equidistant one with ∆ x and ∆ y grid spacings and α w = 0.5 for the width of the Gaussians. Of course, the Gaussians must not be too far away from each other -it depends on whether the lowest spatial frequency k 0 used in the WFT is low enough -otherwise the solution space looses it frame property. But to save computation time the grid spacings should be as large as it is acceptable to obtain a good solution. This trade-off was subject of an investigation for the two dimensional case and for different equidistant grid spacings. To maintain the frame property for large grid spacings the WFT-frame has to be very redundant. This is shown by estimating the frame bounds A and B of the WFT frame and its "redundancy ratio" 2 where s, t ∈ Z, the frame bounds are estimated (by repeated use of Cauchy-Schwartz's inequality):
The results of this estimation can be improved by using a second estimator which makes use of the symmetry of the first one under the Fourier transform. Table 1 shows results of this computation. 
The Variational Principle
Now that the solution space is set up in form of a WFT frame a general variational principle for the cut-off frequencies of the modes is used to find the series coefficients of the trial functionψ. One can show that finding eigenfunctions ψ and eigenvalues k 2 c = µ 0 ǫ 0 ω 2 − k 2 z of the Helmholtz equation on the area A with boundary C which satisfy a homogeneous Neumann (+) or homogeneous Dirichlet(-) boundary condition is equivalent to finding stationary points of a variational principle [4] 
in which we can use (+) for the TE and TEM modes (the eigenfunction ψ for the eigenvalue k 2 c = 0 is ψ T EM = Φ in this case) and (−) for the TM modes. Thus, for the different sort of modes ψ represents different field components
Inserting our trial functionψ in each case transforms the integral equations of (14) into a discrete form.
[
Performing the variation is a derivation with respect to all coefficients and leads to a generalized linear matrix eigenvalue problem which has the coefficient solutions d = (a, b) T to the cut-off frequenciesk c :
where λ =k 2 . Note that by choosing the variational principle (14) the system matrices M, N, P are independent on the operating frequency ω of the waveguide. Main computation time is used for creating these system matrices. Once they are computed the generalized eigenvalue problem can be solved very quickly. This allows to obtain TE(M)/TM modes just by switching the sign from (+) to (−). Due to the good localization of the Gaussian windows the system matrices become sparse for large waveguide structures. 
Computation of the System Matrices for Polygonal Shaped Waveguides
For the computation of the matrix elements in M and P we have to evaluate area integrals of the form
for n = 0, 1, 2. For a subclass of waveguide cross-sections with orthogonal polygon edges, analytical solutions for these integrals are found in terms of the scaled complementary error function Erf cs(z) = e 
and can be reduced to sums of weighted error functions at the corner points of the waveguide. 
Numerical Results
To verify the correctness of our method the TE and TM modes of a rectangular waveguide are computed (Fig. 1,2) . In this case the analytical solution is known and can be compared. Degenerate modes appear due to the special relation of length to width of the waveguide. The plots we show here are contour plots of the potential functions. The contour lines for H z correspond to the electric field lines in the TE wave solution up to a factor. Similar, the contour lines of E z correspond to the magnetic field lines of the TM wave solution up to a factor. Only these factors are frequency dependent.
The number on top of each plot is the eigenvalue which corresponds to the cut-off frequency of the mode.
Conclusion
The windowed Fourier transform has been applied to the numerical calculation of eigenmodes of cylindrical waveguides. Due to the localization properties of the Gaussian windows it is now possible to extend the method to multi-conductor structures. The method was verified by calculating of the modes of a rectangular waveguide. The results showed to converge using just a few Fourier terms in the trial function. The method proved to be fast and precise in determining cut-off frequencies and field patterns and was applied to obtain TE and TM modes of more complex polygonal structures.
