In this paper, by an approximating argument, we obtain infinitely many solutions for the following problem with double critical terms:
Introduction
We study the following quasilinear elliptic problem: and Ω is an bounded domain in R N whose boundary is C 1 , 0 ∈Ω, and a(x) ∈ C 1 (Ω). (1.1) owns a variational structure with the functional given by
|x| s , u ∈ W 1,p 0 (Ω). (1.2) Since the pioneer work of Brézis and Nirenberg [5] , problem like (1.1) is called Brézis-Nirenberg type problem which has attracted extensive study, see for example [2, 7, 9, 10, 11, 12, 19] and particularly the survey paper [3] and the references therein. Devillanova and Solimini in [12] considered the same problem as that in [5] , i.e., p = 2, a(x) ≡ λ > 0, µ = 1, τ = 0. They proved the existence of infinitely many solutions for any bounded smooth domain if N ≥ 7. A key gradient for [12] is to prove that the approximating sequence of solutions for (1.3) (see below) which are bounded in H 1 0 (Ω), are uniformly bounded in L ∞ (Ω). With similar argument, Cao and Yan in [9] obtained infinitely many solutions for the semilinear (p = 2) problem (1.1) with Hardy term (s = 2). It is noted that in the presence of Hardy term (s = 2), weak solutions of (1.3) are not bounded in general, and thus a precise estimate on the singularity of solutions is needed, see more details in [9] . In quite a recent year, Cao, Peng and Yan in [7] extended the result to the quasilinear equation (1.1) without the Sobolev-Hardy term (τ = 0). Due to the loss of linearity of p−Laplacian operator, it is much harder to apply the idea of [12] . Fortunately, with the help of a deep result on p−Laplacian operator (see [15] ), they are able to recover a partial linearity for p−Laplacian operator, see Lemma 2.2 in [7] . In their work, they proposed the question that it was possible to extend their result to (1.1) with the presence of Sobolev-Hardy term s = p (possibly a smallness condition on the coefficient τ is necessary), which has been studied in the case p = 2, see [9] .
In this paper, using the arguments similar to [7, 9, 12, 22] , we are able to give a partial answer to their problem by considering the Sobolev-Hardy term with the parameter s ∈ (0, p). Moreover, allowing that 0 ∈ ∂Ω, singularity of the HardySobolev term requires additional estimate, in which the boundary geometry of Ω at 0 comes into playing. See also [22] . Note that in [7, 9, 12] , no geometry condition on ∂Ω was imposed. The main result of this paper is as follows. Theorem 1.1. Suppose that a(0) > 0 and Ω is a bounded domain such that x · ν ≤ 0 in a neighborhood of 0 if 0 ∈ ∂Ω, where ν is the outward normal of ∂Ω. Then (1.1) has infinitely many solutions whenever N > p 2 + p.
Yan and Yang in [22] obtained a similar result in the semilinear case, i.e. p = 2, in which they assumed that Ω ∈ C 3 and if 0 ∈ ∂Ω, all the principle curvatures of ∂Ω at 0 are negative. Our condition is much weaker than their's. Indeed, under their assumption, as shown in their work, one can choose a coordinate system in R N such that for a small δ > 0,
where ϕ(x ′ ) has the following expansion:
with α j < 0, j = 1, ..., n − 1. Therefore
Obviously, their assumption does not include the simplest case: Ω has a flat boundary in a neighborhood of 0, but which is satisfied by our assumption. In fact, our assumption on the geometry of the boundary ∂Ω allows more possibilities. For example, suppose that ∂Ω is of class C 1 and represented by a function ϕ as above, then we only need to assume that Dϕ(
In particular, this is satisfied if ∂Ω is concave close to 0. Remark 1.2. It seems impossible to impose conditions such as negativity only on the mean curvature of ∂Ω at 0 . The interested readers can refer to [14] and the reference therein. Now let us briefly explain the argument in the below. Recall that in our paper τ = 1. As in [9, 12] , one of the major difficulties to prove Theorem 1.1 by using variational methods is that I(u) does not satisfy the Palais-Smale condition for large energy level, since p * and p * (s) are critical exponents for the Sobolev embedding from
To overcome this difficulty, we look at the following perturbed problem:
where ǫ > 0 is small. For simplicity of notation, in the sequel we denote
The functional corresponding to (1.3) is
is an even functional and satisfies the Palais-Smale condition in all energy levels. It follows from the symmetric mountain-pass lemma [1, 17] , (1.3) has infinitely many solutions. See also [13, 18] . More precisely, there are positive numbers c ǫ,l , l = 1, 2, · · ·, with c ǫ,l → ∞ as l → +∞, and a solution u ǫ,l for (1.3) satisfying
Moreover, c ǫ,l → c l < +∞ as ǫ → 0 and (u ǫ,l ) ǫ>0 is bounded in W 1,p (Ω) uniformly with respect to ǫ for each fixed l.
As a result, Theorem 1.1 is a direct consequence of the following theorem. Theorem 1.3. Let a(0) > 0 and Ω satisfies the same geometric condition as imposed in Theorem 1.1. If N > p 2 + p, then for any u n , which is a solution of (1.3) with ǫ = ǫ n → 0, satisfying u n ≤ C for some constant independent of n, u n converges strongly in W 1,p 0 (Ω) as n → +∞. Before we close this section, let us outline the proof of Theorem 1.3 and explain the difficulties we will meet.
For any Λ > 0 and x ∈ R N , we define for any function u,
Let u n be a solution of (1.3) with ǫ = ǫ n satisfying u n W 1,p ≤ C for some positive constant independent of n. We will prove in Appendix C that u n as a special Palais-Smale sequence of the functional I(u), has the following decomposition: 6) where u 0 is a solution of (1.1), ω n → 0 as n → ∞, and U j is a solution of (C.2) if j = 1, .., m, while U j is a solution of (C.3) if j = m + 1, ..., h. For the global compactness of the Palais-Smale sequence for the functional I(u), one can refer to [19] for the case p = 2 and [21] for p = 2.
To prove that u n converges to u 0 strongly, we will prove that these bubbles ρ x n,j ,Λ n,j do not appear in (1.6). For this purpose, we apply a local Pohozeav identity near a blow-up point to exclude the bubbles. In order to obtain a contradiction, the main task is to prove that u n is "bounded" in a region which is away from the bow-up point.
In section 2, we begin with proving that |u n | is bounded in some norm · * ,p 1 ,p 2 ,Λ defined in (2.2), which includes the concentration property of the bubbles in the decomposition u n . However, to get such a result for the quasilinear case, kind of linear property of the p−Laplacian operator is needed, which is quite different from the semilinear situation as in [22] . In fact, note that p-Laplacian operator does not have additivity as the Laplacian, i.e. if w is the solution of
and w i is the solution of
then when p = 2, by comparison principle we know that |w(x)| ≤ w 1 (x) + w 2 (x). But for p = 2, there is no such a simple relation. Fortunately, in [7] they applied some results in [15] and obtained some partial linearity of p−Laplacian operator, which proves to be very helpful.
Moreover, to obtain the main result of section 2 we need to know the decay estimate for the solution of (C.3). If p = 2, then one can apply the Kelvin transforation to change the decay estimate at infinity to the L ∞ estimate of solution near the origin. For p = 2, there is no Kelvin transformation for (C.3). In Appendix B, we will combine the iteration argument in [7] with a comparison principle in [8] to obtain the decay estimate for the solution of (C.3). This result is of independent interest.
In section 3, we will show that |u n | is bounded in some sense in regions suitably away from the blow-up point. See Lemma 3.2 in our paper and Lemma 3.2 in [22] . To get the estimate in Lemma 3.2 of [22] , the following identity is used
where ω N is the volume of the unit ball in R N . Note that (1.7) can be proved by calculating the convolution of ∆u with the fundamental solution of ∆ in the ball B t (x). Since (1.7) depends on ∆u linearly, it can not be true for p-Laplacian. In section 3, we use some ideas from [7] to prove Lemma 3.2.
The organization of the paper is as follows. In Section 2, we will give some integral estimates. In Section 3, we obtain some estimates on safe regions. We will prove our main result in Section 4. In order to give a clear line of our framework, we will list some estimates for quasilinear problems, an iteration result, a decay estimate and the decomposition of approximating solutions in Appendices A, B and C.
Integral estimates
In this section, we will prove a Brézis-Kato type estimate (see [4] ). In order to prove the strong convergence of u n in W 1,p 0 (Ω), we need to show that the bubbles ρ x n,j ,Λ n,j (U j ) will not appear in the decomposition of u n . Among all the bubbles ρ x n,j ,Λ n,j (U j ), we can choose a bubble, such that this bubble has the slowest concentration rate. That is, there is j 0 such that the corresponding Λ n,j 0 is the lowest order infinity among all the Λ n,j appearing in the bubbles. For simplicity, we denote Λ n the slowest concentration rate and x n the corresponding concentration point.
In the rest of section, we will deduce some integral estimates for u n . Denote
For any p * /p < p 2 < p * < p 1 , α > 0 and Λ ≥ 1, we consider the following relation:
In the sequel, we denote dµ s = |x| −s dx and |v| q,µs = |v|
if there is no confusion on the domain of the integral. Define
It follows from the definition that
The main result of this section is the following proposition.
Here Λ n is the smallest concentration rate of the bubbles in u n .
Fix a bounded domain D with Ω ⊂⊂ D. Let A > 0 be large enough, such that
We let u n = 0 in D\Ω. Let w n ∈ W 1,p 0 (D) be the solution of
By the comparison theorem, we have
The following lemma claims that, roughly speaking, p−Laplalcian operator preserves linear property in some sense. We shall repeatedly use this lemma. 
Then, there is a constant C > 0 depending only on r = 1 3 dist(Ω, ∂D) such that
In order to prove Proposition 2.1, we need prove the following three lemmas.
Lemma 2.3. Let w be the solution of
where a i (x) ≥ 0, i = 1, 2 and v ≥ 0 are bounded functions in D. Then for any
It follows from Corollary A.2 that
On the other hand by the comparison principle, we deduce w ≤w in Ω, wherew is the solution of
As before, let r =
On the other hand, it follows from Lemma 2.2 that there is C > 0 such that
From (2.5) and observing that Λ
and
Our lemma follows from the above estimate. 
Then there is a constant C = C(p 1 , p 2 ) such that for any Λ > 1,
Proof
Letw be the solution of
Then w ≤w. Consider
Then, by Lemma 2.2
We claim that there existsp i ∈ (1, N/p), i = 1, 2 such that
and then by Proposition A.1, we have
where
In fact, let
The assumption implies thatp 1 ∈ (1, N/p). Then
Hence, from (2.12) we obtain
Similarly, choosê 15) we get that
Finally, by the claim above and the Proposition A.1, there existsq ≥ 1 such that |w|q ≤ C. Hence for x ∈ Ω, there holds inf
Therefore we obtain
satisfying
This completes the proof.
Recall that w n is defined through equation (2.3). The following existence lemma holds Lemma 2.5. (Initiation) There are constants C > 0 and p 1 , p 2 ∈ p * p ′ , +∞ with p 2 < p * < p 1 such that w n * ,p 1 ,p 2 ,Λn ≤ C.
Proof. Recall that
where u 0 is a bounded function and x n,i = 0 for i ≥ m, and ω n → 0 in W 1,p 0 (Ω). Denote by
and letw n be the solution of
20) for some domain D such that Ω ⊂⊂ Ω. By the comparison principle, w n ≤w n . Moreover, it is easy to see that
Let w = G(a, b) be the solution of the equation
It follows from Lemma 2.2 and (2.21) that for x ∈ Ω,
We estimate term by term in the following. Firstly, we treat G (a 0 w Secondly, by Corollary A.3, for
by (2.21), where 
we have
if p 2 is chosen to be close to p * enough such that
And,
|Λ n,k x n,k + y| s dy =: I 1 + I 2 . DenoteD = Λ n,k (D − x n,k ). Then we have
if p 2 is close to p * enough, and
Combining together all the estimates above we get that
which gives the proof.
Proof of Proposition 2.1. Since w n satisfies (2.3), we can use Lemmas 2.4 and 2.5 to prove that u n * ,p 1 ,p 2 ,Λn ≤ C holds for any p 1 , p 2 with
Estimates on safe regions
Since the number of the bubbles of u n is finite, by Proposition C.1 we can always find a constantC > 0, independent of n, such that the region
does not contain any concentration point of u n for any n. We call this region a safe region for u n .
Let
In this section, we will prove the following result.
Proposition 3.1. Let u n be a weak solution of (1.3) with ǫ = ǫ n → 0. Then there is a constant C > 0 independent of n, such that
for any constant q ≥ 1.
In order to prove Proposition 3.1, we need the following lemma. Proof. Let us first recall the proof of Theorem 4.8 in [15] . Suppose that u is the solution of
where f ≥ 0. For a fixed R > 0, define r j = 2 1−j R, j = 1, 2, · · ·,. For any x 0 ∈ Ω, let a 0 = 0 and
where δ > 0 is a small fixed constant and B j = B r j (x 0 ). Then it is proved in pages 150 and 151 of [15] that there is a constant C > 0 such that for any h,
From (3.3), we obtain
Letw n be the solution of
Then by comparison principle, w n ≤w n in Ω. Suppose that r h ∈ C Λ
By Proposition 2.1, we know that w n * ,p 1 ,p 2 ,Λn ≤ C for any p 1 , p 2 satisfying p 1 , p 2 ∈ p * p ′ , +∞ and p 2 < p * < p 1 . Let p 1 be a constant satisfying p * < p 1 and p 2 = p * − 1. Then we can choose v 1,n and v 2,n such that
> 0, and
and let p 1 > p * . Then we can choosev 1,n andv 2,n such that w n ≤v 1,n +v 2,n and v 1,n * ,p 1 ≤ C and v 2,n * ,
On the other hand,
From (3.8), (3.7), (3.4) and (3.5), we have
Combing all the inequalities, we get
Since w n ≤w n ,
Proof of Proposition 3.1. It follows from Lemma 3.2 that for any y ∈ A 2 n , we get
n does not contain any concentration point of u n , we can deduce that
Thus by Lemmas A.4 and 3.2, we obtain
As a result, we get
Hence, for any q > p * we have
Particularly,
we can prove (3.10). On the other hand, it follows from Proposition 3.1 that for q > 0 large
Thus from (3.12) and Proposition 3.1, we have
Observing that u n = 0 on ∂ e B n , we have A Some basic estimates on quasilinear problems with a Hardy potential
In this section, we deduce some elementary estimates for solutions of a quasilinear elliptic problem involving a Hardy potential. We suppose that D is a bounded domain in R N and 0 ∈ D. For any t ∈ [0, p), we define the measure dµ t = dx |x| t and |w| 
on ∂D. . By Hölder inequality we have
Moreover, we also have 
From (A.6) to (A.8), the result follows.
Firstly, by Hölder inequality, we have
Moreover, we have
(A.15) It follows from (A.12) to (A.15) that Note that r, R can change according to the choice of j = 1, · · · , k + 1. By iteration, we can obtain from (A.18) that there is a l > 0 such that |w| τ,Br(y) ≤ C (R − r) l |w| p * ,B R (y) , 0 < r < R ≤ 1, (A. 19) where τ > p * . For any 0 < γ < p * < τ , by an interpolation inequality we have In this section, we will estimate the decay of the solution of (B.1). We have this result. In order to prove Proposition B.1, first we need the following result.
C Decomposition of approximating solutions
Recall that we use R N * to denote either R N or R N + and for any function u, the function ρ x,Λ (u) is defined in (2.1) .
In this section, we give a result describing the composition of approximating solutions bounded in W 1,p 0 (Ω) obtained as a solution of (1.3) with ǫ = ǫ n . Proposition C.1. Suppose that N ≥ 3. Let u n be a solution of (1.3) with ǫ = ǫ n → 0, satisfying u n ≤ C for some constant C. Then when t = 0 and λ > 0, (i) u n can be decomposed as
where ω n → 0 in W 1,p 0 (Ω), u 0 is a solution for (1.1). and as n → ∞, Λ n,j → ∞ for all j and x n,j ∈ Ω, Λ n,j d(x n,j , ∂Ω) → ∞ for j = 1, · · · , m.
For j = 1, 2, · · ·, m,, U j is a solution of Proof. The proof is similar to [6, 7, 9] and we omit the details.
