Abstract| In this paper, we revisit the well-known robustness properties of the linear quadratic regulator (LQR), namely, the guaranteed gain margin of -6 to +1 dB and phase margin of ?60 o to +60 o for single-input systems. We caution that these guaranteed margins need to be carefully interpreted. More speci cally, we show via examples that an LQR may have a very small margin with respect to the variations of the gain and/or phase of the open-loop plant. Such a situation occurs in most practical systems where the set of measurable state variables cannot be arbitrarily selected. Therefore the lack of robustness of the LQR can be very popular and deserves attention.
I. Introduction
The robustness properties of the linear quadratic regulators In this paper, we point out that the aforementioned robustness properties of LQRs should be carefully interpreted.
Consider the following single-input-single-output plant G(s) = KG0(s) (1) where G0(s) is a xed transfer function, and K, having a nominal value of one, is a complex parameter, representing gain and phase variations of the plant. Suppose a set of state variables is measurable and an LQR is designed.
The basic robustness question is: Do the guaranteed gain and phase margins apply to the gain and phase variations of the open-loop plant? We show via examples that the answer is negative in general. It turns out that the gain and phase margins for K can be arbitrarily small for specially constructed examples of (1) .
On the surface, the conclusion above appears contradictory to the well-known robustness properties of the LQR. However, as we will show, the guaranteed margins hold only when a very unique set of state variables is available for the feedback control. When this set of state variables is not used, the guaranteed gain and phase margins cannot adequately account for the variations of K in (1).
A related question arises: Can we achieve the guaranteed gain and phase margins by suitably choosing the weighting matrices in the cost function? Our example shows that if the set of measurable state variables cannot be arbitrarily chosen, it may even be impossible to nd any weighting matrices for the LQR to have the guaranteed margins.
We further ask the following question: Given a system in (1), is it practical to nd a unique set of state variables for the feedback control such that the guaranteed gain and phase margins can be achieved? Unfortunately, we argue that the answer is usually negative, due to the physical constraints of the system.
The robustness of LQR is also compared with linear quadratic guassian regulators (LQGs) which use the observed state variables for the feedback control. We provide an example for which an LQR fails to have the guaranteed margins with respect to K, yet an LQG regulator surpasses it.
The comparision between LQR and LQG leads us to question the theory of loop transfer recovery (LTR). As we know, the original motivation of LTR is to recover the guaranteed margins of the LQR or of a similar state feedback controller 5], 12]. Because these margins may be very small in practice, the question is how to re-interpret LTR. We point out that the use of LTR is to transfer a nice robustness property in the state feedback loop to the ouptut feedback loop for which the LQR does not have the guaranteed margins. In other words, LTR is used not to \recover" the margins of LQR (because there may be none with respect to the open loop variations), but to design a dynamic output feedback controller which is more robust to the gain and phase variations of the plant than a state feedback one. So, it is \loop transfer", not \recovery." Indeed, LTR does provide the guaranteed margins, provided that the so-called asymptotic LTR is achievable.
In summary, the guaranteed margins of the LQR cannot be assumed in practical applications, and its robustness deserves careful analysis. To best understand this phenomenon, we consider the control problem of an inverted pendulum, depicted in Figure 1 . The system is controlled through a DC drive. There are three sensors for the eld current i f (t) of the drive, angular position (t) and angular velocity !(t) of the pendulum, respectively. The control input u(t) is the eld voltage of the drive, and the controlled output is (t). In this example, we assume that the input disturbance w(t) and the output measurement noise v(t) are zero. The transfer function of a linearized model from u(t) to (t) is given by
where G1(s) is the transfer functions of the DC drive from u(t) to i f (t), and G2(s), of the inverted pendulum from i f (t) to (t). The current gain KI and torque gain KT are normalized so that
? -y(t) 
The measured state of the plant is naturally chosen to be
Let the LQ performance index be J = Z 1 0 (2 2 + 10! 2 + u 2 )dt:
A straightforward LQ design yields the optimal control as follows u(t) = ?fx(t) = ?(12:2818 (t) + 12:6033!(t) + 2:0857i f (t)): (6) Suppose that the gain and/or phase of K are perturbed due to parametric uncertainty or unmodelled dynamics in the plant. We would like to examine the corresponding robustness of the closed-loop system. It turns out that the gain and phase margins depend on whether the perturbation comes from the DC drive or the pendulum. In the former case, the closed-loop system indeed has the guaranteed margins. In the latter case, however, the gain margin is found to be from 0.576 ( 
and the nominal value of K is equal to one. Let the state x = (x1; x2) 0 be chosen as in Figure 2 
and r > 0 is a tuning parameter to be speci ed later.
The state-space realization of (7) at K = 1 is given by To gain more insight into the problem of the gain and phase margins of LQR as demonstrated in the examples above, we consider a state space realization of (1) given as _
y(t) = cx(t) (18) Suppose that for a given LQ performance index the optimal state feedback control is u(t) = ?fx(t) (19) It is known that the return di erence of the LQR is 1 + f(sI ? A) ? ] and those transformable from it by a constant (K-independent) transformation matrix. Here we assume that K is non-dynamic for simplicity.
In light of the above analysis, the reduction of margins in inverted pendulum example can be simply understood by considering the state space realization of the plant (2) A particular quadratic cost function can be chosen such that an LQR designed at 1 = 2 = 0 has an arbitrarily small gain margin with respect to the variation in either 1 (with 2 = 0) or 2 (with 1 = 0). A similar example is given in 11]. An interesting point involving our example in (7) is that it reveals the non-robustness of LQR with respect to the phase and gain variations of the open-loop plant.
III. Margins of LQG Regulators
It is also well-known that linear-quadratic Guassian (LQG) regulators do not have guaranteed margins in general 3]. This gives the general belief that LQG regulators are not as robust as LQRs. This is actually the original motivation for the loop transfer recovery (LTR) theory; see 4], 12], 10]. More specifically, an LTR design involves two steps. First, an LQR controller is designed to achieve the required performance and robustness margins. Then, a dynamic output feedback controller takes over and it is so designed that the guaranteed margins are recovered. In this section, we point out that it is misleading to conclude that LQR is more robust than LQG. In particular, , respectively, which slightly exceed the \guaran-teed" margins.
It is known 8] that there are cases where an LQG regulator gives better margins than its LQR counterpart. What is di erent in our example is that the LQR counterpart fails to provide the guaranteed margins as far as the gain and phase variations in the open-loop plant are concerned.
IV. Improving Margins of LQR
We have already seen in Section 3 that LQG regulators may be more robust than their LQ counterparts. This is possible because in the LQG case, dynamic (rather than static) feedback is used. Although it is known that the optimal LQR is always achievable by static state feedback 6], we emphasize that better robustness may be obtained by using dynamic state feedback. This point is illustrated in the following.
Let us return to Example 2 and consider the use of the dynamic state feedback controller below: can expect to have a poor robustness in LQ performance. In practice, a tradeo between robustness in LQ performance and gain/phase margins needs to be considered. Another approach to the improvement of the margins is to use LTR. A good news about LTR is that the recovered system indeed possesses the guaranteed margins with respect to openloop variations, provided that asymptotic LTR can be achievable. This is an important property of LTR. As we mentioned in section 1, the use of LTR is to transfer a nice robustness property in the state feedback loop to the ouptut feedback loop for which the LQR does not guarantee margins. However, when asymptotic LTR is not achieved, which is the case for most nonminimum-phase plants, one might be better o with dynamic state feedback, provided a set of state variables can be measured. We must also realize another possible disadvantage of LTR, i.e., the use of high gain feedback (for achieving asymptotic LTR or separation of time-scales; see 10]) in the presence of measurement noise. This problem is illustrated in Example 4 when the LQG controller is indeed designed using the LQG/LTR approach suggested in 5].
V. Conclusions
In this paper, we have analyzed the robustness properties of the LQR and shown that the guaranteed gain/phase margins of LQR need to be carefully interpreted. We have demonstrated that the guaranteed margins usually do not apply to practical systems due to the constraints in the selection of measurable state.
We have also discussed the possible use of dynamic state feedback for improving the robustness of LQR. In this regard, the LTR method comes handy because it can \transfer" the guaranteed margins in the state feedback loop to the output feedback loop, provided that asymptotic LTR is possible. A more general problem is how to use dynamic state (or partial state) feedback to optimize performance while guaranteeing certain robustness margin. This issue deserves further research.
