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Abstract
In this paper, we construct Delaunay type constant mean curvature sur-
faces along a nondegenerate closed geodesic in a 3-dimensional Riemannian
manifold.
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1 Introduction
1.1 The history and the main result
Constant mean curvature (CMC) surfaces are a class of important submanifolds.
Let (Mm+1, g) be a Riemannian manifold of m + 1 dimension. We consider
the embedded CMC hypersurfaces. In early 1990s, R. Ye proved in [17] the exis-
tence of the foliation of constant mean curvature spheres in Riemannian manifolds
around the nondegenerate critical points of the scalar curvature. In 1996, in [5]
G. Huisken and S.T. Yau proved the existence of constant mean curvature folia-
tion in the asymptotically flat end (of a manifold) with positive mass. Huisken
and Yau’s result were extended by L. Huang in [4] and C. Nerz in [11]. Sim-
ilar problems were also considered in asymptotically hyperbolic manifolds. For
this topic, see [15, 12, 13, 10]. In [14], Pacard and Xu proved the existence of
constant mean curvature spheres around the degenerate critical points of scalar
curvature which can be regarded as a complement of Ye’s result. In [9], Mazzeo
and Pacard proved the existence of constant mean curvature tubes along a closed
nondegenerate geodesic. Geodesic is a kind of simple minimal submanifold. In
[7], Mahmoudi, Mazzeo and Pacard proved the existence of constant mean cur-
vature hypersurfaces along minimal submanifolds. In contrast to the result of R.
Ye in [17], the CMC hypersurfaces constructed in [9] and [7] constitute a partial
foliation, that is a foliation with gaps. There is a good reason for such gaps,
around which, bifurcation occurs. In particular, the CMC surfaces which bifur-
cate from the tubes are of Delaunay type, which are the main objects those will
be constructed in this paper.
We will give the definition of Delaunay surfaces in the next section. The
Delaunay surfaces were discovered in 1841 by C. Delaunay in [2]. It is a one
parameter family of complete non-compact surfaces in R3. The Delaunay surfaces
have rotational symmetry, so they are generated by an ODE. One may refer
to [3] for a description of Delaunay surfaces. They play an analogous role in
the theory of complete CMC surfaces as catenoids do in the theory of complete
minimal surfaces. In [16], it is proved that any complete minimal immersion
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Mn ⊂ Rn+1 with two embedded ends and with finite total curvature must be
a catenoid or a pair of planes. And it is proved in [6] that any CMC surface
embedded in R3 having two ends is a Delaunay surface. Another fact is that
any end of a complete minimal surface in R3 of finite total curvature must be
asymptotic to a catenoid or a plane. Parallelling to this fact, each end of an
embedded CMC surface with finite topology converges exponentially to the end
of some Delaunay surface. Delaunay surfaces can be generalized in a proper way
as CMC hypersurfaces which exists in Sn,Rn and Hn. In the more recent work
[1], Bettiol and Piccione managed to construct Delaunay type CMC surfaces in
cohomogeneity one manifolds. Cohomogeneity one manifolds are those support an
isometric action of a Lie group such that the orbit spaceM/G is one dimensional.
We see that the metrics of cohomogeneity one manifolds are not generic. For
generic metrics, the existence of Delaunay type CMC surfaces is unknown, despite
some partial results. In this paper we focus on the existence of Delaunay type
CMC surfaces along closed geodesics in generic metrics. As mentioned just now,
this kind of surfaces can be regarded as the bifurcation branches of the CMC
tubes constructed in [9]. One can refer to [9] for a description of the moduli
space of CMC surfaces along Γ which are isotopic to geodesic tubes, which is the
motivation of this paper.
Let’s state the main theorem roughly:
Theorem 1.1. Suppose (M3, g) is a 3-dimensional Riemannian manifold and Γ
is a simple closed embedded geodesic with nondegenerate Jacobi operator. Then
for any τ0 ∈ (0, 14 ) we can find ε0 > 0 which depends on the manifold M and τ0
such that there is a monotone sequence εn → 0 with ε0 > ε1 > · · · > εn > · · ·
such that along the geodesic there are at least two embedded Delaunay type CMC
surfaces of size εn , with mean curvature 2/εn and with Delaunay parameter close
to τ0.
The terms “Delaunay type”, “size εn” and “Delaunay parameter close to τ0”
will be made clear in Theorem 2.3 which is the rigorous version of this theorem.
The assumption that the Jacobi operator is nondegenerate is a mild restriction
which holds for generic metrics. Our method can also be used in the case that
there is symmetry.
Corollary 1.2. If the metric has rotational symmetry (at least in a tubular neigh-
borhood of Γ) with Γ being the axis, then in Theorem 1.1 we can remove the
condition that the geodesic is nondegenerate.
In [7], the authors also did similar things as in [9], namely, if Σ ⊂ M is a
compact nondegenerate closed minimal submanifold and Σ is at least of codimen-
sion two, then the authors constructed a partial foliation of CMC hypersurfaces
condensing along Σ. The authors believe that there should be also bifurcation
phenomenon in this setting. However geometric picture of the bifurcating CMC
surfaces is still not clear in this case.
We use the perturbation method to solve this problem. Yet the argument is
long and involved. This paper is organized as follows:
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In Section 2, we revise some basic facts of Delaunay unduloÃ¯d (which we call
Delaunay surface) embedded in the Euclidean space R3 and we make a description
on how we arrange an initial surface along the closed geodesic and how we perturb
the initial surface. Then after long calculations we get the expression (13) for the
mean curvature of the perturbed initial surface.
In Section 3 we analyze the Jacobi operator of the perturbed initial surface.
We divide the function space into 3 parts, according to the invariant subspaces of
the Jacobi operator. When restricting the Jacobi operator to each part we have
high mode, 1st mode and 0th mode.
For high mode, it is easy to prove that the operator is invertible and the inverse
has good bounds. The main result of high mode is contained in Subsection 3.2.
For 1st mode, after careful examination, we find the Jacobi operator converges
in certain sense to the Jacobi operator of the geodesic, which is invertible by the
assumption that the geodesic is nondegenerate. Here we prove an “average 1”
lemma (Lemma 3.1), which verifies the convergence. The main result of 1st mode
is contained in Theorem 3.5.
The reader may refer to Subsection 3.4 for the sketch of the whole procedure
and the main difficulties of the proof. Due to the difficulties, in 0th mode, we con-
sider a nonlinear ODE and prove an “average 0” lemma. The reader is suggested
to understand Subsection 3.4 before going deep into the details of 0th mode. In
Subsection 3.5, we analyze the 0th mode. The main theorem of 0th mode is
Theorem 3.7, whose proof takes 6 steps.
In Section 4, we will prove the existence of the Delaunay type CMC surfaces,
using a fixed point argument. One can also refer to Subsection 3.4 for the sketch
of this section.
2 Geometry of Delaunay surfaces
2.1 The initial surface and the perturbation
2.1.1 Delaunay surfaces in Euclidean space R3
First we give a brief revision of the definition of Delaunay surfaces in Euclidean
space R3. There are two kinds of Delaunay surfaces in R3, Delaunay nodoÃ¯ds
and Delaunay unduloÃ¯ds. The first type can be immersed into R3, and the
second type can be embedded into R3. In this paper, by Delaunay surface, we
always mean Delaunay unduloÃ¯d. The Delaunay unduloÃ¯d Dτ0 , 0 < τ0 <
1
4
can be parameterized by
Xτ0(s, θ) := (φτ0(s) cos θ, φτ0(s) sin θ, ψτ0(s)),
where (s, θ) ∈ R× S1 and (φ, ψ) is the solution to the following system{
φ˙2 + (φ2 + τ0)
2 = φ2, φ(0) = 1−
√
1−4τ0
2 ,
ψ˙ = φ2 + τ0, ψ(0) = 0,
(1)
where the derivative “·” is taken with respect to parameter s.
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From ψ˙ = φ2 + τ0, ψ is strictly increasing in s. So we can also regard φ as a
function of ψ. Easy calculation yields, φ(ψ) satisfies
φψψ − φ−1(1 + φ2ψ) + 2(1 + φ2ψ)
3
2 = 0,
φ(0) = 1−
√
1−4τ0
2 ,
φψ(0) = 0,
(2)
which can be regarded as an equivalent definition of Delaunay surfaces. One may
refer to [8] for more information of Delaunay surfaces. Direct calculations shows
that Xτ0(s, θ) = (φ cos θ, φ sin θ, ψ) ⊂ (R3, gedu) has mean curvature
−φψψ(1 + φ2ψ)−3/2 + φ−1(1 + φ2ψ)−1/2 ≡ 2,
which is independent of τ0 ∈ (0, 14 ).
Remark. Easy calculation gives that φ˙, ψ˙, φ¨, ψ¨, τ0 can be expressed as functions
of (φ, φψ).
Remark. The solution to (1) or (2) is periodic because
τ(φ, φψ) = −φ2 + φ√
1 + φ2ψ
≡ τ0.
And the solution satisfies
1−√1− 4τ0
2
≤ φ(ψ) ≤ 1 +
√
1− 4τ0
2
.
So φ(ψ) attains its minimum at ψ = 0.
2.1.2 Fermi coordinates and Taylor expansion of the metric near the
geodesic
From now on we discuss the geometry of Delaunay type surface along a geodesic
in a Riemannian 3-manifold. Fix an arc length parametrization x0 of the geodesic
Γ, x0 ∈ [0, LΓ], where LΓ is the length of Γ. We denote the normal bundle of Γ by
NΓ. Choose a parallel orthonormal basis E1, E2 for NΓ (say along [a, b]) which
determines a coordinate system
x : (x0, x1, x2) 7→ expΓ(x0)(x1E1 + x2E2) := F (x),
and we denote the corresponding coordinate vector fields by Xα := F∗(∂xα). We
adopt the convention that indices i, j, k, · · · ∈ {1, 2} while α, β, · · · ∈ {0, 1, 2}.
Let r =
√
x21 + x
2
2. By Gauss’ Lemma r is the geodesic distance from x to Γ
and the vector ∂r = 1r (x1X1 + x2X2) is perpendicular to X0. We also denote
∂θ = −x2X1 + x1X2, where (r, θ) is the polar coordinate.
It is easy to see that the metric coefficients gαβ =< Xα, Xβ > equal δαβ along
Γ. Now we are going to calculate higher order terms in the Taylor expansions
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of gαβ. By the notation O˜(rm), we mean a function f such that it and its par-
tial derivatives of any order, with respect to the vector fields X0 and xiXj , are
bounded by Crm in some fixed tube {p|r(p,Γ) ≤ r0}.
First for the covariant derivative, we have
Lemma 2.1. For α, β = 0, 1, 2,
∇XαXβ =
2∑
γ=0
O˜(r)Xγ,
and more precisely for α = β = 0, we have
∇X0X0 = −
2∑
i,j=1
R(Xj , X0, Xi, X0)pxiXj +
2∑
γ=0
O˜(r2)Xγ ,
where R(Xi, Xj , Xk, Xl) =< ∇Xi∇XjXk −∇Xj∇XiXk −∇[Xi,Xj ]Xk, Xl > .
Proof. We follow Lemma 2.1 in [9]. At any point p ∈ Γ
∇X0X0 = ∇X0Xj = ∇XjX0 = ∇XiXj = 0
where the last one holds because on Γ, ∇XiXi = 0,∇Xi+Xj (Xi +Xj) = 0. So the
first equality follows. For the second one note that
Xi < ∇X0X0, Xj >p =< ∇Xi∇X0X0, Xj >p + < ∇X0X0,∇XiXj >p
=< ∇Xi∇X0X0, Xj >p +O˜(r2)
=< R(Xi, X0)X0, Xj >p + < ∇X0∇XiX0, Xj >p +O(r2)
=< R(Xi, X0)X0, Xj >p +O˜(r),
which implies the second one.
The next lemma gives the expansion of the metric coefficients in Fermi coor-
dinates.
Lemma 2.2. In the same notation as before, we have
gij(q) = δij +
1
3R(Xk, Xi, Xl, Xj)pxkxl + O˜(r
3),
g0i(q) =
2
3R(Xk, X0, Xl, Xi)pxkxl + O˜(r
3),
g00(q) = 1 +R(Xk, X0, Xl, X0)pxkxl + O˜(r
3).
(3)
Proof. The reader may refer to the proof of Proposition 2.1 in [9] for the proof .
Here we give more accurate expansion for g0i.
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2.1.3 Initial Delaunay surfaces and the perturbation
First we arrange an initial Delaunay surface of size ε along the geodesic. Fix
a point p0 ∈ Γ with x0(p0) = 0, mod LΓ and a parameter τ0 ∈ (0, 1/4). We
assume φτ0(ψ) is the solution to (2). Suppose the smallest positive period of φ(ψ)
is ψ1(τ0).
Definition 1. We define the set of “proper size” for LΓ and τ0 by
PS(LΓ, τ0) = {εN = LΓ
ψ1(τ0)N
;N ∈ N+}.
In the following, we always assume ε ∈ PS(LΓ, τ0). We can arrange a Delaunay
type initial surface of size ε around the geodesic. Let’s make it precise.
The unit circle bundle is locally trivialized by the map
[a, b]× S1 3 (x0,Υ) 7→ (Γ(x0),
2∑
j=1
ΥjEj) ∈ SNΓ.
The image
F (x0, εφτ0(
x0
ε
)Υ)
can be defined locally and extended globally, as it does not depend on the choice
of orthonormal basis Ei. We denote the image by Dφτ0 ,p0,ε.
Consider the following perturbation of Dφτ0 ,p0,ε, denoted by Dφτ0 ,p0,ε(w, η),
where w is a function on unit circle bundle SNΓ and η is a section of NΓ.
Fix ε > 0, and denote the image
F (x0, ε(φ(
x0
ε
) + w(
x0
ε
, θ))Υ + η(x0));
by Dφτ0 ,p0,ε(w, η). It is obtained by first taking the vertical graph of the function
εw over the initial Delaunay surface Dφτ0 ,p0,ε and then translating it by η.
First it is clear what do the derivatives with respect to x0, θ mean for a function
on SNΓ. For a smooth section η of NΓ, locally we may write it as η1E1 + η2E2.
By ∂η∂x0 we mean
∂η1
∂x0
E1 +
∂η2
∂x0
E2 and it is similar for higher order derivatives. We
will work in the following spaces.
• Cmx0(Γ, NΓ), Cmx0(SNΓ), 0 ≤ m ≤ ∞ are the spaces in which all functions
have continuous derivatives up to order m, with respect to x0 (and also θ
for the second one). Cm,αx0 (Γ, NΓ), C
m,α
x0 (SNΓ), 0 ≤ m < ∞, 0 < α < 1 are
the usual HÃ¶lder spaces, where the derivatives are taken with respect to
x0 ( and also θ for the second one). If we replace α with 1, they are the
usual Lipschitz spaces. If we replace x0 with y0, then the derivatives are
taken with respect to y0 (and also θ if needed).
• Cm,αε (Γ, NΓ), Cm,αε (SNΓ) are the modified HÃ¶lder spaces, where the
derivatives are taken with respect to εx0 = ψ (and also θ for the second
one).
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• Cm,αx0,ε (Γ, NΓ), Cm,αx0,ε (SNΓ) are the modified HÃ¶lder spaces with ‖f‖Cm,αx0,ε =‖f‖C0 + ‖∂x0f‖Cm−1,αε .
• W 1,2ε (SNΓ) is the modified Sobolev space, where the derivatives are taken
with respect to ψ and θ. W−1,2ε is the dual space of W 1,2ε .
• ‖(f, g)‖ε,α = ‖f‖C1x0 + ε‖g‖Cαε .
Sometimes we omit the symbols like Γ, SNΓ in the norms when it is clear from
the context.
For p ∈ Γ, let S1p denote the unit circle fibre of SNΓ over p. Any function w
on SNΓ decomposes into a sum of three terms
w = w0 + w1 + w˜. (4)
Here the restriction of any one of w0, w1, w˜ to each S1p lies in the span of the
eigenfunctions ξj on S1 with j = 0, j = 1, 2, and j > 2, respectively. w0 is a
function on Γ.
w1(s, θ) = w
1
1(s)ξ1 + w
2
1(s)ξ2
= w11(s) cos θ + w
2
1(s) sin θ.
Note that any linear combination of ξ1 and ξ2 can be identified with a translation
in R2 (ξ1 and ξ2 correspond to the translations in x and y direction). Correspond-
ingly, w1 is canonically associated to a section η of the normal bundle NΓ. At
last
w˜(s, θ) =
∑
j>2
w˜j(s)ξj .
We denote by Π0, Π1 and Π˜ the projections onto these three components
respectively. We assume Π1w = 0 and the Π1 part of w is actually represented
by η.
Now we can state Theorem 1.1 rigorously.
Theorem 2.3. Suppose that (M3, g) is a Riemannian manifold of 3 dimension
and Γ is a simple closed embedded geodesic with nondegenerate Jacobi opera-
tor. Then for any τ0 ∈ (0, 1/4) there is ε0 > 0 such that when 0 < ε < ε0
and ε ∈ PS(LΓ, τ0) and i = 1, 2, we have two different Delaunay type surfaces
Dφτ0 ,pi,ε(w0,i + w˜i, ηi) along the geodesic which satisfy
H(Dφτ0 ,pi,ε(w0,i + w˜i, ηi)) =
2
ε
.
Here pi ∈ Γ and w0,i, ηi, w˜i belong to 0th part, 1st part and high part respectively.
Moreover for uniform constant C
ε‖w0,i‖C2,αε + ‖ηi‖C2,αx0,ε + ‖w˜i‖C2,αε ≤ Cε
2.
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2.2 The mean curvature of Dφτ0 ,p0,ε(w, η)
2.2.1 The first fundamental form of Dφτ0 ,p0,ε(w, η)
Now we calculate the first fundamental form of Dφτ0 ,p0,ε(w, η) with respect to
the coordinate (s, θ) at the point q = F (εψ(s), ε(φ(s) +w(s, θ))Υ(θ) + η(εψ(s))).
Suppose p = F (εψ(s), 0). First we have{
∂s = ε(ψ˙X0 + (φ˙+
∂w
∂s )Υ + ψ˙
∂η
∂x0
),
∂θ = ε((φ+ w)Υθ +
∂w
∂θ Υ),
(5)
and xk(q) = ε(φ(s) + w(s, θ))Υk + ηk, k = 1, 2.
Definition 2. In the following, L(w, η) denotes any expression which is a linear
differential operator (of order at most 2), which satisfies
‖L(w, η)‖Cαε ≤ C(‖w‖C2,αε (SNΓ) + ‖η‖C2,αx0,ε(Γ,NΓ)),
where C is independent of ρ. Similarly, Q(w, η) denotes any nonlinear differential
operator (of order less than or equal to 2) in w and η which vanishes quadratically
in the pair (w, η) and such that
‖Q(w1, η1)−Q(w2, η2)‖Cαε ≤C sup
i=1,2
(‖wi‖C2,αε (SNΓ) + ‖ηi‖C2,αx0,ε(Γ,NΓ))
× (‖w1 − w2‖C2,αε (SNΓ) + ‖η1 − η2‖C2,αx0,ε(Γ,NΓ)).
Here the spaces Cαε are either equal to Cαε (SNΓ) or Cαε (Γ, NΓ) according to
the range of L and Q. Finally, by O(εk) we mean εkE(φ(ψ), φψ(ψ), ψ), where
E(φ(ψ), φψ(ψ), ψ) denotes any smooth function with
|∂E(φ, φψ, ψ)
∂φ
|+ |∂E(φ, φψ, ψ)
∂φψ
| ≤ C(τ0), |∂E(φ, φψ, ψ)
∂ψ
| ≤ Cε,
where C is a uniform constant.
From (3) we know
Lemma 2.4.
< X0, X0 >q = 1 + ε
2φ2R(Υ, X0,Υ, X0)p + 2εφR(Υ, X0, η,X0)p
+ε2L(w, η) +Q(w, η) +O(ε3),
< Xi, Xj >q = δij +
1
3
ε2φ2R(Υ, Xi,Υ, Xj)p +
1
3
εφ(R(Υ, Xi, η,Xj)p
+R(η,Xi,Υ, Xj)p) + ε
2L(w, η) +Q(w, η) +O(ε3),
< X0, Xi >q =
2
3
ε2φ2R(Υ, X0,Υ, Xi)p +
2
3
εφ(R(Υ, X0, η,Xi)p
+R(η,X0,Υ, Xi)p) + ε
2L(w, η) +Q(w, η) +O(ε3).
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We use these expansions to obtain the expansions of the first fundamental
form,
Lemma 2.5.
ε−2 < ∂s, ∂s > = φ2 + ε2φ2ψ˙2R(Υ, X0,Υ, X0) + 2εφψ˙2R(Υ, X0, η,X0)
+
4
3
εφφ˙ψ˙R(Υ, X0, η,Υ) + 2φ˙
∂w
∂s
+ 2φ˙ψ˙ < Υ,
∂η
∂x0
>e
+ε2L(w, η) +Q(w, η) +O(ε3),
ε−2 < ∂s, ∂θ > =
2
3
ε2φ3ψ˙R(Υ, X0,Υ,Υθ) +
2
3
εφ2ψ˙(R(Υ, X0, η,Υθ)
+R(η,X0,Υ,Υθ)) +
1
3
εφ2φ˙R(η,Υ,Υ,Υθ) + φ˙
∂w
∂θ
+φψ˙ <
∂η
∂x0
,Υθ >e +ε
2L(w, η) +Q(w, η) +O(ε3),
ε−2 < ∂θ, ∂θ > = φ2 + 2φw +
1
3
ε2φ4R(Υ,Υθ,Υ,Υθ) +
2
3
εφ3R(Υ,Υθ, η,Υθ)
+ε2L(w, η) +Q(w, η) +O(ε3).
Note that all the curvatures here and after are taken on p ∈ Γ.
Proof. The proof is direct calculation, using Lemma 2.4. For example for the first
one ε−2 < ∂s, ∂s >, first we have
ε−2 < ∂s, ∂s >=< ψ˙X0 + (φ˙+
∂w
∂s
)Υ + ψ˙
∂η
∂x0
, ψ˙X0 + (φ˙+
∂w
∂s
)Υ + ψ˙
∂η
∂x0
> .
And we get 6 different terms on the right hand side. For each one we can use
Lemma 2.4. Finally we can proof the lemma.
2.2.2 Normal vector
Now we are going to find the expansion of the unit normal vector of Dφτ0 ,p0,ε(w, η).
First we take
N0 =
1
φ
(φ˙X0 − ψ˙Υ), (6)
which is the unit normal vector of Dφτ0 ,p0,ε(0, 0) when curvature vanishes. We
may assume the unit normal vector N of Dφτ0 ,p0,ε(w, η) has the form
N =
1
k
(N0 + a1∂s + a2∂θ), (7)
where k is the norm of N0 + a1∂s + a2∂θ. We will get the expansion for a1, a2 and
k. First {
0 =< kN, ∂s >=< N0, ∂s > +a1 < ∂s, ∂s > +a2 < ∂s, ∂θ >,
0 =< kN, ∂θ >=< N0, ∂θ > +a1 < ∂s, ∂θ > +a2 < ∂θ, ∂θ > .
(8)
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Lemma 2.6.
ε−1 < N0, ∂s > = − ψ˙
φ
∂w
∂s
− ψ˙
2
φ
<
∂η
∂x0
,Υ >e +ε
2φφ˙ψ˙R(Υ, X0,Υ, X0)
+2εφ˙ψ˙R(Υ, X0, η,X0) +
2
3
ε(φ˙2 − ψ˙2)R(Υ, X0, η,Υ)
+ε2L(w, η) +Q(w, η) +O(ε3),
ε−1 < N0, ∂θ > =
2
3
ε2φ2φ˙R(Υ, X0,Υ,Υθ)
+
2
3
εφφ˙(R(Υ, X0, η,Υθ) +R(η,X0,Υ,Υθ))
+ε2L(w, η) +Q(w, η) +O(ε3).
Proof. The proof is again direct calculations using (5) and (6).
We denote gss =< ∂s, ∂s >, gsθ = gθs =< ∂s, ∂θ >, gθθ =< ∂θ, ∂θ > . From
Lemma 2.5 we have(
gss gsθ
gsθ gθθ
)
= ε2φ2
(
1 + σ1 σ2
σ2 1 + σ3
)
,
where
σ1 = ε
2ψ˙2R(Υ, X0,Υ, X0) + 2εφ
−1ψ˙2R(Υ, X0, η,X0)
+ 43εφ
−1φ˙ψ˙R(Υ, X0, η,Υ) + 2φ−2φ˙∂w∂s
+2φ−2φ˙ψ˙ < Υ, ∂η∂x0 >e +ε
2L(w, η) +Q(w, η) +O(ε3),
σ2 =
2
3ε
2φψ˙R(Υ, X0,Υ,Υθ) +
2
3εψ˙(R(Υ, X0, η,Υθ) +R(η,X0,Υ,Υθ))
+ 13εφ˙R(η,Υ,Υ,Υθ) + φ
−2φ˙∂w∂θ + φ
−1ψ˙ < ∂η∂x0 ,Υθ >e
+ε2L(w, η) +Q(w, η) +O(ε3),
σ3 = 2φ
−1w + 13ε
2φ2R(Υ,Υθ,Υ,Υθ) +
2
3εφR(Υ,Υθ, η,Υθ)
+ε2L(w, η) +Q(w, η) +O(ε3).
(9)
Notice that σ1σ3 − σ22 = ε2L(w, η) +Q(w, η) +O(ε3). We have
det
(
gss gsθ
gsθ gθθ
)
∼= ε4φ4(1 + σ1 + σ3)
and
det
(
gss gsθ
gsθ gθθ
)−1
∼= ε−4φ−4(1− σ1 − σ3).
So the inverse matrix(
gss gsθ
gsθ gθθ
)
= det
(
gss gsθ
gsθ gθθ
)−1(
gθθ −gsθ
−gsθ gss
)
∼= ε−2φ−2
(
1− σ1 −σ2
−σ2 1− σ3
)
. (10)
From this and Lemma 2.6 we can get
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Lemma 2.7.(
a1
a2
)
∼= −ε−2φ−2
(
< N0, ∂s >
< N0, ∂θ >
)
= (
O(ε) + ε−1L(w, η) + ε−1Q(w, η)
O(ε) + εL(w, η) + ε−1Q(w, η) ).
Proof. From (8), we have(
a1
a2
)
= ε−2φ−2
(
1− σ1 −σ2
−σ2 1− σ3
)( − < N0, ∂s >
− < N0, ∂θ >
)
. (11)
By direct calculation, we have σi < N0, ∂s > and σi < N0, ∂θ > are in fact
ε3L(w, η) + εQ(w, η) +O(ε4). So we can get the conclusion.
From (8),
k2 =< N0, N0 > +a1 < N0, ∂s > +a2 < N0, ∂θ > .
From
< N0, N0 > = <
1
φ
(φ˙X0 − ψ˙Υ), 1
φ
(φ˙X0 − ψ˙Υ) >
=
φ˙2
φ2
< X0, X0 > +
ψ˙2
φ2
< Υ,Υ > −2 φ˙ψ˙
φ2
< X0,Υ >
= 1 + ε2φ˙2R(Υ, X0,Υ, X0) + 2ε
φ˙2
φ
R(Υ, X0, η,X0)
−4
3
ε
φ˙ψ˙
φ
R(Υ, X0, η,Υ) + ε
2L(w, η) +Q(w, η) +O(ε3),
a1 < N0, ∂s > = (εE(φ, φψ, ψ) + ε
−1L(w, η) + ε−1Q(w, η))ε(− ψ˙
φ
∂w
∂s
− ψ˙
2
φ
<
∂η
∂x0
,Υ >e +ε
2φφ˙ψ˙R(Υ, X0,Υ, X0)
+2εφ˙ψ˙R(Υ, X0, η,X0) +
2
3
(φ˙2 − ψ˙2)R(Υ, X0, η,Υ)
+ε2L(w, η) +Q(w, η) +O(ε3))
= ε2L(w, η) +Q(w, η) +O(ε4),
a2 < N0, ∂θ > = (O(ε) + εL(w, η) + ε
−1Q(w, η))ε(
2
3
ε2φ2φ˙R(Υ, X0,Υ,Υθ)
+
2
3
εφφ˙(R(Υ, X0, η,Υθ) +R(η,X0,Υ,Υθ))
+ε2L(w, η) +Q(w, η) +O(ε3))
= ε2L(w, η) +Q(w, η) +O(ε4),
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we have
k2 = 1 + ε2φ˙2R(Υ, X0,Υ, X0) + 2ε
φ˙2
φ
R(Υ, X0, η,X0)− 4
3
ε
φ˙ψ˙
φ
R(Υ, X0, η,Υ)
+ε2L(w, η) +Q(w, η) +O(ε3).
So we have
Lemma 2.8.
k = 1 +
ε2
2
φ˙2R(Υ, X0,Υ, X0) + ε
φ˙2
φ
R(Υ, X0, η,X0)− 2
3
ε
φ˙ψ˙
φ
R(Υ, X0, η,Υ)
+ε2L(w, η) +Q(w, η) +O(ε3). (12)
2.2.3 The second fundamental form and the mean curvature of Dφτ0 ,p0,ε(w, η).
Here we prove
H(Dφτ0 ,p0,ε(w, η)) =
2
ε
+
1
ε
LSNΓw+ < J η,Υ >
+ε(F1(φ, φψ) ? R1 + F2(φ, φψ) ? R2) + ε
2E(φ, φψ, ψ)
+F3(φ, φψ) ? R3(η) + εL(w, η) + ε
−1Q(w, η). (13)
where
LSNΓw =− ψ˙
φ3
(
∂2w
∂s2
+
∂2w
∂θ2
)− 2(φ2 − τ0) φ˙
φ4
∂w
∂s
− ψ˙
φ3
w, (14)
< J η,Υ >=− ψ˙
3
φ3
<
∂2η
∂x20
,Υ > −1
ε
(
ψ˙ψ¨
φ3
+ 2(φ2 − τ0) φ˙ψ˙
φ4
) <
∂η
∂x0
,Υ >
+ φ−2(2φ˙ψ¨ + 2
φ˙2ψ˙
φ
+
ψ˙3
φ
− 2 ψ˙
2
φ
(φ2 − τ0)− 2φφ˙2)
×R(Υ, X0, η,X0), (15)
F1(φ, φψ) ? R1 =
1
3
ψ˙R(Υ,Υθ,Υ,Υθ)
+ φ−2(φφ˙ψ¨ + 2φ˙2ψ˙ + ψ˙3 − (φ2 − τ0)ψ˙2 − φ2φ˙2)
×R(Υ, X0,Υ, X0),
F2(φ, φψ) ? R2 =
2
3
φ˙R(Υθ, X0,Υ,Υθ),
F3(φ, φψ) ? R3(η) =φ
−2(
2
3
φ˙φ¨+
2
3
φ˙3
φ
− 2
3
ψ˙ψ¨ − 4
3
(φ2 − τ0) φ˙ψ˙
φ
− 2
3
φφ˙+
4
3
φφ˙ψ˙)
×R(Υ, X0, η,Υ) + 2
3
φ−1φ˙R(Υθ, X0, η,Υθ).
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For our later needs, we assume
F4(φ, φψ) = φ
−2(
2
3
φ˙φ¨+
2
3
φ˙3
φ
− 2
3
ψ˙ψ¨ − 4
3
(φ2 − τ0) φ˙ψ˙
φ
+
4
3
φφ˙ψ˙).
Remark. 
Π0(R(Υθ, X0,Υ,Υθ)) = 0,
Π0(R(Υ, X0, η,Υ)−R(Υθ, X0, η,Υθ)) = 0,
Π1(R(Υ,Υθ,Υ,Υθ)) = 0,
Π1(R(Υ, X0,Υ, X0)) = 0,
Π1(R(Υ, X0, η,Υ)) = 0,
Π1(R(Υθ, X0, η,Υθ)) = 0.
(16)
And from the second one,
Π0(F3(φ, φψ) ? R3(η)) = F4(φ, φψ)R(Υ, X0, η,Υ).
The proof of (13) is very long calculation, which can be found in Appendix A.
3 Jacobi operator
In this section we study the linear operators which appear in the expression of
H(Dφτ0 ,p0,ε(w, η)).
3.1 Basic properties
Consider (14)(15). The operator LSNΓ is conjugate to the Jacobi operator which
corresponds to the second variation of the energy functional.
It is easy to see that
LSNΓ : C2,αε (SNΓ) 7→ C0,αε (SNΓ)
is bounded uniformly in ε.
J : C2,αx0,ε(Γ, NΓ) 7→ Cαε (Γ, NΓ)
and
‖J (η)‖Cαε ≤
C
ε
‖η‖C2,αx0,ε .
We let
L0 = LSNΓ|Π0(C2,αε (SNΓ)), L˜ = LSNΓ|Π˜(C2,αε (SNΓ)).
We are going to study the mapping properties of L˜,J ,L0 in three different
modes, i.e. high mode, 1st mode, 0th mode.
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3.2 High mode
In this mode, we are going to prove that
L˜ : Π˜C2,αε (SNΓ)→ Π˜C0,αε (SNΓ)
is an isomorphism whose inverse is bounded independent of ε.
First it is clear that
L˜(Π˜C2,αε (SNΓ)) ⊆ Π˜C0,αε (SNΓ).
From ∂∂s = εψ˙
∂
∂x0
= ψ˙ ∂∂ψ , we have, for w, v ∈ Π˜W 1,2ε (SNΓ)
L˜w = − ψ˙
φ3
(
∂2w
∂s2
+
∂2w
∂θ2
)− 2(φ2 − τ0) φ˙
φ4
∂w
∂s
− ψ˙
φ3
w
= − φ
ψ˙3
(
ψ˙3
φ2
∂
∂ψ
(
ψ˙3
φ2
∂
∂ψ
w) +
ψ˙4
φ4
w +
ψ˙4
φ4
∂2w
∂θ2
)
Consider the bounded bilinear functional B : Π˜C2,αε (SNΓ) × Π˜C2,αε (SNΓ) → R
defined by
B(v, w) =
ˆ
SNΓ
(v(φL˜)w)dθdψ.
We have, for some positive constant C(τ0) which only depends on τ0,
B(w,w) =
ˆ
SNΓ
(
ψ˙3
φ2
| ∂
∂ψ
w|2 − ψ˙
φ2
w2 +
ψ˙
φ2
|∂w
∂θ
|2)dθdψ
≥ C(τ0)
ˆ
SNΓ
(|∂w
∂ψ
|2 + |∂w
∂θ
|2 + |w|2)dθdψ. (17)
The inequality holds because for w ∈ Π˜W 1,2ε (SNΓ), we haveˆ
SNΓ∩{ψ=ψ0}
|∂w
∂θ
|2dθ ≥ 4
ˆ
SNΓ∩{ψ=ψ0}
|w|2dθ,
for every ψ0.
From (17) and the Lax-Milgram theorem we know φL˜ is invertible and
‖w‖W 1,2ε ≤ C(τ0)‖φL˜w‖W−1,2ε .
And from standard regularity theory of elliptic PDE we can get
‖w‖C2,αε ≤ C(τ0)‖φL˜w‖C0,αε ≤ C(τ0)‖L˜w‖C0,αε .
3.3 1st mode
In this mode, we are going to prove that
J η : C2,αx0,ε(Γ, NΓ)→ Cαε (Γ, NΓ)
is invertible and the inverse is independent of ε.
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3.3.1 Some preparations
First we need to find the relationship between the operator J and the Jacobi
operator JA of the geodesic. Notice that
ψ˙3
φ
J η = − ψ˙
3
φ2
∂
∂x0
(
ψ˙3
φ2
∂η
∂x0
)
− ψ˙
3
φ3
(2φ˙ψ¨ + 2
φ˙2ψ˙
φ
+
ψ˙3
φ
− 2 ψ˙
2
φ
(φ2 − τ0)− 2φφ˙2)R(η,X0)X0.
We define y0 by {
dy0 =
φ2
ψ˙3
dx0,
y0(0) = 0.
(18)
Then dy0 = φ
2
ψ˙3
dx0 and ψ˙
3
φ2
∂
∂x0
= ∂∂y0 . We know x0 = εψ. So the period of φ
and ψ or the derivatives of them (in x0 coordinate) have period of order ε. So
coefficients such as φ
2
ψ˙3
and ψ˙
3
φ3 (2φ˙ψ¨+2
φ˙2ψ˙
φ +
ψ˙3
φ −2 ψ˙
2
φ (φ
2− τ0)−2φφ˙2) are highly
oscillating in x0 coordinate. To understand the mean value of the coefficients in
the right way is the key to understand the operator J .
Suppose ψ ∈ [a1, b1] is one period of φ . Suppose
´ b1
a1
φ2
ψ˙3
dψ
´ b1
a1
dψ
= I1.
I1 is approximately the ratio of the length of y0 and that of x0. In some sense
dy0 ∼= I1dx0. We have
ψ˙3
φ
J η = −∂
2η
∂y20
|y0(x0) −Ψ1(φ, φψ)R(η,X0)X0|x0 ,
where
Ψ1(φ, φψ) =
ψ˙3
φ3
(2φ˙ψ¨ + 2
φ˙2ψ˙
φ
+
ψ˙3
φ
− 2 ψ˙
2
φ
(φ2 − τ0)− 2φφ˙2).
Now we need the average of Ψ1(φ, φψ) in the coordinate y0. Note that dy0 =
φ2
ψ˙3
dx0 = ε
φ2
ψ˙3
dψ. If we assume y0(a1) = y1, y0(b1) = y2, then we have
´ y2
y1
Ψ1(φ, φψ)dy0´ y2
y1
dy0
=
´ b1
a1
1
φ (2φ˙ψ¨ + 2
φ˙2ψ˙
φ +
ψ˙3
φ − 2 ψ˙
2
φ (φ
2 − τ0)− 2φφ˙2)dψ´ b1
a1
φ2
ψ˙3
dψ
= I2. (19)
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This indicates that in some sense
−∂
2η
∂y20
−Ψ1(φ, φψ)R(η,X0)X0
∼= −∂
2η
∂y20
|y0 − I2R(η,X0)X0|x0 .
But ∂∂y0
∼= I−11 ∂∂x0 . So
−∂
2η
∂y20
|y0 − I2R(η,X0)X0|x0 ∼= −I−21 (
∂2η
∂x20
|x0 + I21I2R(η,X0)X0)|x0 .
So if
I21I2 = 1,
we will have the chance to unearth the Jacobi operator of the geodesic JA. For-
tunately, it is true. Due to easy calculation, it is equivalent to the following
lemma
Lemma 3.1. (“average 1” lemma)
ˆ b1
a1
1
φ
(2φ˙ψ¨ + 2
φ˙2ψ˙
φ
+
ψ˙3
φ
− 2 ψ˙
2
φ
(φ2 − τ0)− 2φφ˙2)dψ ·
ˆ b1
a1
φ2
ψ˙3
dψ
= (b1 − a1)2.
The proof of this lemma is direct calculations. The proof can be found in
Appendix B.
Let y˜ = I−11 y0. First we define a map F : Γ → Γ. F(p) = q if and only if
x0(p) = y˜(q). The following graph illustrate the definition of F.
One	period	of	φ
F(p)
1
p
1
Γ
Γ
Smaller	interval	between						andp
1
F(p)
1
Let PF(p)p : (NΓ)∗⊗NΓ|p → (NΓ)∗⊗NΓ|F(p) be defined by parallel translating
any element of (NΓ)∗ ⊗ NΓ|p to the space (NΓ)∗ ⊗ NΓ|F(p), along the smaller
interval between p and F(p). Let J˜A = − ∂2∂y20 − I2(P
F(p)
p R(·, X0)X0).
Lemma 3.2. I21 J˜A is conjugate to JA. So J˜A is invertible and
‖η‖C2y0 ≤ C‖J˜Aη‖C0 . (20)
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Proof. Let η1 be a smooth section of NΓ. Define (η1 ◦ F)(p) ∈ NΓ(p) by parallel
translating η1 from F(p) to p along the smaller interval between them. For another
section η2, η2 ◦ F−1 can be defined similarly.
I21 J˜A(η1)(F(p)) = −
∂2η1(F(p))
∂y˜2
− (PF(p)p R(·, X0)X0)(η1(F(p)))
= −∂
2(η1 ◦ F)(p)
∂x20
−R((η1 ◦ F)(p), X0)X0.
So
I21 J˜A(η1)(q) = (−
∂2(η1 ◦ F)(p)
∂x20
−R((η1 ◦ F)(p), X0)X0) ◦ F−1(q).
It is obvious that C−1‖η ◦ F‖C2x0 ≤ ‖η‖C2y0 ≤ C‖η ◦ F‖C2x0 . So we can prove (20).
Definition 3. The Green operator G(y0, z0) : NΓ|z0 → NΓ|y0 is a linear map
for given y0, z0 which satisfies
1. For fixed z0, and ν ∈ NΓ|z0 , J˜A(G(y0, z0)ν) = 0, y0 6= z0, where J˜A acts on
y0.
2. For fixed z0, ν ∈ NΓ|z0 , G(y0, z0)ν can be extended to be continuous at
y0 = z0 and
∂G(z+0 ,z0)ν
∂y0
− ∂G(z−0 ,z0)ν∂y0 = ν.
It is obvious that Gz0(y0, z0) and Gy0(y0, z0) make sense in light of the notion
of connection of NΓ.
Lemma 3.3. The Green operator exists. If J˜Aη = f , then
η(y0) =
ˆ
Γ
G(y0, z0)f(z0)dz0. (21)
Moreover, G(y0, z0) satisfies that
1. For fixed z0, let ν ∈ NΓ|z0 , |ν| = 1. Then G(y0, z0)ν ∈ C∞y0 (Γ\{z0}, NΓ)
and can be extended to be in C0,1y0 (Γ, NΓ) and the C
0,1
y0 norm is bounded
independent of z0 and ν.
2. Let ν ∈ NΓ|z0 , |ν| = 1. Gz0(y0, z0)ν,Gz0y0(y0, z0)ν, y0 6= z0 are bounded
independent of y0, z0.
Proof. For fixed z0, we choose orthonormal basis E1, E2 ∈ NΓ|z0 . Let J be the
Jacobi field which is orthonormal to γ, with J(z+0 ) = aE1 + bE2, J
′(z+0 ) = cE1 +
dE2. We extend J along γ to z−0 . And It is obvious that there is a 4 × 4 matrix
A(z0) which does not depends on J, such that under the basis E1, E2
(
J(z−0 )
J′(z−0 )
)
= A(z0)

a
b
c
d
 .
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As J˜A is nondegenerate, 1 is not the eigenvalue of A(z0). So we can solve
(A(z0)− I)

a1
b1
c1
d1
 =

0
0
−1
0
 and (A(z0)− I)

a2
b2
c2
d2
 =

0
0
0
−1
 .
We let the Jacobi field Jz0i (y0) satisfy J
z0
i (z
+
0 ) = aiE1 +biE2,
∂
∂y0
Jz0i (z
+
0 ) = ciE1 +
diE2. So Jz0i (z
+
0 ) = J
z0
i (z
−
0 ) and
∂
∂y0
Jz0i (z
+
0 ) =
∂
∂y0
Jz0i (z
−
0 ) + Ei. G(y0, z0) is
defined by G(y0, z0)Ei = Jz0i (y0). One can check that G(y0, z0) is the Green
operator and it is the inverse of J˜A.
Now we prove the first item. It is obvious that Jz0i (y0) is a continuous function
of (y0, z0) ∈ Γ × Γ. So it is bounded. From the Jacobi equation, the ∂2∂y20 J
z0
i (y0)
is uniformly bounded when y0 6= z0. As (A(z0) − I)−1 is uniformly bounded, we
know ∂∂y0 J
z0
i (z
±
0 ) is uniformly bounded. So
∂
∂y0
Jz0i (y0) is uniformly bounded in
Γ× Γ\{(p, p)}. So the first item is clear.
For the second item, first we know that for fixed y0 G(y0, z0) is smooth in z0 6=
y0 and Gz0(y0, z0)Ei is also a Jacobi field. As
d
dz0
(G(z0, z0)Ei) =
d
dz0
Jz0i (z0) is uni-
formly bounded and ddz0 (G(z0, z0)Ei) = Gy0(z
±
0 , z0)Ei +Gz0(z
±
0 , z0)Ei, we know
Gz0(z
±
0 , z0)Ei is uniformly bounded. Again as
d
dz0
(Gy0(z0, z0)Ei) =
d
dz0
∂
∂y0
Jz0i (z0)
is bounded, and ddz0 (Gy0(z0, z0)Ei) = Gy0y0(z
±
0 , z0)Ei+Gz0y0(z
±
0 , z0)Ei, we know
Gz0y0(z
±
0 , z0)Ei is uniformly bounded. So Gz0(y0, z0)Ei is uniformly bounded
from the comparison theorem of Jacobi fields. Also Gz0y0(y0, z0)Ei is uniformly
bounded from the Jacobi equation.
Lemma 3.4. Suppose that F (φ, φψ) is a smooth function of φ and φψ and it has
the cancellation property in y0 coordinate, i.e.ˆ y2
y1
F (φ, φψ)dy0 = 0
where [y1, y2] is one period of φ(y0). Let R be a C1x0 section of NΓ. Then
h(y0) =
ˆ
Γ
G(y0, z0)R(z0)F (φ, φψ)(z0)dz0
satisfies
‖h(y0)‖C1y0 ≤ Cε‖R‖C1y0 ≤ Cε‖R‖C1x0 ,
where C depends on τ0.
Proof. Suppose χ(y0) is the primitive function of F (φ, φψ) in y0 coordinate. Be-
cause F (φ, φψ) has cancellation property, χ(y0) is a global periodic function on
Γ. We may add a constant to χ(y0) such that it also has cancellation property in
y0 coordinate. It is easy verified that
‖χ(y0)‖C0 ≤ C(τ0)ε. (22)
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We have
h(y0) = −
ˆ
Γ
χ(z0)(Gz0R+GRz0)dz0,
and
h′(y0) =
ˆ
Γ
Gy0R(z0)F (φ, φψ)(z0)dz0
=
ˆ LΓ
0
Gy0(y0, y0 + z)R(y0 + z)F (φ, φψ)(y0 + z)dz
= Gy0(y0, y0 + z)R(y0 + z)χ(y0 + z)|LΓ0 −
ˆ LΓ
0
χ(y0 + z)(Gy0zR+Gy0Rz)dz.
From |Rz0 | ≤ C|Rx0 | ≤ C, (22) and Lemma 3.3, we can prove this lemma.
3.3.2 The main theorem of 1st mode
Now we can discuss the operator J . First it is clear that, there is a map P1 :
L2(SNΓ)→ L2(NΓ) such that for any f ∈ L2(SNΓ)
Π1(f) =< P1(f),Υ > .
We have
Theorem 3.5. There is δ > 0 such that when 0 < ε < δ, we have
1. For each f ∈ Cαε (NΓ), there exists a unique η ∈ C2,αx0,ε(NΓ) such that
J η = f (23)
and for some uniform C which does not depend on ε
‖η‖C2,αx0,ε ≤ C‖f‖Cαε .
2. The equation
J η = −2
3
εφ˙P1(R(Υθ, X0,Υ,Υθ))
has a unique solution η such that for some uniform C
‖η‖C2,αx0,ε ≤ Cε
2.
Proof. The proof of the first item. Consider
ψ˙3
φ
J η(q) =− ∂
2η
∂y20
(q)−Ψ1(φ, φψ)R|q(η(q), X0)X0
=J˜Aη + (I2 −Ψ1(φ, φψ)|q)(P qF−1(q)R)(η(q), X0)X0
+ Ψ1(φ, φψ)|q((P qF−1(q)R)−R|q)(η(q), X0)X0
=J˜Aη + (I2 −Ψ1(φ, φψ)|q)(P qF−1(q)R)(η(q), X0)X0 +O(ε)L(η)
=
ψ˙3
φ
f. (24)
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First we solve
J˜Aη1 = ψ˙
3
φ
f.
From the invertibility of J˜A and Lemma 3.3 we know there is one unique solution
η1
‖η1‖C2y0 ≤ ‖
ˆ
Γ
G(y0, z0)
ψ˙3
φ
fdz0‖C0
≤ ‖f‖C0 .
Then for each i ≥ 1 we solve
J˜A(ηi+1 − ηi)(q)
=(Ψ1(φ, φψ)|q − I2)(P qF−1(q)R)(ηi(q)− ηi−1(q), X0)X0 +O(ε)L(ηi − ηi−1) (25)
where η0 = 0. From (19) we know Ψ1(φ, φψ)|x0 − I2 has 0 average in one period
in y0 coordinate. From Lemma 3.4, we know
‖ηi+1 − ηi‖C1y0 ≤ Cε‖ηi − ηi−1‖C1y0
where C depends on τ0 and the norm of the curvature. So we can choose δ such
that 0 < Cδ < 12 . When ε < δ, 0 < Cε <
1
2 . So ηi converges to some η in C
1
y0 .
From (25)
‖ηi+1 − ηi‖C2y0 ≤ C‖ηi − ηi−1‖C1y0 ,
we know ∂2y0ηi → ∂2y0η in C0 sense. So we get a solution for J η = f and we have
the estimate
‖η‖C1y0 ≤ ‖f‖C0 .
So we have
‖η‖C1x0 ≤ ‖f‖C0
and hence from (23)
‖η‖C2,αx0,ε ≤ ‖f‖Cαε .
Now we prove the second item. In (24), we let f = − 23εφ˙P1(R(Υθ, X0,Υ,Υθ)).
It is obvious that ψ˙
3
φ φ˙ has 0 average in one period. Apply Lemma 3.4 again, we
can draw the conclusion.
3.4 The sketch of the proof and main difficulties
Now we are in a position to sketch the whole proof and state the main difficulities.
It would be helpful to analyze the three modes together. Basically, we would like
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to use an iteration method to solve the following system.
L0w0 = −ε2F1(φ, φψ) ?Π0(R1)− εΠ0(E)
−εF3(φ, φψ) ?Π0(R3(η))
−εΠ0(εL(w0 + w˜, η) + ε−1Q(w0 + w˜, η)),
< J η, Υ >= −εF2(φ, φψ) ?Π1(R2)−Π1(E)
−Π1(εL(w0 + w˜, η) + ε−1Q(w0 + w˜, η)),
L˜w˜ = −ε2F1(φ, φψ) ? Π˜(R1)− ε2F2(φ, φψ) ? Π˜(R2)
−εΠ˜(E)− εF3(φ, φψ) ? Π˜(R3(η))
−εΠ˜(εL(w0 + w˜, η) + ε−1Q(w0 + w˜, η)).
The two fundamental solutions for L0w0 = 0 are W1 = h1(τ0)φψ and W2 =
h2(τ0)ψφψ + v, where v is a periodic function. W1 is periodic and W2 has linear
growth. w0 can be expressed using L0w0 by
w0(ψ) =c1W1(ψ) + c2W2(ψ)
−
ˆ ψ
0
(W2(ψ)W1(t)−W1(ψ)W2(t))σ(t)−1(1 + φ2ψ)−
3
2L0w0dψ, (26)
where σ(ψ) = W ′2(ψ)W1(ψ)−W ′1(ψ)W2(ψ).
There are three difficulties in solving the above equation system.
1. The operator L0 has kernel φ˙ψ˙ = φψ which corresponds to the translation of
the surface along the geodesic. So one may only solve it up to the kernel.
We have to add one term ε3ωφ−1φψ to the right hand side of the first
equation. Once we have a solution w0, which is smooth at any p ∈ Γ, we
get infinite many solutions as we have freedom to choose c1. We let c1 = 0
to have a unique solution which satisfies w′0(0) = 0. To get such a solution,
first we adjust ω such that w0(0) = w0(LΓε ). Then we adjust c2 such that
w′0(0
+) = w′0(
LΓ
ε
−
).
2. From (26), we generally expect w0 to be of the size 1ε2L0w0. Then as−ε2F1(φ, φψ) ? Π0(R1) is of size ε2 and there is one term (∂sw)(∂2sw) in
Π0(Q(w, η)), it is impossible to solve the first equation using an iteration
method, even given w˜ = 0 and η = 0. Actually there is a cancellation
property for −ε2F1(φ, φψ) ?Π0(R1) so that it looks as if it has order O(ε3).
Even though, the iteration still breaks down.
3. The term F3(φ, φψ) ? R3(η) also causes problem because there is a term of
the type 1εw · ∂x0η in Π1(Q(w, η)). Once w0 has a variation of O(ε). From
Theorem 3.5, η will have a variation of size O(ε2). Now if we go back to 0th
mode, w0 will again have a variation of size O(ε). So even given w˜ = 0, it
is impossible to solve the first two equations together.
The second difficulty appears because of the shortcoming of
L0w0 =− ε2F1(φ, φψ) ?Π0(R1)− εΠ0(E)− εF3(φ, φψ) ?Π0(R3(η))
− εΠ0(εL(w0 + w˜, η) + ε−1Q(w0 + w˜, η)),
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that is, Q(w0 + w˜, η) involves special structures, which are hard to analyze and
use. Now we consider 0th mode in a nonlinear way. Notice that if φτ0 satisfies
(2),
Π0(H(Dφτ0 ,p0,ε(w, η))−
2
ε
) =εF1(φτ0 , (φτ0)ψ) ?Π0(R1) + Π0(E)
+ F3(φτ0 , (φτ0)ψ) ?Π0(R3(η))
+ Π0(εL(w0 + w˜, η) + ε
−1Q(w0 + w˜, η)).
The key idea is we substitute the solution φξ,µ(ψ) of the following nonlinear ODE
for φτ0 . We let ψ(p0) = 0, mod
LΓ
ε . Consider
φψψ −φ−1(1 + φ2ψ) + (2 + ρ)(1 + φ2ψ)
3
2 = 0,
φψ(0) = φψ(
LΓ
ε ) = 0,
φ(0) = φ(LΓε ) =
1−
√
1−4τ(0)
2 ,
ρ = −ε2F1(φ, φψ) ?Π0(R1) + εF4(φ, φψ)ξ(x0)
+ε3µ(ψ) + ε3ωφ−1φψ,
(27)
where τ(0) = τ(φ(0), 0) and
‖ξ‖C1x0 ≤ C1ε
2, ‖µ‖Cαε ≤ C2, |ω| ≤ C3, |φ(0)−
1−√1− 4τ0
2
| ≤ C(τ0)ε, (28)
where
C(τ0) =
1
10
min{
√
1− 4τ0
2
,
1−√1− 4τ0
2
,
1
4
− τ0, τ0}.
Among ξ, µ, ω, τ(0), only ξ, µ have freedom because this equation is overdeter-
mined. Once we have prescribed ξ, µ, we need to adjust ω and τ(0) to get a
global smooth solution. Theorem 3.7 contains the main results of 0th mode, one
may refer to which for the existence, uniqueness and estimates of the solution φξ,µ
to (27).
In Subsection 4.1 we calculate H(Dφξ,µ,p0,ε(w˜, η)) instead, where Π0(w˜) = 0.
The expression for H(Dφξ,µ,p0,ε(w˜, η)) is (50).
After we prescribed ξ and µ and got φξ,µ, the coefficients of 1st mode and
high mode change accordingly, while from Theorem 4.1, the first mode and high
mode are still solvable and the solutions enjoy similar estimates as in Subsection
3.2 and Theorem 3.5. We denote the corresponding solutions as w˜ξ,µ and ηξ,µ.
We have
Π0(H(Dφξ,µ,p0,ε(w˜ξ,µ, ηξ,µ))−
2
ε
) =Π0((ε
2 + ερ)Eξ,µ + (ε+ ε
−1ρ)Lξ,µ(w˜ξ,µ, ηξ,µ)
+ ε−1(1 + ρ)Qξ,µ(w˜ξ,µ, ηξ,µ)) + ε2µ
+ Π0(F3(φξ,µ, ζξ,µ) ? R3(ηξ,µ))
+ F4(φξ,µ, ζξ,µ) ? ξ + ε
2ωφ−1ξ,µ
∂φξ,µ
∂ψ
,
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where ζξ,µ = ∂ψφξ,µ.
Note that Π0(F3(φξ,µ, ζξ,µ)?R3(ηξ,µ)) = F4(φξ,µ, ζξ,µ)?Π0(R3(ηξ,µ)), because
Π0(R(Υ, X0, ηξ,µ,Υ)−R(Υθ, X0, ηξ,µ,Υθ)) = 0.
We want to choose ξ and µ such that{
(ε2 + ερ)Eξ,µ + (ε+ ε
−1ρ)Lξ,µ(w˜ξ,µ, ηξ,µ) +ε−1(1 + ρ)Qξ,µ(w˜ξ,µ, ηξ,µ) + ε2µ = 0,
Π0(R3(ηξ,µ)) + ξ = 0.
From Definition 4, Lemma 4.2, 4.3, we know a fixed point argument works and
we will find the solution (ξˆ, µˆ) such that
H(Dφξˆ,µˆ,p0,ε(w˜ξˆ,µˆ, ηξˆ,µˆ)) =
2
ε
+ ε2ωξˆ,µˆφ
−1
ξˆ,µˆ
∂φξˆ,µˆ
∂ψ
.
In Subsection 4.2, we remove the term ε2ωξˆ,µˆφ
−1
ξˆ,µˆ
∂φξˆ,µˆ
∂ψ , by considering the energy
of the surface. Letting p0 vary on the geodesic, we find the critical points of the
energy functional, which correspond to the case ωξˆ,µˆ = 0. So we can overcome
the first difficulty.
The third difficulty exists even when we consider nonlinear ODE in 0th mode.
Generally η = O(ε2) is too big to solve the whole system.
The key to control the size of φξ,µ is the Delaunay parameter function τ =
−φ2 + φ√
1+φ2ψ
. For the solution φξ,µ of (27), F4ξ influence the size of φξ,µ through
the following equation
dτ
dψ
= φφψρ.
Here ξ represents R4(η) whose norm is C1x0 . For F4, we have
Lemma 3.6. (“average 0” lemma) Suppose φτ0 is the solution to (2) and ψ ∈
[aτ0 , bτ0 ] is one period of φτ0(ψ). Then we have
ˆ bτ0
aτ0
φτ0(
∂φτ0
∂ψ
)F4(φτ0 ,
∂φτ0
∂ψ
)dψ = 0.
We prove this lemma in Appendix B.
Using this lemma, we can overcome the third difficulty. Indeed, if in the C1x0
norm, η has a variation of size O(ε2), because of Lemma 3.6, its influence on 0th
mode is only as if it were O(ε3). The function φτ0(
∂φτ0
∂ψ )F4(φτ0 ,
∂φτ0
∂ψ ) is in no
sense an “odd” function. So it is nontrivial that such a cancellation result holds.
3.5 0th mode
3.5.1 The main theorem of 0th mode
Theorem 3.7. For fixed τ0 ∈ (0, 14 ), C1, C2 > 0, we can choose C3, C4 > 0
and δ0 > 0, such that when ε ≤ δ0 and ε ∈ PS(LΓ, τ0), for every ‖ξ‖C1x0 ≤
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C1ε
2, ‖µ‖Cαε ≤ C2, we can find unique
|ωξ,µ| ≤ C3, |φ(0)ξ,µ − 1−
√
1− 4τ0
2
| ≤ C4ε2
and φξ,µ,ωξ,µ,φ(0)ξ,µ(ψ) which solves (27) with ω = ωξ,µ, φ(0) = φ(0)ξ,µ.
For φξ,µ,ωξ,µ,φ(0)ξ,µ(ψ) we have a C
1 map
Φ˜ = Φ˜ξ,µ,τ0 : Γ→ Γ
such that
|φξ,µ,ωξ,µ,φ(0)ξ,µ(ψ)− φτ0(Φ˜(ψ))|+ |
∂φξ,µ,ωξ,µ,φ(0)ξ,µ
∂ψ
(ψ)− ∂φτ0
∂Φ˜(ψ)
(Φ˜(ψ))|
≤C(τ0, C1, C2)ε2
and {
|Φ˜(ψ)− ψ| ≤ C(τ0, C1, C2)ε,
|Φ˜′(ψ)− 1| ≤ C(τ0, C1, C2)ε2.
Moreover suppose ψi is the ith local minimum point of φξ,µ,ωξ,µ,φ(0)ξ,µ , then Φ˜(ψi)
is the ith local minimum point of φτ0 . In particular Φ˜(0) = 0, Φ˜(LΓ) = LΓ.
Moreover,
|ωξ2,µ2 − ωξ1,µ1 | ≤ C(τ0, C1, C2)(‖µ2 − µ1‖Cαε +
1
ε
‖ξ2 − ξ1‖C1x0 ),
|φ(0)ξ2,µ2 − φ(0)ξ1,µ1 | ≤ C(τ0, C1, C2)(ε2‖µ2 − µ1‖Cαε + ε‖ξ2 − ξ1‖C1x0 ),
and
‖φξ2,µ2,ωξ2,µ2 ,τ(0)ξ2,µ2 (ψ)− φξ1,µ1,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ)‖C2,αε
≤C(τ0, C1, C2)(ε‖µ2 − µ1‖Cαε + ‖ξ2 − ξ1‖C1x0 ). (29)
The proof of Theorem 3.7 is the most technical part of this paper. We prove
it in six steps.
From Step 1 to Step 4, we will study the following initial value problem instead
of (27). 
φψψ −φ−1(1 + φ2ψ) + (2 + ρ)(1 + φ2ψ)
3
2 = 0,
φψ(0) = 0,
φ(0) =
1−
√
1−4τ(0)
2 ,
(30)
where ρ is defined in (27). In Step 1, we prove the local existence of (30); In Step
2, we prove the existence of the solution of (30) on the whole interval [0, LΓε ]. In
Step 3, we do some basic estimates for the solution. In Step 4, we analyze the
linearized equations of (30), which will be used in the next two steps. In Step
5, we adjust ω and τ(0) to match the boundary data on both sides of ψ = 0 (or
ψ = LΓε ) and get the global solution to (27). In Step 6, we derive the estimates
in Theorem 3.7.
25
Step 1. Local existence and uniqueness of ODE (27) Fix C1, C2, C3 and
C(τ0) in (28). Choose A1, A2,B1, B2, K1,K2 that only depend on τ0 such that
0 < A1 < A2 <
1−√1− 4τ(0)
2
<
1 +
√
1− 4τ(0)
2
< B2 < B1 < 1,
and
K1 − 1 = K2 = 1 + sup{|φψ|;−φ2 + φ√
1 + φψ
= τ0 − C(τ0)}.
Define C1Ai,Bi,Ki([0, T ]) = {φ(ψ) ∈ C1([0, T ]);Ai ≤ φ(ψ) ≤ Bi, |φψ| ≤ Ki}, i =
1, 2. We have
Lemma 3.8. If φ(ψ) ∈ C1A2,B2,K2([0, T ]) solves (30) for T ≥ 0. Then for some
δ > 0 which only depends on τ0, this solution can be uniquely extended to φ(ψ) ∈
C1A1,B1,K1([0, T + δ]).
Proof. Denote ∂φ∂ψ by ζ. Then (φ, ζ) satisfies the following system{
φψ = ζ, φ(0) =
1−
√
1−4τ(0)
2 ,
ζψ = φ
−1(1 + ζ2)− (2 + ρ)(1 + ζ2) 32 , ζ(0) = 0,
The right hand side is uniformly bounded in (φ, ζ, ψ) and is a Lipschitz function
with respect to (φ, ζ) in the domain
|ζ| < K1
A1 < φ < B1
0 < ψ < LΓε .
The C0 norm and Lipschitz constant of the right hand side only depend on τ0. So
from standard theory of ODE we get the conclusion.
Step 2. Existence on [0, LΓε ] To get the existence of the solution on [0,
LΓ
ε ],
we need to do apriori estimates for the solution. The key to do this is the first
integral
τ(φ, φψ) = −φ2 + φ√
1 + φ2ψ
.
The following graph is the phase space of (27). We choose τ0 ∈ (0, 14 ) and δ1
small. We denote the closure of the domain between the outside and inside
circle by A(τ0, δ1). And we denote {φ(ψ) ∈ C1([0, T0])|(φ, φψ) ∈ A(τ0, δ1)} as
C1A(τ0,δ1)([0, T0]).
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We have,
Lemma 3.9. ( Existence on [0, LΓε ]) For fixed ξ, µ, ω, τ(0) which satisfy (28),
there is δ˜ > 0 such that when δ˜ > ε ∈ PS(LΓ, τ0), there is a unique solution
φξ,µ,ω,τ(0)(ψ) ∈ C1A(τ0,δ1)([0, 1εLΓ]) to (30).
Proof. First one can choose δ˜ small that |τ(0) − τ0| ≤ C(τ0)δ˜ < δ1. Suppose
for contradiction the lemma were false. From Step 1, we assume T < LΓε is the
maximal value that the solution φ(ψ) can be extended in C1A(τ0,δ1)([0, T ]). So we
must have (φ(T ), ζ(T )) ∈ ∂A(τ0, δ1), that is to say τ(φ(T ), ζ(T )) = τ0 ± δ1.
From easy calculations,
dτ
dψ
= ρ(ψ)φφψ,
where ‖ρ(ψ)‖C0 ≤ C(ε2 + ε‖ξ‖C0 + ε3‖µ‖C0 + ε3|ω|). So
|τ(φ(T ), ζ(T ))− τ(φ(0), 0)|
=|
ˆ T
0
ρ(ψ)φφψdψ|
≤CT (ε2 + ε‖ξ‖C0 + ε3‖µ‖C0 + ε3|ω|) (31)
≤C(ε+ ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|)
≤C(ε+ (C1 + C2 + C3)ε2).
So we have
|τ(φ(T ), ζ(T ))− τ0|
≤|τ(φ(T ), ζ(T ))− τ(φ(0), 0)|+ |τ(φ(0), 0)− τ0| (32)
≤C(ε+ (C1 + C2 + C3)ε2) + C(τ0)ε.
So we can choose δ˜ small enough, such that, when ε ≤ δ˜
|τ(φ(T ), ζ(T ))− τ0| ≤ δ1
2
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which makes τ(φ(T ), ζ(T )) = τ0 ± δ1 impossible. So when ε ≤ δ˜, for any pre-
scription of ξ, µ, ω, τ(0) which satisfies (28), the solution φξ,µ,ω,τ(0)(ψ) exists for
ψ ∈ [0, LΓε ].
Step 3. Estimates of φξ,µ,ω,τ(0)(ψ) For simplicity we denote (φξ,µ,ω,τ(0)(ψ),
∂φξ,µ,ω,τ(0)(ψ)
∂ψ )
as (φ(ψ), ζ(ψ)). From (31) we know, τ(φ(ψ), ζ(ψ)) will keeps in C(C1, C2, C3, τ0)ε
neighborhood of τ(0) = τ(φ(0), 0). Actually we can improve this estimate to Cε2
neighborhood. This result comes from a simple observation. Note that
|τ(φ(T ), ζ(T ))− τ(φ(0), 0)|
= |
ˆ T
0
ρ(ψ)φφψdψ| (33)
= |
ˆ T
0
φφψ(−ε2F1(φ, φψ) ?Π0(R1) + εF4(φ, φψ)ξ
+ε3µ+ ε3ωφ−1φψ)dψ|.
First εξ = O(ε3), ε3µ = O(ε3), ε3ωφ−1φψ = O(ε3). The integral of these three
terms isO(ε2) because 0 ≤ T ≤ LΓε . At first glance the integral of φ ∂φ∂ψ (−ε2)F1(φ, φψ)?
Π0(R1) is of order O(ε). However there is a cancellation property. Note that
F1(φ, φψ)φ
∂φ
∂ψ nearly has 0 average in one period (up to an error of order O(ε)).
Also we know ∇ψR(Υ,Υθ,Υ,Υθ) = O(ε). So in one period the integral is only of
size ε3. When T is as large as LΓε , the integral is of size ε
2.
To be precise, we have
Lemma 3.10. There exists C = C(C1, C2, C3, τ0) which doesn’t depend on ε such
that for ψ ∈ [0, LΓε ], (φ(ψ), ζ(ψ)) ∈ A(τ(0), Cε2).
Proof. We know that for each ψ ∈ [0, LΓε ], |τ(φ(ψ), ζ(ψ)) − τ(φ(0), 0)| ≤ C(ε +‖ξ‖C0 +ε2‖µ‖C0 +ε2|ω|) from (31). Suppose φτ(0)(ψ) defines the standard Delau-
nay surface with parameter τ ≡ τ(φ(0), 0) and ζτ(0)(ψ) = ddψφτ(0)(ψ). We assume
the arc length parameter of the curve (φτ(0)(ψ), ζτ(0)(ψ)) in the phase space is s0
(s0 is a multi-valued function on the curve (φτ(0), ζτ(0))). We can extend s0 to a
neighborhood of (φτ(0)(ψ), ζτ(0)(ψ)) such that ∂∂τ ⊥ ∂∂s0 holds everywhere in this
neighborhood. We know that in this neighborhood
dφ2 + dζ2 =< ∂s0 , ∂s0 > ds
2
0+ < ∂τ , ∂τ > dτ
2
where <,> denotes the inner product of the metric dφ2 + dζ2. We know that
< ∂s0 , ∂s0 >= 1 on (φτ(0)(ψ), ζτ(0)(ψ)). Regard (s0, τ) as new local coordinate of
A(τ(0), Cε). We define a continuous map Φ = Φξ,µ,ω,τ(0) : [0, LΓε ]→ R such that
s0(φ(ψ), ζ(ψ)) = s0(φτ(0)(Φ(ψ)), ζτ(0)(Φ(ψ))). (34)
Here is a graph which illustrates the definition of Φ.
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Remark. From (34) we see, if ζ(ψ) = 0, then ζτ(0)(Φ(ψ)) = 0. If ψ is a local
minimum point of φ, Φ(ψ) is a local minimum point of φτ(0).
So we have{
|φ(ψ)− φτ(0)(Φ(ψ))| ≤ C(τ0)(ε+ (C1 + C2 + C3)ε2),
|ζ(ψ)− ζτ(0)(Φ(ψ))| ≤ C(τ0)(ε+ (C1 + C2 + C3)ε2).
(35)
Lemma 3.11. 
Φ(0) = 0,
|Φ(ψ)− ψ| ≤ C(τ0)ε (ε+ (C1 + C2 + C3)ε2),
|Φ′(ψ)− 1| ≤ C(τ0)(ε+ (C1 + C2 + C3)ε2).
(36)
In particular, Φ : [0, LΓε ]→ Φ([0, LΓε ]) is invertible.
We prove Lemma 3.11 in Appendix C.
Now we continue to prove Lemma 3.9. Let [ψ˜i, ψ˜i+1] be the ith period of
φτ(0)(ψ). We assume ψi = Φ−1(ψ˜i). We know φψ(ψi) = 0 . From (31)(35), we
have
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|
ˆ ψi+1
ψi
φφψF1(φ, φψ) ?Π0(R1)dψ|
≤|
ˆ ψ˜i+1
ψ˜i
φτ(0)
∂φτ(0)
∂ψ
F1(φτ(0),
∂φτ(0)
∂ψ
)|ς ?Π0(R1)|Φ−1(ς)dς|
+ C(τ0)(ε+ ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|)
=|
ˆ ψ˜i+1
ψ˜i
χ˜(ς) ?
∂
∂ς
Π0(R1)|Φ−1(ς)dς|
+ C(τ0)(ε+ ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|)
=C(τ0)(ε+ (C1 + C2 + C3)ε
2),
where χ˜(ς) is the primitive of φτ(0)
∂φτ(0)
∂ψ F1(φτ(0),
∂φτ(0)
∂ψ ) and |χ˜(s)|C0 ≤ C(τ0)ε.
Now by dividing [0, LΓε ] into “periods” of φ(ψ), it is easy to prove that, for any
ψ¯ ∈ [0, LΓε ]
|
ˆ ψ¯
0
φφψε
2F1(φ, φψ) ?Π0(R1)dψ|
≤C(τ0)ε(ε+ (C1 + C2 + C3)ε2).
So we can get better estimate for τ,
|τ(φ(T ), ζ(T ))− τ(φ(0), 0)| ≤ C(τ0)(1 + C1 + C2 + C3)ε2 (37)
for T ∈ [0, 1εLΓ].
Now we can get better estimates for Φ and φ(ψ), i.e.{
|φ(ψ)− φτ(0)(Φ(ψ))| ≤ C(τ0)(ε2 + (C1 + C2 + C3)ε2),
|ζ(ψ)− ζτ(0)(Φ(ψ))| ≤ C(τ0)(ε2 + (C1 + C2 + C3)ε2).
(38)
and 
Φ(0) = 0,
|Φ(ψ)− ψ| ≤ C(τ0)ε (ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|),
|Φ′(ψ)− 1| ≤ C(τ0)(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|).
(39)
Corollary 3.12.
‖φ(ψ)− φτ(0)(ψ)‖C2,αε
≤ C(τ0)1
ε
(ε2 + ‖ξ‖C1x0 + ε
2‖µ‖Cαε + ε2|ω|)
≤ C(τ0)(1 + C1 + C2 + C3)ε.
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Proof. From (38), (39) and ζτ(0),
∂2φτ(0)
∂ψ2 are uniformly bounded by C(τ0), we
have
|φ(ψ)− φτ(0)(ψ)| ≤ |φ(ψ)− φτ(0)(Φ(ψ))|+ |φτ(0)(Φ(ψ))− φτ(0)(ψ)|
≤ C(τ0)(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|)
+ sup |ζτ(0)| · |Φ(ψ)− ψ|
≤ C(τ0)
ε
(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|) (40)
and in the same way
|ζ(ψ)− ζτ(0)(ψ)| ≤ C(τ0)
ε
(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|). (41)
|φ−1 − φ−1τ(0)| also has similar estimates as φ and φτ(0) has positive lower bounds.
Finally from (27), the definition of φτ(0) and (38)(41) we have
‖ ∂
2φ
∂ψ2
(ψ)− ∂
2φτ(0)
∂ψ2
(ψ)‖Cαε ≤
C(τ0)
ε
(ε2 + ‖ξ‖C1x0 + ε
2‖µ‖Cαε + ε2|ω|).
Corollary 3.13. Suppose F (θ1, θ2) is a function with the following property. For
any C˜1(τ0), C˜2(τ0), there exists C˜3(C˜1, C˜2) such that
sup
|θ1|≤C˜1,|θ2|≤C˜2
|F |+ |∂θ1F |+ |∂θ2F | ≤ C˜3.
Then for any
‖R(ψ)‖C1x0 (Γ) ≤ C
we have
|
ˆ ψ
0
F (φ, φψ)R(ψ)dψ −
ˆ Φ(ψ)
0
F (φτ(0)(ς),
∂φτ(0)
∂ς
)R(ς)dς|
≤C(τ0)
ε
(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|)‖R‖C1x0 .
In particular, when R(ψ) ≡ 1,
|
ˆ ψ
0
F (φ, φψ)dψ −
ˆ Φ(ψ)
0
F (φτ(0)(ς),
∂φτ(0)
∂ς
)dς|
≤C(τ0)
ε
(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|).
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Proof.
|
ˆ ψ
0
F (φ, φψ)R(ψ)dψ −
ˆ Φ(ψ)
0
F (φτ(0)(ς),
∂φτ(0)
∂ς
)R(ς)dς|
≤
ˆ Φ(ψ)
0
|F (φ, φψ)(Φ−1(ς))(Φ−1)′R(Φ−1(ς))− F (φτ(0)(ς),
∂φτ(0)
∂ς
)R(ς)|dς
≤C(τ0)
ε
(|φ(Φ−1(ς))− φτ(0)(ς)||R|+ |φψ(Φ−1(ς))−
∂φτ(0)(ς)
∂ς
||R|
+ |(Φ−1)′ − 1||R|+ |∂ψR||Φ−1(ς)− ς|)
≤C(τ0)
ε
(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|)‖R‖C1x0 .
Step 4. The linearized equations In this step we analyze the linearized
equations of (30). In Step 2, we have got a solution φ(ψ) = φξ,µ,ω,τ(0)(ψ), ψ ∈
[0, LΓε ]. We can linearize the equation in different ways. First, we fix ξ, µ, ω and
perturb the initial values. Then we fixed the initial values and perturb ξ, µ, ω.
For fixed ξ, µ, ω we suppose φt is a class of solutions to
∂2φ
∂ψ2
− φ−1(1 + ( ∂φ
∂ψ
)2) + (2 + ρ)(1 + (
∂φ
∂ψ
)2)
3
2 = 0,
(with different initial values) and ddtφt|t=0 = β(ψ). Then we can calculate
Lξ,µ,ω,τ(0)β(ψ)
=
∂2β
∂ψ2
+ (6(1 + φ2ψ)
1
2φψ − 2φ−1φψ + F¯1)∂β
∂ψ
+ (φ−2(1 + φ2ψ) + F¯2)β
= 0 (42)
where ‖F¯1‖Cαε +‖F¯2‖Cαε ≤ ε2(C+C1+C2+C3). First we analyze the fundamental
solutions to the linearized equation (42). Suppose β1(ψ), β2(ψ) satisfy
Lξ,µ,ω,τ(0)βi(ψ) = 0, ψ ∈ [0, LΓ
ε
]
and (
β1(0) β2(0)
∂β1
∂ψ (0)
∂β2
∂ψ (0)
)
=
(
1 0
0 1
)
.
Let R(ψ) =
∣∣∣∣ β1(ψ) β2(ψ)β′1(ψ) β′2(ψ)
∣∣∣∣ . Easy calculation yields
d
dψ
logR(ψ) = −(6(1 + φ2ψ)
1
2φψ − 2φ−1φψ + F¯1).
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Suppose φτ(0) is the solution to (30), with ρ replaced by 0. From Corollary 3.13,
and the fact that 6(1+(∂φτ(0)∂ς )
2)
1
2
∂φτ(0)
∂ς −2φ−1τ(0)
∂φτ(0)
∂ς has 0 average in one period,
we deduce that there exists C = C(τ0, C1, C2, C3) > 0 such that
e−C ≤ R(ψ) ≤ eC . (43)
We define an operator
Lτ(0)β(ς)
=
∂2β
∂ς2
+ (6(1 + (
∂φτ(0)
∂ς
)2)
1
2
∂φτ(0)
∂ς
− 2φ−1τ(0)
∂φτ(0)
∂ς
)
∂β
∂ς
+φ−2τ(0)(1 + (
∂φτ(0)
∂ς
)2)β.
Using Lemma 3.11 and Corollary 3.12 we can make comparison between Lξ,µ,ω,τ(0)
and Lτ(0).
We denote the ith local minimum of φ in [0, LΓε ] as ψi, i = 0, 1, 2, · · · . So
ψ0 = 0 and [ψi−1, ψi] resembles the ith “period” of φ(ψ). ψ˜i = Φ(ψi) is the
ith local minimum of φτ(0). It is obvious that ψ˜i = iψ˜1. When λ ∈ [0, 1], let
ψ = (1− λ)ψi−1 + λψi. From (38),(39) we have
|φ((1− λ)ψi−1 + λψi)− φτ(0)((1− λ)ψ˜i−1 + λψ˜i)|
≤|φ(ψ)− φτ(0)(Φ(ψ))|+ |φτ(0)(Φ(ψ))− φτ(0)((1− λ)ψ˜i−1 + λψ˜i)|
≤C(τ0)(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|),
and
|ζ((1− λ)ψi−1 + λψi)− ζτ(0)((1− λ)ψ˜i−1 + λψ˜i)|
≤C(τ0)(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|).
Suppose β1,i−1, β2,i−1 solves
Lξ,µ,ω,τ(0)βj,i−1(ψ) = 0, ψ ∈ [ψi−1, ψi], j = 1, 2,
with (
β1,i−1(ψi−1) β2,i−1(ψi−1)
β′1,i−1(ψi−1) β
′
2,i−1(ψi−1)
)
=
(
1 0
0 1
)
.
Suppose W1,i−1,W2,i−1 solves
Lτ(0)Wj,i−1 = 0, ψ ∈ [ψ˜i−1, ψ˜i], j = 1, 2,
with (
W1,i−1(ψ˜i−1) W2,i−1(ψ˜i−1)
W ′1,i−1(ψ˜i−1) W
′
2,i−1(ψ˜i−1)
)
=
(
1 0
0 1
)
.
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We know
W1,i−1(ς) = h1(τ(0))(ς − ψ˜i−1)
∂φτ(0)
∂ς
+ vτ(0)(ς),
W2,i−1(ς) = h2(τ(0))
∂φτ(0)
∂ς
,
where vτ(0)(ς) has period ψ˜1.
Comparing the coefficients of Lξ,µ,ω,τ(0) with that of Lτ(0) we have
|βj,i−1((1− λ)ψi−1 + λψi)−Wj,i−1((1− λ)ψ˜i−1 + λψ˜i)|
+ |β′j,i−1((1− λ)ψi−1 + λψi)−W ′j,i−1((1− λ)ψ˜i−1 + λψ˜i)|
≤C(τ0)(1 + C1 + C2 + C3)ε2, (44)
which implies the following lemma,
Lemma 3.14.
‖β1,i−1(ψ)− (h1(τ(0))(ψ − ψi) ∂φ
∂ψ
+ v1(ψ))‖C1ε ([ψi−1,ψi])
+ ‖β2,i−1(ψ)− h2(τ(0)) ∂φ
∂ψ
‖C1ε ([ψi−1,ψi])
≤C(τ0)(1 + C1 + C2 + C3)ε2,
where v1((1− λ)ψi−1 + λψi) = vτ(0)(λ(ψ˜i − ψ˜i−1)).
From Lemma 3.14 we have(
β1,i−1(ψi) β2,i−1(ψi)
∂β1,i−1
∂ψ (ψi)
∂β2,i−1
∂ψ (ψi)
)
=
(
1 + ei11 e
i
12
κ+ ei21 1 + e
i
22
)
, (45)
where |eijk| ≤ C(τ0)(1 + C1 + C2 + C3)ε2.
From the theory of linear ODE, we know(
β1(ψi) β2(ψi)
∂β1
∂ψ (ψi)
∂β2
∂ψ (ψi)
)
=
(
1 + ei11 e
i
12
κ+ ei21 1 + e
i
22
)
· · ·
(
1 + e111 e
1
12
κ+ e121 1 + e
1
22
)
=
(
Ai11 A
i
12
Ai21 A
i
22
)
.
By analysis of the matrix, we can prove
Lemma 3.15.
exp(−C(τ0)(1 + C1 + C2 + C3)) ≤Ai11 +Ai22 + εAi21 ≤ expC(τ0)(1 + C1 + C2 + C3),
|Ai12| ≤C(τ0, C1, C2, C3)ε expC(τ0)(1 + C1 + C2 + C3).
We will prove this result in Appendix D. So from Lemma 3.14 we have
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Lemma 3.16. For ξ, µ, ω, τ(0) which satisfy (28), there is δ > 0 such that when
0 < ε < δ, in the interval [ψi, ψi+1], we have
‖β1(ψ)− (Ai11[h1(τ(0))(ψ − ψi)
∂φ
∂ψ
+ vi(ψ)] +A
i
21h2(τ(0))
∂φ
∂ψ
)‖C1ε
≤C(τ0, C1, C2, C3)ε,
‖β2(ψ)− (Ai12[h1(τ(0))(ψ − ψi)
∂φ
∂ψ
+ vi(ψ)] +A
i
22h2(τ(0))
∂φ
∂ψ
)‖C1ε
≤C(τ0, C1, C2, C3)ε2.
where vi((1 − λ)ψi + λψi+1) = vτ(0)((1 − λ)Φ(ψi) + λΦ(ψi+1)) for λ ∈ [0, 1] and
Aikl satisfy the inequalities in Lemma 3.15.
In particular, β1 has linear growth and β2 is bounded.
We denote 
d
dtφξ,µ+t∆µ,ω,τ(0)(ψ)|t=0 = βµ(ψ),
d
dtφξ+t∆ξ,µ,ω,τ(0)(ψ)|t=0 = βξ(ψ),
d
dtφξ,µ,ω+t,τ(0)(ψ)|t=0 = βω(ψ).
Using (43), Lemma 3.15, 3.16, we have the following estimates
Lemma 3.17.
‖βµ(ψ)‖C1ε ≤ C(τ0, C1, C2, C3)ε‖∆µ‖C0 , (46)
‖βξ(ψ)‖C1ε ≤ C(τ0, C1, C2, C3)‖∆ξ‖C1x0 , (47)
‖βω(ψ)‖C1ε ≤ C(τ0, C1, C2, C3)ε. (48)
Moreover if we consider
∂(∆τ, ζ(LΓε ))
∂(ω, φ(0))
where ∆τ = τ(LΓε )− τ(0) and ζ = φψ. We can get
∂∆τ
∂ω ≥ C5(τ0)ε2
| ∂∆τ∂φ(0) | ≤ K1(τ0, C1, C2, C3)ε
|∂ζ(
LΓ
ε )
∂ω | = |β′ω(LΓε )| ≤ K2(τ0, C1, C2, C3)ε
∂ζ(
LΓ
ε )
∂φ(0) = β
′
1(
LΓ
ε ) ≥ exp(−C(τ0)(1 + C1 + C2 + C3)) 1ε .
(49)
We will prove this lemma in Appendix E. We note that the proof of (47) relies
on Lemma 3.6, the “average 0” lemma.
Step 5. Match the boundary value
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Lemma 3.18. For C1, C2 > 0, if ‖ξ‖C1x0 ≤ C1ε
2 and ‖µ‖Cαε ≤ C2, we can choose
C3, C4 and δ such that when 0 < ε < δ, there are unique ωξ,µ and φ(0)ξ,µ (or
τ(0)ξ,µ) such that{
φξ,µ,ωξ,µ,φ(0)ξ,µ(0) = φξ,µ,ωξ,µ,φ(0)ξ,µ(
LΓ
ε ) = φ(0)ξ,µ,
φ′ξ,µ,ωξ,µ,φ(0)ξ,µ(0) = φ
′
ξ,µ,ωξ,µ,φ(0)ξ,µ(
LΓ
ε ) = 0
and
|ωξ,µ| ≤ C3,
|φ(0)ξ,µ − 1−
√
1− 4τ0
2
| ≤ C4ε2.
Proof. We begin with ω = 0, τ(0) = τ0. From (37) and Corollary 3.12 we have for
a particular C˜ = C˜(τ0)
|∆τ | = |τ(LΓ
ε
)− τ(0)| ≤ C˜(τ0)ε2(1 + C1 + C2)
|ζ(LΓ
ε
)| ≤ C˜(τ0)ε(1 + C1 + C2).
We choose
C3 =
4C˜(τ0)(1 + C1 + C2)
C5(τ0)
and
C4 = 4K˜2C
−1
5 C˜(τ0)(1 + C1 + C2) exp(C(τ0)(1 + C1 + C2 + C3))
where K˜2 = K˜2(τ0, C1, C2, C3, C5) = K2(τ0, C1, C2, C3) + C5. We choose
0 < ε ≤ C6 = min{C(τ0)
C4
,
C5 exp(−C(τ0)(1 + C1 + C2 + C3))
2|K1K˜2|+ 1
}.
Note that first C4ε2 ≤ C(τ0)ε, so one can work with a uniform constant C5(τ0) > 0
such that
∂∆τ
∂ω
≥ C5ε2.
First we prove the uniqueness. For ω1, ω2 ∈ [−C3, C3], φ(0)1, φ(0)2 ∈ [ 1−
√
1−4τ0
2 −
C4ε
2, 1−
√
1−4τ0
2 +C4ε
2], if ∆τ and ζ(LΓε ) takes the same value at (ω1, φ(0)1) and
(ω2, φ(0)2) then there exists ω3, ω4 lying between ω1, ω2 and φ(0)3, φ(0)4 lying
between φ(0)1, φ(0)2 such that[ ∂∆τ
∂ω |(ω3,φ(0)1) ∂∆τ∂φ(0) |(ω2,φ(0)3)
∂ζ(
LΓ
ε )
∂ω |(ω4,φ(0)1)
∂ζ(
LΓ
ε )
∂φ(0) |(ω2,φ(0)4)
] [
ω1 − ω2
φ(0)1 − φ(0)2
]
=
[
0
0
]
.
From estimate (49), the matrix
[ ∂∆τ
∂ω |(ω3,φ(0)1) ∂∆τ∂φ(0) |(ω2,φ(0)3)
∂ζ(
LΓ
ε )
∂ω |(ω4,φ(0)1)
∂ζ(
LΓ
ε )
∂φ(0) |(ω2,φ(0)4)
]
is invert-
ible as long as ε ≤ C6. So ω1 = ω2 and φ(0)1 = φ(0)2. We have proved the
uniqueness.
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For the existence first we perturb ω within C˜(1+C1+C2)C5 such that ∆τ = 0.
Then ζ(LΓε ) will change no more than K2
C˜(1+C1+C2)
C5
ε. Then we perturb φ(0)
within
K˜2C
−1
5 C˜(1 + C1 + C2) exp(C(τ0)(1 + C1 + C2 + C3))ε
2
such that ζ(LΓε ) = 0. Then ∆τ will change no more than K1K˜2C
−1
5 C˜(1 + C1 +
C2) exp(C(τ0)(1 + C1 + C2 + C3))ε
3. From
ε ≤ C5 exp(−C(τ0)(1 + C1 + C2 + C3))
2|K1K˜2|+ 1
we know
K1K˜2C
−1
5 C˜(1 + C1 + C2) exp(C(τ0)(1 + C1 + C2 + C3))ε
3
≤1
2
C˜(1 + C1 + C2)ε
2.
Then by an iteration argument, we have, there exists |ωξ,µ| ≤ C3 and |φ(0)ξ,µ −
1−√1−4τ0
2 | ≤ C4ε2 such that ∆τ = 0 and ζ(LΓε ) = 0. From |φξ,µ,ωξ,µ ,τ(0)ξ,µ(LΓε )−
φξ,µ,ω
ξ,µ
,τ(0)ξ,µ(0)| ≤ Cε, we know φξ,µ,ωξ,µ ,τ(0)ξ,µ(LΓε ) = φξ,µ,ωξ,µ ,τ(0)ξ,µ(0).
From Corollary 3.12 and Lemma 3.18 we have
Corollary 3.19. For given C1, C2 and τ0 there is C = C(τ0, C1, C2) such that
‖φξ,µ(ψ)− φτ0(ψ)‖C2,αε ≤ Cε.
As |τ(0)ξ,µ − τ0| ≤ Cε2, we know (φξ,µ, ζξ,µ) is within Cε2 neighborhood of
(φτ0 , ζτ0). So similar to the construction of Φ, we can construct Φ˜ by projecting
(φξ,µ, ζξ,µ) to the orbit (φτ0 , ζτ0). We have
Corollary 3.20. For φξ,µ,ωξ,µφ(0)ξ,µ(ψ) we have a C
1 map
Φ˜ = Φ˜ξ,µ,τ0 : Γ→ Γ
such that
|φξ,µ,ωξ,µφ(0)ξ,µ(ψ)− φτ0(Φ˜(ψ))|+ |ζξ,µ,ωξ,µφ(0)ξ,µ(ψ)− ζτ0(Φ˜(ψ))|
≤C(τ0, C1, C2)ε2
and {
|Φ˜(ψ)− ψ| ≤ C(τ0, C1, C2)ε,
|Φ˜′(ψ)− 1| ≤ C(τ0, C1, C2)ε2.
Moreover suppose ψi is the ith local minimum point of φξ,µ,ωξ,µφ(0)ξ,µ , then Φ˜(ψi)
is the ith local minimum point of φτ0 . In particular Φ˜(0) = 0, Φ˜(LΓ) = LΓ.
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Step 6. Main estimates of 0th mode For
‖ξ1‖C1x0 , ‖ξ2‖C1x0 ≤ C1ε
2, ‖µ1‖Cαε , ‖µ2‖Cαε ≤ C2,
we have
‖φξ1,µ1,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ)− φξ2,µ2,ωξ2,µ2 ,τ(0)ξ2,µ2 (ψ)‖C1ε
≤‖φξ1,µ1,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ)− φξ2,µ2,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ)‖C1ε
+ ‖φξ2,µ2,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ)− φξ2,µ2,ωξ2,µ2 ,τ(0)ξ2,µ2 (ψ)‖C1ε .
Note that from (46) and (47) we have
‖φξ1,µ1,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ)− φξ2,µ2,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ)‖C1ε
≤
ˆ 1
0
‖ d
dt
φtξ1+(1−t)ξ2,µ1,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ)‖C1εdψ
+
ˆ 1
0
‖ d
dt
φξ2,tµ1+(1−t)µ2,,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ)‖C1εdψ
≤Cε‖µ2 − µ1‖Cαε + C‖ξ2 − ξ1‖C1x0 .
By comparing φξ2,µ2,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ) with φξ1,µ1,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ), we have for
φξ2,µ2,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ)
|∆τ | ≤ C(τ0, C1, C2, C3)(ε2‖µ2 − µ1‖Cαε + ε‖ξ2 − ξ1‖C1x0 ),
|ζ(LΓ
ε
)| ≤ C(τ0, C1, C2, C3)(ε‖µ2 − µ1‖Cαε + ‖ξ2 − ξ1‖C1x0 ).
If we denote (
B11 B12
B21 B22
)
=
∂(∆τ, ζ(LΓε ))
∂(ω, φ(0))
−1
,
we can get
|B11| ≤ 2C−15 ε−2
|B22| ≤ 2 exp(C(τ0)(1 + C1 + C2 + C3))ε
|B12| ≤ 2K1C−15 exp(C(τ0)(1 + C1 + C2 + C3))
|B21| ≤ 2K2C−15 exp(C(τ0)(1 + C1 + C2 + C3)).
So we know for some C = C(τ0, C1, C2, C3){
|ωξ2,µ2 − ωξ1,µ1 | ≤ Cε (ε‖µ2 − µ1‖Cαε + ‖ξ2 − ξ1‖C1x0 )
|φ(0)ξ2,µ2 − φ(0)ξ1,µ1 | ≤ C(ε2‖µ2 − µ1‖Cαε + ε‖ξ2 − ξ1‖C1x0 )
So from (48) and Lemma 3.16 we have
|φξ2,µ2,ωξ2,µ2 ,τ(0)ξ2,µ2 (ψ)− φξ1,µ1,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ)|
+ |ζξ2,µ2,ωξ2,µ2 ,τ(0)ξ2,µ2 (ψ)− ζξ1,µ1,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ)|
≤C(ε‖µ2 − µ1‖Cαε + ‖ξ2 − ξ1‖C1x0 ).
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And from (27)
‖φξ2,µ2,ωξ2,µ2 ,τ(0)ξ2,µ2 (ψ)− φξ1,µ1,ωξ1,µ1 ,τ(0)ξ1,µ1 (ψ)‖C2,αε
≤C(ε‖µ2 − µ1‖Cαε + ‖ξ2 − ξ1‖C1x0 ).
At last note C3 = C3(τ0, C1, C2). So C(τ0, C1, C2, C3) = C(τ0, C1, C2).
4 The existence of CMC surfaces
4.1 A fixed point argument
In 0th mode, if we prescribe ξ ∈ C1x0 , µ ∈ Cαε , ωξ,µ and φ(0)ξ,µ in ρ, we can get
φξ,µ,ωξ,µ,φ(0)ξ,µ , which we denote by φξ,µ for short. We define parameter s using
ψ˙ = dψds = φ
2
ξ,µ + τξ,µ where τξ,µ = −φ2ξ,µ + φξ,µ√1+ζ2ξ,µ . From (27) we know
φ˙2ξ,µ + (φ
2
ξ,µ + τξ,µ)
2 = φ2ξ,µ.
And further we have
φ¨ξ,µ = φξ,µ − (2 + ρ)φξ,µ(φ2ξ,µ + τξ,µ),
ψ¨ξ,µ = φξ,µφ˙ξ,µ(2 + ρ).
Follow the calculations of mean curvature in Appendix A and we can getH(Dφξ,µ,p0,ε(w, η)).
We substitute
φ˙ξ,µψ¨
φξ,µ
− φ¨ξ,µψ˙
φξ,µ
= φ2ξ,µ − τξ,µ + φ2ξ,µρ
for (60).
Definition 4. In the following, Lξ,µ(w˜, η) denotes any expression which is linear
differential operator (of order at most 2), which satisfies
‖Lξ,µ(w˜, η)‖Cαε ≤C(‖w˜‖C2,αε (SNΓ) + ‖η‖C2,αx0,ε(Γ,NΓ)),
‖Lξ1,µ1(w˜, η)− Lξ2,µ2(w˜, η)‖Cαε ≤C(ε‖µ1 − µ2‖Cαε + ‖ξ1 − ξ2‖C1x0 )
× (‖w˜‖C2,αε (SNΓ) + ‖η‖C2,αx0,ε(Γ,NΓ)).
Qξ,µ(w˜, η) denotes any nonlinear differential operator (of order less than or equal
to 2 ) in w˜ and η which vanishes quadratically in the pair (w˜, η) and such that
‖Qξ,µ(w˜1, η1)−Qξ,µ(w˜2, η2)‖Cαε ≤C sup
i=1,2
(‖w˜i‖C2,αε (SNΓ) + ‖ηi‖C2,αx0,ε(Γ,NΓ))
× (‖w˜1 − w˜2‖C2,αε (SNΓ) + ‖η1 − η2‖C2,αx0,ε(Γ,NΓ)),
‖Qξ1,µ1(w˜, η)−Qξ2,µ2(w˜, η)‖Cαε ≤C(ε‖µ1 − µ2‖Cαε + ‖ξ1 − ξ2‖C1x0 )
× (‖w˜‖2
C2,αε (SNΓ)
+ ‖η‖2
C2,αx0,ε(Γ,NΓ)
).
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Finally Eξ,µ = E(φξ,µ,
∂φξ,µ
∂ψ , ψ), where E is defined in Definition 2. For Eξ,µ, we
have
‖Eξ1,µ1 − Eξ2,µ2‖ ≤ C(ε‖µ1 − µ2‖Cαε + ‖ξ1 − ξ2‖C1x0 ).
Note that each time when φ¨, ψ¨ appear, one term ρ comes out. Then, letting
ζξ,µ = ∂ψφξ,µ, we have,
H(Dφξ,µ,p0,ε(w˜, η)) =
2
ε
+
ρ
ε
+
1
ε
L˜ξ,µw˜+ < Jξ,µη,Υ >
+ε(F1(φξ,µ, ζξ,µ) ? R1 + F2(φξ,µ, ζξ,µ) ? R2)
+(ε2 + ερ)Eξ,µ + F3(φξ,µ, ζξ,µ) ? R3(η) (50)
+(ε+ ε−1ρ)Lξ,µ(w˜, η) + ε−1(1 + ρ)Qξ,µ(w˜, η)
where
L˜ξ,µw˜ = − ψ˙ξ,µ
φ3ξ,µ
(
∂2
∂s2
+
∂2
∂θ2
)w˜ − (φ2ξ,µ − τξ,µ)
φ˙ξ,µ
φ4ξ,µ
∂w
∂s
− ψ˙ξ,µ
φ3ξ,µ
w˜,
Jξ,µη = −
ψ˙3ξ,µ
φ3ξ,µ
∂2η
(∂x0)2
− 1
ε
(
ψ˙ξ,µψ¨ξ,µ
φ3ξ,µ
+ 2(φ2ξ,µ − τξ,µ)
φ˙ξ,µψ˙ξ,µ
φ4ξ,µ
)
∂η
∂x0
−φ−2ξ,µ(2φ˙ξ,µψ¨ξ,µ + 2
φ˙2ξ,µψ˙ξ,µ
φξ,µ
+
ψ˙3ξ,µ
φξ,µ
−2 ψ˙
2
ξ,µ
φξ,µ
(φ2ξ,µ − τξ,µ)− 2φξ,µφ˙2ξ,µ)R(η,X0)X0.
Theorem 4.1. 1. The operator
L˜ξ,µ : Π˜C2,αε (SNΓ)→ Π˜C0,αε (SNΓ)
is invertible and for some uniform C
‖w˜‖C2,αε ≤ C‖L˜ξ,µw˜‖C0,αε .
2. The operator
Jξ,µ : C2,αx0,ε(Γ, NΓ)→ Cαε (Γ, NΓ)
is invertible and for some uniform C
‖η‖C2,αx0,ε ≤ C‖Jξ,µη‖Cαε . (51)
3. If
Jξ,µηˆ = −2
3
εφ˙ξ,µP1(R(Υθ, X0,Υ,Υθ)),
we have
‖ηˆ‖C2,αx0,ε ≤ Cε
2.
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Proof. For the first item, consider the bilinear functional on the space Π˜W 1,2ε (SNΓ)
Bξ,µ(w, v) =
ˆ
SNΓ
(v(φξ,µL˜ξ,µ)w)dθdψ.
By using exactly the same argument as used in Subsection 3.2, we can prove the
results.
For the second and third item, consider ψ˙
3
ξ,µ
φξ,µ
Jξ,µη. Let ∂∂y0 =
ψ˙3ξ,µ
φ2ξ,µ
∂
∂x0
. From
Corollary 3.20, we know y0(LΓ) = I ′1LΓ, I ′1 = I1 + O(ε2). Now we define y˜ =
(I ′1)
−1y0 and define F and P
F(p)
p as in the paragraph before Lemma 3.2.
ψ˙3ξ,µ
φξ,µ
Jξ,µη(q) =− ∂
2η
∂y20
(q)−Ψ1(φξ,µ, ∂φξ,µ
∂ψ
)R|q(η(q), X0)X0 + 1
ε
ρL(η)
=J˜ ′Aη + (I ′2 −Ψ1|q)(P qF−1(q)R)(η(q), X0)X0
+ Ψ1|x0(P qF−1(q)R−R|q)(η(q), X0)X0 +
1
ε
ρL(η)
=J˜ ′Aη + (I ′2 −Ψ1|q)(P qF−1(q)R)(η(q), X0)X0 + εL(η),
where I ′2 = I2 + O(ε2) and I ′21 I ′2 = 1. I ′21 J˜ ′A is conjugate to JA. The rest of the
proof is similar to Theorem 3.3. However, the primitive of (I ′2−Ψ1) and ψ˙
3
ξ,µ
φξ,µ
φ˙ξ,µ
may not be global smooth function on the geodesic. Nevertheless, from Corollary
3.13, we know
χ(y1) =
ˆ y1
0
(I ′2 −Ψ1)dy0 = O(ε),
χ(LΓ) = O(ε
2).
From the proof of Lemma 3.4, by noticing
I ′2 −Ψ1 = (I ′2 −Ψ1 −
χ(LΓ)
LΓ
) +
χ(LΓ)
LΓ
,
we can prove the second item. For ψ˙
3
ξ,µ
φξ,µ
φ˙ξ,µ we can do the same thing. So all the
argument in Theorem 3.3 works here and we can prove this theorem.
Consider
1
ε L˜ξ,µw˜ = −Π0(ε(F1(φξ,µ, ζξ,µ) ? R1 + F2(φξ,µ, ζξ,µ) ? R2) + (ε2 + ερ)Eξ,µ
+F3(φξ,µ, ζξ,µ) ? R3(η) + (ε+ ε
−1ρ)Lξ,µ(w˜, η) + ε−1(1 + ρ)Qξ,µ(w˜, η)),
Jξ,µη = −P1(εF2(φξ,µ, ζξ,µ) ? R2) + (ε2 + ερ)Eξ,µ + (ε+ ε−1ρ)Lξ,µ(w˜, η)
+ε−1(1 + ρ)Qξ,µ(w˜, η)).
(52)
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From Theorem 4.1 and the properties of Lξ,µ, Qξ,µ, Eξ,µ in Definition 4, we can
solve this system and get (w˜ξ,µ, ηξ,µ) which satisfies
‖w˜ξ,µ‖C2,αε + ‖ηξ,µ‖C2,αx0,ε ≤ Cε
2.
Moreover, from Theorem 3.7, Theorem 4.1, Definition 4, we can prove
Lemma 4.2.{
‖w˜ξ+∆ξ,µ+∆µ − w˜ξ,µ‖C2,αε ≤ Cε2(ε‖∆µ‖Cαε + ‖∆ξ‖C1x0 ),
‖ηξ+∆ξ,µ+∆µ − ηξ,µ‖C2,αx0,ε ≤ Cε(ε‖∆µ‖Cαε + ‖∆ξ‖C1x0 ).
One can calculate
H(Dφξ,µ,p0,ε(w˜ξ,µ, ηξ,µ))−
2
ε
= Π0(H(Dφξ,µ,p0,ε(w˜ξ,µ, ηξ,µ))−
2
ε
)
= F4(φξ,µ, ζξ,µ)(Π0(R(Υ, X0, ηξ,µ,Υ)) + ξ(x0)) + ε
2µ+ Π0((ε
2 + ερ)Eξ,µ
+(ε+ ε−1ρ)Lξ,µ(w˜, η) + ε−1(1 + ρ)Qξ,µ(w˜, η)) + ε2ωξ,µφ−1ξ,µ
dφξ,µ
dψ
.
Now we define a map
Ω : C1x0 × Cαε → C1x0 × Cαε
(ξ, µ) 7→ (Ω1(ξ, µ),Ω2(ξ, µ))
where 
Ω1(ξ, µ) = −Π0(R(Υ, X0, ηξ,µ,Υ))
Ω2(ξ, µ) = −ε−2Π0((ε2 + ερ)Eξ,µ + (ε+ ε−1ρ)Lξ,µ(w˜, η)
+ε−1(1 + ρ)Qξ,µ(w˜, η)).
(53)
Lemma 4.3. For fixed C1, C2 if ‖ξ‖C1x0 ≤ C1ε
2, ‖µ‖Cαε ≤ C2, there is C > 0
which does not depend on ε such that
‖(Ω1(ξ1, µ1),Ω2(ξ1, µ1))− (Ω1(ξ2, µ2),Ω2(ξ2, µ2))‖ε,α
≤ Cε‖(ξ1 − ξ2, µ1 − µ2)‖ε,α (54)
where the ‖(·, ·)‖ε,α norm is defined in Subsection 2.1.3.
Proof.
‖(Ω1(ξ1, µ1),Ω2(ξ1, µ1))− (Ω1(ξ2, µ2),Ω2(ξ2, µ2))‖ε,α
≤‖Ω1(ξ1, µ1)− Ω1(ξ2, µ2)‖C1x0 + ε‖Ω
2(ξ1, µ1)− Ω2(ξ2, µ2)‖Cαε .
From Lemma 4.2,
‖Ω1(ξ1, µ1)− Ω1(ξ2, µ2)‖C1x0 ≤ C‖ηξ1,µ1 − ηξ2,µ2‖C1x0
≤ Cε‖(ξ1 − ξ2, µ1 − µ2)‖ε,α.
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Notice that ρ = ρξ,µ = O(ε2). From Definition 4 and Lemma 4.2, we have
‖Ω2(ξ1, µ1)− Ω2(ξ2, µ2)‖Cαε ≤Cε−2(ε2|Eξ1,µ1 − Eξ2,µ2 |
+ ε|Lξ1,µ1(w˜ξ1,µ1 , ηξ1,µ1)− Lξ2,µ2(w˜ξ2,µ2 , ηξ2,µ2)|
+ ε−1|Qξ1,µ1(w˜ξ1,µ1 , ηξ1,µ1)−Qξ2,µ2(w˜ξ2,µ2 , ηξ2,µ2)|
+O(ε)|ρξ1,µ1 − ρξ2,µ2 |)
≤C‖(ξ1 − ξ2, µ1 − µ2)‖ε,α.
So we proved this lemma.
If ξ0 = 0, µ0 = 0, we can get w˜0,0, η0,0, whose norms only depend on the
curvature terms along the geodesic. So there is C7 which only depends on the
norms of the curvatures along the geodesic, such that
‖Ω1(0, 0)‖C1x0 ≤ C7ε
2
ε‖Ω2(0, 0)‖Cαε ≤ C7ε
and if we assume
ξ1 = Ω1(0, 0)
µ1 = Ω2(0, 0),
from (54)
‖Ω1(ξ1, µ1)− ξ1‖C1x0 ≤ C7ε
2
ε‖Ω2(ξ1, µ1)− µ1‖Cαε ≤ C7ε2,
where we can use the same constant C7. Then
‖Ω(ξ1, µ1)− (ξ1, µ1)‖ε,α ≤ 2C7ε2.
Let
Ξ(5C7) = {(ξ, µ) : ‖(ξ, µ)− (ξ1, µ1)‖ε,α ≤ 5C7ε2}
We assume C1 = C2 = 10C7. Let
Ξ(C1, C2) = {(ξ, µ) : ‖ξ‖C1x0 ≤ C1ε
2, ‖µ‖Cαε ≤ C2}.
It is obvious that
Ξ(5C7) ⊂ Ξ(C1, C2).
So if (ξ1, µ1), (ξ2, µ2) ∈ Ξ(5C7), then
‖Ω(ξ1, µ1)− Ω(ξ2, µ2)‖ε,α ≤ Cε‖(ξ1 − ξ2, µ1 − µ2)‖ε,α.
If we choose ε such that
Cε ≤ 1
100
,
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then Ω2 maps Ξ(5C7) into itself. Note that Ξ(5C7) is a complete metric space.
From fixed point theorem, there is a unique
(ξˆ, µˆ) ∈ Ξ(5C7)
such that
Ω(ξˆ, µˆ) = (ξˆ, µˆ).
For this (ξˆ, µˆ), we have
H(Dφξˆ,µˆ,p0,ε(w˜ξˆ,µˆ, ηξˆ,µˆ)) =
2
ε
+ ε2ωξˆ,µˆφ
−1
ξˆ,µˆ
∂φξˆ,µˆ
∂ψ
.
4.2 The energy of the surface and the last step of the proof.
So far what we’ve got is a global smooth surface Dφξˆ,µˆ,p0,ε(w˜ξˆ,µˆ, ηξˆ,µˆ) whose mean
curvature is
2
ε
+ ωξˆ,µˆε
2φ−1
ξˆ,µˆ
∂φξˆ,µˆ
∂ψ
.
In (27), we have chosen a point p0 where ψ = 0 (and also x0 = 0), i.e. φ(ψ)
attains a local minimum at p0. We call p0 the starting point. From the analysis
above, we find that ξˆ, µˆ and ωξˆ,µˆ only depend on p0. The last thing we can
do is to move the starting point along the geodesic such that ωξˆ,µˆ = 0. View
ψ ∈ (−ε0, ε0) as local coordinate about p0 and ψ(p0) = 0. Now choose ψ = δ
instead of ψ = 0 as the starting point. We can do all the analysis above and get
(ξˆδ, µˆδ, ωδ = ωξˆδ,µˆδ , φδ(δ) = φξˆδ,µˆδ(δ), φδ = φξˆδ,µˆδ , w˜δ, ηδ) which satisfy similar
estimates as δ = 0 case and
H(Dφδ,δ,ε(w˜δ, ηδ)) =
2
ε
+ ωδε
2φ−1δ
∂φδ
∂ψ
.
We make the following notations
∂fδ(ψ)
∂δ
|δ=0 = lim
δ→0
fδ(ψ)− f0(ψ)
δ
∂′fδ(ψ)
∂δ
|δ=0 = lim
δ→0
fδ(ψ)− f0(ψ − δ)
δ
.
We can take a new angle of view. We identify different starting points and
imagine that the curvature terms are translated along the geodeisc. We know
∂′
∂δ
Ri = εR¯i (55)
and R¯i’s derivatives with respect to x0 are bounded. Besides, R¯i belongs to the
same subspace (range of Π0,Π1, Π˜) as Ri does. So if we revise each mode, we
know that φδ, w˜δ, ηδ vary smoothly in δ. We want to study ∂
′φδ
∂δ ,
∂′w˜δ
∂δ ,
∂′ηδ
∂δ .
Now we start with the initial surface Dφξˆ,µˆ,p0,ε(w˜ξˆ,µˆ, ηξˆ,µˆ). φξˆ,µˆ satisfies (27)
with ξ = ξˆ, µ = µˆ, φ(0) = φ(0)ξˆ,µˆ, ω = ωξˆ,µˆ. Heuristically when δ has a variation
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of size 1, the C1x0 norm of Ri will has a variation of O(ε). At first we fix ξ = ξˆ and
µ = µˆ. By analyzing both nonlinear ODE and its linearized equations, we find
ω should be perturbed as large as O(ε) and φ(0) should be perturbed as large as
O(ε3) to match the boundary value. Hence we know ‖φδ(ψ+ δ)−φξˆ,µˆ(ψ)‖C2,αε =
O(ε2). From Theorem 4.1, (52)and Definition 4 we have ‖w˜δ(ψ+δ)−w˜(ψ)‖C2,αε ≤
Cε3, ‖ηδ(ψ+δ)−η(ψ)‖C2,αx0,ε ≤ Cε
3. Now we replace (ξˆ, µˆ) with (Ω1(ξˆ, µˆ),Ω2(ξˆ, µˆ)).
From (53), ξˆ has a O(ε3) variation and µˆ has a variation of O(ε) which implies an
ε2 variation again on φδ by (29) and hence a O(ε4) variation on w˜δ and a O(ε3)
variation on ηδ. However, in the second step of iteration µˆ only has a variation of
O(ε2). So the iteration argument works.
1 2 3 · · · k · · ·
ωδ
| · | ε ε ε
2 · · · εk−1 · · ·
φδ(δ)
| · | ε
3 ε3 ε4 · · · εk+1 · · ·
φδ(·+ δ)
‖ · ‖C2,αε
ε2 ε2 ε3 · · · εk · · ·
w˜δ(·+ δ)
‖ · ‖C2,αε
ε3 ε4 ε5 · · · εk+2 · · ·
ηδ(·+ δ)
‖ · ‖C2,αx0,ε
ε3 ε3 ε4 · · · εk+1 · · ·
ξδ(·+ δ)
‖ · ‖C1x0
ε3 ε3 ε4 · · · εk+1 · · ·
µδ(·+ δ)
‖ · ‖Cαε
ε ε2 ε3 · · · εk · · ·
In the above form, for example, the εk+1 in (ηδ(·+δ), k) position means in the
kth step of iteration, ηδ(·+ δ) has a variation of εk+1 measured in ‖ · ‖C2,αx0,ε norm.
The above argument can be made precise by taking ∂
′
∂δ derivative to each mode
as well as the expression (53).
At last we get
‖ ∂
′
∂δ
φδ|δ=0‖C2,αε ≤ Cε2,
‖ ∂
′
∂δ
ηδ|δ=0‖C2,αx0,ε ≤ Cε
3,
‖ ∂
′
∂δ
w˜δ|δ=0‖C2,αε ≤ Cε3.
So we have
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∂∂δ
(ε(φδ + w˜δ)+ < ηδ,Υ >)|δ=0
=
∂′
∂δ
(ε(φδ + w˜δ)+ < ηδ,Υ >)|δ=0 − ∂
∂ψ
(ε(φξˆ,µˆ + w˜ξˆ,µˆ)+ < ηξˆ,µˆ,Υ >)|ψ=0
=− ε∂φξˆ,µˆ
∂ψ
+O(ε3).
Consider the energy functional of the surface Σδ = Dφδ,δ,ε(w˜δ, ηδ)
EN(Σδ) = Area(Σδ)− 2
ε
Vol(Σδ).
We have
d
dδ
EN(Σδ)|δ=0
=
d
dδ
(Area(Σδ)-
2
ε
Vol(Σδ))
=
ˆ
Σ0
H
∂
∂δ
(ε(φδ(ψ) + w˜δ)+ < ηδ,Υ >)|δ=0 < N,Υ > dS
−2
ε
ˆ
Σ0
∂
∂δ
(ε(φδ(ψ) + w˜δ)+ < ηδ,Υ >)|δ=0 < N,Υ > dS
= −ε3ωξˆ,µˆ
ˆ
Σ0
φ−1
ξˆ,µˆ
[(
∂φξˆ,µˆ
∂ψ
)2 +O(ε2)] < N,Υ > dS,
where Σ0 = Dφξˆ,µˆ,p0,ε(w˜ξˆ,µˆ, ηξˆ,µˆ). Note that
ˆ
Σ0
φ−1
ξˆ,µˆ
(
∂φξˆ,µˆ
∂ψ
)2 < N,Υ > dS
is always positive.
Similarly for δ ∈ [0, LΓε ], we can prove that
d
dδ
EN(Σδ)|δ=0
=− ε3ωδ
ˆ
Σδ
φ−1δ [(
∂
∂ψ
φδ)
2 +O(ε2)] < N,Υ > dS
with the integral being always positive. If E is constant when δ ∈ [0, LΓε ], we have
for every δ, ωδ = 0. Then we have infinitely many Delaunay type constant mean
curvature surfaces. If E is not always constant, we will at least get two zeros of
d
dδE(Σδ), where we have ωδ = 0. Then we get two Delaunay type constant mean
curvature surfaces. The two surfaces are not the same, because they correspond
to the maximal value and minimal value of E. That the Delaunay type CMC
surfaces are embedded is evident. First the CMC surfaces constructed can be
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viewed as a smooth map from T 2 to M, because the unit normal bundle of Γ has
T 2 topology. And because T 2 is compact topological space, we need only to prove
that this map is injective. This is easily seen from the fact that Γ is simply closed
and embedded and the estimates of the functions in each mode. So we proved the
main theorem.
For Corollary 1.2, we see that the non-degeneracy condition of the Jacobi
operator of the geodesic is only used in 1st mode. However, when the metric
around Γ has rotational symmetry, i.e. ∂∂θ is killing vector field, if we look at the
expression of mean curvature (13), we will find that R1, R2 and E have no 1st
mode or high mode projections. So we may assume η = 0 and w˜ = 0. The only
thing that we need to do is to solve the 0th mode. So we can use the procedure in
Subsection 3.5 to solve 0th mode up to the kernel ∂φ∂ψ . And then we use the same
argument as in this Subsection to remove the kernel. So we can get the CMC
surfaces of Delaunay type.
A The calculation of the mean curvature
We prove (13) here. By definition we have
H(Dφτ0 ,p0,ε(w, η)) = gss < N,∇∂s∂s > +2gsθ < N,∇∂θ∂s > +gθθ < N,∇∂θ∂θ >
=
1
k
(gss < kN,∇∂s∂s > +2gsθ < kN,∇∂θ∂s >
+gθθ < kN,∇∂θ∂θ >).
First, we would like to point out that in the following, terms like η, ∂η∂x0 and
ε ∂
2η
∂x20
are collected in L(w, η). It is also similar forQ(w, η). This is why in Definition
2, we use C2,αx0,ε norm of η.
gss < kN,∇∂s∂s > = gss < N0 + a1∂s + a2∂θ,∇∂s∂s >
< ∂s,∇∂s∂s > =
1
2
∂s < ∂s, ∂s >
=
ε2
2
∂s(φ
2 + ε2φ2ψ˙2R(Υ, X0,Υ, X0) + 2εφψ˙
2R(Υ, X0, η,X0)
+
4
3
εφφ˙ψ˙R(Υ, X0, η,Υ) + 2φ˙
∂w
∂s
+ 2φ˙ψ˙ < Υ,
∂η
∂x0
>e
+ε2L(w, η) +Q(w, η) +O(ε3)),
=
ε2
2
(2φφ˙+ L(w, η) +Q(w, η) +O(ε2)), (56)
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< ∂θ,∇∂s∂s > = ∂s < ∂θ, ∂s > − < ∇∂s∂θ, ∂s >
= ∂s < ∂θ, ∂s > −1
2
∂θ < ∂s, ∂s >
= ε2∂s(
2
3
ε2φ3ψ˙R(Υ, X0,Υ,Υθ) +
2
3
εφ2ψ˙(R(Υ, X0, η,Υθ)
+R(η,X0,Υ,Υθ)) +
1
3
εφ2φ˙R(η,Υ,Υ,Υθ) + φ˙
∂w
∂θ
+φψ˙ <
∂η
∂x0
,Υθ >e +ε
2L(w, η) +Q(w, η) +O(ε3))
−ε
2
2
∂θ(φ
2 + ε2φ2ψ˙2R(Υ, X0,Υ, X0) + 2εφψ˙
2R(Υ, X0, η,X0)
+
4
3
εφφ˙ψ˙R(Υ, X0, η,Υ) + 2φ˙
∂w
∂s
+ 2φ˙ψ˙ < Υ,
∂η
∂x0
>e
+ε2L(w, η) +Q(w, η) +O(ε3)),
= ε2(O(ε2) + L(w, η) +Q(w, η)). (57)
∇∂s∂s = ε∇∂s(ψ˙X0 + (φ˙+
∂w
∂s
)Υ + ψ˙
∂ηi
∂x0
Xi)
= ε(ψ¨X0 + (φ¨+
∂2w
∂s2
)Υ + (ψ¨
∂ηi
∂x0
+ ψ˙2ε
∂2ηi
∂x20
)Xi)
+ε2(ψ˙2∇X0X0 + (φ˙+
∂w
∂s
)2∇ΥΥ + ψ˙2( ∂η
i
∂x0
)(
∂ηj
∂x0
)∇XiXj
+2ψ˙(φ˙+
∂w
∂s
)∇X0Υ + 2ψ˙2
∂ηi
∂x0
∇X0Xi + 2(φ˙+
∂w
∂s
)ψ˙
∂ηi
∂x0
∇ΥXi)
We calculate
< N0,∇∂s∂s > = <
1
φ
(φ˙X0 − ψ˙Υ),∇∂s∂s >
term by term. There would be 20 terms totally.
<
φ˙
φ
X0, εψ¨X0 > = ε
φ˙ψ¨
φ
< X0, X0 >
= ε
φ˙ψ¨
φ
(1 + ε2φ2R(Υ, X0,Υ, X0)p + 2εφR(Υ, X0, η,X0)p
+ε2L(w, η) +Q(w, η) +O(ε3))
= ε
φ˙ψ¨
φ
+ ε3φφ˙ψ¨R(Υ, X0,Υ, X0) + 2ε
2φ˙ψ¨R(Υ, X0, η,X0)
+ε3L(w, η) + εQ(w, η) +O(ε4), (58)
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<
φ˙
φ
X0, ε(φ¨+
∂2w
∂s2
)Υ > = ε
φ˙
φ
(φ¨+
∂2w
∂s2
) < X0,Υ >
= ε
φ˙
φ
(φ¨+
∂2w
∂s2
)(
2
3
εφR(Υ, X0, η,Υ)
+ε2L(w, η) +Q(w, η) +O(ε3))
=
2
3
ε2φ˙φ¨R(Υ, X0, η,Υ) + ε
3L(w, η) + εQ(w, η) +O(ε4),
<
φ˙
φ
X0, εψ¨
∂ηi
∂x0
Xi > = ε
φ˙ψ¨
φ
∂ηi
∂x0
< X0, Xi >
= ε
φ˙ψ¨
φ
∂ηi
∂x0
(O(ε2) + εL(w, η) +Q(w, η) +O(ε))
= ε3L(w, η) + εQ(w, η),
<
φ˙
φ
X0, ε
2ψ˙2
∂2ηi
∂x20
Xi > = ε
2 φ˙ψ˙
2
φ
∂2ηi
∂x20
(O(ε2) + εL(w, η)
+Q(w, η) +O(ε)) (59)
= ε3L(w, η) + εQ(w, η),
<
φ˙
φ
X0, ε
2ψ˙2∇X0X0 > = ε2
φ˙ψ˙2
φ
< X0,∇X0X0 >
= ε2
φ˙ψ˙2
φ
(O(ε2) + εL(w, η) +Q(w, η))
= O(ε4) + ε3L(w, η) + ε2Q(w, η),
<
φ˙
φ
X0, ε
2(φ˙+
∂w
∂s
)2∇ΥΥ > = ε2 φ˙
φ
(φ˙+
∂w
∂s
)2 < X0,∇ΥΥ >
= ε2
φ˙
φ
(φ˙+
∂w
∂s
)2(Υ < X0,Υ > − < ∇X0Υ,Υ >).
The method to calculate this will be used several times, so we write it in detail.
Although Υ actually depends on θ, here we are only interested in ∇ΥΥ, we may
pretend Υ is constant vector in the coordinates {x0, x1, x2}. We may make such
assumption where it is convenient. Evidently Υ(xk) = Υk. So
Υ < X0,Υ > = Υ(
2
3
R(Xk, X0, Xl,Υ)pxkxl +O(r
3))
=
2
3
R(Xk, X0, Xl,Υ)p(Υ
k(ε(φ+ w)Υl + ηl)
+(ε(φ+ w)Υk + ηk)Υl) +O(ε2) + εL(w, η) +Q(w, η)
=
2
3
R(Υ, X0, η,Υ) +O(ε
2) + εL(w, η) +Q(w, η),
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< ∇X0Υ,Υ >p = 0
for all p ∈ Γ. We consider
Xj < ∇X0Υ,Υ >p=< ∇Xj∇X0Υ,Υ >p + < ∇X0Υ,∇XjΥ >p .
From Lemma 2.1 we know (∇XαXβ)p = 0. So
Xj < ∇X0Υ,Υ >p = < ∇Xj∇X0Υ,Υ >p
= < ∇X0∇XjΥ,Υ >p +R(Xj , X0,Υ,Υ)p.
We know R(Xj , X0,Υ,Υ)p = 0. And we know ∇XjΥ = 0 always holds on the
geodesic. So (∇X0∇XjΥ)p = 0. So Xj < ∇X0Υ,Υ >p= 0. And we know
< ∇X0Υ,Υ > (x0, x1, x2) = O(r2) = O(ε2) + εL(w, η) +Q(w, η).
Now we get
<
φ˙
φ
X0, ε
2(φ˙+
∂w
∂s
)2∇ΥΥ > = 2
3
ε2
φ˙3
φ
R(Υ, X0, η,Υ)
+O(ε4) + ε3L(w, η) + ε2Q(w, η),
By using the skill above we can calculate all the remaining terms. We state the
result directly.
ε2 <
φ˙
φ
X0, ψ˙
2(
∂ηi
∂x0
)(
∂ηj
∂x0
)∇XiXj > = ε3Q(w, η),
ε2 <
φ˙
φ
X0, 2ψ˙(φ˙+
∂w
∂s
)∇X0Υ > = 2ε3φ˙2ψ˙R(Υ, X0,Υ, X0)
+2ε2
φ˙2ψ˙
φ
R(Υ, X0, η,X0)
+O(ε4) + ε3L(w, η) + ε2Q(w, η),
ε2 <
φ˙
φ
X0, 2ψ˙
2 ∂η
i
∂x0
∇X0Xi > = ε3L(w, η),
ε2 <
φ˙
φ
X0, 2(φ˙+
∂w
∂s
)ψ˙
∂ηi
∂x0
∇ΥXi > = ε3L(w, η) + ε2Q(w, η),
< − ψ˙
φ
Υ, εψ¨X0 > = −ε ψ˙ψ¨
φ
< Υ, X0 >
= −2
3
ε2ψ˙ψ¨R(Υ, X0, η,Υ) + ε
3L(w, η) + εQ(w, η) +O(ε4),
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< − ψ˙
φ
Υ, ε(φ¨+
∂2w
∂s2
)Υ > = −ε φ¨ψ˙
φ
− ε ψ˙
φ
∂2w
∂s2
+ε3L(w, η) + εQ(w, η) +O(ε4),
< − ψ˙
φ
Υ, εψ¨
∂ηi
∂x0
Xi > = −ε ψ˙ψ¨
φ
<
∂η
∂x0
,Υ >,
< − ψ˙
φ
Υ, ε2ψ˙2
∂2ηi
∂x20
Xi > = −ε2 ψ˙
3
φ
<
∂2η
∂x20
,Υ >,
< − ψ˙
φ
Υ, ε2ψ˙2∇X0X0 > = ε3ψ˙3R(Υ, X0,Υ, X0) + ε2
ψ˙3
φ
R(Υ, X0, η,X0)
+ε3L(w, η) + ε2Q(w, η) +O(ε4),
< − ψ˙
φ
Υ, ε2(φ˙+
∂w
∂s
)2∇ΥΥ >= ε3L(w, η) + ε2Q(w, η) +O(ε4),
< − ψ˙
φ
Υ, ε2ψ˙2(
∂ηi
∂x0
)(
∂ηj
∂x0
)∇XiXj > = ε3Q(w, η),
< − ψ˙
φ
Υ, ε22ψ˙(φ˙+
∂w
∂s
)∇X0Υ > = ε3L(w, η) + ε2Q(w, η) +O(ε4),
< − ψ˙
φ
Υ, ε22ψ˙2
∂ηi
∂x0
∇X0Xi >= ε3L(w, η),
< − ψ˙
φ
Υ, ε22(φ˙+
∂w
∂s
)ψ˙
∂ηi
∂x0
∇ΥXi >= ε3L(w, η) + ε2Q(w, η).
Collecting all the terms above and notice that
φ˙ψ¨
φ
− φ¨ψ˙
φ
= φ2 − τ0 (60)
we get
< N0,∇∂s∂s > = ε(φ2 − τ0)− ε
ψ˙
φ
∂2w
∂s2
− ε2 ψ˙
3
φ
<
∂2η
(∂x0)2
,Υ > −ε ψ˙ψ¨
φ
<
∂η
∂x0
,Υ >
+ε3(φφ˙ψ¨ + 2φ˙2ψ˙ + ψ˙3)R(Υ, X0,Υ, X0)
+ε2(2φ˙ψ¨ + 2
φ˙2ψ˙
φ
+
ψ˙3
φ
)R(Υ, X0, η,X0)
+ε2(
2
3
φ˙φ¨+
2
3
φ˙3
φ
− 2
3
ψ˙ψ¨)R(Υ, X0, η,Υ)
+ε3L(w, η) + εQ(w, η) +O(ε4), (61)
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gθθ < kN,∇∂θ∂θ > = gθθ < N0 + a1∂s + a2∂θ,∇∂θ∂θ > .
< ∂s,∇∂θ∂θ > = ∂θ < ∂s, ∂θ > −
1
2
∂s < ∂θ, ∂θ >
= ε2∂θ(
2
3
ε2φ3ψ˙R(Υ, X0,Υ,Υθ) +
2
3
εφ2ψ˙(R(Υ, X0, η,Υθ)
+R(η,X0,Υ,Υθ)) +
1
3
εφ2φ˙R(η,Υ,Υ,Υθ)
+φ˙
∂w
∂θ
+ φψ˙ <
∂η
∂x0
,Υθ >e +ε
2L(w, η) +Q(w, η) +O(ε3))
−ε
2
2
∂s(φ
2 + 2φw +
1
3
ε2φ4R(Υ,Υθ,Υ,Υθ)
+
2
3
εφ3R(Υ,Υθ, η,Υθ) + ε
2L(w, η) +Q(w, η) +O(ε3))
= −ε2φφ˙+O(ε4) + ε2L(w, η) + ε2Q(w, η), (62)
< ∂θ,∇∂θ∂θ > =
1
2
∂θ < ∂θ, ∂θ >
=
ε2
2
∂θ(φ
2 + 2φw +
1
3
ε2φ4R(Υ,Υθ,Υ,Υθ)
+
2
3
εφ3R(Υ,Υθ, η,Υθ) + ε
2L(w, η) +Q(w, η) +O(ε3))
= O(ε4) + ε2L(w, η) + ε2Q(w, η), (63)
∇∂θ∂θ = ε
∂w
∂θ
Υθ + ε
∂2w
∂θ2
Υ + ε2(φ+ w)2∇ΥθΥθ
+ε2(
∂w
∂θ
)2∇ΥΥ + ε2(φ+ w)∂w
∂θ
(∇ΥθΥ +∇ΥΥθ)
<
φ˙
φ
X0, ε
∂w
∂θ
Υθ > = ε
3L(w, η) + εQ(w, η),
<
φ˙
φ
X0, ε
∂2w
∂θ2
Υ > = ε4L(w, η) + εQ(w, η),
<
φ˙
φ
X0, ε
2(φ+ w)2∇ΥθΥθ > = ε2
φ˙
φ
(φ+ w)2 < X0,∇ΥθΥθ > .
Notice that
< X0,∇ΥθΥθ > = Υθ < X0,Υθ > − < ∇ΥθX0,Υθ > .
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We recall Υ(x0, x1, x2) =
(x1−η1,x2−η2)√
(x1−η1)2+(x2−η2)2
= (cos θ, sin θ) and Υθ(x0, x1, x2) =
(−x2+η2,x1−η1)√
(x1−η1)2+(x2−η2)2
= (− sin θ, cos θ). We denote (−x2 + η2, x1 − η1) by ∂˜θ, and√
(x1 − η1)2 + (x2 − η2)2 by r˜
Υθ < X0,Υθ > =
1
r˜
∂˜θ < X0,− sin θX1 + cos θX2 >
=
1
r˜
< X0,−Υ > +(− sin θ)Υθ < X0, X1 > + cos θΥθ < X0, X2 >
=
2
3
εφR(Υθ, X0,Υ,Υθ) +
2
3
R(Υθ, X0, η,Υθ)− 2
3
R(Υ, X0, η,Υ)
+εL(w, η) + ε−1Q(w, η) +O(ε2),
where we calculate Υθ < X0, Xi > directly from Lemma 2.2. To calculate <
∇ΥθX0,Υθ > we can regard Υθ as constant in (x0, x1, x2) coordinate.
< ∇ΥθX0,Υθ > =
1
2
X0 < Υθ,Υθ >
= O(ε2) + εL(w, η) +Q(w, η).
We have
<
φ˙
φ
X0, ε
2(φ+ w)2∇ΥθΥθ > =
2
3
ε3φ˙φ2R(Υθ, X0,Υ,Υθ)
+
2
3
ε2φφ˙(R(Υθ, X0, η,Υθ)−R(Υ, X0, η,Υ))
+ε3L(w, η) + εQ(w, η) +O(ε4).
<
φ˙
φ
X0, ε
2(
∂w
∂θ
)2∇ΥΥ > = ε3Q(w, η).
<
φ˙
φ
X0, ε
2(φ+ w)
∂w
∂θ
∇ΥθΥ > = ε3L(w, η) + ε2Q(w, η).
<
φ˙
φ
X0, ε
2(φ+ w)
∂w
∂θ
∇ΥΥθ > = ε3L(w, η) + ε2Q(w, η).
Note that ∇ΥθΥ and ∇ΥΥθ are not the same.
< − ψ˙
φ
Υ, ε
∂w
∂θ
Υθ > = ε
3L(w, η) + εQ(w, η).
< − ψ˙
φ
Υ, ε
∂2w
∂θ2
Υ > = −ε ψ˙
φ
∂2w
∂θ2
+ ε3L(w, η) + ε3Q(w, η).
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< − ψ˙
φ
Υ, ε2(φ+ w)2∇ΥθΥθ > = −ε2
ψ˙
φ
(φ+ w)2 < Υ,∇ΥθΥθ >
= −ε2 ψ˙
φ
(φ+ w)2(Υθ < Υ,Υθ > − < ∇ΥθΥ,Υθ >),
First we have
Υθ < Υ,Υθ > =
1
r˜
(< Υθ,Υθ > − < Υ,Υ >)
+(− sin θ cos θΥθ < X1, X1 > + sin θ cos θΥθ < X2, X2 >
+(cos2 θ − sin2 θ)Υθ < X1, X2 >)
=
1
3
R(Υ,Υθ, η,Υθ) + εL(w, η) + ε
−1Q(w, η) +O(ε2),
< ∇ΥθΥ,Υθ > =
1
r˜
< ∇r˜ΥθΥ,Υθ >
=
1
r˜
< ∇Υr˜Υθ,Υθ >
=
1
r˜
< Υθ,Υθ > + < ∇ΥΥθ,Υθ > .
From
1
r˜
< Υθ,Υθ > =
1
r˜
+
1
3
εφR(Υ,Υθ,Υ,Υθ) +
2
3
R(Υ,Υθ, η,Υθ)
+εL(w, η) + ε−1Q(w, η) +O(ε2),
< ∇ΥΥθ,Υθ > = 1
2
Υ < Υθ,Υθ >
=
1
3
εφR(Υ,Υθ,Υ,Υθ) +
1
3
R(Υ,Υθ, η,Υθ)
+O(ε2) + εL(w, η) +Q(w, η).
We get
< ∇ΥθΥ,Υθ > =
1
r˜
+
2
3
εφR(Υ,Υθ,Υ,Υθ) +R(Υ,Υθ, η,Υθ)
+εL(w, η) + ε−1Q(w, η) +O(ε2),
< − ψ˙
φ
Υ, ε2(φ+ w)2∇ΥθΥθ > = ε(φ2 + τ0) + ε
ψ˙
φ
w +
2
3
ε3φ2ψ˙R(Υ,Υθ,Υ,Υθ)
+
2
3
φψ˙R(Υ,Υθ, η,Υθ)
+ε3L(w, η) + εQ(w, η) +O(ε4).
< − ψ˙
φ
Υ, ε2(
∂w
∂θ
)2∇ΥΥ >= ε3Q(w, η).
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< − ψ˙
φ
Υ, ε2(φ+ w)
∂w
∂θ
∇ΥθΥ >= ε3L(w, η) + ε2Q(w, η).
< − ψ˙
φ
Υ, ε2(φ+ w)
∂w
∂θ
∇ΥΥθ >= ε3L(w, η) + ε2Q(w, η).
We collect all the terms and get
< N0,∇∂θ∂θ >
= ε(φ2 + τ0)− ε ψ˙
φ
∂2w
∂θ2
+ ε
ψ˙
φ
w
+
2
3
ε3φ2ψ˙R(Υ,Υθ,Υ,Υθ) +
2
3
ε3φ˙φ2R(Υθ, X0,Υ,Υθ)
+
2
3
ε2φφ˙R(Υθ, X0, η,Υθ)− 2
3
ε2φφ˙R(Υ, X0, η,Υ)
+
2
3
φψ˙R(Υ,Υθ, η,Υθ) + ε
3L(w, η) + εQ(w, η) +O(ε4). (64)
For
< N,∇∂θ∂s >=< N0 + a1∂s + a2∂θ,∇∂θ∂s >
we don’t need very precise expansion because gsθ is small relatively.
< ∂s,∇∂θ∂s > = O(ε4) + ε2L(w, η) + ε2Q(w, η), (65)
< ∂θ,∇∂θ∂s > = ε2φφ˙+O(ε4) + ε2L(w, η) + ε2Q(w, η). (66)
< N0,∇∂θ∂s > = O(ε3) + ε2L(w, η) + εQ(w, η). (67)
Now we can calculate the mean curvature. From (9), (10), (11),(56), (57) and
(61) we know
gss < kN,∇∂s∂s > = ε−2φ−2(1− (ε2ψ˙2R(Υ, X0,Υ, X0) + 2εφ−1ψ˙2R(Υ, X0, η,X0)
+
4
3
εφ−1φ˙ψ˙R(Υ, X0, η,Υ) + 2φ−2φ˙
∂w
∂s
+ 2φ−2φ˙ψ˙ < Υ,
∂η
∂x0
>e
+ε2L(w, η) +Q(w, η) +O(ε3)))
(a1
ε2
2
(2φφ˙+ L(w, η) +Q(w, η) +O(ε2))
+a2ε
2(O(ε2) + L(w, η) +Q(w, η))
+ε(φ2 − τ0)− ε ψ˙
φ
∂2w
∂s2
− ε2 ψ˙
3
φ
<
∂2η
∂x20
,Υ > −ε ψ˙ψ¨
φ
<
∂η
∂x0
,Υ >
+ε3(φφ˙ψ¨ + 2φ˙2ψ˙ + ψ˙3)R(Υ, X0,Υ, X0)
+ε2(2φ˙ψ¨ + 2
φ˙2ψ˙
φ
+
ψ˙3
φ
)R(Υ, X0, η,X0)
+ε2(
2
3
φ˙φ¨+
2
3
φ˙3
φ
− 2
3
ψ˙ψ¨)R(Υ, X0, η,Υ)
+ε3L(w, η) + εQ(w, η) +O(ε4))
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= ε−2φ−2(a1ε2φφ˙+ ε(φ2 − τ0)− ε ψ˙
φ
∂2w
∂s2
− 2ε(φ2 − τ0) φ˙
φ2
∂w
∂s
−ε2 ψ˙
3
φ
<
∂2η
∂x20
,Υ > −ε( ψ˙ψ¨
φ
+ 2(φ2 − τ0) φ˙ψ˙
φ2
) <
∂η
∂x0
,Υ >
+ε3(φφ˙ψ¨ + 2φ˙2ψ˙ + ψ˙3 − (φ2 − τ0)ψ˙2)R(Υ, X0,Υ, X0)
+ε2(2φ˙ψ¨ + 2
φ˙2ψ˙
φ
+
ψ˙3
φ
− 2 ψ˙
2
φ
(φ2 − τ0))R(Υ, X0, η,X0)
+ε2(
2
3
φ˙φ¨+
2
3
φ˙3
φ
− 2
3
ψ˙ψ¨ − 4
3
(φ2 − τ0) φ˙ψ˙
φ
)R(Υ, X0, η,Υ)
+ε3L(w, η) + εQ(w, η) +O(ε4)).
From (9), (10), (11), (62), (63) and(64) we know
gθθ < kN,∇∂θ∂θ > = ε−2φ−2(1− (2φ−1w +
1
3
ε2φ2R(Υ,Υθ,Υ,Υθ)
+
2
3
εφR(Υ,Υθ, η,Υθ) + ε
2L(w, η) +Q(w, η) +O(ε3)))
(a1(−ε2φφ˙+O(ε4) + ε2L(w, η) + ε2Q(w, η))
+a2(O(ε
4) + ε2L(w, η) + ε2Q(w, η))
+ε(φ2 + τ0)− ε ψ˙
φ
∂2w
∂θ2
+ ε
ψ˙
φ
w +
2
3
ε3φ2ψ˙R(Υ,Υθ,Υ,Υθ)
+
2
3
ε3φ˙φ2R(Υθ, X0,Υ,Υθ) +
2
3
ε2φφ˙R(Υθ, X0, η,Υθ)
−2
3
ε2φφ˙R(Υ, X0, η,Υ) +
2
3
ε2φψ˙R(Υ,Υθ, η,Υθ)
+ε3L(w, η) + εQ(w, η) +O(ε4))
= ε−2φ−2(−ε2a1φφ˙+ ε(φ2 + τ0)− ε ψ˙
φ
∂2w
∂θ2
− ε ψ˙
φ
w
+
1
3
ε3φ2ψ˙R(Υ,Υθ,Υ,Υθ) +
2
3
ε3φ˙φ2R(Υθ, X0,Υ,Υθ)
+
2
3
ε2φφ˙R(Υθ, X0, η,Υθ)− 2
3
ε2φφ˙R(Υ, X0, η,Υ)
+ε3L(w, η) + εQ(w, η) +O(ε4))
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From (9), (10), (11), (65), (66) and (67) we know
gsθ < kN,∇∂θ∂s > = ε−2φ−2(−(
2
3
ε2φψ˙R(Υ, X0,Υ,Υθ) +
2
3
εψ˙(R(Υ, X0, η,Υθ)
+R(η,X0,Υ,Υθ)) +
1
3
εφ˙R(η,Υ,Υ,Υθ)
+φ−2φ˙
∂w
∂θ
+ φ−1ψ˙ <
∂η
∂x0
,Υθ >e +ε
2L(w, η) +Q(w, η) +O(ε3)))
(a1(O(ε
4) + ε2L(w, η) + ε2Q(w, η))
+a2(ε
2φφ˙+O(ε4) + ε2L(w, η) + ε2Q(w, η))
+O(ε3) + ε2L(w, η) + εQ(w, η))
= ε−2φ−2(ε3L(w, η) + εQ(w, η) +O(ε4)).
So
H =
1
k
ε−2φ−2(2εφ2 − ε ψ˙
φ
(
∂2w
∂s2
+
∂2w
∂θ2
)− 2ε(φ2 − τ0) φ˙
φ2
∂w
∂s
− ε ψ˙
φ
w
−ε2 ψ˙
3
φ
<
∂2η
(∂x0)2
,Υ > −ε( ψ˙ψ¨
φ
+ 2(φ2 − τ0) φ˙ψ˙
φ2
) <
∂η
∂x0
,Υ >
+ε3(φφ˙ψ¨ + 2φ˙2ψ˙ + ψ˙3 − (φ2 − τ0)ψ˙2)R(Υ, X0,Υ, X0)
+
1
3
ε3φ2ψ˙R(Υ,Υθ,Υ,Υθ) +
2
3
ε3φ˙φ2R(Υθ, X0,Υ,Υθ)
+ε2(2φ˙ψ¨ + 2
φ˙2ψ˙
φ
+
ψ˙3
φ
− 2 ψ˙
2
φ
(φ2 − τ0))R(Υ, X0, η,X0)
+ε2(
2
3
φ˙φ¨+
2
3
φ˙3
φ
− 2
3
ψ˙ψ¨ − 4
3
(φ2 − τ0) φ˙ψ˙
φ
− 2
3
φφ˙)R(Υ, X0, η,Υ)
+
2
3
ε2φφ˙R(Υθ, X0, η,Υθ)
+ε3L(w, η) + εQ(w, η) +O(ε4))
From (12) we know
1
k
= 1− ε
2
2
φ˙2R(Υ, X0,Υ, X0)− ε φ˙
2
φ
R(Υ, X0, η,X0)
+
2
3
ε
φ˙ψ˙
φ
R(Υ, X0, η,Υ) + ε
2L(w, η) +Q(w, η) +O(ε3).
So at last we get (13).
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B The proof of Lemma 3.1 and Lemma 3.6
The proof of Lemma 3.1. The goal is to prove that
ˆ b1
a1
1
φ
(2φ˙ψ¨ + 2
φ˙2ψ˙
φ
+
ψ˙3
φ
− 2 ψ˙
2
φ
(φ2 − τ0)− 2φφ˙2)dψ ·
ˆ b1
a1
φ2
ψ˙3
dψ
= (b1 − a1)2,
where [a1, b1] is one period for φ(ψ).
Proof. ˆ b1
a1
φ2
ψ˙3
dψ =
ˆ b1
a1
1
φ
(1 + φ2ψ)
3
2 dψ.
From
φψψ − φ−1(1 + φ2ψ) + 2(1 + φ2ψ)
3
2 = 0
we have ˆ b1
a1
φ2
ψ˙3
dψ =
ˆ b1
a1
(
1 + φ2ψ
2φ2
− φψψ
2φ
)dψ.
Note that
ˆ b1
a1
−φψψ
2φ
dψ = −1
2
(
φψ
2φ
|b1a1 −
ˆ b1
a1
φψ
−φψ
φ2
dψ)
= −1
2
ˆ b1
a1
φψ
−φψ
φ2
dψ.
So we have ˆ b1
a1
φ2
ψ˙3
dψ =
ˆ b1
a1
1
2φ2
dψ.
Also from direct computation one can get
ˆ b1
a1
1
φ
(2φ˙ψ¨ + 2
φ˙2ψ˙
φ
+
ψ˙3
φ
− 2 ψ˙
2
φ
(φ2 − τ0)− 2φφ˙2)dψ
=
ˆ b1
a1
(φ2(2φψψ(1 + φ
2
ψ)
− 52 − (1 + φ2ψ)−
5
2φψψφ
2
ψ)
+ φ(3(1 + φ2ψ)
− 32φ2ψ + (1 + φ
2
ψ)
− 32 ))dψ
=
ˆ b1
a1
(2φ2 +
2φ2φψψ
(1 + φ2ψ)
3
2
)dψ.
We assume that
φ(s) =
√
τ0 exp(σ(s)).
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Then we have
ψ˙ =
√
τ0 exp(σ(s))
√
1− σ2s ,
φψ =
σs√
1− σ2s
,
φψψ =
σss√
τ0 exp(σ)(1− σ2s)2
.
Also we have
1− σ2s = 4τ0 cosh2 σ,
σss = −2τ0 sinh 2σ.
For φ there are two particular points in one period such that σ = 0. Suppose these
two points are
s = s1, s = s2
and suppose [s1, s3] is one period for φ(s). Note that s2 ∈ (s1, s3).
Here we use one particular property of Delaunay surface
σ(s2 − t) = −σ(s2 + t).
Then from direct calculation we knowˆ b1
a1
1
2φ2
dφ =
ˆ s3
s1
cosh2 σds
ˆ b1
a1
(2φ2 +
2φ2φψψ
(1 + φ2ψ)
3
2
)dψ = 4τ20
ˆ s3
s1
cosh2 σds
and
b1 − a1 = 2τ0
ˆ s3
s1
cosh2 σds.
So we knowˆ b1
a1
1
φ
(2φ˙ψ¨ + 2
φ˙2ψ˙
φ
+
ψ˙3
φ
− 2 ψ˙
2
φ
(φ2 − τ0)− 2φφ˙2)dψ ·
ˆ b1
a1
φ2
ψ˙3
dψ
= (b1 − a1)2.
Proof of Lemma 3.6. Without loss of generality, we may assume aτ0 =
a1, bτ0 = b1. The goal is to proveˆ b1
a1
φ(
∂φ
∂ψ
)φ−2(
2
3
φ˙φ¨+
2
3
φ˙3
φ
− 2
3
ψ˙ψ¨ − 4
3
(φ2 − τ0) φ˙ψ˙
φ
+
4
3
φφ˙ψ˙)dψ = 0
which is equivalent to
ˆ b1
a1
φ2ψφ
−2ψ˙(φφ¨+ φ˙2 − 2(φ2 + τ0)(φ2 − τ0))dψ = 0.
59
Proof. Note that
ˆ b1
a1
φ2ψφ
−2ψ˙(φφ¨+ φ˙2 − 2(φ2 + τ0)(φ2 − τ0))dψ = 0
=
ˆ b1
a1
σ2s
1− σ2s
1
τ exp(2σ)
τ0 exp(2σ)(1− σ2s)(φφ¨+ φ˙2 − 2(φ2 + τ0)(φ2 − τ0))dψ
=
ˆ b1
a1
σ2s(φφ¨+ φ˙
2 − 2(φ2 + τ0)(φ2 − τ0))dψ.
ˆ b1
a1
σ2s(φφ¨+ φ˙
2)dψ
=
ˆ b1
a1
σ2s(φφ˙)sds
= −
ˆ b1
a1
φφ˙2σsσssds
= −2
ˆ b1
a1
exp(σ) exp(σ)σ2sσssds
= 4τ20
ˆ b1
a1
exp(2σ)(1− 4τ0 cosh2(σ)) sinh(2σ)ds
= 2τ20
ˆ b1
a1
(1− 4τ0 cosh2(σ)) sinh2(2σ)ds.
−2
ˆ b1
a1
σ2s(φ
2 + τ0)(φ
2 − τ0)ds
= −2
ˆ b1
a1
σ2s(τ0 exp(2σ) + τ0)(τ0 exp(2σ)− τ0)ds
= −2τ20
ˆ b1
a1
σ2s4 sinh(σ) cosh(σ) exp(2σ)ds
= −2τ20
ˆ b1
a1
σ2s2 sinh(2σ) exp(2σ)ds
= −2τ20
ˆ b1
a1
σ2s sinh
2(2σ)ds
= −2τ20
ˆ b1
a1
(1− 4τ0 cosh2(σ)) sinh2(2σ)ds.
So we proved that
ˆ b1
a1
φ2ψφ
−2ψ˙(φφ¨+ φ˙2 − 2(φ2 + τ0)(φ2 − τ0))dψ = 0.
60
C The proof of Lemma 3.11
First we prove
|Φ′(ψ)− 1| ≤ C(τ0)(ε+ ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|).
Note that
Φ′(ψ) =
dΦ(ψ)
ds0
ds0
dl
dl
dψ
,
where
dl =
√
< ∂s0 , ∂s0 > ds
2
0+ < ∂τ , ∂τ > dτ
2
is the arc length of (φ(ψ), ζ(ψ)). On the curve (φ(ψ), ζ(ψ)) we have
1 =
√
< ∂s0 , ∂s0 > (
ds0
dl
)2+ < ∂τ , ∂τ > (
dτ
dψ
)2(
dψ
dl
)2. (68)
In C(τ0)(ε+ ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|) neighborhood of (φτ(0)(ψ), ζτ(0)(ψ)),
| < ∂s0 , ∂s0 > −1| ≤ C(τ0)(ε+ ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|). (69)
And
| dτ
dψ
| ≤ Cε(ε+ ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|). (70)
Note that
dl
dψ
=
√
(
dφ
dψ
)2 + (
dζ
dψ
)2
=
√
ζ2 + (φ−1(1 + φ2)− (2 + ρ)(1 + ζ2) 32 )2
and
ds0
dΦ(ψ)
=
√
(
dφτ(0)
dΦ(ψ)
)2 + (
dζτ(0)
dΦ(ψ)
)2
=
√
ζ2τ(0) + (φ
−1
τ(0)(1 + φ
2
τ(0))− 2(1 + ζ2τ(0))
3
2 )2|Φ(ψ).
So we have
| dl
dψ
/
ds0
dΦ(ψ)
− 1| ≤ C(τ0)(ε+ ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|) (71)
Note that ds0dΦ(ψ) has both positive upper bound and positive lower bound which
only depend on τ0 and so does dldψ when ε is sufficiently small.
So we know (dψdl )
2 is bounded and together with (68)(69)(70) we get
|ds0
dl
− 1| ≤ C(τ0)(ε+ ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|). (72)
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From (71)(72), we get
|Φ′(ψ)− 1| = |
√
ζ2 + (φ−1(1 + ζ2)− (2 + ρ)(1 + ζ2) 32 )2|ψ√
ζ2τ(0) + (φ
−1
τ(0)(1 + φ
2
τ(0))− 2(1 + ζ2τ(0))
3
2 )2|Φ(ψ)
ds0
dl
− 1|
≤ C(τ0)(ε+ ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|).
By integration we know that
|Φ(ψ)− ψ| ≤ C(τ0)
ε
(ε+ ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|).
D The proof of Lemma 3.15
(
β1(ψi) β2(ψi)
∂β1
∂ψ (ψi)
∂β2
∂ψ (ψi)
)
=
(
1 + ei11 e
i
12
κ+ ei21 1 + e
i
22
)
· · ·
(
1 + e111 e
1
12
κ+ e121 1 + e
1
22
)
=
(
Ai11 A
i
12
Ai21 A
i
22
)
where |ejkl| ≤ C(τ0)(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|).
Lemma D.1. For ε sufficiently small, if |aij | ≤ C(τ0)(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 +
ε2|ω|) and for k ∈ Z, k ≤ C(τ0)ε , |f | ≤ kC(τ0)(ε2 +‖ξ‖C0 +ε2‖µ‖C0 +ε2|ω|), there
are a˜11, a˜21, a˜22, f˜ such that the following holds(
1 + a11 a12
κ+ a21 1 + a22
)(
1 f
0 1
)
=
(
1 f˜
0 1
)(
1 + a˜11 0
κ+ a˜21 1 + a˜22
)
, (73)
with
|f˜ | ≤ (k + 2)C(τ0)(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|),
|a˜11|, |a˜22| ≤ (κk + 1)C(τ0)(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|).
Proof. (of Lemma D.1) Note that
|(κ+ a21)f | ≤ C(τ0)
ε
(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|)
≤ C(τ0)(1 + C1 + C2 + C3)ε.
So we can choose ε sufficiently small such that
1 + a22 + f(κ+ a21) ≥ 1− C(τ0, C1, C2, C3)ε
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and it is invertible. Then one can check directly that
a˜11 = a11 − (κ+ a21) (1+a11)f+a121+a22+f(ψ1+a21) ,
a˜21 = a21,
a˜22 = (κ+ a21)f + a22,
f˜ = (1+a11)f+a121+a22+f(κ+a21)
satisfies (73). So one can easily get
|f˜ | ≤ (k + 2)C(τ0)(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|),
|a˜11|, |a˜22| ≤ (κk + 1)C(τ0)(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|).
Note that (
1 + ei11 e
i
12
κ+ ei21 1 + e
i
22
)
· · ·
(
1 + e111 e
1
12
κ+ e121 1 + e
1
22
)
=
(
1 + ei11 e
i
12
κ+ ei21 1 + e
i
22
)
· · ·
(
1 + e211 e
2
12
κ+ e221 1 + e
2
22
)
(
1 −f112
0 1
)(
1 + e˜111 0
κ+ e˜121 1 + e˜
1
22
)
.
Because i is at most as big as LΓεψ1 and |f112|, |ekij | ≤ C(τ0)(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 +
ε2|ω|), we can use Lemma D.1 for i times. Note that by induction
|f j12| ≤ 2jC(τ0)(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|)
and 2j ≤ 2LΓεψ1 ≤
C(τ0)
ε . At last we get(
Ai11 A
i
12
Ai21 A
i
22
)
=
(
1 −f i12
0 1
)(
1 + e˜i11 0
κ+ e˜i21 1 + e˜
i
22
)
· · ·
(
1 + e˜111 0
κ+ e˜121 1 + e˜
1
22
)
where
|f i12|, |e˜jkl| ≤
C(τ0)
ε
(ε2 + ‖ξ‖C0 + ε2‖µ‖C0 + ε2|ω|).
If we replace −f i12 and e˜jkl by Er = εC(τ0)(1 + C1 + C2 + C3) then all Aikl will
become bigger. Note that(
1 + Er 0
κ+ Er 1 + Er
)
· · ·
(
1 + Er 0
κ+ Er 1 + Er
)
=
(
(1 + Er)i 0
i(κ+ Er)(1 + Er)i−1 (1 + Er)i
)
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Note that i ≤ C(τ0)ε . So
(1 + Er)i ≤ expC(τ0)(1 + C1 + C2 + C3)
i(κ+ Er)(1 + Er)i−1 ≤ 1
ε
expC(τ0)(1 + C1 + C2 + C3)
In the same way if we replace −f i12 all e˜jkl by −Er then all Aikl will become smaller.
Note that (
1− Er 0
κ− Er 1− Er
)
· · ·
(
1− Er 0
κ− Er 1− Er
)
=
(
(1− Er)i 0
i(κ− Er)(1− Er)i−1 (1− Er)i
)
and
(1− Er)i ≥ exp(−C(τ0)(1 + C1 + C2 + C3))
i(κ− Er)(1− Er)i−1 ≥ 1
ε
exp(−C(τ0)(1 + C1 + C2 + C3))
So we know
exp(−C(τ0)(1 + C1 + C2 + C3)) ≤ Ai22 ≤ expC(τ0)(1 + C1 + C2 + C3),
exp(−C(τ0)(1 + C1 + C2 + C3))ε−1 ≤ Ai21 ≤ expC(τ0)(1 + C1 + C2 + C3)ε−1,
|Ai12| ≤ C(τ0, C1, C2, C3)ε expC(τ0)(1 + C1 + C2 + C3).
There is another way to calculate(
Ai11 A
i
12
Ai21 A
i
22
)
=
(
1 + ei11 e
i
12
κ+ ei21 1 + e
i
22
)
· · ·
(
1 + e111 e
1
12
κ+ e121 1 + e
1
22
)
=
(
1 + e¯i11 e¯
i
12
κ+ e¯i21 1 + e¯
i
22
)(
1 h112
0 1
)
· · ·
(
1 + e111 e
1
12
κ+ e121 1 + e
1
22
)
= · · ·
=
(
1 + e¯i11 e¯
i
12
κ+ e¯i21 1 + e¯
i
22
)
· · ·
(
1 + e¯111 e¯
1
12
κ+ e¯121 1 + e¯
1
22
)(
1 hi12
0 1
)
.
And we can prove that
exp(−(C + C1 + C2 + C3)) ≤ Ai11 ≤ exp(C + C1 + C2 + C3).
E The proof of Lemma 3.17
1. βµ estimate From
d
dt
φξ,µ+t∆µ,ω,τ(0)(ψ)|t=0 = βµ(ψ)
64
we have 
Lξ,µ,ω,τ(0)βµ(ψ) = −ε3(1 + φ2ψ)
3
2 ∆µ,
βµ(0) = 0,
β′µ(0) = 0.
(74)
We have
βµ(ψ) = −ε3
ˆ ψ
0
R(t)−1(β2(ψ)β1(t)− β1(ψ)β2(t))(1 + φ2ψ(t))
3
2 ∆µ(t)dt,
β′µ(ψ) = −ε3
ˆ ψ
0
R(t)−1(β′2(ψ)β1(t)− β′1(ψ)β2(t))(1 + φ2ψ(t))
3
2 ∆µ(t)dt.
So from (43)
‖βµ(ψ)‖C1ε ≤ C(τ0, C1, C2, C3)ε‖∆µ‖C0 .
2. βξ estimate From
d
dt
φξ+t∆ξ,µ,ω,τ(0)(ψ)|t=0 = βξ(ψ)

Lξ,µ,ω,τ(0)βξ(ψ) = −εF4(φ, φψ)(1 + φ2ψ)
3
2 ∆ξ
βξ(0) = 0,
β′ξ(0) = 0.
(75)
It is easy to prove that
‖βξ(ψ)‖C1ε ≤
C(τ0, C1, C2, C3)
ε
‖∆ξ‖C0 .
We are going to prove (47).
Consider
|(βξ, β′ξ) · (τφ, τζ)|ψ¯|
= | d
dt
τ |ψ¯|
= | d
dt
ˆ ψ¯
0
φφψρdψ|
= |
ˆ ψ¯
0
ε2(
∂Fˆ1
∂φ
βξ +
∂Fˆ1
∂ζ
β′ξ) + ε
3(φψβξ + φβ
′
ξ)µ
+ε(
∂Fˆ2
∂φ
βξ +
∂Fˆ2
∂ζ
β′ξ)ξ + εFˆ2∆ξ + ε
3ω(
∂Fˆ3
∂φ
βξ +
∂Fˆ3
∂ζ
β′ξ)dψ|
≤ C(τ0, C1, C2, C3)‖∆ξ‖C0 ,
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where
Fˆ1 =φ
∂φ
∂ψ
F1(φ, φψ) ? R1,
Fˆ2 =φ
∂φ
∂ψ
F4(φ, φψ),
Fˆ3 =φ
2
ψ.
On the points ψi where φ attains its local minimum, we have τζ = 0 and |τφ|
has uniform positive lower bound which only depends on τ0. So
|βξ(ψi)| ≤ C(τ0, C1, C2, C3)‖∆ξ‖C0
|β′ξ(ψi)| ≤
C(τ0, C1, C2, C3)
ε
‖∆ξ‖C0 .
So from (44), when ψ ∈ [ψi, ψi+1],
‖βξ(ψ)− [βξ(ψi)h(τ(0))((ψ − ψi) ∂φ
∂ψ
+ vi(ψ))
+β′ξ(ψi)h(τ(0))
∂φ
∂ψ
]‖C1ε
≤ C(τ0, C1, C2, C3)ε‖∆ξ‖C0 . (76)
This tells us that the dominant part of βξ(ψ) is β′ξ(ψi)h(τ(0))
∂φ
∂ψ .
Then we have, for ψ¯ ∈ [ψk, ψk+1)
|
ˆ ψ¯
0
ε2(
∂Fˆ1
∂φ
βξ +
∂Fˆ1
∂ζ
β′ξ)dψ|
≤|
k∑
i=0
ˆ ψi
ψi−1
ε2(
∂Fˆ1
∂φ
βξ +
∂Fˆ1
∂ζ
β′ξ)dψ
+
ˆ ψ¯
ψk
ε2(
∂Fˆ1
∂φ
βξ +
∂Fˆ1
∂ζ
β′ξ)dψ|
≤C(τ0, C1, C2, C3)
ε
‖∆ξ‖C0 |
k∑
i=0
ˆ ψi
ψi−1
ε2(
∂Fˆ1
∂φ
∂φ
∂ψ
+
∂Fˆ1
∂ζ
∂2φ
∂ψ2
)dψ|
+ C(τ0, C1, C2, C3)ε‖∆ξ‖C0
≤C(τ0, C1, C2, C3)ε‖∆ξ‖C0 |
k∑
i=0
(Fˆ1(ψi+1)− Fˆ1(ψi))|
+ C(τ0, C1, C2, C3)ε‖∆ξ‖C0
≤C(τ0, C1, C2, C3)ε‖∆ξ‖C0 .
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It is easy to see
|
ˆ ψ¯
0
(ε3(βξφψ + φβ
′
ξ)µ+ ε(
∂Fˆ2
∂φ
βξ +
∂Fˆ2
∂ζ
β′ξ)ξ
+ ε3ω(
∂Fˆ3
∂φ
βξ +
∂Fˆ3
∂ζ
β′ξ))dψ|
≤C(τ0, C1, C2, C3)ε‖∆ξ‖C0 .
The last term is
ˆ ψ¯
0
εFˆ2∆ξdψ = ε
ˆ ψ¯
0
φ(
∂φ
∂ψ
)F4(φ, φψ)∆ξdψ.
From Lemma 3.6, using the argument of the proof of Lemma 3.4, also using
Corollary 3.13, we can prove
|
ˆ ψ¯
0
εFˆ2∆ξdψ| ≤ C(τ0, C1, C2, C3)ε‖∆ξ‖C1x0 .
So we have
|βξ(ψi)| ≤ C(τ0, C1, C2, C3)ε‖∆ξ‖C1x0 . (77)
Once we prove that
|β′ξ(ψi)| ≤ C(τ0, C1, C2, C3)‖∆ξ‖C1x0 ,
we can deduce (47) from (76).
Note that
|β′ξ(ψi+1)− (βξ(ψi)β′1,i(ψi+1) + β′ξ(ψi)β′2,i(ψi+1))|
= |
ˆ ψi+1
ψi
R−1i (β
′
2,i(ψ)β1,i(t)− β′1,i(ψ)β2,i(t))Lξ,µ,ω,τ(0)βξ(t)dt|
≤ C(τ0, C1, C2, C3)ε‖∆ξ‖C0 (78)
where
Ri(ψ) =
∣∣∣∣ β1,i(ψ) β2,i(ψ)β′1,i(ψ) β′2,i(ψ)
∣∣∣∣
is the corresponding Wronskian. From Lemma 3.14 and (45) we can deduce
|β′ξ(ψi+1)− β′ξ(ψi)| ≤ C(τ0, C1, C2, C3)ε(‖∆ξ‖C1x0 + εβ
′
ξ(ψi)).
From β′ξ(0) = 0, by an induction argument, we get
|β′ξ(ψi)| ≤ C(τ0, C1, C2, C3)‖∆ξ‖C1x0 .
So we have
‖βξ(ψ)‖C1ε ≤ C(τ0, C1, C2, C3)‖∆ξ‖C1x0 .
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3. βω estimate From
d
dt
φξ,µ,ω+t,τ(0)(ψ)|t=0 = βω(ψ),
in the same way as we do for βµ we can get (48).
4. Proof of (49)
d
dt
τ(ψ¯)
=
d
dt
ˆ ψ¯
0
φφψρdψ
=
ˆ ψ¯
0
ε2(
∂Fˆ1
∂φ
βω +
∂Fˆ1
∂φψ
β′ω) + ε
3(βωφψ + φβ
′
ω)µ
+ε(
∂Fˆ2
∂φ
βω +
∂Fˆ2
∂φψ
β′ω)R(ξ) + ε
3ω(
∂Fˆ3
∂φ
βω +
∂Fˆ3
∂φψ
β′ω) + ε
3φ2ψdψ
In the similar way as we did for ξ, we can get
|
ˆ ψ¯
0
ε2(
∂Fˆ1
∂φ
βω +
∂Fˆ1
∂φψ
β′ω) + ε
3(βωφψ + φβ
′
ω)µ
+ε(
∂Fˆ2
∂φ
βω +
∂Fˆ2
∂φψ
β′ω)R(ξ) + ε
3ω(
∂Fˆ3
∂φ
βω +
∂Fˆ3
∂φψ
β′ω)|
≤ C(τ0, C1, C2, C3)ε3
The dominant term turns out to beˆ ψ¯
0
ε3φ2ψdψ.
So for (ξ, µ, ω, φ(0)) satisfying (28), we can choose ε sufficiently small, such
that there is a uniform constant C5 = C5(τ0) > 0, which does not depend on
C1, C2, C3, ε such that
∂
∂ω
τ(
LΓ
ε
) ≥ C5(τ0)ε2. (79)
If we perturb φ(0) from 1−
√
1−4τ(0)
2 to
1−
√
1−4τ(0)
2 + t, the linearized function
is just β1(ψ).
| ∂
∂φ(0)
(τ(
LΓ
ε
)− τ(0))|
=|
ˆ LΓ
ε
0
ε2(
∂Fˆ1
∂φ
β1 +
∂Fˆ1
∂ζ
β′1) + ε
3(φψβ1 + φβ
′
1)µ
+ ε(
∂Fˆ2
∂φ
β1 +
∂Fˆ2
∂ζ
β′1)R(ξ) + ε
3ω(
∂Fˆ3
∂φ
β1 +
∂Fˆ3
∂ζ
β′1)dψ|
≤ K1(τ0, C1, C2, C3)ε,
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where we deal with ε2(∂Fˆ1∂φ β1 +
∂Fˆ1
∂φψ
β′1) in the same way as we did for βξ (note
that we have Lemma 3.15, 3.16).
The estimates for |∂ζ(
LΓ
ε )
∂ω |,
∂ζ(
LΓ
ε )
∂φ(0) can be proved from Lemma 3.15, 3.16 and
(48). At last we proved (49).
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