In this paper we study the existence of solution for the following class of nonlocal problems
Introduction
In this work we study the existence of solutions for the following equation
where Ω ⊂ R N , N ≥ 1, is a smooth bounded domain, g ∈ C(Ω), f : Ω × R → R is a function that verifies some hypotheses that will be detailed below, and L 0 : C(Ω) → C(Ω) is the nonlocal dispersal operator given by L 0 u(x) = Ω K(x, y)u(y)dy, for u ∈ C(Ω),
with a continuous and nonnegative dispersal kernel K. The dispersion mechanism is currently a focus of theoretical interest and recently has received much attention. Most of these continuous dispersion models are based on reaction-diffusion equations, which are widely studied see [4] , [5] , [6] , [11] , [12] , [14] , [15] , [22] , [25] , [26] , [30] , [32] . This type of diffusion process has been broadly used to describe the dispersion of a population (of cell or organisms) through the environment, as are indicated in [19] , [20] , [24] , if u(y) is thought of as a density at a location y, K(x, y) as the probability distribution of jumping from a location y to a location x, then the rate at which the individuals from all other places are arriving at location x is Ω K(x, y)u(y)dy.
The presence of nonlocal reaction term in equation (P ) means, from the biological point of view, that the crowding effect depends not only on their own point in space but also depends on the entire population in an N -dimensional habitat Ω, see [21] . In many problems in biology (and ecology), for example in [8] ,
Berestycki, Coville and Hoang-Hung are interested in finding persistence criteria for a species that has a long range dispersal strategy. For such a specific model species, we can think of trees of which seeds and pollens are disseminated on a wide range. The possibility of a long range dispersal is well known in ecology, where numerous data now available support this assumptions, see [10] , [13] and [31] . For further dispersion problems, with this dispersion formulation of individuals, see also [28] and [29] .
The motivation to study (P ) comes from the Ambrosetti-Prodi result [3] , which is a very interesting result concerning the solvability of the following Dirichlet problem
in Ω,
where Ω is a bounded domain in R N with a boundary ∂Ω of class C 2,α . The nonlinearity is given by a C 2 real-valued function f : R → R such that f ′′ (s) > 0 for all s ∈ R and 0 < lim
where λ 1 and λ 2 are eigenvalues of (−∆, H (i) if g ∈ O 0 , problem (2) has no solution; (ii) if g ∈ M, problem (2) has exactly one solution; (iii) if g ∈ O 2 , problem (2) has exactly two solutions. In [3] , the method that was used is based on inversion theorems for differentiable mappings with singularities in Banach spaces. This method is quite beautiful and geometrical, but it seems to depend heavily on the fact that f is a convex function. Furthermore, the work of Ambrosetti and Prodi has the inconvenient of not giving necessary or sufficient conditions to (i), (ii) and (iii) occur.
In 1975, Beger and Podolak [9] , have taken a major step in the study of the problem and obtained a cartesian structure for the M manifold in the Hilbert spaces. They decomposed the functions g ∈ C 0,α (Ω)
in the form g = tφ 1 + g 1 , where φ 1 is a normalized positive eigenfunction (in L 2 (Ω)) associated with the eigenvalue λ 1 (eigenvalue of (−∆,
Thus, they wrote equation (2) as
Using the Lyapunov-Schimidt method, for each g 1 as above, they found a real number t(g 1 ) ∈ R depending continuously on g 1 , so that: (i) g ∈ O 0 (i.e. (4) has no solution), if t > t(g 1 ); (ii) g ∈ M, (i.e. (4) has exactly one solution), if t = t(g 1 ); (iii) g ∈ O 2 , (i.e. (4) has exactly two solutions), if t < t(g 1 ).
Also in 1975, Kazdan and Warner [27] , published a long article dealing with uniform second order elliptic operators with Dirichlet or Newmann conditions. They worked by substituting hypotheses (3) for hypotheses − ∞ ≤ lim sup
which does not involve the derivative of f . They found a sub and a supersolution to t negative enough, and using the method of monotone iteration, proved the existence of a solution. Even removing the convexity of function f , proved the existence of a function t : {φ 1 } ⊥ → R such that: (i) (4) has no solution, if t > t(g 1 ); (ii) (4) has at least one solution, if t < t(g 1 ).
Posteriorly, Amann and Hess [2] , and concomitantly Dancer [16] , improved the work of Kazdan and Warner by finding at least two solutions to t < t(g 1 ), and at least one solution to t = t(g 1 ). They have used theory of degree arguments to obtain this result.
It is observed that the strict convexity of the function f implies in the possibility of obtaining in each case the exact number of solutions. On the other hand, the position of the limits lim |s|→+∞ f (s) s in relation to the spectrum of (−∆, H 1 0 ) (how many eigenvalues does this limit cut) influences the number of solutions we can obtain. For example, if, in addition to the hypotheses relevant to problem (4), we assume the convexity (5) and the hypotheses that lim
, there exists t(g 1 ) such that: (i) (4) has no solution, if t > t(g 1 ); (ii) (4) has exactly one solution, if t = t(g 1 ); (iii) (4) has exactly two solutions), if t < t(g 1 ).
The proof of this result is very close to the idea developed by Berestycki [7] and can be found in
Figueiredo [18] .
Another example, if we consider the hypotheses lim sup
then one can find τ ∈ R such that (4) has at least three solutions if t < τ .
In the present paper, our main objective is to show the existence of a result of Ambrosetti-Prodi type for the problem (P ). That is, Ambrosetti-Prodi type problems are characterized by the determination of the functions g for which the (P ) equation has solution or not, and if so, the minimum number (or, if possible, exact number) of solutions.
Observe that the problem (P ) can be written as follows
where g ∈ C(Ω) is decomposed as g(x) = tφ 1 (x) + g 1 (x), x ∈ Ω, where φ 1 is a normalized positive eigenfunction associated to the principal eigenvalue λ 1 of L 0 , and
In all work the K : Ω × Ω → R is a nonnegative function that verifies
(K 2 ) There exists δ > 0 such that K(x, y) > 0 for all x, y ∈ Ω and |x − y| ≤ δ.
So, this paper is methodically organized as we indicated next: In Section 2, we show a more general version of the Maximum Principle for L 0 found in [22] . In Section 3 supposing that f : Ω × R → R is a locally Lipschitz function and is increasing with respect to variable t ∈ R such that:
(f 1 ) There exist A > k ∞ and C > 0 such that f (x, s) ≥ As − C for all s ≥ 0 and for all x ∈ Ω, where
This function k has an important role in our results. When k(x) ≡ 1 we have the case that appears in [11] , [23] and [30] .
With this hypothesis we find a number m > 0 in which the problem (P ) t has no positive solution if t > m. In addition, if assume that f also verifies (f 2 ) There is a number 0 < a < λ 1 such that lim
we find a number m > 0 such that problem (P ) t has no solution (positive, negative or that changes the
Note that all function that we have verified lim inf
In Section 4 we study the existence of a solution for equation (P ) t without boundary conditions.
Assuming that f satisfies the condition (f 1 ) we show the existence of at least one positive solution. More precisely we have the following result:
, and suppose that f is a locally Lipschitz function, increasing with respect to variable t ∈ R e verifies (f 1 ). Then for all g 1 ∈ {φ 1 } ⊥ , there is a real number t(g 1 ) such that (i) the problem (P ) t has no positive solution, if t > t(g 1 );
(ii) the problem (P ) t has at least one positive solution, if t ≤ t(g 1 ).
Here, the existence assertion is proved by the monotone iteration method.
In Section 5 we have analyzed the existence of a second solution for the problem (P ). In order to obtain this second solution, we have assumed in f the condition (f 2 ) and the condition
Note that all function that verifies f ′ t (x, t) > 0, for all x ∈ Ω, also satisfies (f 3 ).
With the above hypotheses, we have the main result in this paper.
Under the hypotheses of Theorem 1.1, in addition to (f 2 ) and (f 3 ) we have that, for all
there is a real number t(g 1 ) such that (i) the problem (P ) t has at least two solutions, if t < t(g 1 );
(ii) the problem (P ) t has at least one solution, if t = t(g 1 ).
In Section 5, since the difference of the problem with L 0 from the problem with −∆ is that, (−∆)
is a compact operator, while (L 0 − AI) −1 is not a compact for any A ≥ 0 large, we can not use the Leray-Schauder degree theory. Faced with this problem we will make use of the degree theory for γ-Condensing maps (see Deimling [17] , pp.71), which is an extension of the Leray-Schauder degree, being a larger class of perturbations of identity, defined in terms of noncompactness measures, since there are several interesting types of functional equations that can not be treated by compact operators, but need the structure of this larger class.
We have made some comments in the final of the Section 4 that we have at most one solution for (P ) t to any t ∈ R, when f just satisfies the condition (f 1 ) and the condition below,
Remark 1.
1. An interesting fact is that we can replace φ 1 by the constant φ 0 ≡ 1 and consider the problem
, and f verifies the hypotheses (f 1 ) and (f 2 ), we have that the proof of Theorem 1.1 and Theorem 1.2 follows in an analogous way of the problem (P ) t .
A Maximum Principle
In this section, we consider some preliminary facts related to the L 0 operator. Here, we are assuming that K is a nonnegative continuous function that verifies (K 1 ) and (K 2 ).
is very important to the our maximum principle. It is easy to check that
and
where u, v = Ω uvdx is the inner product of L 2 (Ω). Since K is symmetric, we also have
The next result sets out details about the principal eigenvalue of L 0 and it can be found in [1] (to see also [23] ).
Proposition 2.1. The eigenvalue problem
has an unique eigenvalue λ 1 > 0 whose the eigenfunction are continuous on Ω with defined signal and
The proof is done.
As the Laplacian operator, the dispersal operator also possesses an important maximum principle (here, we are showing a version that generalizes the one found in [22] ).
and Ω is a connected open set.
for all x ∈ Ω, where c is a bounded function satisfying c(
From Remark 2.1
We must have u
Furthermore, if u(x 1 ) = 0 for some
which implies that u ≡ 0 in a neighborhood of x 1 . A standard connectedness argument gives u ≡ 0 in Ω, we conclude the proof.
Remark 2.2. As a corollary to the Maximum Priciple
where c is a bounded function satisfying c(
It is well known that the sub and supersolution method has been used widely in reaction-difusion equations with nonlocal term. What is not different for the dispersal operator. For this purpose, we consider the following system
where f : Ω × R −→ R is a locally Lipschitz function.
First we give the definition of sub and supersolution for the above system. Definition 2.1. A positive function u ∈ C(Ω) is said to be a supersolution of (6), if
A subsolution u ∈ C(Ω) is defined similarly by reversing the inequality.
The next lemma is related to the regularity of the solutions of (6). 
is a continuous function in x ∈ Ω, because L 0 is a linear and compact operator, with continuous kernel K. Fix x 0 ∈ Ω and consider (x n ) ⊂ Ω such that lim
convergent subsequence, let us say that
On the other hand,
Therefore, since f is increasing we have
Lemma 2.4. Suppose that (6) has a positive supersolution u and a positive subsolution u defined on Ω such that u ≤ u. Besides, suppose that f : Ω × R → R is a locally Lipschitz function and is increasing with respect to variable t ∈ R. Then (6) has a solution u ∈ C(Ω) satisfying u ≤ u ≤ u.
most, a single solution, if β > k(x) a.e. in Ω. Moreover, since t −→ f (x, t) is increasing with respect to variable t ∈ R, we have that t −→ f (x, t) − βt is decreasing in t ∈ R, for each fixed x ∈ Ω. Now, from Remark 2.2, for each u ∈ C(Ω) the problem
, for all x ∈ Ω admits at most one solution v ∈ C(Ω).
Next, if w 1 , w 2 ∈ Σ are such that w 1 ≤ w 2 ,
This implies that,
that is,
Consider the sequence {u n } ∞ n=1 ⊂ Σ given by
which is a monotone decreasing sequence. Similarly, we also obtain another sequence
which is a monotone increasing sequence. Furthermore, we have
It follows that, u ≤ v * ≤ u * ≤ u. By the Lebesgue's Dominated Convergence Theorem, we have
On the other hand, (L 0 u n ) and (L 0 v n ) are uniformly convergent in C(Ω), we assume that L 0 u n → w and L 0 v n → z in C(Ω) respectively. As L 0 is a linear and compact operator, we have
Due to the continuity of f ,
Hence, we have
for all x ∈ Ω that is, u * and v * are solutions of the problem (6). Therefore, from Lemma 2.3, we have that u
and the proof is done.
Nonnexistence of solution
In this section we are going to prove the nonnexistence of solution for large t ∈ R. Consider problem
We see that u solves (P ) if, and only if, u solves (P ) t .
First, let us show the nonexistence of positive solution.
Lemma 3.1. Assume (f 1 ). Then there exists m > 0, independent of g 1 ∈ {φ 1 } ⊥ such that, for all t > m, problem (P ) t has no positive solution.
Proof. Suppose that problem (P ) t has a positive solution u, thus L 0 u = f (x, u) + tφ 1 + g 1 in Ω.
Multiplying the above equation by φ 1 and integrating into Ω we obtain
Hence,
Therefore, the existence of positive solution u to (P ) t necessarily implies that
that is, if t > m problem (P ) t has no solution.
This result does not affirm that, for t > m, the problem (P ) t has no negative or nodal solution. Also does not affirm that, for t ≤ m, the problem (P ) t has positive solution.
Now, assuming f also satisfies (f 2 ) we still can find a m > 0 in which the problem (P ) t has no solution (positive, negative or nodal) to t > m. Before we need the following estimate, Remark 3.1. Assume (f 1 ) and (f 2 ). Then there is a number C 1 > 0 such that for all x ∈ Ω f (s) ≥ As − C 1 , for all s ∈ R and f (s) ≥ (a + ǫ)s − C 1 , for all s ∈ R.
Lemma 3.2. Assume (f 1 ) and (f 2 ). Then there exist m > 0, independent of g 1 ∈ {φ 1 } ⊥ such that, for all t > m, problem (P ) t has no solution (positive, negative or nodal).
Proof. Similarly to Lemma 3.1, using (7) we have
Therefore, the existence of solution u to (P ) t necessarily implies that
Proof of Theorem 1.1
In this section, we will show the existence of a positive solution to the problem (P ) t , that is, prove the Theorem 1.1. Here, we are assuming that f only verifies (f 1 ).
The next lemma will guarantee the existence of a supersolution for (P ).
Lemma 4.1. Assume (f 1 ). Then, for all g ∈ C(Ω), problem (P ) has a supersolution w ∈ C(Ω).
Furthermore, any subsolution u ∈ C(Ω) of (P ) is such that u < w in Ω.
Proof. Let w ∈ C(Ω) be the unique solution of
where A and C have been introduced in property (f 1 ). Thus,
is a supersolution of (P ). Since A > k ∞ from Lemma 2.2, we have w > 0 in Ω. Now, let u ∈ C(Ω) be a subsolution of (P ), that is
Therefore,
or,
which implies
Hence, from Lemma 2.2, we have that w > u in Ω.
Corolary 4.1. Assume (f 1 ). Let g 1 ∈ {φ 1 } ⊥ and t ∈ R be given, then there exists R > 0 such that, if
we have that u ∞ < R.
Proof. From Lemma 4.1, there exists w ∈ C(Ω) supersolution of (P ) t such that 0 < u < w in Ω. Hence,
Therefore, there exists R > 0 such that u ∞ < R.
Remark 4.1. If (P ) has solution for g ∈ C(Ω), then for all h ∈ C(Ω) such that h ≤ g in Ω, problem
also has solution.
Indeed, let v ∈ C(Ω) be a solution of (P ) for given g ∈ C(Ω). Then, v is a subsolution of (8) because
From Lemma 4.1, (8) has a supersolution w ∈ C(Ω) such that, v < w in Ω. Hence, from Lemma 2.4, (8) has a solution U ∈ C(Ω) such that v ≤ U ≤ w.
With this observation, the following lemma is proved:
Lemma 4.2. Let g 1 ∈ {φ 1 } ⊥ be given. Suppose that problem (P ) t has a solution for a given t 0 ∈ R.
Then the problem (P ) t has a solution for any t < t 0 .
In order to prove Theorem 1.1, we still need to obtain a subsolution for (P ) t . The next lemma will guarantee the existence of this subsolution.
Lemma 4.3.
Under the condition (f 1 ) and given g 1 ∈ {φ 1 } ⊥ , there exists t ∈ R such that problem (P ) t has a subsolution.
Proof. Choose t so that −f (x, 0) > tφ 1 (x) + g 1 (x) for all x ∈ Ω. Consider z = ǫφ 1 , thus
concluding that z is a positive subsolution of (P ) t .
Proof of Theorem 1.1
for all x ∈ Ω has a positive subsolution z ∈ C(Ω). On the other hand, for these g 1 and t, from Lemma 4.1, we have a positive supersolution w ∈ C(Ω) such that z ≤ w in Ω. Thus, from Lemma 2.4, (P ) t has a positive solution u ∈ C(Ω) such that z ≤ u ≤ w.
Thereby, the set Σ = {t ∈ R; (P ) t has positive solution} is not empty, from Lemma 3.1 is bounded from above and from Lemma 4.2 this set is seen to be a half-line. That is, taking t(g 1 ) to be the supremum of the Σ, it follows that for all t > t(g 1 ) problem (P ) t has no solution.
To conclude, we need to show for t = t(g 1 ). Consider a sequence t n < t(g 1 ) such that t n → t(g 1 ). It follows from the above information that the problem (P ) t has a solution u n ∈ C(Ω) for the given function g 1 and each t n , that is
That is, there is a some subsequence of
assume that L 0 u n → w. As L 0 is a linear and compact operator, we have
and so, L 0 u n → L 0 u in C(Ω). On the other hand, from (9) we obtain
From Corolary 4.1, there exists R > 0 such that u n ∞ < R, for all n ∈ N. Now, since f is a increasing function with respect to variable t ∈ R, it follows that there is σ > 0 such that, if u n (x) = u m (x) we have
is complete.
Comments: Considering f on the hypotheses (f 1 ) and (f 4 ), we can show the uniqueness of solution for each t ∈ R.
Indeed, consider u, w ∈ C(Ω) positive functions such that
Hence, if u(x) = w(x) we have
where
Moreover, from (f 4 ) we have a(x) > k(x) for all x ∈ Ω. From Lemma 2.2, we must have u ≡ w in Ω.
Proof of Theorem 1.2
In this section, in order to obtain a second solution to problem (P ), is necessary to make other assumptions under f , that is, assuming that f verifies (f 1 ), (f 2 ) and (f 3 ). Moreover, to prove Theorem 1.2 we are going to use the theory of degree for γ-Condensing maps that extend the Leray-Schauder degree to a larger class of perturbations of identities, defined in terms of noncompactness of measures, (see Deimling [17] , pp.71).
We begin with the theorem that establishes a priori estimate:
, there is a number R > 0 such that, if u is a solution of (P ), that is, u is a solution of
Proof. We know that from (f 1 ), there is a function w ∈ C(Ω) such that all solution of (P ) verifies u < w
in Ω. Suppose that there is (u n ) ⊂ C(Ω) such that,
We have that u n < w in Ω, for all n ∈ N.
and compact operator, we have
Since u n ∞ −→ ∞ and u n < w for all n ∈ N, then there is a x n ∈ Ω such that
Choosing ǫ = a 2 and passing the limit, we see that
On the other hand, we have
which implies v(x) = lim n→∞ v n (x) < 0 for all x ∈ Ω. Thus, we have v(x) < 0 for all x ∈ Ω, that is, v would have defined signal and would be autofunction associated with the eigenvalue a < λ 1 , which is absurd. Now, for each t ∈ R we define an operator F t : C(Ω) → C(Ω) given by
Note that, fixed point for this operator is solution to problem (P ) t . Indeed, if u ∈ C(Ω) is such that
that is, u is a solution of (P ) t .
With the above information, we have defined a continuous mapping F t , that is not compact. In addition, we have previously that the solutions of our problem (P ) t are precisely the zeros of I − F t . To obtain our result, we need to show that the F t function is γ-Condensing.
Remark 5.1. From Theorem 5.1, there is a R > 0 such that, if u is a solution of (P ) t then u ∞ < R.
On the other hand, since f is a locally Lipschitz function, there is a number M > 0 such that
From (f 3 ), there is σ > 0 such that
With the above study we obtain The proof of these items can be found in Deimling [17] , pp.41.
Lemma 5.1. Supose that (f 1 ), (f 2 ) and (f 3 ) hold. Then the operator F t is an application γ-Condensing, for all t ∈ R.
Proof. We say that an application is γ-condensing when γ(F (B)) < γ(B) whenever B ⊂ C(Ω) is bounded and γ(B) > 0, where γ will be the Kuratowski-measure α or the ball noncompactness measure β. Thus,
But, since L 0 is compact we must have γ(L 0 (B)) = 0. On the other hand, G is a contraction for all s ∈ I ⊂ R and all x ∈ Ω. Indeed, note that, for −R ≤ u(x), v(x) ≤ R (for some R > 0) we have from (11) and for all x ∈ Ω,
For this last inequality, we are using (11) . Therefore, G is contraction for all x ∈ Ω, so γ(G(x, B)) < γ(B),
With the study made above we have to γ(F t (B)) < γ(B) where B = B R (0) ⊂ C(Ω), i.e., F t is an application γ-Condensing, for all t ∈ R.
Now we determine the degree of I − F t for a certain subset of C(Ω).
Lemma 5.2. Suppose that (f 1 ), (f 2 ) and (f 3 ) hold. Let g 1 ∈ {φ 1 } ⊥ and t 0 < t(g 1 ) be given. Then there is an R > 0 such that
where B R = {u ∈ C(Ω); u ∞ < R}. 
Lemma 5.3. Suppose that (f 1 ), (f 2 ) and (f 3 ) hold. Let g 1 ∈ {φ 1 } ⊥ and t 0 < t(g 1 ) be given. Then there exist M > 0 and an open U ⊂ C(Ω) such that
Proof. It follows from there exists v ∈ C(Ω) which is positive solution of (P ) t1 , with t 0 < t 1 < t(g 1 ).
Moreover, v is a subsolution of (P ) t when t = t 0 , that is
On the other hand, from Lemma 4.1, there is w ∈ C(Ω) supersolution of (P ) t0 , that is
is γ-Condensing map.
Define W = {u ∈ C(Ω); v < u < w in Ω}, we have that W is open, bounded and convex in C(Ω).
Claim 5.1. F t0 : W → C(Ω) is such that F t0 (W ) ⊂ W .
In fact, if u ∈ W then v ≤ u ≤ w in Ω. Let z = F t (u), thus Now, note that
In an analogous way, M w > L 0 w + (M w − f (x, w)) − t 0 φ 1 − g 1 in Ω. Hence,
Since v ≤ u we have L 0 v ≤ L 0 u and (M v − f (x, v)) ≤ (M u − f (x, u)), thus M (z − v) > 0 which implies v < z in Ω. Similarly it is proved that z < w in Ω. Therefore, z ∈ W .
With the above, we conclude that, if u ∈ ∂W then u = F t0 (u), because if u ∈ W and u = F t0 (u) we must have u ∈ W .
By the study done, d(I − F t0 , W, 0) is well defined. Now let us calculate your value. Consider ψ = v + w 2 we have v < ψ < w, i.e. ψ ∈ W . Define H θ (u) = (1 − θ)F t0 (u) + θψ. For 0 ≤ θ ≤ 1 we have
Indeed, we know that if u ∈ W then F t0 (u) ∈ W . Thus, v < F t0 (u) < w and as v < ψ < w we have H θ (W ) ⊂ W , that is H θ is a admissible homotopy for all 0 ≤ θ ≤ 1.
Since u = H θ (u) for all u ∈ ∂W and all θ ∈ [0, 1], we conclude that Hence, problem (P ) t0 has another solution u 2 ∈ B R \ W . Moreover, u 1 = u 2 .
(ii) Consider a sequence t n < t(g 1 ) such that t n → t(g 1 ). It follows from Theorem 1.1 that problem (P ) t has a solution u n ∈ C(Ω) for the given function g 1 and each t n , that is L 0 u n = f (x, u n ) + t n φ 1 + g 1 , in Ω.
Since (u n ) is bounded in C(Ω), then (u n ) is bounded in L p (Ω), p > 0. If p > 1, there is a some subsequence of (u n ), still denoted by itself, such that u n ⇀ u in L p (Ω). As (L 0 u n ) is uniformly convergent in C(Ω),
we assume that L 0 u n → w. As L 0 is a linear and compact operator, we have
and so, L 0 u n → L 0 u in C(Ω). On the other hand, from (14) we obtain
From (f 3 ) it follows that σ u n − u m ∞ < |f (x, u n (x)) − f (x, u m (x))| ≤ f (., u n ) − z ∞ + z − f (., u m ) ∞ Therefore, (u n ) is a Cauchy sequence in C(Ω). Hence, f (., u n ) → f (., u) in C(Ω).
Clearly u is a solution of problem (P ) t with the given g 1 and t = t(g 1 ). In this context, the proof of Theorem 1.2 is complete.
