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Abstract
We study the convolution of semi-classical spectral distributions associated to h-pseudodifferential oper-
ators on Rn. Under standard assumptions the micro-support of this object can be characterized via families
of periodic orbits correlated simultaneously by energy and periods. When all the orbits are non-degenerate
the convolution admits, as h tends to 0, an explicit asymptotic expansion in term of the respective dynamical
systems. In this setting, this result validates the theory of orbits pairs used by physicists in quantum chaos.
Some new contributions, related to the crossing of the period functions, are also analyzed.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the main result
Let Ph be a self-adjoint h-pseudo-differential operator, acting on a dense subset of L2(Rn),
and assume that the spectrum of Ph is discrete in some interval [E−ε,E+ε]. A global sufficient
condition for this is given below, but a typical example of such an operator is the h-quantized
Schrödinger operator Ph = −h2 + V where the potential V ∈ C∞(Rn,R) is bounded from
below. As usually, if p is the principal symbol of this quantum operator Ph, we can associate a
classical counterpart if we use p(x, ξ) as an Hamiltonian function on the phase space T ∗Rn. In
what follows, we note Φt the flow of the Hamiltonian vector field Hp = ∂ξp.∂x − ∂xp.∂ξ and
ΣE = p−1({E}) the energy surfaces.
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doi:10.1016/j.jfa.2006.04.017
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closed orbits of Φt . In geometry, spectrum and periodic orbits can be related, in a very explicit
way, via the Selberg and Duistermaat–Guillemin [6] trace formulae. In quantum mechanics such
a relation is not so easy to establish. In the regime h¯ → 0, this correspondence was initially
pointed out in physics in the works of Balian, Bloch [1] and Gutzwiller [7] and for a rigorous
mathematical approach the reader can consult [3,10,13]. This dependence is subtle and can gen-
erally not be read off from global eigenvalues statistics, e.g., in a Weyl-type estimates of the
counting functions of eigenvalues:
#
{
j | λj (h) ∈ [a, b]
} ∼ (2πh)−n VolT ∗Rn(p−1([a, b])) as h → 0,
the dynamics appears only as a remainder O(hδ) or o(hδ).
To obtain a precise relation, a micro-local approach is required via the study of the asymptotic
behavior, as h → 0, of the spectral distributions
Υ P (E,h,ϕ) =
∑
|λj (h)−E|ε
ϕ
(
λj (h)−E
h
)
, (1)
where the λj (h) are the eigenvalues of Ph, E is an energy level of the principal symbol
p ∈ C∞(T ∗Rn) of Ph and ϕ a function. To justify the terminology, observe that we have also the
relation involving the spectral density
Υ P (E,h,ϕ) =
∑
|λj (h)−E|ε
〈
ϕ(t), δ
(
t − λj (h)−E
h
)〉
.
One motivation to study such a quantity is statistical since, in general, it is not possible to
compute the spectrum. A second important aspect, is the existence of an asymptotic expansion
involving the set of fixed points of the flow:
lim
h→0Υ
P (E,h,ϕ)
{
(T , x, ξ) ∈R×ΣE | ΦT (x, ξ) = (x, ξ)
}
.
Of course, this correspondence can be formulated via trace formulae and provides a rigorous
version of the Gutzwiller formula. But we emphasize that this relation involves only the dynamics
on ΣE .
In the last years, many publications appeared in physics, concerning pair orbits theory. The
reader can, e.g., consult [2] were the dynamics is used to study the property of operators and [8]
for references and applications. The main tool of this theory is a relation between global eigen-
values statistics with double sums of orbits recombined by periods or classical actions and our
objective is to give a rigorous proof of this phenomenon. If Qh is a second operator with at-
tached flow φt = exp(tHq) and with spectral distributions ΥQ(E,h,ϕ) defined as above, after a
regularization explained below, one can define a new spectral quantity
Υ P,Q(u,h,ϕ) = (Υ P ∗ΥQ)(u,h,ϕ), (2)
where ∗ is the convolution with respect to the energy E. Next, one can expect that the asymptotic
behavior of Υ P,Q is determined by the respective set of fixed point of Φt and φt . In fact, under
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the asymptotics but only those conveniently correlated by energy and periods. This point justifies
partially the orbit theory used in physics. The only difference with the results used in the physical
literature is that precise hypothesis on the length spectra are required to obtain an asymptotics in
the semi-classical regime.
To define this convolution we use a smooth cut-off with respect to the energy. This choice
limits the convolution to the discrete spectrum of Ph and Qh and leads to an elementary analysis,
based on the stationary phase formula. Since this seems to be the main interest in physics, we
have devoted a particular attention to the case of isolated periodic orbits on every energy surfaces.
The case of integrable dynamical systems can be more complicated and will not be detailed
here. Finally, in the last part of this contribution we restrict the result obtained to a diagonal pair
(Ph,Ph) and we discuss the dual object of Υ P,P obtained by Fourier transformation with respect
to the energy.
1.1. Hypotheses and the main result
Consider two h-pseudodifferential operators
Ph =
(
Opwp
)
(x,hDx) and Qh =
(
Opwq
)
(x,hDx),
obtained by Weyl-quantization
(
Opwu
)
(x,hDx)f (x) = 1
(2πh)n
∫
R2n
e
i
h
〈x−y,ξ〉u
(
x + y
2
, ξ
)
f (y)dy dξ,
where the respective (principal) symbol p,q of Ph and Qh are smooth and real valued. More
generally, one could consider operators with h-dependent symbols ph ∼ hjpj and qh ∼ hjqj ,
e.g., in the sense of Borel-sums with respect to h. But, to simplify the exposition, we will treat
only the case of principal symbols. Let I = [a, b], to obtain a well-defined spectral problem
below we impose
(H1) ∃ε > 0 such that p−1([a − ε, b + ε]), q−1([a − ε, b + ε]) are compact in T ∗Rn.
By Theorem 3.13 of [12] for any E ∈ I both spectrum σ(Ph) ∩ [E − ε,E + ε] and σ(Qh) ∩
[E − ε,E + ε] are discrete and consist in sequences λ1(h) λ2(h) · · · λj (h), respectively
μ1(h) μ2(h) · · · μj (h), of eigenvalues of finite multiplicities, if ε and h are small enough.
Remark 1. Condition (H1) is sufficient, but not always necessary, and can always be realized
if p and q are going to infinity at infinity. More generally if p−1(I1) and q−1(I2) are compact,
where I1,2 are some compact intervals, by changing p by p + c for some c ∈ R we can always
obtain a common interval.
We recall that an energy E is regular if ∇p(x, ξ) = 0 on the surface
ΣE =
{
(x, ξ) ∈ T ∗Rn ∣∣ p(x, ξ) = E}, (3)
B. Camus / Journal of Functional Analysis 241 (2006) 638–660 641and critical, otherwise. Since two operators are involved in this contribution, the energy surfaces
of q are noted by
ΩE =
{
(x, ξ) ∈ T ∗Rn ∣∣ q(x, ξ) = E}. (4)
Generic periodic orbits of Φt = exp(tHp) are noted γ , respectively γ ′ for those of φt =
exp(tHq). To avoid contributions of fixed points, we also assume that
(H2) I = [a, b] contains no critical value of p and q .
In the presence of fixed point for φt or Φt the asymptotic expansion would be significantly
different. Our main tool is the spectral distribution
Υ P (E,h,ϕ) =
∑
λj (h)∈[E−ε,E+ε]
ϕ
(
λj (h)−E
h
)
, E ∈ I. (5)
We define similarly ΥQ(E,h,ϕ) where the sum is performed on the eigenvalues μj (h) of Qh.
Observe that, according to the considerations above, for each h > 0 the sum in Eq. (5) is finite
and no problem of divergence occurs. To avoid any problem of convergence in the asymptotic
regime, we impose
(H3) ϕˆ ∈ C∞0 (R).
These three assumptions are enough to show the correspondence between spectral convolutions
and pairs of orbits. To obtain an explicit formulation we make now extra hypothesis. The next
one simplifies the trace formula:
(H4) ϕˆ(j)(0) = 0, ∀j ∈N∗.
We can weaken (H4) to ϕˆ(j)(0) = 0, ∀j ∈ {1, . . . , n − 1}, without changing the main result,
cf. Section 3. In fact, (H4) simplifies the exposition and can be discarded if one looks towards
periodic orbits statistics as in Section 4. We impose now a standard condition on the dynamics:
(H5) All periodic trajectories of Φt and φt are non-degenerate.
We recall that non-degenerate closed orbits γ are those whose Poincaré map Pγ does not admit 1
as eigenvalue and are isolated in the energy surfaces. Since the Poincaré map of any k-fold
iteration is Pkγ , hypothesis (H5) is equivalent to the fact that no eigenvalue of Pγ is a root of
unity. This condition is fulfilled by hyperbolic systems: in this case all eigenvalues of Pγ are
outside of S1.
Remark 2. Removing (H5) leads to a complicated problem, involving degenerate oscillatory
integrals. Concerning the contribution of an isolated degenerate periodic orbit, the reader can
consult [11]. Strictly speaking, (H5) is only necessary for the orbits inside p−1(I ), q−1(I ) of
periods T ∈ supp(ϕˆ).
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bation of the energy. Hence it is possible to attach to each γ a cylinder C(γ ) consisting of closed
curves constructed by deformation of γ with respect to the energy. Precisely, starting from a
given closed orbit γ ⊂ ΣE of Φt , the associated deformed curve γ (u), at the level u, is uniquely
determined by the intersection γ (u) = C(γ ) ∩ Σu. Since I contains no critical value of p, this
cylinder exists for any u ∈ I and we obtain a period function Tγ (u) : I → R+ computing the pe-
riod of γ (u) ⊂ C(γ ). Similarly, we define the period functions Tγ ′(v) for the flow φt generated
by q .
For an individual energy level E, and for a given spectral function ϕ, the spectral distribution
can be written as a mean term plus an oscillating term:
Υ P (E,h,ϕ) = ρP (E,h)+ ρPosc(E,h)+O
(
h∞
)
. (6)
This decomposition, valid at the level of operators, is detailed in Section 3. Under assump-
tion (H5) the oscillating part can be expressed as a sum over periodic orbits of the classical
system:
ρPosc(E,h) =
∑
γ∈ΣE
T #γ ϕˆ(Tγ )
|det(Id − Pγ )|1/2 e
i π4 mγ e
i
h
Sγ +O(h) as h → 0, (7)
where γ are the closed orbits of Φt inside ΣE , Tγ and T #γ , respectively, the period and the prim-
itive period of γ , mγ the Maslov index of the curve (an integer) and Pγ the Poincaré mapping.
Finally, Sγ are the classical actions:
Sγ =
∫
γ
ξ dx :=
Tγ∫
0
〈
ξ(t, x, ξ),
dx
dt
(t, x, ξ)
〉
dt.
In what follows the stability factors, including the Maslov phase, are noted by
Aγ =
T #γ e
i π4 mγ
|det(Id − Pγ )|1/2 . (8)
Under conditions (H1), (H2) and for each E ∈ I we have:
ρ(E,h) = ϕˆ(0)
(2πh)n−1
Vp(E)+O(h2−n) as h → 0. (9)
We recall that dμpE is the Liouville measure, invariant by Φt , defined by
dμ
p
E(x, ξ) =
dx dξ
|∇p(x, ξ)|
∣∣∣∣ ,
ΣE
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Vp(E) is the associated Riemannian volume of ΣE . Similar notations dμqE(y, η) and Vq(E) are
used for q . Finally, when this makes sense, we have the coarea formulae:
VolT ∗Rn
(
p−1(I )
)=
∫
p−1(I )
dx dξ =
∫
E∈I
∫
(x,ξ)∈ΣE
dμ
p
E(x, ξ) dE =
∫
I
Vp(E)dE.
To obtain a well-defined convolution, we impose the following regularization. For χ ∈ C∞0 (R,R)
and supp(χ) ⊂ I we define
Υ˜ P (E,h) := Υ˜ P (E,h,ϕ) = χ(E)Υ P (E,h,ϕ). (10)
To avoid lengthy notations, we omit ϕ which is given once for all. With this convention we define
the spectral convolution:
Υ P,Q(E,h) = (Υ˜ P ∗ Υ˜ Q)(E,h) =
∫
R
Υ˜ P (u,h)Υ˜ Q(E − u,h)du. (11)
The reader could object that Υ P,Q depends on the choice of χ . This cut-off is necessary and
insures first that we perform spectral statistics only on the discrete spectrum, cf. condition (H1)
and comments below. Next, the choice of χ smooth avoids the contribution of undesired terms,
related to the classical dynamics at the boundary of supp(χ). It seems that these boundary terms,
present if χ is a characteristic function, have been neglected in physics. Also the final result
depends weakly on the choice of χ and can be interpreted as a measure on the sets of closed
orbits.
Remark 3. To simplify, we are using the same spectral function ϕ for Ph and Qh. But this
construction holds with two different functions ϕP and ϕQ. As explained in Remark 1, one could
define the convolution independently from the location of the discrete spectrum in the real line.
A similar remark applies for two different cut-off χP and χQ chosen adapted to our operators.
The first general result is:
Theorem 4. Assume that (H1)–(H4) are satisfied. Then, as h tends to 0+, we have
Υ P,Q(E,h) = M(E,h)+O(E,h)+O(h∞).
The mean term M , independent from both dynamics, is given by
M(E,h) = ϕˆ(0)
2
(2πh)2n−2
∫
R
χ(u)χ(E − u)Vp(u)Vq(E − u)du,
and the essential support of the oscillatory term O satisfies
esupp(O) ⊂ {E ∈R ∣∣ ∃(T , x, ξ, y, η) ∈ supp(ϕˆ)×Σu ×ΩE−u,
u ∈ supp(χ), E − u ∈ supp(χ), ΦT (x, ξ) = (x, ξ), φT (y, η) = (y, η)
}
.
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term M can be interpreted as a correlation between Ph and Qh. In particular, when Ph = Qh the
difference
O(E,h) = Υ P,P (E,h)−M(E,h), modulo O(h∞),
establishes a global relation between spectral and dynamical statistics. The statement about
O(E,h) shows that there is no correlation between the Weyl terms and a fixed periodic orbit
of period T = 0. We give below a more precise formulation of this term, with the extra hypothe-
sis (H5).
In what follows it is understood that orbits γ , or γ ′, attached to the same curve but with
different periods kT #γ , k ∈ Z∗, are distinguished. From a geometric point of view, these orbits
generate the same cylinders but they have different contributions in the asymptotic expansion.
First, the factor of anisochrony between too families of curves is
J (u) := JEγ,γ ′(u) =
∂
∂u
(Tγ (u) − Tγ ′(E−u)), (12)
where γ (u) = C(γ )∩Σu, γ ′(u) = C(γ ′)∩Ωu and T• are the periods, non-necessarily primitive,
of these orbits. Next, with the corresponding stability factors, we define the amplitudes:
gEγ,γ ′(u) = Aγ(u)Aγ ′(E−u)χ(u)χ(E − u).
With these notations, the rules of summations are given as follows.
Proposition 5. Under the assumptions of Theorem 4 and (H5),
O(E,h) =
∑
γ,γ ′
Iγ,γ ′(E,h)+O(h),
where γ , γ ′ are all the generators of the cylinders. We have
(a) If the equation Tγ (u) = Tγ ′(E−u) has no solution on supp(gEγ,γ ′) then
Iγ,γ ′(E,h) =O
(
h∞
)
.
(b) If Tγ (u) = Tγ ′(E−u) has a unique solution v such that J (v) = 0 then
Iγ,γ ′(E,h) = (2πh)1/2ϕˆ(Tγ (v))2gEγ,γ ′(v)
ei
π
4 sgn(J (v))
|J (v)|1/2 e
i
h
(Sγ (v)+Sγ ′(E−v)) +O(h3/2).
If there is several such solutions the total contribution is their sum.
(c) If Tγ (u) and Tγ ′(E−u) are equal along the cylinders then the contribution is
Iγ,γ ′(E,h) = e ihC(E)
∫
R
gEγ,γ ′(u)ϕˆ(Tγ (u))
2 du+O(h),
where C(E) = Sγ (u) + Sγ ′(E−u) is independent of u.
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contribute. We emphasize that no contribution like (b) has been precisely quoted in physics,
certainly because most models are based on isochrone systems, i.e. u → Tγ (u) is constant, see
Remark 10. Also, the case J (v) = 0 corresponds to a normal crossing for the period functions
and is detailed in Section 3. The contribution (c) is generally instable with respect to E, apart
when γ and γ ′ are isochrone.
This oscillatory term is not exactly the convolution of the respective oscillatory parts. Such
a convolution would involve all closed orbits of arbitrary periods of Σu and ΩE−u. In fact, the
correct interpretation is that the critical parameter of correlation, in the semi-classical regime, is
the period. We will see in Section 4, that it is possible to define a dual object to Υ P,Q where the
critical parameter is the energy.
2. Semi-classical approximation
The construction below is classical and will be sketchy. We recall that
Υ P (E,h,ϕ) =
∑
λj (h)∈J (ε)
ϕ
(
λj (h)−E
h
)
, J (ε) = [E − ε,E + ε],
where E ∈ I = [a, b] and ε < ε0. For δ > 0 small enough, we localize around I with a cut-off
Θ ∈ C∞0 (]a− δ, b+ δ[), such that Θ = 1 on I and 0Θ  1 on R. We accordingly split-up our
spectral distribution as
Υ P (E,h,ϕ) = Υ P1 (E,h,ϕ)+Υ P2 (E,h,ϕ),
with
Υ P1 (E,h,ϕ) =
∑
λj (h)∈J (ε)
(1 −Θ)(λj (h))ϕ
(
λj (h)−E
h
)
,
Υ P2 (E,h,ϕ) =
∑
λj (h)∈J (ε)
Θ
(
λj (h)
)
ϕ
(
λj (h)−E
h
)
.
Since ϕ ∈ S(R) a classical estimate, see, e.g., [4, Lemma 1], is
Υ P1 (E,h,ϕ) =O
(
h∞
)
, as h → 0+. (13)
By inversion of the Fourier transform we have
Θ(Ph)ϕ
(
Ph −E
h
)
= 1
2π
∫
R
ei
tE
h ϕˆ(t) exp
(
− it
h
Ph
)
Θ(Ph)dt.
The trace of the left-hand side is Υ P2 (E,h,ϕ) and Eq. (13) provides
Υ P (E,h,ϕ) = 1
2π
Tr
∫
ei
tE
h ϕˆ(t) exp
(
− it
h
Ph
)
Θ(Ph)dt +O
(
h∞
)
. (14)R
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side in terms of the dynamics generated by p. Let Wh(t) = exp(− ith Ph) be the quantum propaga-
tor. We approximate the localized operator Wh(t)Θ(Ph) by a Fourier integral operator depending
on a parameter h. If Λ is the Lagrangian manifold associated to the flow of p,
Λ = {(t, τ, x, ξ, y, η) ∈ T ∗R× T ∗Rn × T ∗Rn ∣∣ τ = p(x, ξ), (x, ξ) = Φt(y, η)},
a semi-classical version of a more general result, see, e.g., Duistermaat [5], is:
Theorem 6. The operator Wh(t)Θ(Ph) is an h-FIO (Fourier integral operator) associated to Λ.
If t is in a compact subset of R, for each N ∈ N there exists W(N)Θ,h(t) with integral kernel in
Hörmander’s class I (R2n+1,Λ) such that
Wh(t)Θ(Ph) = W(N)Θ,h(t)+ hNR(N)h (t),
where R(N)h (t) is bounded, with a L2-norm uniformly bounded for 0 < h 1.
For δ < δ0, the remainder R(N)h (t) can be controlled by a cyclicity argument. Let Θ1 ∈
C∞0 (R), with Θ1 = 1 on supp(Θ) and supp(Θ1) ⊂ ]a − 2δ, b + 2δ[, then ∀N ∈N we have
Tr
(
Θ(Ph)ϕ
(
Ph −E
h
))
= 1
2π
Tr
∫
R
ϕˆ(t)e
i
h
tEW
(N)
Θ,h(t)Θ1(Ph) dt +O
(
hN−n
)
.
For t small, the BKW ansatz shows that the integral kernel of W(N)Θ,h(t) can be recursively con-
structed as
K
(N)
h (t, x, y) =
1
(2πh)n
∫
Rn
b
(N)
h (t, x, y, ξ)e
i
h
(S(t,x,ξ)−〈y,ξ〉) dξ,
b
(N)
h = b0 + hb1 + · · · + hNbN,
where S satisfies the Hamilton–Jacobi equation
p
(
x, ∂xS(t, x, ξ)
)+ ∂tS(t, x, ξ) = 0
with initial condition S(0, x, ξ) = 〈x, ξ 〉. In particular we have
{(
t, ∂tS(t, x, η), x, ∂xS(t, x, η), ∂ηS(t, x, η),−η
)}⊂ Λ,
and S is a generating function of the flow, i.e.
Φt
(
∂ηS(t, x, η), η
)= (x, ∂xS(t, x, η)).
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compute the trace. If supp(ϕˆ) is small enough near the origin, modulo an error O(hN−n), we
obtain that
Υ P (E,h,ϕ) = 1
(2πh)n
∫
R×T ∗Rn
e
i
h
(S(t,x,ξ)−〈x,ξ〉+tE)a(N)h (t, x, ξ)ϕˆ(t) dt dx dξ, (15)
where a(N)h (t, x, η) = b(N)h (t, x, x, η). By a classical result, e.g., [12, Theorem 3.11 and Re-
mark 3.14], Θ(Ph) is h-admissible with a symbol compactly supported in p−1([a − δ, b + δ]),
for δ < δ0. For the evaluation of Υ P , all oscillatory integrals are with compact support and a
fortiori absolutely convergent.
The Hamilton–Jacobi equation is not complete and the approximation is only valid for t small,
but on the compact set p−1(I ) the result holds for |t |  T0. The propagator is a one parameter
group and the general result holds by composition. With ϕˆ ∈ C∞0 , only a finite number of iter-
ations is required and, via a partition of unity with respect to t , Υ P can be written as a finite
sum of oscillatory integrals as above. This composition procedure induces a light correction.
To the Fourier integral operator approximating the propagator is associated a principal sym-
bol e
i
h
Sσprinc, where S is a function on Λ such that ξ dx = dS on Λ and σprinc is a section of
|Λ|1/2 ⊗ M(Λ). Here M(Λ) is the Maslov vector-bundle of Λ and |Λ|1/2 the bundle of half-
densities on Λ. Since the sub-principal symbol of Ph is zero, in the global coordinates (t, y, η)
on Λ the half-density of the propagator is |dt dy dη|1/2. Including the Maslov correction, we
obtain
σprinc(t, y, η) = e iπ4 mt (y,η)|dt dy dη|1/2,
where mt is the Maslov index of the curve {Φs(y, η), s ∈ [0, t]} identified as a curve inside Λ in
the obvious way. Observe that for t small Λ is close to the graph of the identity and no correction
appears. For our purpose, if (y, η) ∈ T ∗Rn is periodic of period T the oscillating part of the
principal symbol changes via a phase πmγ /4, where mγ is the Maslov index of the closed orbit
γ = {Φt(y, η), t ∈ [0, T ]}.
Finally, a similar construction holds for ΥQ(E,h,ϕ). After perhaps a reduction of δ, the same
cut-off function Θ(Qh) provides an oscillatory representation
1
(2πh)n
∫
R×T ∗Rn
e
i
h
(R(s,y,η)−〈y,η〉+sE)d(N)h (s, y, η)ϕˆ(s) ds dy dη,
where d(N)h (s, y, η) = c(N)h (s, y, y, η) and c(N)h = c0 + hc1 + · · · + hNcN is obtained by solving
the transport equations for Qh. Also R is the local generating function of φs = exp(sHq), i.e.
φs(∂ηR(s, y, η), η) = (y, ∂yR(s, y, η)), and satisfies the Hamilton–Jacobi equation for q:
{
∂sR(s, y, η) = q(y, ∂yR(s, y, η)),
R(0, y, η) = 〈y,η〉.
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We will first establish some results on the dynamics to obtain a comfortable decomposition of
the spectral distribution as a density plus an oscillatory object. Next, we prove that the asymptot-
ics of the spectral convolution is supported in the set of orbits correlated with respect to energy
and periods. Finally, we compute the contributions of correlated orbits in our particular setting.
3.1. Classical dynamics
The next result provides a global information on the periods of the classical flow. We recall
that I = [a, b] satisfies (H1,H2).
Lemma 7. There exists T > 0, depending only on p and I , such that Φt(z) = z for all z ∈ p−1(I )
and all t ∈ ]−T ,0[ ∪ ]0, T [ .
Proof. First, since p−1(I ) contains no critical point there is no equilibrium. Next, if Hp is our
Hamiltonian vector field and z = (x, ξ) ∈ T ∗Rn we have:
∥∥Hp(z1)−Hp(z2)∥∥2 = ∥∥∇p(z1)− ∇p(z2)∥∥2.
When z1 and z2 are in the compact p−1(I ) there exists ω > 0 such that:
∥∥Hp(z1)−Hp(z2)∥∥ ω‖z1 − z2‖, ∀z1, z2 ∈ p−1(I ).
Since, by the law of conservation of energy Φt : p−1(I ) ⊂ T ∗Rn → p−1(I ), the main result
of [14] implies that any periodic orbit inside p−1(I ) has a primitive period τ  2π/ω > 0. The
lemma follows with T = T (p, I ) = 2π/ω. 
Remark 8. The result of [14] is optimal since the lower bound is attained for the harmonic
oscillator. Also T is decreasing if we increase the size of I . A similar result holds for φt , in
general with a different bound from below.
Lemma 7 allows to decompose nicely the spectral distribution:
Proposition 1. With I chosen as above, for each E ∈ I one can write
Υ P (E,h,ϕ) = ρP (E,h)+ ρPosc(E,h),
where the asymptotic behavior of ρP (E,h) depends only on the geometry of ΣE and ρPosc(E,h)
on the non-trivial periodic orbits of ΣE . Moreover, this decomposition holds uniformly for E ∈ I .
A similar result holds for ΥQ(E,h,ϕ).
Proof. Let be f ∈ C∞0 (R,R) such that 0 f  1 and f = 1 near the origin. We decompose the
Fourier transform ϕˆ via ϕ = ϕ1 + ϕ2, with ϕ1 = ϕ ∗ fˆ and ϕ2 = ϕ − ϕ1. Following the notations
of Section 2, we write
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∫
R
e
it
h
(E−Ph)Θ(Ph)ϕˆ(t)f (t) dt,
Υ P (E,h,ϕ2) = 12π Tr
∫
R
e
it
h
(E−Ph)Θ(Ph)ϕˆ(t)
(
1 − f (t))dt.
We accordingly obtain
Υ P (E,h,ϕ) = Υ P (E,h,ϕ1)+Υ P (E,h,ϕ2)+R(h),
where the term R(h), attached to (1 − Θ), is in the class O(h∞) as h → 0. If supp(f ) is small
enough there is no periodic orbit of ΣE of period included in supp(ϕˆf ). Hence, Υ P (E,h,ϕ1)
depends only on the geometry of ΣE and Υ P (E,h,ϕ2) on the periodic orbits whom periods
are in supp(ϕˆ(1 − f )). By Lemma 7, we choose supp(f ) ⊂ [−T/2, T /2] and the result holds
uniformly for E ∈ I . Perhaps after shrinking supp(f ), the same result holds for ΥQ. 
Hence, in what follows, two different contributions can be distinguished:
• the set {t = 0} ×ΣE , involving only the geometry of ΣE ;
• the set of periodic orbits γ ∈ ΣE of periods Tγ = 0, Tγ ∈ supp(ϕˆ).
3.2. Convolutions of spectral distributions
We study now the spectral convolution. Until further notice, in what follows all expressions
will be considered modulo a remainder O(h). To obtain a well-defined quantity we perform the
average with the smooth cut-off χ :
Υ P,Q(E,h) =
∫
R
Υ˜ P (u,h,ϕ)Υ˜ Q(E − u,h,ϕ)du. (16)
According to Section 2, we write Υ P,Q as a finite sum of oscillatory integrals:
1
(2πh)2n
∫
R
χ(u)
( ∫
R×T ∗Rn
e
i
h
(S(t,x,ξ)−〈x,ξ〉+tu)aj (t, x, ξ)ϕˆ(t) dt dx dξ
)
,
χ(E − u)
( ∫
R×T ∗Rn
e
i
h
(R(s,y,η)−〈y,η〉+s(E−u)) dk(s, y, η)ϕˆ(s) ds dy dη
)
du.
The phase of the convolution is:
Ψ (t, s, u, x, y, ξ, η) = S(t, x, ξ)− 〈x, ξ 〉 + tu+R(s, y, η)− 〈y,η〉 + s(E − u).
We apply now the stationary phase method with respect to (t, u). We have:
∇t,uΨ =
(
∂tS(t, x, ξ)+ u, t − s
)
.
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{
∂tS(t, x, ξ)+ u = 0,
t = s. (17)
The first equation simply means that (x, ∂xS(t, x, ξ)) ∈ Σu and the condition t = s shows that
the full integral is correlated by periods. In particular the mean terms, attached to the “period”
t = 0, are not correlated with any periodic orbit. The phase, evaluated at any critical point, is:
S(s, x, ξ)− 〈x, ξ 〉 +R(s, y, η)− 〈y,η〉 + sE. (18)
Next, the Hessian at such a critical point is:
Hu,t (ψ) =
(
0 1
1 ∂2t,t S(s, x, ξ)
)
.
Since this matrix has determinant −1 and signature 0, the stationary phase formula with parame-
ters (s, x, ξ, y, η) provides:
(2πh)1−2n
∫
R
ϕˆ(s)2
∫
T ∗Rn
χ
(
∂tS(s, x, ξ)
)
χ
(
E − ∂tS(s, x, ξ)
)
e
i
h
(S(s,x,ξ)−〈x,ξ〉)
× aj (s, x, ξ) dx dξ
( ∫
T ∗Rn
e
i
h
(R(s,y,η)−〈y,η〉+sE) dk(s, y, η) dy dη
)
ds +O(h). (19)
Observe that a full expansion exists. The critical points with respect to s are given by
∂sS(s, x, ξ)+ ∂sR(s, y, η)+E = 0.
In view of the Hamilton–Jacobi equations this means that
(
x, ∂xS(s, x, ξ)
) ∈ Σv ⇒ (y, ∂yR(s, y, η)) ∈ ΩE−v.
But, since the critical point with respect to (x, ξ), (y, η) are respectively given by
(
x, ∂xS(s, x, ξ)
)= (∂ξS(s, x, ξ), ξ),(
y, ∂yR(s, y, η)
)= (∂ηR(s, y, η), η),
the convolution function is supported in the critical set
C= {(s, x, ξ, y, η) ∈ supp(ϕˆ)×Σv ×ΩE−v ∣∣Φs(x, ξ) = (x, ξ), φs(y, η) = (y, η)}.
This proves the second assertion of Theorem 4, without any hypothesis on the dynamics. Also,
Eq. (17) implies immediately that
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∫
R
ρP (u,h)ρQosc(E − u,h)χ(u)χ(E − u)du =O
(
h∞
)
,
∫
R
ρQ(E − u,h)ρPosc(u,h)χ(u)χ(E − u)du =O
(
h∞
)
.
The asymptotics of Υ P,Q depends on the dimension and on the nature of the set C. For s = 0,
the contribution is related to the surfaces
C0 =
{{0} ×Σu ×ΩE−u ⊂R× T ∗Rn × T ∗Rn}.
In general this set is not a manifold but, since the cut-off χ(u) and χ(E − u) vanish at the
boundary, we can anyhow apply the generalized stationary phase formula. Next, with (H5) and
if the equations Tγ (u) = Tγ ′(E−u) have isolated roots, (C\C0) can be identified with a sum of
direct product of the curves
γ (v) = {(x, ξ) ∈ Σv ∣∣ΦT (x, ξ) = (x, ξ)},
γ ′(E − v) = {(y, η) ∈ ΩE−v ∣∣ φT (y, η) = (y, η)}.
Here T is not necessarily a primitive period. Hence, the contributions are related to 2 dimensional
torus constructed by pairing orbits of same period with respect to the energy. But if Tγ (u) =
Tγ ′(E−u), for all u, the critical set is different. Now, we distinguish out the contributions of C0
and (C\C0).
3.3. Determination of the mean value
For the convenience of the reader we detail the calculations. In Eq. (19) we split the integral
with respect to (x, ξ), via the co-area formula, as an integral over (x, ξ) ∈ Σv and v ∈ R. We
have:
∫
T ∗Rn
χ
(
∂tS(s, x, ξ)
)
χ
(
E − ∂tS(s, x, ξ)
)
e
i
h
(S(s,x,ξ)−〈x,ξ〉)aj (s, x, ξ) dx dξ
=
∫
v∈R
∫
(x,ξ)∈Σv
χ
(
∂tS(s, x, ξ)
)
χ
(
E − ∂tS(s, x, ξ)
)
e
i
h
(S(s,x,ξ)−〈x,ξ〉)aj (s, x, ξ) dμpv dv.
We recall that dμpv is simply the invariant (2n− 1)-dimensional measure on Σv . For s close to 0
we have first:
S(s, x, ξ) = 〈x, ξ 〉 − sv +O(s2), ∀(x, ξ) ∈ Σv,
and similarly:
R(s, y, η) = 〈y,η〉 − sq(y, η)+O(s2).
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−s(q(y, η)+ v −E +O(s)).
Now, the only critical point with respect to s for s close to 0 is given by
q(y, η) = E − v.
If (E − v) /∈ supp(χ) there is no contribution, up to terms O(h∞). Otherwise ΩE−v is by con-
struction a smooth compact surface and we can once more apply the co-area formula with respect
to (y, η) ∈ ΩE−v . Setting w = q(y, η) and applying the stationary phase formula with respect to
(s,w) yields
(2πh)2ϕˆ(0)2
∫
v∈R
∫
(x,ξ)∈Σv
χ
(
∂tS(0, x, ξ)
)
χ
(
E − ∂tS(0, x, ξ)
)
× aj (0, x, ξ) dμpv
∫
(y,η)∈ΩE−v
dk(0, y, η) dμqE−v dv +O
(
h3
)
.
Remark 9. Strictly speaking q(y, η) is not a global coordinate near ΩE−v . But since this surface
is compact and ∇q(y, η) = 0, by mean of a partition of unity we can use q(y, η) as a local
coordinate and the final result is the same.
Next, since ∂tS(0, x, ξ) = p(x, ξ) = v for (x, ξ) in Σv this term is constant on the energy
surface and we obtain
ϕˆ(0)2
∫
R
χ(v)χ(E − v)
∫
(x,ξ)∈Σv
aj (0, x, ξ) dμpv
∫
(y,η)∈ΩE−v
dk(0, y, η) dμqE−v dv.
Using the properties of the propagators, recalled in Section 2, we have:
aj (0, x, ξ) = Θ
(
p(x, ξ)
)= 1, ∀(x, ξ) ∈ Σu ⊂ p−1([a, b]),
dj (0, y, η) = Θ
(
q(y, η)
)= 1, ∀(y, η) ∈ ΩE−u ⊂ q−1([a, b]).
If we gather all the constants, the leading coefficient with respect to h is
1
(2πh)2n−2
(
ϕˆ(0)2
∫
R
χ(v)χ(E − v)Vp(v)Vq(E − v)dv +O(h)
)
. (20)
With supp(χ) ⊂ I and (H1) this integral is finite. A full asymptotic expansion can be derived:
the next term involves the scalar curvatures of the energy surfaces and so on. But with (H4) the
reader can easily check that, modulo terms O(h∞), Eq. (20) computes the coefficient M(E,h)
of Theorem 4.
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We use now (H5). Let (γ (u), γ ′(v)) ∈ (C(γ )∩Σu)× (C(γ ′)∩Ωv), we have:
ρPosc(u,h) =
∑
γ∈Σu
ϕˆ(Tγ (u))Aγ (u)e
i
h
Sγ (u),
ρQosc(v,h) =
∑
γ ′(v)∈Ωv
ϕˆ(Tγ ′(v))Aγ ′(v)e
i
h
Sγ ′(v) ,
where the coefficients A• are the stability factors, see Eq. (8), expressed as functions of the
energies. Note that the Maslov indexes are constant along the cylinders. By bilinearity, we study
the convolution along two cylinders generated by γ (u) and γ ′(E − u). This leads to oscillatory
integrals
Iγ,γ ′(E,h) =
∫
R
f Eγ,γ ′(u)e
i
h
(Sγ (u)+Sγ ′(E−u)) du,
f Eγ,γ ′(u) = ϕˆ(Tγ (u))ϕˆ(Tγ ′(E−u))χ(u)χ(E − u)Aγ (u)Aγ ′(E−u).
By construction we have f E
γ,γ ′ ∈ C∞0 (R). Next, along each cylinder we have
∂uSγ (u) = Tγ (u), (21)
which is a direct consequence of Stoke’s formula, see, e.g., [13, Lemma 7.4]. As predicted by
Eq. (17), the critical points of Iγ,γ ′ are given by
∂u(Sγ (u) + Sγ ′(E−u)) = Tγ (u) − Tγ ′(E−u) = 0. (22)
If there is no solution, by the non-stationary phase lemma these two families of orbits contribute
only up to O(h∞). Now we distinguish out the case when Eq. (22) has a non-degenerate critical
point or not.
(A) Non-degenerate critical points. Assume that the second derivative at the crossing point is
non-zero, i.e.
J (v) = ∂
∂u
(Tγ (u) − Tγ ′(E−u))
∣∣∣∣
u=v
= 0. (23)
For such an isolated critical point, the stationary phase formula provides:
Iγ,γ ′(E,h) = (2πh)1/2
(
ei
π
4 sgn(J (v))
|J (v)|1/2 f
E
γ,γ ′(v)e
i
h
(Sγ (v)+Sγ ′(E−v)) +O(h)
)
.
If there is several such critical points their contributions can just be summed.
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of tori occurs. This object is 3-dimensional and the contribution is, of course, different. If two-
period functions are equal to T0 along the cylinders C(γ ) and C(γ ′), we have
∂u(Sγ (u) + Sγ ′(E−u)) = T0 − T0 = 0, ∀u.
Accordingly the phase is constant and the only variable terms are the Poincaré maps. By integra-
tion, this family of correlated orbits contribute as
ϕˆ(T0)
2e
i
h
(Sγ (u)+Sγ ′(E−u))
∫
R
Aγ(u)Aγ ′(E−u)χ(u)χ(E − u)du.
Finally, if Tγ (u) = Tγ ′(E−u) are some functions a similar result is
Iγ,γ ′(E,h) = e
i
h
(Sγ (u)+Sγ ′(E−u))
∫
R
ϕˆ(Tγ (u))
2Aγ(u)Aγ ′(E−u)χ(u)χ(E − u)du.
(C) Normal crossing. As the reader can easily check, the conditions
{
Tγ (v) = Tγ ′(E−v),
J (v) = ∂u(Tγ (u) − Tγ ′(E−u))|u=v = 0,
express that the graphs of Tγ (u) and Tγ ′(E−v) intersects normally at v. In this case it is no more
possible to apply the stationary phase method, but this problem can be treated in the greatest
generality. If the singularity at v has a finite order k > 2, assuming temporary that v = 0, we can
write:
Sγ (u) + Sγ ′(E−u) = Sγ (0) + Sγ (E) + ukr(u), r(0) = 0.
Via a cut-off κ near u = 0, the change of coordinates w = u|r(u)|1/k is admissible and we have
the asymptotics as h tends to 0:
∫
R
e
i
h
wk sgn(r(0))G(w)dw =
N∑
j=1
h
j
k μj (G)+O
(
h
N+1
k
)
,
where G(w) is the pullback, under u → w, of κ(u)f E
γ,γ ′(u). For an explicit formulation of the
distributions μj we refer to [9, Eqs. (7.7.30) and (7.7.31)]. In the generic case k = 3, and, e.g.,
for r(v) > 0, we obtain:
I(γ, γ ′)(E,h) = C h
1/3
|r(v)|1/3 e
i
h
(Sγ (v)+Sγ ′(E−v))f Eγ,γ ′(v)+O
(
h2/3
)
. (24)
Here C is a universal constant and r(v) the first non-zero derivative at v.
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The results above can be derived by studying the oscillatory integrals of Eq. (19). For each
Poincaré section Nx,ξ = Tx,ξΣu/Tx,ξ γ (u), (H5) insures that the phase for the integral with
respect to (x, ξ) has a regular transverse Hessian on Nx,ξ along γ (u). The same argument holds
for the integral with respect to (y, η) and the final result depends only on the energy parameter.
If (x, ξ) ∈ γ (u) we have
S(Tγ (u), x, ξ)− 〈x, ξ 〉 =
∫
γ (u)
ξ dx − uTγ (u) = Sγ (u) − uTγ (u),
and for each (y, η) ∈ γ ′(E − u)
R(Tγ ′(E−u), y, η) = Sγ ′(E−u) + (u−E)Tγ ′(E−u).
When both periods are equal to T , the phase of Eq. (19) satisfies
Ψ (T ,x, ξ, y, η) = Sγ (u) + Sγ ′(E−u), ∀(x, ξ, y, η) ∈ γ (u)× γ ′(E − u),
and both approaches are equivalent. More interesting, when the energy v is a non-degenerate
parameter of correlation, the critical torus
T
γ,γ ′
E,v = [0, Tγ (v)] × [0, Tγ ′(E−v)],
inherits the density
dμ
(
T
γ,γ ′
E,v
)= ei
π
4 sgn(J (v))
|J (v)|1/2
ds
|det(Id − Pγ (v))|1/2
dt
|det(Id − Pγ ′(E−v))|1/2 ,
where the local coordinates (t, s) are obtained by identifying the torus with the integral curves
(x(t), ξ(t), y(s), η(s)), t ∈ [0, T #γ ], s ∈ [0, T #γ ′ ]. It is here important to chose the primitive periods
for the parametrization since Tγ,γ
′
E,v cannot be identified with γ (v) × γ ′(E − v) if at least one
period is not primitive. Observe the change of phase related to the sign of the anisochrony factor
and that the condition J (v) = 0 is a clean intersection condition on the respective graphs of
periods.
4. Variations around the main result
4.1. Statistical interpretation of Theorem 4
The next result explains why no periodic orbits of Qh are correlated with the mean value
ρP (E,h) and conversely.
Proposition 2. Let be χ ∈ C∞0 (R,R) with supp(χ) ⊂ I . Then the smoothed mean value∫
Υ˜ P (E,h)dE :=
∫
χ(E)Υ P (E,h,ϕ)dE (25)R R
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Proof. First, let be Ψ ∈ C∞0 (R,R) such that 0 Ψ  1 and Ψ = 1 on supp(χ). We also choose
supp(Ψ ) ⊂ [a − η,b + η] with η chosen small enough so that p−1([a − η,b + η]) remains
compact. We write the spectral distribution as
Υ P (E,h,ϕ) = Υ Ψ (E,h,ϕ)+ Υ 1−Ψ (E,h,ϕ), (26)
where
Υ Ψ (E,h,ϕ) =
∑
|λj (h)−E|ε
Ψ
(
λj (h)
)
ϕ
(
λj (h)−E
h
)
.
As in Section 2, the difference Υ 1−Ψ (E,h,ϕ) is in the class O(h∞). By support considera-
tions, this result holds uniformly for E ∈ supp(χ). Writing Υ Ψ (E,h,ϕ) as a sum of oscillatory
integrals and integrating provides
1
(2πh)n
∫
R2×T ∗Rn
e
i
h
(S(t,x,ξ)−〈x,ξ〉+tE)aj (t, x, ξ)χ(E)ϕˆ(t) dt dx dξ dE.
The critical points with respect to E are precisely given by t = 0. Away from t = 0, the con-
tribution is O(h∞). Next, the condition ∂tS(t, x, ξ) + E = 0, implies that (x, ξ) ∈ ΣE and the
Hessian with respect to (t,E) of the phase is
Ht,E(E,0, x, ξ) =
(
∂2t,t S(0, x, ξ) 1
1 0
)
.
Hence, we can apply the generalized stationary phase method, at any order, and the coefficients
of the resulting expansion are supported in t = 0. 
We can explicitly compute the main term of the previous expansion:
∫
R
Υ˜ P (E,h)dE = 1
(2πh)n−1
(
ϕˆ(0)
∫
R
χ(E)Vp(E)+O(h)
)
.
This expression is very close to the standard estimate for the counting function of eigenvalues if
one divides by h. This division is simply a normalization (1/h)ϕ(t/h) of the spectral function ϕ.
For such smooth estimates, remainders of any order are independent from the dynamics. If χ is
a characteristic function the dynamics appears, but only at the boundary of supp(χ).
Under our hypothesis, the functions χ(u)ρP (u,h) and χ(u)ρQ(u,h) are smooth on I and
Proposition 2 explains why there is no correlation with ρPosc and ρ
Q
osc: as time distributions, these
are supported away from the origin. The most important fact is that oscillatory terms appear but
correlated by their periods. To see this, consider a semi-classical Fourier transform
I (τ,h) =
∫
e−
i
h
τEΥ˜ P (E,h)dE.R
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τ is a period of Φt in p−1(I ) or not. A similar principle, involving the classical actions Sγ ,
was pointed out in [10, Section 6], where they associated a Fourier series to the semi-classical
expansion of Υ P (E,h).
4.2. Diagonal evaluation and time-energy duality
When Ph = Qh, we can particularize the previous results, to obtain
(
ρPosc ∗ ρPosc
)
(E,h) =
∑
(γ,γ ′)∈C(γ )×C(γ )
Iγ,γ ′(E,h).
For h fixed, the Fourier transform of Υ P,P (E,h) is simply
F(Υ P,P )=F(Υ˜ P ∗ Υ˜ P )= (F Υ˜ P )2.
And it is easy to see that F Υ˜ P (τ/h) has an asymptotics
(2πh)1/2ϕˆ(τ )
∑
γ
Aγ (E)χ(E)e
i
h
Sγ (E) + ϕˆ(τ )
∑
Cγ
e
i
h
Sγ
∫
u∈R
Aγ(u)χ(u)du+O(h).
The first sum concerns isolated orbits of period Tγ (E) = τ and the integrals cylinders of isochrone
orbits of period τ . Hence, the quantity (F Υ˜ P )2(τ/h), equivalently the square modulus, measures
the orbits of period τ of energies inside supp(χ). Observe the gap, for τ < τ0, predicted by
Lemma 7 and also the singularity in τ = 0 where all the energies surfaces contribute.
The previous result is not the most interesting and we define now a dual object to Υ P,P .
A new convolution operation, on the set of periods, is obtained via
K(τ, h) =F((Υ˜ P )2)(−τ/h) =
∫
R
e−
i
h
τE
(
Υ˜ P (E,h,ϕ)
)2
dE. (27)
Equation (27) differs from the definition used in physics where the scaling is τ/hn−1. The usual,
heuristic, definition is a direct average of the spectral density and involves individual eigenvalues.
But, to obtain a rigorous formulation, we use Υ involving a number of eigenvalues proportional
to h1−n in the asymptotic regime. This explains the difference of scaling. Next, removing the
mean term in the definition of K is almost for free. We have:
∫
R
e
i
h
τEρP (E,h)ρPosc(E,h)χ
2(E)dE =O(h∞),
and if we use
(
Υ P (E,h,ϕ)
)2 − ρP (E,h)2 = 2ρP (E,h)ρPosc(E,h)+ ρPosc(E,h)2,
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is sometimes interpreted as a spectral variance. To derive an asymptotic expansion, we use again
the results of Section 2. We write K as
∫
R
e−
i
h
τEχ2(E)
(∑
j∈J
∫
R×T ∗Rn
ϕˆ(t)e
i
h
(S(t,x,ξ)−〈x,ξ〉+tE)aj (t, x, ξ) dt dx dξ
)2
dE.
We expand the square, to obtain a sum of oscillatory integrals with phases
S(t, x, ξ)− 〈x, ξ 〉 + S(s, y, η)− 〈y,η〉 +E(t + s − τ).
Here, a critical point satisfies simultaneously the relations:
⎧⎨
⎩
s + t − τ = 0,
p(x, ξ) = p(y,η) = E ∈ I,
Φt (x, ξ) = (x, ξ), Φs(y, η) = (y, η).
It turns out that K is really the dual object to Υ P,P since, in the semi-classical regime, K is
determined by the length spectrum, inside the window of energy I , but the correlation parameters
are now reversed:
• the energies of the orbits are equal;
• the periods are conjugated by τ .
A direct computation as in Section 3, establishes a precise asymptotic expansion. The critical
points with respect to the energy are given by
∂E(Sγ (E) + Sγ ′(E) − τE) = 0 ⇔ Tγ (E) + Tγ ′(E) = τ. (28)
And if u ∈ I is a root the condition of non-degeneracy is now
W(u) = ∂E(Tγ (E) + ∂ETγ ′(E))|E=u = 0. (29)
For such a solution the contribution, modulo O(h), is
(2πh)1/2
ei
π
4 sgn(W(u))
|W(u)|1/2 Aγ(u)Aγ ′(u)ϕˆ(Tγ (u))ϕˆ(τ − Tγ (u))e
i
h
(Sγ (u)+Sγ ′(u))χ(u)2.
If the condition W(u) = 0 is not satisfied, we can proceed as in Section 3. Finally, if the period
functions differ exactly by τ we have a contribution
e
i
h
C
∫
R
Aγ(u)Aγ ′(u)ϕˆ(Tγ (u))ϕˆ(τ − Tγ ′(u))χ(u)2 du+O(h), (30)
where C = Sγ (u) + Sγ ′(u) is constant. Observe that Eq. (30) is a convolution with respect to
periods and this term is not stable by a small perturbation of τ .
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provides statistics on the set of orbits γ and γ ′ with periods Tγ = Tγ ′ − τ , inside our window
of energy. For a large window of time, here materialized by supp(ϕˆ), and for τ → 0+, these
statistics are precisely used in quantum chaos. Once more we refer to [8] for references and
motivations.
4.3. Examples and comments
Consider the harmonic oscillators of dimension 2:
p(x, ξ) = ξ21 + ξ22 + x21 + c2x22 , c /∈Q.
Since c is irrational, the dynamic is chaotic and periodic trajectories are isolated in each energy
surfaces. For any E > 0 there is only two primitive periodic orbits γ1 and γ2 obtained, respec-
tively, for (x2, ξ2) = 0 and (x1, ξ1) = 0. The orbits are clearly non-degenerate, in ΣE their actions
are given by
Sγ1 = 2π
(
E + 1
2
)
, mγ1 = 4,
Sγ2 =
2π
c
(
E + 1
2
)
, mγ2 = 4.
The system is isochrone and ρPosc ∗ ρPosc is computed via the (c) of Proposition 5.
Remark 10. There is a lot of such examples: every geometrical model fits. The Laplace operator
on a compact Riemannian manifold is elliptic and if we go to the tangent bundle with the zero
section removed, we obtain an isochrone system. The closed orbits are the geodesics γ and
the periods equal the energies, i.e. the square of the norm of tangent vectors. The actions are
Sγ (E) = El(γ ), where l(γ ) is the usual length (speed 1) of the geodesic.
In general position, the period function can be any smooth function. If f ∈ C∞(R+,R+),
the flow of f (‖(x, ξ)‖2) is periodic of period 2π/f ′(‖x0, ξ0‖2) when the derivative is non-zero,
otherwise (x0, ξ0) is an equilibrium. With this freedom, it is easy to realize the crossing of two
period functions, with or without transverse intersection.
As concerns correlations by period and energy, the problem can be very irregular. On T ∗R,
consider p(x, ξ) = ‖(x, ξ)‖4 and q(x, ξ) = ‖(x, ξ)‖2. The respective periods expressed in term
of the energy are T p = 2π/√E and T q = 2π and a correlation appears only if √E − u is
rational.
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