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In this paper a new estimator is proposed for discrete choice models with
choice-based sampling. E~sting estimators suffer from a number of dis-
advantages. Several estimators are not efficient while those that are, are
notoriously hard to compute. Another unappealing characteristic of some
of these estimatora, including those that are efficient, is that if one replaces
some of the parameters of the optimalization program by their true values,
one estimates the resulting parameters with less accuracy. The new esti-
mator is efficient while relatively easy to compute. Its form also sheds light
on the causes of the aforementioned counter-intuitive results.1
1 Introduction
In this paper a unified theory will be presented for estimating parameters of
diacrete choice models with choice-based samples. Discrete choice models,
or qualitative response models as they are also called, are characterized by
the feature that the dependent variable is discrete instead of continuous.
Examples are modes of transport, choices of school types or participation
decisions.
Sometimes a number of the alternatives are very rare while still im-
portant to the researcher. Incidence of rare diseases, or the choice of a
particular achool type are examples. In that case the researcher might
want to oversample that particular response to increase the accuracy of his
analysis (be it the estimation of parameters or the prediction of behaviour).
Especially in dynamic models it often happens that responaes, in this case
life histories, that contain relatively much information, occur relatively in-
frequently. See for a discussion of choice-based sampling in a dynamic
context Ridder [27] and Lancaster and Imbens [19]. Another area where
this is relevant is that oÍ evaluation of training schemes, discussed in, among
others, Heckman and Hotz [l6]. If the conventional practice of specifying
the conditional distribution of the dependent variable rather than the joint
distribution of the dependent and the independent or explanatory variables
is maintained, standard maximum likelihood techniques do not apply. It
is this case that is the subject of the choice-based, response-based or en-
dogenous sampling literature.
In this paper an estimator is proposed that improvea on those that have
been auggested previously. Some of these earlier estimators such as those
by Manski and Lerman, and Manski and McFadden are inefficient, while
the onea that are efficient, notably those proposed by Cosslett are very hard
to compute. The new estimator has the same efficiency as those by Cosslett
but reduces the computational burden. All three oi the aforementioned es-
timators have a common unappealing and counter intuitive feature. They
are defined as solutions to equations which contain additional parameters.
Substituting the true values or probability limits of these nuisance param-
eters into those equations, rather than estimating them jointly with the
parameters of interest reduces the efficiency of the estimator for the pa-
rametera of interest. The form of the new estimator sheds some light onthe nature of this anomaly.
The estimatora that have been suggeated in the literature can be divided
into two groups, firstly those that sesume that the populations probabilities
of the choices are known and secondly thoae that aseume that they are not.
The aew estimator incorporatea theee two extremes as apecial caees and can
cope wíth partial knowledge of the probabiL-tiea. If theae probabilities are
known they give rise to stochastic restrictiona on the other parameters that
can be treated as moment equations. If they are not known, they will be
treated as additional parameters and eatimated using the same equationa
that are uaed as stochastic restrictions in the other case.
The procedure followed to obtain the estimator and the form that ia
eventually derived, provide some intuition about the way in which informa-
tion about the marginal diatribution of the dependent variable can be used
ef6ciently. It is aimilar to the procedure used by Chamberlain [5,8] to prove
ef~iciency of inethod of moments estimatora. Firet it ie asaumed that the
exogenoua variables have a diacrete diatribution with known pointa of sup-
port. In that case one can eatimate the parametera of interest by Maximum
Likelihood techniques. The next, crucial step is to change the estimator
thus obtained into one that is valid whatever the distribution of the exoge-
nous variables. The functions that can be interpreted as score functiona in
the Maximum Likelihood framework will be interpreted as moment func-
tions in the Method ofMomenta framework. In this approach one interprets
the problem as a semi-parametric one. The link between the choice-based
eampling problem and aemi-parametric models had not been uaed explicitly
before.
The reault is a simpler estimator for the case where the population
proportions are known in the aense that optimization takea place over a
apace of lower dimenaion. This is important because the computational
difficultiea with Cosslett's eatimators are severe as noted by Coaslett [9],
Manski and McFadden [23] and Gourieroux and Montfort [12]. Specification
teata based on the population proportiona are also provided.
The plan of the paper ie as follows: in aection 2 the issuea in choice-
based sampling are formally atated and the aolutions írom the literature are
discueaed. In section 3 the new eatimator is developed and its properties
analyzed. A summary and conclusion are given in aection 4.3
2 Notation and Previous Estimators
In the first subsection the notation will be set up. This is a complicated
matter in the choice-based sampling literature. For every random variable
one has not only the population distribution and its sample equivalent,
the empirical distribution or sample frequency, but also the distribution
according to which the data are drawn.
The first one, the population distribution, ie what one is intereeted in.
The second one, the sample frequency is known and has to be used to learn
about the firat. The last one will sometimes be labelled aample diatrióution
in this paper, a term that indicates that it is somewhere between the popu-
lation diatribution and the eample frequency. From the data one can learn
the sample frequency and eventually about the sample diatribution. Iden-
tification refers to the posaibility to infer the parameters of the population
distribution from (those of) the sample distribution.
If the sample were random, the sample distribution would be identical
to the population distribution and it need not be distinguished from it. If
the sampling were exogenoua, i.e. the sampling dependa on the values of
the exogenous variables, then the sampling distribution does differ from
the population distribution but it doea not matter. It is the fact that it
does matter in the endogenous sampling case that makes the notation more
difficult.
In the subsequent subsections three eatimators that have been proposed
in the literature are discussed. The first is the weighted exogenoua eampling
maximum likelihood estimator. Ita form is not ofparticular relevance for the
new estimator proposed later but the generality of the approach behind the
WESML estimator and some new results on its relative efFiciency warrant its
inclusion here. The second estimator discussed is the conditional maximum
likelihood estimator. It is important for the discuasion as we will be able to
locate the source of inefficiency for this estimator very clearly. A alightly
different form of the CML estimator will have scores that are identical to
some of the moments of the new estimator. The last estimators discussed
in this section are due to Cosslett. These are the estimators that the paper
tries to improve upon in terms of computational ease and intuition.4
2.1 Notation
In a population the joint density of a discrete random variable i and a
continuousl, vector valued random variable x is
(1) Í(i,x) - P(i~x,e)r(x)
for i E C-{1,2,...,M}, x E X C JiL and B E 9 C~iK. The distribution
function of x will be denoted by R(x). We are interested in the parameter
B of the conditional probabilitiea. One might also be interested in Q(í),
the marginal probability or population ahare of choice i. Even if one ia
not interested in Q(i) itself, it is uaeful to define it ezplicitly. Thie will
make it easier to incorporate prior information about it and such prior
iaformation (namely that one of the choices ia very rare) was one of the
motivatione for sampling choice-based. In fact, early atudies on choice-
based sampling as Manaki and Lerman [22~ focuaed ezclusively on the case
where theae probabilities are known ezactly. The true value of B is B' and
the correaponding notation for Q(i) is Q'(i):
(2) Q'(i) - fX P(i~x, B' )dR(x)
Observations are not drawn randomly from this population. With probabil-
ity H, an obaervation ia drawn randomly from that part of the population
for which i E .7(a) C C, ~(a) ~ 0 for all a- 1,2,...5. The H, satisfy
~;1 H, - 1, H, ~ 0. At times these probabilities of sampling from the
different subpopulationa or atrata will be asaumed not to be known to the
investigator. In that case H; will denote true valuea. The S-1 dimensional
vector ( H, H, ... HS-, ) will be denoted by H and the M- 1 dimensional
vector (Q(1) Q(2) ... Q(M - 1)) by Q. HS and Q(M) will be used as
ahorthand for 1 -~i i' Hi and 1 -~MÍ1 Q(j) reapectively.
Each choice i can be in zero, one or more of the subpopulationa. The
number of strata of which it is a member is denoted by S;:
s
(3) S; - ~ 1[i E ,7(a)~
.-i
'the coatinuity essumptioa u not esxntinl5
where I[.] is the indicator function, equal to one if the expression between
the brackets is true and zero otherwise. Examples of sampling strategies
included ín the class defined above implicitly are:
1. S- 1, ,7(I) - C. This is just random sampling. Standard Maximum
Likelihood techniques apply.
2. S- 2, ,7(1) - C, ,7(2) -{1} In this case the first subsample is
completely random, or, in other worda, the first stratum is equal to
the population. The second subsample consists of observations with
choice 1. This is often called an augmented sample. The random
sample is augmented with some extra observations of a(presumably)
rare choice.
3. S - M, ,7(1) - {1}, ,7(2) - {2}, ...,9(S) - {M}. In this case
predetermined proportions of the sample consist of each of the choicea.
It is called a pure choice-óaaed sample. It simplifiea notation but at
the same time the distinction between stratum indicator s and choice
i becomes blurred.
The joint deasity of (a,i,x) is the product of the marginal probability




and the product can be written as:
P(i~x, B)r(x)
(4) 9(',i,x) - H' E~~E9(.)Q(t~)
Thie is the density function induced by the sampling scheme, as opposed
to the density function in the population (1). As a rule f(.) will denote
population density and probability functions, and g(.) density and proba-
bility functions induced by the sampling scheme. The latter will sometimes
loosely be referred to as aampling densities.
The complications in estimation of choice-based sampling models arise
because maximization of the log likelihood function corresponding to this6
denaity is not posaible without parametrizing the marginal density of x
in the population, r(x). If the sampling were random, and conaequently
the density of the data ia (1), the maximization of the logarithm of the
likelihood function is no problem. The density r(x) disappeare after taking
derivatives with respect to 8. This can be extended to the case where the
sampling depends on the regreasors x. The denaity induced by the sampling
would then be:
(5) h(i,x) - P(i~x,B)q(x)
with q(x) ~ r(x). In this exogenoua aampling case there ie still no problem
in maximizing the logarithm of the likelihood functioa becauae the density
of x atill factors out.
To atress the reciprocal relation between H and Q we will also define
H(i) and Q,:
(6) Q. - ~ Q(i)
iE9(~)
(7) H(i) - Q(i) ~ H.
~~iE9(~) Q~
If, for no a, i E,7(a), then E(i) - 0. H(i) is the marginal probability of
choice i induced by the choice-based sampling, or again somewhat looeely,
the eampfe proóaóility of choice i. It is not to be confuaed with the aample
frequency of choice i, bT(i) -~ I[i„ - i]~N. In the population the marginal
probability of choice i is Q(i), but the sampling scheme multipliea this by
the sum of the bias factora A,~Q,. The esaence of choice-baeed sampling
is that for some i the diatortion factor ~,~;E~t,l A,~Q, differa from unity,
or, equivalently, for aome i, the population probability Q(i) is not equal to
the sample probability FI(i). The marginal probability that an observation
randomly drawn from the population ia in ,7(a) ia Q,. Note that while the
A(i), A, and the Q(i) add up to one, the aum of the Q, doee not have to
add up to one.
The following two examplea will be uaed throughout the paper to clarify
concepts.7
Example 1 Conaider a model with two choicea i - 0,1 and two aamplee
a- 1,2. With probability Hl - h an obaervation ia dmwn from ~(1) -{0}
and with probabi(ity Ha - 1-h it ia drawn from ,j(2) -{1}. The population
probability of choice i - 0 ia Q(0) - q. The denaity of the data ie
9(a,z,x) - [9P(O~x,6)]1 ~[1 - qP(l~x,e)]~r(x)
This is an example of the pure choice-baaed aampling case. Each stratum
corresponds exacty to one choice and the distinction between a and i be-
comes irrelevant. The density is written as a function of i and x alone but
could also have been written as a function of a and x alone.
Exatnple 2 Conaider the model in example 1 with an additional, third
aubaample that conaiata of a mndom aample of the whole population. So
S- 3, H1 - hl, HZ - h2 and Ha - 1- hl - h~. The aubpopulationa are
,7(1) - {0}, ,'J(2) - {1} and ,7(3) - {0,1}. The probabilitiea aaaociated
with them Ql - Q(1) - 9, Qs - Q(2) - 1- q and Q3 - Q(1) ~- Q(2) - 1.
The denaity of the obaervationa ia in thia caae:
9(s,i,x) - ~q1P(D~x,9)]1 ~' ~1hZqP(llx,9)~~'r(x) for s- 1,2
-(1 - hl - ha)P(O~x,B)1-`P(1~x,B)`r(x) for e- 3
Here the pure choice-based sample ia augmented with a random sample of
the whole population. Now the distinction between the stratum a and the
choice i is a real one, as will become more apparent later. Note that in the
second example the Q, add up to 2.
In the following it will be assumed that the investigator has a sample of
N observations. N, will denote the number of observations from subsample
s and N(i) the number of observations with choice i. Most of this paper
will dea! with the case where i, a and x are all observed. Later other
cases will briefly be discussed. In the remainder of this paper the following
assumptions will be maintained throughout. Other assumptions will be
introduced when necessary.
Assumption 2.1 x E X, X a compact aubaet of ~iL. i E C, C a finite aet
with M elementa B' E int0, O a compact aubaet of 3tK.8
Assumption 2.2 P(i~x,B) ia a twice continuoualy di,~erentiaóle funetion
of B, and P and ita firet two derivatioes with reapect to B are continossa in
x for all 9 E O. P(i~x,8) 1 0 for all i E C, x E X and B in an open
neighbourhood of B'.
Assumption 2.S For all (B,Q) ~(B',Q'), there ia an A C X, an i E C
and an a E{1, ..., S} auch that
feP(z~x,9)dR(x) IAP(i~x,B')dR(x)
~i'E.7(~) Q(~~) ~ ~i'E.'1(~) Q~l:~)
Sometimes the following, weaker version of this identification assumption
will be used:
Assumption 2.4 For all 9~ B' there ie an A C X, an i E C assch that:
fA P(i~x, t7)dR(x) ~~A P(i~x, B')dR(x)
The data collection mechaniam is the distinguiahing feature of choice-
based sampling and therefore a few more remarka about it are warranted.
In the model as it has been aet up sofar, the indicator a of the stratum to
which the obaervation belongs is a random variable. Hence, N„ the total
number of observations from sample a is also a random va.riable. In fact,
it has mean H; . N and variance H; .(1 - H;). N. In practice N, is often
not a random variable but a number fixed by the investigator prior to the
data collection. To apply large sample theory however, we need a model
for the data that goes beyond the current N obaervations. Thia model is
provided by the assumption that for all n~ n' the random variablea a„
a„~ that indicate the strata from which the obaervationa are drawn, are
independent and identically diatributed. The alternative ia to work with
ezact distributiona and condition on the value of N,. Thia ia in practice
impoasible. The assumptioas made here, on the other hand, are not very
reatrictive. We catimate the parameters of intereat (B, Q) jointly with the
parameters (H) of the multinomial distribution of a, or we use reatrictions
on the latter parameters if information about them ia available. It will turn
out that information about H is relatively uaelesa in any case, in the aenae
that the asymptotic covariance matrix of estimatore of B' and Q' ia not
affected by it.9
2.2 The WESML Estimator
The Weighted Exogenous Sampling Maximum Likelihood Estimator has
been proposed by Maneki and Lerman (22]. lt estimates the parameters of
the conditional probability given knowledge of the marginal probabilities.
It was the first estimator for this problem and it is atill appreciated for
its computational ease. In the original paper the estimator was introduced
in the pure choice-baaed eampling caee, where each stratum corresponds
to exactly to one choice. There are different ways to extend it to the
general sampling framework. Therefore I will first give the pure choice-
based sampling case and then discuss the merits of various extensions.
Manaki and Lerman propose maximizing the weighted log likelihood
function
(8) Lnrc(B) - ~ Q.(rn) 1nP(i..~x~,e)
„-i H~(tn)
The estimator can be interpreted as a method of moments estimator~ with
moment vector
(9) 7Ó(B,L,x) - Q.(i)
1 8P(ilx B)
H'(i)P(i~x,B) 8B
Taking the ezpectation of this function evaluated at B' over the sample
density
(10) 9(t~x) - H.(Z)p(r~x~e~)T(x) Q~(r)
gives zero under assumptions 2.1-2.5 as can be checked easily. g(i, x) in
(10) ia a special case of (4) with M- S, S; - 1 for all i E C, implying
that there is a function S(i) : M --~ {1,2,...,S} satisfying QS~;1 - Q(i)
and HS~;1 - H(i) for all i.
The weights in the name WESML are the Q'(i)~H'(i), often denoted
by w(í). Observations that are of a type that occur more often in the
sample than in the population are given lower weight than the observations
that are undersampled. This is similar to the way in which surveys are
made representative for a larger population. There, groups that are under-
~for a brief dexription of inethod of momente eetimation eec the appendiz10
or over-represented have weights greater or amaller than unity associated
with them to make the weighted sample resemble the population closer in
characteristics.
Alternatively, one could write the weights in this case as Q;~H;. Strata
that are over-represented have a relatively low weight.
The extension to general sampling schemes can be done in different
ways. Consider the scores for the random sampling likelihood multiplied





Its expectation over the density induced by the sampling scheme, evaluated
at the true parameter values is:
M
(12) Es~(8',i,e,x) - r~f ~ w(i,s) . S;' j
8P(i~x,B')r(x)dx
!X i-1
l~liE9~~) ~'~E1(~) Q (i )J ae
A sufi'icient condition for this expectation to be zero is that the expression
between the square brackets is equal to a constant, independent of i:
(13) ~ H.
.~.e9(~) ~~'e9(.) Q~(z~)w(i~ a) - 1
where the constant is normalized to one. Solutions for w(i, a) are numerous'
1. w(i,a) - Q:~(H: ' S:)
2. w(i,a)-Q'(i)~A'(i)
3. w(i, s) - 1 for a- S(i) and 0 elsewhere, where S(i) : C~{1, 2, ..., S}
is an arbitrary function, satisfying i E .Í(S(i)).
A special case of the latter occurs ií one of the strata (say the first) consists
of the whole choiceset C and only the observations of that stratum are
given any weight: ~(1) - C, S(i) - 1 Vi. One effectively throws away all
9If the eampling u purely choicrbased, i.e. one etratum a per choice i, they all reduce
to w(iw, a.) - Q('x)~g(in)11
observations that are not from the random subsample. An easy, but clearly
not very efiicient, solution to the problem of choice-based eampling.
Within the class of weights defined by (13) we can search for the most
efficient one. This turna out to be a weighting scheme that doea not involve
the stratum s.
Theorem 2.1 No eatimator B of B' defined by:
N 1 8P
~ w(ln~ an)
P(inlxn,è)áe (a,.~x,,,é) - 0
with w(.,.) in the elaaa defined by (13~ haa a aaymptotic covariance ma-
trix amaller than the covariance matriz of the eatimator that haa weighta
w(z,e) - Q'(t)~~'(~)
Proof: see appendix
In principle more general weighting schemes are possible. The acore
for the random sampling likelihood has expectation zero conditional on
x. Hence we can multiply any weight in the clase defined by (13) by a
function of x to obtain another set of weights that will give moments with
zero expectation.
Example 1(continued) The weighta for thia aampling acheme are a func-
tion of i afone:
w(0) - h
w(1) - 1 - 4
1-h
Example 2(continued) Three of the poaaible weighting aehemea are:
w(~,1) - 9~(2h1)
w(1,2) - (1 - 4)~(2h2)
w(0,3).- w(1,3) - 1~((2.(1 - h~ - h~))
or:12
w(0, s) - q
h~fq.(i-h~-h~)
for a - 1,2,3
w(l,a) - 1 - q
hzf(1-q).(1-h,-h~)
or:
for a - 1,2,3
w(0,1) - w(1, 2) - 0
w(0, 3) - w(1, 3) - 1
In the second case of the second example the weights are the same as in
the first cxample if the sample proportion there were equal to h- h~ f
q.(1 - hl - h~). This is the most efficient of the three weighting achemes.
It may come as a surprise that the most efFicient weighting echeme in this
class ignores some information. This may even lead one to believe that this
particular information, namely the stratum from which an observation is
drawn, is irrelevant. This is not true as will become more apparent later.
To give some intuition for the fact that the knowledge of a does contain
information consider the following random variable that can be defined in
the second example:
~9 - I[i - 0]~ - I[a - 3]
This comparea the probability of a choice 0 observation in the third stratum
with the occurence with such an observation. It has expectation zero and
could be used as a specification test or to increase efficiency. It could not
be used if one did not know the stratum from which an observation was
drawn.
In their paper [21] Manski and Lerman do not discuss the role of H'
in great depth. Cosslett showed that there was a complication. If one uses
H(j) -~~ l I[i„ - j]~N instead of H'(j) in (8) one increases efficiency.
The asymptotic covariance matrix given in [21] is that based on H'. To
get the covariance matrix for the more efficient estimator one ehould use
GMM theory with the moments
r~i(H,B,i,e,x)I - H(i) P(i~x,B) 8B(s~x,8)13
~G(H,B,i,~,x)a~ - H(j) - j[i - j] j- 1,...,M - 1
In affect one augments the parameter space with the M- 1 probabilities
H(j). Later this unintuitive result that using the probability limit of a
parameter rather than the estimate itself reduces efficiency will be presented
in a different light.
2.3 The CML Estimator
The Conditional Maximum Likelihood Estimator was proposed by Manski
and McFadden [23] in their survey of estimation techniques for choice-
based samples. Despite the fact that the information in pure choice-based
samples is in the conditional distribution of the exogenous variables x given
i, they look at the conditional diatribution of i given x. In the population




The marginal density of x in the population, r(x), has factored out, just as
in the random sampling case. Part oi the potential loss in efficiency stems
from the treatment of x as exogenous4 while there is no cut in the likelihood
function. The parameter of interest, B, enters the conditional distribution
oí i given x as well as the marginal distribution of x. In fact, the marginal
density of x is
(15) 9(x) -~ H~ ~ P(j ~x, B)T'(x)
.-~ Q~ ;es(.)
and that clearly involves B. Nevertheless, one can still base inference on
the conditional likelihood function.
Manski and McFadden propose maximizing the conditional likelihood:
N P(i„~x,,,B)H~(i„)~Q~(i„)
(16) Lntar(B) - ~ln
EMr P(jlx~,B)H~(j)~Q~(9) -i
~for a discussion of ezogeneity see Engle, Hendry nnd Richard [lOj.14
Again the eatimator can be interpreted as a method of momenta estimator.
The associated acore vector is
(17) ~G(B,i,x)- 8e(i~x,e)P(ilx~e)
- ~~ eB(jlx,e)Q'(i)~,~~P(jlx,e)Q'(j)1 ,-~ ;-~
A different route can also bring one to this estimator. Later the particular
form of the eatimator arrived at via this route will prove useful in comparing
the CML estimator and the new eatimator. Consider the joint probability




~i 1~~jE.i(~) P(.Í I x, B)
The acore vector associated with the conditional likelihood based on g(a,i~x)
is
(19) ~(a,i,x) - 8B(alx'B)P(i~x,B)
-~í~ Qi jE~~) ÓB
(.~ Ix~ e)~, ~-1 Q~ jE~(~) P(
.i Ix, B)~
It might seem at first that these estimators, the one with score vector (17)
and the one with score vector (19), are very different. Thia ia not the case.
The ratio of (18) to the probability of i given x givea the probability of e
given i and x. It can be written as:
A
(20) g(a~i,x - ) Q;~[~~,~~)Q~]
If we do not know Q(j) the parametera of this diatribution would contain
information. But the CML method ia only applicable if we do know the
marginal population probabilities and in that case the conditional distri-
bution of a given i and x ia uninformative. Therefore maximization of the
conditional likelihood of a and i given x leads to exactly the eame estimator
as the one based on maximization of the conditional likelihood of i given x
ae given in (14).15
Example 1(continued) The acore vector aaeociated with thia aampling
acheme and the CML eatimator ia
~(B,i,x) - 8B(tlx'B)P(i~l B) x,
[h~4 - (1 - h)I(1 - 9)]e(~~x,e)
- P(o~x,e)hI9 -F P(1~x,B)(1 - h)~(1 - 9)
Example 2(continued) In thia caae the acore vector ia the aame ae for
the firat example with h replaced 6y hl t q-(1 - hl - ha). It can alao be
baaed on g(s,i~x) and in that caae it would be written aa:
~(B,i,x) - 8B (ylx'B)P(ill B) x,
[h~~g - ha~(1- g)1~(olx,e)
- P(o~x,6)h~~q } P(llx,e)ha~(1 - 9)-~ 1- hl - ha
Again the randomness of the third subsample is not used. Note that the
expectation of (17) is zero conditional on x. One could therefore multiply
it by any function of x and the parameters to obtain another moment
vector that could be used for estimation purposes (subject to regularity
conditions as those on the Jacobian of the transformation). For the model of
example 1 the moment vector for the WESML estimator could be obtained
by multiplying the moment vector of the CML estimator by
H(o) . H(1)
[H(o) - Q(o)] . P(O~x, B) - Q(o) . H(1)
Amemiya and Vuong [3] compare the asymptotic covariance matrices of the
CML and WESML estimators. They find that CML is at least as efFicient
as WESML, i.e. the difference between the asymptotic covariance matrix
oí the WESML estimator and that of the CML estimator is a positive
semi-definite matrix. However, Cosslett finds that both estimatore can be
improved upon by replacing the true parameter values H' of the sampling
design by their maximum likelihood estimates or sample frequencies H. In
the same way as was done for the WESML estimator in the last section,
one can derive the asymptotic covariance matrix for the improved CML
estimator by considering the GMM estimator for l7 and H based on the
moments16
(21) ~G(e,~~,i,x) - áé(ilx'8)P(i~z e)
- ~~ eB(ilx,e)Q(i)~,~~P(ilx,e)Q'(i)~ ~-1 ;-1
(12) l~~i(d,~~,i,x) .. H(i) ~[i ' 1~
The modified estimatora can in general not be ranked by comparing the
asymptotic covariance matrices.
2.4 The PML Estimator
CosaletL [7,8,9] propoaed the Pseudo Mammum Likelihood Eatimator. Con-
sider the likelihood function based on the density function (4). It cannot
directly be maximized over the parameter space and the apace of densities
r(x). If one replacea the density r(xn) by a set of discrete weighta rn, such
that ~~1 rn - 1 and rn ~ 0, mazimization ia possible. One would obtain
thefollowing program:
(23) maz ~ ln I
H,,,PNin~xn, B)rn 1 subject to ~ r„ - 1
~'~"n-1 i.1'ta(~")rnr-I~(~I~n',~)rrdl n--I
Thie is off course no longet a proper likelihood but at least it can be max-
imized. The solution of the mazimization over rn and 8 turns out to be
equivalent to the solution of the problem
N ~(dn)P(tnlxn,e) (24) max max ~ ln ~.-1 () F .,iE9(.) (7~ n, ) ~Ee aEn, S a e P x B
where
A1-(aERs a) 0, ~[~ a(d) ~ P(.i~xn, B)] - N~ n-1 .-1 7E.7(.)
a has to be normalized in thia maximization. The particular normalization
choaen here will later facilitate comparisons with other estimatora. This
eatimator dces not require knowledge of Q'. Note that H' dces not feature
in it. The conaistency of this estimator has to be proven directly. In the17
interpretation as maximum likelihood estimator it has more parameters,
(N ~ K), than there are observations, (N). The nuisance parameters a(e)
have probability limit H; ~Q; for a - 1, 2, ..., S. The asymptotic proper-
ties for this estimator are most easily derived by writing it as a method
of moments estimator. To do that with the particular nomalization cho-
sen, it is convenient to add H as a parameter. As long as the a and B
maximizing ( 24) are interior solutions, they can also be characterized by




- `~~ ~(t) ~~~) 88 (7 ~x~ B)J, l~ ~(t) ~~~)
P(j~x, B),
(26) ~a(a, B,H, e,i,x)~ -
~t) -~~ ~~) P(j Ix, B)1, l~ ~("~) ~ P(j~x, B)]
~ -1 )E1(~')
(27) ~a(H,a)e - I~e - t~ - Hi
Cosslett proves that the estimator for B' is efficient in the class of asymp-
totically unbiased estimators.
In the case that Q' is known, Cosslett proposes maximization of the
same function, (23), under the restriction that for all j E C, we have
Q(J) -~n-1 TnP()~xn,B). This system is equivalent to
N
r P inI xn, B)
(ZS) me m~ ,~-~ ln ~M 1~(7 )P(7 Ixn,B)
where
A~ -!a E RMI~ a(j)Q(j) - 1,~ a(j)P(j~xn,B) 1 0`dn - 1,... N1 l ~-i i-i18
The same problems with proving consistency and asymptotic normality as
above apply. Note that in contrast to the function maximized before, (24),
this objective fuaction does not depend on the etratum indicators a. Once
the population proportions Q are known these do aot contain iaformation
anymore. The dimension of ~ has changed from S to M. The probability
limit is ia this case H'(i)~Q'(i). The limit is the ratio of the sampling
and population probabilities of the choices rather than of the strata as in
the previous case. A method of moments repreaentation of the estimator is
possible with the moments ~~s -(~i ~i)' defined by
(29) ~i(~,B,i,x) - ( ~l ) 8e (:Ix~e) Pix,B
M 8P M
-~~ a(j)8e (jIx,B)~, ~~ ~(i )P(j Ix,8)~ ,-~ ,-~
(30) ~:(~,B,x)i -
~P(j~x,e) - P(Mlx,e)Q~(j)~Q~(M)~,~.~ ~`(j~)P(j~~x,e)~
~ -i
and a(M) -(1 -~Mil ~(j)Q'(j))~Q'(M). If E' were known, the prob-
ability limit of a would also be known. Cosslett proves however that his
estimator of 8' is efiicient, independent of the information on H' available.
Thie is only possible if asymptotically a and 6 are uncorrelated, which in
fact is the case. The computational difi'iculties stem from the very differ-
ent aature of the parametere of the optimization program, a and B. Moet
optimization algorithms treat all parametere in the same way and in this
case that does not work very well.
If one aubsitutes the probability limit of a into (28), and ma~mizes this
function over B one obtains the in general inefficient CML eatimator. This
could not happen if (28) were a proper likelihood function with parameters
a and B. It does suggest a way though to reduce the dimensionality of
the computstional problem of solving ~~1 tlio~(~, B, i,,, a,,, x„) - 0 without
losing efl'iciency. One could add the moment (30), evaluated at the prob-
ability limit of a, E'~Q', to the score for the CML likelihood, (17) to get
an efficient method of moments estimator.19
One would atill be left with completely separate estimation procedurea
for the case with known and the case with unknown Q. This cannot be
remedied by using the method of moments estimator based on the moments
(25), (26) and (27) with H;~Q; substituted in for a(a). That would give
an inefficient estimator for B.
Example 1(continued) the function to be maximized in Coaelett'a pro-
cedure for the unknown Q model ia:
N [P(6~xn,g)a(1),'-'" . [P(llxn,e)a(2)~~"
LCI(B,a) - ln ~
~(1)P(D~xn,e) f ~(2)P(l~xn,e) n-1
for the known Q mode! the oójective function ia:
Lc2(B,~) - Inn~ (P~O~~n,e)'-'"P(11xn,B)'-
- 1 1 P O~xn,B) {- a(2)P(l~xn)
Example 2(continued) The oójective function for the unknown Q caae
ia for thia model
L~r(e,~) -1n ~ (
)P(o~xn,e)'-'-P(llx,e)'-a(an)
n a 1 P 0 xn,B) f a(2)P(I~xn,B) f a(3)
and for the known Q caae:
Lca(8,~1) - lnn~
~(1)P(D~xnee) }~(2)P(lI)`n,e)
Notice that for the known Q case the two sampling schemea give exactly
the same estimators. The fact that there are different strata does not
affect the form of the estimator once the marginal choice probabilities are
known. In this context it ia worth noting that if Q(0) is not known, it
would be identified non-parametrically in the second exa.mple but not in
the first. In the second example a non-parametric estimator for Q(0) would
be ~nr I[an - 3] - I[in -- 0],~nt I[an - 3]. It is therefore clear that the
estimation prublerns are very different [or the two examples in the case that
the population sharea are not known.20
3 An efflcient GMM Estimator for Choice-
based Samples
In this section the new estimator will be diacuased. The atrategy is as
follows: first it will be assumed that the regressors x have a diacrete diatri-
bution with known pointa of aupport. This is off courae very reatrictive but
it enables one to use atandard maximum likelihood theory. In particular
the Cramér-Rao bound can be calculated and uaed as an efficiency bound.
Potential restrictiona in the form of knowledge of the marginal probabilities
can easily be incorporated in thie case.
The mazimum likelihood estimator for the diacrete regresaor case can
be written in such a way that the knowledge of the pointa of support is not
uaed explicitly. It turne out that the estimator remaina valid even if the
distribution of x is continous. Efficiency will be proven for this estimator
in the general case. The theory behind the Cramér-Rao bound is no longer
applicable and therefore a generalization of this concept from Hájek [13],
used in the econometric literature by Chamberlain [5,6], will be applied.
Two differencee with Chamberlaina reaulta deaervea mention. First, Cham-
berlain starts with an eatimator whoae efficiency he wants to inveatigate.
Here we uae the approach to actually find an eatimator before proving ita
efiiciency. Also, Chamberlain obtains the result that if one haa conditional
moment restrictiona, one hae to increase the number of moments with the
sample size to reach efficiency. Here we do have conditional moment restric-
tiona but the number of momenta needed for efficiency is fixed (it will turn
out to be K~ M~- S-1). The intuition is that because thoae momenta that
are conditional reatrictiona, are derived as ecorea to the conditional likeli-
hood function, they contain all the information that ia in the conditional
model.
To give some intuitioa for the way in which asauming a diacrete diatri-
bution can lead one to eatimators that are valid and efficient even if the
distribution is in fact continuous, consider the following example. It ia
similsr to one in Chamberlain [5]. Suppose one is intereated in the prob-
ability that a random variable z ia positive, á- Pr(z ~ 0). If z is known
to have a discrete distribution with points of support {zl, z~,... , zL}, and
with unknown probabilitiea {pl, ...,p~}, one could estimate á on the ba-21
sis oí N independent observations {zl, zs, ..., z~,} by maximum likelihood
techniques as:
r 1 N f 1 N
b - ~ arn - L~ ~ I `zn - Zm~ - ~ I ~Zn' O~
m~z~~0 m~z"`~0 N -1 N n-1
In the last representation of the estimator it does not depend explicitly on
the points of support, only on the realized observations. It can also be used
as an estimator for b if z does not have a discrete distribution. In fact,
whatever the distributiun of z, A is a very guod estimator, and efficient in
a sense to be defined later.
3.1 The Case with Discrete Exogenous Variables
The subject of this section is the case where x has a discrete distribution.
This will allow one to use standard Maximum Likelihood theory. Few
formal proofs of consistency and asymptotic properties of estimators will
be given in this section. The main point here, as indicated earlier in the
introduction to section 3, is to use Maximum Likelihood theory to guide
one to an estimator that will be used outside the Maximum Likelihood
framework.
Assumption 3.1 z ia a diacrete random variable with probability a,n ~ 0
at x"` for m- 1,2, ..., L, and the maaapointa xn`, elementa of an Euclidean
apace, are known. L ia larger than M.
An observation (a, i, x) can now be written as (a, i, l), where 1 indicates the
x type of the observation. The log likelihood function for the observations
(anr~nil~)n 1 is:
N
(31) L(H, a,B) - ~ ln H," f ln P(in~xi", B) f ln ~rt"
n-1
L
-ln ~ ~ a.nP(J~xm~e)
)E.7(z")~n-1
Maximizing this over H, rr and B subject to the restriction ~i1~rl - 1
leads to the following first order conditions or scores:22
(32) o- áH~(H~~~e) -~ I~'" - t] - II'n - s]
~-~ g~ 85




- ~ P(J ~xm~ e)J, L. ~ ~~m'P(J ~xm~, e)J
)E9(~.) 1E9(~„)m~-1
(34) O - 8B(H'~'B) - ~ 8B (in~x'~'e) 1,, -
..-i P(i„~x ,B)
[-~ L 8f7 [-~ L
- [ L ~ ~m 8B (7~xm~e)J,L. L ~ ~mP(7~xn`
B)1
lE.'1(~.) mv1 ~ J 7E9(..) m-1
L
(35) ~ ~~ - 1
l-1
where ~ is the Langrangian multiplier for the adding up restriction. Asaume
that the aolutiona to thia eyetem of equationa are unique. In thie diacrete
regreseor framework the maximum likelihood eatimator for Q(j) is:
L
(36) Q(j) - ~~~P(j Ix~,e)
t-i
We can draw a few conclusiona from theae acorea. The fact that the deriva-
tivee 8L~8B and 8L~8ir do not depend on H implies that the asymptotic
covsriance matriz hae a block diagonal atructure. Aeymptotically H and
B are uncorrelated and knowledge of H doea not enhance our ability to
eatimate 9, ~r or functiona thereof. This ie not aurprising and it holda for
other eatimatora than the above. Independent of the amount of information
one haa about the functiona P(j~x) and the vector Q, H' will optimally be
eatimated by H, atatiafying Ê, -~n1 j~a„ - t]~N. The covariance matriz
of ~(H - H`) only dependa on H'. Ií the covariance of H and any eati-
mator B of B' and Q oí Q' were non-zero, knowledge of B' and Q' would
reduce thia variance. That ia imposaible aince it is the variance that would23
apply even ií one knew the functions P(j ~x) and Q exactly. Therefore, H is
independent of any estimator of B' and Q' and knowledge of H' can never
help one to estimate them more accurately. However, it will be convenient
to treat H the same way as the other parameters B and Q. One should
bear in mind that even if H, were known, there would be no harm in doing
so.
The next step is to transform the parameter vector into one that in-
cludes Q. This serves three purposes. Firstly, the system of equations
describing the maximum likelihood eatimatora in the transformed model
has a recursive structure. This will imply that in order to calculate B one
has to solve a system of K fM-1 equations. This is a significant reduction
from the K~- L- 1 dimensional system that has to be solved to obtain B
at this moment, assuming that the number of points of support of x, L, is
much larger than the number of choices, M. Secondly, it will provide an
easier framework for analyzing estimation with restrictions on Q. In the
transformed model it will be a conventional maximum likelihood estima-
tion problem with linear restrictions on the parameters. Thirdly, and most
importantly, the eatimators for B' and Q' can, after the transformation, be
written in a form that does not require knowledge of the points of aupport.
They will be written in such a way that their consistency can be proven
directly, without relying on the maximum likelihood interpretation.
Define the (M - 1) x L dimensional matrix V to be the matrix with
typical element
(37) va - P(i~x~,e')
Partition V into (Vo Vl ) with Yo a square matrix. The condition that
will allow us to do the desired transformation is that Va is non-singular,
possibly after reordering the points of support. Assume that thia condition
is satisfied. Partition ~r into (~rl ~r1) with dim(~rl) - M- 1 and dim(a~) -
L- M. The Jacobian of the transformation from the vector (H B al ~rs)
to (H Q B ~rz) is non-zero as a conaequence of the above condition.
The atep of rewriting the equations characterizing the maximum likeli-
hood estimate of B is esaential to the whole approach. It will therefore be
given in some detail. First note that the Lagrangian multiplier P ia equal
to zero. This can be seen by multiplying (33) by ir,,, and aumming up over
m- 1 to L. Alternatively one can arrive at this result by checking that the24
likelihood function is homogenous of degree zero in a. This enables one to
obtain a closed form solution for x,~ as a function of B, 8 and Q. In fact
it is a simple sample average:




- ~[~ Irxlw - xm71I [~ g. ~jE.1(~) P(~ I xm~ e~
~- nJ-J1 l JJ ,~~-L1 G.jE.7(~) Q(i~ ~
In the laet representation of ir,,, the estimated sample design parameter H
enters the equation. This is why it is convenient to treat H as a normal
parameter rather than as a number set by the investigator.
To rewrite the crucial equation that characterizes B, (34), one has to
substitute for ~m in the second term:
E~ E ~ ~m 8e(1~xm~e~~,l. ~ ~ ~mP(i~xm~e~~
n-1 jE9(~w)m-1 )E9(~.)m-1





~3 g~`'E7f.) p(~~~~~',) jE9 ~. jE9 ~. Q(i ) ( )
~-1 ~
~~E7(.)
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~~-] ~ ~ . (i.)
~'EJi )
n s g E.~E.~(~) p(s~~x("~~8~ 1 1 r N~jE.~(~.) ee~i (1~xf'~.BÍ
r!~ r~-! , ( L~
- n'-1 ,-1 ~i~E9(~) Qlf~~ ~- N n-3 ~jE9(~..) Q(.i~
-[-~ r[~ g~i~E9(~) BI `i,I
xf~~B~J,I~
g
~~,E9(~) P( s~lxf~f e~l
nL-1 IL~(-J1 , ~í'E.'7(~) Q(t~~ ~-1 . ~i'E.7(~) Q(1~~ J
Now one can characterize the mazimum likelihood estimatee for B, H,
Q and ~r, as:25
N
(38) ~ ~(Ïf,B,~x,Q,á,.,e.,,I,.) - 0
n-1
where ~{] -(~i ~Z ~3 ~4)' with ~1 an S- 1 vector, 1~x an M- 1 vector, tli3
a K vector and ~1~ an L- M vector with typical elements:
(39) ~G](H,B,~z,Q,á,9,I)t - Ht - rÍ' - t~
(40) ~Gx(H,e,~x,Q,á,d,I)~-Q(i)-P(ilx`~B),L~HtEt~E.~ct)P(s'~xt~e)J ,
t-1 ~~~E9(t) Q a
(41) ~a(H,B,~2,Q,z,g,I) - 8B (Zlxt'B)P(i~xt,8)





t-1 ~i'E9U) Q(a') t-1 ~i~E9(t) Q(
j S ( ) P(i Ixt 8)~
(42) ~i (H 9 a Q t, e l) - a - I[xt - xm~, l~ H ~''E9 e ,
4 , , x, , , m xm t Q(~i)
t-1 ~i~E9(t)
The first three parts of the ~t~i vector do not depend on ~rx. They can
therefore be solved seperately as a function of H, Q and B. Since the
solution for H is trivial, the system that has to be solved to obtain B is
reduced to a K f M- 1 dimensional one. Note that the only way in which
the moments (39)-(41) depend on the mass points is via the observed x
values. This is very similar to the example in the introduction to section
3. It implies that the Maximum Likelihood estimators for Q, H and B can
be calculated without knowing apriori what the masspoints of the random
variable x are. In fact it will be seen in section 3.2 that one does not even
need the assumption that x has finite support.
The three momente have clear interpretations. When evaluated at
Q- Q' and H - H', the third moment ~t~13 is equa! to the score for
the conditional likelihood of á and e given x. Compare (41) with (19). If
the sampling scheme were random (say S- 1 and ,'J(1) - C) the second
moment would compare the marginal probability with the average of the
conditional probabilities. The choice-based sampling scheme implies that
before the comparison can be made the conditional probabilities have to26
be weighted to correct for the sampling induced bias. The first moment,
~1 is easy to interpret but it is difficult to explaia why it has to be in the
moment vector. The importance is clear from Cosslett's [7,8,9] result that
using sample frequencies instead of the true E' in the WESML and CML
eetimators incteases efficiency. It is also clear that using optimal method
of moments estimation with ~(H', B, Q, a2) is at leasL as efficient as the
eatimator defined above (which is the method of moments estimator with
moments ~i(g,B, Q, z' )). For the moment the explanation will be left open.
It is easier to discuss in an explicit method of moments framework rather
than the mazimum likelihood framework we are currently using.
The other advantage of the transformation alluded to earlier is the ease
with which information about Q can be incorporated. Before the transfor-
mation this would have amounted to a maximization in K f L f S- 2 space
with M- 1 restrictions. Now it will turn out to involve a maximization
in K f S- 2 space. The following lemma gives an efficient way of using
restrictions on some parameters if one has the recursive structure we have
derived above. Note that the structure is very similar to that analyzed by
Newey [24] in hie discussion of sequential estimators.
Lemma 3.1 Suppoae the maximum likelihood eatimator of a roector ~ with
A-(Qi Qi Qs)~ can 6e charncterized 6y
N p q
~ hl(F~1fN7~Zn) - 0
nc1
N
~ hs(~1,Ï~~,Qs,x,.) - a
n-1
with dim(hl) - dim(~(31) ~- dim(~Oa) and dim(h~) - dim(Qg). Then, the




N hl(Yl,~txn) ' A1V ~ N ~ hl(Ql,~,xn)
n-1 n-1
where AN '-''~ [Ehl . hi]-1, hae the eame wymptotic covariance matrix aa
the eonetnained maximum likelihood eatimator. In other worda, it aehieroes
the Cramér-Rao lower bound.
I N I27
prooL see appcndix
The relevance for the problem analyzed in this section is clear. If one
has linear restrictions of the forms b1Q f b~H -H b3B - bo, and if one is only
interested in estimation of B', Q' or H' or a subset thereof, one does not
need to resort to maximizing the constrained likelihood function. It is as
efficient asymptotically, in the eense of the covariance matrix, to eatimate
these parameters with the method of moments, using (39)-(41) as moments.
One provision is that because there are more moments than free parameters,
that is, because there are binding restrictions, one has to weigh the moments
optimally.
Now the relevance of the firat moment, ~1 in (39), or equivalently the
issue of using H or H' can be studied more conveniently. Define the fol-
lowing method of moments estimatorss all conditional on the true value for
Q-
8' the method of moments estimator for B' usíng r~i3(H',B,Q',i,e,!) as
moments. This is the CML estimator as proposed by Manski and
McFadden [22].
B' the method of moments estimator for B' using ~3(H', B, Q', i, a,1) and
r,i~(H',B,Q',i,a,!) as moments
B3 the method of moments estimator for B' based on joint estimation
with H, using ~il(H,B,Q',i,s,l) and ~i3(H,9,Q',i,a,l) as moments.
This is the improved version of the CML estimator as proposed by
Cosslett.
Using the asymptotic covariance matrix as the criterium, one can rank
these estimators. Use the notation B~ ~ B` if the difference between the
covariance matrix of B~ and the covariance matrix of 6' is a negative semi-
definite matrix (i.e. B~ is at least as efficient as B`), B~ ~ 9' if the difference
bin prsetiee the moet useful restriction included in this class ia Q- Q', the eaee
analyeed in great detail by Mnnaki and Lerman[22], Manski and McFsdden(23] and by
Coulett [7J an a epecial cnee
ówith the method of moments eetimator for (~" on the besis of the momente h(z,Q) we
mean lhe minimand of a quadratic torm ~~r 1 h(zr, f3)' . CN .~~n 1 h(z,,, ~3) whete
CN -: Eh(z„Q') ~ h(z,p')'28
ie negative definite (i.e. B~ is strictly more ef6cient than B') and B~ ~ 8`
if the asymptotic covariance matrices are equal. 8~ r 8' becauae B~ uaes
more moments for the eame parameters. 8~ ~ B9 because B~ uaea the aame
momenta but eatimates fewer parameters. However, since knowledge of
H' was proven to be of no value in eatimating B', 9g ti B~. Therefore
B9 ~ Bl. The issue now ia why B~ r 9' and 99 ~ Bl in general. An example
from SUR (Seemingly Unrelated Regresaion) might clarify that. Consider
the problem of estimating one parameter (a) on the basis of observationa
(tf,,,En)n1, with the following structure:
E~ y E a~ - 0
E~ y- a e)~ y E n~-(~ i 1
The variance of ~(á - a) baeed o`n the slingle moment y- a ia 1. If both
moments are used, this can be reduced to 1- p~, deapite the fact that the
additional moment doee not contain any unknown parameters. The effect
comea purely from the correlation of the moments. In the problem under
conaideration the extra moment H~ - I[e„ - t] might add efficiency via the
corr.elation with the other momenta.
3.2 The General case
In the previous aection it was aeaumed that x had a diacrete diatribution
with known, finite support. In that case the mazimum likelihood estimatora
for B', H', Q' and a were derived. It turned out that the estimatora for the
parametera of interest, B' and Q' could be calculated by solving a amaller
aet of equations that did not involve ~r. In thia section it will be shown that
theee equations can be ueed to give an efiicient eatimator even if x ia not a
discrete random variable. Aasumption 3.1 will be replaced by the following:
Assumption 3.2 x is a random variable mith diatribution Junefíon R(x)
and bounded eupport X.
The typical observation is now the triple (a, i, x) E{1, 2, ..., S} x C x X.
The firat atep ia to ~rewrite the moments (39)-(41) alightly. Define ~li -29
(~i ~i ~á)', `"nth T~i an S- 1 vector, r(iz an M - 1 vector and ~i3 a K vector
with typical elements:
(43) ~t(H,B,Q,i,s,x)t - Ht - I~a - t~
S ~~E9(e)P(i'~x,e) l
(44) ~s(H, B, Q, i, a, x)i - Q()) - P(.7 ~x, B), [~ Kt ~.~E.7(e) Q(i') J e-i




`p-1 `í'E9(t) Q(1 ) t-1 ~~'E9(t) Q( ) J
In section 3.1 these moments were derived from likelihood equations. There-
fore it was immediate that they had expectation zero. Aere their validity
as moments auitable for usage in a method of moments procedure has to
be established directly. For all three of them it is easy to check that the ex-
pectation over the distribution induced by the sampling echeme, (for good
order, g(a,i,x) in (4)) is zero.
With these moment equations and a possibly stochastic weight matrix
CN the objective function RN(9,Q,H) can be defined as:
N N
(4s) 1 ~~G(H,B,Q,tn,an,xnY'cN'N~~G(H,B,Q ,in,an,xn)
N n-1 n-1
We will use the following ahorthand: ry-(H' B' Q`)' and ry' accordingly.
Define:





1. Do ia non-aingular30
t. ro haa full rank (- K~- M f S- 2)
If assumption 3.3.1 ie not fulfilled one should leave out some of the moments.
Some of them are perfectly correlated and some therefore do not contribute
any information. If the other assumption does not hold then asymptotic
normality will be a problem. This is a rare problem though. Note that
identification is already guaranteed by the assumptions made in section
two.
The estimator "ry of y' is defined as the minimand of Rrr(ry) over the
Cartesian product of the sets {H E~is-1~0 G H, G 1, 0 C~;-i H, G 1},
{Q E~M-1~0 C Q(j) c 1, 0 C~~i1 Q(j) C 1} and 0. The following
theorem gives its properties.
Theorem 3.2 auppoae that aaeumptiona ~L.1-i..{ and 9.t-9.8 hold. Then
the eatimator y for y' convergee almoat aurely to ry' and aatiefiea:
~(ry - ry.) ~ N~0'ro'Doró 1~
If we partition ry and ro in
7- I 1'z ~ ro -~ roi roa ~
then we ca`n eetimate ryl in the caee ryz ia known wilh the minimand yl of
Rtv(7i,7i). yi convengee almoat aurely to yl and it aatiafzea:
~(1'i -7i) ~N(0,(ruiCuroi)-'ro,Cu~oCoro,(ruiCorm)-I~
proof: see appendix
The optimal method of moments estimator is the one with Co, the limit
of the weight matriz equal to L1ó1. In that case the covariance matrix
reducee to (ról~ólrol)-1 for the restricted case. It ie this estimator that
will be analyzed as a candidate for efficiency.
Example 1(continued) The moment equatíona for thia aampling acheme
for the new eatimator are:
~il(h,B,q,e,i,x) - h - I[e - 1]31
P(O~x, B)
~:(h, B, 9, ~, i, x) - 9 - P(~~x, B)h~q .f- P(1 ~x, B)(1 - h)~(1 - 9)
8P 1
~ba(h,B,9,e,i,x) - á B (i~x,B)p(ilx B)
8P . h~9 - (1 - h)~(1 - 4)
- 8B (1~x'B)P(O~x,B)h~q -i- P(1~x,B)(1 - h)~(1 - q)
Example 2(continued) The moment eguatione for the aampling acheme
of thia example are:
~G~(h~,h:,B,9,9,t,x)~ - hl -I[8 - 1]
~Gi(h~,hs,B,9,e,i,x)z - h' -I[g - 2]
P(O~x, B)
~~(h~,hz,e,e,~,i,x) - a - P(o~x,e)hl~q ~-P(llx,e)h~l(1- q) } i
aP 1
~a(hi,h:,B,9,a,z,x) - 8B (:Ix'B)P(i~x,B)
8P(i~x B) h1~9 - hs~(1 - 9)
- 8B P(O~x,B)hi~9-~ P(1~x,B)hs~(1 - 9) ~- 1
The difference between the two sampling schemes in these examples is the
additional moment equation ~ils. The form of the moment equations does
not change with the potential restrictions on the parameters as was the
case with the estimators proposed by Cosslett.
In the last section it was shown that the estimator achieved the Cramér-
Rao lower bound. Here, we are not in a Maximum Likelihood framework so
we cannot use this bound directly. Instead, we will use a efficiency concept
from Hajek [13], used by Chamberlain [5,6] to prove efficiency of Method
of Moment estimators. The idea behind this Local Asymptotic Minimax
concept is that we look at the expected loss for a particular estimator while
letting the true value of the parameter vary over a small neighbourhood.
An estimator is efficient in this sense if there is no estimator that does
better everywhere in this neighbourhood. In this particular case we let,32
ae did Chamberlain, alao the dietribution of x vary over neighbourhoode
that will be defined ahortly. Then it will be ehown that no eetimstor does
better than the oae defined in theorem 3.2 in the neighbourhood of the true
distribution of x and the true parameter values of B aad Q. In the appeadix
the ef~iciency concept and ita relevance will be diacueaed in greater depth.
Let II denote the apace of probability measures over the aet S. Then a
neighbourhood F~ of a meaaure F is:
(47) {G E III~~ f b;dG - f b;dF~~ C e;,j - 1,...,K}
for eome continuoue functioae 6; with j ~~b;~~dF C oo. In worda, two distri-
butione are close to each other if a number of predetermined momenta are
close in sbeolute value.
The nezt etep ie to defiae the claae of loee functione conaídered. If the
method were very eenaitive to the particular loee functioa uaed it would of
courae be of lese intereat. Fortuaately thie turne out not to be the case. A
loes function l: Jt ~ 32 ia an element of the clase of loae functiona G if:
1. for all u E 3~t l(u) - t'(~~u~~)
2. for all u,v E Jt ~~u~~ ? ~~v~~ implies f(u) 1 l(v)
3. jml(u)exp(-au~~2)du c oo for a~ 0
4. 1(0) - 0
The reeult that we are intereeted in can now be etated:
Theorem 3.3 For any estimator TN of ryl, any aet of functiona 6;, j-
1, ..., K that define neighbourhoode, and for any loes function l E G, the
expeeted minimax loae
.l~mNminf sup E(o ~) l(~(Tn -7i))
(C.7)EN.(R.7')
00
? Z~ f ~ C(ou) exp(-ua~2)du33
v ia the aquare root of the (1,1~ element of the covariance matrix of the
optimal method of momenta eatimator. (G,ry) E N~(R,y') if II1'-ry~~~ C E~
G E Rr and aaaumptiona 2.1-~Y.4 and 3.t-3.9 hold for G and ry. In other
worda, no eatimator haa tower expected' riak over a neighbourhood of the
diatribution of x and the parametera than the eatimator in theorem .Y.t
The forma! proof will be given in the appendix but some intuition for the
result will be presented here. For any continuous distribution over a com-
pact set one can find discrete diatribution with support in that compact set
that has a predetermined set of moments in common with the continuous
distribution. For these moments we chose the 6~ that define the neigh-
bourhoods, the moments ~(i that are used in the estimation, and their outer
products ~~i' and derivatives eB . Then we have a discrete distribution G in
the neighbourhood R~ of the continuous distribution R(x) that we started
off with. Hence the bound on the continuous model cannot be lower than
the one calculated for the discrete model. The bound for the discrete model
is equal to the Cramér-Rao bound. Because the proposed estimator for the
continuous model reaches this bound it must be efficient.
As in the discrete case, it does not matter whether we apply this to
the estimation of the full vector y-(H' ti' Q')' ot to the estimation oí
yl given rya - ryz. In both cases the bound on the loss is the loss for the
(constrained) method of moments estimator.
In this method of moments framework it is easy to see how the restric-
tions on the marginal probabilities can be tested. For a general discuasion
of tests of this type see Newey [25]. In this particular case one would look
at the value of N. RN(B,Q',H) for a sequence of C~v converging to Dó'
Then:
(48) N- Rtv(B, 41~, H) a. XZir-i
These teats could be used to compare logit and probit specifications. Tests
on H are not relevant since asymptotically the estimators for H and those
for B and Q are independent.
If the sampling were random these tests could still be employed. One
of the ways to describe random sampling is S- 1, ~(1) - C. The the
~the expectation is taken over the distribution characterised by parameter ry and die-
tribution G of the rogresaora :34
following K~- M- 1 momenta would be aufficient to estimate B' and Q' or
to teat reatrictions, ~i - (~(ii ~~)':
(49) ~s(B,Q,i,x)i - Q(j) - P(j~x,e)
(50) ~a(B,Q,i,x) - P(ilx B) ~(i~x,e)
Again these could be used to distinguiah between logit and probit models.
3.3 The Connection with Cosslett's Estimators
The connection between the estimator proposed in the previous aection
and those propoaed by Cosalett can best be aeen by comparing the relevant
moment vectora. Ia this section we will only show that Cosslett's eatimator
doea not do better than the new one. Firat consider the case with known
Q. The moment vector for Coaslett's estimator is given in (29) and (30).
It was argued there that a(j) could be replaced by ita probability limit
E'(j)~Q'(j) without changing the asymptotic covariance matrix of B. The
moment vector would then be ~i -(~ii ~i~)' :
(51) ~i(e,A~,Q~,a,i,x) - p(i~x,B) 8B(s~x'e)




Q~(j) l f ~ ~
[P(7~x,e) - P(Mlx,e)Q.(M)J,L~ P(~,Ix'B)Q'(j')J
Firat note that
(53) ~ g~ ~;~es(~) P(i~~x~ e) -~ p(j Ix,e) `u(j)~Q(j )
.-1 ~i'E9(t) Q(1 ) j-135
and a similar relation with eB (i~x, 9) subsitituted for P(i~x, B). After sub-
stituting (53) in (51), the latter is, when evaluated at Q- Q' and H- H',
equal to (45). After substituting (53) in (52), ~iz is equal to A~z, ~z as in
(44), with A equal to
A.. - 1-
H(t)Q(M)Z A~~ --H(1)Q(M)Z for i~ J
H(M)Q(i)' H(M)Q(i)
This shows that the moments used in Cosslett's estimator are a linear
combination of those used in the new estimator. Hence, the covariance
matrix of the latter cannot be larger than the covaríance matrix of the
former. The new estimator is easier to compute than Cosslett's estimator
in this case. The optimization in the known Q and H case is only over the
parameter p and that problem is much better behaved than the one where
a has to be estimated as well.
To compare the estimators for the unknown Q case consider first the
moments (25)-(27). They are more diíficult to compare to (43)-(45) than in
the previous case since they involve not only different parameters but also
parameters of different dimension. a is of dimension S- 1, Q of dimension
M- 1. We will show that Cosslett's estimator cannot be better than the
new estimator by adding moments, parameters and restrictions to (25)-
(27) in such a way that the covariance matrix for B does not increase at
each step, till we get the new estimator.
Consider the method of moments estimator for B, H, a and Q based
on the moments (25)-(27) and (44). This does not change the covariance
matrix of B compared to the method of moments estimator for B, H and ~
based on (25)-(27). The only thing that has been changed is that M- 1
parameters have been added together with M- 1 moment equations. Now
we add the S- 1 restrictions H,~a(a) -~;E~(,) Q(i). This can only reduce
the covariance matriz oí B. If we also make the substitution based on (53)
we get the following moment equationa, apart from (27) and (44) that do
not change,
(54) ~i~(B,Q,H,a,t,x) - P(i~x,e) 8B(~~x,e)
- r~ H~ E.~e~(~) áé (t~ ~x'
B)1, L~ H~
E~~es(~) P('~~x' B) J
1t-1 ~i'E.7(t) Q(Z~) t-1 ~~'E.7(t) Q(S~)36
(55) ~~(B,Q,R~e,i,x). - ~ Q(s~)
~'E9(~)
~ P(i'~x B) ~ g~.'E.~(e) P(i~~x, B)
~ ~ ,
- {iE~(~) , t-1 ~i'E9(~) Q(~ ) ~
(54) is equal to (45) and (55) is a linear combination of elementa of
(45). Hence the eatimator based on moments (54), (55), (25) aad (44),
which ia not worae than Coaelett's estimator, dcea not do better than the
aew estímator. That givea ua the desired reeult that the PML eatimator
never doea better than the new eatimator.
4 Conclusion
In thie paper an alternative eatimation procedure ia propoaed for choice-
based samplea. In choice-baaed eamplea the sampling ia conditional on the
dependent variable. Therefore atandard ma~rimum likelihood techniquea
do not apply if only the conditional dietribution of the dependent vari-
able ia apecified. Varioue eatimatore have been proposed to desl with this
problem. Some of them, the WESML and the CML estimators are not ef-
ficient. Cosalett'a eatimators are efficient but computationally demanding.
All three of theee eatimatora have the unusual feature that replacing some
of the parametera by their true valuea reduces the eH' iciency with which the
remaining parameters are eetimated.
In the new eetimation procedure eome of the probleme with the previ-
ouely propoaed eetimatore ate solved. The new estimator ia efi'icient while
the computational burden is reduced compared with Coaelett's eetimator.
The caee where the marginal probabilitiea of the choices are known and that
where they are not known ate both apecial casea of the general eatimator.
Efficiency ie proven uaing recently developed concepta from Semiparametric
eatimation. Thia procedure alao indicatee a way of teating diacrete choice
modele if the marginal choice-probabilitiea are known.37
A Method of Moments Theory
First the apparatus for method of momenta estimation will be set up. This
account ia based on Hansen (14] (without the complications of the depen-
dence inherent in timeseries) and Manski [21].
Lemma A.1 Let h(z„0) be a function on ~ x B with 2 a Euclidean apace
and B a compact aubaet of a Euclidean epace. Let h 6e a continuoua function
of p for all z E~ and a meaauraóle function of z for all p E B. Aeaume
that zl, z2, ... , zN are independent, identically diatributed random variablea
with diatribution function F, and that ~~h(z„Q)~~ G g(z) for all z E S and
(i E B for aome g aatiafying f g(z)dF(z) C oo. Then:
N
N~ h(z,,,(~) `'-'r h((j) - f h(z,~i)dF(z) uniformly in B
t
and h(,Q) ia continoua in (i.
proof: see Jennrich [18]
Lemma A.2 Let hN(~,(i) be a function on fZ x B with 52 a meaaumble
apace and B a aubaet of a Euclidean apace. Let hN(w„Q) 6e a continoue
function of ,0 for all w E f2 and a meaaurable function of w for all ,Q E B.
Then there exiata a meaauraóle function ~3N(~) auch that
hN(~~QN(~)) - 1~{hN(~~F~)
for all m E SZ. If alao hN(w,~i) -. h(~i) almoat aurely, uniformly in ~i and
if h((3) haa unique minimum at Q', then:
(~) -, ÁN .... a.
proof: see Amemiya [1]
Assumption A.1 z„(~), n- 1,... are random variaólea defined on a
probability apace (SZ,.F,F) and take on valuea in E, a aubapace of ~2L. All
z„ are identically diatríbuted with induced diatribution function F and in-
dependent.38
Asaumption A.Z B ia the parameterspace, a eompaet aubaet of iX. fi' ia
an element of the interior of B
ABaumption A.3 h(z,~i) ia a eontinoua function on 2 x B to 3i~ satia-
fying
1. h(Q) - f h(z,(i)dF(z) - 0 impliea ~i -,8'.
,~. ~~h(z„!i)~~ G g(z) ~dz E S,(i E B with fg(z)dF(z) G o0
Aasumption A.4 C~r(~) ~ Cs as N --i oo with Co a poaitive definite,
aymmetric M x M matrix.
Theorem A.3 (conaistency) Suppoae aasumptiona 1-~ hold. Then, the
estimator ~ON(~) for ~0', defined by
RN(~~NN(~)) - ~~f RN(4JrQ)
with





proof: The firat step is to note that we cann apply lemma 1 to prove uniform
convergence of
N
N~ h(z..(~),Q) ~ h(Q) - f h(z~Q)dF(z)
Thia impliea uniform convergence of
RN(~,Q) ~ h(Q)~ ' Co ~ h(Q)
Because h(,B) has a unique zero at Q-~Q', and becauae of the poaitive
definitenesa of Co, the limit of RN has a unique minimum at the same
value. This enaurea that we can apply lemma 2 to get the required reault.
Q~D.39
Assumption A.5 Let h(z„0) be continoualy di~erentiable in ~3 and let ita
dcrivative with reapecl to ,Q be a meaaurable function of z for all Q E B.
Define the matrix I'(p) as:
r(Q) - f ~,(z,Q)dF(z)
Assumption A.8 For any aequence ,QN, converging almoat aurely to (j',
the matriz I'(QN) convergea almoat aurely to
ro - r(,o')
and I'o haa full rank.
Theorem A.4 (Normality) Suppoae aaaumptiona 1-6 hold. Then (iN(w)
aatiafïea:
~(ÁN(w) - Q') ~ N(8, (rnCuro)-1roCuDuCuru(ruCoru)-1~
where Do - f h(z,Q') . h(z„0')'dF(z)
proof: Theorem 1 guarantees that ~iN(w) -~ ,Q'. Since ,0' E int(B), for
large enough N the estimator ,QN(w) must be in the interior of B, with
probability one. Then it must satisfy the first order conditions for a mini-
mum:
o - ~a (w,F')' CN' hN(w,a)
where we use the shorthand hN(w,(j) - ~, ~n 1 h(z„(w),~3).
Apply a mean value theorem to the j`h element of hN(w,Q):
hN(wel-~N)i - hN(w,Q.)i } aQ (w,F~~)i ~ (I-~N - F~.)
where (j~ -~3' -~ al .(,ON -~i') for some 0 C al G 1.
Define: I'N to be the matrix with j`h row equal to:
rN,i - ~Q, (w,Q')i90
Thie enablea ue to write the firat order conditione aa
r~(pN)'CN'[hN(W~Q~)frN(AN-Q~)] -~
The continuity conditiona on h and the almoat aure convergence of ~rr ~
,B' and therefore of p~ ~ A' guarantee:
r(~N ) ~ ro rN ~ ra
Because of the full rank of ro and the invertibility of Co, we can, for large
enough N, with probability one, write the first order conditions as:
v „ (NIV - h~') - (r~(F~N)CNrN) ~lr~(YN)CNV `Y hN(~iY~)
Because of the independence of the z„ and the identical distribution, we
can use a Central Limit Theorem to prove that
~hlv(m,~i') d. J1~(D,Do)
The remainder follows from the almoat aure convergence of all the other
factors in the first order conditions. QED.
If Do is nonsingular the optimal choice for Co, the limit of the weight
matrix, is Dó'. In that caee the covariance matrix reducee to (ráDó'ro)-'
If Do is singular it can be written by rearranging the moment equations as
the following partioned matrix:
Do - Doii ~oi~
~on ~oss )
with dim(Doll) - rank(Doll) - rank(~o). The optimal Co is then
L,o - ~óii ~
0 0
Even though Co ia singular in that case, as long as róCoro is not, there
is no problem.41
B Theorem 2.1, Lemma 3.1, Theorem 3.2
proof of theorem 2.1:








,~;~l,l ~..~E9(.) Q(Z')w(y~a) - 1
are method of moment estimators. Their consistency and asymptotic nor-
maGty follows from the theorems in appendix A. The asymptotic covariance
matrix of the typical element of this matrix is




lP(i~x B')z 8B (tlx'e,)8B'(bl x'B,)J ,
I',~ - Eow(i,a)-
z
LP(i~x,B') 88a'(Zlx'e.) - P(i~x,B')z a (Zlx'ta)8B'(tlx'B,)J
The expectation of w(i, s0 given i is Q(i)~H(i) for all weighting schemes
in this class. Hence, I'W is the same for all weighting schemes. The scheme
that minimizes ~ is that where w(i, a) is equal to its expectation given i.
Thus optimally w(i, a) - Q(i)~H(i). QED
proof of lemma 3.1:
Suppose the likelihood function with N observations z„ is L(~i) -
~n~ ln f(z,,,A). The asymptotic covariance matrix V of JN(~3 -~i') is:
V- I(Q) -[E BaQf (z,Q')' 88Qf (x,Q')1
~42
Partition V and its inverse V-1 according to pl,p, and p,:
V11 v17 V13
V - v71 v72 V]3
v3, v3, v„
~ vll V37 V13 ~
V-1 - V71 V77 v13
V81 `j37 v33
The variance of the constrained estimator of pl and p3 given p, - 0 is:
~ vll V19 ~-1 - ~ (Vll - v13(jJ33)-1~J311-1 ... ~
V31 ~J33 1 J
Since we could characteriu the maximum likelihood estimates of pl and p,
by
~ hl(YliQ7~Zn) - ~
n-1
the covariance matrix must satisfy:
Vil Vi7 ff 8h1 ' , 1 8h1 l-1
V71 V77 )- l`E 8(pi pi)~ ~E hlhl~ ~E 8(pi pi)~J
The estimator for pl given p, - 0 based on minimization of
N 1 rhl , 1
N L~ (pl t Q, Zn) CIJ ~ N ~ hl(pl, ~, Zn)
n-1 n-1
with CN "-~'. Ehlh~ has asymptotic covariance matrix:
' -1
L`E 8pi~,~E
hlh~~ 1~E 8~[i ~~
-[(Vil - V1, V7:1 V71)-1] 1- Vil - V1, V771 V71
This is equal to [V11 - V13(Vs3)-1V31]-1 after some rearranging. QiD.
proof of theorem 3.2:
The assumptions made, (2.1)-(2.4) and (3.3) guarantee the assumptions
needed for thorem A.3 and A.4 in the first appendix to hold. QiD.43
C Local Asymptotic Minimax Efficiency
In the section 3.1 we found an estimator that achieves the Cramér-Rao
lower bound. This would be sufficient if one is satisfied with the assumption
of discreteness of x. One might argue that all one ever has are discrete data.
This appendix is devoted to the extension to continous data to make precise
the way in which the estimator does or does not depend on discreteness of
the regressors.
To analyse efficiency we have to either define classes of estimators that
either exclude superefficient estimatorss or consider criteria that penalize
them. Otherwise standard maximum likelihood estimators would not be
efficient and we cannot hope to have efficiency for the estimator proposed
in the section 3.2. The two approaches have in common that they look at
the behaviour of the estimators if the parameter varies in the neighbourhood
oí the true value. An example of the first approach is the concept of regular
estimators. Regular estimators are estimators ~3N for which the asymptotic
distribution of ~(QN -,Olv) does not depend on the particular sequence
,ON, provided the latter converges to (i'. See for a discussion Newey [24]
and Begun, Hall, Huang and Wellner [4].
The approach followed here is the second one. We look at the expected
loss of a particular estimator as the true value of the parameter ,0 varies
over the neighbourhood N6(A') defined as N6(,0') - {~i~~~~3 - ~3'~~ C b}.
In particular the worst case (i.e. the worst possible value of ~3 in thie
neighbourhood) is considered. It is the expected loss in thia worst case
that we try to minimize over the space of all estimators. Superefficient
estimators usually do quite badly in the neighbourhood of the true value of
the parameter and therefore they will have a high expected maximum loss.
This approach was proposed by Hájek [13]. It was applied in a method of
moments context by Chamberlain [5,6].
The first step is to define the class of loss functions considered. If the
method were very sensitive to the particular loss function used it would of
course be of less interest. Fortunately this turns out not to be the case. A
loss function P:~t ~~t is an element of the class of loss functions G if:
1. for all u E Ji E(u) -~(~~u~~)
saee Newey [24] page 4 for an ezample of auperefficient eetimatore44
2. for all u,v E 9t [~u[~ ~[~v[~ implies B(u) ~ L(v)
3. f`á,l(u)exp(-au~~2)du C oo for a~ 0
4. E(0) - 0
Consider the family of probability functiona f(z„Q) of a discrete random
variable z with finite support ( zl, z~, ..., zL) for ,Q E 8, a subaet of 3tK.
Consider a aequence hx, converging to h E 32X , and the sequence px -
Q-~ N-'~~ . hx auch that ,Qx E B for all N. We are interested in the
asymptotic behaviour of the likelihood ratio
(56) Lrv(A,h) - ~ln f(z~,Qlv)
n-1 f( nfQ)
where the zn are independent draws from f(z,Q)
LeCam [20] shows that under standard assumptiona Lx((j, h) has asymp-
totically a normal distribution with parameters depending on h and the in-
formation matrix. The following version of the local aaymptotic normality
(LAN) condition does not give the weakest set of conditions, but they are
easy to check and follow from other asaumptions already made.
Lemma C.1 aaaume that f(z„Q) ie twice continoualy differentiable with
reapect to Q for all ,0 E 8 and eatiafiea the Information Matrix equality.
Then, for all ~i E B, the likelihood ratio Lx(Q, h) aatiafiea:
Lx(Q, h) -~ N(- 2h~I(Q)h, h~I(A)h)
where I(~Q) ia the information matrix:
I(Q) - jf(z,a)88Qf(Z,a). pf(z,Q)dZ
Proof: see LeCam [20]
As leCam arguea, the conditiona sufficient for LAN are usually implied
by sufficient conditions for asymptotic normality for maximum likelihood
estimators.
The next atep is to apply a theorem by Hájek [13] that ahows that under
LAN maximum likelihood estimators have particular desirable properties:45
Lemmia C.2 If local aaymptotic normality holda, then the maximum riak
aaaociated with an eatimator TN of the firata element ,0~ of a parameter
vector ( i' ia óounded from below in the following way:
lim lim inf sup Eth,~.)e(~(TN-p,))~
é10 N-.oo ,9EN~(~') -
1 ~
2~ f ~f(vu)exp(-uZ~2)du
where v ia the aquare root of the (1,1~ element of the inverae of the infor-
mation matrix at (3', I(Q')
Proof: see Hajek [13]
If the maximum likelihood estimator is asymptotically normal its max-
imum expected loss would be equal to




So one knows that the lower bound on the maximum expected loss can
be attained. One can therefore interpret the lemma as stating that stan-
dard maximum likelihood estimators cannot be beaten asymptotically if
one varies the parameter value over an increasingly small neighbourhood of
the true value. If an estimator TN has a lower risk at a particular value of
the parameter space ~i, then it must do worse than the maximum likelihood
estimator for another value of the parameter, arbitrarily close to p.
Now it is time to apply these concepts to the estimators analyzed in the
section 3.1. The only conditions that have to be checked in these discrete
models with finite support is that the probabilities are twice continuously
differentiable with respect to the underlying parameters. Here it turns out
to be convenient that by assuming discreteness for the x's, the whole model
becomes discrete. First the model with parameters ( H 9 n) and associated
likelihood (31) will be checked. The probability of an observation (a,i,l) is
sconcentrating on the first element of Q doea not involve any loea of genernlity since




Because of assumption (2.2) this is a twice continously differentiable func-
tion of B, FI and ~r. It therefore satisfies the LAN condition and the lower
bound on the maÁmum riak applies.
For the transformed model with the parameters ( H Q B ~ra) the same
result holds. Define ~ -(fri irs)' with ~ira -~~ and
(58) ~i - Vo 1(B)(Q - Vi(8)~~)
irl is a twice continously differentiable function of Q, B and ~rz. Therefore
the probability of an observation (a, i, I), now equal to:
(59) H~ P(i~xi,e)~t
~i'E7(~) Q(t~~
satisfies the conditions for lemma C.1. The LAN condition holds again and
therefore the bound applies.
The case with linear restrictions on H, Q and B is trivial. Continuity
of the first two derivatives follows from the above analysis, and the bound
applies.
What has been shown now is that the estimators define in section 3.1
have particular properties. These properties hold for all well behaved max-
imum likelihood estimators so it is not so surprieing that they do eo for the
estimators under consideration. The importance of this is that it enables
one to compare estimators some oï which do not fit in the mazimum like-
lihood framework. These estimators will still have a well defined risk. One
can compare this risk to that for models that despite being very close to
the ones studied, do satiafy the conditions for maximum likelihood theory
to apply.
We want to apply the efïiciency result to the case where x does not have
finite support. The procedure we follow is based on Chamberlain [5]. The
main result needed is:
Lemma C.3 Let h: Z -r Ji` be a meaaumble funetion and !et F be a
pnobability meaaure with aupport EF C S. If j IIhI IdF C oo then there
exiata a probability meaaure G whoae aupport is a finite aubaet of SF and
which aatiafiea f hdG - f hdF47
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proof: see Chamberlain [5]
proof of theorem 3.3
We apply lemma C.3 to the measure with associated distribution func-
tion R of x with as h function the moments ~i, ~, ~. ~G' and the b~ from
the particular neighbourhood definition. The lemma then implies that in
any neighbourhood of F(i.e. for any given, finite set of 6~) we can find a
discrete measure that satisfies the same moment restrictions (the ~i), and
also has the same expected derivatives and outer products of these mo-
ments (the e and the tli -~i'). Since we know that the expected loss for
such model with discrete support was bounded by lemma 3.3, this bound
also applies to the case of non-discrete measures. By restricting the set of
alternative parameters and distributions to those that satisfy assumptions
2.1-2.4 and 3.2-3.3 one obtains the result that the lower bound is attained
by the estimator in theorem 3.2. QED.
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