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A genetikai állomány meg!rzése és másolása minden él! szervezet els!rend" 
feladata. Ennek során kitüntetett DNS részek hozzáférhet!vé válnak és bonyolult 
fehérje-komplexek közrem"ködésével íródnak át. A genetikai állomány épségének 
szempontjából kiemelten fontos a módosult, vagy sérült DNS szakaszok felismerése 
és eltávolítása. Mind a másolás, mind a javítás szempontjából alapvet!, hogy a 
folyamatot végz! fehérjék az adott sajátságú - ép vagy hibás - DNS szekvenciát meg 
tudják különböztetni a környezetét!l. 
A DNS egy kitüntetett bázisának, vagy bázissorrendjének felismerése azonban 
jelent!sen különbözik a fehérjék kis, szerves molekulákhoz történ! köt!dését!l. Ha 
kismolekulás szubsztrát esetén a sztérikus és elektrosztatikus tulajdonságok nem 
illeszkednek, a  fehérje eltávolítja a partnert a köt!zsebb!l. A DNS-ben a keresett 
rész, célszekvencia azonban kovalensen köt!dik a hozzá kémiailag nagyon hasonló 
szegmensekhez. A fehérje a nem megfelel! szekvenciával történ! érintkezés esetén 
tehát leválhat a DNS-r!l, de utána újra ugyanazzal a molekulával kell kölcsönhatásba 
lépnie. Egy bakteriális genomban pl. a BamHI restrikciós enzim 
szubsztrátszekvenciája (GGATCC) más bázissorrend" DNS szakaszok ezerszeres 
feleslegébe ágyazódik be. Ezért is szokás a specifikus DNS-felismerést a „t" a 
szénakazalban” problémához hasonlítani.  
I.1. A DNS felismerés klasszikus értelmezése 
A paradoxon a megoldására Peter von Hippel a „lineáris diffúzió” modelljét 
javasolta (Berg et al, 1981). Ennek lényege, hogy a fehérje el!ször lazán köt!dik a 
DNS-hez, felismerési (ún. „encounter”) komplexet képez. Ebben a fázisban a fehérje 
és a DNS közötti térrészt víz tölti ki, mely lehet!séget biztosít a fehérjének, hogy a 
DNS mentén 1 dimenzióban a h!mozgás energiájának segítségével mozogjon. A 
lineáris diffúzió során a fehérje végig laza kapcsolatban marad a DNS-el, ami növeli a 
célszekvencia azonosításának hatásfokát. Ha a fehérje rátalál a keresett szakaszra, 
akkor oldalláncai közvetlenül kölcsönhatásba lépnek a DNS megfelel! bázisaival és 
szoros, specifikus komplex alakul ki közöttük. Mivel a lineáris diffúzió Brown 
mozgás jelleg" és így kitüntetett irányultsága nincs, a fehérje nem tud a teljes DNS 
szál mentén végighaladni. A fehérje nagyjából 40 bázispárt tud ilymódon 
„végigpásztázni”, majd leválik a DNS-r!l és egy másik helyen kezdi újra az olvasást 
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(ezt az angol terminológia „hopping”-nak nevezi) (Gowers et al, 2005). A két DNS 
köt!hellyel rendelkez! fehérjék esetén elképzelhet!, hogy a fehérje csak az egyik 
helyet engedi el, és a másikhoz továbbra is kapcsolódik. Ez az ún. szegmensek közötti 
transzfer, melyben a fehérje az egyik helyr!l a másikra „ugrik” DNS-en hurkok 
képz!dését eredményezve (Pingoud et al, 2005).  
Egy fehérje specificitását – azon képességét, hogy mennyire tudja 
megkülönböztetni a célszekvenciát bármely más DNS szakasztól – általában a 
köt!dési állandók hányadosával jellemezzük (Kspec/Knonspec). DNS-en m"köd! 
enzimek esetén a specificitást a kémiai lépések is tovább növelik (Taylor & Halford, 
1989). Ilyen esetben az enzim hatékonyságát (kcat,spec/ Kspec)/(kcat,nonspec/Knonspec) is 
össze kell vetni célszekvencián, illetve az ett!l eltér! szakaszokon. Erre a célra 
általában egy olyan, ún. csillag-szekvenciát szokás használni, mely a célszekvenciától 
csak 1 bázispárban különbözik. A BamHI esetén az enzimatikus reakció sebességi 
állandója a specifikus és a csillag-szekvencia (GAATCC, a specifikustól eltér! bázis 
d!lttel szedve) esetén 6, míg a köt!dési állandók csak 3 nagyságrenddel különböznek 
(Engler et al, 2001). 
I.2. A specifikus DNS felismerés molekuláris alap-pillérei 
Mi a molekuláris alapja, mechanizmusa a DNS szekvenciák felismerésének és 
hatékony megkülönböztetésének? A kérdésre az elmúlt 4 évtizedben alapvet!en a 
fehérje-DNS komplexek térszerkezeteinek elemzésével (~ 2500 szerkezet) keresték a 
választ. Ilymódon három specificitásért felel!s tényez!t sikerült azonosítani. i) A 
bázisokkal kialakított hidrogénkötés-mintázat. A nukleinsav-bázisok hidrogénköt! 
képessége nem merül ki az AT és GC bázispárok létrehozásában. A szabadon maradó 
NH és CO csoportokkal kialakított hidrogénkötések szekvencia-specifikus mintázatot 
alkotnak (Seeman et al, 1976). Ezt közvetlen olvasásnak („direct readout”) nevezzük, 
mely alkalmas a széles- és a keskeny árok megkülönböztetésére is (Pabo et al, 1990). 
ii) A foszfát csoportokkal kialakított elektrosztatikus kölcsönhatások. A DNS gerincét 
alkotó foszfát-cukor lánc er!sen negatív töltés", mellyel a fehérjék pozitív töltés" 
oldalláncai kedvez! kölcsönhatást tudnak kialakítani. Ilyenkor a fehérje nem 
közvetlenül a bázisokat ismeri fel, hanem a szomszédos foszfát-csoportok távolságán 
keresztül a DNS szekvencia-függ!  torzulásait. Ezért ezt közvetett felismerésnek 
(„indirect readout”) nevezzük, mely különösen nagy jelent!séggel bír olyan 
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esetekben, ahol a DNS szerkezete jelent!sen torzul a fehérjéhez történ! köt!déskor 
(Frederick et al, 1984; Otwinowski et al, 1988). iii) Specifikusan elhelyezked! 
vízmolekulák által közvetített hidrogénkötések. Megfigyelték, hogy a DNS körül 
elhelyezked! vízmolekulák egy része a fehérjével alkotott komplexben is a helyén 
marad. Ezek részben kitöltik a fehérje-DNS közötti térrészt, részben pedig irányított 
hidrogénkötések kialakításában vesznek részt (Shakked et al, 1994). 
I.3. A klasszikus modellek hiányosságai 
A felsorolt tényez!k mindegyike a DNS célszekvenciájára és a vele közvetlenül, 
vagy vízmolekulák közvetítésével kölcsönható fehérje-felszínre korlátozódik. Az 
utóbbi néhány évben számos kísérleti adat utalt azonban arra, hogy a specificitás 
kialakításában távolabbi DNS és fehérje régiók is közrejátszanak (Tzeng & 
Kalodimos, 2009). A DNS-ben a célszekvenciát szegélyez! bázisok hozzájárulnak a 
specifikus szakasz végs! geometriájának kialakításához, vagy „árnyékoló” 
elektrosztatikus kölcsönhatások által befolyásolják a kötés affinitását (Jen-Jacobson et 
al, 2000). A Hox gének által kódolt homeodomének DNS célszekvenciái széles 
tartományban változnak; és specificitásuk szövet-típustól függ!en is módosulhat 
(Pearson et al, 2005). Ez arra utal, hogy a köt!felszínen kívüli fehérje-részek jelent!s 
hatással bírnak a célszekvencia kiválasztásában és a szoros illeszkedés" komplex 
kialakulásában. A távoli fehérje-szakaszok hatása azonban nehezen értelmezhet!, 
mivel nem alakítanak ki stabil (permanens) kölcsönhatást a DNS-el.  
A specifikus DNS felismerés molekuláris alapjainak vizsgálata gyakorlati 
jelent!séggel bír. Biotechnológiai és gyógyszeripari alkalmazások gyakran 
igényelnek adott DNS specificitású és meghatározott körülmények között m"köd! 
fehérjéket, enzimeket. A DNS-javító enzimek, fehérje-komplexek fontos célpontjai 
például rák-ellenes gyógyszerek kutatásának. Számos specifikus DNS-köt! fehérjét a 
génsebészetben alkalmaznak (pl. restrikciós enzimek, transzkripciós effektorok). A 
DNS-t módosító vagy a módosítást felismer! enzimek (pl. metiltranszferázok) 
m"ködésének értelmezése pedig az epigenetikai tényez!k megértése és hasznosítása 
szempontjából fontos.  
A DNS-hez specifikusan kapcsolódó fehérjék tervezése azonban eddig nem sok 
sikerrel járt. Ennek els!dleges oka, hogy a köt!felszín módosításának hosszútávú 
hatása van; azaz a kötésben kitüntetett szerepet játszó aminosavak megváltoztatása 
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jelent!s befolyással bír a fehérje távolabbi részeinek szervez!désére, szerkezeti és 
elektrosztatikus tulajdonságaira is. Ez mindenképpen szükségessé teszi, hogy a 
specifikus DNS felismerés értelmezése ne korlátozódjon a köt!felszínre, hanem az 
egész fehérje globális hatását próbálja meg figyelembe venni. Sajnálatos módon 
bevett gyakorlat azonban, hogy a szerkezet-meghatározáshoz vagy funkcionális 
vizsgálatokhoz a feleslegesnek gondolt (pl. nem közvetlenül kölcsönható) részeket 
eltávolítják. Egy gyakorlatilag is m"köd!képes DNS-felismerési modell 
kidolgozásához tehát olyan molekuláris tényez!k vizsgálata szükséges, melyek eddig 
nagyrészt elkerülték a figyelmet: a DNS és a fehérje dinamikai tulajdonságai, a 
határfelület szerkezete (víz, ionok), valamint a nem közvetlenül kölcsönható fehérje 
részek szerepe.  
I.4. Az értekezésben vizsgált témakörök  
Kutatásaim során azt vizsgáltam, hogy mely molekuláris tényez!k járulnak hozzá 
DNS szekvenciák specifikus felismeréséhez és kémiai módosításához. 
Tanulmányaimat több szinten végeztem, melyeket a részletesebb megközelítést!l az 
átfogóbb felé haladva, a következ! témakörök szerint fogok tárgyalni: i) A specifikus 
DNS hasítás mechanizmusai; ii) Fémionok és vízmolekulák szerepe a specifikus DNS 
felismerésben; iii) A DNS flexibilitás szerepe a DNS hibák azonosításában; iv) A 
rendezetlen régiók szerepe a specifikus DNS felismerésben. A következ!kben rövid 
betekintést adok a vizsgált témakörökbe, alapvet! kérdésekbe és bemutatom azokat a 
problémákat, amelyekkel foglalkoztam.  
A specifikus DNS hasítás mechanizmusai. A DNS-en m"köd! enzimeknél 
általános kérdés, hogy a DNS szál hasításában közrem"köd! katalitikus tényez!k 
hogyan növelik a szekvencia-specificitást. Ezt részben a DNS kötés és az enzimatikus 
aktivitás csatolásával magyarázzák, de ennek mechanizmusa kevéssé ismert. Számos 
DNS-hasító enzimnél feltételezik, hogy az egyik katalitikus oldallánc specifikus 
hidrogénkötést létesít a szubsztráttal és általános bázisként vagy savként szolgál. 
Közvetlen kísérleti adatok azonban nem támasztják alá a proton-átadási lépéseket, 
sem ezek hozzájárulását a szelektivitáshoz. A kétérték" fémionok kitüntetett szerepet 
játszanak a DNS szál hasításában. A PD..(D/E)xK típusú restrikciós endonukleázok 
esetén a foszfodiészter kötés hidrolíziséhez szükséges fémionok számát és pontos 
szerepét azonban nem sikerült egyértelm"en meghatározni (Pingoud et al, 2005). 
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Mind a katalitikus oldalláncok variábilitása, mind a reakcióhoz szükséges fémionok 
számának bizonytalansága gátolta egy egységes katalitikus modell kidolgozását. 
A fémionok és vízmolekulák szerepe a specifikus DNS felismerésben. Annak 
ellenére, hogy a restrikciós endonukleázok m"ködését mind a Mg2+, mind a Mn2+  
ionok el!segítik, a jelenlétükben mért szubsztrát-szelektivitás között több 
nagyságrend különbség tapasztalható (Vermote & Halford, 1992). Feltételezték, hogy 
ez a felismerés kezdeti szakaszára vezethet! vissza, mikor a fehérje oldalláncai DNS-
hez köt!d! fémionokat helyettesítenek, de ennek részletes magyarázatát még nem 
sikerült kidolgozni. A specifikus fehérje-DNS komplex kialakulásakor ugyanakkor 
jelent!s mennyiség" vízmolekula távozik a tömbfázisba („felszabadul”). Ez az ún. 
hidrofób effektus, amely pozitív entrópia-hozzájárulása által kedvez!en befolyásolja a 
köt!dést (Ha et al, 1989). Ennek a hatásnak tulajdonítják, hogy számos fehérje a 
keskeny árok fel!l közelíti meg és köt!déskor jelent!sen torzítani tudja a DNS-t 
(Joshi et al, 2007). A nem specifikus komplexekr!l rendelkezésünkre álló adatok 
azonban hiányosak a víz szerkezetének tekintetében (Viadiu & Aggarwal, 2000), így 
a specificitásban játszott szerepét sem tudták értelmezni.  
A DNS flexibilitás szerepe a DNS hibák azonosításában. A hibás DNS 
szakaszokat felismer!, azokat javító enzimek sokszor nem a sérült bázissal lépnek 
kapcsolatba (Vassylyev et al, 1995) és a hibákkal szemben tapasztalt szelektivitás a 
specifikus komplexben megfigyelt kölcsönhatások alapján gyakran nem is 
magyarázható. Ez arra utal, hogy a hibás és ép bázisok megkülönböztetésének alapja 
nem kizárólag statikus okokban keresend!. Feltételezhet! tehát, hogy a felismerési 
komplex átalakulását számos olyan dinamikus tényez! is befolyásolja, melyek a 
végs!, specifikus komplexben már nem figyelhet!k meg.  
A rendezetlen régiók szerepe a specifikus DNS felismerésben. A DNS-hez köt!d! 
fehérjék gyakran rendelkeznek olyan szakaszokkal, melyek szabad állapotban nem 
vesznek fel kitüntetett térszerkezetet (Wright & Dyson, 1999). Ezek funkcionális 
(natív) állapotban több szerkezettel rendelkeznek és szerkezeti sokaságként 
jellemezhet!k (Dyson & Wright, 2005). Az ilyen szakaszokat, illetve a megfelel! 
fehérjéket rendezetlennek („intrinsically disordered”), vagy bolyhosnak („fuzzy”) 
nevezzük. Megjegyzem, hogy a magyar szaknyelvben a több-szerkezet", vagy 
szerkezeti sokaságként m"köd! fehérje kifejezések találóbbak lennének. A 
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továbbiakban azonban az általánosan elterjedt „rendezetlen” kifejezést fogom 
használni. 
 Korábban úgy gondolták, hogy egy rendezetlen szakasz köt!déskor történ! 
feltekeredésével járul hozzá a megfelel! DNS szakasz felismeréséhez (Spolar & 
Record, 1994). A dinamikus szakaszok szerepét a célszekvencia 
megkülönböztetésében azonban nem sikerült megmagyarázni. Korábbi 
feltételezésekkel ellentétben számos rendezetlen fehérje-szakasz még kötött, komplex 
állapotban sem vesz fel stabil térszerkezetet. Ezt a jelenséget „fuzziness”-nek, vagy 
bolyhosságnak neveztük (Tompa & Fuxreiter, 2008). A DNS-hez történ! köt!dést 
azonban olyan rendezetlen/bolyhos fehérje régiók is befolyásolják, melyek 
közvetlenül nem alakítanak ki kölcsönhatást a célszekvenciával. Ezt gyakran 
figyelmen kívül hagyják a szerkezeti elemzések, melyek csak a köt!felszínre 
koncentrálnak. Ennek felderítése azért is fontos, mert ezek a szakaszok az él! sejtben 
fontos szabályozó szerepet tölthetnek be: poszt-transzlációs módosítások, vagy 
további kölcsönhatások által hangolják a DNS-hez történ! köt!dés termodinamikáját, 
esetleg specificitását. Ezen régiók gyakran alternatív hasítás (splicing) által a sejt 
különböz! részein más formában jelenhetnek meg és más DNS célszekvenciát 
ismernek fel (Liu et al, 2008). Ennek a jelenségnek a molekuláris háttere még 
felderítésre vár.  
I.5. Az alkalmazott megközelítések 
Munkámat elméleti módszerekkel, számítógépes eljárások segítségével végeztem. 
Az enzimatikus katalízis tanulmányozására hibrid kvantummechanikai/ 
molekulamechanikai megközelítést, az ún. EVB/FEP-US (Empirical Valence 
Bond/Free Energy Perturbation-Umbrella Sampling) módszert alkalmaztam 
(Fuxreiter & Warshel, 1998). A protonáltsági állapotokat, és a szolvatációs 
szabadentalpia meghatározását szemi-mikroszkópikus PDLD/S (Protein Dipoles 
Langevin Dipoles) eljárással végeztem (Fuxreiter et al, 2003). A fémion-nukleinsav 
bázisok komplexeinek vizsgálata magas-szint" ab initio kvantumkémiai számítások 
felhasználásával történt (Solt et al, 2007). A víz-szerkezet leírására nagykanonikus 
Monte Carlo (GCMC) módszert alkalmaztam, elemzésére pedig Voronoi 
poliédereken alapuló módszert használtam (Fuxreiter et al, 2005).  A flexibilitások 
vizsgálatát a minden atomot figyelembe vev! (all-atom) molekuladinamikai (MD) 
               dc_488_12
 8 
szimulációkból származó adatokon végeztem (Fuxreiter et al, 2002). A rendezetlen 
régiók és fehérje-feltekeredés tanulmányozására alacsony felbontású („coarse-
grained”, CG) szimulációt alkalmaztunk (Toth-Petroczy et al, 2009). A rendezetlen 
fehérjék és komplexeik elemzése els!sorban bioinformatikai eljárásokkal (szerkezet-
becslés, szekvencia összerendezés, profil számítás) történt (Fuxreiter et al, 2004; 
Fuxreiter et al, 2007). A bolyhos („fuzzy”) komplexek elméletének kidolgozásához 
szerkezeti adatok és irodalomban közölt funkcionális mérések adtak segítséget 
(Tompa & Fuxreiter, 2008; Fuxreiter et al, 2011). A felhasznált módszerek közül 
számos eljárás fejlesztésében vettem részt: PDLD/S, EVB, pKa számítások (Mehler et 
al, 2002), GCMC, CG MD; illetve munkatársaimmal együtt dolgoztam ki, mint az 
Egap reakciókoordináta alkalmazása magas szint" ab initio számításokban (Mones et 
al, 2009). 
A számítások eredményeit minden esetben kísérleti eredményekkel vetettem 
össze. Ilymódon az elméleti modelleket valós rendszereken nyert mérési adatokkal 
támasztottam alá. A számítások azonban sokszor betekintést engedtek olyan 
molekuláris részletekbe is, melyek kísérletileg közvetlenül nem vizsgálhatók. Célom 
az volt, hogy a konkrét rendszerek megértésén túl olyan modelleket állítsak fel, 
melyek az adott molekulacsaládon belül általánosan alkalmazhatók. 
I.6. Az értekezés felépítése 
Ebben az értekezésben röviden áttekintem azokat a tanulmányokat, melyeket az 
elmúlt 13 évben a specifikus DNS felismerés területén, a felsorolt témakörökben 
végeztem. Az értekezés felépítése a következ!: a II. fejezetben felsorolom munkám 
konkrét célkit"zéseit, alapvet! kérdéseit; a III. fejezetben összefoglalom a 
legfontosabb eredményeket a témaköröknek megfelel!en; a IV. fejezetben az 
eredmények jelent!ségét tárgyalom (diszkusszió); az V. fejezet a konklúziót és az 
eredmények jöv!beli alkalmazási lehet!ségeit (kitekintés) tartalmazza. A VI. fejezet a 
felhasznált irodalom jegyzéke, a VII. fejezetben pedig azt a 15 közleményt 
mellékeltem, amelyeken az értekezés alapul. Ezekben található a problémák 
hátterének részletes bemutatása, a módszerek leírása, valamint az eredmények teljes 
kör" megjelenítése és értékelése. A VIII. fejezet annak a 13 publikációnak a 
felsorolását tartalmazza, amelyekre a VII fejezetben bemutatott cikkek épülnek, azok 
elvi hátterét, vagy metodikai alapozását biztosítják. Azért kerültek külön fejezetbe, 
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mert ezekben nem a specifikus DNS felismerés a központi probléma, mégis szorosan 
összefüggenek a VII. fejezetben bemutatott munkákkal, így az értekezés szerves 
részének tekintem !ket. Ezek különlenyomatait terjedelmi okokból nem mellékeltem 
(130 oldal). Az értekezéshez szintén kapcsolódik a bolyhos („fuzzy”) komplexekr!l 
szóló könyv, melyet Tompa Péterrel közösen szerkesztettünk (Fuxreiter & Tompa, 
2011). Ezt formai okokból nem csatoltam. 
 
II. Célkit!zések 
A konkrét célkit"zéseket az I.4 fejezetben megadott témakörök szerint sorolom 
fel. A célkit"zések egy része megfeleltethet! a mellékelt közleményekben leírt 
kérdéseknek. Más részük egy-egy átfogóbb probléma alapján fogalmazódott meg és 
több tanulmányhoz is kapcsolódik.  
A specifikus DNS hasítás mechanizmusai.  
1. A szekvenciális változatosság magyarázata a PD..D/ExK típusú restrikciós 
endonukleázok aktív helyén.  
2. A fémionok számának és szerepének felderítése a II típusú restrikciós enzimek 
foszfodiészter hidrolízisében.  
3. A PD..D/ExK típusú restrikciós endonukleázok egységes katalitikus modelljének 
kidolgozása.  
4. A katalízis és a DNS-kötés kapcsolata, szerepe a restrikciós enzimek 
szelektivitásában. 
A fémionok és vízmolekulák szerepe a specifikus DNS felismerésben. 
5. A DNS-hez köt!d! fémionok szelektivitáshoz történ! hozzájárulásának 
értelmezése. A Mg2+  és Mn2+ ionok hatása közötti különbség molekuláris 
hátterének felderítése.  
6. A BamHI specifikus és csillag szekvenciával alkotott komplexeinek részletes 
szerkezeti jellemzése, a hidrátburok szekvencia-függésének elemzése. 
7. A határfelületi víz szerepének magyarázata a specifikus DNS felismerésben. 
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A DNS flexibilitás szerepe a DNS hibák azonosításában. 
8. A timin dimert vagy uracilt tartalmazó sérült és a megfelel! ép DNS szekvenciák 
szerkezeti és dinamikai tulajdonságainak jellemzése. A DNS torzulás (hajlítás) és 
a bázis-kinyílás közötti csatolás felderítése. 
9. A bázis-kinyílással járó folyamatok energetikájának jellemzése.  
10. Általános modell kidolgozása a DNS sérülések felismerésére. 
A rendezetlen régiók szerepe a specifikus DNS felismerésben 
11. A rendezetlen fehérje-szegmensek specifikus DNS kötésben játszott szerepének 
felderítése. A rendezetlen és globuláris fehérje-részek DNS kölcsönhatásainak 
csatolása homeodoméneknél. 
12. A rendezetlen szegmensek hatása a homeodomének DNS kötésének kinetikájára 
és termodinamikájára. 
13. A fehérje-DNS köt!felszínét!l távoli, rendezetlen szegmensek hatása a specifikus 
DNS kötésre. A folyamat molekuláris mechanizmusainak feltárása. 
14. A rendezetlen részek szabályozó mechanizmusai a bolyhos fehérje-DNS 
komplexekben, szerepük a transzkripció regulációjában. 




III.1. A specifikus DNS hasítás mechanizmusai 
1. A PD..D/ExK típusú restrikciós endonukleázok aktív helyét általában 2-3 
negatív töltés" oldallánc és egy lizin alkotja (Fuxreiter & Simon, 2002). A BamHI 
enzimben azonban a Lys helyén Glu található, a két oldallánc cseréje az enzimatikus 
aktivitás megsz"néséhez vezet (Newman et al, 1994). A BamHI enzimben 
meghatároztam a lehetséges protonátadási folyamatok szabadentalpia-változását és 
megállapítottam, hogy a legkedvez!bb az OH- nukleofilnak egy küls! vízmolekula 
által történ! aktiválása (Fuxreiter & Osman, 2001). pKa számításokkal igazoltam, 
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hogy a Glu-113 negatívan töltött állapotban van jelen az aktív helyen, szerepe 
általános bázisként nem valószín". A teljes reakciómechanizmus vizsgálata 
meger!sítette a „küls!” nukleofil modelljét (Mones et al, 2007a). Kés!bb 
munkatársaimmal rámutattunk arra, hogy a BamHI-ben a Glu!Lys helyettesítés a 
fémionok helyzetének megváltozásán keresztül vezet drasztikus aktivitás-
csökkenéshez, és a két oldallánc variábilitása a fémionokkal összefüggésben 
magyarázható (lásd 3. pont). 
2. A BamHI aktív centrumában két fémion helyezkedik el (Viadiu & Aggarwal, 
1998), melyek látszólag ideálisan megfelelnek a Klenow fragmensen felállított Steitz-
féle modellnek (Beese & Steitz, 1991). Más PD..D/ExK enzimcsaládoknál azonban 
csak egy fémiont sikerült megfigyelni (Pingoud et al, 2005). Hosszú ideje vitatott 
kérdés, hogy hány fémionra van szükség a foszfodiészter kötés hidrolíziséhez. 
Molekuladinamikai számításokkal megállapítottuk, hogy a BamHI-ben a két fémion 
pozíciója nem egyenérték" (Mones et al, 2007b). A nukleofil támadó oldalán 
elhelyezked! MA pozíció stabil, míg a távozó csoport kilépése oldalán elhelyezked! 
MB ion helyzete változékonyabb. Ez alapvet!en a hasítandó foszfátcsoporttal való 
kölcsönhatás megsz"nésében mutatkozik meg. A két fémion katalitikus hatásában – 
az aktiválási szabadentalpia-csökkenéshez történ! hozzájárulásában – is lényeges 
eltérés mutatkozik. Míg az MB fémion hiánya az aktiválási energiát csekélyebb 
mértékben növeli, addig a támadó nukleofilt stabilizáló MA fémion elvesztése a 
katalitikus hatás megsz"néséhez vezet (Mones et al, 2007a). Ennek alapján arra 
következtettünk, hogy a reakcióhoz egy fémion jelenléte szükséges feltétlenül, 
melynek a nukleofilt kell stabilizálnia. Elkészítettük a BamHI egy fémionos 
modelljét, és meghatároztuk az MA katalitikus pozícióit.  
3. Számításaink alapján javaslatot tettünk a  PD..D/ExK típusú restrikciós 
endonukleázok egységes reakciómechanizmusára. Ennek alapján a nukleofil-
aktiválása ún. „küls!” mechnizmussal történik (Mones et al, 2007a). Ez azt jelenti, 
hogy az aktív helyen az MA fémionhoz kapcsolódva egy OH
- ion van jelen, és a 
proton az aktív helyen kívül található. A reakció els! lépése tehát nem általános bázis 
közrem"ködésével történik. A második lépés a nukleofil támadása és a pentaéderes 
intermedier kialakulása. Ebben az MA fémion kritikus szerepet játszik, mindvégig 
stabilizálja a nukleofilt, illetve a megfelel! nem észteresített foszfát-oxigénnel létesít 
kölcsönhatást. A másik fémion, MB szintén hozzájárul a kétszeresen negatívan töltött 
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foszfátcsoport stabilizásához, de lazábban köt!dik, és hatása kisebb mértékben 
érvényesül. Ezért ez az ion poláros, vagy pozitív töltés" fehérje-oldalláncokkal 
helyettesíthet!, szerepét sokszor pl. Lys tölti be (Pingoud et al, 2005). Az MB 
fémionnak további feladata a távozó csoport kiválásának és a protonálódásának 
el!segítése, mely azonban nem sebességmeghatározó lépés. Ezt a modellt kísérletileg 
is igazoltuk (Pingoud et al, 2009). 
4.  Az EcoRI és RsrI enzimek azonos, GAATTC szekvenciát ismernek fel. 
Kísérleti tapasztalatok alapján mégsem lehet a két enzim szegmenseit szabadon 
rekombinálni, m"köd!képes kimérát eredményezve. A vad típusú EcoRI-t!l 22 
aminosavban különböz! egyik kiméránál azonban nagyobb a specifikus DNS köt! 
affinitást, de kisebb aktivitást figyeltünk meg az EcoRI-hez hasonlítva 
(Chuluunbaatar et al, 2007). Ez a kis aktivitással rendelkez! EcoRI-RsrI kiméra 
meglep! módon toxikusabb volt olyan E. coli baktérium – amelynek DNS-ét nem 
védte EcoRI-specifikus metiláció – számára, mint a vad típusú EcoRI endonukleáz. 
Molekuladinamikai számítások alapján megállapítottam, hogy bár a csere nem okoz 
jelent!s változást az EcoRI szerkezetében, de a célszekvenciával több hidrogénkötés 
kialakítását eredményezi. A kiméra szerkezetében ugyanakkor kimutattam, hogy azok 
a kölcsönhatások (Arg145A-Glu144B és Arg144B-Glu145A), melyek az alegységek 
m"ködését koordinálják („cross-talk”) (Kurpiewski et al, 2004), megsz"nnek. A 
kiméra enzim fenotípusára az t"nt a legvalószín"bb magyarázatnak, hogy az er!sebb 
köt!dés és a két alegység m"ködése közötti szinkron elvesztése lassítja az enzim 
disszociációját a hasított DNS-r!l ezáltal megakadályozva a DNS-javító folyamatok 
beindulását. (Chuluunbaatar et al, 2007).  
III.2. A fémionok és vízmolekulák szerepe a specifikus DNS felismerésében 
5. A kétérték" fémionok alapvet! szerepet töltenek be a DNS-en ható enzimek 
m"ködésében. Els!sorban a foszfátcsoport kémiai átalakításában segédkeznek, de 
fontos szerepük van a specificitás kialakításában is (Conlan & Dupureur, 2002). A 
restrikciós endonukleázok szelektivitásában Mg2+  és Mn2+ ionok esetén tapasztalt  5 
nagyságrend különbséget (Hsu & Berg, 1978) azonban eddig nem sikerült értelmezni. 
Magas szint" ab initio kvantumkémiai számításokkal kimutattuk, hogy a két fémion 
nukleinsav-bázisokhoz történ! köt!désének energetikája mind vákumban, mind 
oldatban jelent!sen különbözik (Solt et al, 2007). Ez a Mn2+ komplexek nagyobb 
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torzíthatóságával, polarizálhatóságával és az ionra történ! megnövekedett 
töltésátmenettel magyarázható. A különböz! bázisokkal alkotott fémion-komplexek 
stabilitása közötti eltérés különösen oldószerben jelent!s, ami  arra utal, hogy a 
környezet elektrosztatikus tulajdonságai feler!sítik az említett effektusokat. Egyben 
azt is jelzi, hogy a Mn2+ ionok fehérje oldalláncokkal történ! könnyebb 
helyettesíthet!sége szelektivitás csökkenéshez vezet. 
6.  A felismerési komplex szerkezetének meghatározása a szubsztrát nagy 
mozgékonysága miatt számos nehézségbe ütközik. BamHI enzim csillag 
komplexében (GAATCC, a specifikustól eltér! bázis d!lttel szedve) például a 
kristályvizeknek csak ~65%- át sikerült csak kísérletileg meghatározni (Viadiu & 
Aggarwal, 2000). A hiányzó vízmolekulák helyzetét – a kísérletileg megfigyelt 
pozíciókat jól reprodukáló – nagykanonikus Monte Carlo számításokkal térképeztük 
fel (Fuxreiter et al, 2005). A köt!felszínen található vizek szerkezetét, ennek 
szekvencia-függését Voronoi poliéderek vizsgálatán alapuló, ún. „proximity” 
analízissel végeztük. A vízmolekulák nukleotidok körüli eloszlása jellegzetes 
mintázatot mutat specifikus és a csillag komplexben is. A célszekvenciában a hasítás 
helye körül koordinálódik a legkevesebb vízmolekula, ez a leginkább „exponált” hely 
a fehérje számára. Ugyanakkor ezek a vízmolekulák köt!dnek a leggyengébben a 
DNS-hez, tehát a legkönnyebben helyettesíthet!k a fehérje oldalláncaival. A csillag-
komplexben a báziscsere helyén lényegesen több vizet találunk: ez a legjobban 
hidratált pozíció. A hasítás helyén a vízmolekulák er!sebben kapcsolódnak a DNS-
hez, mint a specifikus komplexben, nehezebben hozzáférhet!k a fehérje számára, 
tehát a szoros komplex kialakulását akadályozzák.   
7.  A felismerési komplexben a vízmolekulák DNS körüli szekvencia-specifikus 
eloszlását és energetikáját „hidratációs ujjlenyomat”-nak neveztük (Fuxreiter et al, 
2005). A vízmolekulák mintázatában az alacsony koordinációs számú és 
kölcsönhatási energiájú helyek valószín"leg az els! kapcsolódási pontokat jelölik ki a 
DNS-en a fehérje számára. Meghatároztuk a felismerési komplex specifikussá 
alakulásakor az oldatba távozó vizek számát, mely jól egyezett a kísérleti 
eredményekkel. A „felszabaduló” vízmolekulák száma szekvencia-függést mutatott és 
a központi bázisok körül maximális értéket vett fel. Ez jól magyarázza a központi 
bázisok mutációs kísérletek alapján jósolt ún. „kapocs” (clamp) szerepét (Engler et al, 
2001). A specifikus és csillag-komplex összehasonlítása alapján rámutattunk a 
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hidrofób effektus bázis-sorrendt!l való függésére, és ilymódon a specifikus 
felismerésben játszott szerepére (Fuxreiter et al, 2005).  
III.3. A DNS flexibilitás szerepe a DNS hibák azonosításában 
8.  Az Uracil DNS-glikoziláz (UDG) és a cis,syn-timin dimert (TD) javító 
Endonukleáz V (EndoV) is báziskivágás útján távolítják el a DNS hibát. A két enzim 
látszólag eltér! stratégiát alkalmaz a sérülés megkülönböztetésére: az UDG 
közvetlenül az uracillal létesít kölcsönhatást (Slupphaug et al, 1996), míg az EndoV a 
szemközti adeninnel alakít ki kontaktust (Vassylyev et al, 1995). Mindkét enzim 
jelent!sen torzítja a DNS-t és a megfelel! bázist a DNS tengelyéb!l „kiforgatja” (base 
opening). A mutációs kísérletek és a specifikus komplexek térszerkezete sem ad 
azonban választ a sérülések azonosításának mechanizmusára. A hibás és az ép 
szekvenciák dinamikai tulajdonságait megvizsgálva azt találtuk, hogy a DNS sérülés 
körüli lokális meghajlás és a kiforduló bázis nyílásszögének eloszlása lényeges 
különbséget mutat a sérült és az ép bázist tartalmazó szekvenciák esetén (Fuxreiter et 
al, 2002). A sérült DNS paraméterei lokálisan (de nem globálisan) szélesebb 
tartományban változnak. A megfelel! eloszlások alapján kiszámítottuk e két 
koordináta mentén a zárt és a nyílt állapotok szabadenergia-felszínét, az ép és a hibás 
szekvencia esetén is. Mindkét sérülés-típusnál csatolást találtunk a DNS lokális 
meghajlása és a bázis-kinyílás között.  
9.  A timin dimert és az uracilt tartalmazó hibás, illetve a megfelel! ép DNS 
esetén az szabadenergia-felszínek alapján meghatároztuk a bázis-kinyílás útvonalára 
vonatkozó kombinált reakciókoordinátát (Fuxreiter et al, 2002; Osman et al, 2000). 
Megállapítottuk, hogy a sérült szekvencia esetén a DNS-nek a hiba helyén történ! 
lokális meghajlása nagyobb mértékben járul hozzá a bázis-kinyíláshoz, mint az ép 
DNS esetén. A sérült DNS-ek könnyebb torzíthatóságát a zárt állapotban a kombinált 
koordináta mentén számított er!állandó is alátámasztja: a timin dimer esetén 50%-al, 
DNS-uracil esetén közel 100%-al alacsonyabb, mint a sérülést nem tartalmazó 
szekvencia esetén. A könnyebb deformálhatóság következtében hibás szekvenciák 
esetén a bázisok kifordulásának energiagátja jelent!s csökkenést mutat a megfelel! ép 
DNS-hez képest. Ezt a fehérjével történ! kölcsönhatások még tovább csökkenthetik.  
10. Ennek alapján egy általános modellt javasoltunk a DNS hibák felismerésére, 
mely a sérült és ép DNS szekvenciák eltér! dinamikai tulajdonságain alapul 
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(Fuxreiter et al, 2002). A DNS hibák gyengítik a hidrogénkötést a szemközti bázissal 
(bázisokkal) és ez el!segíti a DNS hiba körüli lokális meghajlását és a hibás bázis 
kifordulását. A javító fehérje kölcsönhatásai révén mindkét koordináta mentén tovább 
torzítja a DNS-t. A hibás DNS megnövekedett flexibilitása következtében a bázis 
kifordulásának gátja a hibás szekvenciák esetén annyira lecsökken, hogy 
összemérhet!vé válik a fehérje haladási sebességével a DNS-en. A fehérje a kifordult 
bázissal alkotott  irányított kölcsönhatások révén tovább növelheti a szelektivitást, 
illetve megkülönböztetheti az egyes DNS sérüléseket. A specifikus komplex nem 
igényli feltétlenül a DNS meghajlását, ez a bázis-kinyílás megkönnyítéséhez 
szükséges. 
III.4. A rendezetlen régiók szerepe a specifikus DNS felismerésben 
11. A többsejt" állatok egyedfejl!dése során a végtagok, függelékek fejl!dését 
szabályozó homeodomének szelektivitásában meghatározó szerepet játszik a 
rendezetlen N-terminális régió (Damante & Di Lauro, 1991). A rendezetlen N-végek 
(„N-tail”) egyes homedomének közötti cseréje fenotípus-változást okoz (Zeng et al, 
1993). Az NK-2 és Antp homeodomének feltekeredését és köt!dését vizsgálva azt 
találtuk, hogy a különböz! hosszúságú rendezetlen N-végek szabad állapotban 
destabilizálják a homedomén globuláris részét (Toth-Petroczy et al, 2009). Ezek a 
kompetitív kölcsönhatások azonban DNS jelenlétében a bázisok felé irányulnak, így 
ez esetben az N-vég a fehérje-szerkezetet stabilizálását okozza. Az N-vég specifikus 
kontaktusokat létesít a DNS-el, ilymódon a teljes homeodoméneknél a fehérje-
feltekeredés és a köt!dés nem kapcsolódik össze. A rendezetlen N-vég hiányában – 
mikor csak a globuláris rész van jelen – a két folyamat er!sen csatolódik.  
12. A rendezetlen N-terminális régiónak jelent!s hatása van a DNS-hez történ! 
köt!dés kinetikájára és termodinamikájára is (Dragan et al, 2006). Az N-vég 
jelenlétében a specifikus kontaktusok kialakulásához szükséges id! lényegesen 
lerövidül (Toth-Petroczy et al, 2009). A rendezetlen rész tehát gyorsítja a 
homeodomén köt!dését és specifikus, direkt kölcsönhatásokkal járul hozzá a 
szelektivitáshoz. A rendezetlen N-vég jelenléte csökkenti a kötési szabadentalpiát. A 
teljes, valamint az N-vég nélküli homeodomén köt!désének termodinamikáját 
elemezve kimutattuk, hogy ezért nagyrészt a hidrofób effektus – a keskeny árokból 
felszabaduló vízmolekulák entrópianövekedése – a felel!s. 
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13. A specifikus DNS-komplexek kialakulása sokszor együtt jár a rendezetlen 
szegmensek feltekeredésével. Gyakori azonban, hogy a rendezetlen régiók csak 
részben alakítanak ki stabil térszerkezetet; pl. a vizsgált NK-2, Antp 
homeodoméneknél (Billeter et al, 1993). Meglep! azonban, hogy a köt!felszínt!l 
távoli, a komplexben is rendezetlenül maradó (ún. „fuzzy”) szakaszok jelent!sen 
befolyásolhatják a DNS-kötés affinitását vagy specificitását. Összegy"jtöttem azokat 
az eseteket, ahol szerkezeti adatok bizonyítják, hogy egy adott fehérje-szakasz a 
komplexben rendezetlen marad és biokémiai eredmények (mutációs, deléciós 
kísérletek) pedig igazolják a funkcióra gyakorolt hatást. A bolyhos fehérje-DNS 
komplexek sajátságait elemezve javaslatot tettem ennek lehetséges mechanizmusaira 
(Fuxreiter et al, 2011). 4 köt!dési modellt javasoltam, melyeket kísérleti adatokkal 
támasztottam alá. i) Konformációs szelekció: a rendezetlen rész eltolja a köt! régió 
konformációs egyensúlyát a partnerrel kompatibilis szerkezet felé. ii) Flexibilitás 
moduláció: a rendezetlen rész a köt! régió mozgékonyságát változtatja és ezen 
keresztül a kötés entrópiáját módosítja. iii) Kompetíció: a rendezetlen vég  a DNS-el 
versenyzik a töltött oldalláncokért és befolyásolja a fehérje konformációs 
egyensúlyát. iv) Pányvázás: a rendezetlen rész megnöveli az egyik köt! régió lokális 
koncentrációját a DNS körül.  
14. A bolyhos komplexek távoli, rendezetlen régiói a specifikus DNS kötés ideális 
szabályozóiként szolgálhatnak,  mivel ezek a szegmensek befolyásolni tudják a 
köt!felszín viselkedését, de ugyanakkor nem hat rájuk szerkezeti kényszer. A 
rendezetlen régiók módosításával tehát a DNS kötés finom-hangolását lehet elérni 
(Pufall et al, 2005). A rendezetlen régiók tulajdonságait további fehérje-fehérje 
kölcsönhatásokkal, poszt-transzlációs módosításokkal, illetve ún. alternatív splicing-al 
lehet megváltoztatni. A bolyhos fehérje-DNS komplexeken megmutattam, hogyan 
m"ködnek ezek a változtatások, hogyan hatnak a DNS kötésre és a 13. pontban leírt 
mechanizmusok alapján értelmeztem ezeket a hatásokat (Fuxreiter et al, 2011; 
Fuxreiter, 2012). 
15. Korábban kimutatták, hogy bizonyos exonok adott szövet-típusokban 
fordulnak el! (Wang et al, 2008). Megvizsgáltuk a szövet-specifikus exonok által 
kódolt fehérje-szakaszok és a megfelel! teljes fehérjék tulajdonságait. Azt találtuk, 
hogy a szövet-specifikus exonok nagyrészt rendezetlen régiókat kódolnak, melyek 
konzervált köt! motívumokat tartalmaznak (Buljan et al, 2012). Ezek szerkezeti 
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sajátságait kísérleti adatok alapján elemezve azt találtuk, hogy a partnerrel való 
interakcióban csak rövid motívumok vesznek részt, míg azok közvetlen, vagy 
távolabbi környezete a partnerhez köt!dve is rendezetlen marad. Vagyis a szövet-
specifikus exonok bolyhos komplexek kialakítására alkalmas szakaszokat kódolnak. 
Ezek jelent!s arányban poszt-transzlációs módosítási helyeket is tartalmaznak, 
melyek a 12. pontban leírt mechanizmusok által befolyásolják a komplex 
viselkedését. Ennek egyik szép példája az Ultrabithorax transzkripciós faktor, 
melynek DNS-hez köt!dését részletesen jellemeztünk (Liu et al, 2009; Fuxreiter et al, 
2011). Kimutattuk továbbá, hogy a kölcsönható motívumok ki- és bekapcsolása a 
különböz! szövetekben el!forduló fehérje izoformákban a partnerek számának és 
típusának megváltozásához vezethet.  
 
IV. Diszkusszió 
A klasszikus DNS felismerési modellek szerint a specifikus komplex kialakulását, 
els!sorban a célszekvencia és a köt!hely komplementaritása és az így kialakuló 
kölcsönhatások kedvez! energetikája vezérli. Ez feltételezi, hogy a szelektivitásért 
felel!s tényez!kre a végs!, szoros illeszkedés" komplex szerkezetéb!l lehet 
következtetni (von Hippel & Berg, 1986). A felsorolt eredmények rámutatnak, hogy a 
specifikus DNS-fehérje komplex kialakulásához számos egyéb tulajdonság is 
hozzájárul, melyek az összekapcsolódás korábbi fázisaiban játszanak szerepet. Az 
általunk jellemzett tényez!k jelent!ségét további munkák is meger!sítették. 
i) A DNS dinamikai tulajdonságai. A DNS flexibilitása szekvencia-függ!en 
változik, mely jelent!sen befolyásolhatja a köt!dés termodinamikáját. A hibás 
bázisok jelenlétében a DNS torzíthatósága olyan mértékben növekszik, mely 
önmagában alkalmas lehet a sérülés megkülönböztetésére (Fuxreiter et al, 2002). Ez 
magyarázhatja, hogy a báziskivágással m"köd! DNS-javító enzimek miért 
alkalmazzák a „bázis-nyitást” függetlenül a hiba típusától (Hosfield et al, 2001). A 
„dinamikus markerek” szerepét más, eml!s sejtekben m"köd! DNS javító 
útvonalakban is felismerték (Germann et al, 2012; Muniandy et al, 2010) és tumor 
ellenes szerek fejlesztésénél alkalmazták (Depauw et al, 2009). Az él! szervezetben a 
DNS a kromatin részeként van jelen és hozzáférhet!ségét, javíthatóságát fehérje-
komplexek szabályozzák. A DNS dinamikai tulajdonságainak változása befolyásolja a 
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nukleoszóma szerkezetét és ezáltal a kromatinnal kapcsolatba lép! fehérjék speciális 
célpontjává válik (Ataian & Krebs, 2006). Ezzel kísérletileg is igazolódott, hogy az 
általunk feltárt mechanizmus nemcsak in vitro, de in vivo rendszerekben is m"ködik.   
ii) Határfelületi tulajdonságok. A felismerési komplexben a DNS-fehérje 
határfelületen elhelyezked! vízmolekulák és kétérték" fémionok egy része az oldatba 
távozik a specifikus komplex kialakulásakor. Kimutattuk, hogy a DNS körüli 
specifikus víz-mintázat mind a fehérje oldalláncainak köt!dési sorrendjére, mind azok 
lokális entrópiájára hatással van (Fuxreiter et al, 2005). Igazoltuk, hogy ez az 
entrópiakülönbség akár 1 bázispárnyi különbség észleléséhez is elegend!. A víz 
mintázatot kés!bb a fehérje-fehérje, illetve fehérje-gyógyszer kölcsönhatások „hot-
spot”-jainak (köt!déshez lényegesen hozzájáruló pontjainak) felderítésénél is 
alkalmazták (Oshima et al, 2011). Bár a víz tulajdonságait gyakran misztifikálják a 
tudományos irodalomban, az általunk feltárt eredmények arra figyelmeztetnek, hogy a 
makromolekulák integráns részének kell tekintenünk !ket. Rendezetlen fehérjék 
köt!dését vizsgáló még nem közölt tanulmányok (M. Fuxreiter, R. Kriwacki) arra 
utalnak, hogy a „hidratációs ujjlenyomat” általános sajátság és fehérje kölcsönhatások 
köt! motívumait is jelzi. A kétérték" fémionok eltér! szelektivitást befolyásoló 
szerepét a bázisok elektrosztatikus tulajdonságainak modulálására vezettük vissza. 
Más kutatók igazolták, hogy a fehérje-oldalláncok fémionokhoz hasonlóan 
befolyásolják a bázisok molekulapálya energiaszintjeit (Hagiwara et al, 2010).  
iii) Multimer fehérjék dinamikai tulajdonságai; a felismerés és katalízis csatolása. 
A DNS köt! fehérjék gyakran homodimer, vagy trimer formában vannak jelen. Két 
enzim (EcoRI-RsrI kiméra és dUTPáz) kimutattuk, hogy a monomerek 
kölcsönhatásában közrem"köd!, flexibilis oldalláncok, szakaszok a kémiai aktivitást 
is jelent!s mértékben befolyásolják (Chuluunbaatar et al, 2007; Nemeth-Pongracz et 
al, 2007). II típusú restrikciós endonukleázok szerkezeti és biokémiai adatainak 
elemzése alapján arra következtettünk, hogy a „cross-talk” (kereszt-kommunikáció; 
az egyik alegységben a felismerésért felel!s oldallánc mindkét alegység aktív 
centrumával kölcsönhatást alakít ki) biztosítja, hogy a kémiai reakció csak akkor 
indul el, ha már minden specifikus DNS kapcsolat kialakult. Ennek az összehangolt 
m"ködésnek (Kurpiewski et al, 2004) a sérülése az EcoRI-RsrI kiméra esetén 
toxicitáshoz vezet (Chuluunbaatar et al, 2007).  
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M.HaeIII metiltranszferázon végzett in vitro evolúciós kísérletek eredményei arra 
utalnak, hogy a specificitás módosulását a katalitikus és a felismerési hely 
flexibilitásának koordinált megváltozása kíséri (L. Rockah, D.S. Tawfik, M. 
Fuxreiter, nem közölt eredmények).  
iv) A katalízis szerepe a specificitásban. A II. típusú, specifikus DNS szekvenciát 
hasító PD..D/ExK restrikciós enzimeknél sikerült a kétérték" fémionok szerepét 
értelmezni és az enzimcsaládra egy egységes katalitikus modellt felállítani, melyet 
kísérletileg is igazoltunk (Mones et al, 2007a; Mones et al, 2007b; Pingoud et al, 
2005; Pingoud et al, 2009). A restrikciós enzimek természetes evolúciójának ezen az 
alapon történ! értelmezése (Yang, 2011) új restrikciós enzimek azonosítását és 
megváltozott aktivitású/specificitású restrikciós enzimek kifejlesztését tette lehet!vé 
(Gupta et al, 2012). A fémionok szerepének kvantitatív értelmezése a génterápiában 
alkalmazott zink-ujj transzkripciós faktorok és metallo-nukleázok tervezését is 
el!segítheti (Gyurcsik & Czene, 2011). 
v) A rendezetlen fehérjeszakaszok szerepe. A rendezetlen fehérjék különleges 
köt!dési sajátosságai (Fuxreiter et al, 2004; Fuxreiter et al, 2007; Pancsa & Fuxreiter, 
2012; Solt et al, 2006) fontos szerepet töltenek be a transzkripciós szabályozásban 
(Fuxreiter et al, 2008; Toth-Petroczy et al, 2008). A rendezetlen szakaszok a DNS-hez 
kapcsolódáskor gyakran kitüntetett háromdimenziós szerkezetet vesznek fel, ami 
jelent!s entrópiaveszteséggel jár (Spolar & Record, 1994). A köt!déshez kapcsolt 
„feltekeredés”-nek fontos szerepe van a köt!felszín kialakításában és számos 
specifikus kontaktust eredményez a fehérje és a DNS között. A rendezetlen részeknek 
általában a DNS kötésre és a specifitásra gyakorolt hatása azonban ennél jóval 
össztettebb. A töltött fehérje-szakaszok el!segítik a nem-specifikus DNS-el történ! 
asszociációt és a lineáris diffúziót (Tafvizi et al, 2011). A fehérje lokális 
koncentrációjának megnövekedése a DNS közelében hatékonyabbá teszi a specifikus 
kontaktusok kialakulását is. Ezt el!ször részletesen homeodomének esetében sikerült 
kimutatnunk (Toth-Petroczy et al, 2009). Azt is igazoltuk, hogy a rendezetlen 
részeknek a köt!dést gyorsító hatása nemcsak elektrosztatikus hatásokra vezethet! 
vissza, hanem a DNS-el alkotott specifikus kontaktusok kialakulására is. A 
rendezetlen szegmensek – a kinetikai el!nyök mellett – a termodinamikai 
paraméterek hangolásában is szerepet játszanak. A köt!déskor felszabaduló vizek 
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lokális entrópia-hozzájárulása például fontos szerepet játszik a Hox transzkripciós 
faktorok specificitásában (Joshi et al, 2007). 
vi) Bolyhos fehérje-DNS komplexek. A korábbi javaslatokkal ellentétben nem 
minden rendezetlen szakasz vesz fel stabil térszerkezetet a DNS-hez történ! köt!dés 
során (Fuxreiter et al, 2011). A bolyhos („fuzzy”) DNS komplexeket alkotó fehérjék 
funkcionálisan sokfélék: transzkripciós faktorok (Max, Ets-1, Ubx, HMGB1, Oct1, 
NKx3), DNS javító enzimek (TDG), magreceptorok (PPAR-") és DNS szerkezetét 
módosító fehérjék (UvrD). A rendezetlen szakaszok tranziens kölcsönhatások révén 
befolyásolják a DNS-el közvetlen kontaktust kialakító oldalláncok, fehérje-szakaszok 
konformációs vagy elektrosztatikus tulajdonságait és ennek eredményeként a DNS 
kötés affinitását/specificitását. A rendezetlen szakaszok poszt-transzlációs 
módosításai, fehérje-fehérje kölcsönhatásai, illetve altenatív splicing által történ! 
változásai lehet!vé teszik, hogy a fehérje különböz! körülmények között eltér! DNS 
szekvenciákat ismerjen fel (Fuxreiter, 2012). Ilymódon járulnak hozzá a rendezetlen 
fehérje szakaszok köt! motívumai a szövet-specificitás kialakulásához (Buljan et al, 
2012). Ez egy új lehet!séget nyit meg a transzkripciós szabályozásba történ! 
beavatkozásra, pl. a biotechnológiában vagy gyógyszerkutatásban használt 
transzkripciós effektorok kifejlesztése felé.  
 
V. Konklúzió és kitekintés 
A felsorolt eredmények alapján javaslatot tettem a „Dinamikus DNS olvasás” 
(„Dynamic DNA readout”) modelljére. Ez klasszikus tényez!kön alapul, de 
figyelembe veszi a fehérje egészének hatását a komplex dinamikai sajátságaira. A 
modell magában foglalja a DNS határfelülete szerkezetének, illetve a DNS 
szekvencia-függ! flexibilitásának szelektivitáshoz történ! hozzájárulását is. A 
dinamikus modell segítségével számos olyan kísérleti eredményt sikerült értelmezni, 
melyek molekuláris alapjait korábban nem tudták feltárni. Peter von Hippel, a 
specifikus DNS felismerés úttör!je szerint a dinamikus DNS felismerés elméletének 
kidolgozása „szignifikáns el!relépés” a szelektivitás megértésében (TiBS szerkeszt!i 
üzenet).  
A specifikus DNS felismerés alapvet! biológiai kérdésekhez kapcsolódik, mint a 
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transzkripciós szabályozás mechanizmusa és evolúciója. A folyamat teljes kör" 
leírásától még messze vagyunk, de a feltárt elvek jelent!sen hozzájárulhatnak célzott 
kísérletek tervezéséhez és segíthetik a szerkezeti adatok interpretációját.  A 
bemutatott eredmények amellett érvelnek, hogy a köt!felszínt!l távoli részeknek 
fontos hatása lehet a DNS-kötés szabályozásában a környezett!l függ! specificitás 
kialakításában is. Ez egy eddig nem vizsgált, új perspektíva, mely a gyógyszerkutatás 
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Abstract
A common feature of DNA repair enzymes is their ability to recognize the damage independently of sequence in
which they are found. The presence of a flipped out base inserted into the protein in several DNA–enzyme complexes
suggests a contribution to enzyme specificity. Molecular simulations of damaged DNA indicate that the damage
produces changes in DNA structure and changes the dynamics of DNA bending. The reduced bending force constant
can be used by the enzyme to induce DNA bending and facilitate base flipping. We show that a thymine dimer (TD)
containing DNA requires less energy to bend, lowering the barrier for base flipping. On the other hand, bending in
DNA with U–G mismatch is affected only by a small amount and flipping is not enhanced significantly. T4
endonuclease V (endoV), which recognizes TD, utilizes the reduced barrier for flipping as a specific recognition
element. In uracil DNA glycosylase (UDG), which recognizes U–G mismatches, base flipping is not enhanced and
recognition is encoded in a highly specific binding pocket for the flipped base. Simulations of UDG and endoV in
complex with damaged DNA provide insight into the essential elements of the catalytic mechanism. Calculations of
pKas of active site residues in endoV and endoV–DNA complex show that the pKa of the N-terminus is reduced from
8.01 to 6.52 while that of Glu-23 increases from 1.52 to 7.82. Thus, the key catalytic residues are in their neutral form.
The simulations also show that Glu-23 is also H-bonded to O4% of the 5%-TD enhancing the nucleophilic attack on C1%
and that Arg-26 enhances the hydrolysis by electrostatic stabilization but does not participate in proton transfer. In
the enzyme–substrate complex of UDG, the role of electrostatic stabilization is played by His-268, whose pKa
increases to 7.1 from 4.9 in the free enzyme. The pKa of Asp-145, the other important catalytic residue, remains
around 4.2 in the free enzyme and in the complex. Thus, it can not act as a proton acceptor. In the complex the
3%-phosphate of uracil is stabilized next to Asp-145 by two bridging water molecules. Such a configuration activates
one water molecule to act as a proton acceptor to produce a stabilizing hydronium ion and the other as a proton
donor to produce the nucleophilic hydroxide. It appears that DNA glycosylases share commonalties in recognition of
damage but differ in their catalytic mechanisms. © 2000 Elsevier Science Ltd. All rights reserved.
Keywords: DNA repair; Bending; Uracil DNA glycosylase (UDG)
www.elsevier.com:locate:compchem
1. Introduction
DNA damage occurs under normal physiological
conditions and its repair is part of the maintenance of
the genetic record. Environmental factors, such as high
energy ionizing radiation, alkylating agents and UV
light, produce a spectrum of damaged DNA that upsets
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this balance and may lead to severe biological conse-
quences. DNA repair is therefore an essential compo-
nent for the survival of a biological system. An
important category of DNA repair is the multistep
process termed base excision repair (BER; Parikh et
al., 1997). This pathway consists of five distinct steps
that start with the removal of the damaged base by
glycosylases, followed by the hydrolysis of the back-
bone by apurininc:apyrimidinic endonucleases and the
removal of the remaining sugar phosphate by de-
oxyribose phosphodiesterases. The empty patch is re-
paired by polymerases that insert a new nucleotide
complementary to the remaining base in the intact
strand and by ligases that reconstitute the continuity
of the backbone. In recent years the structural and
biochemical details of this pathway have been eluci-
dated at the molecular level (Parikh et al., 1997; Sri-
vastava et al., 1998). BER can be divided into a
damage specific part, i.e. the glycosylase step, that
recognizes specifically the damage in the DNA, and
the remaining steps, which are not damage specific
since they process either abasic sites or insert a new
base and repair the backbone. This would suggest
that the basis for specificity of DNA repair resides in
the glycosylases. However, BER can bifurcate into a
‘short patch’ repair (as described above) or a ‘long
patch’ repair in which several bases are removed and
the DNA repair is catalyzed by different proteins
(Klungland and Lindahl, 1997; Lindahl et al., 1997).
Recent results show that the identity of the glycosy-
lase that initially engages in the removal of the dam-
aged base may determine whether the repair will
follow the ‘short’ or the ‘long patch’ pathway (Fortini
et al., 1999). These results suggest that the specificity
of DNA repair is determined not only by protein–
DNA recognition but also by protein–protein interac-
tions.
In an attempt to understand the molecular basis of
damage recognition specificity and catalysis of DNA
repair we have studied two enzymes that differ in the
damage they remove. One is uracil DNA glycosylase
(UDG) (Krokan et al., 1997; Luo et al., 1999), which
is a single step glycosylase that removes uracil from
double and single stranded DNA. The other is T4
endonuclease V (endoV; Latham and Lloyd, 1994;
Fuxreiter et al., 1999), which is a multistep enzyme
that removes thymine dimers (TDs) from DNA in a
combined glycosylase:b-lyase activity. These enzymes
not only differ in the damage they recognize but also
in the apparent catalytic mechanism by which they
excise the damage. We present here a comparison of
the elements that contribute to the selective recogni-
tion by the enzymes and the differences as well as
similarities in their catalytic mechanisms.
2. Recognition
The selectivity of damage recognition, whether by
endoV, UDG or by other repair enzymes, is still not
well defined. Certain aspects of damage recognition
could be inferred from the crystal structure of the
endoV with a TD containing DNA (Vassylyev et al.,
1995) and of UDG with a uracil-containing DNA
(Slupphaug et al., 1996; Parikh et al., 1998). In spite the
fact that these two proteins have no structural
similarities nor do the damaged DNAs look alike,
certain generalities can be inferred from the complexes.
The general shape of endoV, made up of three helices
and the connecting loops, is that of an ellipsoid with a
depression in the center (Morikawa et al., 1992, 1994,
1995). The central depression is surrounded by four
lysines and five arginines generating a strong positive
potential on the surface of the protein. This observation
is fully consistent with the electrostatic mechanism of
the nonspecific recognition of undamaged DNA
(Ganesan et al., 1986; Gruskin and Lloyd, 1986). The
determination of the crystal structure of the complex
between endoV and a damaged DNA (Vassylyev et al.,
1995) provided an additional range of observations
about the DNA–protein interaction. As predicted by
previous studies (Iwai et al., 1994) the protein interacts
with the DNA in the minor groove. However, an
examination of the interactions between the protein and
DNA fails to decode the basis for the selective
recognition of the TD damage. All close contact
interactions are with phosphates and there are no
interactions with atoms of the bases. An important
discovery about the protein–DNA complex is the
flipped out adenine complementary to the 5%-thymine of
the dimer that is positioned in a cavity of the enzyme
made up of mostly polar residues. However, the lack of
H-bonds with any polar atoms raises the question of
the specificity of this pocket. Only one interaction
between Arg-26 and the O2 of the 5%-thymine of the
dimer seems to be specific. The lack of specific
interactions with the TD is therefore quite surprising.
We have proposed four elements that reside to a
large extent in the damaged DNA as responsible for the
specificity of damage recognition by endoV. The four
elements are, DNA distortion by the TD lesion,
structural and energetic tendency for base flipping in
damaged DNA, polarization of counterion distribution
around damaged DNA and the nature of hydration of
the damaged DNA (Osman, 1997).
Numerous crystallographic studies of protein–DNA
complexes revealed that DNA undergoes a significant
distortion upon interaction with the protein. Indeed,
the crystal structure of endoV in complex with DNA
clearly illustrates a DNA that is bent by :60°
(Vassylyev et al., 1995). We have studied the distortion
produced by cyclobutane TD in DNA with molecular
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dynamics simulations in an aqueous environment using
the AMBER MD simulation program (Miaskiewicz et al.,
1996). By computing the distribution of bending angles
during the trajectory we were able to show that on
average the damaged DNA is bent while the un-
damaged DNA is nearly straight. Furthermore, the
direction of distortion in damaged DNA is to compress
the major groove and widen the minor groove. This
bending generates permanently distorted DNA that fits
in the concave recognition area of the enzyme. The
distortion of the DNA has immediate consequences on
ion distribution. We have analyzed the distribution of
ions around the DNA using a proximity analysis ap-
proach, which assigns a probability to find an ion in a
space that is associated uniquely with a specified group
of atoms. Thus, we were able to show that the ions
around the damaged DNA are asymmetrically per-
turbed (Osman et al., 1995) with decreased density on
the 5% side of the TD and an increased density on the 3%
side. Such a polarization of the counterion distribution
is not observed in the native DNA. We conclude that
bending of the DNA induced by the dimer produces an
asymmetric ion distribution providing a directionality
for the electrostatic recognition by the protein. In other
words, the interaction with the site of damage is highly
directional and provides a driving force for the enzyme
to associate with the DNA in the appropriate orienta-
tion for the enzymatic catalysis to proceed successfully.
We have also conducted a vibrational analysis of the
motions of the damaged DNA (Yamaguchi et al.,
1998). We were able to show that the damaged DNA
demonstrates an increased flexibility, which allows the
enzyme to further bend the DNA to its final form.
Increased conformational flexibility of the damaged
DNA results in part from the disruption of hydrogen
bonds between the 5%-thymine in the dimer and its
complementary adenine (Miaskiewicz et al., 1996).
Through a potential of mean force approach we have
estimated that such a weakened H-bond should reduce
DNA stability by :2 kcal:mol (Furukawa et al.,
1998), which is in agreement with recent thermody-
namic results (McAteer et al., 1998). Thus, the bending
of damaged DNA, the changes in flexibility and the
weakening of the hydrogen bonds will contribute to
reducing the barrier for base flipping. This could be one
of the most important factors that contribute to specifi-
city of TD recognition.
The specificity of UDG for uracil-containing DNA
seems to be a simpler problem. Crystal structures of
several UDG–DNA complexes have been solved re-
cently (Slupphaug et al., 1996; Parikh et al., 1998) to
provide important insights into the nature of the spe-
cificity of the uracil-binding pocket. One of the interest-
ing features revealed by these structures and shared
with other DNA repair enzymes is the flipped nucle-
otide. The uracil is flipped out through the major
groove and Leu-272 fills the gap formed by the flipped
out nucleotide. Several groups in the binding pocket
that accommodates the flipped out base form a network
of hydrogen bonding with uracil. Specifically, the crys-
tal structures show that Asn-204 forms two hydrogen
bonds to the O4 and N3H of uracil, presumably
defining the preference for uracil over cytosine (Kavli et
al., 1996). The side chain of Tyr-147 is in van der Waals
contact with the C5 of uracil presenting a steric exclu-
sion for the 5-methyl group of thymine. A somewhat
different picture of the properties of the binding pocket
emerges from our simulations (Luo et al., 1999).
We have conducted long simulations of two com-
plexes between UDG and the DNA. One complex was
in the reactant state, i.e. before the glycosidic bond was
hydrolyzed, and the other was in the product sate,
which is based on the crystal structure (Slupphaug et
al., 1996). The simulations were conducted for over 1 ns
using the CHARMM package. The simulations of the
complex show a very similar binding pocket to that
observed in the crystal structure. In both the uracil base
is stacked on Phe-158 on one side and constrained on
the other side by the backbone arch. Tyr-147 is nearly
perpendicular to the base on the side of the C5C6 bond,
precluding access to thymine by blocking bulky substi-
tutions on these atoms. However, in the simulated
reactant complex the H-bond between Asn-204 and
uracil is only maintained for part of the time, the rest of
the time uracil forms an H-bond with a water molecule
in the cavity behind the binding pocket of uracil. This
water is tightly held by three other H-bonds to Tyr-147
and two other waters in the pocket. The crystal shows
five structural water molecules in the same cavity but
not in contact with the uracil. The explanation for this
difference is in the fact that our simulations were of the
reactant complex in which the glycosidic bond was
intact, whereas the crystal structure is of the product
complex in which the glysidic bond is hydrolyzed. The
simulations do not provide information about the life-
time of the waters in this cavity but it is clear that they
must exceed 1.5 ns because they did not exchange in the
course of the simulation. It is not clear at the present
time what is the role of these waters in UDG specificity.
An important property of the DNA in the complex is
the bending induced by the protein. This raises the
question whether a similar mechanism of base flipping
as in endoV is induced by protein-mediated DNA
bending. The DNA in the complex with UDG is con-
siderably bent. The connection between uracil and the
DNA backbone produces a larger inclination in the
U4–G15 base pair of 44.5° and tilting of 33.2°.
Similar conclusions can be drawn from the inclination
and the tip of the helical axis. Most importantly,
changes from the reactant to the product complex
demonstrate that the bending of DNA is reduced by the
hydrolysis of the glycosidic bond. Nevertheless, these
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changes seem to have no effect on specificity. Recent
work demonstrates that the apparent contribution from
base flipping to UDG–DNA stability is only 2 kcal:
mol out of a total interaction of 10 kcal:mol (Stivers et
al., 1999). Furthermore, the rate constant of a process
that has been suggested to describe base flipping shows
an interesting lack of dependence on the nature of the
complementary base of the flipped uracil. The rate
constant kflip was found to be nearly 1200:s regardless
of whether the uracil was opposite a guanine, an
adenine or in a single stranded DNA. Such lack of
sensitivity suggest that the observed rate determining
process is not sensitive to base pairing in spite the fact
that it was observed that flipping in A–T is about two
orders of magnitude slower than G–T. However, since
the spontaneous flipping is slower than the observed
rate constant, it is clear that the bending induced in the
DNA by UDG must have enhanced base flipping to be
faster than another rate determining process. It seems
that insertion of the uracil into the specific binding
pocket is the critical step.
In summary, it is clear that the common feature
shared by endoV and UDG is the bending of the
damaged DNA, which lowers the barrier for base flip-
ping. However, in endoV DNA bending plays an im-
portant role in specificity because it enables base
flipping in the damaged DNA but not in intact DNA.
In UDG on the other hand, bending removes an impor-
tant obstacle along the recognition pathway by reduc-
ing the barrier but the specificity is defined by the
highly complementary uracil-binding pocket. Thus, spe-
cificity in endoV is kinetically controlled whereas in
UDG it is thermodynamic.
3. Catalysis
The essential catalytic elements in the mechanism of
glycosylase action can be summarized in Scheme 1. The
reaction is a hydrolysis of the glycosidic bond and
therefore requires a nucleophile (Nu), which can be
activated by a base (B) as in UDG or could be part of
the enzyme as in endoV. Since the hydrolyzed base is
not a good leaving group, the charge developing in the
transition state has to be stabilized by an acid (AH).
Several other groups that may assist in catalysis could
be important and they will be discussed specifically with
respect to each enzyme.
It is clear that even in this minimal model of the
glycosylase reaction the identity of the residues or
groups that act as Nu, B, and AH would be of major
importance to formulate a proposed mechanism of
action. Furthermore, the protonation state of the vari-
ous groups, especially in the enzyme substrate complex,
can change their classification as base or acid. Thus, an
important part of the definition of an enzymatic mecha-
nism is the determination of the ionization states of
residues in the active site of the enzymes. We have
calculated the pKa values of the residues in the active
sites of endoV (Fuxreiter et al., 1999) with the micro-
scopic protein dipoles:Langevin dipoles (PDLD) repre-
sentation (Lee et al., 1993; Sham et al., 1997). The
calculations in UDG (Luo et al., 1999) were done with
the new self-consistent electrostatic free energy ap-
proach based on a screened Coulomb potentials (Meh-
ler, 1996; Mehler and Guarnieri, 1999). It is interesting
to comment about the two approaches and their appli-
cation to different systems. Both approaches calculate
the energy required to change the protonation state of
a residue in the protein through a thermodynamic
cycle. In this calculation, the energy required to transfer
the neutral residue from the protein to an aqueous
environment is subtracted from the energy required to
transfer the charged residue from water to the protein.
Since the energy to ionize the residue in water is
known, the thermodynamic cycle is complete. Both
calculations evaluate the total energy of transfer from
one environment (water to protein or in reverse) in
terms of two energy components. One is the intrinsic
energy required to transfer the residue from water to
the neutral protein and the other is the additional
electrostatic energy that results from the interaction
between the charges in the protein and those on the
residue. The only difference is the treatment of the
proximal environment to the group in question. In the
screened Coulomb potential approach (Mehler, 1996;
Mehler and Guarnieri, 1999) the properties of the envi-
ronment are represented as a parametrized effective
screening, whereas in the PDLD method (Lee et al.,
1993; Sham et al., 1997) the environment is constructed
from a microscopic representation of protein dipoles
and water Langevin dipoles. The microscopic approach
also requires a configurational averaging to properly
represent the sampling and relaxation of the protein,
whereas the screened Coulomb approach implicitly in-
cludes the averaging in the parameters.
Scheme 2 summarizes the identity of the catalytic
groups and presents the initial step in the catlytic
mechanism of endoV.
The Nu in the catalytic mechanism of endoV is the
N-terminus of the protein. Its identity was established
by capturing the reduced Schiff base intermediate
(Schrock and Lloyd, 1991). In the structure of the
complex (Vassylyev et al., 1995), Arg-26 is found close
to O2 of the 5%-TD indicating that it can act as AH, but
its ability to donate a proton is not known. Such a
mechanism requires an unprotonated N-terminus
around pH 7 but the pKa of the N-terminus in the
complex with DNA has not been measured. Further-
more, the scission of the glycosidic bond is followed by
an opening of the sugar ring, which is assisted by a
general base and a general acid that remove a proton
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from the amine and protonate the O4% of the sugar moiety,
respectively. The identity of the general acid and general
base that play a role in the formation of the Schiff base
has also not been determined, although Glu-23 can play
an important role in this step.
The pKa of the N-terminus in endoV decreased from
8.01 in the free enzyme to 6.52 in the complex, while the
pKa of Glu-23 increased from 1.52 to 7.82. These
profound changes are primarily the consequence of a less
favorable charging of the active site residues in the
complex than in the free enzyme. An examination of
structural changes shows that these have a small effect,
whereas the exclusion of waters in the enzyme-DNA
complex is the primary cause for such changes. These
results indicate that the key residues are neutral in the
reactant state of the glycosylase step and are in agreement
with the finding that the N-terminus is the Nu. Glu-23
in its protonated form is hydrogen bonded to O4% of the
sugar of 5%-TD and can play a role in accelerating the
nucleophilic substitution. It is also a likely candidate to
protonate O4% to induce ring opening required to complete
the glycosylase step of endoV. The pKa of Arg-26 in the
complex is 12 and therefore it is unlikely to donate a
proton to stabilize the leaving group. However, Arg-22
and Arg-26 provide an electrostatically favorable envi-
ronment for the leaving base. In fact, the energetics of
protonating O2 of 5%-TD shows that the enzyme stabilizes
the neutral thymine by :3.6 kcal:mol with respect to an
aqueous environment. The protonated thymine with a
neutral arginine is destabilized by :6.6 kcal:mol,
demonstrating that the formation of a protonated
thymine intermediate is unlikely. Consequently, the gly-
cosylase step proceeds through a SN2 reaction mecha-
nism with the N-terminus acting as Nu. The role of AH
is assumed by Arg-26, but it acts as an electrostatic
environment rather than a proton donor. The most
surprising result is the protonation state of Glu-23, which
is found to be neutral. The high pKa of Glu-23 is induced
primarily by removing the aqueous environment around
it. It is therefore likely that aspartic acid because of its
smaller size will not have a high pKa and will remain
negatively charged. This could clarify the sensitivity of
the catalytic step to such a small mutation from Glu to
Asp.
Scheme 3 summarizes the identity of the catalytic
groups in UDG and presents the initial step in the
catalytic mechanism.
Two residues, Asp-145 and His-268, have been iden-
tified in UDG as essential for catalytic activity. Neither
is a good candidate for Nu, which leaves this role to a
water molecule in the vicinity of the active site. This is
in agreement with the catalytic reaction and supported
by the crystal structure (Slupphaug et al., 1996; Parikh
et al., 1998). As indicated by the crystal structure,
His-268 forms a hydrogen bond to O2 of uracil and
Asp-145 is close to the hydrolyzed glycosidic bond. This
would suggest that His-268 acts as AH, providing the
necessary proton for the leaving group and Asp-145 acts
as B to activate the water for nucleophilic attack.
However, since the crystal structure is that of a product,
it is difficult to infer the exact role of these residues in
catalysis. The analysis of the trajectories of the reactant
and product complexes and pKa calculations shed a new
light on the catalytic roles of these two residues.
The H-bond between His-268 and the O2 of uracil is
disrupted in the reactant complex due to the reconstruc-
tion of the glycosidic bond. This brings the deoxyribose
close to the uracil and the C2% methylene group of the
deoxyribose presents a steric obstacle for the approach
of His-268 to the uracil. The dislocation of His-268 leaves
room for a water molecule that bridges between His-268
and O2 of the uracil. The change in the environment of
His-268 leads to a change in the pKa of His-268, raising
it from 4.990.5 in the free enzyme to 7.190.6 in the
complex. The insertion of a water molecule between
His-268 and the uracil as well as the proximity of the
negatively charged DNA stabilizes the protonated form
of the imidazole by 3 kcal:mol and is expressed in the
increased pKa. Thus, His-268 does not act directly as a
positively charged group to stabilize the negative charge
that develops on uracil in the course of glycosylase
action. Rather, it activates a water molecule to act as a
proton donor, or a proton shuttle, from His-268 to the
uracil in the course of the hydrolysis.
Another important residue for enzymatic catalysis is
Asp-145, which has been proposed to activate a water
molecule as the Nu. It follows that the pKa of Asp-145
should be significantly higher than of aspartic acid in
solution. In the reactant complex simulation, two water
molecules form a stable bridge between Asp-145 and the
3%-phosphate to the uracil. An analysis of the water
around Asp-145 and the phosphate shows that they are
fully solvated by 10.990.7 waters. This arrangement is
unique to the reactant complex in which the 3%-phosphate
is close to Asp-145. The extensive solvation of Asp-145
renders it like an aspartic acid in aqueous environment.
Its pKa in the complex is 4.490.1, which suggests that
it will not act as an effective B in the catalytic reaction.
Moreover, the proximity of the negatively charged 3%-
phosphate on the other side of the water molecule near
Asp-145 also prevents such a proton transfer. This
argument is based on a simple electrostatic consideration.
When Asp-145 and the 3%-phosphate are bridged through
a water molecule (as is observed in the simulations) the
average distance between the negative charges is 3.85 A, .
A transfer of a proton from water to Asp-145 would
generate a negatively charged hydroxide ion at a distance
of 2.85 A, from the phosphate. The increased electrostatic
repulsion will prevent such a process from occuring.
We propose an alternative mechanism in which a
proton transfer occurs between the two water molecules
that are bridging the Asp-145 and the 3%-phosphate.
Transfer of a proton from one water molecule to the
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other will produce a hydronium ion and a hydroxide. The
hydronium ion stabilizes the close juxtaposition of the
negative charges of Asp-145 and the 3%-phosphate and the
resulting hydroxide can serve as the Nu. This mechanism
presents a plausible pathway to activate the water
molecule. His-268, through changes in its pKa and the
introduction of a water molecule next to O2 of uracil, can
stabilize the charge that develops in the transition state.
In summary, the ability to predict the ionization states
of various groups in the active sites of the enzymes
assigns specific roles to the residues in the catalytic
reaction. However, in spite the fact that the enzymes
catlayze the same reaction, i.e. a hydrolysis of the
glycosidic bond, they accomplish it through different
mechanisms. EndoV takes advantage of an intrinsic
property of the N-terminus, which requires only a small
change in pKa to become a nucleophile. UDG, however,
has to activate a water molecule to an effective nucle-
ophile. In the presence of a large amount of water near
the catalytic center and a high density of negative charges
(Asp-145 and the 3%-phosphate) a special mechanism of
water disproportionation takes place to stabilize the
negatively charged groups and to produced the desired
nucleophile. The role of the groups that stabilize the
leaving base is also different. In endoV, Arg-26 cannot
donate a proton and thus stabilizes the leaving group by
an electrostatic mechanism. The hyrolyzed base anion
picks up a proton from the amine nucleophile. In UDG,
however, the nucleophile (OH) has no proton to donate
but the pKa of His-268 increases above 7 so it can donate
a proton through a bridging water.
It appears that the enzymes utilize a similar mechanism
in the process of damage recognition, DNA bending and
enhancement of base flipping. This is quite surprising
because one would expect selectivity to enhance the
difference in recognition mechanisms. On the other hand,
in the catalytic reaction, where one would expect a
greater similarity because of the same chemistry, the
enzymes utilize very different mechanisms. Perhaps this
counterintuitive conclusion emphasizes the variability of
biological systems.
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ABSTRACT: BamHI is a type II restriction endonuclease that catalyzes the scission of the phoshodiester
bond in the GAGTCC cognate sequence in the presence of two divalent metal ions. The first step of the
reaction is the preparation of water for nucleophilic attack by Glu-113, which has been proposed to abstract
the proton from the attacking water molecule. Alternatively, the 3′-phosphate group to the susceptible
phosphodiester bond has been suggested to play a role as the general base. The two hypotheses have been
tested by computer simulations using the semiempirical protein dipoles Langevin dipoles (PDLD/S) method.
Deprotonation of water by Glu-113 has been found to be less favorable by 5.7 kcal/mol than metal-
catalyzed deprotonation with a concomitant proton transfer to bulk solvent. The preparation of the
nucleophile by the 3′-phosphate group is less favorable by 12.3 kcal/mol. These results suggest that both
the general base and the substrate-assisted mechanisms in the first step of BamHI action are less likely
than the metal-catalyzed reaction. The metal ions in the active site ofBamHI make the largest contributions
to the reduction of the free energy of hydroxide ion formation. On the basis of these findings we propose
that the first step of endonuclease catalysis does not require a general base; rather, the essential attacking
nucleophile in BamHI catalytic action is stabilized by the metal ions.
Type II restriction endonucleases are part of the restriction
modification system in bacteria (1, 2). These enzymes cleave
an invading phage DNA within a specific recognition
sequence. The host DNA is protected from hydrolysis by
methylation (3). Recognition of a specific sequence in the
foreign DNA is therefore of vital importance for the survival
of bacterial cells. Restriction endonucleases recognize a 4-8
base pair long palindromic DNA sequence with remarkably
high specificity (4). Replacement of a single base pair often
decreases the catalytic efficiency by as much as a millionfold.
The catalytic activity of BamHI involves the scission of
the phosphodiester bond in the GAGTCC cognate sequence,
resulting in a 5′-phosphate and a free 3′-hydroxyl group (5).
This reaction comprises three steps: (i) preparation of the
attacking nucleophilic hydroxide by deprotonation, (ii)
nucleophilic attack on the susceptible phosphate leading to
the formation of a pentavalent intermediate/transition state,
and (iii) dissociation of the 3′-leaving group. Each step
requires assistance by a specific group: step i requires a
general base to deprotonate the attacking water molecule;
step ii needs a Lewis acid to stabilize the negatively charged
pentavalent transition state, and step iii requires a general
acid to protonate the 3′-hydroxy leaving group. To elucidate
the mechanism of the enzymatic reaction, these groups have
to be identified. The active site of type II restriction
endonucleases contains four residues, usually three acidic
groups and a lysine (6), which could potentially play a role
as the necessary stabilizing groups. The active site of BamHI
is unique with four carboxylic residues, including a glutamate
in the place of the lysine (7). Despite extensive biochemical
and crystallographic studies, the role of the active site groups
in endonuclease action has not been unequivocally elucidated.
The catalysis by BamHI, similarly to all other restriction
endonucleases, depends ultimately on the presence of divalent
metal ions (5). However, due to ambiguity in the metal sites
observed by X-ray crystallography (8-11), the function of
these ions is not fully understood. Three models for the role
of metal ions have been proposed, depending on the number
of metal ions involved in catalysis.
In the substrate-assisted model one metal ion is required
for catalysis. In this mechanism, the 3′-phosphate group to
the scissile bond is proposed to deprotonate the attacking
water molecule (12). The role of the metal ion in this model
is to stabilize the additional negative charge that develops
in the pentavalent transition state. The metal ion is also
proposed to stabilize the OH-, which is formed upon
providing the necessary proton to the 3′-oxygen of the
leaving group. The substrate-assisted mechanism conforms
to kinetic data on modified substrates. Methyl phosphonate
or phosphorothioate substitution of the 3′-phosphate group
results in considerable decrease in cleavage activity (13, 14).
However, the O f S replacement affects the catalytic rate
constant as far as four nucleotides from the cleaved bond
(14). Furthermore, for the phosphate to act as a general base,
its pKa has to increase by ∼6 units from 0.76 (15). Such a
large shift is not likely to occur in the presence of a divalent
metal ion in the active site. These observations suggest a
nonspecific electrostatic effect of the phosphates rather than
a direct involvement in catalysis.
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Another proposed mechanism requires two metals in the
catalytic step. This mechanism was adapted from the
exonuclease action of DNA polymerase I (16). The role of
the metal ions was quantitatively analyzed, by comparing
calculated activation barriers of different mechanisms to
experimentally measured rate acceleration (17). This work
provided a clear interpretation of the catalytic effect of metal
ions. The metal ion in the proximity of the attacking
nucleophile (metal ion A) lowers the pKa of this water
molecule by ∼4 pH units by stabilizing the resulted OH-
ion. This metal ion was not found to reduce the orientational
entropy of the nucleophile by providing angular constraints.
The second metal ion (metal ion B) plays an important role
in the nucleophilic attack step by stabilizing the developing
negative charge on the pentavalent transition state. However,
it has been shown that the catalytic effect of the second metal
ion is not due to the preference of the metal for the
pentavalent geometry of the transition state vs the tetrahedral
geometry of the reactant. Rather, the dominance of electro-
static effects over entropy factors or strain has been clearly
demonstrated.
The crystal structures of the pre- and postreactive com-
plexes of BamHI seem to support the two-metal mechanism
(10). In the crystal structure of the prereactive complex of
BamHI, Glu-113 is hydrogen bonded to the putative attacking
water molecule (10). Kinetic results show that mutations of
Glu-113 to Cys or Gly decrease the enzymatic activity by 3
or 4 orders of magnitude, respectively (18). Replacement of
Glu by Asp results in a 10-fold decrease in activity (18),
whereas mutation of Glu-113 to Lys abolishes the enzymatic
activity altogether (19). These results have been used to
propose a role for Glu-113 as a general base. Although this
mechanism seems to be a plausible explanation of BamHI
catalysis, it is not straightforward to extend it to other
restriction endonucleases because Glu-113 in BamHI is
replaced by a Lys in other enzymes.
The third mechanism proposes the involvement of three
metal ions in catalysis. This model recapitulates the two-
metal pathway, assigning a structural role to the third metal
ion (11, 20). In addition, the third metal ion has been
suggested to lower the pKa of a bound water molecule, so
that it can provide a proton to the leaving group. This
hypothesis, however, is not supported by direct structural
data.
Understanding the role of metal ions is therefore a central
element in developing a unified mechanism for type II
restriction endonucleases. In the present work, the role of
metal ions has been investigated in the first step of BamHI
catalysis. We find that deprotonation of the nucleophilic
water molecule by a general base or a substrate-assisted
mechanism is unlikely. Instead, metal ion A makes the major
contribution to reducing the free energy of hydroxide ion
formation. Our work suggests that the role of metal ion A is
primarily responsible for stabilizing the nucleophile.
METHODS
Models. The starting model for our calculations was
constructed from the crystal structure of the prereactive
complex of BamHI (PDB ID: 2bam). The inhibitory Ca2+
ions at the active site were replaced with Mg2+ ions. Four
crystallographic water molecules positioned within 5 Å from
the scissile phosphate group were treated explicitly. All other
water molecules were replaced by Langevin dipoles. The
Langevin dipoles were constructed by immersing the protein
in a 15 Å sphere that contained a cubic grid of 1 Å spacing
and removing all of the points within a van der Waals
distance from protein atoms. The remaining points were
assigned an average polarization equivalent to that of a water
molecule. A grid of Langevin dipoles with 3 Å spacing and
a radius of 18 Å represented the outer part of the solvent.
Residues within 6.5 Å from the scissile phosphate group were
ionized. These include the active site residues Glu-77, Asp-
94, and Glu-111, Mg2+(A), Mg2+(B), the susceptible phos-
phate group, and Arg-122. To test the role of Glu-113 as a
general base catalyst, four models have been constructed with
different ionization states of Glu-113 and the attacking water
molecule (Figure 1). These models correspond to the reactant
and product states of proton transfer reactions by various
mechanisms. For example, structures i and iv are related by
a direct proton transfer, whereas structure ii represents
protonation of Glu-113 by an external (to this system) source
of protons and structure iii represents a transfer of a proton
from the water to an external source. The two models, v
and vi, have been used to probe the substrate-assisted
mechanism. Here the general base is the phosphate groups
3′ to the scissile bond.
Calculation of the Free Energy of Proton Transfer. The
energy of deprotonation of the attacking water molecule has
been calculated with the formulation in eq 1, which is based
on the thermodynamic cycle presented in Figure 2:
where
is the free energy of proton transfer from water to the general
base in protein,
FIGURE 1: Charge configurations used for calculation of
∆∆Gwfp: (i-iv) configurations representing the general base and
metal catalysis; (v, vi) configurations corresponding to substrate-
assisted catalysis.
∆Gp(AHp + Bp-f Ap- + BHp) )
∆Gw(AHw + Bw-f Aw- + BHw) -
∆∆Gwfp(AH + B-) + ∆∆Gwfp(A- + BH) (1)
∆Gp(AHp + Bp-f Ap- + BHp)
∆Gw(AHw + Bw-f Aw- + BHw)
15018 Biochemistry, Vol. 40, No. 49, 2001 Fuxreiter and Osman
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is the free energy of proton transfer from water to the general
base in water,
is the free energy of moving the water molecule together
with the ionized general base from water to the protein site,
and
is the free energy of moving the hydroxide ion with the
protonated general base from water to protein site.
The free energy differences of the reactive groups in water
and in protein have been calculated according to eq 2, which
is based on the semimicroscopic version of the protein
dipoles Langevin dipoles model (PDLD/S) (Figure 3):
where ∑i-∆Gsol,wi,∞ is the solvation energy of the specific
residue in water when the charged groups are infinitely
separated from each other. ∆Gsol,wp (q ) q0) and ∆Gsol,wp (q )
0) are the solvation energies of protein in water when the
specific group is in charged and uncharged form (with zero
residual charges), respectively. Vµq is the interaction of the
reactive groups with the protein charges and polar groups
in a vacuum. !w is the dielectric constant of water, and !in is
a scale factor that represents the contributions, which are
not considered explicitly in the model. As the protein-induced
dipoles and the reorganization of permanent dipoles to charge
rearrangements were included implicitly, !in was set to be
equal to 4 and was used throughout this work.
Structural reorganization was demonstrated to have a
significant effect on the free energy of charge formation on
a protein group (21, 22). The effect of protein relaxation
upon transferring the charged groups from water to the
protein site has been taken into account by the linear response
approximation (LRA) (23). The electrostatic free energies
were averaged over protein configurations, as expressed in
eq 3. The configurations for averaging were generated by
molecular dynamics simulations with the reacting groups in
charged and uncharged form, respectively:
where the 〈∆∆Gwfp〉q)q0 is the average solvation energy of
configurations generated when the relevant groups are
charged and the 〈∆∆Gwfp〉q)0 term applies for uncharged
configurations.
Simulation Details. The PDLD/S-LRA calculations have
been performed with the surface constrained all atom solvent
model (SCAAS) (24). In the SCAAS approximation the
protein/solvent system is divided into four regions: region
I contains the attacking water molecule and the group that
is tested as the general base, Glu-113 or the 3′-phosphate
group to the scissile bond (see Figure 1). The rest of the
protein is assigned to region II, where all atoms are treated
explicitly. Region III is defined by the Langevin grid of the
solvent truncated to a sphere with a grid spacing of 1 Å in
the proximity of region I and of 3 Å in the outer part (see
above). Region IV represents the bulk solvent, which is
treated by a macroscopic continuum approximation.
The PDLD/S-LRA calculations were performed with the
program POLARIS 6.30, using the ENZYMIX force field
for MD simulations (23). To compute electrostatic free
energies in conformations that are close to the crystal
structure, the initial models were only relaxed for 5 ps during
MD simulations at 300 K. ∆∆Gwfp of the reactive groups,
which were included in region I, has been obtained by
averaging the results of 10 configurations, each generated
in 2 ps MD simulations. The ∆∆Gwfp values converged after
6-8 configurations.






-∆Gsol,wi,∞ + (∆Gsol,wp (q ) q0) -






FIGURE 3: Thermodynamic cycle for calculating ∆∆Gwfp of
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EValuation of Group Contributions. To evaluate the
energetic contributions of individual residues to the free
energy, we have applied the so-called “nonrelaxed” ap-
proximation (25). In this approach, the contribution of an
individual residue is estimated as the free energy difference
between the stabilization of region I when the particular
residue is charged and in fully nonpolar form (with zero
residual charges). In the process of the charge annihilation
of a given group, the protein structure and the explicit solvent
molecules are not allowed to relax. For polar but not ionized
residues the Vµq/!in term (eq 2) was found to give the major
contribution. This term is the interaction between the charges
of the reacting system and the residual charges of the protein
scaled by the factor !in, which accounts for the implicit
dielectric screening in the model. Previous studies on
analogous systems established the appropriate values for !
to be used in such calculations (25). Accordingly, !in ) 4
was used for polar groups and !in ) 40 for ionized groups.
The group contributions for first-shell residues of the group
of interest obtained by the nonrelaxed approximation were
shown to be in good agreement with the group contributions
obtained by the relaxed approach (26).
RESULTS AND DISCUSSION
To examine the mechanism of water deprotonation in
BamHI, the four reactions (I-IV) presented in Figure 4 have
been studied. For each mechanism the thermodynamic cycle
(described in Figure 2) is displayed, where the upper part
corresponds to the reaction in water and the lower part
represents the same reaction mechanism in protein. In
mechanism I (Figure 4a), Glu-113 acts as a general base,
which deprotonates the hydrogen-bonded water molecule
preparing the attacking nucleophile. In mechanisms II and
III (Figure 4b,c), another water molecule plays the role of
accepting the proton from the attacking water molecule. The
latter two mechanisms represent the metal-catalyzed reaction
in the presence of two different states of Glu-113. Because
the putative nucleophilic water is also bound to the metal
ion, these models test whether the catalysis of proton transfer
to a second water molecule, which is assumed to be in direct
contact with the bulk phase, is affected by the ionization
state of Glu-113, charged in mechanism II and neutral in
mechanism III. The “spectator” water molecule (in paren-
theses), because of its connection to bulk, was not considered
explicitly in the simulation, but its effect is felt through the
Langevin field of the continuum and the intrinsic energy of
transferring a proton from a water molecule to bulk (water
dissociation). Mechanism IV (Figure 4d) corresponds to the
substrate-assisted reaction, in which the 3′-phosphate depro-
tonates the water that participates in the nucleophilic attack
on the scissile bond.
Calculation of the free energies of the proton transfer
processes in protein (based on the thermodynamic cycle
presented in Figure 2) requires the evaluation of the free
energy of the respective reaction in water [∆Gw(H2O + B-
f OH- + BH)] as well as the free energies of moving the
reactants and products from water to the protein site
[∆∆Gwfp(H2O + B-)].
The free energies of the corresponding reference reactions
in water were obtained from the experimental pKa values:
The calculated free energies in aqueous solutions, when the
reactants are in the same solvent cage, are summarized in
Table 1. As expected from the comparison of the corre-
sponding pKa values, the proton transfer from water to
glutamate is found to be the most favorable mechanism in
solution. Proton transfer from water to the phosphate requires
FIGURE 4: Thermodynamic cycles for free energy calculations of the proton transfer processes by four possible reaction mechanisms. The
thermodynamic cycles are constructed as described in Figure 2. (a) Mechanism I, general base catalysis. (b) Mechanism II, metal catalysis
in the presence of ionized Glu-113. (c) Mechanism III, metal catalysis in the presence of neutral Glu-113. (d) Mechanism IV, substrate-
assisted mechanism.
∆Gw(H2Ow + Bw-f OHw- + B - Hw) )
2.3RT[pKa(H2O)w - pKa(B - H)w] (4)
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an additional 4.8 kcal/mol, compared to the neutralization
of glutamate by water. The hypothetical process of transfer-
ring a proton between two water molecules in the presence
of glutamic acid in the same solvent cage is the least
favorable reaction, which requires 2.8 kcal/mol more than
the proton transfer to phosphate.
The free energies of transferring the reactants and products
(models i-vi in Figure 1) from water to the protein are
displayed in Table 2. In the reactant models, the ionized Glu-
113 with a neutral water molecule (model i) are stabilized
in the protein environment by 9.7 kcal/mol, whereas the
protonated Glu-113 (model ii) is destabilized by the protein
compared to aqueous environment. The corresponding
product models (iii, iv) that include the attacking nucleophile
show a marked stabilization by the protein of the deproto-
nated Glu-113 with an OH-. However, while the protein
stabilizes the neutralized Glu-113 with an OH- compared
to aqueous environment by 22.1 kcal/mol (model iv), the
stabilization is considerably less than the corresponding
model iii with the ionized Glu-113. Models of the substrate-
assisted mechanism (v, vi) indicate that the protein environ-
ment, compared to aqueous environment, prefers the neutral
phosphate with deprotonated water over the charged phos-
phate group with neutral water, albeit by a smaller amount.
Combining the results in Tables 1 and 2 into thermody-
namic cycles gives the free energies of proton transfer in
the enzyme by the four possible mechanisms (Figure 4). The
thermodynamic cycles show that the most favorable process
in the enzyme is the proton transfer from the attacking water
to the spectator water molecule connected to bulk (mecha-
nisms II and III). Since these mechanisms represent the effect
of the metal on ionization of the bound water, this result
demonstrates that the pKa of the attacking water molecule is
significantly lowered by the presence of the metal ion. In
contrast, the formation of OH- by general base catalysis
(mechanism I) requires an additional 5.8-5.9 kcal/mol. It
is important to note that these results are consistent with
macroscopic calculations of the pKa by the ESPOT program
(27). This method accounts for the local environmental
effects in the protein through screened Coulombic potentials
and gives pKa values of 3.2 for Glu-113 and 6.2 for the
attacking water molecule. Interestingly, the energies of
mechanisms II and III show that proton transfer is not
sensitive to the ionization state of Glu-113. In the reactant
state, however, the enzyme stabilizes the ionized Glu-113
with water by 9.7 kcal/mol compared to the aqueous
environment and destabilizes the neutral Glu-113 by 2 kcal/
mol (see Table 2). Thus, the mechanism involving the
negatively charged Glu-113 is the preferred pathway.
If Glu-113 does not play the role of a general base, one
might wonder what can cause the substantial rate decrease
of upon mutating this residue (28). The substitution is E113K
results in complete loss of enzymatic activity and an increase
in affinity (29). It is possible that the replacement of Glu by
Lys disrupts the metal site A, which can lead to severe
changes in the catalytic mechanism because of the impor-
tance of metal A on catalysis (see below). All other known
substitutions appear to only change the electrostatic effect
of Glu-113, such that the effect on the metal ion as well as
on the incoming water molecule can reduce the stabilization
of the nucleophile in the mutant enzymes. Thus, on the basis
of our calculations and the experimental results, we conclude
that Glu-113 has an electrostatic effect on the BamHI action
rather than a direct involvement in catalysis as a general base.
This is consistent with the conclusion from recent work (29).
The free energy of proton transfer from the attacking water
to the 3′-phosphate group is reduced significantly in the
enzyme compared to the reaction in the aqueous phase
(Figure 4d). The free energy of this reaction is now only
12.3 kcal/mol. Nevertheless, this demonstrates that proton
abstraction by the 3′-phosphate group to the susceptible
phosphate is highly unlikely. On the basis of the free energies
presented in Figure 4, mechanism II can be proposed as the
proton transfer pathway in the enzyme.
To gain a better understanding of the factors that contribute
to the stabilization of hydroxide ion by the protein, the
contributions of individual residues in mechanism II have
been analyzed. The nonrelaxed contributions (see Methods)
were obtained by subtracting the corresponding Vµq/!in terms
(eq 2, Methods) that represent the electrostatic interactions
for the OH- with the protein groups from those computed
for the H2O. We have selected to include the group
contributions that are larger than 1 kcal/mol. The results are
displayed in Figure 5.
The major stabilization of the hydroxide ion is provided
by the metal ions in the active site of the enzyme. Metal ion
A stabilizes the ionization of the attacking water by 7.8 kcal/
mol, whereas metal ion B contributes only 3 kcal/mol. This
suggests that replacing metal ion A by a neutral residue, e.g.,
by mutating the residue that anchors Mg2+-A to a neutral
residue, should decrease the rate of the reaction by∼6 orders
of magnitude. On the other hand, a similar substitution that
will affect the binding of Mg2+-B may only decrease the
rate by 2 orders of magnitude. As far as we know, none of
these replacements have been tested experimentally.
The prediction of reaction rates upon replacing the metal
ions by a protein residue or another metal ion is complicated
by many factors. One of the most important is the rearrange-
ment of the protein upon such changes. Without actually
performing the simulations to determine the changes in
structure, or obtaining them from experimental data, the




Glu-COO- + H2Of Glu-COOH + OH- (I) 15.8a
(Glu-COO-) + H2O + H2Of (Glu-COO-) +
OH- + H3O+ (II)
24.4b
(Glu-COOH) + H2O + H2Of (Glu-COOH) +
OH- + H3O+ (III)
21.6
P(OH)2O2- + H2Of P(OH)3O + OH- (IV) 20.6c
a Considering standard conditions, 1 M H2O and 1 M Glu-COOH
(reactants are in the same solvent cage). b Glu-COO- and OH- are
assumed to be in the same solvent cage. We estimate the electrostatic
repulsion between the charged groups separated at r ) 2.9 Å (as in the
crystal structure of the prereactive complex) and ! ) 40 to be 2.8 kcal/
mol. c The pKa of 0.76 was used for the P(OH)2O2- (15).






i -9.7 iv -22.1
ii 2.0 v 2.4
iii -36.5 vi -5.9
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prediction is based on the assumption that the change in the
structure upon metal replacement or mutation is sufficiently
small to not affect the subtle balance between different
energetic components. The effect of metal ion substitution
on staphylococcal nuclease catalysis has been studied
extensively by Åquist and Warshel (30). Their work dem-
onstrated that the preference for a certain type of metal ion
is determined by the dependence of two reaction stepssthe
preparation of the nucleophile and the nucleophilic attack
on the stabilized pentavalent transition stateson the metal
ion size. The stabilization of the doubly charged pentavalent
transition state is more sensitive to ion size than the
stabilization of the nucleophile. Therefore, predicting the
overall rate of the BamHI reaction on other metal ions based
only on the quantified contributions of the metal ions to the
first step in the phosphodiester bond hydrolysis lacks the
balance between the two steps. A large decrease in the free
energy of forming the nucleophile can make the nucleophilic
attack step more difficult, i.e., potentially increasing the
activation energy of the reaction. Predictions on the reaction
rates with different metal ions using kinetic data on other
restriction endonucleases are also not reliable due to the
difference in composition and geometry of the active sites
(31, 32). Interestingly, another stabilization factor is a water
molecule (water 23 in the crystal structure) at the active site,
which is perfectly aligned to interact with the nucleophile.
This water contributes 2.2 kcal/mol to the stabilization of
the nucleophile primarily by a dipole-dipole electrostatic
interaction. This water is important in the last stage of the
reaction, providing a proton to the O3′ leaving group. A
subtle stabilizing effect is generated by the N-H backbone
dipoles of Gly-115 and Arg-122. They are positioned in close
proximity to the OH- and are perfectly aligned to stabilize
the negative charge on the nucleophile.
The negatively charged active site groups, Glu-77, Asp-
94, and Glu-111, contribute the major destabilization of the
nucleophile. These are the residues that contribute to the
binding of the metal ions, and their destabilization of the
OH- comes from a simple electrostatic repulsion between
the negative charges. Another important group that desta-
bilizes the nucleophile is the scissile phosphate group (Gua-
D5). This is also a simple electrostatic repulsion, which has
been well characterized, and the role of the metal ions in
the overall energetic balance is therefore very important.
The phosphate-sugar backbone of the Gua-D4 in DNA
stabilizes the OH- by 1.5 kcal/mol. This is a long-range
electrostatic interaction since there are no direct contacts
between the backbone of Gua-D4 and either the water or
the OH-. This observation rationalizes why methyl phos-
phonate or phosphorothioate substitution of this phosphate
groups results in considerable decrease in cleavage activity
(13, 14). However, such a conclusion should be considered
with considerable caution because the present study only
addresses the energetics of the formation of the nucleophile,
whereas the investigations with the phosphate analogues
measure a kcat/KM for the entire reaction which is affected
by many steps including substrate binding and product
release.
CONCLUSIONS
Four possible mechanisms for forming the nucleophile in
BamHI action have been probed by computer simulations.
On the basis of the calculated free energies, the general base
catalysis is an unlikely mechanism for deprotonation of the
attacking water molecule. The substrate-assisted mechanism,
which involves transferring the proton to the phosphate group
3′ to the susceptible phosphate, was concluded to be even
less probable. Our results show that metal ion A plays a
crucial role in the proton transfer reaction, providing the
major stabilization of the nucleophile. Metal ion B is less
important, although it has the second largest contribution to
the stabilization of the hydroxide ion formation. Interestingly,
the water molecule bound to metal ion B is also an energetic
factor in this reaction. These results suggest that site B does
not have as rigorous a requirement for stabilization as the
metal in site A and could possibly be replaced by another
positively charged group.
General base catalysis is not always the most effective
way to reduce the barrier in reactions that involve OH-. For
example, in DNA polymerase I the computed free energy in
a catalytic step with an external OH- has been shown to
agree with experimental results better than the potential
hydroxide produced in general base catalysis by Glu-357
(17). The two metal ions in DNA polymerase I have been
found to catalyze different steps of the phosphodiester bond
hydrolysis. The first ion stabilizes the negative charge of
the nucleophile, while the second one assists in the nucleo-
philic attack by helping in the migration of the negative
charge from the nucleophile to the phosphate. The computer
simulations on the formation of the nucleophile in BamHI
presented in this work support this two-metal mechanism.
The observation that Glu-113 does not play the role of a
general base in the first step of BamHI catalysis serves as
the basis for proposing a general mechanistic scheme for
type II restriction endonucleases. The equivalent position of
Glu-113 in BamHI is occupied by a Lys other restriction
endonucleases. The lysine has been proposed to deprotonate
the attacking water molecule by acting as a general base, in
analogy to the proposed role of Glu-113 in BamHI. For an
effective general base catalysis the lysine has to be in a
neutral state, but it is very difficult to rationalize the lowering
of its pKa in the presence of a highly ionized active site and
in the proximity of the negatively charged backbone of the
FIGURE 5: Group contributions to the free energy of OH- relative
to that of H2O for mechanism II.
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DNA. Hence we propose that the first step in the endo-
nuclease catalysis in BamHI is carried out with the assistance
of an external water molecule, whose deprotonation is
induced by the metal ion rather than by a general base. The
major energetic factor in this reaction step is the stabilization
of the nucleophile derived from the water by the neighboring
metal ion.
REFERENCES
1. Wilson, G. G., and Murray, N. E. (1991) Annu. ReV. Genet.
25, 585-627.
2. Wilson, G. G. (1991) Nucleic Acids Res. 19, 2539-2566.
3. Heitman, J. (1993) in Genetic engineering (Setlow, J. K., Ed.)
pp 57-108, Plenum Press, New York.
4. Roberts, R. J., and Halford, S. E. (1993) in Nucleases (Linn,
S. M., Lloyd, R. S., and Roberts, R. J., Eds.) pp 35-88, Cold
Spring Harbor Laboratory Press, Cold Spring Harbor, NY.
5. Pingoud, A., and Jeltsch, A. (1997) Eur. J. Biochem. 246,
1-22.
6. Aggarwal, A. K. (1995) Curr. Opin. Struct. Biol. 5, 11-19.
7. Newman, M., Strzelecka, T., Dorner, L. F., Schildkraut, I.,
and Aggarwal, A. K. (1994) Nature 368, 660-664.
8. Kostrewa, D., and Winkler, F. K. (1995) Biochemistry 34,
683-696.
9. Perona, J. J., and Martin, A. M. (1997) J. Mol. Biol. 273, 207-
225.
10. Viadiu, H., and Aggarwal, A. K. (1998) Nat. Struct. Biol. 5,
910-916.
11. Horton, J. R., Nastri, H. G., Riggs, P. D., and Cheng, X. (1998)
J. Mol. Biol. 284, 1491-504.
12. Jeltsch, A., Alves, J., Maass, G., and Pingoud, A. (1992) FEBS
Lett. 304, 4-8.
13. Jeltsch, A., Pleckaityte, M., Selent, U., Wolfes, H., Siksnys,
V., and Pingoud, A. (1995) Gene 157, 157-162.
14. Thorogood, H., Grasby, J. A., and Connolly, B. A. (1996) J.
Biol. Chem. 271, 8855-8862.
15. Guthrie, J. P. (1977) J. Am. Chem. Soc. 99, 3991-4000.
16. Beese, L. S., and Steitz, T. A. (1991) EMBO J. 10, 25-33.
17. Fothergill, M., Goodman, M. F., Petruska, J., and Warshel,
A. (1995) J. Am. Chem. Soc. 117, 11619-11627.
18. Bitinaite, J., Wah, D. A., Aggarwal, A. K., and Schildkraut,
I. (1998) Proc. Natl. Acad. Sci. U.S.A. 95, 10570-10575.
19. Xu, S.-Y., and Schildkraut, I. (1991) J. Bacteriol. 173, 5030-
5035.
20. Horton, N. C., Newberry, K. J., and Perona, J. J. (1998) Proc.
Natl. Acad. Sci. U.S.A. 95, 13489-13494.
21. Sham, Y. Y., Muegge, I., and Warshel, A. (1998) Biophys. J.
74, 1744-1753.
22. Fuxreiter, M., Warshel, A., and Osman, R. (1999) Biochemistry
38, 9577-9589.
23. Lee, F. S., Chu, Z. T., and Warshel, A. (1993) J. Comput.
Chem. 14, 161-185.
24. King, G., and Warshel, A. (1989) J. Chem. Phys. 91, 3647-
3661.
25. Muegge, I., Schweins, T., Langen, R., and Warshel, A. (1996)
Structure 4, 475-489.
26. Muegge, I., Tao, H., and Warshel, A. (1997) Protein Eng. 10,
1363-1372.
27. Mehler, E. L., and Guarnieri, F. (1999) Biophys. J. 75, 3-22.
28. Dorner, L. F., and Schildkraut, I. (1994) Nucleic Acids Res.
22, 1068-1074.
29. Engler, L. E., Sapienza, P., Dorner, L. F., Kucera, R.,
Schildkraut, I., and Jen-Jacobson, L. (2001) J. Mol. Biol. 307,
619-636.
30. Åquist, J., and Warshel, A. (1990) J. Am. Chem. Soc. 112,
2860-2868.
31. Baldwin, G. S., Sessions, R. B., Erskine, S. G., and Halford,
S. (1999) J. Mol. Biol. 288, 87-103.
32. Horton, J. R., and Cheng, X. (2000) J. Mol. Biol. 300,
1049-1056.
BI010987X
Catalytic Mechanism in Restriction Endonucleases Biochemistry, Vol. 40, No. 49, 2001 15023
               dc_488_12
Role of Base Flipping in Specific Recognition of
Damaged DNA by Repair Enzymes
Monika Fuxreiter1, Ning Luo2, Pa´l Jedlovszky3, Istva´n Simon1 and
Roman Osman2*
1Institute of Enzymology
H-1113 Budapest, Karolina ut
29, Hungary
2Department of Physiology and
Biophysics, Mount Sinai School
of Medicine, One Gustave L.




H-1117 Budapest, Pa´zma´ny P.
stny 1/a, Hungary
DNA repair enzymes induce base flipping in the process of damage recog-
nition. Endonuclease V initiates the repair of cis, syn thymine dimers (TD)
produced in DNA by UV radiation. The enzyme is known to flip the base
opposite the damage into a non-specific binding pocket inside the protein.
Uracil DNA glycosylase removes a uracil base from G·U mismatches in
DNA by initially flipping it into a highly specific pocket in the enzyme.
The contribution of base flipping to specific recognition has been studied
by molecular dynamics simulations on the closed and open states of
undamaged and damaged models of DNA. Analysis of the distributions
of bending and opening angles indicates that enhanced base flipping orig-
inates in increased flexibility of the damaged DNA and the lowering of
the energy difference between the closed and open states. The increased
flexibility of the damaged DNA gives rise to a DNA more susceptible to
distortions induced by the enzyme, which lowers the barrier for base flip-
ping. The free energy profile of the base-flipping process was constructed
using a potential of mean force representation. The barrier for TD-contain-
ing DNA is 2.5 kcal mol21 lower than that in the undamaged DNA, while
the barrier for uracil flipping is 11.6 kcal mol21 lower than the barrier for
flipping a cytosine base in the undamaged DNA. The final barriers for
base flipping are approximately 10 kcal mol21, making the rate of base
flipping similar to the rate of linear scanning of proteins on DNA. These
results suggest that damage recognition based on lowering the barrier for
base flipping can provide a general mechanism for other DNA-repair
enzymes.
q 2002 Elsevier Science Ltd. All rights reserved
Keywords: base flipping; specific recognition; DNA damage; T4
endonuclease V; uracil DNA glycosylase*Corresponding author
Introduction
Accumulating evidence points to the importance
of base flipping in DNA damage recognition by
repair enzymes.1–9 However, the underlying
mechanism of base flipping is not clearly
understood.6,10–13 All the presently known struc-
tures of repair enzymes in complex with damaged
DNA exhibit a flipped-out base accompanied by
substantial bending and distortion of the DNA. It
has been proposed that bending and twisting of
DNA facilitates base-pair opening.14,15 The static
analysis demonstrated that base opening required
less energy in bent or unwound DNA than in its
canonical form. However, the nature of the
dynamic coupling between DNA distortion and
opening cannot be obtained from these studies.
Recent free-energy simulations of base-pair
flipping16 illustrate the complex nature of the
opening process, but do not provide information
on the coupling between opening and other
distortions. Essential dynamic analysis of molecu-
lar dynamics (MD) simulations of undamaged
DNA and DNA with a thymine dimer (TD)
suggested a specific correlation between bending
and opening motions of the adenine base com-
plementary to the 50 thymine base of TD, which
was missing in the undamaged DNA.17 It
therefore appears that the nature of the coupling
between bending and base flipping is dynamic
0022-2836/02/$ - see front matter q 2002 Elsevier Science Ltd. All rights reserved
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osman@inka.mssm.edu
Abbreviations used: endoV, endonuclease V; MD,
molecular dynamics; PME, particle mesh Ewald; PMF,
potential of mean force; TD, thymine dimer.
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and depends on specific local flexibility properties
of the DNA.
Cis,syn TD is one of the major photoproducts of
the interaction of UV radiation with DNA. The pre-
sence of TD in DNA is a major obstacle in DNA
replication, and is therefore potentially lethal.
Repair of the TD lesion is essential for maintaining
proper function of DNA. Endonuclease V (endoV)
has been shown to initiate repair of the damaged
DNA by excising the TD efficiently.18 The catalytic
steps in the enzymatic action of endoV are fairly
well understood19,20 but the highly specific recog-
nition of TD remains unclear.21 Examination of the
structures of the free enzyme22 and of the complex
with a TD-containing DNA23 demonstrates that
the protein remains nearly unchanged while the
major structural changes are induced in the DNA.
However, in spite of extensive experimental and
theoretical studies on TD-containing DNA
sequences,24–29 the properties of the damaged
sequence that are recognized specifically by
endoV have not been elucidated unequivocally.
The TD induces only local perturbations in the
structure of the damaged DNA characterized by
changes in inter base-pair parameters24,28,29 and
impaired base-pairing between the 50 TD and the
opposite adenine base as reflected in a longer
hydrogen bond.17,26,28,30 These changes are pro-
duced mostly by the steric restraint imposed on
the DNA helix by the cyclobutane ring of the
TD.17 These distortions, as well as those observed
by NMR,27 cannot account for specific recognition
because the crystal structure of the TD-containing
DNA in complex with endoV23 deviates signifi-
cantly from the structure in solution. It appears
that specificity of damage recognition by the
enzyme does not localize to a single static property
of the damaged DNA.
In the crystal structure of the complex,23 the
DNA exhibits three remarkable structural changes
induced by the protein. The DNA in the complex
is bent significantly at the position of the TD and
exhibits a large helical twist in the vicinity of the
kink. Furthermore, the adenine base opposite the
50-thymine base of the TD is flipped out and
inserted into a binding pocket without forming
specific hydrogen bonds with the protein residues.
The space left by the flipped-out base provides
access to the site of damage by the catalytic resi-
dues. The only direct contact between the protein
and the lesion is a hydrogen bond between Arg26
and the O(2) of the 50-thymine base in TD and
several contacts between the protein and the
phosphate groups are mediated through water
molecules. Thus, the authors23 propose that the
recognition of the DNA with TD is accomplished
through an indirect readout and the kink induced
in the DNA by the protein is coupled to the flip-
ping of the adenine base opposite the TD. Never-
theless, the details of the coupling between
bending and flipping remain unclear and the struc-
ture fails to explain the essential difference
between a damaged and a native DNA.
Uracil is a base-damage in DNA that originates
through misincorporation or hydrolytic deamina-
tion of cytosine.31 Uracil DNA glycosylase (UDG)
is a very efficient repair enzyme, which has been
studied extensively by experimental and theoreti-
cal methods.32–36 Crystal structures of UDG with a
uracil-containing DNA show that the uracil base is
flipped out and anchored in a specific pocket
inside the enzyme.7,37,38 The structure of the DNA
is distorted substantially with a kink of 458 near
the flipped uracil base. Recent studies of the contri-
butions of various residues of UDG to the for-
mation of the complex with the DNA identified
three distinct stages in complex formation.39,40 An
early step consists of pinching the phosphodiester
backbone followed by a pushing and plugging
step. Both steps seem to enhance the base flipping
and stabilize the flipped-out state. The last stage
consists of pulling by the residues in the active-
site pocket, which is associated with a confor-
mational change of the UDG. These studies and
the comparison of the distortions in the complexed
DNA structure to those induced by a G·U
mismatch41 illustrate again that the minor struc-
tural changes produced by a wobble base-pair
cannot account for the specificity of damage recog-
nition. Thus, in order to understand the role the
proteins play in enhancing base flipping as part of
their enzymatic specificity, we need to formulate a
link between the damage in DNA and its flexibility
properties that enhance spontaneous base flipping.
In the present work, we use MD simulations to
construct a potential of mean force (PMF) represen-
tation of the free-energy profile of bending and
base opening. We find that the damage enhances
the coupling between bending and base opening,
which lowers the barrier for base flipping in the
damaged sequences. Thus, the dynamic properties
of DNA that influence the interaction between the
repair enzyme and the DNA play an important
role in specific damage recognition.
Results
We have conducted 1.5 ns simulations of
sequences with a TD and for comparison with a
TT that represents an undamaged DNA with the
same sequence. To investigate the effect of a G·U
mismatch in comparison to a normal G·C-contain-
ing DNA, we have conducted similar simulations
of the sequences shown in Table 1. To assess the
stability of the simulations the RMS deviations of
all atoms from their average positions have been
calculated as a function of time. They fluctuate
around a nearly constant value of 1.5 A˚. The fluctu-
ations of the sequences with an extrahelical base,
i.e. the open states, are not significantly larger
than those of the corresponding closed models.
This suggests that flipping a base has minor effects
on global DNA flexibility, and the major change in
flexibility is localized to the flipped-out site. This
observation provides a justification for conducting
824 Role of base Base Flipping in Specific Recognition
               dc_488_12
the PMF analysis on locally defined variables of
bending and base-pair opening.
Normalized distributions of the bending and
opening angles, (see Materials and Methods and
Figure 4) in closed and open states are presented
in Figure 1. The closed states of the undamaged
sequences (I and V, Figure 1(a) and (c)) are straight,
as indicated by the maximum of the bending distri-
bution at 08. The distribution of bending angles of
the TT sequence (I) is somewhat wider than of the
G·C sequence (V), indicating that the local bending
flexibilities of the closed states are sensitive to the
sequence. The opening angle of Ade19 (I) or of
Cyt5 (V), in the closed state is nearly 08, with very
similar half-widths at half-height (Figure 1(b) and
(d)). Introduction of a TD into the DNA induces a
pronounced bending of ,148 near the TD in the
closed state (III) and increases the width of the dis-
tribution by approximately 30% (Figure 1(a)).
These are consistent with previous observations of
a bending induced by TD,28,29 and with the increase
in local flexibility around the point of DNA
damage.17 The presence of TD, however, does not
affect the opening angle of Ade19 in the closed
state of the damaged DNA (Figure 1(b)). Similar
to the TD damage, the replacement of cytosine
with uracil (VII) induces a small bending of about
38 due to a wobble base-pair with guanine. More
importantly, the distribution is nearly 50% wider,
suggesting that the bending flexibility of a G·U
mismatch is considerably larger than of a G·C
base-pair (Figure 1(c)). A larger change is induced
in the distribution of the opening angles in the
closed model VIII upon replacing C with U. The
G·U base-pair is open by 158, and the distribution
of the opening angles is considerably wider than
that of the G·C base-pair.
The bending properties of DNA are very differ-
ent in the open states. The native DNA (II) is bent
by 108, and the distribution is twice as wide as in
the closed state. The presence of TD generates a
complex distribution of bending in the open state
(IV) but, on average, the bending is larger by 158
compared to the undamaged DNA (II). The open
state of the damaged DNA (IV) is clearly more
flexible than that of the undamaged DNA (II), as
reflected by a twofold increase in the width of the
distribution (Figure 1(a)). Opening the G·C base-
pair in VI induces a bending centered around 168
with a concomitant increase in the width of the
distribution, indicating an increased bending flexi-
bility (Figure 1(c)). The open state of the G·U
sequence (VIII) shows a similar behavior, although
the bending angle distribution is centered near
208. Changes in bending in the open state do not
affect the opening angle distribution of Ade19
(Figure 1(b)). Both opening angle distributions in
models II and IV are centered near 1408 and are
complex and quite wide. A similar complex
behavior is characteristic of the open states of
models VI and VIII. While the G·U sequence is
centered near 1308, the G·C-containing DNA
clearly shows two populations, one centered near
1508 and the other near 1808.
The bending and opening angle distributions
clearly illustrate which effects are damage specific.
Introduction of TD bends the DNA and softens
the bending modes significantly in the closed and
open states. The G·U mismatch, on the other hand,
induces only a small bending in the DNA but
increases the opening in the closed state due to
the wobble base-pair. Both changes suggest that
the transitions between the closed and open states
should be easier in the damaged DNA. Thus, it
appears that the coupling between bending and
opening is dynamic.
To test this hypothesis, we have constructed two-
dimensional PMF surfaces along the bending and
opening angles. Because the simulations of the
closed and open states do not share overlapping
configurations, we have to define the relative
energy of the separate PMFs derived from the indi-
vidual simulations. This can be accomplished by
using the definitions of v0 based on the thermo-
dynamic cycle displayed in Figure 5. Thus, we
have merged the PMF surfaces for the closed and
open states for the same DNA sequences. The sur-
faces, displayed in Figure 2, show the coupling
between bending and opening. In the closed states
of I, III and V, the distributions are quasi-circular
with almost no correlation between bending and
opening. The surface of the closed DNA with a
G·U mismatch (VII) is the only one that shows
coupling between bending and opening, since the
surface is elongated towards the open state. The
surfaces corresponding to the open states have an
elliptical shape with the longer axis along the
direction of base-pair opening. The surfaces
demonstrate that in distinction from the closed
states, in the open states the opening motion
becomes a softer degree of freedom than bending.
This is probably due to the fact that an extrahelical
base has lost the hydrogen bonds to the opposite
base and the stacking interactions with its adjacent
bases, which provides constraints to maintain
DNA in its closed state. The PMF analysis of
the coupling between bending and opening is in
Table 1. DNA sequences used for simulations of closed
and open states
Closed Open
TT signifies a TD.
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Figure 1. Distributions of bending and opening angles in closed and open states. Bending (a) and opening (b) angle distributions for sequences I–IV. Bending (c) and
opening (d) angle distributions for sequences V–VIII.
               dc_488_12
agreement with previous conclusions from energy
minimization studies.14
The minimum energy positions on the PMF sur-
faces are summarized in Table 2. In the closed
state, both damaged sequences are considerably
distorted compared to the undamaged DNA. In
the TD-containing DNA, the local bending is 138,
while the opening angle is 178 in the DNA with
G·U mismatch. On the basis of the PMF results,
bending the undamaged DNA (I) to the same
degree as the minimum-energy structure of the
TD-containing DNA (III) requires approximately
3 kcal mol21 (1 cal ¼ 4.184 J). Similarly, opening of
a G·C base-pair (V) to the position found in the
Table 2. Bending and opening angles at the energy minima of the PMF surfaces
Closed state Open state Ref. structures
Model Benda Opena Benda Opena Bend Open
TCGCGTTGCGCT (I–II) 1.0 21.0 9.0 137.0 0.0b 0.0b
TCGCGTTGCGCT (III–IV) 13.0 21.0 25.0 151.0 30.9c 207.4c
TGGGCGGCT (V–VI) 1.0 1.0 17.0 151.0 0.0b 0.0b
TGGGUGGCT (VII–VIII) 1.0 17.0 19.0 129.0 23.7d NDe
a The data were computed at 28 bins, each value refers to the mean of the bin.
b Based on ideal B-DNA in closed state.
c From the structure of the complex endonuclease V–DNA (PDB ID 1VAS).
d From the structure of the complex of UDG–DNA (PDB ID 4SKN).
e Not determined because the bond between C01 and N1 of uracil is broken in the structure.
Figure 2. Two-dimensional PMF
surfaces for merged closed and
open states. The dashed line rep-
resents the approximate reaction
coordinate defined by the linear
combination shown in Table 3. The
possible range of the bending angle
is p (08–1808) and that of the open-
ing angle 2p. (a) TT-containing
DNA (I–II); (b) TD-containing
DNA (III–IV); (c) DNA with G·C
(V–VI); (d) DNA with a G·U mis-
match (VII–VIII).
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minimum energy structure of the G·U containing
DNA (VII) requires approximately 4 kcal mol21.
The parameters that characterize the open states
show a difference between the damaged and
undamaged sequences. The open state of the TD-
containing DNA (IV) in the simulation (Table 2) is
closer to the corresponding structure of the DNA
in complex with the repair enzyme endoV than
the undamaged DNA. To fit into the complex, the
TD-containing DNA has to be distorted only by
68, whereas the undamaged DNA with a flipped-
out adenine base (II) would have to undergo a
more severe distortion: it needs to be bent by 228.
Such conformational changes involve mostly bend-
ing of the helix at the T6/T7 site and would require
an investment of additional energy that is pro-
vided by the interaction with the protein. Thus,
the short life-time of the open state and the
additional energy that needs to be invested by the
protein indicates that the likelihood of capturing a
spontaneously open state by the enzyme is
extremely low.
On the basis of examination of the PMF surfaces,
we propose that a reaction coordinate for the tran-
sition between the closed and open states can be
defined as a linear combination of bending and
opening. The shortest path between the two
minima on the energy surfaces can be approxi-
mated using reaction coordinates constructed
from bending and opening with coefficients
presented in Table 3. The energy profile along the
reaction coordinate has been described using the
points along the cross-section of the PMF surface
connecting the two minima.
Since the MD simulations explored only the
regions around the local minima of the closed and
open states, there is no explicit information about
the transition state region. To estimate the energy
along this pathway and therefore the barrier of the
bending/opening process, we have fitted the data
to a sixth-order polynomial expansion of the
reaction coordinate. Such a description provides a
close agreement with the experimental values
determined for opening of the adenine opposite a
thymine (I and II)42 and of cytosine opposite
guanine (V and VI)43 in undamaged sequences. To
account for different sampling frequencies, the
data were weighed by the number of occurrences
at each energy value (Ni) with a weighting factor
s2i ¼ ðRTÞ2=Ni: The curves fit to the cross-sections
of the PMF surfaces along the reaction coordinate
are displayed in Figure 3. The activation energies
and the positions of the estimated transition states
derived from the fits are summarized in Table 4.
The estimated activation energy of
12.4 kcal mol21 for flipping of adenine opposite
thymine is in reasonably good agreement with the
experimental values of 13.7 kcal mol21 and
13.8 kcal mol21 derived from NMR studies.42,44 The
barrier for flipping the adenine base opposite the
50-thymine base of the TD is reduced by
2.5 kcal mol21 to 9.9 kcal mol21. The estimated acti-
vation energy of opening a C·G base-pair is
20.8 kcal mol21 and is also in a reasonable agree-
ment with the experimental barrier43 of
19 kcal mol21. The G·U mismatch base-pair reduces
the barrier of opening by more than 10 kcal mol21
to 9.2 kcal mol21. These changes bring the rate con-
stants for base flipping in damaged DNA into the
range of 105–106 s21, which is an enhancement of
about three to six orders of magnitude in the rate
of base flipping in the undamaged DNA. It is
important to add that the barriers estimated from
this computational approach will need further
corroboration; this work is in progress.
Although this analysis gives only estimated
barriers for base flipping in undamaged and
damaged sequences, it reveals the factors that con-
tribute to barrier reduction. Two main effects of
barrier reduction in the damaged DNA can be dis-
cerned from Figure 3. One is the reduction in
stability of the damaged DNA; the other is change
in the shape of the energy surface. Since the
damage raises only the energy of the closed state
(see Figure 5), the energy difference between the
closed and open states is reduced, as is shown in
Figure 3 on the open-state side. In the TD-contain-
ing DNA, the reduction in the stability of the
closed state is only ,2 kcal mol21, whereas in
the G·U mismatch this effect is ,3.5 kcal mol21.
The reduction of the barrier that results from this
effect can be understood as a first-order change in
the intersection point between the energy surfaces
that result from the distributions around the
respective minima. However, this effect alone can-
not account for a reduction in the barrier that is
more than the destabilization of the closed state.
Indeed, the barrier in the TD-containing DNA is
reduced by 2.5 kcal mol21, whereas in the DNA
with a G·U mismatch the barrier has been reduced
by 11.6 kcal mol21. The curves in Figure 3 suggest
that an increase in the local flexibility introduced
by the damage contributes to a reduction in the
barrier due to the widening of the energy cross-
section. The effect of increasing local flexibility can
be estimated from the values of the second deriva-
tive of the fitted function at the respective minima,
i.e. at the minclosed and minopen. Within a harmonic
approximation, these values are the effective force
constants that describe the dependence of the
change in energy with a distortion near the
minima. The results are presented in Table 4.
The effective force constant at the minclosed for the
TD-containing DNA is 105.7 kcal mol21 rad22,
approximately 50% smaller than that for the
Table 3. Coefficients of the bending and opening of the
reaction coordinate between closed and open states
Model Bending Opening
TCGCGTTGCGCT (I–II) 0.055 0.945
TCGCGTTGCGCT (III–IV) 0.073 0.927
TGGGCGGCT (V–VI) 0.096 0.904
TGGGUGGCT (VII–VIII) 0.138 0.862
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undamaged DNA. Thus, the increased flexibility of
the closed state in the damaged DNA contributes
to lowering the barrier in addition to the shift in
the relative energies of the closed and open states.
This is reflected in a slightly later transition state
along the reaction coordinate expressed in frac-
tional units (see Table 4). The marked decrease in
the effective force constants of the open states
illustrates the very flexible nature of DNA with a
flipped-out base. Their similarity suggests a lack
of discrimination between damaged and
undamaged DNA in the open state. This, in
addition to the very low population of the open
state, argues against a detection mechanism based
on capturing a flipped-out base by the scanning
enzyme. The G·U mismatch has a profound effect
on the barrier as well as on the effective vibrational
force constants at the closed states (Table 4). In the
G·U sequence (VII) the effective force constant is
90.3 kcal mol21 rad22, a reduction by a factor of
more than 2 compared to the G·C sequence (V).
This large change in the shape of the energy
surface establishes a late TS along the reaction
coordinate at a fractional value of 0.67 in G·U.
Interestingly, the two different types of damage
result in DNA with very similar dynamic proper-
ties. The activation energies for base flipping are
of the order of 10 kcal mol21 and the effective
force constants in the two damaged DNAs are
very similar, of the order of 100 kcal mol21 rad22.
Table 4. Activation energies and transition state positions derived from the fitted energy profiles
Force const
(kcal mol21 rad22)
Model Barrier (kcal mol21) TS (bend) (8) TS (open) (8) minclosed minopen TS (fract. coord.)
TCGCGTTGCGCT (I–II) 12.4 4 55 153.0 8.4 0.41
TCGCGTTGCGCT (III–IV) 9.9 18 57 105.7 10.0 0.42
TGGGCGGCT (V–VI) 20.8 7 59 207.0 19.1 0.44
TGGGUGGCT (VII–VIII) 9.2 12 83 90.3 28.0 0.67
Figure 3. Fitted energy profiles of
the base opening processes in (a) TT
(I–II) and TD containing DNA
(III–IV); (b) DNA with a G·C
(V–VI) and DNA with a G·U mis-
match (VII–VIII) (lower panel).
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These changes in energetic and dynamic properties
lead to a large increase in the rate constant for
spontaneous base flipping as well as a considerable
reduction in the energies for distorting the
damaged DNA along the bending-opening coordi-
nate. We propose that repair enzymes probe the
flexibility of DNA as they diffuse along it. Upon
encountering the damaged site, the cost of
inducing a distortion is considerably smaller in
the damaged DNA, leading to a better fit to the
enzyme and a more effective formation of a high-
affinity complex. Base flipping in a bent structure
has a considerably lower barrier, resulting in an
enhanced opening, as has been demonstrated.14
Taken together, such a process clearly enhances
base flipping, illustrating the catalytic effect of an
interaction with a protein on enhancing base flip-
ping. The nature of this catalytic effect depends on
the specific properties of the protein. That is, the
disposition and dynamics of interaction sites on
the protein that induce DNA distortion. However,
the clear distinction between damaged and
undamaged DNA lies in the local dynamic proper-
ties of DNA in the vicinity of the lesion site.
Discussion
In this work, we have analyzed the effect of two
forms of DNA damage, a TD and a G·U mismatch,
on the bending and opening properties of
damaged DNA. Through a PMF representation of
the two motions in the closed and open states of
the same sequence we were able to combine results
from separate simulations and provide an ener-
getic description of the process. The results show
that while different types of damage reduce the
activation energy of base opening by different
amount, both bring the barrier into the range of
10 kcal mol21. This corresponds to an increase in
the spontaneous rate of base flipping by several
orders of magnitude compared to undamaged
DNA. The rates for spontaneous base flipping in
undamaged DNA range from 10 s21 to 100 s21, but
in damaged DNA this rate is predicted to be
approximately 4 £ 105 s21. The importance of this
enhancement is that the rate for spontaneous base
flipping becomes of the same order of magnitude
as that of non-specific linear scanning of DNA.
There is no information about the scanning rate of
endoV or UDG on non-specific DNA. However,
recent studies of the linear diffusion of restriction
endonuclease EcoRV45 showed that the enzyme
scans 2 £ 106 bp during one binding event at a vel-
ocity of about 1.7 £ 106 bp/second. Assuming that
endoV or UDG scan DNA non-specifically at the
same rate, the probability of flipping out a base in
undamaged DNA at a rate of about 100/second in
the short residence time of less than a microsecond
is extremely small. In contrast, the rate of base flip-
ping in damaged DNA reaches about 105/second,
which is comparable to the rate of linear diffusion
of proteins along DNA. Even if the interaction of
the protein with the DNA were to be neglected
(see below), the increased rate of a base flipping
enhances the probability of forming a productive
complex between the damaged DNA and the
repair enzyme. This has been demonstrated
recently in a DNA in which the base opposite the
uracil base has been replaced with a pyrene moiety
that increases the population of flipped uracil.
Such a substitution increased the rate of UDG
binding to this substrate.46
In the present analysis, the interactions between
the protein and the DNA are not considered,
hence the distortions that are induced by the pro-
teins upon interacting with the DNA and the
resulting stabilization of the flipped state are not
included as well. Such interactions utilize the flexi-
bility of DNA, which is linked to base flipping, as
another source of specificity in damage recog-
nition. The crystal structures of endoV and UDG
in complex with damaged DNA show that these
complexes are distorted severely, with considerable
bending in the neighborhood of the damage. We
have shown that the damage reduces the effective
force constants for distortion associated with bend-
ing and opening near the damage. Thus, the contri-
bution of enhanced dynamic flexibility to specific
recognition comes from the lower cost of DNA dis-
tortion. Since distortion enhances base flipping,
lowering the barrier and increasing DNA flexibility
produces a cooperative effect to enhance specific
recognition.
The corollary of this mechanism is that damage
recognition by endoV does not require specific
interaction with the TD or recognition of a specific
conformational feature of the damaged DNA.
Rather, the interaction with DNA induces substan-
tial geometrical perturbations, which are made
possible by the reduced energetic cost due to the
increased flexibility. This, in turn, lowers the
barrier for adenine flipping opposite the 50-TD. A
G·U mismatch perturbs the DNA geometry in a
different way; it increases the opening angle of the
damaged base. But the base-flipping process is
affected in the same way. The mismatch lowers
the barrier for spontaneous flipping as well as the
effective force constant for DNA distortion, which
further enhances uracil flipping.
We suggest, therefore, that the rate-limiting step
in damage recognition is not base flipping, but
rather steps that follow this event, such as the
insertion of the flipped-out base into the binding
pocket inside the protein, a conformational change
in the protein40 or the catalytic cleavage of the
glycosidic bond. However, base flipping is
absolutely essential for the formation of a pro-
ductive catalytic complex, because the catalytic
machinery in the protein has to have access to the
otherwise protected glycosidic bond in unper-
turbed DNA. Since the distortion induced by the
protein controls base flipping and therefore the for-
mation of a productive enzyme substrate complex,
we predict that the catalytic parameters of repair
enzymes will depend on DNA sequence, insofar
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as the sequence may reflect different degrees of
flexibility of the damaged DNA.47
Materials and Methods
Starting structures
Sequences used for MD simulations are displayed in
Table 1. Initial structures of the undamaged models
(sequences I, II, V and VI) have been constructed with
standard B-DNA geometries. The TD was incorporated
in sequences III and IV to replace the T6/T7 step. Con-
formation and atomic charges of the TD have been
determined.28 The DNA with an extrahelical Ade19 was
adopted from the crystal structure of the endoV–DNA
complex11 by deleting the protein. The initial structure
of model VII was constructed as a standard B-DNA.
After a brief time (10 ps), the structure developed a
wobble base-pair. The initial conformation of the DNA
with a flipped-out cytosine base was taken from the
crystal structure of the complex between Hha I DNA
methyltransferase with DNA.48 For model VIII, the cyto-
sine base was replaced with uracil. The models with
intrahelical bases is referred to as closed and those with
an extrahelical base as open.
Simulation details
The neutralized DNA structures with counterions
were placed in a rectangular box of TIP3P water with
approximate dimensions of 60 A˚ £ 50 A˚ £ 45 A˚. After
pre-equilibration,29 the MD simulations were performed
at 300 K and at constant pressure with AMBER 4.1†. A
time-step of 0.002 ps was used and SHAKE constraints
were applied to the hydrogen atoms. The electrostatic
forces were calculated with the PME method and a 9 A˚
cutoff was used for Lennard-Jones interactions. After
500 ps equilibration, a 1 ns production run was gener-
ated. Snapshots were collected every 0.1 ps.
Potential of mean force (PMF) calculations
The PMF for the global process has been calculated
along two coordinates; the bending angle near the
damaged base-pair step and the opening angle of the
flipping base. A representation of the variables is shown
in Figure 4. Bending was calculated with the program
CURVES49 as the angle between the local helical axis seg-
ments of the T6/T7 base-pair step in sequences I–IV and
the G4/C5 in sequences V–VIII. These have been
selected because they exhibit the largest changes from
the free DNA to that in the complexes with endoV and
UDG, respectively. The probability distribution of the
bending angle was normalized by dividing by sin(a).
The opening angle was measured between the projection
of the glycosidic bond of the flipping base on the plane
defined by the two C(10) atoms and the N(1)(N(9)) of the
opposite base, and the vector from C(10) of the opposite
strand to C(10) of the flipping nucleotide.15 The opening
angle is positive for rotation into the major groove and
negative for rotation into the minor groove. The opening
angle was expressed as the difference between its actual
value and that of the canonical B-DNA.
The PMF has been calculated along the bending and
opening angles in the closed and open states separately
as:
Dvðx0; y0! x1; y1Þ ¼ 2RT lnðNx1;y1=Nx0;y0Þ þ v0
where Nx1;y1 is the value of the distribution function
binned at 28 intervals at point ðx1; y1Þ; and Nx0;y0 is the
value at the maximum of the distribution. The inte-
gration constant v0 defines the value of the PMF at the
position of Nx0;y0; which can be set arbitrarily to zero for
each distribution. To combine the PMFs from individual
simulations of the open and closed states, v0 of one of
the states was defined with respect to the other.
The energy of the open state relative to the minimum
of the PMF surface of the closed state was defined as
the free energy of base opening, v
open
0 ¼ DGopen: For the
undamaged open state models with an extrahelical ade-
nine or cytosine base, the free energies of base opening
determined by NMR measurements were used for the
values of v0. The DGopen for an A·T (model II) base-pair
has been measured as 7.2 kcal mol21.42–44 The DGopen for
a G·C base-pair (model VI) has been determined as
8.9 kcal mol21.42–44 The free energy of opening Ade19
opposite the 50-thymine base of TD has been approxi-
mated from the thermodynamic cycle shown in Figure
5. The cycle describes the process of base flipping
(DGopen) as composed of sequential steps of DNA melting
into two single strands (DGmelt), base flipping in the
single strand (DGbaseflipSS ) and the annealing of the original
single-stranded sequences with the flipped one (DGanneal).
Figure 4. A schematic representation of the bending
and opening angles used in the analysis of the trajec-
tories (see text for definitions).
†Available from Accelrys Ltd (formerly Oxford
Molecular), 334 Cambridge Science Park, Cambridge
CB4 0WN, UK, and Accelrys Inc., 9685 Scranton Road,
San Diego, CA 92121-3752, USA.
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Thus, DDGopen can be expressed as:
DDGTD=TTopen ¼ DGTDopen 2 DGTTopen
¼ DDGmelt þ DDGSSbaseflip þ DDGanneal
Melting experiments of the TD containing DNA (III)
compared to the undamaged duplex (I) show that
DDGmelt ¼ 22.0 kcal mol21.27 Base flipping in the single-
stranded form should be independent of the presence or
absence of the TD, DDGbaseflipSS ¼ 0. Further, we assume
that the difference in stability of the DNA duplexes
results from the structural distortions and the weakened
hydrogen bonding between the 50-thymine base of TD
and the adenine base opposite. This difference should
diminish when the adenine base flips out (models II
and IV), DDGanneal < 0 kcal mol21. Consequently, the
opening free energy of the adenine base opposite TD is
given by:
DGTDopen ¼ DGTTopen þ DDGmelt ¼ 5:2 kcal mol21
which is the v0 for the open state (model IV).
The free energy of opening U opposite G has been
derived from free-energy perturbation calculations
using a thermodynamic cycle that converts a C·G base-
pair into a U·G base-pair in the closed and open states,
respectively (N. L. & R. O., unpublished results). The
resulting value is 5.4 kcal mol21 and is in very good
agreement with the equilibrium constant obtained for a
T·G base-pair.43
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Interfacial Water as a ‘‘Hydration Fingerprint’’ in the Noncognate
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ABSTRACT The molecular code of specific DNA recognition by proteins as a paradigm in molecular biology remains an
unsolved puzzle primarily because of the subtle interplay between direct protein-DNA interaction and the indirect contribution
from water and ions. Transformation of the nonspecific, low affinity complex to a specific, high affinity complex is accompanied
by the release of interfacial water molecules. To provide insight into the conversion from the loose to the tight form, we char-
acterized the structure and energetics of water at the protein-DNA interface of the BamHI complex with a noncognate sequence
and in the specific complex. The fully hydrated models were produced with Grand Canonical Monte Carlo simulations. Proximity
analysis shows that water distributions exhibit sequence dependent variations in both complexes and, in particular, in the non-
cognate complex they discriminate between the correct and the star site. Variations in water distributions control the number of
water molecules released from a given sequence upon transformation from the loose to the tight complex as well as the local
entropy contribution to the binding free energy. We propose that interfacial waters can serve as a ‘‘hydration fingerprint’’ of a
given DNA sequence.
INTRODUCTION
Protein binding to specific DNA sequences is a key element
in various biological functions related to processing the
genetic information by regulating transcription, replication,
and recombination. The mechanism of DNA sequence dis-
crimination, however, is still poorly understood. Most of our
knowledge has been derived from crystal structures of spe-
cific protein-DNA complexes that revealed diverse strategies
for a protein interacting with its DNA partner upon forming
a high affinity complex (1,2). Besides the direct hydrogen
bonds established with DNA bases, indirect interactions with
phosphates and those mediated through water molecules
were also found to be important determinants of selectivity.
The energetic contributions of these contacts have been as-
sessed by kinetic measurements using mutant proteins and
DNA base analogs (3,4). Binding to specific sequences is
associated with a negative heat capacity change that is
termed the ‘thermodynamic signature’ of high affinity com-
plex formation (5). The process of specific recognition is
initiated by association of the protein with nonspecific DNA
sites (6,7), which is accompanied with negligible heat
capacity changes indicating that the partners are loosely
bound (8–12). The protein-DNA interface remains fully
hydrated (13,14), and the configurational freedom of the in-
teracting partners is not significantly restricted (5).
Both the high mobility of the protein on the substrate and
the low affinity binding of the protein are the major obstacles
for structural studies of the nonspecific complexes. Only five
experimental structures are proposed to represent this initial
stage of protein-DNA binding (15–19). Nonspecific com-
plexes are characterized by the lack of intimate intermolec-
ular contacts and the excessive hydration of the protein and
DNA that are held together by long-range Coulombic inter-
actions (20,21).
The conversion of the nonspecific complexes into specific
ones is accompanied by the release of water molecules from
the protein-DNA interface into the bulk, which provides a
favorable entropic contribution to the free energy of binding
(22). The number of waters released during this trans-
formation has been determined by osmotic stress measure-
ments (13,14,23), although the actual values are still a matter
of debate (D. Cao and L. Jen-Jacobson, personal commu-
nication, 2004). These studies can estimate the total number
of waters that depart from the cognate sequence and the
flanking basepairs that are required for tight binding, but they
cannot give a detailed description of the process. The number
of the waters released by the individual basepairs that would
allow the decomposition of the binding energy and heat
capacity into local contributions cannot be assessed experi-
mentally. Since the energetics of the conversion from the
loose to the tight complex is determined by the balance
between the deformability (flexibility) of the given DNA
sequence and the amount of waters released from the protein-
DNA interface into bulk, we hypothesize that sequence de-
pendent distribution of the interfacial water can play a role in
selecting a given DNA sequence by a protein. To probe this
idea we characterized the water structure and energetics at
the protein-DNA interface of the nonspecific BamHI com-
plex and compared it to the interfacial water structure in the
corresponding specific complex.
BamHI is a type II restriction endonuclease that recognizes
the palindromic GGATCC sequence and cleaves it with very
high specificity in the presence of Mg21 cofactors (7,24).
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Replacement of a single basepair, a guanine with adenine at
the second position (GAATCC), decreases the KM by 3
orders of magnitude, and kcat by 6 orders of magnitude (12).
A comprehensive set of BamHI structures is available: the
free enzyme (1bam; 25), in complex with specific (1bhm; 26)
and noncognate DNA (1esg; 18), pre- (2bam) and post-
reactive (3bam) complex (27) that provide snapshots along
the reaction pathway.
To provide insight into water structure changes that ac-
company the conversion of a nonspecific to a specific com-
plex, we provide for the first time, to our knowledge, a
detailed structural and energetic analysis of the interfacial
waters in a noncognate protein-DNA complex using the
complex of BamHI with the noncognate GAATCC sequence.
Since the solvent molecules are highly mobile, the crystal
structure has an incomplete description of the waters in the
interface between the protein and the DNA. To obtain a fully
hydrated model of the noncognate complex, we used cavity
biased grand canonical Monte Carlo (CB/GCE) simulations.
We have tested the reliability of the method by comparing
the observed and computed solvent sites, and we demon-
strate the robustness of the CB/GCE simulations as a tech-
nique to complement crystallographic data of noncognate
complexes. Based on proximity analysis of the water struc-
ture in the noncognate complex, we find that the water dis-
tribution at the protein-DNA interface of both the cognate
and noncognate complexes follows a sequence specific
distribution that allows for a local control of the number of
waters released upon formation of the tight complex. We
thus hypothesize that sequence specific structure of the water




In choosing the two crystal structures for this study, our sole criterion was to
select structures representing the different binding modes. For studies of the
enzymatic mechanism, these structures may be less than ideal. Based on
energetic considerations, the noncognate complex (1esg) is considered as an
intermediate in course of the transition from the loose, nonspecific to the
tight, specific complex (28), rather than a snapshot of nonspecific binding
that occurs during linear diffusion of proteins on DNA. Also, the relevance
of the asymmetric contacts in the minor groove was questioned based on
kinetic studies using modified oligonucleotides (29). In our study, we as-
sume that this problem does not affect the structure of the protein facing the
cognate sequence since assuming otherwise would imply that the cognate
sequence can be recognized in different ways.
The noncognate model ESG has been derived from the crystal structure of
BamHI with the noncognate TGAATCCA sequence (the star site is displayed
in italics; PDB code: 1esg (18)), whereas the corresponding specific model
BHM was constructed from the complex with the cognate TATGGATC-
CATA sequence without bivalent metal ions (PDB code 1bhm (26)).
Hydrogens were built by the HBUILD module of the program CHARMM
version 23 (30). For the GCE simulations, all crystallographic water
molecules were removed from both complexes. The generated water sites of
the noncognate and specific complexes were collected into the ESG_GS and
BHM_GS models. Numbering of the phosphates corresponds to base
numbers of the shortened substrates; from P2-P7 in the first strand and P10-
P15 in the second strand. The scissile groups are P3 and P11, respectively.
Grand canonical Monte Carlo simulations
To obtain a description of the solvent molecules at the protein-DNA
interface in the noncognate complex of BamHI, the CB/GCE method has
been applied (31,32). The CB/GCE technique has demonstrated its
robustness in modeling solvent molecules at crystal hydrates and protein
active sites (32,33). In this approach the insertion of a molecule is attempted
if a cavity of an appropriate radius is found and the insertion is accepted with
a probability:





where EðrNÞ is the potential energy of the system of N particles at con-
figuration rN, andPNcav is the probability of finding a cavity of a specific size.
Tomaintainmicroscopic reversibility, the probability of a deletion of a particle
is given by
Pd ¼ minð1;N exp $B1 EðrNÞ $ EðrN$1Þ! "=kT# $=PN$1cav Þ:
The parameter B is related to the excess chemical potential m9 as
m9 ¼ kTB$ kT lnÆNæ;
where ÆNæ is the average number of particles.
This method overcomes the problem of particle generation in a condensed
phase at random positions by first calculating the probability Pcav based on
a grid scan of the system and then choosing randomly from the available
cavities. Simulations in the grand canonical ensemble result in an excess
chemical potential at a density which is obtained after the equilibrium has
been reached. The density of the bulk phase (i.e., far from solute) is regulated
by adjusting the B parameter. After equilibrium has been reached, the B
parameter is modified according to the deviations of the bulk phase density
from the target density until the target bulk density is obtained.
Water site definition
The water positions from the simulation were determined by the generic
solvent site (GSS) approach developed by Mezei and Beveridge (34). For
each configuration of the trajectory, waters are assigned to generic sites
(GSs) based on a procedure using the so-called Hungarian method of graph
theory (35). Here, the maximum deviation is minimized between the GS and
the water assigned to it in each snapshot. If the water-site distance exceeds
3.5 A˚ from the GS, a new site is added at the position of the water site. This
process is iterated until convergence. Since the GSs do not carry labels,
water molecules can exchange between GSs. The GSs are defined by the
mean oxygen positions and characterized by the mean square deviation of
the position and by the occupancy of the site. The occupancy is computed as
the number of configurations in which a water molecule is assigned to the
GS divided by the total number of configurations.
Proximity analysis
The water structure at the protein-DNA interface was determined using the
method of proximity analysis (36,37). Proximity analysis assigns a proximal
region to each solute atom defined by Voronoi tessellation of the space
generated by the solute atoms. This is equivalent to partitioning the space by
the bisector planes of neighboring atoms. The proximity regions of solute
groups are the unions of the proximity regions of solute atoms forming the
group. The definition of the solute groups is flexible; they can be residues,
basepairs, grooves, or phosphate groups. This algorithm is based on
calculating quasicomponent distribution functions of solvent molecules
belonging to the proximity region of each group of the solute. The dis-
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tribution functions are computed from the snapshots generated by the simu-
lation of a given ensemble. The proximity radial distribution function gi(r) is
defined as the quasicomponent correlation function at distance r between
solute atom i and the solvents as,
giðrÞ ¼ ÆnRðrÞ=vðrÞæ=rbulk;
where nR(r) gives the number of waters whose distance r from the nearest
solute atom i falls into the interval [r, r 1 dr], v(r) is the volume of the
shell containing points nearest to solute atom i and falling into the interval
[r, r1 dr], and the symbol,. . . signifies an average over the snapshots of





Energy of specific water sites
The energy associated with a site was evaluated as the average of the in-
teraction energies between the water and the protein-DNA complex cal-
culated for all the waters contributing to that site. The energy associated with
a given region (e.g., minor groove) was calculated as the average of the
energies of all sites in that region, weighted by their occupancies.
Computational details
The noncognate and cognate models were placed in a rectangular cell with
the dimensions 84 A˚3 84 A˚3 84 A˚ for ESG and 93 A˚3 62 A˚3 75 A˚ for
BHM, respectively. The protein-DNA systems were equilibrated for 107
Monte Carlo steps by adjusting the B parameter to reach an average density
in the outer 5 A˚ layer (considered to be bulk phase) comparable to that of
liquid water. Then a production run for 107 Monte Carlo steps was
conducted for both complexes. During the production run, the bulk phase
density was found to vary around 1.001 6 0.003 g/ml for the noncognate
complex and 0.998 6 0.002 g/ml for the cognate complex. The protein and
DNA conformations were kept fixed. The CB/GCE simulations were
performed with the MMC program (http://fulcrum.physiobio.mssm.edu/
;mezei/mmc) using the force field of CHARMM, version 22 (38). Waters
were represented by the TIP3P model (39). Nonbonded interactions were
treated under the minimum image convention for the solute-water
interactions, based on distances from the residue centers to the water
oxygen, and water-water interactions were cut off at 10.0 A˚.
RESULTS
Comparison of simulated and crystallographic
water positions
To assess the reliability of our calculations, water positions
generated by CB/GCE simulations were compared to the
water sites observed in the crystal structure of cognate and
noncognate BamHI complexes. In the crystal structure of the
BHM model with the specific GGATCC sequence, 97 water
molecules out of the total 215 are found in the interface
region, defined as a box of 35 A˚ 3 40 A˚ 3 30 A˚ centered at
the protein-DNA interface that could accommodate the cen-
tral eight basepairs and the active site. All of the 97 waters
have been successfully located by the CB/GCE calculations
with an RMS deviation of 1.2 A˚. Unlike for the noncognate
complex (vide infra) the simulation has found no additional
sites. This is consistent with the tight packing between the
protein and DNA in the specific complex and the low ther-
mal factors of the observed waters.
In the noncognate complex (ESG), 579 fully occupied
crystallographic water positions were observed. We ex-
tracted water molecules from the 107 configurations col-
lected during the simulation and filtered those that belong to
the protein-DNA complex using the recently developed
circular variance criteria (40). This analysis produced 4795
GSs of which 2603 sites were fully occupied and 1338
additional sites had occupancy above 0.5. GSs are found at
578 out of the 579 crystallographically observed water sites.
The GSs are in excellent agreement with the crystallographic
water positions with an RMS deviation of 1.3 A˚. The
convergence of the simulations was tested by locating GSs
using the waters in the interface region (within a box of 35 A˚
3 40 A˚ 3 30 A˚) independently for the two sets of 5 3 106
configurations collected during the simulation. In either set,
787 GSs could be determined with an average RMS of 0.9 A˚.
If all 107 configurations are analyzed, 795 water sites could
be located. These waters sites are quite stable; 786 positions
are occupied in more than half of the configurations. These
GSs correspond to 149 out of the 150 water positions in the
same region of the crystal structure with RMS deviation of
1.4 A˚.
The good agreement between the computed and the ex-
perimental water positions in this complex and also in
previous studies (32,33,41) demonstrate the robustness of
the CB/CGE technique in generating fully hydrated models
of crystallographic structures. Application of CB/CGE simu-
lations to noncognate protein-DNA complexes is particularly
useful due to the large number of solvent molecules that
cannot be located at the protein-DNA interface due to their
high mobility.
Water structure around noncognate and cognate
substrates in complex with BamHI
To investigate sequence effects on local water distribution
and discern its possible role in sequence discrimination, hy-
dration patterns around specific and noncognate complexes
have been analyzed. To this end, the proximity radial dis-
tribution functions and the corresponding running coordina-
tion numbers of the interfacial waters obtained in CB/GCE
simulations were computed in both noncognate and specific
complexes (Fig. 1). For g(R) around the phosphates, see Sup-
plementary Material.
The radial distribution functions in the grooves of the
specific BHM_GS complex are mostly limited to the first
two hydration shells, whereas in the noncognate ESG_GS
complex they extend almost to a distance of 10 A˚ due to the
larger separation between the protein and the noncognate
sequence. The GC3 and CG6/TA6 basepairs neighboring the
scissile phosphate group are exceptions because the minor
groove faces the bulk, resulting in a continuous radial
Water in Protein-DNA Recognition 905
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distribution function till 10 A˚. In both the specific and the
noncognate complexes, the phosphates pointing toward the
protein (P2, P3, and P10–P12) are surrounded by a single
hydration shell. For the phosphates facing the solvent (P6,
P7, P14, P15), the g(R)s show several additional hydration
layers, which are not well structured with the exception of
P13 in the middle of the cognate sequence.
The running coordination numbers of the water molecules
computed for the first hydration shell (up to 3.5 A˚) along the
six basepairs of the recognition sequence in BHM_GS and
ESG_GS models are presented in Table 1. The coordination
numbers in the first two hydration shells are summarized
in the Supplementary Material. The noncognate ESG_GS
complex retains a full hydration layer around the recognition
FIGURE 1 Radial distribution functions (g(R)) and running coordination numbers (K(R)) of waters around the major and minor groove of the recognition
sequence of specific (bold line) and noncognate (thin line) substrates in complex with BamHI.
906 Fuxreiter et al.
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sequence with the exception of the phosphates, whereas the
tight BHM_GS complex is significantly dehydrated espe-
cially at the major groove that contacts the protein. The
major groove of the noncognate complex is also more de-
hydrated than the minor groove by nine water molecules.
The total coordination number computed for the in-
dividual basepairs shows variations along the recognition
sequence in both complexes, although in opposite directions.
In the specific complex, a maximal hydration is observed for
the basepairs 39 to the scissile bond (GC3 and CG6), whereas
the corresponding correct site in the noncognate structure
(GC3) exhibits a minimal coordination number. The hydra-
tion pattern is perturbed around the star site (TA6); the
running coordination number is greater by 1.6 water mole-
cules than that of the correct site. This suggests that water
distribution at the protein-DNA interface may be dependent
on the actual DNA sequence.
Water structure in both the minor and major grooves
shows sequence dependent variations (Fig. 2). It suggests
that in a loosely associated protein-DNA complex, the water
distribution is determined by the DNA sequence even in the
groove that faces the protein. In the major groove of the
specific complex, the basepairs neighboring the scissile phos-
phates from the 39 side (GC3 and CG6) are the most solvent
exposed, whereas in the noncognate complex the corre-
sponding basepairs (GC3 and TA6) are the least hydrated. In
the specific complex, waters in the major groove next to the
scissile phosphate occupy the position of the catalytically
essential metal ion cofactor and also fill the space that is
required for the conformational changes during the catalytic
reaction. Partial dehydration of the basepairs 39 to the cleav-
age site suggests that GC3 and TA6 are the most exposed to
form contacts with the protein.
Since the protein and DNA coordinates were kept fixed in
the CB/GCE run, the asymmetry of the two subunits in the
specific complex is also reflected in the water structure
obtained from the simulation. Due to the contact of the DNA
toAsp-196 of the R subunit, the minor groove of the first half-
site is less hydrated in the specific complex and the maximum
hydration is shifted from the GC3 to GC2. We expect that in
the fully functional state of BamHI, where no such minor
groove contact is present in either subunit (29), the minor
groove of both basepairs 39 to the scissile phosphates has the
highest number of coordinated water molecules.
Indirect interactions with the phosphates are important for
stability of the specific complex, the formation of which
results in exclusion of most of the waters from the hydration
shells of those phosphates that contact the protein (P2–P5 of
the first strand and P13–P15 of the second strand). The few
remaining water molecules form a single hydration shell with
a low (0–2) coordination number around the phosphates,
TABLE 1 Number of water molecules around the minor groove, major groove, and phosphates along the DNA basepairs of the
cognate (BHM_GS) and noncognate (ESG_GS) complex in the first solvation shell (up to 3.5 A˚)
Major grove Minor groove Phosphate strand 1 Phosphate strand 2 Total
BHM_GS ESG_GS BHM_GS ESG_GS BHM_GS ESG_GS BHM_GS ESG_GS S(BHM) S(ESG)
GC2 (P2,P15) 1.7 7.1 6.2 8.8 0.0 2.8 4.6 3.8 12.5 22.5
GC3 (P3,P14) 2.1 5.0 4.4 6.2 1.5 2.1 5.4 4.5 13.4 17.8
AT4 (P4,P13) 2.0 6.6 1.0 7.2 1.0 0.8 1.9 5.5 5.9 20.1
TA5 (P5,P12) 0.1 7.0 2.3 8.3 0.2 1.6 0.0 1.1 2.6 18.0
CG6,TA6 (P6,P11) 3.2 5.4 6.4 7.9 1.9 3.8 0.8 2.3 12.3 19.4
CG7 (P7,P10) 2.0 5.8 3.7 7.7 4.0 4.3 0.7 3.4 10.4 21.2
S 11.1 36.9 24.0 46.1 8.6 15.4 13.4 20.6 57.1 119.0
FIGURE 2 Coordination numbers (K(R)) of water molecules in the first
(up to 3.5 A˚, n) and the first two hydration shells (up to 5.5 A˚,:) (A) in the
major groove and (B) in the minor groove along the basepairs of the
recognition sequence. Values referring to the specific sequence are con-
nected by straight lines, whereas those computed for the noncognate se-
quence are connected by dash-dotted lines.
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which participate in the indirect interactions. In the non-
cognate complex the contacts between the protein and DNA
are restricted to water mediated interactions with the phos-
phates, mostly at the correct first half-site. Therefore P2–P5
and P13–P15 are also less hydrated than the other phosphates
facing the solvent, but their hydration is increased compared
to that in the specific complex (Table 1). The difference be-
tween the specific and noncognate complex is most pro-
nounced at the star site with the G/A substitution (1.5
water molecules).
Differences in hydration of the recognition
sequence between the cognate and
noncognate complex
Water release is one of the major driving forces of specific
complex formation between the protein and a DNA, and the
concomitant entropy increase makes a major contribution to
the free energy of binding (42,43). We found that local water
structure is influenced by a single basepair substitution in the
recognition sequence. We analyze the effect of this sub-
stitution on the amount of released water in the formation of
the specific complex.
Running coordination numbers (presented in Table 1)
computed for the first and the first two solvation shells of the
specific BHM_GS complex have been subtracted from those
obtained for the noncognate ESG_GS complex. In total, the
first solvation shell of the noncognate complex contains 62
waters more than that of the specific complex, whereas in-
cluding the second solvation shell, 97 more waters can be
found. We propose that the additional water molecules are
released into the bulk in the process of specific complex
formation, i.e., upon transition from the noncognate to the
cognate structure. During this transition, 26 water molecules
are displaced from the first hydration shell of the major
groove and 22 from the minor groove. Phosphates of the two
strands contribute to water release almost an equal amount of
seven waters each. Water release from the minor groove
might be overestimated due to the contact between the R
subunit of BamHI and the first half-site of the substrate in the
specific complex.
Due to the perturbation in local water structure, the amount
of water released shows considerable variations along the
recognition sequence (Fig. 3). Largest hydration changes of
14–15 water molecules are associated with the middle two
basepairs (AT4 and TA5), whereas the smallest difference of
4.5 water molecules can be observed at the correct scissile
site (GC3). Interestingly, on the corresponding star site of the
sequence (TA6), the hydration difference is larger by 2.5
water molecules than at the correct site, indicating that water
release is affected at single basepair level. Sequence de-
pendent variations in hydration are more pronounced when
the second solvation shell is also taken into account (Fig. 3
B); changes in solvation around the correct and the star site
increase to 3.5 water molecules.
Energetics of interfacial water molecules in the
noncognate complex
We have shown that the formation of a high affinity complex
requires the displacement of more water molecules from the
incorrect site of the recognition sequence than from the
correct site. However, energetic requirements of replacing
water molecules by protein groups are determined by the
interaction energies of the waters with the specific site to
which they are coordinated. In an attempt to elucidate
whether interaction energies can discriminate between the
correct and the star site, we have computed the solute-solvent
interaction energies of water molecules around the grooves
and phosphates of the recognition sequence (Table 2).
Clearly, solute-solvent energies are dependent on the se-
quence and thus they might serve as the energetic basis for
sequence discrimination. In the major groove, interaction
energies of the waters are strongest with the middle basepair
AT4, predicting the importance of this basepair for stability
of the complex, but are almost equal for the correct and the
star site (GC3 and AT6, respectively). Solute-solvent energies
of the scissile phosphates of the correct and the star site
clearly show a difference: the interaction energy of P11 is
FIGURE 3 Difference between the coordination numbers computed for
the major groove (n), minor groove (d), first strand phosphates (:), second
strand phosphates (;), and total (¤) of each basepair of the recognition
sequence (A) in the first hydration shell (up to 3.5 A˚) and (B) in the second
hydration shell (up to 5.5 A˚).
908 Fuxreiter et al.
Biophysical Journal 89(2) 903–911
               dc_488_12
lower by 2.9 kcal/mol than that of the corresponding phos-
phate on the first half-strand (P3), suggesting that it is more
difficult to replace the water molecules around the scissile
phosphate of the star site than around the correct site.
Interestingly, the interaction energies of the opposite phos-
phates (P6 and P14) with the surrounding water molecules
also differ from each other by 1.6 kcal/mol. Phosphates of
the central basepairs (P4 and P12) that contact BamHI have
lowest interaction energies in agreement with their role as
clamps in the high affinity complex with a full 12 basepair
DNA (29).
DISCUSSION
Water is an essential participant in macromolecular binding
and it can contribute to recognition in several ways. Complex
formation is initiated by interactions between partners of
protein-protein or protein-DNA molecules with fully hy-
drated surfaces. During the process, specific bound waters
are expelled from the interface leading to burial of the con-
tact surfaces. Several water molecules, however, may remain
trapped at the interface and serve to mediate interactions
between the macromolecules. Interfacial water molecules in
specific complexes not only act as linkers, but they have also
been shown to buffer electrostatic repulsion between neg-
atively charged groups of protein and DNA (44).
Both crystallographic and computational evidences show
that hydration around the free DNA is mostly local and
correlates with the groove width (45–49). Thus water distri-
bution is sequence dependent: in general CG basepairs are
more hydrated than AT basepairs. Major groove hydration
patterns were proposed to offer the possibility for sequence
recognition (45–49). Since the protein-DNA interface in
nonspecific complexes is almost fully hydrated, we hypoth-
esize that water structure around the DNA in such complexes
is also determined by its sequence. This could offer a se-
quence dependent control of the amount of water released
during transformation of the loose (nonspecific) to the tight
(specific) form and thus regulate the local entropic con-
tribution of a given DNA sequence to the binding energy.
The presence of a protein, however, can perturb the water
structure around the DNA. The extent of the perturbation of
the water structure around the DNA by BamHI in non-
cognate sequences could be characterized by comparing the
hydration pattern found in this work with the hydration
pattern around uncomplexed DNA—this comparison is the
subject of future work.
Interfacial water structure in noncognate complexes has
not been characterized so far. To deduce the role of local
water structure in sequence discrimination, we have com-
pared the water distribution around cognate and noncognate
sequences in complex with the BamHI protein. The question
we focused on was whether local solvent structure around
the individual basepairs in the loose protein-DNA complex
can reflect perturbations in the recognition sequence. To this
end, fully hydrated models of both complexes were gen-
erated using CB/GCE simulations, and water distributions
around grooves and phosphates have been compared for the
specific and noncognate substrates. Since neither in the
specific nor in the noncognate complex does BamHI bend the
DNA upon binding, conformational effects on the hydration
pattern were not analyzed.
We demonstrated the robustness of the CB/GCE tech-
nique by reproducing all but one of the experimentally
determined waters and showed the usefulness of the tech-
nique for locating highly mobile water molecules that cannot
be resolved in the electron density map, thus complementing
crystallographic data on noncognate complexes. The reason
for missing the last crystallographic site could be either
a minor shortcoming of the potential parameter set or a minor
error in some of the heavy atom positions in the crystal
structure. Indeed, an additional use of the CB/GCE technique
could be to help refining both experimental structures and
potential parametrizations through the analysis of such
‘missed’ experimental sites.
Interfacial water structure around individual basepairs was
found to follow a sequence dependent distribution in both
specific and noncognate BamHI complexes. This suggests
that DNA hydration in a loosely associated noncognate
complex is in principle determined by the basepair series,
thus serving as a ‘‘fingerprint’’ of the given sequence.
Variations along the grooves of the six basepairs of the
recognition sequence are in opposite directions in the two
complexes: although basepairs 39 to the scissile phosphates
(GC3 and CG6) have the highest number of coordinated
water molecules in the specific complex, they are least hy-
drated in the noncognate complex. Since the noncognate
complex represents an intermediate during the conversion
TABLE 2 Average solute-solvent energies (kcal/mol) of water molecules bound in the minor groove, major groove, and phosphates
of the noncognate recognition sequence (ESG_GS)
Major groove Minor groove Phosphate I Phosphate II
GC2 (P2,P15) $7.55 6 0.55 $13.85 6 0.95 $13.27 6 0.42 $16.43 6 0.43
GC3 (P3,P14) $7.58 6 0.43 $9.78 6 0.47 $12.65 6 0.45 $15.1 6 0.37
AT4 (P4,P13) $12.74 6 0.50 $9.30 6 0.32 $16.81 6 0.97 $14.01 6 0.32
TA5 (P5,P12) $7.03 6 0.36 $10.65 6 0.44 $15.63 6 0.64 $17.02 6 0.85
CG6,TA6 (P6,P11) $7.32 6 0.41 $11.33 6 0.52 $13.51 6 0.36 $15.55 6 0.53
CG7 (P7,P10) $7.16 6 3.1 $13.51 6 0.71 $17.02 6 0.43 $12.28 6 0.34
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from the nonspecific to the tight complex (18), the partial
dehydration of the basepairs 39 to the scissile phosphates in
the noncognate complex can indicate their role as first con-
tact points in the formation of the tight complex (50).
Sequence dependent variations of the water coordination
numbers in both the specific and noncognate complexes re-
sult in sequence dependent modulation of the number of
water molecules that are released between the loose and tight
complex forms. Most waters are released from the middle
basepairs and thus will provide the largest entropy contri-
bution to the free energy of binding in agreement with their
role as clamps in the high affinity complex with a full 12
basepair DNA (29). We also found that waters are most
strongly associated with the major groove and phosphate of
these sites. Basepairs 39 to the scissile phosphates release the
smallest number of water molecules, thus they are not likely
a key factor in stabilizing the specific complex. We must
note, however, that the presence of metal ions can change
this observation, although specific binding by BamHI can be
achieved even in the absence of metals. There is a clear
difference of 2.5 water molecules in the first hydration shell
and 3.5 waters in the second hydration shell between the
water release from the correct and the star site. We can
conclude that sequence dependence of interfacial water
structure can locally control the number of released water
molecules and can be used for discriminating between cor-
rect and star sites. Generalization of this ‘‘fingerprint’’ hy-
pothesis would require analysis of more such nonspecific
complexes. This is currently in progress in our laboratory.
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Abstract. Type II restriction endonucleases are compo-
nents of restriction modification systems that protect 
bacteria and archaea against invading foreign DNA. Most
are homodimeric or tetrameric enzymes that cleave DNA
at defined sites of 4–8 bp in length and require Mg2+ ions
for catalysis. They differ in the details of the recognition
process and the mode of cleavage, indicators that these
enzymes are more diverse than originally thought. Still,
most of them have a similar structural core and seem to
share a common mechanism of DNA cleavage, suggest-
ing that they evolved from a common ancestor. Only a
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few restriction endonucleases discovered thus far do not
belong to the PD…D/ExK family of enzymes, but rather
have active sites typical of other endonuclease families.
The present review deals with new developments in the
field of Type II restriction endonucleases. One of the
more interesting aspects is the increasing awareness of
the diversity of Type II restriction enzymes. Nevertheless,
structural studies summarized herein deal with the more
common subtypes. A major emphasis of this review will
be on target site location and the mechanism of catalysis,
two problems currently being addressed in the literature.
Key words. Protein-nucleic acid interaction; facilitated diffusion; DNA recognition; DNA cleavage; mechanism of
phosphodiester bond hydrolysis; evolution; protein engineering.
Introduction
Restriction endonucleases are components of restriction
modification (RM) systems that occur ubiquitously
among bacteria, archaea [1, 2] and in viruses of certain
unicellular algae [3]. Their main function is to defend
their host against foreign DNA. This is achieved by cleav-
ing incoming DNA that is recognized as foreign by 
the absence of a characteristic modification (N4 or C5
methylation at cytosine or N6 methylation at adenine) at
defined sites within the recognition sequence. The host
DNA is resistant to cleavage as these sites are modified.
Additional functions have been attributed to restriction
enzymes, including maintenance of species identity
* Corresponding author.
among bacteria [4] and generation of genetic variation [5,
6]. Restriction endonucleases of Chlorella viruses may
have a nutritive function by helping degrade host DNA or
preventing infection of a cell by another virus [3]. Certain
types of RM systems can also be considered as selfish
DNA elements [7, 8]. In general, bacteria and archaea 
harbour numerous RM systems. For example, in Heli-
cobacter pylori more than 20 putative RM systems, 
comprising greater than 4% of the total genome, havebeen
identified in two completely sequenced H. pylori strains
[9]. Several types of restriction endonucleases exist that
differ in subunit composition and cofactor requirement.
Commonly, four types are distinguished [10]. 
Type I restriction enzymes consist of three different 
subunits, HsdM, HsdR and HsdS, that are responsible for
modification, restriction and sequence recognition, 
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respectively. The quaternary structure of the active Type I
restriction enzyme is HsdM2HsdR2HsdS. Type I enzymes
require ATP, Mg2+and AdoMet for activity. They interact
in general with two asymmetrical bi-partite recognition
sites, translocate the DNA in an ATP-hydrolysis depen-
dent manner and cut the DNA distal to the recognition
sites, approximately half-way between two sites. Typical
examples are EcoKI, EcoAI, EcoR124I and StySBLI,
which represent Type IA, IB, IC and ID subtypes, respec-
tively [11–14].
Type III restriction enzymes consist of two subunits only,
Mod (responsible for DNA recognition and modification)
and Res (responsible for DNA cleavage). Active nucleases
have a Mod2Res2 stoichiometry, require ATP and Mg2+ for
activity and are stimulated by AdoMet. They interact with
two head-to-head arranged asymmetrical recognition
sites, translocate the DNA in an ATP-hydrolysis depen-
dent manner and cut the DNA close to one recognition
site. Typical examples are EcoP1I and EcoP15I [12–14].
Type IV restriction enzymes recognize and cleave methy-
lated DNA. As such they are not part of an RM system.
The best-studied representative is McrBC, which consists
of two different subunits, McrB and McrC, responsible
for DNA recognition and cleavage, respectively. McrBC
recognizes DNA with at least two RC sequences at a vari-
able distance, containing methylated or hydroxymethy-
lated cytosine in one or both strands. For DNA cleavage
GTP and Mg2+ are required; cleavage occurs close to one
of the two RmC sites [12–14].
This review will deal with Type II restriction endonu-
cleases with a particular focus on the structure and 
mechanism of these enzymes. For previous reviews see
references [15–20].
Diversity of Type II restriction endonucleases
As of 29 October 2004, REBASE (http://rebase.neb.com/
rebase/rebase.html) lists 3707 restriction enzymes: 59
Type I, 3635 Type II, 10 Type III and 3 Type IV. The 
predominance of Type II enzymes certainly is biased by
their usefulness for recombinant DNA work. The analysis
of published genome sequences suggests a somewhat
more even distribution among putative RM systems: 
approximately 29% Type I, 45% Type II, 8% Type III and
18% Type IV [R. Roberts, personal comm.].
Type II restriction endonucleases differ from the Type I,
III and IV enzymes by a more simplified subunit organi-
zation. They are usually homodimeric or homotetrameric
enzymes that cleave DNA within or close to their recog-
nition site and do not require ATP or GTP. With only one
exception known to date (see below), they require Mg2+
as cofactor.
Orthodox Type II enzymes are homodimers that recognizes
palindromic sequences of 4–8 bp in length, and cleave
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DNA within this sequence in both strands, producing 
3¢-hydroxyls and 5¢-phosphate ends. Some recognize 
discontinuous palindromes, interrupted by a segment of
specified length but unspecified sequence. The DNA
fragments produced have ‘blunt’ or ‘sticky’ ends with 
3¢- or 5¢-overhangs of up to 5 nucleotides (there is a 
single known example of an enzyme producing a 7-nu-
cleotide 3¢-overhang: TspRI (CASTGNN/)). Most of the
restriction enzymes used for recombinant DNA work
[21–23] belong to this subtype, which is called Type IIP
(P for –palindromic) according to the accepted nomencla-
ture [10]. Many Type II restriction endonucleases have
properties different from the Type IIP enzymes, for which
EcoRI (recognition sequence G/AATTC) and EcoRV
(GAT/ATC) are the best-known and best-studied repre-
sentatives. The current nomenclature tries to group the
Type II restriction enzymes according to properties that
are unique to the respective subtype. However, as will be
seen, overlap cannot be avoided. This is the consequence
of the great diversity among Type II restriction endonu-
cleases.
Type IIA enzymes recognize asymmetric sequences. An
interesting member of this subtype is Bpu10I [CCT-
NAGC(-5/-2)], a dimer of non-identical subunits, each of
which is responsible for cleavage of one strand of the
DNA: 5¢-CC/TNAGC-3¢ and 5¢-GC/TNAGG-3¢ [24].
These enzymes are ideal precursors for the generation of
nicking enzymes.
Type IIB enzymes cleave DNA at both sides of the 
recognition sequence, an example being BplI
[(8/13)GAGNNNNNCTC(13/8)]. BplI cleaves the top
strand 8 nucleotides before and 13 nucleotides after the
recognition sequence, while the bottom strand is cleaved
13 nucleotides before and 8 nucleotides after the recogni-
tion sequence [25]. 
Type IIC enzymes have both cleavage and modification
domains within one polypeptide. One of the first discov-
ered was BcgI [(10/12)CGANNNNNNTGC(12/10)],
which has a very unusual functional organization: it has
an A2B quaternary structure [26] with both endonuclease
and methyltransferase domains in the A subunit and the
target recognition domain located in the B subunit [27].
BcgI illustrates the problem of the nomenclature of Type
II restriction endonucleases, as it is also a Type IIB 
enzyme. 
Type IIE enzymes need to interact with two copies of
their recognition sequence for efficient cleavage, one
copy being the target for cleavage, the other serving as an
allosteric effector [28–30]. The best-studied examples
with respect to structure and function are EcoRII
(/CCWGG) [31-36] and NaeI (GCC/CGG) [37-41]. It is
interesting to note that the removal of the effector domain
of EcoRII converts this Type IIE enzyme into a very 
active Type IIP enzyme [34]. Sau3AI (/GATC), in the 
absence of DNA a monomer with two similar domains,
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dimerizes in the presence of DNA and then functions as a
Type IIE enzyme, with a catalytic site and an allosteric 
effector site [42].
Type IIF enzymes are typically homotetrameric restric-
tion endonucleases that also interact with two copies of
their recognition site, but cleave both of them in a more
or less concerted manner [28, 30, 43, 44]. Well-studied
examples are Cfr10I (R/CCGGY) [45-47], NgoMIV
(G/CCGGC) [47, 48] and SfiI (GGCCNNNN/NGGCC)
[49, 50]. SgrAI (CR/CCGGYG), although a dimer in 
solution, assembles into a functional tetramer upon DNA
binding [51, 52]. 
Type IIG enzymes, similar to and essentially a subgroup
of Type IIC enzymes, have both cleavage and modification
domains within one polypeptide. They are in general
stimulated by AdoMet, but otherwise behave as typical
Type II enzymes, though most are also Type IIS enzymes
(see below). A well-studied example is Eco57I [CT-
GAAG (16/14)] [53, 54]. Type IIG enzymes are very
promising for the engineering of restriction endonucle-
ases with new specificities, as shown first for Eco57I
[55].
Type IIH enzymes behave like Type II enzymes, but their
genetic organization resembles Type I RM systems. AhdI,
for example, recognizes the sequence GACNNN/NNGTC,
but its companion methyltransferase consists of two 
modification and two specificity subunits [56].
Type IIM enzymes recognize a specific methylated 
sequence and cleave the DNA at a fixed site. The best-
known representative is DpnI (GA/TC), which cleaves
Gm6ATC, Gm6ATm4C and Gm6ATm5C, yet not GATC,
GATm4C, GATm5C or certain hemimethylated sites. Note
the difference between Type IIM and Type IV enzymes
(such as McrBC), which do not cleave DNA at a fixed
site. Many restriction enzymes are more or less tolerant to
methylation (see, for example, [57]). For Type IIM 
enzymes the methyl group is an essential recognition 
element.
Type IIS enzymes cleave at least one strand of the target
DNA outside of the recognition sequence [28, 30, 58]. 
One of the best-known Type IIS enzymes is FokI
(GGATG(9/13) [59], which like many other Type IIS en-
zymes [60, 61] interacts with two recognition sites before
cleaving DNA. Type IIS enzymes are active as homodi-
mers and, from what is currently known, are composed of
two domains, one responsible for target recognition and 
the other for catalysis (also serving as the dimerization 
domain). This is apparent from the crystal structure of FokI
[62] and from biochemical studies of BfiI [63]. Type IIS
enzymes have been used for the creation of rare restriction
sites (‘Achilles’ heel cleavage [64]) and more recently for
the generation of chimeric nucleases [65, 66] as well as
strand-specific nicking endonucleases [67].
Type IIT enzymes are heterodimeric enzymes. A recently
characterized representative is BslI (CCNNNNN/NNGG),
which is composed of two different subunits. The func-
tional restriction endonuclease presumably is a a2b2
tetramer [68]. Several of these enzymes have been used to
generate nicking enzymes, viz. BbvCI, BsaI, BsmAI,
BsmBI and BsrDI [69].
Some Type II restriction enzymes only nick DNA. DNA
nicking endonucleases were found in Bacillus stearother-
mophilus, for example Nt.BstNBI and Nt.BstSEI
(GAGTCN4/) [70, 71], and in Chlorella viruses, for exam-
ple Nt.CviPII (/CCD) and Nt.CviQXI (R/AG) [72, 73]. 
Nt stands for Nicking enzyme with top strand cleavage 
activity. These nicking enzymes are very useful for the
isothermal amplification of DNA. 
Many Type II restriction enzymes have not yet been char-
acterized in detail, and for quite a number of enzymes it
is not known whether they belong to Type IIP, E or F. 
Quaternary structure analysis of the active enzyme and
testing against substrates with one or two copies of the
recognition sequence are required to determine if the 
enzyme needs to bind to two sites and, if so, how many
phosphodiester bonds are cleaved per turnover. Such a
study was carried out for seven Type II restriction enzymes
that all recognize the same sequence (GGCGCC) but
cleave it at four different positions, for example
isoschizomers (cleavage at the same position) and
neoschizomers (cleavage at different positions): BbeI,
EgeI, Mly113I, EheI, KasI, NarI and SfoI. SfoI, EgeI and
EheI were found to be Type IIP enzymes, Mly113I and
BbeI are Type IIF enzymes (with mechanistic peculiari-
ties), NarI can be considered an unorthodox Type IIE 
enzyme with a preferential nicking activity and its
neoschizomer KasI appears to be an unorthodox Type IIP
enzyme with a preferential nicking activity. It was 
concluded from this study that the range of cleavage
modes is larger than typically imagined, as is the number
of enzymes needing two recognition sites [74].
Three dimensional structures of Type II 
restriction endonucleases
Crystal structure information is available for 16 Type II
restriction endonucleases of the PD…D/ExK superfam-
ily and seven other nucleases belonging to this family
(table 1). Figure 1A shows 9 structures of free restriction
endonucleases, and figure 1B shows 13 structures of 
specific enzyme-DNA complexes. A comparison of these
crystal and co-crystal structures illustrates that these 
enzymes have a similar core which harbours the active
site (one per subunit) and which serves as an important
structure stabilization factor (‘stabilization centre’) [75].
This core comprises a five-stranded mixed b-sheet
flanked by a-helices [76]; the second and third strand of
the b-sheet serve as a scaffold for the catalytic residues of
the PD…D/ExK motif. The fifth b-strand can be parallel
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Table 1. Crystal structures of Type II restriction endonucleases of the PD…D/ExK family and related enzymes.
Enzyme Subtype Recognition site Catalytic residues PDB code (reference)
EcoRI-like 
BamHI IIP GØCTAGG Asp94;Glu111;Glu113 1BAM (apo) [146], 1BHM (+ spec. DNA) [211], 2BAM 
(+ spec. DNA, Ca2+), 3BAM (product, Mn2+) [154], 1ESG 
(+ non-spec. DNA) [212]
BglII IIP AØGATCT Asp84;Glu93;Gln95 1ES8 (apo) [213], 1DFM (+ spec. DNA, Ca2+), 1D2I 
(+ spec. DNA, Mg2+) [147]
BsoBI IIP CØPyCGPuG Asp212;Glu240;Lys242 1DC1 (+ spec. DNA) [134]
Bse634I IIF PuØCCGGPy Asp146;Glu212;Lys198 1KNV (apo) [192]
Cfr10I IIF PuØCCGGPy Asp134;Glu204;Lys190 1CFR (apo) [45]
EcoRI IIP GØAATTC Asp91;Glu111;Lys113 1ERI (+ spec. DNA) [214], 1QC9 (apo), 1QPS
(product, Mn2+), 1CL8 (+ mod. DNA), 1QRH (R145K) 
(+ spec. DNA), 1QRI (E144D) (+ spec. DNA)
EcoRII IIE ØCCWGG Asp299;Glu337;Lys324 1NA6 [36]
FokI IIS GGATGN9ØNNNN≠ Asp450;Asp467;Lys469 2FOK (apo) [62], 1FOK (+ spec. DNA) [78]
MunI IIP CØAATTG Asp83;Glu98;Lys100 1D02 (D83A) (+ spec. DNA) [141]
NgoMIV IIF GØCCGGC Asp140;Glu201;Lys187 1FIU (product, Mg2+) [48]
Related to EcoRI
TnsA (Tn7transposase) Glu63;Asp114;Lys132 1F1Z (Mg2+) [215]
EcoRV-like
BglI IIP GCCNNNNØNGGC Asp116;Asp142;Lys144 1DMU (+ spec. DNA, Ca2+) [155]
EcoRV IIP GATØATC Asp74;Asp90;Lys92 1RVE (apo) [130], 1AZ3, 1AZ4 (apo) [216], 4RVE (+ spec. 
DNA) [130], 1B95 (+ spec. DNA) [217], 1AZ0 (+ spec. DNA,
Ca2+) [216], 1B94 (+ spec. DNA, Ca2+) [217], 1EOO (+ spec. 
DNA) [169],1RVA (prod, Mg2+) [168],
1BSS (T93A) (+ spec. DNA, Ca2+) 
[219],1B96 (Q69E) (+ spec. DNA), 1B97 (Q69L) (+ spec. 
DNA) [217], 1SUZ (K92A) (+ spec. DNA, Mg2+), 1SX8 
(K92A) (+ DNA, Mn2+), 1STX, 1SX5 (K38A) (product, Mn2+),
[159], 1BSU, 1BUA (+ mod. DNA) [218], 1RV5 (+ interrupted
DNA) [220], 1EO3, 1EON (+ mod. DNA) [169], 2RVE (+ non-
spec. DNA) [130],1RVB (+ non-spec. DNA, Mg2+) [168] 
HincII IIP GTPyØPuAC Asp114;Asp127;Lys129 1KC6 (+ spec. DNA) [117] 1TW8 (+ spec. DNA, Ca2+) [157],
1HXV (prod, Mg2+) [158], 1XHU 
(product Mn2+) [158],
MspI IIP CØCGG Asp99;Asn117;Lys119 1SA3 (+ spec. DNA) [79]
NaeI IIE GCCØGGC Asp86;Asp95;Lys97 1EV7 (apo) [39], 1IAW (+ spec. DNA) [40]
PvuII IIP CAGØCTG Asp58;Glu68;Lys70 1PVU (apo) [221], 1K0Z (apo) (Pr3+), 1H56 (apo) (Mg2+) 
[222], 1PVI (+ spec. DNA) [223], 1EYU (+ spec. DNA, pH 
4.6) [156], 1F0O (+ spec. DNA, Ca2+, crosslinked, pH 7.5) 
[156], 2PVI (+ mod. DNA) [224], 3PVI (D34G) (+ spec. DNA
[219], 1NI0 (Y94F) 
Related to EcoRV
l-exonuclease non-specific Asp119;Glu129;Lys131 1AVQ [225]
RecB endonuclease non-specific Asp1067;Asp1080;Lys1082 1W36 [226]
S.solfataricus structure specific Asp42;Glu55;Lys57 1HH1 [227]
Hjc resolvase
MutH ØGATC Asp70;Glu77;Lys79 1AZO, 2AZO [81]
T7 endonuclease I structure specific Asp55;Glu65;Lys67 1FZR (E65K) [228]
1M0I [229]
1M0D (Mn2+) [229]
VSR endonuclease CØTWGG Asp51 1VSR [82]
1CW0 [83]
1OGD [230]
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(as in EcoRI) or antiparallel (as in EcoRV) to the fourth
strand [39] (fig. 2). Based on structural differences, in
particular the topology of secondary structure elements
and the arrangement of the subunits, the enzymes of the
PD…D/ExK superfamily of Type II restriction endonu-
cleases can be divided into an EcoRI and EcoRV branch
[39, 77]. Enzymes that belong to the EcoRI branch
(BamHI, BglII, Bse634I, BsoBI, Cfr10I, EcoRI, EcoRII,
FokI, MunI, NgoMIV) usually approach the DNA from
the major groove [77], recognize the DNA mainly via an
a-helix and a loop (a-class [39]) and in general produce
5¢-staggered ends. Enzymes of the EcoRV branch (BglI,
EcoRV, HincII, NaeI, MspI, PvuII) usually approach the
DNA from the minor groove [77], use a b-strand and a b-
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Figure 1. Crystal structures of Type II restriction endonucleases. (A) free enzymes: BamHI (1BAM), BfiI [V. Siksnys, unpublished], BglII
(1ES8), Bse634I (1KNV), Cfr10I (1CFR), EcoRII (1NA6), EcoRV (1RVE), FokI (2FOK), NaeI (11EV7), PvuII (1PVU); (B) specific 
restriction endonuclease – DNA complexes: BamHI (2BAM), BglI (1DMU), BglII (1DFM), BsoBI (1DC1), EcoRI (1ERI), EcoRV (4RVE),
FokI (1FOK), HincII (1KC1), MspI (1SA3), MunI (1DO2), NaeI (1IAW), PvuII (1PVI), NgoMIV (1FIU). a-helices are indicated in red, 
b-strands in blue. Note that Bse634I, Cfr10I and NgoMIV are homotetrameric enzymes, EcoRII and NaeI as Type IIE enzymes have an extra 
domain and FokI and MspI are monomeric enzymes in the co-crystal.
A B
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like turn for DNA recognition (b-class [39]) and in gen-
eral produce blunt or 3¢-staggered ends. Both FokI [62,
78] and MspI [79] are monomers in the crystal. While
FokI is known to dimerize on the DNA [80], the quater-
nary structure of MspI in its functional state is not yet
known; however, analytical ultracentrifuge experiments
show that in solution it exists in monomer-dimer equilib-
rium. Two nucleases of the PD…D/ExK superfamily,
MutH and Vsr, are monomers in the crystal [81–83] and
presumably are active as monomers, since both cleave
only one strand of their DNA substrate.
Orthodox Type II restriction endonucleases are dimers of
identical subunits that are composed of a single domain
(with subdomains being responsible for DNA recognition,
DNA cleavage and dimerization). The Type IIE enzymes
(EcoRII [36] and NaeI [39, 40]) and the Type IIS enzymes
(FokI [62, 78]) have a two-domain organization. These
enzymes have a catalytic domain typical of the
PD…D/ExK superfamily and a DNA binding domain
that, in the case of the Type IIE enzymes, serves as an 
effector domain, and in the case of the Type IIS enzymes
is responsible for DNA-recognition. The DNA-recogni-
tion domain of FokI and the effector domain of NaeI 
resemble the helix-turn-helix-containing DNA binding
domain of the catabolite gene activator protein (CAP)
[39, 78]. Whereas it was originally believed that the 
effector domain of EcoRII has a novel DNA recognition
fold [36], comparison with the structure of the Type IIS
enzyme BfiI (see below) shows that it rather resembles
the DNA-recognition domain of BfiI [V. Siksnys, 
personal comm.].
For a long time it seemed as if all Type II restriction 
endonucleases belonged to the PD…D/ExK superfamily.
The first enzyme that was unequivocally demonstrated
not to be a member of this family was BfiI, a Type IIS 
enzyme [84] that does not require Mg2+ for DNA cleav-
age. Based on sequence similarity with a non-specific 
nuclease from Salmonella typhimurium, BfiI is consid-
ered to be a member of the phospholipase D superfamily
[85]. BfiI is a homodimer with one catalytic centre [86]
which is used to cut two DNA strands within one binding
event [87]. The crystal structure of BfiI is shown in 
figure 1A.
There is bioinformatic evidence that a few other restriction
enzymes do not belong to the PD…D/ExK superfamily,
but rather are related to the H-N-H and GIY-YIG families
of homing endonucleases [88–90]. KpnI, which has an 
H-N-H sequence motif [91], unlike all other restriction 
enzymes known is active in the presence of Ca2+, whereas
in the presence of Mg2+ or Mn2+ it shows a degenerate
specificity [92]. It is noteworthy that the H-N-H homing
endonuclease I-CmoeI is also active with Ca2+ [93].
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Figure 2. Topologies of the Type II restriction endonucleases EcoRI, EcoRII (catalytic domain), EcoRV and MspI. EcoRI and EcoRII 
belong to the a-family (EcoRI family), EcoRV and MspI to the b-family (EcoRV family); both have a central five-stranded b-sheet. The
amino acid residues of the PD…D/ExK motif are located on the second and third strand, of this b-sheet. Whereas in the a-family the fifth
strand is parallel to the fourth strand it is antiparallel in the b-family. The location of the PD…D/ExK motif is indicated in the topology 
diagram. a-helices are shown in light grey, b-strands in dark grey. The central five-stranded b-sheet is shaded grey.
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Target site location
To bind to DNA restriction enzymes have to ‘open’ their
DNA binding site. In several cases, however, structural
information of the free enzyme implies that the DNA
binding site does not appear to be sufficiently open to 
allow DNA binding. Whereas in most instances the 
enzymes make their binding sites accessible in a ‘tong-
like’motion, which is perpendicular to the DNA axis (e.g.
BamHI, EcoRV, PvuII), BglII uses a ‘scissor-like’motion,
which is parallel to the DNA axis [94]. The question
arises whether restriction enzymes oscillate between
closed and open states, or whether the open state is 
induced by association of enzyme with DNA. For EcoRV
it was demonstrated that there is an ‘external binding’
site, which when occupied by DNA may open the gate of
the ‘inner’ DNA binding site [95].
All restriction endonucleases face the problem of effi-
ciently finding their specific site in the presence of a huge
excess of non-specific sites, to which they can also bind
although with a much lower affinity [96]. EcoRI was the
first restriction enzyme for which evidence was presented
that it makes use of facilitated diffusion for target site 
location [97–99]. Facilitated diffusion is a very effective
process that not only speeds up target site location by a
factor > 10 [98], but also increases the processivity of 
restriction endonucleases [99] and accelerates the disso-
ciation from the specific site after cleavage [97]. Under
optimum conditions restriction endonucleases can scan
~106 bp in one binding event; due to the random move-
ment on the DNA, the effective distance scanned is
~1000 bp [98].
Three principally different, but not mutually exclusive,
mechanisms can account for the efficiency of target site
location by DNA-binding proteins: (i) ‘sliding’; (ii)
‘jumping’ or ‘hopping’; and (iii) intersegment transfer
[100–104]. 
Sliding (also called linear or one-dimensional diffusion)
implies that the protein stays bound to the DNA after the
first encounter and moves along the DNA by a random
movement, following the pitch of the double helix until it
finds its specific site or dissociates [105, 106]. This
means that specific sites tend to not be overlooked by a
restriction enzyme sliding along the DNA. During linear
diffusion the non-specific binding mode is not given up
and the water layer around DNA and protein, characteris-
tic for the non-specific binding mode, remains largely 
intact (the number of water molecules sequestered in
non-specific complexes is not known; for EcoRI it was
estimated that in the transition from non-specific to 
specific complex ~100 water molecules are released at
the protein-DNA interface [107]). Small ligands binding
to the major (e.g. triple-helix forming oligodeoxynu-
cleotides) or minor groove (distamycin, netropsin) of DNA
are likely to pose a major obstacle for sliding. An alterna-
tive model has been proposed for sliding, which envis-
ages movement on the surface of the DNA [108].
Jumping or hopping is normal (three-dimensional) diffu-
sion that takes into account that the chance of reassocia-
tion of a DNA binding protein to the DNA molecule close
to the site it has dissociated from is much greater than 
associating with another DNA molecule or a distant site
on the same molecule. During jumping or hopping the
non-specific binding mode is given up and the water layer
characteristic for the free DNA and the free protein is 
re-formed. Jumping and hopping does not follow the
pitch of the double helix, meaning that specific sites
along the DNA can be overlooked during hopping, 
depending on the step size. Small ligands binding to
DNA, such as intercalating drugs, minor groove binders
or triple-helix forming oligodeoxynucleotides, should
not pose a major obstacle for jumping or hopping.
Intersegment transfer is only possible for proteins that
have two DNA binding sites. If the DNA is released from
one binding site, the enzyme still remains bound to the
DNA with the other binding site and can bind to the same
DNA molecule at a distant location via its free DNA
binding site. Binding of DNA to both DNA binding sites
will produce loops in the DNA. Intersegment transfer is 
a particularly efficient way of covering large distances 
exceeding the persistence length of DNA. Due to steric
constraints intersegment transfer is not an effective
means for covering small distances in search of a specific
site. Intersegment transfer is unlikely to be inhibited by
small or even large DNA binding ligands.
The efficiency of facilitated diffusion can be easily tested
by measuring the dependence of the rate of cleavage of 
a single-site substrate on the length of the DNA under 
conditions where target site location is limiting for cleav-
age [98, 105, 109]. Alternatively, one can measure the
processivity of a restriction endonuclease in cleaving a
second site on the same DNA molecule [99, 110–113]. It
must be pointed out that there is an important principal
difference between studies measuring directly the rate of
target site location and those measuring the degree of 
processivity (which are influenced by the rate of dissoci-
ation from the target site after cleavage). The results 
obtained with these two types of measurements may but
need not correlate. 
There is agreement based on such experiments that 
restriction enzymes use facilitated diffusion to locate
their target site. It is an open question, however, what the
relative contributions of sliding and hopping are. Presum-
ably, both one- and three-dimensional pathways are 
involved [102, 114], yet to what extent depends on the
conditions, in particular Mg2+ concentration and ionic
strength [99, 109], but also on the structure of the DNA
binding site of the restriction enzyme. PvuII, EcoRV and
BsoBI, which have an open, half-closed and fully closed
DNA binding site (see also fig. 1A), respectively, make
CMLS, Cell. Mol. Life Sci. Vol. 62, 2005 Review Article 691
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use of facilitated diffusion to different extents: BsoBI >
EcoRV >> PvuII [M. Specht, W. Wende and A. Pingoud,
unpublished]. The importance of sliding can be deduced
from the finding that triple-helix formation over 16 bp 
interferes with efficient target site location [105] and
from the fact that an EcoRV molecule whose DNA binding
site has been closed by a cross-link after non-specific
binding to a circular DNA molecule is perfectly able to
find and cleave its specific site after addition of Mg2+
[95]. In addition, during linear diffusion specific sites 
are not overlooked [105, 109, 115], which is most easily 
explained by sliding as a major determinant for facilitated
diffusion. On the other hand, experiments with catenated
circular DNA molecules demonstrate that jumping and
hopping are also of importance for efficient target site 
location [111]. 
Non-specific (NS1) as well as specific DNA binding 
proteins (Myb, serum response factor) were shown to 
interfere with facilitated diffusion [98, 105]. This raised
the question whether facilitated diffusion is of impor-
tance in vivo. Experiments in which phage restriction by
EcoRV variants that differed in their ability to slide along
the DNA was determined clearly showed that EcoRV
makes use of facilitated diffusion in vivo [116].
For two enzymes, BamHI and EcoRV, structural informa-
tion is available for the free enzyme, the non-specific 
enzyme-DNA complex (for BamHI the non-specific
complex is a complex with an oligodeoxynucleotide with
a sequence differing in one base pair from the recognition
sequence; for EcoRV the non-specific complex is a com-
plex with two stacked octadeoxynucleotides), the specific
enzyme-DNA complex and an enzyme-product complex
(fig. 3). The non-specific complex presumably closely
reflects the structure of the complex that slides along the
DNA, whereas the specific complex crystallized in the
presence of Ca2+ can be considered as resembling the 
enzyme-substrate complex. Our understanding of the
mechanism of DNA recognition by Type II restriction 
endonucleases is mainly due to the structure analyses of
such complexes, with additional thermodynamic and 
kinetic analyses employing enzyme variants (e.g. Horton,
Otey et al. [117]) and chemically modified substrates
(e.g. Kurpiewski, Engler et al. [118]).
Recognition
The recognition process in general consists of conforma-
tional adaptations of protein and DNA with water and
counter-ion release at the protein-DNA interface [119].
This results in a favourable DH contribution from direct
protein-DNA recognition interactions and a favourable
DS contribution from water and counter-ion release,
likely to compensate the unfavourable DS contribution
due to the immobilization of amino acid side chains at the
protein-DNA interface [120]. Major distortions of the
DNA will decrease the favourable DH contribution 
because of base-pair destacking. Still, in several instances
specific complex formation of restriction endonucleases
with their DNA substrate is associated with kinking or
bending of the DNA (e.g. EcoRI [121]; EcoRV [122]).
The ease with which a DNA sequence can be distorted at
a defined site upon interaction with a restriction endonu-
clease can be used for the recognition process. For exam-
ple, the central TpA step in the EcoRV recognition 
sequence is sharply bent upon specific interaction with
EcoRV; a TpA step is more flexible and easier to unstack
than other dinucleotide steps [123]. This may explain
why EcoRV needs only a single hydrophobic contact per
subunit (between the methyl groups of Thr186 and the
692 A. Pingoud et al. Type II restriction endonucleases
Figure 3. Comparison of the crystal structures of the free enzyme
(top), the non-specific complex, the enzyme-substrate and the 
enzyme-product complex (bottom) for the Type II restriction 
endonucleases EcoRV (left) and BamHI (right).
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central thymine of the recognition sequence GATATC) to
recognize the central two base pairs. Introducing a distor-
tion in the free DNA, which is normally only obtained in
the presence of the enzyme, can lead to very powerful 
inhibitors [124]. Interestingly, some restriction endonu-
cleases require the presence of the divalent metal ion 
cofactor Mg2+ (or its analogue Ca2+) for specific binding,
as first shown for EcoRV [125, 126]. For MunI, it was
demonstrated that the Ca2+ dependence of specific bind-
ing is relieved at low pH or by replacing the active site
carboxylates with alanine, suggesting that the unproto-
nated carboxylates at the active site repel the DNA and
prevent specific complex formation [127, 128]. This 
cannot be the complete explanation for EcoRV, because
replacing the active site carboxylates by alanine does not
relieve the Mg2+ dependence for specific binding [129]
but rather suggests that Mg2+ binding sites distant from
the active site must exist and are required for specific
binding [17]. The structure of the specific EcoRV-DNA
complex crystallized in the absence of divalent metal ions
had all the features of a recognition complex [130], 
including the pronounced bending of the DNA by ~50°,
as also determined in solution for an inactive EcoRV 
variant in the presence of Mg2+ [131]. A recent FRET
study, however, demonstrated that in solution EcoRV
does not bend its DNA substrate in the absence of divalent
metal ions [132], suggesting that in the case of EcoRV
crystal packing forces favoured a high-energy complex
resembling the recognition complex that in solution is not
populated in the absence of divalent metal ions. It would
be interesting to know whether a similar result would be
obtained for HincII, which in the crystal bends the DNA
by ~45° in the absence of divalent metal ions [133].
Inspection of the available co-crystal structures of specific
restriction enzyme-DNA complexes allows the following
generalizations to be made regarding the structural 
aspects of the recognition process:
1) Most enzymes that produce blunt ends (such as
EcoRV) or sticky ends with 3¢-overhangs (such as BglI)
approach the DNA from the minor groove (HincII ([133]
is the only exception so far!), whereas enzymes that pro-
duce sticky ends with 5¢-overhangs (such as EcoRI) con-
tact the DNA from the major groove. 
2) Specific DNA-binding is accompanied by more or less
pronounced distortions of the DNA that bring functional
groups of the DNA into positions required for optimal
recognition, but also position the scissile phosphates vis
à vis the catalytic centre and the 3¢-proximal phosphates
such that they can support phosphodiester bond hydrolysis.
Specific DNA binding is accompanied by conformational
changes in the protein that involve structuring regions
that are unstructured in the free enzyme or in the non-
specific complex [in BamHI the C-terminal nine amino
acid residues, which are a-helical in both the free enzyme
and the non-specific complex, unfold and make contacts
to the minor groove (R-subunit) and the sugar-phosphate
backbone (L-subunit), respectively]. These conforma-
tional changes often involve a repositioning of the subunits
and of the subdomains. In the specific complex the DNA
is partially (e.g. PvuII: 157 amino acid residues/subunit)
or as in most cases fully (e.g. BsoBI: 323 amino acid
residues/subunit) encircled by the restriction endonucle-
ase. BsoBI is an extreme case as it forms a tunnel around
its DNA substrate [134]. Unique among restriction 
endonuclease-DNA complexes is the intercalation of
amino acid residues into the DNA double helix, as 
observed for HincII, where glutamine side chains (one
from each subunit) penetrate the DNA on either side of
the recognition site [133]. 
3) The formation of a highly co-operative hydrogen bond
network is a characteristic feature of the specific protein-
DNA complex of restriction endonucleases. This hydro-
gen bond network comprises contacts to the bases (‘direct
read-out’) as well as to the sugar-phosphate backbone
(‘indirect readout’). A majority of the possible hydrogen
bonds, mostly direct but also water-mediated, are formed
to the edges of the bases in the major groove (e.g. BamHI:
14/18; BglII: 12/18 [94]) and often in the minor groove
(e.g. BamHI: 6/12; BglII: 10/12 [94]), most of them are
direct, but a few are water-mediated. In addition, van der
Waals interactions and hydrophobic contacts are formed
to the bases of the recognition sequence. The phosphates
of the backbone of the recognition sequence are engaged
in Coulombic interactions (e.g. BamHI: 8; BglII: 6 [94])
and in many mostly water-mediated hydrogen bonds (e.g.
BamHI: 28; BglII: 36 [94]). In general, several non-
contiguous chain segments of a restriction enzyme are 
involved in direct and indirect readout. Whereas most of
the specific contacts are between one subunit and one
half-site of the palindromic recognition sequence, a few are
directed to the other half-site. A characteristic feature of
the recognition process is its high redundancy; this perhaps
is the major reason why efforts to change the specificity of
Type II restriction endonucleases by rational protein design
by and large have been unsuccessful [135, 136].
Coupling between recognition and catalysis
Coupling between recognition and catalysis is one of the
least-understood aspects of the enzymology of Type II 
restriction endonucleases. What one would like to know
is how residues involved in direct and indirect readout
communicate with the catalytic centres and trigger con-
formational changes that are required for the initiation of
phosphodiester bond cleavage. Crystal structure analyses
together with molecular dynamics simulations on one
side and detailed thermodynamic and kinetic studies on
the other side are required to supply the information
needed to develop a chemically and structurally satisfac-
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tory model of the path from the ground state to the tran-
sition state. However, crystal structures can be mislead-
ing, especially when they represent inactive complexes.
This was the case with EcoRV, where until recently only
inactive complexes with the divalent metal ion cofac-
tor(s) in non-productive position could be crystallized
[122].
Coupling between recognition and catalysis also means
co-ordination of the two catalytic centres. It has been 
established for most Type II restriction enzymes that they
cleave the two strands of their double-stranded substrate
in a concerted manner. Insight into this coupling was pro-
vided by heterodimer experiments with EcoRV, in which
amino acid residues involved in recognition or catalysis
were substituted only in one subunit [137]. These experi-
ments clearly showed that the substitution of an amino
acid residue responsible for base recognition in one half-
site of the palindromic recognition sequence dramatically
reduces cleavage activity of the heterodimeric variant.
This means that there is a cross-talk between amino acid
residues involved in a base-specific contact in one sub-
unit with the catalytic centres of both subunits. This guar-
antees that DNA cleavage is only initiated when all base
specific contacts have been made. It is very likely that in
EcoRV this crosstalk is mediated by the interaction be-
tween the tips of the two recognition loops [130]. In con-
trast, substitution of an amino acid residue of the catalytic
centre did not affect the activity of the catalytic centre of
the other subunit; neither did amino acid substitutions of
several residues involved in indirect readout [138, 139].
Similar results were obtained for PvuII using a single-
chain variant [140]. Intersubunit crosstalk in EcoRI is
mediated by Glu144 and Arg145 [121]. These residues
are part of the 137–145 segment that is responsible for
most of the base-specific contacts in EcoRI. Arg145 in
each subunit (A) is hydrogen bonded through its guani-
dino group to Glu144 of the other subunit (B) forming a
ringlike structure involving the peptide backbones
144A–145A and 144B–145B and the side chains
Arg145A–Glu144B and Arg145B–Glu144A (‘crosstalk
ring’ [118]). A very similar arrangement is seen in the co-
crystal structure of MunI with Glu120 and Arg121 [141].
Mechanism of phosphodiester bond hydrolysis
Phosphodiester bond hydrolysis by Type II restriction 
endonucleases follows an SN2-type mechanism, which is
characterized by inversion of configuration at phospho-
rous [142, 143]. The general mechanism of phosphodi-
ester hydrolysis comprises three steps: (i) the preparation
of the attacking nucleophile by deprotonation,
H2O + B + R¢-O5¢-(PO2)–-O3¢-R¢¢ Æ
OH– + BH+ + R¢-O5¢-(PO2)–-O3¢-R¢¢
(ii) the nucleophilic attack of the hydroxide ion on the




(iii) the departure of the 3¢ hydroxyl leaving group:
-O5¢-(PO3)2–-O3¢- + H2O Æ
R¢-O5¢-(PO2)-O–- + HO3’-R¢ ¢ + OH–
To achieve efficient catalysis, all three steps require an
assisting group: (i) a base to deprotonate the water 
molecule; (ii) a Lewis acid that stabilizes the pentavalent 
transition state with two negative charges; and (iii) an
acid that protonates the leaving 3¢-oxyanion. The mecha-
nism of restriction endonuclease catalysis can only be 
described if these groups are identified. 
The catalytic centres of Type II restriction endonucleases
generally contain a PD…D/ExK motif [77, 144, 145].
The negatively charged side chains serve to ligate a 
divalent metal ion cofactor, usually Mg2+ that is obliga-
tory for catalysis. Lysine that is often considered as a 
general base candidate, however, is not strictly con-
served; for example, in BamHI it is replaced by glutamate
[146], and in BglII by glutamine [147]. The major con-
troversy regarding the mechanism of DNA cleavage by
restriction endonucleases is about the number of divalent
metal ions involved in the catalytic process. This is at-
tributable to some crystal structures having one divalent
cation, while others have two divalent cations associated
with the catalytic centre, or that the divalent metal ions
are located in different positions, or that individual sub-
units in a crystal differ in divalent metal ion occupancy
[17, 148]. The mechanistic models for DNA cleavage by 
restriction endonuclease are based on the number of
metal ions involved in the reaction. Accordingly, three
mechanisms with several variations were proposed 
(fig. 4). 
One-metal ion mechanism
This mechanism requires a single metal ion at the active
site that stabilizes the developing negative charge 
during the nucleophilic attack. The deprotonation of the
attacking water molecule is accomplished by the phos-
phate group that is 3¢ to the scissile bond. This mecha-
nism is, therefore, often referred to as substrate-assisted
[149]. It is supported by co-crystal structures with a 
single divalent metal ion at the active site (EcoRI [121],
BglII [147]) and results of cleavage experiments with
modified substrates, containing phosphorothioate or
methylphosphonate substitutions at the phosphate 3¢ to
the scissile phosphate [118, 149–151], which lead to an
almost complete loss of cleavage activity.
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Two-metal ion mechanism
This mechanism is adapted from the mechanism first put
forward for the Escherichia coli DNA polymerase I 5¢-
3¢exonuclease reaction [152, 153], where two divalent
metal ions are used to accelerate the phosphodiester bond
hydrolysis reaction. One of the metal ions is responsible
for lowering the pKa of a neighbouring water molecule,
facilitating its deprotonation. Both metal ions are required
to stabilize the doubly charged pentavalent transition
state: they should lie in parallel with the apical direction
of the trigonal bipyramide, one interacting with the oxygen
of the nucleophile that forms the bond with the phospho-
rous, while the other interacts with the leaving 3¢-oxyanion
group. This ideal arrangement, when the metal ions are
located ~4 Å from each other, is the most efficient to 
reduce the electrostatic repulsion between negative
charges that accumulate at the transition state. This mech-
anism is supported by various co-crystal structures of
pre-reactive and post-reactive complexes (BamHI [154],
BglI [155], NgoMIV [48] and PvuII [156]). HincII is a
problematic case; in the presence of Ca2+ only one metal
ion is seen in the pre-reactive complex [157], whereas in
the post-reactive complex two Mg2+ or Mn2+ ions are pre-
sent [158]. The authors favour a two-metal ion mechanism.
Three-metal ion mechanism
Although no crystal structure with three metal ions bound
is available, based on the different positions of the metal
ions at the EcoRV active site a catalytic mechanism using
two metal ions in three different positions has been pro-
posed (Horton and Perona [159]). The metal ion in site I,
which corresponds to site I or A in the two-metal ion
mechanism, facilitates the formation of the nucleophilic
hydroxide, whereas the metal ion in site III, which corre-
sponds to site II or B in the two-metal ion mechanism,
provides the major contribution to stabilisation of the
transition state of the nucleophilic attack step. Initially
metal site III is occupied, and this metal ion is shifted
later to position II. This metal ion is also proposed to 
reduce the pKa of a water molecule that protonates the
leaving 3¢-oxyanion. 
The generalization of any of the three models for all 
restriction enzymes is hindered by conflicting experi-
mental results. Direct involvement of the 3¢ phosphate in
the generation of the attacking nucleophile can be argued
based on the high pKa shift (~6 pH units) that is required
for the phosphate to act as a general base [160], providing
~8 kcal/mol unfavourable contribution to the activation
barrier of the reaction. Furthermore, substitution of phos-
phates that are 4–5 bp away from the cleavage site still 
affect catalysis, suggesting an electrostatic control rather
than a direct involvement of these groups in catalysis
[151]. The stringent geometric criteria for the arrange-
ment of metal ions in the two-metal ion mechanism may
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Figure 4. Three models proposed for the mechanism of phosphodi-
ester bond cleavage by Type II restriction endonucleases. (A) 
One-metal-ion mechanism. One metal ion is bound at the active site
and helps to lower the pKa of the neighbouring water molecule and
stabilizes the transition state of the nucleophilic attack. The nucle-
ophile is generated from the precursor water molecule by the phos-
phate 3¢ to the scissile phosphate. (B) Two-metal-ion mechanism. Two
metal ions are located at the active site parallel to the apical direction
of the pentavalent transition state. The OH– is generated by a general
base, lysine or glutamic acid. Both metal ions are important to reduce
the electrostatic repulsion at the transition state, by ligating the 
incoming O and leaving O3¢ atoms. (C) Three-metal-ion mechanism.
Three positions are occupied by the two metal ions during the reac-
tion, although only two of them are catalytically important. The metal
ion in site I is bound to the attacking water molecule and facilitates its
deprotonation, whereas metal ion III is dominant in transition state
stabilization. Metal ion II has mostly a structural role.
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not be fulfilled in the active site of all restriction enzymes.
In any case, EcoRI shows no evidence so far of binding a
second metal ion at the catalytic centre. The major draw-
back of the three-metal ion mechanism is that the catalyti-
cally relevant positions I and III have never been observed
occupied by divalent metal ions simultaneously [159].
In addition to the ambiguity in the number of divalent
metal ions that are essential for catalysis, the identity of
the general base that stabilizes the attacking nucleophile
is also a matter of debate. Besides the 3¢ phosphate that
has been proposed in the one-metal ion mechanism to 
abstract a proton from the nucleophilic water molecule,
several other candidates have been suggested. Lysine,
present in the active site of most restriction enzymes,
could deprotonate the water molecule if its pKa is reduced
by ~3 pH units. On the one hand, it is difficult to ratio-
nalize such a drop of the lysine pKa in the proximity of the
negatively charged sugar-phosphate backbone and the
negative side chains of the carboxylates in the active site.
On the other hand, a positively charged lysine can reduce
the free energy of deprotonation by interacting favourably
with the OH– ion. Glu113 in BamHI in the corresponding
position to lysine in the PD…D/ExK motif [154] has also
been proposed to help in the formation of the nucleophile.
Mutating the side chains that can participate in the nucle-
ophile preparation step in EcoRV could not identify the
general base unequivocally [117, 122]. Alternatively, 
besides protein residues, another water molecule can also
be involved in the deprotonation step. The energetic
analysis of all possible mechanisms of the nucleophile 
activation step has only been performed for BamHI using
computer simulation approaches [161]. This study con-
cluded that the deprotonation by a second water molecule
connected to the bulk solvent is the most favourable
mechanism, wherein the metal ion acts to lower the pKa
of a neighbouring water molecule. Recent molecular 
dynamics simulations on the active site of EcoRI support
this hypothesis [118].
As mentioned above, Type II restriction endonucleases
(with the few exceptions mentioned) have the same 
catalytic motif, the PD…D/ExK motif (in BamHI lysine
is replaced by glutamic acid; in BglII by glutamine; both
could function like lysine to position the attacking nucle-
ophile by a hydrogen bond). The main problem is whether
cleavage by restriction endonucleases can be described
by a uniform catalytic mechanism in spite of the conflict-
ing structural and biochemical data. In an attempt to 
develop a general catalytic model, some fundamental
considerations will be introduced for consistent analysis
of the different catalytic schemes. The catalytic effect of
restriction enzymes will first be defined, and then the 
dependence of the catalytic effect on divalent metal
cations will be investigated separately for the two reaction
steps (generation of the nucleophile, stabilisation of the
pentavalent transition state). In addition to rationalizing
the divalent metal ion requirement of restriction endonu-
cleases, this approach also helps to identify the main 
catalytic factors, including the number of essential diva-
lent metal ions needed for the cleavage reaction. In the
following we will use the assumption that phosphodiester
hydrolysis by restriction endonucleases follows an asso-
ciative pathway with the rate-limiting step being the 
attack of the nucleophile on the phosphate instead of the
dissociation of the 3¢-hydroxy group [162].
The schematic energy diagram for phosphodiester 
hydrolysis catalysed by a restriction enzyme compared to
the reaction in water is shown in figure 5. The values of
the reference reaction were deduced as follows: the free
energy of the activation of the nucleophile is obtained as
DG = 2.3RT [pKa(H2O)-pKa(B)]
where pKa(B) corresponds to the pKa value of the general
base that can be an amino acid residue or another water.
In this case a glutamate has been considered. Since we
want to examine only the difference between the enzyme
and solution environment, the same reactants are consid-
ered in water as in the enzyme, and the free energy of
bringing them into the same solvent (reacting) cage has
been added to the free energy of the solution reaction
[163]. The activation energy for proton transfer in water
is taken from the work of Guthrie [160]. The activation
energy for the nucleophilic attack on the phosphorous by
a hydroxide ion is taken from the same reference [160].
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Figure 5. Free-energy profile of phosphodiester hydrolysis in water
(black) and ‘on’ the protein (hatched). Assuming an associative
mechanism, two reaction steps, the deprotonation of the water mol-
ecule to generate the nucleophile (state II) and the nucleophilic at-
tack (leading to formation of a pentavalent intermediate, state III)
are considered. The total activation energy (DG‡) is obtained as the
sum of the free energy of proton transfer (DGPT) and the activation
free energy of the nucleophilic attack (Dg‡). Assuming the same
mechanism for the solution reaction, the catalytic effect is defined
as the difference between these terms in protein and water, respec-
tively: (DDG‡)p-w = (DDGPT)p-w + (DDg‡)p-w. The numbers refer to a
possible general base mechanism, the involvement of glutamic acid
in the first step. The magnitudes (in Rcal/mol) are derived from [160].
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Following the assumption that the attack of the nucle-
ophile on the scissile phosphate is the rate-limiting step
(associative mechanism), the total activation energy of
the reaction is composed of two terms:
DG‡ = DGPT + Dg‡
where DGPT is the free energy of proton transfer, and Dg‡
is the free energy of activation of the nucleophilic attack.
In water, DGPT is 21 kcal/mol if OH– is involved to 
abstract the proton [164, 165] and the free energy of this
step is reduced by 5 kcal/mol if a glutamate is employed
as a base. The energy of activation of the attack of OH– on
the phosphate (Dg‡) has been measured as 33 kcal/mol
[160]. The total free energy of activation (DG‡) therefore
is 54 kcal/mol for the stepwise reaction if OH– is used as
a reactant and 49 kcal/mol if a glutamate residue is used
as the base. We have to note that in water the energy barrier
of the hydrolysis of a phosphodiester by a neutral water
molecule is more favourable, with a total activation barrier
of DG‡ = 36 kcal/mol [160]. To elucidate the enzymatic
effect properly, the reference reaction must have the same
mechanism as that of the enzyme. Hence the activation
energy of the enzymatic reaction is calculated as in water
as the sum of the free energy of the deprotonation and the
activation energy of the nucleophilic attack steps:
(DG‡)p = (DGPT)p + (Dg‡)p
It allows for a straightforward definition of the catalytic
effect of the enzyme
(DDG‡) p–w = (DG‡)p – (DG‡)w = [(DGPT)p – (DGPT)w] +
[(Dg‡)p – (Dg‡)w]= (DDGPT)p–w + (DDg‡)p–w
where superscript p and w correspond to the protein-
catalyzed reaction and the reaction in water, respectively.
In addition to defining the catalytic effect quantitatively,
this approach allows the separate analysis of the catalytic
factors that facilitate the two reaction steps. 
The rate of phosphodiester hydrolysis in restriction 
endonucleases is ~0.1 s–1 [16], giving an activation bar-
rier of 19 kcal/mol. Hence the barrier for phosphodiester 
hydrolysis is reduced by ~30 kcal/mol compared to the
corresponding reference reaction in water. The total 
catalytic effect of 30 kcal/mol is due to the stabilization
of the attacking hydroxide (DDGPT)p–w, as well as the 
stabilization of the pentavalent transition state (DDg‡) p–w).
The relative magnitudes of these two effects regarding the
reduction of the overall energy barrier of the reaction,
however, are not available from direct measurements. 
The most straightforward way to get an estimate of these
relative contributions is to mutate side chains that inter-
fere with either the generation of the nucleophile or the
nucleophilic attack. Eliminating general base candidates
in various enzymes decreased the catalytic rate by at least
3–4 orders of magnitude (e.g. EcoRV: [117, 166]), thereby
increasing the overall energy barrier by 4–5.5 kcal/mol.
These results either mean that these enzymes hardly opti-
mize the energetics of the first reaction step or that the
candidate amino acid residues do not act as general bases,
and therefore the major contribution to nucleophile stabi-
lization is provided by other factors, e.g. the proximal 
divalent metal ion. 
Another way to assess the relative contributions of the two
reaction steps to the reduction of the overall activation
barrier is to determine the dependence of the (DDGPT)p–w
and (DDg‡)p–w terms on the divalent metal ion cofactors.
Restriction endonucleases require divalent metal cations
for catalysis, Mg2+ usually being the most efficient [167].
Ca2+, however, inhibits the reaction, despite the fact it has
been demonstrated to bind in a catalytically relevant 
position with the same octahedral geometry as Mg2+
(BamHI: [154]; EcoRV: [168, 169]), indicating that elec-
tronic rather than geometric factors are required for ion
selectivity [170]. Most phosphodiester hydrolyzing 
enzymes are optimized for Mg2+. Stapphylococcal nucle-
ase is one of the few exceptions that use Ca2+ instead of
Mg2+ to catalyze phosphodiester bond cleavage [171].
The metal ion selectivity of this enzyme has been ratio-
nalized by free-energy calculations with different metal
ions [170], and the conclusions that emerged from this
study will be applied for restriction endonucleases.
Let us start with the hypothesis that DGPT and Dg‡ depend
on the ion radius. It can be rationalized in the following
way. The energetic contribution of the enzyme to the sta-
bilisation of the ‘intermediates’ along the reaction path-
way such as the OH– nucleophile and the doubly charged
pentavalent phosphorane are sensitive to the ion size. In
general, smaller ions are more efficient in stabilizing both
intermediates than larger metal ions. On the other hand, if
the stabilization of OH– is larger than that of the pentava-
lent phosphorane intermediate, it can lead to overstabi-
lization or ‘trapping’ of the nucleophile by increasing the
barrier for the subsequent nucleophilic attack. Therefore,
the dependence of the overall energy barrier on the diva-
lent metal ion is determined by the relative sensitivities of
these two intermediates to the ion radius of the divalent
metal ion (ionic radii for octahedral geometry are for
Co2+: 0.79(low spin) – 0.89(high spin) Å; Mn2+: 0.81(low spin) –
0.97(high spin) Å; Mg2+: 0.86 Å; Zn2+: 0.88 Å; Ca2+: 1.14 Å
[172]). Among various ions tested (Ca2+, Sr2+, Ba2+, Eu3+,
Tb3+, Cd2+, Mn2+, Co2+ and Zn2+) only Mn2+ and Co2+,
other than Mg2+, supported DNA cleavage by PvuII
[173]. In the following we will denote the energy of the
nucleophile with EI and that of the pentavalent state by
EII. Four possibilities can be envisaged that would favour
divalent metal ions of different ionic radius: (i) EI is more
sensitive to the ion size than EII; this would favour large
ions due to nucleophile trapping problems; (ii) EI is less
CMLS, Cell. Mol. Life Sci. Vol. 62, 2005 Review Article 697
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sensitive to the ion size than EII; small ions would yield
minimal (DG‡)p; (iii) EI is more sensitive to smaller ions
and EII is more sensitive to larger ions; ions of medium
size would be preferred; and (iv) EI is more sensitive to
larger ions and EII is more sensitive to smaller ions. The
reaction would be fast either with small or with large
metal ions (depending on the ratio of the DGPT and Dg‡
terms) [170]. 
Thus, the metal ion selectivities are determined by the
delicate balance between the catalytic effect of the enzyme
on the generation of the nucleophile and the nucleophilic
attack. Applying the above considerations to restrictions
endonucleases allows concluding that Mg2+ is selected as
the optimal ion, if the energy of the pentavalent phospho-
rane is more sensitive to the ion size than that of the OH–
nucleophile and most likely (DDg‡)p–w is larger than
(DDGPT)p–w (such that even for case (iv) a small ion would
be favoured). The primary role of divalent metal cations
in restriction endonucleases is therefore to stabilize the
doubly charged pentavalent transition state and not to 
optimize the nucleophilic attack step. Why then is Ca2+
not as suited as Mg2+ to perform this task if the coordina-
tion geometries of the two metal ions are similar to each
other? Efficient stabilization of the pentavalent transition
state can be achieved if the charge transfer is small 
between the negative charges of the scissile phosphate
and the divalent metal ion, i.e. the phosphate carries 
almost two negative charges and the metal ion carries two
positive charges. In the presence of a strong charge trans-
fer (in an extreme case a whole charge), the favourable
electrostatic interactions that provide major stabilization
of the transition state are substantially reduced compared
to their values without the charge transfer. Depending on
the enzymatic environment, it can lead to the decrease of
the (DDg‡)p–w term by more than 10 kcal/mol that results
in an inactive enzyme. Computational studies in other 
enzymes demonstrated that Ca2+ ions are much more 
polarizable in this respect than Mg2+ ions [174]. Thus, if
the enzymatic effect is more important for the nucle-
ophilic attack than for the generation of the nucleophile
(that is, if (DDg‡)p–w is larger than (DDGPT)p–w), charge
transfer between Ca2+ and the doubly charged phospho-
rane would prevent catalysis. 
The preference of restriction enzymes for Mg2+ ions indi-
cates that the stabilization of the nucleophile is less 
dependent on the ion radius [case (ii), see above]. It sug-
gests that OH– may not be directly bound to the metal ion.
Although direct ligation of OH– would be energetically
most favourable if only the optimization of DGPT is con-
sidered, it increases the overall barrier by contributing 
unfavourably to the Dg‡ term by ‘trapping’ the nucle-
ophile. Nevertheless, even if OH– is not ligated to the 
cofactor, the metal ion is important to provide favourable
contribution to the stabilization of the nucleophile. Note
that tuning the pKa of a general base (even by 4 pH units)
can contribute to at most 5 kcal/mol to the (DDG‡)p–w term,
while the presence of a single metal ion can provide a
favourable contribution of 8 kcal/mol [161]. A contribution
by a second metal ion is considerably less, ~2 kcal/mol. It
suggests that for the generation of the nucleophile the
presence of one divalent metal ion is essential.
Restriction endonucleases need Mg2+ ions mainly for the
nucleophilic attack. The contribution of the metal ion(s)
to the reduction of the (DDg‡)p–w term has not been quan-
tified so far. The possible roles of the two metal ions have
been probed in BamHI by substituting glutamic acid by
lysine at position 77 and 113 [175]. The E113K mutant
excludes metal ion A binding from the active site [154,
176] and results in the inactivation of the enzyme. The
E77K mutation is likely to prevent metal ion B binding
[154], but yields a functional enzyme with reduced 
catalytic rate when combined with a substitution nearby
(R76K or P79T) [177]. These experiments suggest that
metal ion A that is located in the proximity of the nucle-
ophile and also coordinated to the scissile phosphate is a
key factor in catalysis, while metal ion B, which ligates
the O3¢ leaving group is more variable, i.e. it can improve
catalysis in some cases, but is not absolutely essential.
The variability of the second metal ion site could also 
explain why the two catalytic metal ion sites have never
been observed together in EcoRV [159].
Given the above considerations, the following general
ideas are put forward to explain the catalytic efficiencies
of restriction endonucleases. Based on the assumption
that the reaction follows an associative pathway, the gen-
eration of the OH– and the attack of the nucleophile on the
scissile phosphate have to be considered in our energetic
analysis. The dissociation of the leaving group has to be
included in the analysis only if it becomes rate limiting,
e.g. in mutant enzymes or in the absence of the metal
cation. Otherwise, the ability of the metal ion to facilitate
the dissociation step by lowering the pKa of the water that
protonates the 3¢-oxyanion is not important for the total
enzymatic effect. Thus, to provide a uniform catalytic
scheme for the mechanism of DNA cleavage by restric-
tion endonucleases, the energetic contribution of the
metal ion(s) to the reduction of the free energy of the gen-
eration of the nucleophile [(DDG‡) p–w] and to the stabi-
lization of the pentavalent transition state [(DDg‡)p–w] has
to be determined. Only with such a quantitative analysis
can a general catalytic model for restriction enzymes be
developed.
The preference of restriction endonucleases for Mg2+
shows that during evolution these enzymes were opti-
mized for stabilization of the pentavalent transition state
rather than for generation of the OH– nucleophile. Based
on mutagenesis results it has been found that even in a
case that is geometrically ideal for a two-metal mecha-
nism (in BamHI), the individual contributions of the
metal ions to the (DDg‡)p–w term are not equal. Replace-
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ment of the metal ion that is proximal to the nucleophile
results in an inactive enzyme while upon replacement of
the other the enzyme is still functional, indicating that
only one of the metal ions is obligatory for catalysis.
Computational analysis indicates that the free energy of
proton transfer in the nucleophile generation step is also
dominated by the contribution of one metal ion, even if
two are present in the active site. These observations sup-
port the hypothesis that the presence of one metal ion 
is essential for restriction endonuclease action, whereas 
the identity of another group that increases the catalytic 
efficiency (for example a second divalent metal ion as in
BamHI or, possibly, a histidine residue as in BsoBI) is
more variable. 
Based on the above results and considerations we propose
that a uniform mechanism could apply for all restriction
endonucleases of the PD...D/ExK family. This mecha-
nism requires at least one divalent metal ion. The pres-
ence of a second divalent metal ion can improve catalysis,
though the cleavage reaction can be performed in its 
absence as well. These considerations can rationalize why
two metal ions are observed at the active site of several 
restriction endonucleases. The single and double metal
ion mechanisms represent two alternative ways to facili-
tate phosphodiester bond hydrolysis [153]. If a single
metal ion is present, it is responsible for catalyzing both
reaction steps, stabilizing the OH– nucleophile as well as
the pentavalent transition state. To perform this task, the
ion has to be able to move during the reaction. If two
metal ions are available, the tasks can be divided, so less
movement is required. In any case the attacking water
molecule is proximal to the divalent metal ion held in
place by two carboxylates of the PD…D/ExK motif and
a main chain carbonyl (x of the PD..D/ExK motif). The
proton from the attacking water is transferred to a water
molecule nearby (which acts as general base) and eventu-
ally to the bulk solvent. The water molecules are hydrogen
bonded to the 3¢ phosphate and the lysine/glutamic
acid/glutamine of the PD..D/ExK motif. The metal ion
provides a favourable contribution to the stabilisation of
the nucleophile. In contrast to mechanistic conclusions
drawn in previous studies, divalent metal ion dependence
suggests that the OH– is not directly bound to the metal
ion, as this would lead to trapping of the nucleophile and
increase the barrier of the nucleophilic attack step. The
key role of the divalent metal ion is to stabilize the pen-
tavalent transition state. Leaving group stabilization is
not rate limiting for the chemical step. After phosphodi-
ester bond cleavage, the 3¢ oxyanion is likely to associate
itself with a divalent metal ion from the bulk solution (as
seen in post-reactive complexes of BamHI [154], HincII
[158] and NgoMIV [48]). Based on the preference of 
restriction endonucleases for Mg2+, we hypothesize that
these enzymes evolved to optimize the nucleophilic 
attack rather than the nucleophile generation step of the
phosphodiester cleavage reaction. The above model is
consistent with all experimental data known thus far.
If all type II restriction endonucleases of the PD…D/ExK
family follow a similar mechanism in phosphodiester
bond hydrolysis, why is it then that in co-crystal structures
of some Type II restriction endonucleases with their sub-
strate one divalent metal ion is seen while two divalent
metal ions are in others? An alternative explanation to
what is discussed above (variations of an essentially one-
metal mechanism) could be that co-crystal structures
with two divalent metal ions do not represent a pre-reactive
complex, but rather an inhibited complex. A similar con-
troversy existed with RNase H: crystallographic studies
of the RNase H domain of HIV-1 reverse transcriptase 
revealed two Mn2+ ions in the active site [178], whereas
the structurally related Escherichia coli RNase HI was
shown to bind only one Mg2+ [179]. It was later shown for
the E. coli enzyme that binding of one Mn2+ ion supports
activity, while binding of a second Mn2+ ion inhibits 
activity [180, 181]. This is readily apparent from mea-
surements of the Mg2+ or Mn2+ ion concentration depen-
dence of the rate of phosphodiester bond cleavage, which
show RNase HI activity to be optimal at Mg2+ or Mn2+ ion
concentrations of 1–10 and 0.001–0.1 mM, respectively,
and becomes progressively smaller at higher concentra-
tion. The Mg2+ dependence of the RNase activity of the
Methanococcus jannaschii RNase HII displayed the same
behaviour [182]. We have carried out similar experiments
with a variety of different Type II restriction endonucle-
ases, including EcoRI and NgoMIV, with essentially the
same result [V. Pingoud, unpublished]. We conclude from
these studies that the high concentrations of divalent
cations used in co-crystallization or soaking experiments
tend to lead to occupation of non-physiological Mg2+
ion binding sites, which would not be occupied in the 
pre-reactive complex at the physiological concentration
(~1 mM for Mg2+). Furthermore, the post-reactive state 
as seen in the crystal of BamHI [154], HincII [158] and
NgoMIV [48] is not necessarily a good analogue of the
transition state regarding metal ion occupancy: the addi-
tional negative charge at the newly formed 3¢-phosphate
is likely to attract a divalent ion, if present in high con-
centrations (e.g. 100 mM MgCl2 used to determine the
NgoMIV structure). The problem of charge neutraliza-
tion is illustrated in the NgoMIV-product complex by an
acetate ion bridging the two metal ions. Regarding the 
interpretation of electron densities during crystal structure
analysis, it has to be considered that divalent metal ion
binding may not be stoichiometric, meaning that two Ca2+
ions seen in two different positions in two individual 
protein molecules (each at a 1:1 stoichiometry) in the
crystal can be mistakenly regarded as two divalent metal
ions in two different positions bound to one protein 
molecule. Finally, the electron density attributed to a Ca2+
ion can be due to e.g. a Na+ ion, as was recently reported
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for a homing endonuclease of the LAGLIDADG family,
I-CreI. In the original report two Ca2+ ions were seen in
the pre-reactive complex of I-CreI, one per active site
[183]. In a later paper three Ca2+ ions were identified and
discussed in terms of a one-and-a-half-metal ion mecha-
nism, i.e. a two-metal ion mechanism, in which one diva-
lent metal ion is shared between two active sites [184,
185]. In the most recent publication, one of these Ca2+
ions was shown to be a Na+ ion [186]. It must be empha-
sized that in the post-reactive complex three Mn2+ ions
were seen [184], which still is taken as evidence for a one-
and-a-half-metal ion mechanism [186]. The metal-ion
controversy concerning the LAGLIDADG homing en-
donucleases is similar to that for the PD…D/ExK restric-
tion endonucleases, as also in this family of endonucle-
ases co-crystal structures with one (e.g. PI-SceI [187]) or
one and a half Ca2+ ions per active site (e.g. I-SceI [188])
were reported. We hope that this discussion makes it clear
that additional biochemical and biophysical experiments
are needed to settle the problem of how many divalent
metal ions are directly involved in the catalysis of phos-
phodiester bond cleavage by restriction endonucleases of
the PD…D/ExK family. As Horton and Perona correctly
pointed out, ‘A potential hazard is that restriction en-
zymes such as BamHI and BglI may remain understud-
ied, and our understanding of them based on heavy re-
liance on X-ray data may include misinterpretations, be-
cause, given the appearance of a ‘solved’ mechanism, the
rigorous kinetic data with which to make important cor-
relations are never obtained’ [159].
Evolution
As outlined above Type II restriction endonucleases are a
very diverse group of enzymes. Most of them belong to
the PD…D/ExK superfamily of endonucleases. With the
exception of the catalytic motif, little sequence similarity
has been observed between the more than 200 Type II 
restriction enzymes that have been sequenced to date. The
few exceptions are isoschizomers that cleave the same 
sequence at the same position, e.g. EcoRI and RsrI
(G/AATTC) [189], MthTI and NgoPII (GG/CC) [190],
XmaI and CfrI (C/CCGGG) [191] and Cfr10I and
Bse634I (R/CCGGY) [192]. Most isoschizomers, how-
ever, do not share significant sequence similarity. Lim-
ited sequence similarity has also been observed in some
cases among restriction enzymes that recognize related
sequences, e.g. EcoRI (G/AATTC) and MunI (C/AATTG)
[193] and SsoII (/CCWGG) and PspGI (/CCNGG) [194].
Until about 1995 the generally accepted view was that 
restriction enzymes are not evolutionarily related. This
began to change as crystal structures of Type II restriction
endonucleases became available, demonstrating that these
proteins to have a similar structural core that harbours the
active site with the characteristic PD…D/ExK motif [76,
77, 195]. Furthermore, a statistical analysis revealed a
significant correlation between the amino acid sequences
(‘genotype’) of restriction enzymes and their recognition
sequences and mode of cleavage (‘phenotype’); these
findings were interpreted as evidence for an evolutionary
relationship among Type II restriction endonucleases
[196]. It is clear now that Type II restriction enzymes of
the PD…D/ExK superfamily evolved via divergent evo-
lution [90], a process that was stimulated by the exchange
of restriction-modification systems through horizontal
gene transfer among bacteria and archaea [197].
It has been a great challenge to use the little sequence
similarity present among Type II restriction endonucleases
to unravel the evolutionary history of present day enzymes.
That this can be done in principle using rapidly improving
bioinformatic tools has been demonstrated for a group of
restriction endonucleases that recognize related sequences
and cleave DNA at the same position, namely SsoII (/CC-
NGG), PspGI (/CCWGG), EcoRII (/CCWGG), NgoMIV
(G/CCGGC), Cfr10I (R/CCGGY) and their close rela-
tives (SsoII: Kpn2kI/Ecl18kI/StyD4I/SenPI; Cfr10I:
Bse634I/BsrFI) [198–200]. Intriguingly, it was recently
shown that the evolutionary relationship between SsoII,
PspGI, EcoRII, NgoMIV and Cfr10I can be extended to
MboI which recognizes a very different sequence: /GATC
[201]. Figure 6 illustrates the sequence alignment of these
restriction endonucleases and presumptive relatives; this
sequence alignment comprises the PD…D/ExK motif (or
a variant of it: PD…S/TxK…E, present e.g. in Cfr10I,
EcoRII, NgoMIV, PspGI and SsoII) and regions involved
in DNA recognition. It is noteworthy that among these
evolutionarily related restriction endonucleases there are
Type IIP (SsoII, PspGI, MboI), Type IIE (EcoRII) and
Type IIF enzymes (NgoMIV, Cfr10I), demonstrating that
structural elements which can serve as effector domains
(Type IIE) or tetramerization subdomains (Type IIF) can
be acquired at various stages during evolution. With the
structural information available on PD…D/ExK enzymes
it is possible to construct a cladistic tree of these struc-
tures and to suggest hypothetical intermediates in the
evolution of the PD…D/ExK enzymes [90]. 
In this context it is worth mentioning that the PD…D/ExK
motif is not only characteristic of the majority of Type II
restriction enzymes, but is also found among Type I, III
and IV restriction enzymes [202] as well as other nucleases
(table 1). It is certainly surprising that the PD…D/ExK
motif is so dominating among restriction enzymes of all
types, in particular as the core structure in which it is 
embedded is associated with different subdomains, 
domains and polypeptide chains that determine the type
and subtype. One wonders why, for example, another 
catalytic motif, the bbaMe-finger that is found in non-
specific nucleases (such as the Serratia nuclease [203]
and the apoptotic nucleases CAD and EndoG [204, 205]),
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structure specific nucleases (such as T4Endo7 [206]) and
homing endonucleases (such as I-PpoI [207, 208]) is
hardly at all represented among restriction endonucleases.
It is tempting to speculate that RM systems originated
very early in evolution and that early restriction enzymes
used the PD…D/ExK motif, which served its purpose
and was therefore kept as the dominant catalytic motif
among these enzymes. That this motif functions as a 
stabilization factor for the whole protein structure [209,
210] may be another reason for its conservation.
Synopsis
Restriction enzymes are of paramount importance for 
recombinant DNA work and efforts are under way to
make them even more useful by expanding or changing
their specificity. In addition, they have been model sys-
tems to study various aspects of protein-nucleic acid 
interactions: target site location, recognition, catalysis.
There has been a lot of progress in this area, yet questions
remain, in particular regarding the mechanism of cataly-
sis. More recently, and stimulated by the fast progress
made in deciphering the genomes of bacteria and archaea,
restriction enzymes and their companion enzymes, the
DNA methyltransferases, have attracted attention as
model systems to understand the evolution of a large 
family of related enzymes. We anticipate exciting discov-
eries in this area.
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Short Communication
Metal-binding sites at the active site of restriction
endonuclease BamHI can conform to a one-ion mechanism
Letif Mones, Istva´n Simon and Monika
Fuxreiter*
Institute of Enzymology, Biological Research Center,





The number of metal ions required for phosphoryl trans-
fer in restriction endonucleases is still an unresolved
question in molecular biology. The two Ca2q and Mn2q
ions observed in the pre- and post-reactive complexes
of BamHI conform to the classical two-metal ion choreo-
graphy. We probed the Mg2q cofactor positions at the
active site of BamHI by molecular dynamics simulations
with one and two metal ions present and identified sev-
eral catalytically relevant sites. These can mark the path-
way of a single ion during catalysis, suggesting its critical
role, while a regulatory function is proposed for a possi-
ble second ion.
Keywords: metal ion cofactors; phosphoryl transfer;
restriction endonucleases; two-metal ion mechanism.
Phosphoryl-transfer enzymes are involved in critical bio-
logical functions, such as DNA repair (Ban and Yang,
1998; Kovall and Matthews, 1998; Tsutakawa et al.,
1999), altering DNA supercoiling (Hadden et al., 2002;
Noble and Maxwell, 2002), and combining genetic ele-
ments (Hickman et al., 2000; Chevalier and Stoddard,
2001; Lovell et al., 2002). Owing to their exquisite specifi-
city, restriction endonucleases, which are part of the bac-
terial protective system, are often used to study enzy-
matic phosphodiester hydrolysis (Bickle and Kru¨ger,
1993; Roberts and Halford, 1993). Most enzymes that
cleave DNA and many that cut RNA require divalent met-
al ions (Stra¨ter et al., 1996). In the framework of the
classical mechanism, two metal ions are recruited for
phosphoryl transfer, with distinctive roles (Steitz and
Steitz, 1993): metal ion A is responsible for activating the
nucleophile by lowering its pKa, while metal ion B reduc-
es unfavorable electrostatic repulsion during the form-
ation of a pentavalent transition state/intermediate and
also facilitates the departure of the leaving group. This
mechanism is likely applicable to ribozymes lacking a
general base candidate for nucleophile generation, but
has been debated for several restriction enzymes with
Lys at the active site (Pingoud et al., 2005). An efficient
two-metal ion catalysis imposes severe geometric con-
straints on the metal ions: they should be separated by
approximately 4 A˚ and lie in parallel with the incoming
and leaving oxygen atoms located in apical positions in
the transition state (Beese et al., 1993). Metal ion sites in
BamHI (Viadiu and Aggarwal, 1998), BglI (Newman et al.,
1998), PvuII (Horton and Cheng, 2000), HincII (Etzkorn
and Horton, 2004b), NgoMIV (Deibert et al., 2000), MutH
(Lee et al., 2005), and Vsr (Bunting et al., 2003) are com-
patible with this proposal, while in EcoRV, three positions
have been determined, of which the two observed simul-
taneously are arranged in markedly different ways
(Horton and Perona, 2004). In EcoRI a second metal site
has never been detected using metal soaking experi-
ments (Rosenberg, 1991). For HincII (Etzkorn and Horton,
2004a) and BglII (Lukacs et al., 2000) in complex with a
specific substrate and Ca2q, only a single site could be
located. Such variability in metal ion-binding sites is a
major bottleneck in defining a common catalytic mech-
anism for restriction enzymes.
To account for the versatility in the number and loca-
tion of the metal ion cofactors, several proposals besides
the original two-metal mechanism have been put for-
ward. The presence of a single metal ion was rationalized
by hypothesizing substrate participation in the formation
and stabilization of the nucleophile (Jeltsch et al., 1993,
1995). Of the three divalent ion positions detected in
EcoRV, the catalytic sites proposed to facilitate nucleo-
phile generation and transition-state stabilization were
not observed simultaneously; they appeared concomi-
tantly with a position to which a structural role was
assigned. These results were explained by an induced
shift in the course of the phosphodiester hydrolysis reac-
tion (Horton et al., 1998; Horton and Perona, 2004). Pre-
vious computational studies concluded that for nucle-
ophile generation in BamHI, an extrinsic mechanism with
OH- recruited from the bulk is the energetically most pre-
ferred pathway compared to the general base or sub-
strate-assisted reaction (Fuxreiter and Osman, 2001).
Metal ion A bound to the nucleophile was shown to be
the major catalytic factor, while metal ion B, together with
a coordinated water molecule, contributed to a lesser
extent. Thus, it was suggested that metal ion A plays a
dominant role in catalysis, while it was concluded that
metal ion B is more variable.
To further elaborate this proposal, we probed the sta-
bility of the metal ion sites in the pre-reactive complex of
BamHI, which was crystallized in the presence of Ca2q
ions to prevent DNA cleavage (Viadiu and Aggarwal,
1998). To model a catalytically competent form, the inhib-
itory Ca2q ions were replaced by Mg2q ions and an exten-
sive relaxation procedure was applied. Since divalent
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Table 1 Coordination distances of metal ions in optimized models at both A and B sites (model I), only at site A (model II), only
at site B (model III), or halfway between the A and B sites (model IV).
Coordination distance (A˚)
Metal ion A Metal ion B
X-ray Model I Model II Model IVa Model IVb X-Ray Model I Model III
Position A A A A9 M B B B
GLU77:OE1 – – – – – 2.79 2.36 2.24
GLU77:OE2 – – – – – (3.37) 2.39 (3.60)
ASP94:OD1 (3.25) (3.60) (4.34) 2.33 (4.21) 2.48 2.24 2.23
ASP94:OD2 2.55 2.24 2.22 2.43 2.22 (4.38) (4.26) (4.40)
GLU111:OE2 2.81 2.19 2.21 2.20 2.23 – – –
PHE112:O 2.40 2.11 2.13 2.28 (4.23) – – –
G3R:O1P* 2.32 2.23 2.25 2.32 2.20 2.55 (4.13) 2.24
G2R:O39** (4.62) (4.71) (4.71) (4.76) (3.74) 2.99 (4.53) (3.47)
W442:O" 2.47 2.14 2.12 2.18 – (5.83) (6.72) (7.12)
W443:O 2.71 2.11 2.10 2.15 2.15 – – –
W445:O – – – – 2.11 2.61 2.19 2.12
W444:O – – – – – 2.55 2.18 2.14
W1336:O – – – – – – 2.22 –
W898:O – – – – 2.13 – – 2.13
X-Ray refers to the crystal structure with Ca2q ions (2bam) (Viadiu and Aggarwal, 1998). Distances to unbound nearby groups are
shown in parentheses. All structures were immersed into a sphere of TIP3P water molecules (Jorgensen et al., 1983) with a radius
of 30 A˚ centered around the phosphorous of the scissile phosphate. All molecular simulations were performed at NVT ensemble
using the Q program (Marelius et al., 1998) with the AMBER95 force field (Cornell et al., 1995). The van der Waals’ radius for Mg
was modified to 1.3 A˚, while that of the negatively charged oxygens was changed to 1.9 A˚, similarly to Florian et al. (2003), which
can reproduce the distance between the metal ion and phosphate oxygens observed in crystal structures. The system was heated
to 300 K in a 300-ps simulation using a 0.01-fs time step in the first 100 ps, then a 0.1-fs time step from 100 to 200 ps, and a
0.5-fs time step from 200 to 300 ps. Initially a 50 kcal/mol A˚2 constraint was applied to the metal ions and 10 kcal/mol A˚2 to the
protein atoms, which was gradually released during the slow heating phase. Subsequently, 200-ps unconstrained simulationswere
applied at 300 K using 1-fs time steps. The resulting models were subsequently optimized by cooling to 5 K. A 10-A˚ cutoff was
used for long-range interactions. A polarization constraint of 20 kcal/mol rad2 was applied to the outer water shell of the spherical
models. The initial restraint was set to 10 kcal/mol A˚2 for model IVb, while for model IVa a constraint of 50 kcal/mol A˚2 was used,
as in all other cases.
*Pro-SP oxygen of the scissile phosphate group.
**Leaving group.
" Nucleophilic water.
metals tend to bind very tightly, molecular dynamics sim-
ulations were employed to explore alternative sites (see
the legend to Table 1 for details). The following initial
models were constructed: (I) both crystallographic A and
B sites are occupied; (II) a single metal ion at site A; (III)
a single metal ion at site B; and (IV) a single metal ion
located halfway between site A and B. Only crystallo-
graphic water molecules coordinated directly to the metal
ions were retained; all other water molecules were delet-
ed and the models were re-solvated. In this way, the
empty space formed by the removal of the second metal
ion was also filled by water molecules. Since Mg2q has
a considerably smaller van der Waals’ radius than a Ca2q
ion (0.65 compared to 0.99 A˚; Glusker, 1991), the protein
was first allowed to adjust to the different metal ion type
while constraining the metal ion(s) to their initial posi-
tion(s), and the restraint was then gradually released. The
coordination distances of the metal ions in the optimized
models are summarized in Table 1.
In the ground-state structure of BamHI with two Mg2q
ions (model I), Mg2q ion A exhibited a small (0.5 A˚) devi-
ation from the crystallographic Ca2q position, retaining all
observed contacts. In contrast, Mg2q ion B migrated 2.1
A˚ away from its original location and broke its coordi-
nation with both the O39 and the pro-SP oxygen atoms
of the scissile phosphate group. Instead, Mg2q ion B
anchored both carboxylic oxygens of Glu-77 and
engaged a third water molecule in the octahedral coordi-
nation sphere (Figure 1A). Owing to its smaller radius, all
coordination distances of Mg2q became shorter than
those of Ca2q. The variability of the B site compared to
the crystallographic A site was also demonstrated by
optimizing these sites independently in the absence of
the second metal ion. Simulations with only Mg2q ion A
(model II) brought the metal ion only 0.4 A˚ from the crys-
tallographic site, while Mg2q ion B (model III) settled 1.5
A˚ away from its initial position (Figure 1B). Similarly to the
active-site hosting of two metal ions (model I), Mg2q ion
B interrupted binding of the leaving O39 atom and recruit-
ed a third water molecule to its coordination sphere. In
contrast to the two-metal ion case, contact between
Mg2q ion B and the pro-SP oxygen of the cleavable phos-
phate persisted. When present alone, Mg2q ion A tight-
ened the putative nucleophile water molecule and
maintained its interaction with the pro-Sp oxygen of the
scissile phosphate. These results indicate that metal site
B is less defined than metal site A, especially in terms of
direct coordination to the groups involved in the phos-
phoryl transfer reaction.
In searching for further metal ion sites, simulations
were started from a hypothetical position in which the
Mg2q ion was placed halfway between the two crystallo-
graphic metal ion sites (model IV). Two sets of simula-
tions were performed and the magnitude of the harmonic
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Figure 1 Superposition of the BamHI active site of the crys-
tallographic pre-reactive model with inhibitory Ca2q ions (Viadiu
and Aggarwal, 1998, blue) onto (A) the structure optimized with
two Mg2q ions (model I, orange) and (B) the structure optimized
with a single Mg2q ion at site A (model II, orange) and site B
(model III, green).
The nucleophilic water molecule is displayed, while the side
chain of Phe-112 was omitted for clarity.
Figure 2 Superposition of the BamHI active site of the crys-
tallographic pre-reactive model with inhibitory Ca2q ions (Viadiu
and Aggarwal, 1998, blue) onto the structures optimized with a
single Mg2q ion starting from a hypothetical position halfway
between the crystallographic site A and B.
Site A9, representing a shifted A state along the path that brings
the nucleophile into the attacking position, is colored in green;
site M, corresponding to the location for the transition state/
intermediate stabilization, is displayed in orange. The side chain
of Phe-112 is not displayed for clarity.
constraint applied to the metal ion was varied to test the
effect of restraining it to its original position on the final
position of the metal ion. The aim of such a constraint
was to delete the memory of the active-site residues that
were oriented to bind two metal ions in sites A and B and
were released completely at the end of the simulation.
Depending on the initial force constant and the releasing
procedure, simulations resulted in two different Mg2q
sites (Figure 2). Site A9, located in the vicinity of site A,
was only 0.9 A˚ away from the crystallographic position;
another site, denoted as M, resided 2.0 A˚ from site A and
2.3 A˚ from site B. Interestingly, site M, which is closer to
the hypothetical starting position, was obtained using
10 kcal/mol A˚2, while site A9 was found using an initial
constraint of 50 kcal/mol A˚2, thus demonstrating that the
results are independent of the strength of the initial con-
straint. In both A9 and M sites the metal ion is held by
Asp-94, Glu-111, pro-Sp oxygen of the scissile phos-
phate and two water molecules, of which one is the puta-
tive nucleophile. The octahedral coordination sphere is
completed by the main-chain carbonyl oxygen of Phe-
112 in the A9 site, while a third water molecule serves as
a sixth ligand at the M site.The presence of site A9 is
consistent with the metal ion position observed in crystal
structures of HincII (Etzkorn and Horton, 2004a), BglII
(Lukacs et al., 2000) and the T93A EcoRV mutant (Horton
et al., 1998) captured in a pre-reactive form with a single
bound Ca2q ion. In the model with two metal ions, this
position facilitates the formation of the attacking nucle-
ophile by lowering the pKa of a coordinated water mol-
ecule. In restriction endonucleases, however, the ex-
quisite role of metal ion in catalyzing this step has been
disputed and it was proposed that a general base can-
didate, phosphate 39 to the scissile group or an active-
site residue (Lys or Glu), participates (Pingoud et al.,
2005). Free energy calculations indicated that even in the
presence of a general base candidate, the extrinsic
mechanism is the most favorable in BamHI (Fuxreiter and
Osman, 2001), similar to the reaction catalyzed by the
Klenow fragment (Fothergill et al., 1995).
Recently, it was suggested that metal ion A in the com-
plex crystal structures represents a ‘resting’ state (Yang
et al., 2006). It was hypothesized that the metal ion
remains attached to the hydroxide and proceeds towards
site B, while the nucleophile approaches the phosphorus
within striking distance. Indeed, our preliminary com-
bined quantum mechanical/molecular mechanical (QM/
MM) calculations show that the coordination of OH- to
the metal ion A is not affected prior to nucleophilic attack.
The compression of the two Mg2q A sites to separation
of 3.5 A˚ observed in high-resolution RNase H structures
(Nowotny and Yang, 2006) also supports this model. Site
A9 identified by molecular dynamics simulations could
correspond to such a shifted state, although its distance
from site A is slightly less than anticipated. This is likely
due to the fact that the simulations were performed in
the pre-reactive state instead of using an OH- group. We
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predict that with bound OH-, the nucleophile terminates
hydrogen bonding to Glu-113 due to electrostatic repul-
sion and A9 more closely approaches the scissile phos-
phate group. In both A and A9 sites, water serving as the
putative nucleophile is almost perfectly aligned with the
cleavable P-O39 bond.
Moving to site M, the metal ion loses contact with the
main-chain carbonyl of Phe-112 and engages a third
water molecule in its coordination sphere. In this position,
neither of the bound water molecules are properly ori-
ented for attack. Thus, although the existence of site M
demonstrates the ability of a single cofactor to shuttle
from site A towards site B, it is likely not part of the shift
that brings the nucleophile to the striking position.
Instead, at site M the metal ion is ideally placed to inter-
act with both non-bridging oxygens of the scissile phos-
phate group in the pentavalent transition state/inter-
mediate. We could not test this hypothesis on the trigonal
bipyramid structure of the transition state/intermediate
using classical potentials. Site M identified by molecular
dynamics simulations, however, showed reasonable
agreement with the metal ion position predicted for the
transition state of the nucleophilic attack by QM/MM sim-
ulations in the presence of a single metal ion
(L. Mones and M. Fuxreiter, unpublished data).
Thus, we propose that sites A, A9 and M represent
three catalytically relevant sites. At site A, Mg2q stabilizes
the nucleophile by lowering the pKa of a bound water
molecule. The water is prepared for nucleophilic attack
while it is still hydrogen-bonded to OE2 of Glu-113 (2.8
A˚). Metal ion A is then predicted to shift towards the scis-
sile phosphate to bring the nucleophile within striking
distance. Site A9 can correspond to such an alternative
A position. In the course of the reaction, transport of the
nucleophile from Glu-113 is promoted by electrostatic
repulsion, which pushes the metal ion even closer to the
cleavable phosphate than was detected with bound neu-
tral water. The metal ion at site M is ideally settled to
compensate the unfavorable charge accumulation in the
transition state. Thus, one metal ion, originally located at
the nucleophile ‘forming and entering’ side denoted as
site A, can inhabit different catalytically relevant config-
urations. It is also capable of shuttling between these
sites, although the exact pathway along the reaction
remains to be delineated.
In the classical two-metal ion choreography, the sec-
ond metal ion (metal ion B) stabilizes the pentacovalent
transition state/intermediate and promotes the departure
of the leaving group (Steitz and Steitz, 1993). In our
molecular dynamics simulations, site B was considerably
more variable than site A. Even in the structure hosting
two metal ions at the active site, metal ion B moved fur-
ther away from its original position and broke its coor-
dination with the scissile phosphate group. This is in
contrast to the direct coordination of metal ion B reported
in the post-reactive crystal structure with Mn2q ions
(Viadiu and Aggarwal, 1998). However, our models differ
from the 3bam crystal structure in two important aspects:
(i) in this work a pre-reactive rather than product state
was investigated; and (ii) Mn2q ions are generally more
flexible than Mg2q ions, which could account for the
apparent discrepancy. Based on the models representing
the reactant state in complex with Mg2q ions, one of the
three bound water molecules is the likely candidate to
protonate the O39 atom, instead of stabilization of the
product by direct coordination to metal ion B. It should
be noted that the trigonal bipyramidal structure or the
product could alter the position of metal ion B, so the
possibility that Mg2q ion B establishes direct coordination
to O39 at a later stage of the reaction cannot be com-
pletely excluded by our study. The energetic importance
of this interaction, however, depends on the rate-limiting
step of the reaction, which is discussed later. The varia-
bility of site B observed in our simulations and in various
product complex crystal structures could be beneficial
for product release, when one of the metal ions has to
be displaced or removed from the active site (Viadiu and
Aggarwal, 1998; Horton and Perona, 2004; Nowotny and
Yang, 2006).
The crystal structure of BamHI in complex with a spe-
cific substrate and Ca2q ions was concluded as an ideal
model for the two-metal ion mechanism postulated for
phosphoryl transfer. Probing the metal ion sites using
Mg2q cofactors, we found that metal ion A tends to pop-
ulate sites linked to the nucleophile forming and attack-
ing steps, where it can provide an important catalytic
contribution to reducing the activation free energy of the
reaction by decreasing the free energy cost of nucleo-
phile formation and lowering the activation free energy
for entry of the negatively charged OH- into the negatively
charged phosphate. In contrast, metal ion B was dem-
onstrated to withdraw from the scissile phosphate, espe-
cially if metal ion A was present. If site B is populated
alone, it retains contact with the pro-SP oxygen of the
phosphate group. These results imply that the catalytic
roles proposed in the classical mechanism with two met-
al ions need to be revised. Metal ion A is required for
nucleophile preparation, as well as for stabilization of the
transition state, while metal ion B likely participates in the
departure of the leaving group via a water molecule. Inev-
itably, the major catalytic effect is provided by metal ion
A, given that the dissociation of O39 is not rate-limiting in
BamHI (Xu and Schildkraut, 1991); biochemical assays
show that mutation of Glu-113 to Lys abolishes BamHI
activity, while similar replacement of Glu-77 by Lys does
not. These results indicate that substitutions affecting the
nucleophile entering side are more severe than those
interfering with the departure of the leaving group, con-
forming to the hypothesis that breakage of the P-O39
bond is not the rate-limiting step. Crystallographic evi-
dence demonstrates that Nz of Lys-113 excludes metal
ion A and forms a hydrogen bond to a non-bridging oxy-
gen of the scissile phosphate group (Viadiu, 1999). It was
postulated that Lys-77 has a similar effect on metal ion
B, although there are no direct structural data to validate
this argument. The enhanced activity of Glu77Lys
mutants by additional substitution at Arg76Lys or
Pro79Thr suggest that metal B is likely to be absent in
all these modified enzymes. Thus, biochemical data indi-
cate that BamHI remains functional on introduction of a
positively charged group in the ‘leaving’ side of the active
site, which probably replaces the metal ion.
Here the metal ion cofactors were shown to occupy
several catalytically relevant sites in the active site of
BamHI. We predict that most phosphoryl-transfer
enzymes bear this multi-site functionality. It is hypothe-
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sized that the metal ion sites identified mark the pathway
of a single metal ion during catalysis. In the pre-reactive
state, a single metal ion inhabits the ‘entering’ site and
promotes formation of the nucleophile, even without a
general base catalyst. This metal ion moves concomi-
tantly with OH- prior to the nucleophilic attack. Once the
pentavalent state is formed, the metal ion interacts with
both non-bridging phosphate oxygens and reduces the
electrostatic repulsion at this state. Using an intact sub-
strate, we could not probe whether the metal ion from
this ‘middle’ position can travel even further to the ‘leav-
ing’ side.
We propose that a single Mg2q ion occupying A, A9 and
M sites is capable of fulfilling all the essential catalytic
tasks. This suggests that the presence of a second metal
ion – that can contribute to a lesser extent to stabilization
of the transition state/intermediate and can also indirectly
participate in product formation and release – is optional.
The actual involvement of metal ion B in the reaction
depends on the stabilization of the leaving group disso-
ciation relative to the first two steps, which can vary
among restriction enzymes. Thus, we propose a regula-
tory role for metal ion B rather than a role as an essential
component of the phosphoryl transfer reaction that can
enhance/attenuate the activity, depending on its precise
location. As observed with Mn2q, metal ion B can directly
bind to the leaving group and serve as a catalytic factor
in its departure; it can also move further away, as shown
by the present study, which can be disadvantageous for
the phosphoryl-transfer reaction if severe active-site per-
turbations are induced. This might explain why EcoRV
exhibits drastically decreased activity with O39™S mod-
ified substrates that, in addition to introducing a better
leaving group, also alter the metal ion sites, specially
interfering with the nucleophile-activating machinery
(Horton et al., 2000). The proposed metal ion roles can
also account for the kinetic data measured as a function
of the metal ion concentration in several restriction endo-
nucleases (A. Pingoud, personal communication). The
suggested mechanism involving one essential metal ion
and one variable, positively charged group, likely with a
regulatory role, can resolve the controversy in catalytic
models of restriction endonucleases. Further testing of
this model by free energy calculations is in progress in
our laboratory.
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ABSTRACT: The choreography of restriction endonuclease catalysis is a long-standing paradigm in molecular
biology. Bivalent metal ions are required almost for all PD..D/ExK type enzymes, but the number of
cofactors essential for the DNA backbone scission remained ambiguous. On the basis of crystal structures
and biochemical data for various restriction enzymes, three models have been developed that assign critical
roles for one, two, or three metal ions during the phosphodiester hydrolysis. To resolve this apparent
controversy, we investigated the mechanism of BamHI catalysis using quantum mechanical/molecular
mechanical simulation techniques and determined the activation barriers of three possible pathways that
involve a Glu-113 or a neighboring water molecule as a general base or an external nucleophile that
penetrated from bulk solution. The extrinsic mechanism was found to be the most favorable with an
activation free energy of 23.4 kcal/mol, in reasonable agreement with the experimental data. On the basis
of the effect of the individual metal ions on the activation barrier, metal ion A was concluded to be
pivotal for the reaction, while the enzyme lacking metal ion B still has moderate efficiency. Thus, we
propose that the catalytic scheme of BamHI does not involve a general base for nucleophile generation
and requires one obligatory metal ion for catalysis that stabilizes the attacking nucleophile and coordinates
it throughout the nucleophilic attack. Such a model may also explain the variation in the number of metal
ions in the crystal structures and thus could serve as a framework for a unified catalytic scheme of type
II restriction endonucleases.
Metal ion-dependent DNA cleavage is a central event in
many biological processes related to the maintenance of the
genome, including repair (1-3), combination of genetic
elements, such as transposition (4), recombination (5), and
homing (6). Although the classical mechanism for phosphoryl
transfer has been developed for the 3′-5′ exonuclease of
the Klenow fragment of DNA polymerase I (7, 8), most of
the work aimed at understanding cofactor-assisted DNA
degradation has been focused on restriction enzymes. Re-
striction endonucleases serve to protect bacteria against
invading phages by recognizing and cleaving a cognate DNA
sequence (9, 10). Metal ion(s) fulfill a dual role in this
process by contributing to the formation of the tight,
catalytically competent specific complex (11), and they also
facilitate the chemical conversion (12). BfiI, related to the
phospholipase family, is a single exception, where efficient
DNA hydrolysis can be achieved in the absence of the metal
cofactors (13, 14).
Besides the optimal Mg2+ ions, type II restriction endo-
nucleases can also utilize other divalent metal ions for
catalysis such as Mn2+, Co2+, or Fe2+ (12). Although Ca2+
exhibits coordination properties similar to those of Mg2+ in
the pre-reactive state, it inhibits the reaction (15). Recently,
quantum chemical/molecular mechanical (QM/MM)1 calcu-
lations proposed that the coordination stress of Ca2+ upon
conversion to the product state elevates the barrier of the
nucleophilic attack step significantly (16), although this
hypothesis has not been tested experimentally yet. The
intricacies of the effects of Ca2+ versus Mg2+ and Mn2+ ions
in restriction endonucleases hinder our understanding of these
enzymes, which is further complicated by the uncertainty
about how many metal ions are essential for DNA cleavage
and what the exact catalytic role of each metal ion is.
Structural characterization of type II restriction endonu-
cleases in complex with specific substrates and divalent metal
ions revealed one or two metal ions at the active site at
various positions, indicating diverse catalytic scenarios for
these enzymes (17). The picture that emerges from the crystal
structures of BamHI (15), EcoRV (18), and HincII (19)
enzymes captured at different points along the reaction
pathway also suggests alternative mechanisms. One can argue
that these crystallographic complexes do not represent a
functional state, but some were demonstrated to be fully
active even in the crystal form (15). Apart from the main
question concerning the number of metal ions required for
catalysis, there is also a controversy about the mechanism
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of nucleophile generation. On the basis of structural and
biochemical data, three models have been developed that
assign critical roles for one, two, or three metal ion positions
at the active site.
In the one-metal ion mechanism, a single metal site is
occupied at the active site, which is coordinated to the pro-
Sp oxygen of the scissile phosphate group. Since the
methylation or phosphorothioate substitution of the negh-
boring 3′-phosphate leads to almost complete loss of catalytic
efficiency (20), it has been proposed that the generation of
the nucleophile is achieved in a substrate-assisted manner
by the phosphate group 3′ to the scissile phosphate. The metal
ion stabilizes the doubly charged pentavalent intermediate
generated in the nucleophilic attack step. Subsequently, a
metal-bound water molecule facilitates the departure of the
leaving group. This mechanism is supported by crystal
structures of EcoRI (21) and BglII (22), which contain a
single metal ion in the active center. Recent biochemical data
on stereoselective substitutions at the EcoRI cognate se-
quence also support this model (23). On the other hand, it is
quite difficult to rationalize an approximately 6 pH unit shift
of the pKa of the phosphate group from its value in water.
Furthermore, the reduction of the rate upon far-away
substitutions (24) suggests indirect electrostatic effects rather
than direct involvement of the phosphate groups.
The two-metal ion mechanism has been postulated on the
basis of the crystal structure for the 3′-5′ exonuclease site
of the Klenow fragment of Escherichia coliDNA polymerase
I (7). This model assigns a catalytic role to two metal ions
that are located in parallel with the scissile bond ap-
proximately 4 Å from each other. One of the metal ions
contributes to the stabilization of the nucleophile that is
produced by a general base catalyst. Both metal ions are
required to reduce the level of accumulation of negative
charges during the attack of the OH- nucleophile on the
scissile phosphate group. Finally, a water molecule ligated
to the second metal ion protonates the leaving group.
Although the catalytic roles of both metal ions are clearly
defined, their catalytic effect, i.e., their relative contributions
to the reduction of the overall barrier, remains to be
elucidated. Furthermore, this scenario is effective only if the
two meal ions are precisely arranged to interact with the
“entering” and “leaving” oxygen atoms. Metal ions at the
active center of BamHI (15) and HincII (19) conform to this
model, while considerable deviations are observed, for
example, in EcoRV (25). Furthermore, the identity of the
general base that is involved in generation of the nucleophile
has not been identified unequivocally; it remains to be
determined how Lys, Glu, and Gln located at similar
positions at different restriction endonucleases can fulfill the
very same role. Intriguingly, replacement of residues farther
from the active site in EcoRV affected the catalysis to a
greater extent than those in the proximity of the substrate
(26). These observations might be explained by recruitment
of a nucleophile from the bulk solution instead of generation
of it within the active site.
The three-metal ion mechanism attempts to incorporate
all three crystallographically observed metal positions into
a single pathway (18). One metal ion stabilizes the negative
charge on the nucleophile, while the pro-Rp oxygen of the
phosphate 3′ to the scissile group helps to orient the
nucleophile. This metal then triggers a conformational change
within the active site by migrating to a structurally relevant
position, where it loses its coordination to the scissile
phosphate and becomes ligated by two aspartates. This
transition induces binding of a second metal ion, which
makes a major contribution to the stabilization of the
transition state, and a coordinated water molecule protonates
the leaving group. Although this mechanism may account
for conformational changes along the reaction pathway
observed in different crystal structures of EcoRV (27), it
faces problems with identifying the general base and
explaining why the catalytically relevant positions are not
occupied at the same time.
In this work, we have investigated the catalytic mechanism
of BamHI endonuclease using the empirical valence bond
(EVB) approach in combination with molecular dynamics
(MD) and free energy perturbation (FEP) techniques. BamHI
is a structurally well characterized member of the
PD..D/ExK family that recognizes the palindromic GGATCC
sequence and cleaves between the two guanines (15, 28, 29).
The crystal structures of pre- and postreactive complexes of
BamHI (15) are in accord with a two-metal ion mechanism.
In addition to two Mg2+ ions, the active site of BamHI
contains three negatively charged residues, where Glu-113
replaces the lysine that is generally present in other enzymes
and was proposed to play role as a general base (15) (Figure
1). We have studied three possible pathways, where the
nucleophile is generated via a general base mechanism by
Glu-113 (i), a proton abstraction by a nearby water molecule
(ii), or penetration of the OH- from bulk solution (iii), and
identified extrinsic mechanism iii as the preferred pathway.
To quantify the individual contributions of the metal ions
to the overall catalytic effect, we examined how the absence
FIGURE 1: Active site of BamHI restriction endonuclease, based
on the crystal structure of the pre-reactive complex in complex with
a specific substrate and Ca2+ ions (PDB entry 2BAM). MA denotes
metal ion A that coordinates the nucleophilic water molecule. MB
represents metal site B that interacts with the 3′ leaving group and
coordinates the water that protonates the leaving group. Glu-113
was proposed as the general base catalyst. The water that serves as
the putative nucleophile is colored darker blue.
Catalytic Mechanism of BamHI Biochemistry, Vol. 46, No. 50, 2007 14515
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of one of the two crystallographic Mg2+ ions and positional
restraint of the remaining ion alter the free energy barriers
for mechanisms i and iii and if these barriers can be lowered
by the metal repositioning. These calculations revealed the
greatly different catalytic importance of the two metal ions:
metal A assisting the nucleophile generation is critical for
BamHI catalysis, whereas metal ion B is auxiliary and
contributes to a lesser extent. These conclusions are also
supported by previous MD (30) calculations and metal
competition experiments (A. Pingoud, private communica-
tion). The emerging model could provide a general frame-
work for other PD..D/ExK type enzymes.
MATERIALS AND METHODS
Calculations of the ActiVation Barriers. To compute the
activation free energy of different mechanisms, the EVB
method (31) was applied in combination with the FEP
technique. The robustness of the method in modeling
chemical reactions in solution and in an enzymatic environ-
ment was demonstrated for several enzymes and is illustrated
by the good agreement between the computed and experi-
mental activation barriers (32). The method has been
described in the literature in detail (33, 34); therefore, only
the main features are outlined here.
The EVB model treats the reaction as a transition between
different resonance states that are described by a molecular
mechanical model. The energy of each diagonal element of
the Hamiltonian represents the energy of the resonance states:
where ∆Mj(i) is the Morse potential of the jth affected bond
(which is formed or broken during the reaction) in the ith
resonance state and the second term is a harmonic potential
for other bonds. The following two terms are the angle
bending and torsion terms relative to their minima in the ith
resonance state where γm,θ(i) and γn,φ(i) are the coupling terms
between angles/torsion angles constituted by those bonds that
are affected by the reaction (form or break). Unb,rr(i) and Unb,rs(i)
denote the nonbonded interactions (van der Waals and
electrostatic) between the reactive groups and between the
reactive and surrounding protein and solvent groups, respec-
tively. Us is the internal energy of the protein/solvent system.
R(i) is the gas-phase energy of the ith resonance state, when
all fragments are at infinite separation. The off-diagonal
elements of the Hamiltonian are usually represented by an
exponential function:
where rab is the representative distance between two atoms
whose bonding is changed from the ith to jth resonance state,
whereas Aij and µ are parameters. The values of the R(i), Aij,
and µ parameters are calibrated in a postprocessing process
to the experimental data of the reference reaction in water.
The gas-phase shift is set to the free energy of the reaction,
while the off-diagonal elements (A and µ) are adjusted against
the activation free energy.
The combination of the diabatic energies of the resonance
states via the diagonalization of the EVB Hamiltonian gives
the true (quantum mechanical) ground state energy (Eg). The
EVB treatment is combined with a FEP protocol by driving
the system along a mapping potential constructed as
where for each m the sum of λim values is 1. For each i, λim
is changing between 0 and 1 in a series of N + 1 steps (FEP
windows) as the reaction proceeds if two resonance states
are considered. The free energy upon changing the mapping
potential between two consecutive steps is given by
where the broken brackets denote averaging over trajectories
on mapping potential Em. $ ) 1/kBT, where kB is the
Boltzmann constant. If the perturbation is infinitely small
upon going from Em to Em+1, then such a FEP procedure
will provide exact results. The sum of the free energy changes
provides the total free energy of the reaction. The activation
free energy must be evaluated in reference to the ground
state potential by using the umbrella sampling formula:
where Em is a mapping potential that brings X general
reaction coordinate closest to X′ representing the transition
state.
Models. The initial structure was derived from the crystal
structure of BamHI in complex with a specific dodecamer
DNA and inhibitor Ca2+ ions (PDB entry 2BAM) (15). The
Ca2+ ions were replaced with catalytically active Mg2+ ions,
and the structure was completed with hydrogens using the
Amber program package (35). The crystal structure has been
immersed in a sphere of TIP3P water molecules with a 30
Å radius centered on the phosphorus atom of the scissile
phosphate. Overall, electroneutrality of each model was
ensured by neutralizing those Glu and Asp side chains that
are far from the catalytic center but not located on the protein
surface. For the reference reaction in water, instead of the
Mg2+ ions two Na+ counterions were included to neutralize
the system. Four models were constructed: (I) both crystal-
lographic A and B sites occupied, (II) a single metal ion at
site A, (III) a single metal ion at site B, and (IV) a single
metal ion located at site A′ obtained by optimization of site
A (32).
The structure with two Mg2+ ions (model I) has been
relaxed using the following protocol. The system was
gradually heated to 298 K in a 500 ps simulation using a
0.01 fs time step in the first 1 ps, then a 0.1 fs time step in
the next 10 ps, and finally a 0.5 fs time step from 11 to 500
ps. A restraint of 100 kcal mol-1 Å-2 has been applied on






δGmfm+1 ) -$-1 ln{〈exp[-(Em+1 - Em)$]〉m} (4)
∆g(X′) ) ∆Gm - $-1 ln〈δ(X - X′)
exp{-$[Eg(X) - Em(X)]}〉Em (5)













(i) kn,φ(i) {1 + cos[nn(i)φn(i) - δn(i)]} +
Unb,rr(i) + R(i) + Unb,rs(i) + Us (1)
Hij ) Aij exp{-µrab} (2)
14516 Biochemistry, Vol. 46, No. 50, 2007 Mones et al.
               dc_488_12
positions, which was gradually decreased to 5 kcal mol-1
Å-2 in the last 200 ps. The metal ions were not constrained
to another atom(s), rather a harmonic constraint being applied
to tether them to their crystallographic xyz coordinates, which
made up the starting point of our simulations. The structures
with a single metal ion at site A (model II) or site B (model
III) have been relaxed similarly except that the restraint on
the ions was gradually decreased from 100 to 15 kcal mol-1
Å-2 in the last 200 ps. As we wanted to probe the catalytic
importance of the crystallographically observed positions,
we kept a 5 kcal mol-1 Å-2 constraint on the metal ions
during the simulation of the chemical steps. The rationale
behind these constraints was to evaluate the energetics of
the catalyzed reaction in the presence of metal ions at their
crystallographically observed sites and thereby provide a
direct probe of the Steitz model (8). When the constraints
were fully relaxed, metal ion A remained very close to its
crystallographic position, leaving the energetics of the
reaction almost unaffected (see also Table 2). Metal ion B
tends to move away from its crystallographically observed
site by∼2 Å, but this shift does not have a significant impact
on the activation barrier [note that the complete removal of
metal ion B increases the activation energy by only 6.5 kcal/
mol (see Table 2)]. Since our force field is capable of
reproducing correct metal-ligand coordination distances in
various systems (36), the movement of metal ion B should
reflect a real dynamics of the model, rather than the artifact
of the force field. The structure with a single metal ion
located at A′ (model IV) was gradually heated to 298 K in
a 250 ps simulation using a 0.01 fs time step in the first 1
ps, then a 0.1 fs time step in the next 10 ps, and a 0.5 fs
time step from 11 to 250 ps. The restraint on the metal ion
was gradually released from 50 kcal mol-1 Å-2, and in the
last 100 ps, an unconstrained simulation was applied.
Resonance Structures. The reactive region included the
scissile phosphate, the nucleophilic water, and the potential
general base: the carboxyl group of Glu-113, a neighboring
water molecule that is hydrogen bonded to the putative
nucleophile. For the reference reaction in water, a dimethyl
phosphate, a propionic acid, and two water molecules were
considered. Figure 2 summarizes the resonance structures
corresponding to three different pathways: (i) Glu-113 serves
as a general base, (ii) the neighboring water abstracts the
proton, and (iii) the OH- comes from bulk solution.
Computational Details. All calculations were performed
within the framework of the Q program (37). Simulation of
each reaction step was achieved by a 125 ps long FEP/MD
calculation using 50 windows. The time step of 0.5 fs was
applied, and all protein atoms were tethered to their crystal-
lographic positions by a harmonic force of 5 kcal mol-1 Å-2.
For the outer water shell, a 20 kcal mol-1 rad-2 polarization
constraint was applied. The protein was represented by an
Amber ’95 force field (38). To avoid artifically short contacts
between the nucleophile and the nearby metal ion and also
to reproduce the distance between the metal ion and the
phosphate oxygens observed in crystal structures, we in-
creased the van der Waals radius of the Mg2+ to 1.3 Å, while
that of the negatively charged oxygens was modified to 1.9
Å as previously proposed (36). van der Waals radii of the O
and H atoms in the OH- group were 1.9 and 0.1 Å,
respectively, and their partial charges were -1.0 and 0.0,
respectively.
Simulation of the Proton Transfer Step. Three mechanisms
of nucleophile generation have been considered. Since these
FIGURE 2: Resonance structures of the three mechanisms considered for BamHI catalysis. I represents the pre-reactive state. The I f II f
III pathway is the general base mechanism involving Glu-113. The I f IV f V pathway represents the nucleophile generation by a
neighboring water molecule. The I f VI f VII pathway is the extrinsic mechanism, when the nucleophile is recruited from bulk solvent.
Catalytic Mechanism of BamHI Biochemistry, Vol. 46, No. 50, 2007 14517
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involve microscopic evaluations of proton transfer in water
as well as in the protein site, no assumption was made about
the pKa values of the participating residues in the protein
environment. In particular, for the general base mechanism
with Glu-113, we started the EVB calculation with depro-
tonated carboxylate and determined the ∆pKa between the
proton donor (H2O) and acceptor (Glu) from the calculated
reaction free energies for the proton transfer in water and in
the protein (see eqs 6-9 below). For the calibration of the
proton transfer reaction in aqueous solution, we used
experimental pKa values of 15.7 and 4.3 for water and Glu,
respectively. Since in case of the extrinsic mechanism the
proton from the putative nucleophile is transferred to bulk,
we simulated this process by annihilating one of the protons
of the nucleophilic water molecule. This was realized by
turning off all van der Waals and Coulombic parameters of
the given proton (in H2O, rH ) 0.1 Å and qH ) 0.417;
parameters of the OH- group are given in Computational
Details) in a free energy perturbation procedure, using 50
windows with a total simulation time of 125 ps, with a time
step of 0.5 fs. The calibration of this reaction is described
below (see also the footnotes of Table 1).
RESULTS
Energetics of the Reference Reactions in Water. The free
energy of the proton transfer processes is given by the
difference between the pKa values of the donor and acceptor
groups:
We determined ∆GPT values in the protein active site using
the EVB method calibrated on ∆GPT obtained from the
experimental pKa difference in aqueous solution. In particular,
∆GPT for the transfer of a proton from water to glutamate
costs 15.7 kcal/mol in bulk solvent, while that between two
water molecules is less favorable. The calibrated EVB
parameters and the corresponding free energy values are
listed in Table 1. The activation free energy of the general
base mechanisms by glutamate and water was calibrated
against experimental data (39, 40) (and see also the footnotes
of Table 1).
The pKa of the water nucleophile can be estimated on the
basis of the free energy differences between converting a
water molecule to hydroxide in water (w) and within the
active site of the enzyme (p):
Equation 7 was used to compute the difference in the
solvation free energy of a water molecule and the hydroxide
ion in the enzymatic environment of BamHI, ∆G[(H2O) f
(OH)-]p, as compared to water (Table 1, I f VI, first line).
The standard free energy used for calibrating the creation
of a hydroxide in the bulk solution, ∆G[(H2O) f (OH)-]w,
was determined computationally by the Iterative Langevin
Dipole method to be-101 kcal/mol, in reasonable agreement
with experimental data [-103.6 kcal/mol (41)] and with
previous computational results (42).
On the basis of the ∆∆GPTwfp obtained with eq 7, the pKa
of the water nucleophile can be evaluated as
Its value can be derived as 5.7 in the presence of two metal
ions. Using this pKa, the free energy cost of hydroxide ion
formation in the protein by the extrinsic mechanism can be
computed as (43, 44)
Table 1: Reaction (∆G0) and Activation (∆gq) Free Energies of the Phosphodiester Hydrolysis in Water and in Protein with the EVB
Parameters Calibrated for the Reference Reactionsa
water protein
reaction R(i) Hij ∆G0 ∆gq ∆Gq ∆G0 ∆gq ∆Gq ∆∆Gq
General Base Catalysis by Glu-113
If II 81.2 29.1 15.7b 18.3b -1.2 4.4 -16.9
IIf III 430.7 49.9 31c 33c 30.5 30.8 -2.2
total 48.7 29.6 -19.1
Proton Transfer to a Neighboring Water
If IV 205.8 86.7 21.7d 25.1d 23.6 25.4 1.9
IVf V 433.9 53.2 31 33 50.4 52.2 19.2
total 54.7 75.8 21.1
ExtrinsicMechanism
If VI (solvent)c -30.1 0.0 -101.0e - -114.6 - -13.6
If VI 11.8 -1.8 -13.6
VIf VII 439 47.9 31 33 23.6 25.2 -7.8
total 44.8 23.4 -21.4
a R(i) denotes the gas-phase shift of the given resonance state (eq 1, Figure 2), and Hij represents the off-diagonal term between resonance states
i and j (eq 2). ∆Gwq and ∆Gpq are the overall activation barriers of the reaction in water and protein, respectively. The catalytic effect is defined
as ∆∆Gq ) ∆Gpq - ∆Gwq. For the nucleophile generation step, a difference between the ∆G0 values is considered, and for the nucleophilic attack,
the difference between the ∆gq values is considered (see eq 12). All values are given in kilocalories per mole. Roman numerals correspond to
resonance structures displayed in Figure 2. b ∆G0 and ∆gq values are calibrated against the experimental values given in refs 39 and 40. c ∆G0 is
calibrated against the result of high-level ab initio calculations (45), and ∆gq values are calibrated against experimental data (46). d ∆G0 and ∆gq
values are calibrated against the experimental values given in ref 39. e ∆G0 is calibrated against the solvation free energy difference of water and
hydroxide in bulk solvent obtained by the Iterative Langevin Dipole method.
∆GPT(AH + B-f A- + BH) )
2.303RT[pKa(AH) - pKa(HB)] (6)
∆∆GPTwfp ) ∆G[(H2O)pf (H2O)w] +
∆G[(OH-)wf (OH-)p] ) ∆G[(H2Of OH-)p] -
∆G[(H2Of OH-)w] (7)
pKap(H2O) ) pKaw(H2O) +
∆∆GPTwfp
2.3RT (8)
14518 Biochemistry, Vol. 46, No. 50, 2007 Mones et al.
               dc_488_12
This free energy for hydroxide ion formation via the extrinsic
mechanism amounts to 11.8 kcal/mol (Table 1).
The energetics of the nucleophilic attack step have been
calibrated using the free energy of 31 kcal/mol of transform-
ing a phosphodiester to a dianionic pentavalent intermediate
in aqueous solution at pH 15.5 (1 M OH-) based on high-
level ab initio calculations (45), while the corresponding
activation free energy (∆gq ) 33 kcal/mol) was derived from
Guthrie’s thermochemical data (46), which coincided with
ab initio results (45). The similarity of the energy of the
pentavalent intermediate to that of the transition state
indicates that the reaction is “semi-concerted”; i.e., entering
of the nucleophile and the departure of the leaving group
occur almost simultaneously.
The overall barrier of the reaction is given by
where ∆GPT is the free energy of proton transfer and ∆gqNA
is the activation free energy of the nucleophilic attack. With
regard to the overall barrier of the phosphodiester hydrolysis
in water, the general base catalysis by glutamate is more
favorable by 6 kcal/mol than the mechanism, which recruits
another water molecule for proton transfer. The most
favorable process employs a OH- nucleophile generated at
pH 7 with an overall barrier of 45 kcal/mol. This value is in
reasonable agreement with other experimental and theoretical
estimates of the barrier of neutral phosphodiester hydrolysis
(see the discussion in ref 4 and references therein). We have
to emphasize that here we considered a stepwise process and
depending on the degree of concertedness of the two reaction
steps the overall barrier can be lowered by 5-7 kcal/mol.
Defining the Catalytic Effect of the Enzyme. The overall
barrier of the enzyme is composed of the free energy of
proton transfer in the enzyme and free energy barrier of the
nucleophilic attack as
where (∆∆GPT)wfp and (∆∆gqNA)wfp terms are the differ-
ences between the free energy of proton transfer and
activation free energy in water and enzyme, respectively.
The first-order rate constant for the first strand cleavage by
BamHI is 0.46 s-1, which gives a (∆Gq)p of 17.9 kcal/mol
(47). The catalytic effect of the enzyme is defined as
that is estimated to be 26.9-36.8 kcal/mol depending on the
mechanism of nucleophile generation.
Energetics of the Reaction in the BamHI ActiVe Site. Free
energies and activation barriers of the three pathways are
summarized in Table 1. Both the general base and extrinsic
mechanisms are favored by the enzyme, while the proton
transfer to a neighboring water is destabilized. This is
primarily due to the repulsion between the hydroxonium ion
and the proximal metal ion cofactor that is not shielded
completely by the generated hydroxide. Furthermore, at the
end of the proton transfer process, metal ion A becomes
bound to Glu-113. This coordination has to be broken during
the nucleophilic attack step, while the metal ion shifts by
almost∼2 Å to ligate the nonbridging oxygens of the scissile
phosphate group. Meanwhile, the H3O+ ion is repelled from
the active site, which contributes to a further increase in the
activation barrier.
Both reaction steps of the general base and the extrinsic
mechanisms are energetically more favorable in the active
site of BamHI than in water. Involving Glu-113 as a general
base exerts a greater stabilization on the generation of the
nucleophile as compared to recruiting an external nucleophile
from bulk solvent. The resulting glutamic acid, however,
strongly binds the OH- group that overstabilizes the nu-
cleophile and leads to a higher barrier for the nucleophilic
attack step. Considering the overall barrier, the extrinsic
mechanism is more favorable than the general base catalysis
with a total activation energy of 23.4 kcal/mol. The computed
total activation free energy is in reasonable agreement with
the experimental value, and their 5 kcal/mol difference is
mostly due the concertedness of the reaction. This effect was
not taken into account in our calculations and, along with
limited simulation time and metal constraints, might con-
tribute to the overestimation of the activation barrier.
Three possible mechanisms of the nucleophile generation
step have also been studied previously with the semimicro-
scopic version of the Protein Dipoles/Langevin Dipoles
method (PDLD/S) (48). These calculations excluded the role
of the neighboring phosphate as the general base and
concluded, in accord with this work, that the extrinsic
mechanism in the presence of negatively charged Glu-113
is the most favorable pathway. The two studies yielded close
pKa values for the water nucleophile: 5.7 by the EVB/FEP
technique and 5.3 by the PDLD/S method. The pKa values
of Glu-113 in the two studies exhibited opposite trends:
protonation was found to be more favorable than that in water
by EVB/FEP (pKa ) 6.7), while it was less favorable in the
PDLD/S study (pKa ) 2.9). This discrepancy is due to the
difference in the force field used (AMBER vs ENZYMIX)
as well as the treatment of the neighboring phosphate groups,
which were kept neutral in the PDLD/S study but were
considered charged in this work.
In the case of the extrinsic mechanism, the nucleophile is
bound to metal ion A. One might wonder if the barrier of
the nucleophilic attack by a hydroxide coordinated to the
metal ion is not prohibitive. This is equivalent to the
nucleophile trapping problem; i.e., overstabilization of the
nucleophile can lead to an excessive increase in the barrier
of the nucleophilic attack step. As demonstrated by the
∆gqNA value presented in Table 1, this step is optimized to
a smaller extent than the generation of the nucleophile, yet
it is still more favorable in the enzyme by 7.8 kcal/mol than
the corresponding reference reaction in water [note the
(∆∆gqNA)wfp is negative]. This catalysis can be explained
easily by the inspection of the transition state structure
displayed in Figure 3. During the nucleophilic attack step,
the hydroxide remains bound to metal ion A at the transition
state, while it approaches the phosphorus. Such a scenario
was predicted by a recent molecular dynamics studies that
explored the stability of the metal ion sites at the active site
of BamHI (30).
∆GPT(OHext-) ) 2.303RT[pKap(H2O) - pH] (9)
∆Gq ) ∆GPT + ∆gqNA (10)
(∆Gq)p ) (∆GPT)p + (∆gqNA)p ) (∆GPT)w +
(∆∆GPT)wfp + (∆gqNA)w + (∆∆gqNA)wfp (11)
(∆∆Gq)wfp ) (∆Gq)p - (∆Gq)w ) (∆∆GPT)wfp +
(∆∆gqNA)wfp (12)
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Role of Metal Ions. The arrangement of the metal ions at
the active site of BamHI conforms to the classical two-metal
ion mechanism of phosphoryl transfer. The significantly
larger stabilization of the nucleophile generation as compared
to the subsequent step and the distinguished role of metal
ion A in this process might indicate that the catalytic
importance of the two metal ions, i.e., their contribution to
the overall catalytic effect, is different.
To clarify the role of the metal ions and quantify their
catalytic importance, we have determined the overall barrier
of the phosphoryl transfer reaction in the presence of
individual metal ions bound at positions A, A′ [shifted by
0.9 Å from the crystallographic A position (30)], and B. To
this end, we constructed hypothetical enzymes with a single
metal ion at position A or B at the active site and constrained
them to their initial positions during the reaction. Position
A′ was created after the nucleophile generation step, and its
role was probed only during the nucleophilic attack. To
investigate whether the removal of one metal ion may change
the mechanism realized in the presence of two metal ions,
two pathways were considered for activation energy calcula-
tions: the general base mechanism by Glu-113 and the
extrinsic mechanism. The third scenario with proton trans-
fer between two neighboring water molecules was excluded
due to its unfavorable energetics in the enzymatic environment.
The respective free energies of the proton transfer reaction
and the activation free energies of the nucleophilic attack
are summarized in Table 2. The overall barrier of the general
base mechanism is affected by the removal of one metal ion
to a lesser extent than that of the extrinsic mechanism.
Nevertheless, the scheme involving an external nucleophile
still provides the most favorable pathway when site A or
site A′ is solely occupied (Figure 4). Overall barriers
computed in the presence of a single metal ion occupying
either site A or B demonstrate that the catalytic importance
(effect) of the two metal sites is different. In the presence of
the single metal ion A, the activation free energy is increased
by 6.5 kcal/mol. In contrast, when only metal ion site B is
occupied, the proton transfer process becomes rate-limiting
and the reaction becomes less favorable than in water. This
result is associated with the difficulties of the nucleophile
stabilization in the absence of the coordinating metal ion A.
The large barrier obtained with our calculations is due to
electrostatic repulsion from the nearby negatively charged
residues (Asp-94, Glu-111, Glu-113, and the scissile phos-
phate). These contributions are likely overestimated because
the simulations do not allow ionizable residues to change
their protonation state and are too short for Na+ ions to
diffuse into the active site to stabilize the negative charges
in the absence of Mg2+. Unfortunately, more realistic models
that could take these effects into account are too demanding
to be implemented in the framework of current state of the
art simulations. Nevertheless, we believe that the predicted
abolition of the catalytic effect would also be realized using
more sophisticated calculations.
The total activation energy in the presence of a single metal
ion at the optimized site A′ exceeds the barrier obtained in
the presence of two metal ions by only 6.1 kcal/mol. On the
basis of previous ground state MD simulations (30), we
expected that a single metal ion at site M, located ap-
proximately halfway between the crystallographically ob-
served A and B sites (30), will provide the largest contri-
bution to catalysis. Thus, we attempted to move the metal
ion from A′ to M during the nucleophilic attack. Although
at site M the metal ion coordinates both nonbridging oxygens
of the phosphate group, its coordination sphere becomes
severely distorted; thus, it increases the activation barrier of
the nucleophilic attack by more than 10 kcal/mol, depending
on the strength of the constraint (not shown in Table 2).
FIGURE 3: Transition state structure of the nucleophilic attack in
the presence of two metal ions at the active site of BamHI as
determined by the EVB/FEP calculations. Coordination distances
are given in angstroms.
FIGURE 4: Transition state structure of the nucleophilic attack in
the presence of a single metal ion at site A′ of BamHI as determined
by the EVB/FEP calculations. In the absence of metal ion B, Glu-
77 points away from the active site. Coordination distances are given
in angstroms.
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DISCUSSION
With the exception of BfiI (13), all restriction endonu-
cleases require Mg2+ ions for catalysis, but the variable
number of the metal ion sites located in the crystal structures
of restriction endonuclease ternary complexes has made the
exact number of catalytic ions subject of a long-standing
debate (17). Three catalytic models have been developed to
account for different numbers of metal ions and positions in
the course of phosphoryl transfer that involves one, two, or
three metal ions at the active site. Although all models agree
that the proximity of the metal ion to the putative nucleophile
facilitates the nucleophile preparation step by decreasing the
pKa of this nucleophile, there has been a long pursuit of
identification of residues that can serve as a general base
catalyst. Although mutations reducing the catalytic rate
suggested some candidates, the general base could not be
unequivocally localized.
Our earlier computational analysis of the energetics of the
nucleophile preparation step has indicated that recruiting
OH- from bulk solvent (extrinsic mechanism) is more
favorable than preparing it with the assistance of a general
base at the active site, either by Glu or by the 3′-phosphate
group (48). This study, however, did not consider the barrier
of the subsequent reaction step, thus leaving open an option
for either mechanism to become eliminated due to the
nucleophile trapping.
This comparison of the activation free energies of the three
catalytic models in BamHI confirms that the mechanism
involving an external nucleophile, i.e., moving a proton to
bulk solvent, is the most favorable. A barrier of 23 kcal/mol
calculated for the extrinsic mechanism in the presence of
metal ions constrained to their crystallographic positions is
in reasonable agreement with the activation free energy
derived from experimental values for a stepwise process.
BamHI exerts a greater stabilization on the nucleophile
preparation than on the nucleophilic attack step due to the
coordination of the OH- group to metal A. This coordination
persists throughout the nucleophilic attack step, but the
catalytic effect of the enzyme on this step is smaller than on
the nucleophile preparation step. This result contradicts
earlier suggestions that the energetics of the nucleophilic
attack is optimized more by evolution than the nucleophile
generation step (17). The extrinsic mechanism, i.e., that the
putative nucleophile water is not deprotonated by an active
site residue, may resolve the ambiguity in the identity of
the general base. However, it remains to be explained why
the catalytic effect of a distant Lys-173 in EcoRV is
comparable to that of Lys-92 lying in the active site of the
enzyme (26) or how phosphates 4 bp from the scissile
phosphate can contribute to catalysis (24). The proposed
mechanism lacking a general base catalyst represents a
promising lead in this respect because it requires the buildup
of a larger negative charge, and the stability of this nega-
tive charge may be sensitive to longe-range electrostatic
effects. The extrinsic mechanism is also in accord with
recent biochemical and structural data on EcoRI (23) and
does not contradict the observations with HincII (19) and
EcoRV (18).
The BamHI crystal structure contains two metal ions at
the active site that are perfectly arranged for the classical
two-metal ion mechanism. By calculating activation free
energies for structural variants of BamHI which contained a
single constrained metal, we dissected the overall catalytic
effect into contributions of each metal site. This free energy
decomposition has an advantage over decomposition schemes
based on evaluating force field contributions within a single
FEP calculation (49) in that it takes into account structural
effects, but it may be associated with significant nonadditivity
effects (50). Nevertheless, our constraint-based approach
provides well-defined catalytic contributions and can be
generalized to other enzymes with multiple metal sites,
including those in which the actual number of occupied sites
is uncertain (51).
The catalytic importance of the two metal ions differs
significantly: the absence of metal B resulted in moderate
changes in the total activation barrier, whereas the removal
of metal from site A abolished the catalytic effect of the
enzyme. Metal A is critical for stabilizing the nucleophile
and also helps the nucleophilic attack by coordinating the
nucleophile throughout the formation of the pentavalent
intermediate. In the absence of metal ion A, nucleophile
generation becomes the rate-limiting step of the reaction.
On the basis of moderate changes in the barrier upon
removal of metal ion B as well as our previous data on the
stability of the metal ion sites, we suggest that only one metal
ion is essential for BamHI catalysis. It is, however, possible
that the catalytic importance of metal B would increase when
the last reaction step, P-O bond breaking, is fully taken into
account. In this study, we did not evaluate explicitly this
reaction step but instead assumed that the structure of the
Table 2: Reaction (∆G0) and Activation (∆gq) Free Energies at the Active Site of BamHI with a Single Metal Ion at Crystallographically
Observed Site A, Site B, or the Optimized Site A′a
A B A′
reaction ∆G0 ∆gq ∆Gpq ∆∆Gq ∆G0 ∆gq ∆Gpq ∆∆Gq ∆G0 ∆gq ∆Gpq ∆∆Gq
General Base Catalysis by Glu-113
If II 0.8 7.3 -14.9 31.6 31.6 15.9 -2.5 5.5 -18.2
IIf III 33.8 33.8 -0.2 48.2 50.2 17.2 34.5 34.5 1.5
total 34.6 -15.1 81.8 33.1 32 -16.4
ExtrinsicMechanism
If VI (solvent)b -112.1 - -11.1 -54.1 - 46.9 -112.1 - -11.1
If VI 0.7 -11.1 58.7 46.9 0.7 -11.1
VIf VII 28.9 29.2 -3.8 101.6 104.3 71.3 28.8 28.8 -4.2
total 29.9 -14.9 163 118.2 29.5 -15.3
a The catalytic effect is defined as ∆∆Gq ) ∆Gpq - ∆Gwq. For the nucleophile generation step, a difference between the∆G0 values is considered,
and for the nucleophilic attack, the difference between the ∆gq values is considered (see eq 12; for corresponding values in water, see Table 1). The
meaning of symbols is the same as in Table 1. b Solvation free energy of the OH- group.
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transition state for the nucleophilic attack is a good ap-
proximation for the structure of the rate-limiting transi-
tion state. At any rate, the proposal of a single catalytic
metal is supported by site-directed mutagenesis of metal
ion-coordinating residues in BamHI. The inactive E113K
mutant repels metal ion A, while the E77K mutant likely
prevents metal ion B binding and exhibits reduced activity
(52).
What is the advantage of having two ions instead of one
at the active site while in other cases only one can be
observed? This type of alternative way of achieving efficient
catalysis with either two fixed or one mobile metal ion was
first described by computational studies on DNA polymerase
I (44). According to those results and our results presented
here, the two metal ions have not only separate tasks but
also different contributions to the catalytic effect.
A related scenario was observed in the case of RNaseH,
where cocrystal structures of this nonspecific endonuclease
from HIV-1 reverse transcriptase indicated the presence of
two divalent metal ions at the active site (53), while in a
related enzyme from Escherichia coli, only a single site was
detected (54). On the basis of this discrepancy, an activa-
tion-attenuation model has been put forward, according
to which the first metal ion activates while the second
inhibits the reaction, fulfilling a regulatory role (55). Recent
crystallographic analysis of RNaseH in complex with a
RNA-DNA hybrid is compatible with a two-metal ion
scheme and argues against such an activation-attenuation
model (56).
In PD..D/ExK restriction endonucleases, where present, a
regulatory function is suggested for the second metal ion
based on our previous (30) and current results. Since this
metal ion is more mobile than the one bound to the
nucleophile, it can induce conformational rearrangements at
the active site. Alternatively, it may modulate the pKa of
the water molecule that protonates the leaving group and
thereby affect the energetics of the departure of the leaving
group. The presence of the second metal ion might also
switch between general base and extrinsic mechanisms for
nucleophile generation.
In conclusion, on the basis of our results and accompany-
ing biochemical and structural data, we propose the following
catalytic scheme for BamHI action. The nucleophile is
recruited from bulk solution and stabilized by metal ion A.
The hydroxide ion remains bound to the metal ion during
the nucleophilic attack. Thus, metal A not only plays a crucial
role in the generation of the nucleophile but also is an
important factor in the nucleophilic step. On the basis of
the catalytic effect of the enzyme on the two reaction steps
affecting the overall rate, BamHI optimizes the nucleophile
preparation step more than the nucleophilic attack. Although
the architecture of the active site is compatible with the two-
metal ion mechanism, on the basis of the individual
contribution of the metal ions, we propose that one metal
ion is essential while the other is auxiliary for catalysis. Such
a mechanistic scheme could be applicable to other restriction
enzymes and thus could serve as a framework for a general
mechanism for this enzyme family.
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Mg2+ and Mn2+ ions are critical to the functioning of phosphoryl transfer enzymes, such as restriction
endonucleases. Although these ions play similar roles in the chemical steps, they govern substrate specificity
via modulating sequence discrimination by up to a factor of 105 with Mg2+ and only up to a factor of 10 with
Mn2+. To explain whether such diversity originates in fundamental differences in the electronic structures of
the nucleobase-hydrated-metal ion complexes, structures and interaction energies were determined at the
density functional (DFT) and second-order Møller-Plesset (MP2) levels of theory. Although both metal ions
favor identical binding sites, Mn2+ complexes exhibit greater distortions from the ideal octahedral geometry
and larger variability than the corresponding Mg2+ systems. In inner-shell complexes, with direct contact
between the metal and the nucleobase, Mg2+ is preferred over Mn2+ in the gas phase, due primarily to
nonelectrostatic effects. The interaction energies of the two metal ions are more similar in the outer-shell
complexes, likely due to reduced charge transfer between the hydrated metal ion and the base moieties. Inclusion
of solvation effects can amplify the relative nucleobase preferences of Mg2+ and Mn2+, indicating that bulk
hydration modulates the balance between electrostatic and nonelectrostatic terms. In most cases, the base
substitutions in solution are facilitated more by Mn2+ than by Mg2+. Electrostatic properties of the environment
were demonstrated to have a major influence on the nucleobase preferences of the two metal ions. Overall,
quantum chemical calculations suggest that the contrasting selectivity of Mg2+ and Mn2+ cofactors toward
nucleobases derives from the larger flexibility of the Mn2+ complexes accompanied by the excessive polarization
and charge-transfer effects as well as less favorable solvation.
Introduction
Divalent metal ions are critical to the proper functioning of
various biomolecules. These ions can assemble and stabilize
protein structures1,2 and can induce complex formation with their
substrates.3,4 Many enzymes utilize them as cofactors to facilitate
chemical conversions.5-7 Divalent metal ions play a distin-
guished role in nucleic acid biochemistry.8 In the catalytic
machinery of enzymatic phosphoryl transfer, they act as Lewis
acids to reduce the accumulation of negative charge in the
transition state.9-11 Divalent metal ions are crucial for folding
of RNA as well as for the catalytic machinery of ribozymes.12
Magnesium and calcium ions were reported to interfere with
the structure of DNA in a sequence specific manner that is
dependent on the ion type as well.13 Mg2+ ions primarily bind
to phosphate groups of the DNA backbone via a solvent
molecule in a so-called outer-shell mode.14,15 Divalent metal
ions were also observed to penetrate into the grooves,16,17
where by crosslinking the base atoms of the opposite strands,
they can modify the groove width and promote kinking of the
DNA. Such sequence-specific structural changes can govern the
interaction of drug molecules with DNA.8 For example, the
selective binding of the antitumor antibiotics mythramycin18 is
assisted by simultaneous coordination of Mg2+ ions to the minor
groove of the Z-DNA and to the drug molecule.
Out of the versatile roles of divalent metal ions in biochem-
istry, the present work has been motivated by the diversity of
metal ion functions in restriction endonucleases.19 These
enzymes protect prokaryotic organisms from invading phages
by recognizing a 4-6 base pair long palindromic sequence of
the foreign DNA and catalyzing the scission of the backbone
at a given position. In the presence of Mg2+ ions a remarkable
substrate-specificity can be observed characterized by a binding
constant (KM) that is increased by 3 orders of magnitude and a
reaction rate (kcat) that is decreased by 6 orders of magnitude
upon a single base pair change in the cognate sequence.20,21
Such stringent sequence discrimination drops significantly with
Mn2+ ions;22,23 for the EcoRV enzyme by a factor of 105 when
activities of the specific GATATC and the noncognate GTTATC
sequence24 are compared. Furthermore, Mn2+ ions often promote
“star activity”, when a noncognate sequence differing by one
base pair from the substrate sequence is processed.25,26 We
hypothesize that since the presence of divalent metal cations is
often required for specific binding of DNA to restriction
enzymes21,27-29 these metal ions can serve as “markers” of the
sequence.
To probe this idea we investigated the selectivity of Mg2+
and Mn2+ ions toward nucleic acid bases. Although in protein-
DNA complexes these ions are exquisitely coordinated to the
scissile phosphate to facilitate phosphoryl-transfer,30,31 in free
DNA they are attached to the base atoms as well.16,17,32 Such
indirect interactions support sequence-specific structural ele-
* Corresponding author phone: (36-1)-279-3138; fax: (36-1)-466-5465;
e-mail: monika@enzim.hu.
† Hungarian Academy of Sciences.
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ments8,13 and modulate the electrostatic properties of the
surrounding nucleotides to enhance steric and electrostatic
complementarity with the binding site of the protein. These
metal-ion-dependent features can “label” the cognate DNA site
and induce specific binding to the protein. Upon complex
formation the divalent metal ions are either replaced by the
protein residues or shifted to their final position at the active
center. In contrast, the original metal ion positions serve to guide
the protein to its specific site. Thus differences in metal ion
preferences toward nucleobases can reveal the reasons for altered
sequence discrimination by Mg2+ and Mn2+ ions.
Previous ab initio electronic structure calculations33 demon-
strated that the metal ion preferences can differ even at a single
base pair level: Guanine at the N7 position prefers Zn2+ over
Mg2+ ions and their interaction energies deviate considerably
due to the altered balance between the metal-base and metal-
water interactions. A marked difference between the flexibility
of the hydration shell of the two metal ions was also observed.
Even in the case of a single guanine nucleobase, the diversity
between the Mg2+ and Zn2+ binding could be explained based
on differences in the electronic structure of the complexes of
the two metal ions34 that cannot be captured by simple pairwise
additive energy terms. In the gas phase the stability of tetra-,
penta-, and hexahydrated Mg2+ complexes with guanine was
shown to be related to the charge transfer between the two
units.35 The importance of charge transfer and polarization
contributions to Mg2+-G interactions was also demonstrated
by taking the effect of bulk solvation into account.36
In spite of the biological importance of Mn2+ ions in DNA
chemistry37 the structural and electronic properties of hydrated
Mn2+ ions in complexes formed with the four nucleobases have
never been studied before. In this work both inner- and outer-
shell forms (i.e., penta- or hexahydrated forms) have been
investigated and the structural properties were compared to the
corresponding Mg2+ complexes. Geometry optimizations were
carried out for all possible coordination sites. Interaction energies
were determined at the Møller-Plesset (MP2)38 level including
basis set superposition error (BSSE)39,40 correction. We found
that Mn2+ complexes, as compared to those of Mg2+ ions, are
more flexible and can be characterized with smaller (negative)
interaction energy. Differences between the interaction energies
of the four nucleobases with the hydrated metal ions, however,
vary for Mg2+ and Mn2+ reflecting altered selectivity of the
two metal ions. Furthermore, differences in interaction energies
obtained in the gas phase can be increased upon including the
solvation effect. To understand this phenomenon in more detail,
we partitioned the interaction energy in the gas phase according
to the Natural Energy Decomposition Analysis (NEDA)41-43
scheme. We observed that the so-called nonelectrostatic, charge
transfer and polarization terms vary remarkably for Mg2+ and
Mn2+. The molecular factors identified in the present study can
rationalize the altered sequence discrimination of the two metal
ions.
Computational Details. Models. Inner- and outer- shell
complexes of Mg2+ and Mn2+ with adenine (A), guanine (G),
cytosine (C), and thymine (T) nucleobases were constructed
using standard nucleobase structures within the GaussView
3.0944 program. Inner-shell complexes included a direct coor-
dination between the metal ion and the nucleobase, i.e.,
contained a pentahydrated metal ion site. In the outer-shell
complexes the interaction between the metal ion and the base
was mediated by one or more water molecule(s); i.e., including
a hexahydrated metal ion.
For inner-shell complexes, the following possible coordination
sites were considered: N1, N3, and N7 for A, O6 and N7 for
G, O2 for C, and O2 and O4 for T (see Figure 1 for
nomenclature). In the case of outer-shell complexes, various
coordination sites were studied at the Hartree-Fock (HF)45-48
level using the 3-21G basis set49-51 and using density-functional
theory [DFT(B3LYP)]52-55 with the 6-311G** basis set.51,56
Only structures with the three lowest energies were included
for further analysis: N6/N7, N1 and N3 for A, N7/O6 for G,
N1/O2 for C, and O2 and O4 for T, where x/y means a bidentate
coordination to two nucleobase atoms. Starting structural
parameters of the hydrated metal ions have been taken from an
idealized octahedral structure. Initial coordination distances of
the metal ions to the nucleobase atoms and to the oxygens of
water were adopted from coordination distances of the
Figure 1. Schematic representation of the inner- and outer-shell nucleobase complexes with Mg2+ and Mn2+ ions with the largest interaction
energies. Me stands for the metal ions and W for the water molecules. The numbering of the base atoms shown on the figure is used throughout
the paper. Hydrogen bonds are shown by dashed lines.
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HF/3-21G optimized structures of the hydrated metal ions. The
investigated models are schematically shown in Figure 1, all
studied arrangements are displayed in the Supporting Informa-
tion (Figure S1).
Optimized Structures. Geometry optimizations were carried
out in two steps. First, all structures have been optimized at the
HF/3-21G level. Then, the resulting structures were subjected
to further optimizations using the B3LYP variant52-55 of density-
functional theory. The 6-311G** basis set was employed for
the Mg2+ complexes, similarly to previous studies,35 while for
the Mn2+ complexes, the pVDZ57 basis set was applied. Further
basis sets were also tested: the CRENBL pseudo-potential of
Christiansen58 for the Mn2+ and the pVTZ57 basis set for both
ions. The pVDZ basis was selected based on the computational
cost and the marginal difference between the geometries of the
optimized structures obtained with the different basis sets. The
structures derived from the DFT(B3LYP)/6-311G**(Mg2+
complexes) and DFT(B3LYP)/pVDZ(Mn2+ complexes) opti-
mizations with the lowest MP2/pVTZ38 interaction energies were
subjected to further analysis.
Interaction Energies. To test the basis set dependence of the
interaction energies, a series of interaction energy calculations
were carried out at the DFT(B3LYP) level using five different
basis sets: 6-31G**,59-61 pVDZ, VTZ, and pVTZ for the G-O6
and G-N7 inner-shell and the G N7/O6 outer-shell complex of
Mg2+ and Mn2+ metal cations. The 6-311++G(2d,2p)51,56 basis
set was also applied for the Mg2+ complexes. Based on the
convergence of the resulting interaction energies, the MP2/pVTZ
method was selected to compute the interaction energies for all
optimized complexes. The interaction energies were corrected
for BSSE as follows:
where Eint is the interaction energy, EAB is the total energy of
the complex, and EA(AB) and EB(AB) are the monomer energies
calculated in the presence of the full basis set of the dimer. We
considered the hydrated metal ion (A) and the nucleobase (B)
as interacting monomer units. The geometry optimizations and
the interaction energy calculations were carried out with the
Gaussian 0362 program package.
Gas-Phase Interaction-Energy Decomposition. Contributions
of the different components to the total interaction energy were
estimated by the NEDA partitioning scheme at the HF level.
Since the correlation-consistent basis sets cc-pVXZ, X ) 2, 3,
463 provide a reliable partitioning of the interaction energy, the
cc-pVDZ basis set was employed for the energy decomposition
analysis on the C, O, N, H, and Mg atoms, whereas the cc-
pVTZ set64 was employed for the Mn atom. In the framework
of the NEDA approach, the interaction energy is expressed as
where Eint is the interaction energy, EES is the electrostatic, EPOL
is the polarization, ECT is the charge transfer, EEX is the
exchange, and EDEF is the deformation energy component.
NEDA calculations were performed with the NBO 5.065,66
program linked to the GAMESS67,68 package.
SolVation Energies. The effect of hydration on the interaction
energies was computed according to the thermodynamic cycle
presented in Figure 2,
where ∆Ggint and ∆Gaqint are the Gibbs interaction free-energies
between the hydrated metal ions (Me) and the nucleobase (B)
in the gas phase and in aqueous solution, respectively, while
∆GXsolv is the solvation free-energy of the X (Me, B or MeB)
species.
The polarizable continuum model (PCM)69,70 at the
DFT(B3LYP)/6-31G* level was applied to compute the solva-
tion free-energies of the penta- and hexahydrated metal ions,
the nucleobases, and the complexes. Changes in monomer
structures upon complex formation were ignored and all charges
were refitted for the hydration free-energy calculation. ∆Ggint
was assumed to approximate Eint computed in the gas phase;
hence, neglecting entropic effects.34 Hydration free-energies
were determined using three different dielectric coefficient
values: 40, 60, and 78.4. The hydration free-energies were
obtained by the Gaussian 03 package.62
Results and Discussion
Structures. The nucleobase complexes were optimized with
metal ions coordinated at all possible sites, as described in the
Methods Section. All the resulting structures are displayed in
Figure S1 of the Supporting Information. The complexes with
the lowest gas-phase interaction energies exhibit identical
coordination sites for the two metal ions. For the inner-shell
complexes, these are N7 for A, O6 for G, O2 for C, and O4 for
T. For the outer-shell complexes, these are N7/N6 for A, N7/
O6 for G, O2/N1 for C, and O4 for T.
Analysis of the optimized structures was based on (i) the
strength of the interaction between the metal and the nucleobase,
and (ii) the distortions of the coordination sphere from the ideal
octahedral structure. The representative structural parameters
are summarized in Table 1. Despite the difference between the
ionic radii of the Mn2+ and Mg2+ ions, 0.80 Å vs 0.65 Å,71 the
length of the metal-base contacts are surprisingly similar in
the inner-shell complexes of the two metal ions, with deviations
less than 0.07 Å between them. In outer-shell complexes the
metal ion has little impact on the distance between the water
molecules coordinated directly to the base and the contacting
base atoms. Larger disparities can be observed in the coordina-
tion distances to the water molecules: Mn2+ binds to the
coordinated water molecules more loosely than the Mg2+ ions,
with coordination distances larger by 0.12 Å in average.
Furthermore, the lengths of the water coordination distances
vary more for Mn2+, indicating a more flexible hydration sphere
(see standard deviations in Table 1). In accordance with this
observation, the angles of both the axial and apical ligands in
the Mn2+-nucleobase complexes deviate more from the ideal
structure than the corresponding parameters of the Mg2+
complexes. Interestingly, the structures of the outer-shell
complexes differ from the ideal octahedral geometry as much
as the inner-shell complexes. The larger flexibility of the outer-
shell Mn2+ complexes can lead to qualitative differences in the
hydrogen-bonding patterns. For example, in the case of the N6/
N7 outer-shell complex with A, an extra hydrogen bond is
Figure 2. Thermodynamic cycle used to compute the interaction free-
energy in solution. The subscripts g and aq stand for gas phase and
solution, respectively.
Eint(AB) ) EAB(AB) - EA(AB) - EB(AB) (1)
Eint ) EES + EPOL + ECT + EEX + EDEF (2)
∆Gaqint ) ∆Ggint + ∆GMeBsolv - (∆GMesolv + ∆GBsolv) (3)
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formed between one of the water molecules and N6 of A.
Another example is the O2/N3 cytosine outer-shell complex,
in which a bond with N3 breaks and a new one with O2 forms
in the Mn2+ complex. Such rearrangements in the hydrogen-
bonding network cannot take place in the corresponding Mg2+
complexes due to the rigidity of the coordination sphere.
Interaction Energies. The gas-phase BSSE-corrected inter-
action energies (Eint) of the penta- and hexahydrated metal ions
with nucleobases, computed at the MP2/pVTZ level, are
summarized in Table 2 for the complexes with lowest interaction
energies, whereas results for all models are displayed in the
Supporting Information (Table S1).
All inner-shell complexes favor Mg2+ over Mn2+, as reflected
by the larger negative Eint values. Discrepancies between the
Mg2+ and Mn2+ interaction energies increase in the outer-shell
complexes: purine bases (G and A) favor Mg2+, while pyrim-
idines (T and C) prefer Mn2+. The affinities of nucleobases for
the metal ions correlate neither with nucleobase-metal ion
separation nor with the magnitude of distortion from the ideal
octahedral structure. The differences between the Eint values of
the four nucleobases are dependent on the metal ion type,
especially for outer-shell complexes, where they are smaller for
the Mn2+ complexes (see discussion below).
Surprisingly, Eint values are significantly more favorable for
G and C than for A and T with either metal ions. The gap
between the interaction energies of G versus A and C versus T
is in the range of 26-30 kcal mol-1 for the inner-shell
complexes of both the Mg2+ and Mn2+ ions. The structural
parameters do not provide apparent explanation for this as the
metal-ion-nucleobase coordination distances do not show
considerable deviations. For outer-shell complexes, the contact
distances between the water and the coordinated nucleobase
atoms exhibit a weak correlation with the variation of the Eint
values. The difference between the G versus A and C versus T
interaction energies decreases in the outer-shell complexes as
compared to the inner-shell ones. This decrease is due to the
screening effect of the sixth water molecule, suggesting that
the origin of the effect is electrostatic. The discrepancies between
the Eint values of the nucleobases are smaller in the Mn2+
complexes than in the Mg2+ ones, which might implicate a larger
charge transfer in these systems.
Energy Partitioning. To reveal the origin of the differences
between the interaction energies of the Mg2+ and Mn2+
complexes as well as deviations between the Eint values of G
versus A and C versus T complexes with either metal ions, we
decomposed the interaction energy according to the NEDA
partition scheme with results presented in Table 3. For the Mg2+
complexes, the interaction energies obtained by NEDA at the
HF/cc-pVDZ level approximated the values computed at the
MP2/pVTZ level within ( 5 kcal mol-1. The electric term,
including the electrostatic, polarization, and self-response
components, differs in a larger extent for the G versus A and C
versus T bases than the core term, comprising the exchange,
deformation, and electronic self-energy components. Out of the
three electric components, the electrostatic term deviates most
significantly, by 25.6 kcal mol-1 for A and G and by 36.3 kcal
mol-1 for T and C. It reveals that the difference in the Eint values
of the different nucleobases is mostly due to electrostatic
TABLE 1: Characteristic Structural Parameters of Nucleobase Complexes with Mg2+ and Mn2+ Ionsa
Mg Mn
A-N7 G-O6 A-N7 G-O6
inner-shell
R(WMe) 2.108 ( 0.025 2.094 ( 0.029 2.224 ( 0.035 2.204 ( 0.044
R(MeB) 2.200 2.040 2.210 2.110
R(MeCM) 3.872 4.423 3.854 4.480
! 8.087 ( 1.799 7.477 ( 4.728 10.640 ( 1.416 10.367 ( 5.408
" 92.767 ( 3.308 93.188 ( 4.826 94.898 ( 5.416 95.001 ( 4.368
C-O2 T-O4 C-O2 T-O4
R(WMe) 2.088 ( 0.026 2.110 ( 0.023 2.192 ( 0.029 2.224 ( 0.014
R(MeB) 2.040 2.000 2.120 2.040
R(MeCM) 4.153 4.180 4.226 4.390
! 8.093 ( 3.159 5.253 ( 3.695 9.763 ( 5.580 9.610 ( 7.051
" 91.396 ( 4.887 92.781 ( 2.376 92.548 ( 6.180 96.473 ( 3.429
A-N7/N6 G-N7/O6 A-N7N6 G-N7/O6
outer-shell
R(WMe) 2.091 ( 0.015 2.085 ( 0.014 2.198 ( 0.028 2.180 ( 0.021
R(WB) 2.827 2.703 2.78 2.703
R(MeCM) 5.198 5.585 5.208 5.643
! 6.657 ( 3.005 6.165 ( 1.705 7.733 ( 3.488 8.490 ( 2.570
C-O2/N3 T-O4 C-O2/N3 T-O4
R(WMe) 2.085 ( 0.014 2.088 ( 0.007 2.193 ( 0.011 2.192 ( 0.004
R(WB) 2.717 2.75 2.947 2.726
R(MeCM) 5.113 5.843 5.747 6.076
! 5.887 ( 0.562 5.990 ( 0.144 8.850 ( 0.511 7.550 ( 0.254
a R is the distance (in Å) between the coordinated nucleobase atoms (B), the metal ions (Me), and the oxygen atoms of water (W), whereas CM
designates the center of mass of the nucleobase. ! and " characterize the angular deviations (in degrees) from the ideal octahedral geometry, where
! is the deviation of the apical atoms from linearity and " is computed for the equatorial atoms (see Figure 1 for numbering of the atoms).
TABLE 2: Gas-Phase Interaction Energies of Nucleobases
with Hydrated Mg2+ and Mn2+ Ions Obtained at the MP2
Level Using the 6-311++G(2d,2p) and pVTZ Basis Sets,












a The atom numbering refers to the contact sites. All energy values
are given in kcal mol-1.
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effects. The charge-transfer term also provides important, 19.5
kcal mol-1 contribution to the interaction energy difference
between T and C. The effect of polarization is controversial.
Polarization is more favorable for the G than the A complex,
but for C versus T it differs to a smaller extent in the opposite
direction (more negative for the T complex). The differences
in the deformation terms indicate that wave functions of G and
C undergo larger distortions upon association with hydrated
Mg2+ than those of A and T.
For Mn2+, the partitioning of the interaction energies could
only be performed for the A and T complexes. For the G and
C complexes a formal shift of one electron occurred from the
base to the metal ion, leading to a strong deviation between the
sum of the contributions and the total Eint value obtained at the
HF/cc-pVDZ level. This formal one-electron shift is probably
due to a problem in the NBO search algorithm (personal
communication with E.D. Glendening).
The differences between the electric and core components
of the interaction energy for the corresponding A and T
complexes with Mn2+ and Mg2+ appear to be significant: the
electric terms are more favorable for the inner-shell Mn2+
complexes, while the core terms change in the opposite direction.
Out of the three electric components, the largest deviation is
seen for the polarization term of the A-Mn2+ and T-Mn2+
complexes that exceeds the corresponding values of the Mg2+
complexes by 94 and 85 kcal mol-1, respectively. Mn2+ with
open d orbitals is more polarizable than Mg2+ without them,
and this allows a smaller charge separation between the metal
ion and the nucleobase. Consequently, the charge-transfer term
was also found to be larger for the Mn2+ than for the Mg2+
complexes. Increase of the polarization and charge-transfer
components is accompanied by significantly larger deformation
energies (by 98 kcal mol -1 for A and 80 kcal mol-1 for T)
indicating a more severe wave function distortion of the Mn2+
as compared to the Mg2+ complexes. In the outer-shell
complexes, the insertion of the sixth water ligand remarkably
suppresses the polarization term, resulting in better agreement
between the Eint values of Mg2+ and Mn2+ complexes. Although
the charge-transfer terms also decrease in the outer-shell Mn2+
complexes as compared to the inner-shell ones, they still
considerably exceed the corresponding Mg2+ values. Hence, in
spite of the 50% reduction of the distortion terms as compared
to the inner-shell complexes, they are still significantly larger
in the Mn2+ than in the Mg2+ outer-shell complexes.
Hydration Energies. Comparison of the gas-phase interaction
energies of the corresponding inner and outer-shell complexes
of the four nucleobases with Mg2+ and Mn2+ ions points to the
importance of hydration in modulating metal ion selectivity.
To assess the effect of solvation on the affinity of the two metal
ions toward the nucleobases, we determined the solvation free-
energies of all complexes and computed the interaction energies
in solution according to eq 3 in the Solvation Energies section.
Since dielectric properties of the solvent medium can determine
the binding mode of magnesium in biological systems,72
different dielectric coefficient values were used for computing
hydration free-energies. The dielectric constant at the surface
of DNA was estimated to be in the range of 30-50,36,73 thus
calculations were performed using values of 40, 60, and also
using ! ) 78.4 of bulk water. The results with ! ) 40 are
summarized in Table 4, values obtained using dielectric
constants of 60 and 78.4 are presented in Table S2 and Table
S3 of the Supporting Information. Hydration free-energies and
the correction to the gas-phase interaction energy (∆Gcorr),
obtained as a sum of solvation and desolvation terms (∆Gsolvcompl
- ∆GsolvMe - ∆GsolvB) using ! ) 40 (Table 4) and 60 (Table
S1) are very similar to each other. Results computed with a
dielectric constant of 78.4 are also consistent with these values
TABLE 3: Energy Contributions to the Gas-Phase Interaction Energy (Eint) According to the Natural Energy Decomposition
Analysis (NEDA): Charge Transfer (CT), Electrostatic (ES), Polarization (POL), Exchange (EX), Deformation (DEF), and
Electrical Self-Energy (SE) Termsa







A-N7 -67,78 -68,29 -62,31 -10,37 151,14 32,32 -98,28 108,45 -57,6
C-O2 -64,88 -94,97 -68,66 -9,35 148,24 35,67 -127,96 103,22 -89,62
G-O6 -77,52 -93,93 -75,96 -9,44 165,13 39,48 -130,41 116,21 -91,72
T-O4 -45,43 -58,7 -69,57 -7,34 120,69 36,18 -92,09 77,17 -60,36
outer
A-N7/N6 -68,32 -53,34 -35,93 -7,08 121,64 18,81 -70,46 95,75 -43,03
C-O2 -69,12 -80,27 -45,89 -7,55 132,18 24,23 -101,93 100,4 -70,65
G-N7/O6 -75,88 -81,17 -51,06 -7,64 142,46 26,94 -105,29 107,88 -73,29
T-O4 -43,62 -49,88 -49,31 -5,69 99,27 26,18 -73,01 67,4 -49,23
Mn
inner A-N7 -104,67 -77,68 -156,67 -28,63 315,32 80,04 -154,31 206,65 -52,33
T-O4 -75,11 -59,88 -155,00 -21,40 257,9 79,53 -135,35 156,97 -53,49
outer A-N7/O6 -83,20 -57,07 -41,53 -8,88 148,94 21,82 -76,78 118,24 -41,74
T-O4 -63,17 -49,51 -48,40 -6,49 99,27 26,18 -71,73 66,60 -43.35
a The partitioning has been carried out at the Hartree-Fock level employing the cc-pVDZ basis set for C, O, N, H, and Mg2+, and the cc-pVTZ
basis set for Mn2+. All energy values are given in kcal mol-1.
TABLE 4: Solvation Gibbs Free Energies Obtained by the
PCM Method for the Complex (C), the Hydrated Metal Ion
(Me), and the Base (B) Using a Dielectric Constant of 40a




A-N7 -173.00 -13.99 -211.12 52.11 -8.91
C-O2 -159.25 -20.90 -209.94 71.59 -14.17
G-O6 -159.50 -24.58 -210.76 75.84 -12.24
T-O4 -171.48 -12.81 -211.12 52.45 -3.59
Mn
A-N7 -171.88 -13.82 -205.20 47.14 -9.75
C-O2 -157.99 -20.87 -203.75 66.63 -13.30
G-O6 -157.89 -24.56 -204.52 71.19 -11.82




A-N7/N6 -167.00 -13.78 -190.35 37.13 -11.82
C-O2 -156.52 -20.64 -191.70 55.82 -15.38
G-N7/O6 -155.89 -24.44 -190.91 59.46 -14.58
T-O4 -164.63 -12.93 -192.28 40.58 -9.57
Mn
A-N7/N6 -165.34 -13.63 -188.02 36.31 -12.02
C-O2 -156.63 -21.69 -191.72 56.78 -17.51
G-N7/O6 -154.58 -24.38 -188.23 58.03 -14.60
T-O4 -163.03 -12.85 -190.76 40.58 -10.57
a ∆Gcorr is the sum of the solvation energies according to the
thermodynamic cycle of Figure 2, ∆Gint is the interaction Gibbs free
energy in solution. All values are given in kcal mol-1.
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with the exception of the hydration free-energies of Mn2+ outer-
shell complexes. In this case, the order of the interaction free-
energies do not follow the gas-phase trend so that ∆Gint of C is
less favorable then that of T. The observations presented below
express the general behavior of metal ion complexes in the three
dielectric media, any deviations will be mentioned explicitly.
The correction to the gas-phase interaction energy (∆Gcorr)
derived from the hydration free-energies of the complex and
the hydrated metal ion and base moieties inversely correlates
with the Eint values in the gas phase: it is the least positive for
A and largest for G. Similarly to their values in the gas phase,
interaction free-energies of the G and C complexes of both metal
ions in solution are more negative than those of A and T in
both binding modes (with the exception of T and C in the outer-
shell complex of Mn2+, as mentioned above). Due to the
decreased desolvation energy of the nucleobase, the C-Mg2+
and the C-Mn2+ complexes have the largest (negative) interac-
tion energies in solution, in contrast to the G-Mg2+ and
G-Mn2+ complexes in the gas phase. As expected, solvation
free-energies of the Mn2+ complexes are smaller (less negative)
than those of the Mg2+ complexes, likely due to the result of
larger polarization and charge-transfer effects. The differences
in complex hydration free-energies become smaller with the
decreasing dielectric constant. The solvation energies of the
hydrated Mn2+ ions are also smaller than those of Mg2+, which
also derives from differences in the polarization and charge-
transfer terms. As expected, the deviation between the solvation
free-energies of the hexahydrated Mg2+ and Mn2+ ions decreases
as compared to the penta-hydrated forms. Similarly to the gas
phase, the interaction energies of the Mg2+ inner-shell com-
plexes are larger (more negative) than those of Mn2+, whereas
Mn2+ is preferred in outer-shell complexes in solution. As
compared to the gas phase, the deviations between the interac-
tion energies of the four nucleobase complexes decrease
substantially in solution, due to screening of the electrostatic
interactions in the bulk phase.
Base-Substitution Energies. To elucidate the origin of the
alternate selectivity of the metal ions, we computed the base-
substitution energies as the difference of the appropriate gas-
phase interaction energies (Table 5). The ∆Eint values indicate
significant variations in the preference of the two metal ions
for the different nucleobases. The Gf A, Gf T, Af C, and
C f T substitutions are accompanied by a large change in the
interaction energy, whereas the Gf C and Af T replacements
are energetically less demanding in both the inner and outer-
shell complexes of either metal ion. This can be explained by
the large gap between the interaction energies of G versus A
and C versus T that was discussed above. Interestingly,
differences between the base substitution energies of the Mg2+
and Mn2+ complexes in the gas phase are relatively small,
especially for the inner-shell complexes, the largest∆∆EintMgfMn
) 1.7 kcal mol-1 difference is obtained for the A f C
replacement. In outer-shell complexes, base-substitution energies
of the Mg2+ and Mn2+ complexes differ more than in the inner-
shell case. The largest deviations are seen for the G f C and
A f C replacements, where ∆∆EintMgfMn is -4.5 and -3.7
kcal mol-1, respectively. The differences between the base-
substitution energies of the two metal ions are also considerable
for the Gf T and Cf T replacements, 2.4 and 1.9 kcal mol-1,
respectively. Inclusion of the sixth water ligand affects the
polarization and charge-transfer terms in a larger extent for Mn2+
than for Mg2+, especially in the outer-shell complexes. Based
on these results we hypothesized that incorporating the effect
of bulk hydration into the interaction energies will result in
lower, more realistic base substitution free-energies with greater
difference between the two metal ions. Base substitution free-
energies computed with ∆Gint values presented in Table 4 using
a dielectric constant of 40 are summarized in Table 6. Base
substitution free-energies obtained using ! ) 60 and ! ) 78.4
are presented in Table S4 and Table S5 of the Supporting
Information.
As expected, the magnitude of the base substitution free-
energies in solution lowered considerably as compared to the
gas-phase values. This, however, does not increase the difference
between the base substitution free-energies computed for the
inner-shell complexes of the two metal ions. Similarly to the
gas phase, base substitution free-energies vary for the two metal
ions between 0.4 and 2.3 kcal mol-1. For outer-shell complexes,
the base substitution energies heavily depend on the dielectric
properties of the medium. While with a high dielectric constant
(! ) 78.4) base substitution free-energies computed for Mg2+
and Mn2+ complexes deviate significantly in solution, even up
to 8 kcal mol-1 (for replacements of T), in lower dielectrics
(Table 6 and Table S5), differences between Mg2+ and Mn2+
complexes do not exceed 2.3 kcal mol-1. In general, we observe
that base-substitutions to A, G, and C are more facilitated in
Mn2+ complexes as compared to Mg2+ complexes and in outer-
shell complexes in all cases except of C f T. We must note,
however, that base substitutions are not symmetric in the two
directions.
TABLE 5: Base-Substitution Energies in the Gas-Phase
Expressed as ∆Eint ) Eint(row) - Eint(col) for the Mg2+
Complexes (Lower Triangle) and ∆Eint ) Eint(col) -
Eint(row) for the Mn2+ Complexes (Upper Triangle), where
Eint(col) and Eint(row) are the Interaction Energies of the
Hydrated Metal Ion with Nucleobases Displayed in Rows
and Columns, Respectivelya
I G A C T
G 26.1 3.1 32.0
A 27.1 -23.0 5.8
C 2.3 -24.7 28.9
T 32.0 5.0 29.7
II G A C T
G 24.3 -1.7 21.5
A 25.1 -26.0 -2.8
C 2.8 -22.3 23.1
T 23.9 -1.2 21.2
a I: inner-shell complexes. II: outer-shell complexes. All values are
given in kcal mol-1.
TABLE 6: Base-Substitution Free Energies in Solution
Obtained by the PCM Model, Computed as ∆Eint )
Eint(row) - Eint(col) for the Mg2+ Complexes (Lower
Triangle) and ∆Eint ) Eint(col) - Eint(row) for the Mn2+
Complexes (Upper Triangle), where Eint(col) and Eint(row)
are the Interaction Energies of the Hydrated Metal Ion with
Nucleobases Displayed in Rows and Columns, Respectivelya
I G A C T
G 2,1 -1,5 9,7
A 3,3 -3,5 7,6
C -1,9 -5,3 11,2
T 8,6 5,3 10,6
II G A C T
G 2,6 -2,9 4,0
A 2,8 -5,5 1,5
C -0,8 -3,6 6,9
T 5,0 2,2 5,8
a I: inner-shell complexes. II: outer-shell complexes. All values are
given in kcal mol-1.
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Conclusions
Interaction energies of Mg2+ and Mn2+ complexes with the
four nucleobases inevitably show that these metal ions exhibit
preference for the same binding sites (atoms). Optimized
structures of the corresponding complexes are, nevertheless,
markedly different. Hydrated Mn2+-nucleobase structures devi-
ate more from the ideal octahedral arrangement and are more
flexible than hydrated Mg2+ complexes. The tolerance for larger
distortions in the Mn2+ complexes can result in different
hydrogen-bonding patterns, formation of new contacts between
the ligated water molecules and the nucleobase atoms can be
induced, e.g., for cytosine. The larger variations in the coordina-
tion geometry might also imply greater flexibility of the Mn2+
complexes as it has been reflected by Mn2+ containing protein-
DNA crystal structures.74
It appears that all inner-shell complexes including a direct
contact between the metal ions and the nucleobase favor Mg2+
over Mn2+. In outer-shell complexes, however, the screening
of the electrostatic interactions by the sixth water ligand brings
the interaction energies of the two metal ions into closer
agreement that indicates the preference of the purine bases for
Mn2+ ions instead of Mg2+. Interestingly, in both the inner-
and outer-shell complexes, a large discrepancy was observed
between the interaction energies of G versus A and C versus T,
indicating a weaker complex between the latter bases and either
metal ion. To unveil the reason, the interaction energies were
partitioned to electronic, charge transfer, and core repulsion
terms using the NEDA partition scheme. For G and C the
electric term has a larger negative value than for A and T. The
most significant deviation is observed in the electrostatic
component that is accompanied by a marked distortion of the
wave function upon complex formation. The dominance of the
so-called nonelectrostatic terms, the polarization and charge-
transfer terms, are not beneficial for complex formation as it
was demonstrated for the A and T inner-shell Mn2+ complexes
as compared to the corresponding Mg2+ systems. This reveals
an important difference between the two metal ions: the more
polarizable Mn2+ ions allow a larger charge flow to the metal
ion (increasing the covalent character of the complex) that is
disadvantageous for binding to the nucleobase. Indeed, for outer-
shell complexes, where the discrepancy between the electrostatic
terms computed for the two metal ions are smaller, the
interaction energies are in closer agreement with each other.
Inclusion of the solvation free-energies demonstrate that bulk
solvation modulates the balance between electrostatic and
nonelectrostatic terms and thereby alters the preference of the
two metal ions toward different nucleobases. In this sense, the
DNA sequence context as well as the protein side-chains can
modulate the metal ion binding affinities via simple solvation
effects. Solvation was observed to decrease sequence discrimi-
nation for both metal ions but in a larger extent for Mn2+.
Overall, we can conclude that the reduced selectivity of Mn2+
toward the nucleobases is due to two main factors: larger
tolerance for distortions and larger polarizability that is coupled
to less favorable solvation of the complexes. Thus the ab inito
calculations provide useful insights into the molecular back-
ground of the discrepant binding properties of Mg2+ and Mn2+
ions at the nucleobase level and could outline those factors that
can also affect selectivity of the two metal ions in more complex
systems.
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Abstract
To test their structural and functional similarity, hybrids were constructed between EcoRI and RsrI, two restriction endonucleases recognizing
the same DNA sequence and sharing 50% amino acid sequence identity. One of the chimeric proteins (EERE), in which the EcoRI segment
His147–Ala206 was replaced with the corresponding RsrI segment, showed EcoRI/RsrI-specific endonuclease activity. EERE purified from
inclusion bodies was found to have ∼100-fold weaker activity but higher specific DNA binding affinity, than EcoRI. Increased binding is
consistent with results of molecular dynamics simulations, which indicate that the number of hydrogen bonds formed with the recognition
sequence increased in the chimera as compared to EcoRI. The success of obtaining an EcoRI–RsrI hybrid endonuclease, which differs from
EcoRI by 22 RsrI-specific amino acid substitutions and still preserves canonical cleavage specificity, is a sign of structural and functional
similarity shared by the parental enzymes. This conclusion is also supported by computational studies, which indicate that construction of the
EERE chimera did not induce substantial changes in the structure of EcoRI. Surprisingly, the chimeric endonuclease was more toxic to cells not
protected by EcoRI methyltransferase, than the parental EcoRI mutant. Molecular modelling revealed structural alterations, which are likely to
impede coupling between substrate recognition and cleavage and suggest a possible explanation for the toxic phenotype.
© 2007 Elsevier B.V. All rights reserved.
Keywords: Restriction endonuclease; Sequence-specific DNA – recognition; Protein refolding; Molecular dynamics simulations
1. Introduction
Isoschizomers are restriction endonucleases that recognize
the same sequence [1]. The existence of enzymes acting on the
same DNA substrate sequence raises the question whether they
use the same mechanism to recognize and cleave their target
sequence. EcoRI is one of the best-characterized Type II res-
triction endonucleases [2–4]. EcoRI and its isoschizomer RsrI
recognize the sequence GAATTC and cleave it at the same
position (G/AATTC; [5–7]). Methylation of the substrate
sequence by the EcoRI methyltransferase (M.EcoRI) protects
the site from cleavage by either enzyme. Both EcoRI and RsrI
act as dimers and requireMg2+ as a cofactor for catalysis [2,6,7].
EcoRI and RsrI share ∼50% amino acid sequence identity [8],
and all amino acids that are known to mediate sequence-specific
recognition and catalysis in EcoRI [4,9] are conserved in RsrI
[8,10], suggesting that RsrI uses the same mechanism as EcoRI
to interact with its DNA substrate. The sequence homology
between EcoRI and RsrI gained stronger significance when the
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sequence of the MunI endonuclease became available. MunI
recognizes the sequence CAATTG, which differs from the
recognition sequence of EcoRI (and RsrI) only in the external
base-pairs (shown in bold). Comparison of theMunI amino acid
sequence with that of EcoRI and RsrI revealed only a low level
of overall similarity. However, all EcoRI residues forming the
catalytic site and residues responsible for recognizing the inner
four nucleotides were found to be conserved in MunI [10]. The
X-ray structure of the MunI-DNA co-crystal has since
confirmed the proposed role of these amino acids [11].
Both EcoRI and RsrI were found to footprint 12 base pairs,
bend DNA by ∼50° and unwind the DNA helix by 25° [12–
14]. These observations led to the conclusion that the two
enzymes interact with their recognition sequence in a similar
way [14]. However, studies using oligonucleotide substrates
containing base analogues identified differences in the DNA
recognition mechanisms of EcoRI and RsrI. The RsrI
endonuclease appeared to be more sensitive to alterations of
functional groups within its recognition sequence than EcoRI,
suggesting that RsrI exhibits a higher degree of discrimination
against non-canonical sequences [15]. Also, the two enzymes
were found to differ in isoelectric points, sensitivity to N-
ethylmaleimide, state of aggregation at high concentrations,
susceptibility to inhibition by antibodies, and optimum
conditions of reaction (temperature and salt concentration)
[6,7].
To assess the level of structural and functional similarity
between EcoRI and RsrI by a new approach, we constructed
EcoRI–RsrI hybrids by replacing segments of the ecoRIR gene
with equivalent segments of the rsrIR gene. Boundaries of the
exchanged segments were determined by positions of three
conveniently located restriction sites in the EcoRI gene. Of the
five hybrids constructed, four were inactive. The fifth chimeric
endonuclease, in which the His147–Ala206 EcoRI segment
was substituted with the corresponding RsrI segment, displayed
weak EcoRI/RsrI-specific endonuclease activity. In this work
we characterized this chimeric endonuclease by in vivo, in vitro
and computational techniques.
The success for constructing an EcoRI–RsrI hybrid, which
has canonical cleavage specificity, provides additional support
for the notion that EcoRI and RsrI are structurally and
functionally related. The structural homology is also demon-
strated by molecular dynamics simulations that produced a
chimera structure closely resembling the EcoRI structure.
Interestingly, this hybrid endonuclease, despite its greatly
reduced activity, was more toxic to Escherichia coli host cells
lacking the EcoRI methyltransferase (m− cells), than EcoRI.
2. Materials and methods
2.1. Bacterial strains and media
In most in vivo experiments E. coli JH140 dinD1::Mu dI1734(KanR lac) [16]
was used as host. RR1 [17], HB101 recA13 [18], K91 and its repair defective
isogenic derivatives JH20 lexA, JH27 recA and JH145 recB [19] were used in some
viability tests. Bacteria were grown in LB liquid medium and on LB agar plates
[20]. Antibiotics were used at the following concentrations: ampicillin (Amp),
100 μg/ml; kanamycin (Kan), 50 μg/ml; chloramphenicol (Cam), 25 μg/ml. SOS
induction was monitored by growing colonies on LB plates supplemented with
35 μg/ml 5-bromo-4-chloro-3-indolyl-β-D-galactoside (X-gal) and by assessing
blue color intensity.
2.2. Plasmids and DNA techniques
Selected plasmids used in this work and their relevant characteristics are
listed in Table 1. Plasmid pJC11 (CamR) carries the EcoRI methyltransferase
gene (ecoRIM) cloned in the vector pACYC184 [21]. The pBR322-based
phagemid pJH15bTS6 (AmpR, KanR, Fig. 1A) carries the ecoRIRTS6 gene,
which encodes a temperature-sensitive mutant (R56Q) of the EcoRI endo-
nuclease [19,22]. To facilitate exchange of fragments between the genes
encoding R.EcoRITS6 and R.RsrI, a derivative of pJH15bTS6 with unique
HindIII, BglII and PstI sites in the ecoRIRTS6 gene was constructed as follows.
The BglII site close to the 5′ end of the kanamycin resistance gene was
eliminated by digesting pJH15bTS6 with AvaI and MunI, and filling-in the ends
with Klenow polymerase. The PstI site in the AmpR gene was eliminated by
replacing the PvuII–Bsu15I (ClaI) fragment with the corresponding fragment
of a variant of pBR322 lacking this PstI site. Finally, the second HindIII site
was removed by a very short BAL31 exonuclease treatment of the Bsu15I-
digested plasmid to yield pEcoRITS6 (Fig. 1A).
Plasmid pTZ18U-rsrIRM containing the genes (rsrIRM) for the RsrI R-M
system [23] was obtained from R. Gumport. Most of the rsrIR gene frag-
ments used for construction of the hybrid genes were PCR-amplified using
pTZ18U-rsrIRM as template. The fragment encompassing the 3′-end of the
rsrIR gene was synthesized from a derivative of pTZ18U-rsrIRM, from
which the two NdeI fragments carrying the major part of the rsrIM gene was
deleted (Fig. 1/B). Primers a and h are identical with the universal primers
#S1233S and #S1211S, respectively, of New England Biolabs. Primers b,
c, d, e, f, and g consisted of two parts. The 3′- portions corresponded to
rsrIR gene sequence (GenBank entry X14697) between positions 312–328,
288–305, 542–560, 520–535, 725–741, 700–715, respectively. The 5′-
extensions carried HindIII (primers b and c), BglII (d and e) and PstI
(f and g) recognition sites. For example, the rsrIR fragment corresponding to the
BglII–PstI fragment of the ecoRIRTS6 gene was amplified using primer d 5′-
AGATCTCACAAGAACGTCCTCGAAC-3′, (BglII site underlined), and
primer g 5′-CTGCAGTCACGCGGTCGATACGG-3′ (PstI site). Approximate
locations of the primers are indicated in Fig. 1B).
The PCR-amplified fragments were first cloned in a pUC18-HincII T-
overhang vector prepared as described [24]. All PCR-amplified fragments were
sequenced to exclude the presence of extraneous mutations. The rsrIR-derived
fragments were excised from the plasmids using restriction sites introduced by
the PCR-primers, or restriction sites located upstream or downstream of the
rsrIR gene. The excised fragments were used to replace the corresponding
fragments of the ecoRIRTS6 gene. The hybrid gene, in which the 5′-segment of
the ecoRIRTS6 gene was replaced, was cloned between the EcoRI and HindIII
sites of pUC18, in the orientation allowing transcription from the Plac promoter.
All other constructs were made in pEcoRITS6. To replace the 3′-segment of the
ecoRIRTS6 gene, the rsrIR-derived segment was inserted between the PstI and
the blunted PacI site of pEcoRITS6 (Fig. 1). To protect the host DNA from
potential nuclease digestion, plasmids encoding EcoRI–RsrI hybrids were
constructed in strain JH140 harboring pJC11.
Table 1
List of selected plasmids









pVH1 lac repressor Kan
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Plasmid pAN4 carries the genes for the wild-type EcoRI R-M system [25].
Plasmid pAN4-EERE differs from pAN4 in that instead of the ecoRIR gene it
contains the eere gene coding for the EERE hybrid endonuclease (Fig. 1A). To
construct pAN4-EERE, pAN4 was digested with BglII and PstI (there are two PstI
sites, Fig. 1A). The two large fragments were purified from gel and ligated to the
rsrIR-derived BglII–PstI fragment. The eere allele in pAN4-EERE does not have
the R56Q mutation. An m- derivative of this plasmid (pAN4-EEREΔmet), was
made by deleting theMunI–Bsu15I fragment. The latter plasmid was maintained in
a host also containing pJC11 (m+).
The overexpression plasmid pER23S-EERE (AmpR) carries the eere and the
ecoRIM genes coupled to the strong E. coli rrnB P2 promoter. It was constructed
by transferring the eere-ecoRIM cassette, on an NdeI–Bsu15I fragment blunted
by Klenow polymerase treatment, from pAN4-EERE into the filled-in SalI site
of the expression plasmid pER23S(−ATG). The NdeI site is 40 bp upstream of
the eere gene ATG start codon and the Bsu15I site is located downstream of the
ecoRIM gene (Fig. 1A). Expression of genes cloned in pER23S(−ATG) is
controlled by the lac repressor [26] supplied in trans from the compatible
plasmid pVH1(KanR) [27].
Fig. 1. Panel A, Schematic map of plasmids encoding the EcoRI endonuclease and the EERE chimeric endonuclease. The plasmids were linearized at their unique
PvuII site. Selected restriction sites that were used for making the constructs described in this paper are indicated. A, AvaI; B, BglII; Bs, Bsu15I; H, HindIII; M,MunI;
N, NdeI; P, PstI; Pa, PacI. The TS6 (R56Q) mutation is indicated by asterisk. Panel B, Schematic map of the rsrIRM and ecoRIRM genes in pTZ18U-rsrIRM and in
pEcoRITS6, respectively. Small horizontal arrows indicate approximate positions of PCR primers used to amplify segments of the rsrIR gene. Selected amino acids,
which are known to play a role in catalysis or sequence-specific recognition by the EcoRI endonuclease, are indicated below the map. Panel C, Part of the amino acid
sequence of EcoRI with the segment replaced in the EERE protein underlined. Differences in the RsrI endonuclease within the exchanged fragment are indicated under
the sequence. Assignment of secondary structure elements in EcoRI is from [49]. Rectangles, α-helices; arrows, strands of β-sheet.
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Restriction digestion, agarose gel electrophoresis, PCR and transformation
of E. coli were carried out using standard procedures [20]. DNA sequence was
determined by an automated sequencer.
2.3. Determination of cell viability and phage restriction
E. coli strains were transformed with plasmids encoding EcoRITS6 or
EERETS6 at 42 °C. AmpR CamS transformants that lack the plasmid coding for
the EcoRI methyltransferase were selected at 42 °C. Colonies were resuspended
in 500 μl of LB medium, then 20 μl aliquots of a 10-fold serial dilution were
pipetted onto LB/Amp plates. The plates were incubated at 30 °C for different
lengths of time, then incubation was continued at 42 °C to determine the
number of surviving cells. Control plates were continuously incubated at 42 °C.
Viability was determined by calculating the viability factor, i.e. the ratio of the
viable cell counts at 30 °C and 42 °C. Phage restriction was measured as
described [21].
2.4. Restriction endonuclease assays
Cells from 20 ml overnight cultures were suspended in 2 ml extraction buffer
containing 50 mM Tris–HCl pH 8.0, 50 mM NaCl, 10 mM DTT and 1 mM
EDTA, disrupted by sonication, then the extracts were centrifuged for 20 min at
12,500 rpm. Endonuclease activity was estimated by digesting λ phage or
pUC18 plasmid DNA at 30 °C or at 37 °C for 1 h followed by electrophoresis of
the digestion products in 1% agarose gels. EcoRI reaction buffer contained
100 mM Tris–HCl pH 7.5, 10 mMMgCl2, 50 mM NaCl, 0.025% Triton X-100.
The RsrI buffer reaction buffer was 50 mM Tris–HCl pH 8.0, 10 mM MgCl2,
10 mM NaCl, 1 mM DTT [7].
2.5. Purification of the EERE hybrid endonuclease from inclusion
bodies
E. coli cells harboring pER23S-EERE and pVH1 were grown in LB/Amp/
Kan liquid medium at 37 °C. EERE production was induced at OD550∼0.5–0.6
by adding 1 mM IPTG. Shaking was continued for 4–5 h at 37 °C.
Cells harvested from 500 ml culture were suspended in 20 ml buffer A
containing 20 mM K-phosphate pH 7.4, 200 mM NaCl, 10 mM β-
mercaptoethanol, 1 mM EDTA, 10% glycerol and disrupted by sonication.
The sonicated cell extract was centrifuged (39,000×g, 30 min, 4 °C). The pellet
was washed with 20 ml PBS buffer (10 mM Na–phosphate pH 7.4, 0.14 M
NaCl, 3 mM KCl, 1% Triton X-100), then centrifuged again. The pellet was
dissolved in 2 ml 50 mM HEPES–NaOH pH 7.5, 6 M guanidium–HCl, 25 mM
DTT. After standing at 4 °C for 1 h, insoluble material was sedimented by
centrifugation. The supernatant was diluted by adding 20 ml of refolding
solution (30% glycerol, 50 mM MgCl2, 0.2 M (NH4)2SO4, 10 mM DTT), then,
after standing in ice for 1 h, 20 ml column buffer (20 mM K-phosphate pH 7.4,
100 mM NaCl, 10 mM β-mercaptoethanol, 10% glycerol). The precipitated
material was removed by centrifugation, and the supernatant was loaded on a
25 ml heparin-agarose (Sigma) column equilibrated with column buffer. Bound
proteins were eluted with a 0–1 M NaCl gradient in column buffer. EERE eluted
between 0.5 M and 0.9 M NaCl.
2.6. Competition binding assay
Concentration of purified EERE was determined using the Bradford reaction
(Sigma) with bovine serum albumin (BSA) as standard. Concentration of
commercial EcoRI (Fermentas, EcoRI, HC, 50 U/μl) was estimated by visual
comparison of EERE and EcoRI samples in Coomassie-stained SDS gels.
1.0 nM pUC18 plasmid DNA was incubated in optimal binding buffers with
1.5 nM EERE or EcoRI endonuclease at room temperature for 10 min. Binding
buffers were 10 mM Tris–HCl (pH 7.5), 20 mM NaCl, 0.1 mg/ml BSA, and
50 mM Tris–HCl (pH 7.5), 100 mM NaCl, 0.1 mg/ml BSA, for EERE and
EcoRI, respectively. After the binding reaction, 8 μM SAM and 1.5 or 3.0 nM
M.EcoRI were added, and incubation was continued for 45 s or 10 min. The
reactions were terminated by phenol/chloroform extraction. Plasmid DNA
recovered by ethanol precipitation was digested to completion with excess
EcoRI and digestion was analysed by agarose gel electrophoresis.
2.7. Molecular dynamics simulations
The starting model was generated from the highest resolution crystal
structure of EcoRI (PDB code: 1CKQ, resolution 1.85 Å) in complex with a
13mer double-stranded oligonucleotide (TCGCGAATTCGCG) containing the
cognate sequence (underlined). Although this model lacks the catalytically
important cofactor, the structure is considered a pre-transition state model of
EcoRI [4]. The initial homology model of the EERE chimera was produced
using the SWISS-MODEL program [28]. The RMS deviation between the
backbone of the homology model and the EcoRI structure was 0.07 Å. The
functional dimer form of the EERE chimera was generated by applying the
crystallographic C2 symmetry. To achieve electroneutrality, 26 counterions were
placed around the protein–DNA complex. The hybrid model was immersed into
a rectangular cell of TIP3P waters with 81.69 Å×73.48 Å×97.23 Å dimensions
[29]. The pre-equilibration procedure was done as described [30]. The constant
pressure MD simulation was performed at 300 K using the AMBER program
version 5.0 [31]. SHAKE constraints were applied on the hydrogen atoms and a
0.002 ps timestep was used. The electrostatic forces were calculated using the
Particle Mesh Ewald (PME) method [32], and 8 Å cutoff was used for
Lennard–Jones interactions. After 2 ns equilibration, 1.5 ns production run was
generated; snapshots were collected at every 0.5 ps. Configurations collected
during the production phase were averaged after superposition, and the
resulting structure was subjected to 2500 steepest descent followed by 7500
conjugate gradient minimization steps. This minimized averaged structure is
referred to as EERE_OPT.
3. Results
3.1. Construction of EcoRI–RsrI recombinant endonucleases
EcoRI–RsrI hybrids were constructed by replacing seg-
ments of the ecoRIRTS6 gene with the corresponding, PCR-
amplified segments of the rsrIR gene. The TS6 allele encoding
a temperature-sensitive EcoRI mutant was used in this work
hoping that conditional expression of endonuclease activity
would allow study of the chimeric protein in the absence of the
EcoRI methyltransferase. The TS6 mutation results in R56Q
substitution and renders the mutant EcoRI endonuclease in-
active at 42 °C. Based on phage restriction and in vitro
cleavage assays, EcoRITS6 appears to have an approximately
three fold reduced specific activity at the temperature per-
missive for activity (30 °C) compared to the wild type enzyme
[22]. To construct genes of the chimeric proteins, we took
advantage of three restriction sites (HindIII, BglII and PstI),
which divide the ecoRIR gene in four segments (Fig. 1B).
Positions of these restriction sites in the ecoRIR gene corres-
pond to the following amino acids: E68, R145, T205 [25,33].
To facilitate joining the gene segments, PCR primers hybri-
dizing to the rsrIR gene were designed to contain HindIII,
BglII or PstI sites as 5′-extensions. The PCR-products were
cloned, then excised and inserted into plasmids carrying the
remainder of the ecoRIR gene as described in Materials
and methods. Five EcoRI–RsrI hybrids: REEE, EREETS6,
EERETS6, ERRETS6 and EEERTS6 were constructed. The chi-
meric proteins were named according to their structure with
regard to the origin of the fused segments (E, EcoRI segment,
R, RsrI segment). All hybrids except REEE contained the
R56Q substitution.
First, we determined whether the EcoRI–RsrI hybrid
proteins retained nuclease activity. To protect the host DNA
from EcoRI-specific endonuclease activity, plasmids encoding
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the hybrid endonucleases were constructed and initially
maintained in strain JH140 harboring plasmid pJC11, which
carries the gene for the EcoRI methyltransferase (m+ host, Table
1). To test the effect of the hybrid endonucleases on the viability
of m− host cells, plasmids encoding the hybrids were introduced
at 30 and 42 °C into JH140 cells lacking the pJC11 plasmid.
Cells with plasmids encoding the proteins REEE, EREETS6,
EEERTS6 and ERRETS6 were viable at both temperatures ir-
respective of the presence or absence of the EcoRI methyl-
transferase, indicating that the EcoRI–RsrI hybrids encoded by
these plasmids were inactive. M− cells containing the plasmid
pEERETS6 (Table 1), which encodes the EERETS6 hybrid, were
viable at 42 °C, but died at 30 °C, suggesting that the gene, in
which the BglII–PstI segment has been replaced, produces a
temperature-sensitive endonuclease. M+ cells synthesizing
EERETS6 were fully viable indicating that the hybrid enzyme
has preserved EcoRI specificity.
3.2. Characterization of the EERE hybrid endonuclease
3.2.1. Origin of the TS phenotype
Although the R56Q substitution making the parental
EcoRITS6 mutant temperature-sensitive was present in
EERETS6, it was not obvious that the temperature-sensitive
phenotype of the hybrid protein was caused solely by this
mutation. Another possibility was that temperature sensitivity
displayed by EERETS6 was the effect of the structural change
associated with the replacement of the 60 amino acid segment
with the corresponding RsrI sequence. To address this
question, we constructed the plasmid pAN4-EERE, which
encodes both the “wild-type” variant of EERE (with Arg at
position 56) and the EcoRI methyltransferase (Fig. 1A and
Table 1). Part of the ecoRIM gene in pAN4-EERE was deleted
to yield the m− derivative pAN4-EEREΔmet. Cells containing
pAN4-EEREΔmet were viable at either 30 °C or 42 °C only if
they also contained pJC11 encoding the EcoRI methyltransfer-
ase. This observation indicates that the temperature-sensitive
phenotype of EERETS6 is caused by the R56Q substitution,
making the comparison between EERETS6 and EcoRITS6 more
reliable.
3.2.2. Quantitative assessment of DNA cleavage activity in vivo
To compare the in vivo activities of EERETS6 and EcoRITS6,
viability of m− E. coli host strains was determined as described in
Materials and methods. EERETS6 was more toxic at 30 °C to all
m− strains tested than EcoRITS6 (Fig. 2). M+ host cells producing
EcoRITS6 or EERETS6 were fully viable at 30 °C (not shown).
As another test of in vivo function, we measured restriction
of unmodified λvir phage. Surprisingly, cells harboring plasmids
pEERETS6 and pJC11 did not show phage restriction at 30 °C.
Under the same conditions cells containing pEcoRITS6 and
pJC11 exhibited strong restriction (10−4). To exclude the
possibility that the lack of phage restriction was the result of the
TS6 mutation, EERE lacking the R56Q replacement was also
compared with EcoRIWT: cells containing pAN4-EERE did not
restrict λvir growth at 37 °C, whereas cells with pAN4 had a
restriction ratio of 3×10−5.
Extracts of cells containing pEERETS6 plus pJC11 or
pEcoRITS6 plus pJC11, and grown at 30°C, were assayed for
restriction enzyme activity using EcoRI and RsrI reaction
buffers. Under the conditions of the assay (see Materials and
methods), a tenfold diluted extract prepared from JH140
(pEcoRITS6 +pJC11) yielded complete digestion of λ DNA,
whereas no specific endonuclease activity was detected in the
JH140(pEERETS6 + pJC11) extract, even if it was used
undiluted (not shown). Likewise, extracts of cells containing
pAN4 and grown at 37 °C showed EcoRI activity, whereas
extracts of cells containing pAN4-EERE did not.
Data described above showed a controversial combination
of phenotypes for the EERE hybrid endonuclease. Results of
the viability assays appeared to indicate a high level of
EcoRI-specific activity, on the other hand no phage res-
triction was observed and no restriction activity was detected
in cell extracts.
3.2.3. Purification of the EERE hybrid endonuclease
To purify EERE for in vitro characterization, we constructed
an overexpression plasmid (pER23S-EERE), in which the
genes for EERE and EcoRI methyltransferase are transcribed
from the strong rrnB P2 promoter of E. coli. When extracts
prepared from IPTG-induced cultures were assayed for specific
endonuclease activity, no activity was detected. SDS-poly-
acrylamide gel electrophoresis of total cell-extracts showed
clear overproduction of two proteins with molecular masses
corresponding to the EcoRI methyltransferase (38 kDa) and
EERE (31 kDa), respectively. The latter protein reacted, in
Western-blot experiments, with a polyclonal rabbit antiserum
raised against EcoRI endonuclease (not shown). Analysis of
centrifuged cell extracts by SDS-polyacrylamide gel electro-
phoresis revealed that the majority of M.EcoRI was in the
soluble fraction, whereas most of the EERE protein was in the
insoluble pellet (Fig. 3), suggesting that the chimeric protein did
not fold properly and accumulated in inclusion bodies.
Several approaches were tried to purify the EERE protein
from the soluble fraction. One method, using a high-salt (0.8 M
NaCl) extraction buffer and phosphocellulose chromatography,
Fig. 2. Effect of EcoRITS6 and EERETS6 expression on viability of three
E. coli strains. Cells carrying pEcoRITS6 (open symbols) or pEERETS6
(closed symbols) were exposed to 30 °C for different lengths of time and the
fraction of surviving cells was determined. Squares, RR1; circles, HB101;
triangles, JH140.
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and originally developed for purification of EcoRI [34],
yielded a partially purified preparation, which showed weak
EcoRI activity in RsrI buffer and in other low-salt restriction
buffers ( e.g. Fermentas “Blue buffer”). Attempts to purify the
chimeric enzyme after the phosphocellulose step were not
successful.
After the failure to purify EERE from the supernatant of the
cell extract, EERE was renatured and purified from inclusion
bodies as described in Materials and methods (Fig. 3).
3.2.4. EcoRI cleavage and sequence-specific DNA binding
displayed by EERE in vitro
Nuclease activity of EERE refolded and purified from
inclusion bodies was tested under different conditions. In
accordance with observations made with the partially purified
native enzyme, the renatured enzyme worked much better in
RsrI buffer, than in EcoRI buffer (Fig. 4A). A more systematic
analysis of digestion conditions revealed that reaction buffers
containing 10 mM Tris–HCl pH 7.5–8.0, 10 mM MgCl2,
10 mM NaCl and a temperature of 30 °C were optimal for
EERE digestion. Consistent with the in vivo data, and with
observations made with the partially purified preparation
obtained from the soluble fraction, the EERE chimera purified
from inclusion bodies showed EcoRI specificity (Fig. 4B).
Specific activity of EERE was compared with that of
commercial EcoRI (Fermentas) using lambda phage DNA as
substrate and serial dilutions of the enzymes. The specific
activity of renatured EERE was found to be approximately 1%
of EcoRI.
Gel-shift assays using a 322 bp fragment containing one
EcoRI site showed that the EERE protein retained sequence
specific binding affinity for the substrate site in the absence of
Mg++ (data not shown). Specific DNA binding affinities of
EcoRI and EERE were compared using a competition binding
assay. In this assay EcoRI methyltransferase is used to displace
bound EcoRI or EERE molecules from EcoRI sites. Fractional
occupancy is determined by subsequent EcoRI digestion. The
amount of cut DNA indicates the extent to which prebound
EcoRI or EERE could block methylation of EcoRI sites.
EcoRI was more readily displaced than EERE suggesting that
the chimeric protein has higher affinity for the specific target
site than EcoRI (Fig. 5).
3.2.5. Analysis of the toxic phenotype displayed by EERE
To probe whether nuclease activity plays any role in the
toxicity shown by EERE in vivo, we replaced Glu111 with Gly.
Glu111 forms part of the catalytic site in EcoRI, and changing it
to glycine was reported to yield an almost inactive enzyme,
which however, retains wild-type level of specific binding
affinity for EcoRI sites [35]. JH140 cells that carry the plasmid
pEERETS6(111G) and produce the E111G mutant of EERETS6,
were viable at 30 °C, suggesting that the toxic phenotype of
EERE is dependent on the native conformation of the catalytic
center, and EcoRI-specific scissions by EERE are probably
essential elements of the DNA lesions leading to cell lethality.
To study DNA cleavage specificity of the hybrid endo-
nuclease in vivo, expression of EERETS6 was tested in the SOS-
indicator strain JH140, which carries an SOS::lacZ fusion that
enabled us to monitor SOS induction as an indication of DNA
damage caused by EERETS6 in m− host. JH140 harboring either
pEcoRITS6 or pEERETS6 was transferred onto X-gal indicator
plates, and growth, colony morphology and color were assessed
at three different temperatures (Table 2). In an m− host at 42 °C,
expression of either EcoRITS6, or EERETS6 failed to induce the
Fig. 3. SDS-polyacrylamide gel electrophoresis of samples from different steps
of EERE purification. Lanes marked M, protein size standard with Mr values
indicated; lane 1, crude extract (total); lane 2, crude extract (supernatant); lane 3,
solubilized inclusion bodies after refolding (total); lane 4, refolded material after
centrifugation (supernatant); lane 5, purified EERE. Refolded EERE is indicated
by arrowhead.
Fig. 4. Cleavage of pUC18 (panel A) and λ phage (panel B) DNA by EERE.
Lanes 1 and 4, no enzyme; lanes 2 and 5, 30 nM EERE; lanes 3 and 6, 60 nM
EERE; lane 7, λ DNA; lane 8, λ DNA digested with EERE in RsrI buffer; lane
9, λ DNA digested with EcoRI.
Fig. 5. Binding competition between EcoRI, EERE and EcoRI methyltransfer-
ase. Agarose gel electrophoresis of pUC18 DNA. 1, pUC18 undigested; 2,
pUC18 digested with EcoRI; all other samples were preincubated either with
EERE (3a–3d), or with EcoRI (4a–4d), then subjected to methylation by M.
EcoRI using M.EcoRI concentrations and incubation times indicated below
the lanes. DNA molecules protected from methylation by bound EcoRI or
EERE molecules were cut during a subsequent EcoRI digestion.
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SOS response or affect growth. At 30 °C, both EcoRITS6 and
EERETS6 were lethal. At 37 °C, expression of both EERETS6
and EcoRITS6 led to slower colony growth and induced SOS
response. When EcoRI methyltransferase was present (m+
host), EERETS6 production did not affect growth, nor did it
induce the SOS response even at 30 °C, indicating that the
recombinant endonuclease exhibits canonical EcoRI specifi-
city (Table 2). Previously we observed an interesting pheno-
menon displayed by some EcoRI double-mutants. When “star
mutations” e.g. H114Y, A138V and A138T, conferring, as
single mutants, relaxed sequence specificity, were combined
with another (typically binding site) mutation, which, by
itself, leads to impaired EcoRI activity, partial or complete
suppression of the phenotypes of the parental single mutants
was observed: the double-mutant exhibited canonical sequen-
ce specificity and increased activity [21,36]. We tested if
restriction could be at least partially restored by recombining
these star mutations into the EERE molecule. The mutations
leading to the replacements A138V, A138T and H114Y were
introduced into pEERETS6 by replacing the HindIII–BglII frag-
ment with the corresponding fragment of the mutant plasmids
described previously [36]. Three variants, EERETS6(114Y)
EERETS6(138V) and EERETS6(138T) were constructed.
Although the A138V/T substitutions led to increased toxicity
indicated by a decreased viability of m− cells at 37 °C relative to
EERETS6, phage restriction was not restored. On the other hand,
all three clones were fully viable in an m+ background at 30 °C
(Table 2). This is in contrast to the phenotype ofEcoRITS6(114Y),
EcoRITS6(138V) and EcoRITS6(138T), which, under the same
conditions (m+ background, 30 °C), caused impaired growth
(114Y, 138V) or cell death (138T) [21,36]. These observations
suggest that recognition specificity is more tightly determined in
EERE than in EcoRI: “star” mutations, which cause relaxed
specificity in EcoRI, did not change the specificity in EERE.
It was shown in an earlier study that repair of DNA double
strand scissions made by EcoRITS6 in vivo was not dependent on
SOS induction and did not require RecA and RecB functions
[19]. The approximately same level of sensitivity displayed by
RR1 and HB101 (RR1 recA) already indicated that the EERE
chimera was probably similar toEcoRI in this respect (Fig. 2). To
address this question in a more systematic fashion, we tested the
effect of EERETS6 on a set of isogenic strains that were defective
in SOS induction or in DNA repair. Plasmid pEERETS6 was
introduced into the m− strains K91(WT), JH20 lexA, JH27 recA
and JH145 recB, and viability was determined as described in
Materials and methods. None of the mutant hosts was more
sensitive to EERETS6 thanK91 (not shown). This is in contrast to
other EcoRI mutants which preferentially nick DNA [37,38].
3.3. Molecular dynamics simulations
3.3.1. Overall structure of EERE
To elucidate the structural background of this interesting
combination of phenotypes in the EERE chimera we have
conducted 3.5 ns all-atom molecular dynamics simulations
(MD) in complex with a 13 bp long specific DNA sequence.
Equilibrium was reached in 2 ns, afterwards the protein
structure fluctuated around its average position by ∼0.5 Å. The
root-mean-square (RMS) deviations from the initial structure,
Table 2
Phenotypes of E. coli JH140 cells expressing EcoRITS6, EERETS6 or EERETS6




30 °C 37 °C 42 °C
m+ EcoRITS6 ++++ ++++ ++++
m+ EERETS6 ++++ ++++ ++++
m+ EERETS6(114Y) ++++ ++++ ++++
m+ EERETS6(138V) ++++ ++++ ++++
m+ EERETS6(138T) ++++ ++++ ++++
m− EcoRITS6 − +++, B ++++
m− EERETS6 − ++, B ++++
m− EERETS6(114Y) − ++, B ++++
m− EERETS6(138V) − +/−, B +++
m− EERETS6(138T) − +/−, B +++
Cells contained pEcoRITS6, pEERETS6, or mutant derivatives of pEERETS6. The m+
host also contained pJC11 (M.EcoRI). Plating efficiency, colony morphology and
induction of the SOS system was assessed on agar plates containing X-gal. The
number of + signs indicates viability. ++++, healthy; − , inviable; B, blue colonies.
Fig. 6. RMS deviations of different parts of the EERE structure compared to the initial structure computed separately for the two subunits along the trajectory. Color
code: backbone (black); protein heavy atoms (red); 147–206 residues corresponding to the RsrI segment (green); DNA (blue); all heavy atoms (cyan).
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calculated separately for the two subunits (termed EERE1 and
EERE2) as a function of time, are displayed in Fig. 6. The RMS
values of the RsrI segment are comparable to the rest of the
protein, reflecting that no major conformational changes are
required for them to accommodate to the EcoRI architecture.
Superposition of the minimized average structure of the
chimera onto the EcoRI model (1CKQ) with RMS=2.0 Å
also suggests structural homology between the two parent
proteins (Fig. 7). Surprisingly, a considerable deviation was
observed between the two subunits of the chimera: the RMS
values of EERE1 are ∼0.7 Å higher than those of EERE2
computed from their initial positions. This asymmetry could be
due to perturbations of the subunit-subunit interface by steric
conflicts between Phe82 (A)-Ile102 (C), Ala206 (A)-Leu151
(C), a consequence of the S151L and L201I mutations
introduced with the RsrI segment. Deviations between the
two subunits are mainly localized to loop regions and also to
α4 and α5, that include several residues, such as Glu144,
Arg145, Arg200, Arg203 whose importance in substrate
binding has been recognized [9,37,39–42].
3.3.2. Protein–DNA contacts in EERE
The hydrogen bonding pattern (bond distance 2.5 to 3.5 Å)
was compared in the chimeric and in the native enzyme.
The lengths of the persisting (if present in both subunits),
additional and lost contacts in the chimera EERE_OPT model
and in the EcoRI structure 1CKQ are shown in Table 3. Ten
contacts per subunit of the native enzyme are also present in
the chimera, out of which 7 are formed with the recognition
sequence. Four persisting contacts provide direct interactions
with the cognate bases. In the two subunits EERE contains 8
hydrogen bonds more to the recognition sequence in total
than EcoRI, indicating stronger binding affinity for the
specific site. Additional hydrogen bonds that can be observed
in both subunits are formed with the first three basepairs of
the cognate sequence, with the phosphates of Gua5 and Ade6
and with N7 of Ade7. Several residues involved in these
additional contacts, Glu111, His114, Gln115, Arg145 were
found to have important role in EcoRI activity [9,35,39,
40,42,43]. Contacts that are lost in EERE as compared to
EcoRI are mostly localized to the outer basepairs of the re-
cognition seuqence and to flanking nucleotides. The only
basepair that lost its contact to the protein in both subunits is
Cyt10.
To assess possible alterations in the catalytic mechanism,
changes in the hydrogen bonds to the scissile phosphate group
have been examined. Although the presence of the metal ion
cofactor may alter the structure of the active site, it should not
affect hydrogen bonding interactions with the catalytically
important residues such as Lys-113 or Arg-145. In the 1CKQ
structure the scissile phosphate is coordinated to the catalyti-
cally essential Lys113 [44] as well as to NH2 of Arg145 [4].
Interaction with Lys113 is maintained in both subunits but
shifted from O1P to O2P of Ade6. Interactions with these two
oxygens however, are not catalytically equivalent. Substitution
of O2P by sulfur was less inhibitory for EcoRI activity, than
Fig. 7. The EERE_OPT model superimposed on the 1CKQ structure of EcoRI
(backbone RMS deviation 2.0 Å). The 1CKQ is displayed in blue, residues 147–
206 (RsrI segment) are colored by magenta. The EERE_OPT is displayed in
green, residues 147–206 (RsrI segment) are colored by red.
Table 3
Hydrogen bonding distances in 1CKQ and in EERE_OPT
Hydrogen bonds Distances (Å)
1CKQ EERE1 EERE2
Persisting contacts
Asn85 (ND2)–Gua3 (O1P) 3.3 2.8 2.9
Ser87 (N)–Cyt4 (O1P) 3.1 3.5 3.4
Arg203 (NH2)–Cyt4 (O2P) a 2.9 2.8 2.8
Lys89 (NZ)–Gua5 (O1P) 2.8 3.0 2.8
Lys148 (NZ)–Gua5 (O2P) 2.9 2.8 2.7
Asn141 (OD1)–Ade6 (N6) a 2.8 2.9 2.9
Lys113 (NZ)–Ade6 (O1P,O2P) b 2.9 2.8 2.8
Asn141 (OD1)–Ade7 (N6) a 2.7 2.8 2.9
Asn141 (N)–Thy8 (O4) 3.4 3.5 3.1
Ala142 (N)–Thy8 (O4) 3.0 3.1 3.0
Additional contacts
Ser87 (N)–Cyt4 (O2P) 5.6 5.1 3.1
Ser87 (OG)–Cyt4 (O2P) 6.8 6.3 2.8
Asn149 (ND2)–Gua5 (O1P) 3.7 2.8 2.8
Asn149 (OD1)–Gua5 (O1P) 4.0 3.5 3.5
Glu111 (OE2)–Ade6 (O1P) c 4.2 3.4 7.2
Arg145 (NH1)–Ade6 (O2P) 3.8 2.8 2.8
His114 (N)–Ade7 (O1P,O2P) d 4.4 2.8 5.2
Gln115 (N)–Ade7 (O1P,O2P) d 4.9 2.8 5.8
Arg145 (NE)–Ade7 (N7) 4.4 3.3 3.3
Arg145 (NH2)–Ade7 (N7) 3.8 3.3 3.3
Lost contacts
Gly196 (N)–Gua3 (O2P) a 2.7 3.0 4.3
Arg200 (NH2)–Cyt4 (O2P) a 3.3 8.3 4.8
Arg145 (NH2)–Ade6 (O2P) 2.8 3.8 2.9
Gly116 (N)–Thy8 (O2P) 2.9 4.9 4.9
Ala138 (O)–Cyt10 (N4) 2.7 4.9 6.7
a The contact is formed with the opposite subunit.
b In 1CKQ the contact is to Ade6 (O2P), whereas in EERE1 and EERE2 to
Ade6 (O1P).
c In EERE2 a closer contact (5.8 Å) is formed with Glu111 (OE1).
d In 1CKQ and EERE2 the contact is to Ade7 (O2P), in EERE1 to Ade7 (O1P)
Numbering of nucleotides refers to the complex-forming 13mer oligonucleotide
TCGCGAATTCGCG.
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replacement of O1P [45]. The shift of Lys113 from O1P to O2P
can significantly reduce the stabilization of the negative charge
on O1P, and thereby reduce catalytic activity. Coordination of
Glu111 to O1P of the scissile group, that is present only in
EERE but not in EcoRI, is also unfavorable for phosphodiester
hydrolysis since it increases electrostatic repulsion at the
transition state.
4. Discussion
Unlike DNA methyltransferases, most Type II restriction
enzymes, even isoschizomers, do not share sequence homology
raising the possibility of independent evolution. However, when
X-ray structures became available, common features in the
three-dimensional architecture of restriction enzymes were
recognized [46]. Some of these features, e. g. the common
core structure and the PD…D/EXK motif, which forms the
active site, seem to characterize all Type II restriction
endonucleases, others only apply to a group of enzymes, e.g.
to the EcoRI-, or to the EcoRV family [47]. Conservation of the
active site and binding site motifs as important structure
stabilizing elements also indicates divergent evolution of these
enzymes [48].
The EcoRI and RsrI restriction endonucleases are a rare
example of isoschizomers that share amino acid sequence
homology. The ∼50% sequence identity, the conservation of
residues presumably performing the same functions in the two
enzymes as well as some biochemical data suggested structural
and functional similarity between the two enyzmes [6–8,10,14],
whereas other data indicated substantial differences [6,7,15].
We applied recombinant DNA technology to test the level of
similarity between EcoRI and RsrI. One of the five hybrid
enzymes constructed, in which the 60 amino acid EcoRI
segment extending from His147 to Ala206 was replaced with
the corresponding RsrI segment, was active by the criteria that it
was lethal to cells not protected by EcoRI-specific methylation.
Because of its poor solubility, the enzymatic activity of the
chimera could be reproducibly demonstrated only when the
protein was solubilized from inclusion bodies and refolded.
Specific activity of the renatured protein was estimated to be
approximately 1% of that of EcoRI. However, this value can be
an underestimation, because it is based on the assumption that
the refolding procedure yielded a homogenous, and fully
functional EERE preparation. The observation of reduced
catalytic activity is consistent with results of molecular
dynamics simulations, which indicated alterations of the
hydrogen bonding pattern at the scissile phosphate creating
unfavorable conditions for cleavage.
Both in vivo and in vitro data show that the chimera has
preserved canonical EcoRI specificity. Moreover, the recogni-
tion specificity seems to be more tightly determined in EERE
than in EcoRI: the “star” mutations, which in EcoRI cause
relaxed specificity, did not change the specificity in EERE
(Table 2), which can be due to the stabilizing effect of additional
interactions with the cognate sequence as indicated by results of
molecular dynamics simulation (Table 3). To our knowledge,
this is the first report of a hybrid Type II restriction
endonuclease in which a large segment has been replaced and
which has detectable specific endonuclease activity.
The replacement of the 60 amino acid segment resulted in 22
amino acid substitutions. These include both gain and loss of
charged residues (Fig. 1/C) leading to an increase of the
theoretical pI from 7.79 to 8.43. The replaced segment
comprises part of the inner recognition helix α4, β-strands
β4, βIII, βIV and part of the outer recognition helix α5. The
role of α4 and α5 in sequence-specific DNA recognition and in
intersubunit interaction is well established [4,49]. The success
of constructing an EcoRI–RsrI hybrid, which has canonical
cleavage activity is a strong argument for the structural and
functional similarity of EcoRI and RsrI. The structural homo-
logy is also demonstrated by molecular dynamics simulations
that produced a chimera structure closely resembling the
EcoRI structure. These studies indicate that construction of
the EERE chimera did not induce substantial changes in the
structure of EcoRI. The chimera protein establishes several
hydrogen bonds to the substrate sequence in addition to those
made by EcoRI, indicating higher binding affinity for the
cognate sequence. Although the chimera has preserved the
overall EcoRI fold, the symmetry of the two subunits has been
lost predicting an asymmetry in the action of the protein. This
conformational change is induced by a steric conflict between
Phe82 (A)-Ile102 (C), Ala206 (A)-Leu151 (C) at the subunit–
subunit interface. A further consequence of the asymmetry is
that Glu111 approaches the scissile phosphate in one subunit,
which results in an energetically unfavorable interaction at this
site that can affect binding as well as catalytic activity of the
enzyme. The coordination of O1P of the scissile phosphate by
Lys113 is shifted to the O2P that provides less stabilization for
the transition state, thus can reduce the rate of the reaction. The
conformational changes between the two subunits could, in
principle, lead to uncoordinated cleavage of the two strands
yielding a nicking enzyme. However, nicking activity could not
be demonstrated with the renatured, purified enzyme (Fig. 4).
Moreover, the observation that hosts defective in recombina-
tional repair (recA, recB) are not more sensitive to EERE than
the WT host, also argues against EERE being a nicking enzyme
as EcoRI mutants with increased nicking activity are more toxic
to recA and recB hosts [38]. These results, of course, do not rule
out the possibility, that the two strands are not cut simulta-
neously, but cleavage of the second strand occurs in the same
binding event, before the enzyme dissociates from the substrate
site.
A puzzling feature of the EERE chimera is the striking
discrepancy between the low EcoRI activity and the high
toxicity for m− cells. The lack of nuclease activity in cell
extracts was paralleled by the lack of phage restriction. On the
other hand, the EERE protein was found to be more harmful to
m− cells than EcoRI. It is important to note that the lethal
phenotype is not the consequence of some nonspecific feature
of the chimeric endonuclease, it is absolutely dependent on
binding of EERE to EcoRI sites, as indicated by the complete
protection provided by EcoRI-specific methylation.
What happens in m− cells at EcoRI sites? Results of the
competition binding experiment and the model obtained with
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molecular dynamics simulations indicate that the EERE
hybrid protein has higher affinity for its substrate site than
EcoRI. DNA-binding proteins with abnormally increased
binding strength can be deleterious to the cell [50,51], pro-
bably because of interference with replication leading to
double-strand breaks [52]. However, a model explaining the
toxic effect of EERE with increased binding affinity alone is
not likely to be correct for two reasons. First, double-strand
breaks induced by replication arrest are repaired by a RecA-,
and RecB-dependent mechanism [53], thus the similar levels
of sensitivity to EERE displayed by the WT, recA and recB
hosts do not support the model. Second, abolishment of the
deleterious in vivo effect in the Glu111Gly EERE mutant
suggests that the endonucleolytic activity of the chimera is an
essential component of the mechanism leading to the toxic
phenotype, and tight binding alone cannot account for the in
vivo effect.
Results of molecular dynamics simulations suggest another,
more complex mechanism. The correct structure required for
coupling sequence-specific DNA recognition and nucleolytic
activity appear to be broken in the EERE chimera. Two
residues (His114 and Gln115), previously suggested to play a
role in coupling specific DNA binding and catalysis [54,55]
occupy different positions in EcoRI and in the chimera (Table
3). Moreover, intersubunit and intramolecular communication
via a recently recognized element of the EcoRI structure seems
to be affected in the chimera. L. Jen-Jacobson and coworkers
have identified an assembly of amino acids consisting of
Glu144 and Arg145 of both subunits. These residues hydrogen
bonded with each other in the pattern Arg145A–Glu144B and
Arg145B–Glu144Awere suggested to couple specific recogni-
tion and catalysis and mediate communication between the two
subunits (“crosstalk ring”) [45]. We have found that the 2.95 Å
distance between the hydrogen bonded side chains 145A–
144B and 145B–144A in the EcoRI structure 1CKQ has
increased to 5.3 and 5.1 Å, respectively in the optimized EERE
structure (EERE_OPT model, Fig. 8). It is conceivable that
increased affinity for the target site combined with the
impediment of the intramolecular and intersubunit commu-
nication results in anomalous (slow) kinetics of enzyme action,
leading to DNA lesions that are more resistant to repair than
“normal” EcoRI breaks. For example, slow dissociation of the
enzyme from the cut ends could sterically inhibit access for
DNA ligase, blocking repair of EERE-inflicted DNA breaks
leading to cell death.
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Malleable machines take shape in 
eukaryotic transcriptional regulation
Monika Fuxreiter1, Peter Tompa1, István Simon1, Vladimir N Uversky2, Jeffrey C Hansen3 &  
Francisco J Asturias4
Transcriptional control requires the spatially and temporally coordinated action of many macromolecular complexes. 
Chromosomal proteins, transcription factors, co-activators and components of the general transcription machinery, including 
RNA polymerases, often use structurally or stoichiometrically ill-defined regions for interactions that convey regulatory 
information in processes ranging from chromatin remodeling to mRNA processing. Determining the functional significance 
of intrinsically disordered protein regions and developing conceptual models of their action will help to illuminate their key 
role in transcription regulation. Complexes comprising disordered regions often display short recognition elements embedded 
in flexible and sequentially variable environments that can lead to structural and functional malleability. This provides 
versatility to recognize multiple targets having different structures, facilitate conformational rearrangements and physically 
communicate with many partners in response to environmental changes. All these features expand the capacities of ordered 
complexes and give rise to efficient regulatory mechanisms.
At the critical intersection between signaling pathways and the 
process of gene expression, transcription regulation controls and 
influences many cellular and physiological processes, from cell dif-
ferentiation and development to metabolic responses to environ-
mental stimuli. Transcription regulation depends on communication 
and interaction between many large multiprotein complexes, which 
results in transmission of regulatory information to the RNA poly-
merases that carry out the synthesis of mRNA from a chromosomal 
DNA template. In eukaryotic organisms, diverse arrays of proteins are 
involved in every aspect of transcription regulation, from chroma-
tin remodeling to mRNA processing. These include (i) the histones, 
chromatin and macromolecular complexes that modify chromatin 
structure and provide access to the DNA, (ii) transcription factors 
that bind to upstream regulatory sequences, (iii) co-activators that 
communicate signals to the core transcription machinery and (iv) 
general transcription factors that facilitate formation of the pre-
initiation complex (Box 1 and Fig. 1).
Early observations about two decades ago indicated that various 
components of the transcription machinery, such as the transactiva-
tor domains (TADs) of the GCN4 and GAL4 transcription factors 
and the C-terminal domain (CTD) of RNA polymerase II (RNAP 
II), cannot be characterized by a well-defined three-dimensional 
structure, and that their functions may even be independent of 
their actual sequences1. These domains were envisaged to act as 
charged ‘blobs’ or ‘noodles’ that would allow recognition of inter-
acting partners of variable architectures and form nontraditional 
assemblages. Although this scenario has been refined subsequently2, 
it has been recognized only recently that structurally ill-defined pro-
teins and protein segments, termed intrinsically disordered proteins 
(IDPs) and intrinsically disordered regions (IDRs), are abundant in 
eukaryotic proteomes. For example, ?50% of proteins are predicted 
to contain at least one IDR that is 30 amino acids in length3.The 
fraction of proteins with long IDRs increases with the complexity 
of the organism, which suggests an evolutionary benefit related to 
protein disorder.
In the past decade, rapidly accumulating experimental evidence 
has pointed to the frequent occurrence of disordered or unstructured 
regions in proteins involved in every aspect of transcription, thus 
providing flexible pieces of the transcriptional puzzle4. This review 
discusses recent advances in the IDP field related to components 
of the transcription machinery and demonstrates how structural 
properties and recognition mechanisms of IDPs are ideally suited to 
implement complex communication pathways among multiprotein 
regulatory assemblies. A wide range of examples that highlight how 
IDRs can uniquely enable a combination of specific yet versatile 
molecular interactions are presented.
IDPs function as a conformational ensemble
A wealth of experimental and theoretical data demonstrate that many 
proteins or protein segments do not adopt a unique equilibrium struc-
ture under native conditions but exist in a rapidly fluctuating ensemble 
of conformations5 that may persist even in the bound form6. These 
728 VOLUME 4   NUMBER 12   DECEMBER 2008   NATURE CHEMICAL BIOLOGY










































               dc_488_12
resemble the denatured states of globular proteins (for example, the 
p160 steroid receptor coactivator ACTR; ref. 12) to partially struc-
tured (“pre-molten globules”) or more compact ensembles (“molten 
globules”)13 that may have some secondary structure (for example, 
p27Kip1 (ref. 14) or MeCP2 (ref. 15)). Disorder can also be present in 
locally disordered N- or C-terminal tails or internal linkers11.
The disordered state of IDPs is intimately linked to their unusual 
amino acid composition— they are enriched in polar and charged 
residues (lysine, arginine, glutamate, glutamine and serine) and 
depleted in hydrophobic residues (tryptophan, phenylalanine, 
results conflict with the generally accepted idea that a well-defined 
structure is a prerequisite for protein function and have led to a reas-
sessment of the structure-function paradigm7. Currently, there are over 
500 IDP examples assembled in the DisProt database8 whose disordered 
state is experimentally supported by biophysical data. The relevance of 
structural disorder in vivo has been corroborated experimentally—for 
example, by in-cell NMR measurements, which indicate the persistence 
of a disordered state in crowding conditions9,10.
IDPs comprise a variety of broad structural categories11. These 
range from completely unstructured proteins (“random coils”) that 
Box 1  Basic elements of the eukaryotic transcription machinery
Transcription of protein-encoding genes is one 
of the first steps in deciphering the genetic 
material. Fundamentally, it is the synthesis of 
mRNA from a DNA template, carried out in 
eukaryotes by the enzyme RNA polymerase II. 
Transcription is a hierarchical process involv-
ing many different macromolecular assemblies 
regulated by numerous protein-protein and 
protein-DNA interactions (Fig. 1).
Chromatin and chromatin modifying enzymes 
function to regulate accessibility of the DNA at 
the global (that is, multiple-kilobase-pair) level 
(Fig. 1a). The subunit of chromatin is the nu-
cleosome, which is a complex of 146-base-pair 
chromosomal DNA with an octamer of core his-
tones. Arrays of nucleosomes spaced at roughly 
200-base-pair intervals make up chromatin 
fibers, which are structurally dynamic and can 
condense locally and globally into chromosomal 
domains. There are two major classes of chro-
matin modifying enzymes: those that add or 
remove specific post-translational modifications  
(for example, the Gcn5 acetyltransferase) and 
those that use the energy of ATP hydrolysis to 
alter the structure of nucleosomes and specific 
chromatin regions (for example, SWI/SNF). 
Chromatin modifying enzymes are large multi 
component assemblies that have elongated, 
flexible shapes (Fig. 1a). Collectively, chromatin 
and chromatin modifying enzymes operate at 
the epigenetic level and coordinate global ac-
cessibility of promoter DNA.
Once the chromatin environment becomes 
accessible, regulation of the promoter involves 
the action of regulatory transcription factors, co-activators/co-repressors and the basal transcription machinery. Upstream DNA sequences 
are targeted by specific DNA binding proteins, called transcription factors (Fig. 1b), which are responsible for controlling (activation/inhibi-
tion) specific gene expression. Transcription factors have a modular architecture with a DNA binding domain and a transactivator domain 
(TAD). TADs communicate with other regulatory transcriptional proteins and have an important role in orchestrating the transcriptional as-
semblies. Co-activators provide a link between chromatin, transcription factors and the basal transcription machinery (Fig. 1c). Co-activators 
generally have multiple transcription factor binding sites and are thus able to process multiple transcriptional regulatory inputs. The co-
activator p300 is known to interact with over 50 proteins and has histone acetyltransferase activity. Co-activators can also adopt a variety 
of structural forms needed for different stages of transcription. For example, the Mediator co-activator complex undergoes a large confor-
mational transition from a closed form to an open form to be able to accommodate RNAP II. The actual recruitment of RNAP II to promoter 
DNA is accomplished by the general transcription factors (GTFs): TFIIA, TFIIB, TFIID, TFIIE, TFIIF and TFIIH (Fig. 1d). The TATA DNA 
element at the promoter is recognized by the TATA box binding protein (TBP), which significantly bends DNA. This TBP-DNA association 
provides a platform for the assembly of associated factors. The assembly of RNAP II, GTFs and co-activators is called the pre-initiation com-
plex (PIC). The C-terminal domain (CTD) of RNAP II is heavily phosphorylated during transcription (for example, by TFIIH or by the kinase 


























Figure 1  Schematic representation of the four main (highly interdependent) components of the 
eukaryotic transcription machinery. (a–d) Chromatin remodeling (a), transcription factors (b),  
co-activators (c) and basal machinery (d). Disordered histone (yellow) tails (dashed line) assist the 
assembly of nucleosomes and provide platforms for chromatin remodeling complexes. Chromatin 
remodeling complexes such as SWI/SNF regulate the accessibility of the DNA, and their mobility 
is enhanced by disordered regions. Transcription factors decipher regulatory information encoded 
in enhancer regions (UAS, upstream activating sequence), and they interact with other proteins 
via disordered TADs. Large co-activator complexes such as the Mediator (head, middle and tail 
modules are shown in orange, green and yellow, respectively) transmit signals from enhancer- 
and repressor-bound factors to the core machinery. Transcription initiation is achieved by RNAP 
II assisted by five general transcription factors (TFIIA, TFIIB, TFIIE, TFIIF and TFIIH). The 
disordered CTD of RNAP II serves as a scaffold for a range of complexes involved in different 
stages of transcription, and it functions in a phosphorylation-dependent manner.
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the rest of the motif, and the entire flanking region, rather free to 
change in sequence34.
These features of IDPs and IDRs allow them to perform unortho-
dox functions that require extreme adaptability (Fig. 2). For exam-
ple, they can accommodate more than one partner (promiscuity) 
(Fig. 2a), like the C-terminal region of p53, which adopts differ-
ent conformations upon interacting with four different partners 
(S100??, sirtuin, CBP and cyclin A; Fig. 2b)38. When bound in dif-
ferent conformations, IDPs can serve more than one (sometimes 
opposing) function (moonlighting)39. IDPs can also be involved in 
multiple activities even at the same time (one-to-many signaling), as 
exemplified by the high mobility group (HMGA) proteins that serve 
as hubs of nuclear function and sensors of a wide variety of signaling 
pathways40. Action of IDPs can also be fine-tuned by gradual modifi-
cations (ultra-sensitivity), for example, phosphorylation at multiple 
sites that individually are suboptimal for the partner41.
IDPs within the transcriptional machinery
Bioinformatics analysis predicts that most proteins involved in tran-
scription regulation contain at least one long (>30 amino acids) 
intrinsically disordered segment (with many predicted to be far more 
disordered), and biophysical evidence to substantiate a number of 
specific instances is available. A summary of well-characterized 
examples of IDPs involved in transcriptional regulation is presented 
in Table 1.
In general, IDRs and IDPs can contribute to the functioning of 
the transcription machinery (Fig. 1) in three ways. First, IDRs can 
serve as linkers connecting structured globular domains and thus 
extend modularity of function. Fluctuation of IDRs between widely 
differing conformational states imparts structural variability on the 
connected recognition elements or folded segments, thereby enabling 
recognition of partners with variable structure, such as recognition 
of promoters with variable organization by transcription factors42. 
Second, molecular associations involving IDRs result in pliable 
complexes that can undergo conformational changes in response to 
regulatory signals. For example, the Mediator co-activator complex 
transforms from a closed to an open form to accommodate RNAP 
II (ref. 43). Third, IDRs can also facilitate assembly or disassembly 
of large complexes coupled to functional transitions—for example, 
interaction of the RNAP II CTD with different partners during a 
transcription cycle44. In the following sections, we will describe how 
these principles are exploited in the action of four major compo-
nents of the transcription machinery (Box 1): proteins in chroma-
tin remodeling, transcription factors, co-activators and the basal 
machinery (Fig. 1).
IDPs and chromatin structure
Genomic DNA in eukaryotes is complexed with core and linker 
histones to form nucleosomes and chromatin fibers45, with most 
genes also assembled into higher order chromatin structures (Fig. 
1a). The higher order condensation and conformational dynamics 
of chromatin fibers are mediated by the disordered core histone 
N-terminal ‘tails’. These IDRs are not visible in the crystal structure 
of the nucleosome46 and have also been shown to be disordered in 
solution47. In addition to chromatin condensation, a primary role of 
the disordered N-terminal tails is to specifically interact with nonhis-
tone proteins and multiprotein complexes involved in gene activa-
tion or repression48. For example, the N-terminal domain (NTD) of 
the core histone H4 functions as an assembly platform for different 
chromatin remodeling complexes, such as ISWI (ref. 49) and NURF 
(ref. 50). The H4 NTD also helps target ISWI to specific loci51. The 
tyrosine, leucine, valine, isoleucine and methionine) that form 
the hydrophobic core in a conventional folded protein16. IDPs are 
often associated with low-complexity regions and include sequence 
repeats17. IDRs often have distinctive, specific amino acid composi-
tions for given functions18.
The conformational malleability of IDRs allows a diversity of bind-
ing modes to other proteins, RNA, DNA or small ligands, resulting 
in combinatorial molecular recognition and functional versatil-
ity19. IDR-mediated interactions include simple association, chemi-
cal modifications, interference with enzymatic activities, structural 
rearrangements, assistance of folding or even transitions to amyloid 
forms20. IDPs can be classified into seven general functional catego-
ries in terms of their mechanism of action21. Within these categories, 
function stems directly from disorder in only one (entropic chain; 
for example, nucleoporin FG repeat22), whereas function is realized 
via binding to partner molecules in the other six (display sites23, 
scavengers21, effectors14, assemblers24, chaperones25 and prions26). 
Structural disorder is prevalent in proteins involved in signal trans-
duction and regulation of gene expression27, which likely reflects the 
significance of IDRs in mediating interactions within and between 
complex molecular assemblies.
Molecular recognition by IDPs
Binding of IDPs in general is characterized by high specificity for 
given (even multiple) partners as compared to nonspecific targets, 
and high kon and koff rates that enable rapid association with the 
partner without an excessive binding strength. The latter results from 
the large entropic penalty accompanying binding, due to the partial 
or full folding of the IDR (ref. 28). Currently, key molecular aspects 
of IDP recognition are captured by four related interaction models, 
as follows.
Induced folding of IDPs can be facilitated by stabilizing transient 
structural elements (residual structures), toward which the confor-
mational equilibrium is shifted upon binding29. Experimental data in 
more than a dozen cases (for example, p27Kip1 (ref. 14) and p53 (ref. 
30)) support a model in which such transiently populated preformed 
elements (i) of IDPs are critical for recognition. A similar principle 
underlies the concept of molecular recognition features (ii)31, where 
protein segments biased for a given conformation are distinguished 
in recognition and undergo an induced folding process. Even in 
the absence of transient secondary structures, the accessibility of 
different segments of the IDP chain can vary along its sequence32. 
Transient exposure of specific sites can facilitate recognition by 
serving as primary contact sites (iii) for a partner. As IDPs are pre-
dominantly constituted by polar and charged residues, hydrophobic 
amino acids can be used for this purpose. Short linear motifs (iv) 
distinguished in specific protein-protein interactions33 were found 
to be preferentially embedded in disordered environments34. Linear 
motifs are frequently associated with signaling processes, as favored 
target sequences of SH3 domains, 14-3-3 proteins and calmodulin, as 
well as sites for post-translational modification, such as phosphoryla-
tion35, acetylation or ubiquitination36, are found on these motifs.
All four concepts emphasize the segmental nature of IDPs, which 
has three direct consequences for recognition. First, it increases the 
association rates by anchoring only a small, exposed binding region, 
with further contacts facilitated by flexible linkers via a “fly-casting 
mechanism”37. Second, as recognition is primarily determined by 
short segments, part or even the majority of the protein may remain 
disordered in the bound form, resulting in structurally ambigu-
ous, ‘fuzzy’ complexes6. Third, recognition by short motifs can be 
achieved by a very few specificity-determining residues, which leaves 
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IDPs also seem to have important roles in the function of ATP-
dependent chromatin remodeling complexes, such as ISWI, CHRAC, 
NURF, RSC and SWI/SNF, which regulate accessibility of the genomic 
DNA (Fig. 1a). All these complexes facilitate sliding and transfer of 
histone octamers along the DNA and expose targeted DNA segments 
to nucleases and other probes. Gel mobility analysis suggests that 
most of these remodeling complexes exhibit significant deviations 
from globularity49,55–58, as they migrate at higher molecular weight 
than that expected from the mass of the complex. IDRs in chroma-
tin remodeling complexes likely mediate low-affinity interactions 
with DNA and establish variable contact patterns required for slid-
ing. Thus disordered regions enhance mobility along DNA (ref. 55), 
and their removal significantly impairs the sliding process50,55,56. 
Structural characterization by electron microscopy of the yeast SWI/
SNF remodeler revealed a structure composed of eight subunits 
assembled into a modular and highly irregular structure57 (Fig. 1). 
Gel mobility analysis and disorder predictions also suggest that the 
Snf5 and Swi3 subunits of the SWI/SNF remodeling complex are rich 
in IDRs. Removal of the N-terminal domain of Swi3 (predicted to be 
poorly ordered) results in the remainder of the protein migrating at 
its actual molecular weight (C. Peterson, University of Massachusetts 
Medical School, personal communication). Swi3 serves as an assem-
bly scaffold and is involved in histone binding using IDRs to interact 
with multiple partners. Snf5 has a role in recruitment of SWI/SNF to 
specific genomic regions—another process with coordinated changes 
in macromolecular interactions. We hypothesize that IDPs allow mal-
leability in the structure of chromatin remodeling and modifying 
complexes, which facilitates their interaction with the equally struc-
turally malleable chromatin fiber.
Modification of chromatin structure may also be facilitated by 
increased DNA distortion induced by “architectural transcription 
many interactions involving the N-terminal tails are likely of tran-
sient nature and require rapid association and dissociation with their 
partners. Although both core and linker histone tails are predomi-
nantly (~40%) composed of positively charged residues, their func-
tions cannot be recapitulated by simply neutralizing DNA charges 
at high ionic strength45. These observations might imply that local 
organization of IDRs can be a functional determinant for histone 
proteins that can be perturbed by post-translational modifications 
(for example, methylation and acetylation)52. These covalent modifi-
cations have been proposed to function as a “histone code” that influ-
ences and regulates specific macromolecular interactions and cell 
functions48,53. Although in most cases the structural consequences 
of these covalent modifications have not been elucidated, they might 
alter secondary structure preferences of IDRs, which could abolish 
nucleosome-nucleosome interactions or modulate interactions with 
chromatin remodeling complexes49 and other chromatin proteins.
The intrinsically disordered C-terminal tail of linker histones under-
goes a disorder-to-helix transition upon binding to DNA (ref. 54) and 
contributes to stabilization of condensed chromatin structures. The 
linker histone H1 °CTD also binds to and activates the DFF40 (also 
known as CAD) apoptotic nuclease. Interestingly, different CTD regions 
are used for chromatin condensation and nuclease binding. These H1 
°CTD regions have distinct, highly conserved amino acid composi-
tions18. Accordingly, scrambling the sequence of these segments does 
not alter CTD-dependent stabilization of higher order chromatin 
structures (X. Lu and J.C. Hansen, Colorado State University, personal 
communication). Although possible changes in the interaction and 
activation mechanism have not been elucidated, the IDR had to be suf-
ficiently long (at least 47 residues). These results emphasize that there 
is no specific sequence requirement for the IDRs—only some spatial 
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Figure 2  Molecular recognition by intrinsically disordered proteins. (a) Binding of IDPs to their partners is often coupled to disorder-to-order transition. IDP 
segments might have transient secondary structures that are preserved in the bound state (preformed element, orange), whereas other segments may exhibit 
different conformations (yellow) with different partners (promiscuity). Owing to this segmental mode of binding, some parts of IDPs may remain disordered 
(fuzzy, dashed lines) in the bound state, which contributes to the multifunctionality (for example, moonlighting) of these proteins. (b) Disorder profile of 
the p53 transcription factor. p53 is at the center of a large signaling network regulating expression of genes involved in a variety of cellular processes, such 
as cell cycle progression, apoptosis induction, DNA repair and response to cellular stress. p53 interacts with a large number of other proteins, and the 
interaction sites are signaled by downward spikes in the plot of disorder. Disorder predictions were performed by PONDR VL-XT (http://www.pondr.com/); 
segments with scores above 0.5 correspond to disordered regions, while those below 0.5 correspond to ordered regions or binding sites. The structures of the 
complexes representing illustrative examples of various molecular recognition features (MoRFs) are displayed around the predicted disorder pattern.
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far-reaching functional consequences. Ubiquitination of a TAD not 
only induces degradation of the transcription factor but also sig-
nals for activation (a process called “licensing”)23. Thus, disorder 
of TADs may be involved in a very specific regulatory feature in 
which ubiquitination induces activation through destruction of the 
targeted protein.
In contrast with TADs, DBDs are mostly structured. However, certain 
transcription factors, such as GCN4 or GAGA, undergo an induced 
folding process upon binding to DNA, with recognition facilitated by 
preformed secondary structure elements67. Such disorder-to-order 
transitions have been shown to enhance interaction specificity68.
Co-activators: linking chromatin structure to the core 
machinery
Highly complex, modular proteins and multiprotein complexes are 
responsible for communicating signals from enhancer- and repres-
sor-bound factors to the core transcription machinery (Fig. 1c). In 
eukaryotic cells, co-activators are involved in multiple functions, 
ranging from modifying chromatin structure to interacting with 
a variety of regulatory proteins, general transcription factors and 
RNAP II. IDPs appear to perform many critical functions that enable 
co-activators to transduce regulatory information.
The co-activators CBP/p300 affect chromatin structure through 
their intrinsic histone acetyltransferase activity, and can also serve 
as a scaffold for the assembly of much of the transcription machin-
ery24. Approximately half of its 2,442 residues are found in disor-
dered regions, including the NCBR domain and linkers between six 
folded domains11. The six globular domains serve as templates for 
induced folding of many disordered transcription factors—for exam-
ple, TAZ1 for HIF1-? (ref. 69) and CITED2 (ref. 70), Bromo domain 
for p53 CTD (ref. 71), TAZ2 for E1A (ref. 11) and KIX for the pKID 
domain of CREB (ref. 72) (Fig. 3). The disordered NCBD domain 
undergoes a synergistic folding upon binding to the ACTR domain 
of the p160 co-activator that is facilitated by the presence of transient 
helical structures in NCBD (ref. 12). These interactions contribute to 
the recruitment of RNAP II and the basal transcription machinery. 
In addition to enabling conformational flexibility, disordered linker 
regions harbor various linear motifs that serve as potential binding 
sites for regulatory proteins (for example, KHKXLXXLL for nuclear 
receptors73) or that serve as post-translational modification sites (for 
example, SUMOylation sites74). IDRs have a critical role in determin-
ing the properties of CBP and p300, which have been described as a 
“molecular interpreter” of different combinations of transcriptional 
signals owing to their highly adaptable architectures.
Coordination between chromatin remodeling and the next step 
in the gene expression process, assembly of the pre-initiation com-
plex (PIC), might occur through the interplay between CBP/p300 
and Mediator75, a multisubunit assembly comprising about 25 dif-
ferent proteins that plays an essential role in regulation from yeast 
to humans76. The two co-activators act synergistically, but p300 
competes with the general transcription factor TFIID for binding to 
Mediator at the promoter. Autoacetylation of p300 in a disordered 
loop region provides a catalytic switch77 by initiating a conforma-
tional change that results in dissociation of p300 from the promoter. 
This process allows the association of TFIID with Mediator, trig-
gering assembly of the PIC. Biochemical78 and structural79 analy-
ses have revealed that Mediator has a modular architecture, with 
three structural domains that in broad terms appear to have specific 
functional roles. Significant conformational changes are prompted 
by interaction of the human Mediator complex with activators and 
the RNAP II CTD (refs. 80,81). In yeast, interaction of Mediator 
factors”40. For example, the disordered high-mobility group (HMG) 
proteins involved in chromatin structure regulation contain multiple 
copies of short motifs (called AT hooks) that tend to bind to the 
minor groove and significantly bend the DNA (ref. 59). The AT hooks 
are connected by flexible linkers that result in diverse modular bind-
ing patterns that neutralize charges and induce specific conforma-
tional changes of DNA. Besides DNA, HMG proteins can also interact 
with nucleosome particles and a large number of transcription fac-
tors, inducing formation of assemblies (enhanceosomes) at promoter 
or enhancer regions of inducible genes40. These interactions also 
facilitate contacts among the regulatory proteins and cross-associ-
ations with DNA that may result in complex regulatory pathways. 
As observed for the histone tails, HMG function can be regulated by 
modulating binding affinity to both DNA and nucleosomes via post-
translational modifications such as phosphorylation and methyla-
tion, which are facilitated by structural disorder35.
A range of recent observations underscores that a variety of largely 
disordered proteins are involved in regulation of higher level chro-
matin structural organization (Table 1), the multifunctionality of 
which is enabled by structural disorder.
Transcription factors: disordered transactivator domains
Transcription factors serve as sensors of specific DNA sequences that 
code for activation or repression of transcription. This is facilitated 
by a modular architecture in which DNA binding domains (DBDs) 
contact enhancer or suppressor sequences and transactivator domains 
(TADs) interact with other proteins that influence recruitment and 
assembly of the transcription machinery (Fig. 1b). Peculiar structural 
properties of TADs and their resistance to crystallization attempts have 
long been noted. Bioinformatics analysis reveals that ~90% of tran-
scription factors contain extended IDRs60, out of which a few specific 
examples are listed in Table 1. Perhaps as a result of disobeying strict 
geometrical complementarity, TADs might also exhibit weak sequence 
specificity. The classical example is GCN4, in which the acidic TAD 
can be replaced with short random acidic segments without significant 
loss of activity61. It is not known, however, whether these scrambled 
sequences act by the same mechanism and whether their interactions 
with other co-activators remain unperturbed. For example, the dis-
ordered C-terminal region of the yeast activator Gal4 has dual func-
tions: it elicits gene activation and is also capable of binding to Gal80. 
Mutations of cysteine or proline residues abolish interactions with 
Gal80 without affecting transcriptional activity, which suggests that 
different functions have different sequence and structural require-
ments2. It has also been shown that short hydrophobic motifs that 
might provide an underlying “organization” appear to be critical for 
TAD activity62,63. For example, the repeat units of the transactivator 
domain of the oncogenic EFP proteins were found to function even 
when randomized, reversed or interchanged, but the presence of a 
given arrangement of tyrosine residues64 was found to be an essential 
requirement. These hydrophobic residues may serve as primary con-
tact sites, for example, as seen in the folding-coupled binding of the 
KID domain of cAMP response element–binding (CREB) protein to 
the KIX domain of CREB-binding protein (CBP) induced by phos-
phorylation of KID (ref. 65). Hydrophobic patches can also act like 
molecular recognition features that trigger the conversion from the 
initial, low-affinity complex to the high-affinity complex66. Preformed 
elements of TADs can also facilitate binding their interactions, as in the 
case of the ?-helical element in binding of p53 to Mdm2 (ref. 30).
Post-translational modification sites are frequently located in dis-
ordered regions, perhaps enabling them to function as molecular 
switches within TADs. A prime example is ubiquitination, with its 
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aspect of the regulatory mechanism82, and may also be required in 
other organisms81,83. It seems likely that the complex conformational 
behavior exhibited by the Mediator complex might be facilitated by 
disordered regions acting as “molecular hinges” in response to vari-
ous regulatory signals. Several Mediator subunits were predicted to 
with RNAP II to form a regulation-responsive holoenzyme requires 
a substantial structural rearrangement of Mediator that exposes a 
cryptic RNAP II binding site43.
It has been suggested that the rearrangement of Mediator required 
for holoenzyme formation might constitute a general and essential 
Table 1  Representative IDPs within the transcriptional machinery
Protein/complex Function Disordered region Evidence DisProt Reference
Chromatin remodeling
Linker histone (H1) Chromatin condensation, DFF40/CAD 
activation





Core histone (H3, H4) Internucleosomal interactions,  
chromatin fiber condensation
NTD Missing from crystal structure 18,47
Snf5 and Swi3 of 
SWI/SNF
Scaffold in histone binding, interac-
tions with specific genomic regions
NTD Irregular EM structure, anomalous 
migration on SDS gel
57
Nurf301 of NURF Nucleosome binding and sliding, 
NURF assembly, stimulation of 
ATPase activity
NTD, Q-rich domain Anomalous migration on SDS gel, 
sequence analysis
50
CHRAC14–CHRAC16 CHRAC assembly, DNA binding, 
nucleosome sliding
NTD, CTD Missing density in X-ray structure 55
Spt7, Spt8 and Ada3 
of SAGA
Interactions with histone tails, histone 
acetylation
Missing density from EM structure, 
anomalous migration on SDS gel
58
Sir3p Transcriptionally “silent” chromatin 
binding, platform for protein-protein 
interactions, oligomerization
Linker (amino acids 
215–550) connecting CTD 
and NTD
CD spectroscopy, proteolytic 
sensitivity
98
MeCP2 Maintenance of condensed chromo-
somal superstructures, recognize 
methylated DNA
Linkers connecting folded 
domains (amino acids 
8–68, 75–120, 160–200, 
247–272, 327–377)
CD spectroscopy, proteolytic 
sensitivity
DP00539 15
Df31 Chromatin stabilization, histone 
chaperone
Full length CD and NMR spectroscopy, 
gel-filtration, limited proteolysis
99
HMG proteins Nucleosome binding and sliding, 
enhanceosome formation, “nuclear 
hub”





p53 Tumor suppressor, interactions with 
a large number of transcriptional 
regulators
NTD (amino acids 1–73) 
and linker to CTD 
(amino acids 291–312)
NMR spectroscopy, bioinformatics DP00086 30,38
GCN4 Eukaryotic transcriptional activator, 
creates basic leucine 
zipper on DNA
CTD (amino acids 
221–281)
CD spectroscopy DP00083 67
EFP Transcriptional activator, interactions 
with proteins in mRNA biogenesis
Full length Sequence-independent binding,  
bioinformatics
64
CREB Transcriptional response to cAMP, 
binding to CBP
KID (amino acids 101–160) NMR spectroscopy DP00080 100
HIF1-? Hydroxic response, interaction with 
VHL tumor suppressor
CTD (amino acids 403–698, 
776–826)





CBP/p300 HAT activity, assembly of the  
transcription machinery
NCBR domain, linkers 
between folded domains 




NMR spectroscopy DP00348 11
Mediator Transmitting regulatory signals to the 
core machinery
Med8 linker between NTD 
and CTD (amino acids 
129–210)
Proteolytic sensitivity, missing 
density in X-ray structure
86
Core machinery
RNAP Assembly of complexes at different 
stages of transcription, connecting 
transcription to mRNA processing
CTD NMR spectroscopy, missing 
density in X-ray structure
DP00504 88,102
TFIIB Interactions with TBP and the active 
site of RNAP
Linker connecting NTD and 
CTD (amino acids 55–126)
Missing density in X-ray structure, 
cross-linking and hydrolysis studies
91,92
TFIIF Promoter recognition, communication 
between RNAP and the Mediator head
Central part (amino acids 
280–630 in yeast)
Missing density in EM structure, pro-
teolytic sensitivity
93,94
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active site cleft, with a considerable fraction of the factor appearing 
disordered93. This suggests a structural organization of TFIIF that, 
in agreement with predictions based on sequence analysis, consists 
of globular domains connected by disordered segments. The central 
region of Tfg1, the largest yeast TFIIF subunit, is highly charged and 
hypersensitive to proteolysis, which also suggests a poorly ordered 
structure94. Interestingly, this part of TFIIF is expected to be largely 
exposed in the RNAP II–TFIIF complex, and TFIIF has been shown 
to play a critical role in promoting association of Mediator with poly-
merase and the PIC (ref. 85). Although structural characterization 
of the basal transcription machinery is still at a very early stage, the 
information available so far suggests that flexibility and disorder are 
prevalent and likely play a crucial role in enabling RNA polymerase 
to interact with promoters that display a wide range of sequence and 
structural variability. It is tempting to suggest that solutions that 
have evolved to address promoter heterogeneity are likely to also be 
involved in regulation.
Concluding remarks
The early idea that transcription regulation requires malleable archi-
tectures rather than rigid assemblages is bolstered by a growing body 
of experimental evidence. Assembly of the transcription machinery 
involves a complex set of highly specific, transient interactions with 
multiple partners that often have variable architecture. In principle, 
the controversial requirements for specificity and structural adapt-
ability in these interactions can only be satisfied if short recognition 
sites are embedded in a malleable environment capable of accom-
modating different structures. IDRs that function through short 
recognition elements or act as linkers connecting globular domains 
fit naturally in this context. As shown for co-activators, IDR linkers 
can provide enormous structural flexibility and modularity to the 
complex. As IDRs can interact with many partners simultaneously, 
they can help in the assembly and disassembly of large complexes 
contain a significant level of disorder, and 
the identified IDRs were found to be con-
served, which supports this molecular hinge 
hypothesis84. Although structural data of 
the whole Mediator is limited to low-reso-
lution reconstructed electron microscopy 
images, the presence of disordered regions 
was experimentally corroborated in the 
case of the Med8-Med18-Med20 submod-
ule, which contains multiple binding sites 
for the TATA box binding protein (TBP)
complex85. In the crystal structure, only 
a short ?-helical region of Med8 has been 
observed86, whereas the linker between the 
C- and N-terminal regions of Med8 exhibits 
enhanced sensitivity to proteolytic diges-
tion in the free protein. Thus it appears 
that the short structured segment of Med8 
serves as a molecular recognition feature to 
promote recognition of a larger disordered 
region. The activities of different Mediator 
subunits are also substantially influenced by 
post-translational modifications87 facilitated 
by intrinsic disorder.
Core machinery: hinges and wobbling 
parts
In eukaryotes, the series of molecular events 
that leads to gene expression culminates in initiation of transcription 
by RNA polymerase and the general transcription factors (GTFs) 
(Fig. 1d). RNA polymerases are for the most part well-structured 
enzymes, although flexibility of specific domains is of functional 
significance. In the eukaryotic RNAP II, the CTD of the largest sub-
unit is highly disordered and contains 25–52 tandem repeats of the 
sequence YSPTSPS (ref. 88). The CTD serves as a scaffold for the 
highly orchestrated assembly of a range of complexes involved in 
the initiation, elongation and termination of transcription, thereby 
linking these steps directly to mRNA maturation89. Owing to its mal-
leability, the CTD is capable of interacting with multiple partners 
and adopting different conformations upon binding90. Its function 
is tightly regulated by phosphorylation, and the concerted action of a 
variety of CTD kinases and phosphatases signals its transitions from 
states competent for PIC assembly to initiation, elongation and then 
termination of transcription89. Phosphorylation of the CTD results 
in significant changes in its structure and charge pattern, but CTD 
activity depends only weakly on its actual amino acid sequence.
Disordered regions also influence the functions of the GTFs in 
the assembly of the pre-initiation complex and in interactions with 
promoters and co-activators. In TFIIB (Fig. 2), a globular CTD that 
contacts the TBP at the TATA box is connected to the N-terminal 
RNAP II–interacting region by a linker region that is disordered in 
solution. Part of this linker folds into a “B finger” upon interacting 
with RNAP II, reaching into the active site of the enzyme and play-
ing a crucial role in determining the transcription start site91. The 
conformational malleability of the B finger segment is likely required 
to facilitate entrance of the domain into the active site cleft of poly-
merase. The rest of the linker remains disordered even in the pres-
ence of RNAP II and might allow for different modes of interaction 
between the C-terminal portion of TFIIB and polymerase92. Cryo-
electron microscopy analysis of a yeast RNAP II–TFIIF complex has 





NRD TAZ1 KIX PHD TAZ2
NCBDZZBromo
HAT
Figure 3  Domain structure of CBP/p300 transcriptional co-activator and three-dimensional structures 
of complexes of globular CBP domains with disordered transcription factors bound. TAZ1 domain with 
HIF1-? (Protein Data Bank (PDB) code 1L8C)69 and CITED2 (PDB code 1R8U)70; KIX domain with 
KID of CREB (PDB code 1KDX)72 and cMyb (PDB code 1SB0)96; Bromo domain with p53 CTD (PDB 
code 1JSP)71; disordered NCBR domain with ACTR (PDB code 1KBH)12.
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The other area is the mechanisms of nonconventional interactions, 
such as those that exhibit weak dependence on the actual sequence 
of one of the participating macromolecules or regions. A pertinent 
example of such a binding event is that of histone tails to DNA or 
regulatory proteins. Analyzing changes in disorder upon sequence 
modifications by NMR or CD (and also by bioinformatics methods) 
may help to identify those properties that are required for the inter-
actions. Furthermore, these methods can be useful to understand 
the effect of epigenetic factors, such as post-translational modifica-
tions of histone tails. Recognition of disorder (and low-complexity 
regions) may also provide possible connections between elements of 
the transcription machineries of different organisms, which could in 
turn help to illuminate their function.
Although much remains to be learned about the function and 
behavior of IDPs in transcription regulation, recognition of their 
prevalence and importance in controlling gene expression constitutes 
a new perspective that opens up new research avenues in the study 
of transcription regulation.
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a Trade-Off between Folding and Specific Binding
A´ gnes To´th-Petro´czy,†,‡ Istvan Simon,‡ Monika Fuxreiter,‡ and Yaakov Levy*,†
Department of Structural Biology, Weizmann Institute of Science, RehoVot 76100, Israel, and Institute of
Enzymology, Biological Research Center, Hungarian Academy of Sciences, H-1518 Budapest, Hungary
Received June 29, 2009; E-mail: koby.levy@weizmann.ac.il
Specific DNA binding is a critical element of all processes related
to the maintenance of genetic information. Proteins playing role in
transcription and DNA repair have been developed to efficiently
discriminate between their target sequences and the vast pool of
nonspecific ones. Substrate selectivity can also be influenced by protein
regions that lack a well-defined structure in solution and fold only
upon binding to their specific targets.1 For example, exchanging the
disordered N-terminal segments (N-tails) in Antennapedia (Antp) and
thyroid transcription factor 1 (TTF-1) homeodomains abolished binding
to both cognate sites.3 N-tails were also sufficient to discriminate
between the specificities of Antp and Sex combs reduced (Scr)
homeodomains in vivo.5 Despite their importance in determining the
specificity of homeodomains,6 the mechanism by which disordered
N-tails modulate target selection is largely unknown.
N-tails of homeodomains contribute to complex formation by
increasing the number of contacts with DNA. Primarily highly
charged N-tails form electrostatic interactions with DNA phos-
phates, but specific contacts with the cognate bases have also been
observed.2 The long-range electrostatic forces between the N-tails
and DNA might also interfere with their folding process, as seen
in the case of Ets transcription factor.7 Disordered N-tails can also
modulate the affinity of homeodomains for DNA via the interplay
between the cost of folding and the entropy gain due to the released
waters.8 As an alternative scenario, N-tails can influence the
selectivity of homeodomains by interacting with other proteins.5
To elucidate how N-tails facilitate target selection of homeo-
domains, native-topology-based model (Goj model) simulations9
were performed on the full and N-tail-truncated variants of the
Antp2 and NK-24 proteins (Figure 1). These coarse-grained
techniques were successfully applied to explain binding-coupled
folding of disordered proteins in good agreement with experiment.10
The curves of the specific heat capacity of both full Antp and
NK-2 are shifted to lower temperatures relative to truncated (no
N-tail) Antp and NK-2 (Figure 2), indicating that the disordered
N-tails decrease the stability of the homeodomains to a similar
extent. The decrease in the transition temperatures for folding
(where the folded and unfolded states are equally populated) by
the N-tail is in accord with experiment.11 The decreased protein
stability of Antp and NK-2 is reflected by the larger average size
(measured by the radius of gyration) and a smaller number of native
contacts at various temperatures (Figure S1 in the Supporting
Information). NK2 and Antp with uncharged N-tails show behavior
very similar to that of truncated Antp and NK2, indicating that the
disordered tails affect the unfolded state by non-native charge-charge
interactions. In contrast, in the presence of DNA, the N-tails increase
the stability of the homeodomain cores, resulting in a smaller radius
of gyration (Figure S1), a larger number of native contacts, and a
4-6% higher transition temperature (Figure 2) in both homeo-
domains. This suggests that the N-tails do not compete with the
native protein-protein contacts in charged form, likely because of
their preference for DNA. In the absence of the tail charges,
however, there is still competition with the native interactions.
N-tails also increase stability of homeodomains by reducing the
coupling between folding of the protein core and DNA binding
(Figure S2). As a consequence, the full-length Antp folds before it
† Weizmann Institute of Science.
‡ Hungarian Academy of Sciences.
Figure 1. NMR structures of the Drosophila Antennapedia and NK-2
homeodomains complexed with DNA. (A) Superposition of the Antp (green,
PDB code 1ahd2) and NK-2 (purple, PDB code 1nk24) homeodomains
(rmsdbackbone ) 1.28 Å). The N-tails of NK2 and Antp are composed of 7
and 14 residues, respectively. (B) Interactions between the Antp homeo-
domain and DNA. The recognition helix is in the major groove, and the
disordered N-tail is inserted in the minor groove. Positively charged residues
in the N-tail are colored blue.
Figure 2. Folding heat capacity curves of the (A) Antp and (B) NK-2
homeodomains. Folding was studied in the free form (black) and in the
presence of DNA (red) at a salt concentration of 0.01 M using full-length
(solid) and truncated (dashed) forms of the homeodomains as well as full-
length proteins with uncharged tails (open circles).
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tightly associates with DNA, and the specific interactions are
established with the folded protein core. In the absence of the N-tail,
however, specific DNA contacts compete with native protein
contacts, thereby increasing the frustration of the protein-core
folding as a result of the tight coupling between the two processes.
Hence, the full-length Antp may be viewed as a two-domain protein:
the N-tail anchors the homeodomain to DNA, while the core of
the protein folds and subsequently forms specific interactions at the
protein-DNA interface. In the absence of the N-tail, there are fewer
constraints on the protein, and it folds and binds concomitantly.
The long-range electrostatic interactions between the DNA and
the charged N-tail can also serve to modulate the folding of the
homeodomain core. This may accelerate DNA binding by increasing
the capture radius of the protein, as proposed by the fly-casting
model.7,12,13 In the case of Antp, the presence of the N-tail decreases
the time required to form all of the specific contacts between the
Antp core and the DNA by ∼25% (Figure 3). It is important to
note that no native contacts between the N-tail and the DNA were
defined and that only their electrostatic interactions were taken into
account. In this way, the simulations were not biased toward specific
contacts between the N-tail and the DNA. This observation
demonstrates that anchoring the homeodomain to the DNA even
by nonspecific electrostatic interactions accelerates the formation
of specific interactions all along the interface. In addition to
nonspecific electrostatic interactions, various specific contacts
between the N-tail and the DNA were found (A11, G12, A13, A19,
A20, T21; see Figure S3), in agreement with experiment.2
The N-tail of Antp improves the binding affinity (Table 1) as
compared with the truncated homeodomain, in accord with experi-
mental data.11 Because it underestimates the hydrophobic effect,
however, the simulation finds the binding to be enthalpy-driven,
while the entropy term is unfavorable (as water was only implicitly
taken into account). Thermodynamic data derived directly from the
simulations were thus corrected with the estimated magnitude of
the hydrophobic effect (Table 1), approximated by the number
of waters released from the first hydration shell upon formation of
protein-DNA interactions14 and the entropy gain estimated on a
per-molecule basis15 Upon incorporation of the hydrophobic effect,
the N-tail provides a significant contribution to the binding entropy,
as reflected by the almost 30% increase in T∆Sbind relative to the
value for truncated Antp. This demonstrates that burying a large
surface upon binding of a disordered protein segment to DNA can
be a considerable component in the binding free energy that
ultimately balances the enthalpic terms provided by specific
contacts. The more favorable entropy for the full protein even
without the hydrophobic correction indicates that the tail retains
substantial flexibility in the bound state.
In summary, disordered N-terminal tails influence the substrate
selectivity of homeodomains both kinetically and thermodynami-
cally. N-tails primarily serve to anchor the protein to DNA by tidal
electrostatic forces, facilitating productive contacts all along the
interface and thus increasing the speed of complex formation via
the fly-casting mechanism. N-tails are also engaged in specific
interactions with the DNA. On the other hand, the balance between
the entropy cost of the binding-induced folding and the entropy
gain due to the hydrophobic effect may serve to fine-tune the
specificity of homeodomains. This might affect substrate selectivity
via a larger sequence context and may also account for environment-
dependent variations in selectivity. The architecture of DNA-binding
proteins with long disordered tails can be advantageous not only
for specific recognition but also for searching the DNA using the
nonspecific binding mode. The existence of the tail may improve
sliding dynamics along the DNA16 as well as protein hopping
between different segments of DNA.17
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Figure 3. Kinetics of folding and binding of Antp to DNA with and without
the N-tail. (A) Time (in simulation steps) required to form a fraction of
native contacts in the presence of DNA. (B) Time required to form the
interfacial native contacts between Antp and DNA. Full-length Antp (solid,
black) is compared to truncated protein (dashed, red) and to uncharged N-tail
Antp (gray).
Table 1. Thermodynamic Data (kcal mol-1) Computed for Antp
Binding to Cognate DNA without and with the Hydrophobic Effect
(HE) in Comparison with Experimental Results11
without HE with HE experiment
∆G ∆H -T∆S ∆G ∆H -T∆S ∆G ∆H -T∆S
Antp -1.8 -4.4 2.6 -26.0 -4.4 -21.8 -13.0 -2.9 -10.1
truncated
Antp
-1.7 -4.3 2.6 -23.0 -4.3 -18.7 -11.4 -1.7 -9.7
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0022-2836/$ - see front matter © 2009 ERestriction endonucleases of the PD…D/EXK family need Mg2+ for DNA
cleavage. Whereas Mg2+ (or Mn2+) promotes catalysis, Ca2+ (without Mg2+)
only supports DNA binding. The role of Mg2+ in DNA cleavage by
restriction endonucleases has elicited many hypotheses, differing mainly in
the number of Mg2+ involved in catalysis. To address this problem, we
measured the Mg2+ and Mn2+ concentration dependence of DNA cleavage
by BamHI, BglII, Cfr10I, EcoRI, EcoRII (catalytic domain), MboI, NgoMIV,
PspGI, and SsoII, which were reported in co-crystal structure analyses to
bind one (BglII and EcoRI) or two (BamHI and NgoMIV) Me2+ per active
site. DNA cleavage experiments were carried out at various Mg2+ andMn2+
concentrations at constant ionic strength. All enzymes show a qualitatively
similar Mg2+ and Mn2+ concentration dependence. In general, the Mg2+
concentration optimum (between ∼1 and 10 mM) is higher than the Mn2+
concentration optimum (between ∼0.1 and 1 mM). At still higher Mg2+ or
Mn2+ concentrations, the activities of all enzymes tested are reduced but can
be reactivated by Ca2+. Based on these results, we propose that one Mg2+ or
Mn2+ is critical for restriction enzyme activation, and binding of a second
Me2+ plays a role in modulating the activity. Steady-state kinetics carried
out with EcoRI and BamHI suggest that binding of a second Mg2+ or Mn2+
mainly leads to an increase in Km, such that the inhibitory effect of excess
Mg2+ or Mn2+ can be overcome by increasing the substrate concentration.
Our conclusions are supported by molecular dynamics simulations and are
consistent with the structural observations of both one and two Me2+
binding to these enzymes.
© 2009 Elsevier Ltd. All rights reserved.Keywords: nuclease; restriction enzyme; phosphodiester bond hydrolysis;
mechanism; Mg2+Edited by B. Connollyresses:
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iessen.de.
al valence bond; FEP,
lla sampling.
lsevier Ltd. All rights reserveIntroduction
“The detailed mechanism of DNA hydrolysis by
enzymes is of significant current interest. One of the
most important questions in this respect is the
catalytic role of metal ions such as Mg2+. While it is
clear that divalent ions play a major role in DNA
hydrolysis, it is uncertain what function such cations
have in hydrolysis and why two are needed in some
cases and only one in others”.1 Despite numerousd.
141Me2+ Ion-Dependence of Restriction Enzymes
               dc_488_12investigations over the last decade, this question has
not yet been satisfactorily answered for most
enzymes that depend on Mg2+ to catalyze DNA
cleavage (for reviews, see Refs. 2–5). Here, we are
concerned with type II restriction endonucleases ofTable 1. Available structural data for the type II restrictio
crystallography
Enzyme (recognition sequence): active-site residu
PDB Code description
BamHI (G↓CTAGG): Asp94, Glu111, Glu113
1BAM BamHI apo
1BHM BamHI/DNA
2BAM BamHI/DNA/Ca2+ (2 per subuni
3BAM BamHI/nicked DNA/Mn2+ (2 per sub
1ESG BamHI/noncognate D
BglII (A↓GATCT): Asp84, Glu93, Gln95
1ES8 BglII apo
1DFM BglII/DNA/Ca (1 per s
1D2I BglII/DNA/Na (1 per s
Bse634I (R↓CCGGY): Asp 146, (Glu212), Lys198
1KNV Bse634I apo
BsoBI (C↓YCGRG): Asp212, Glu240, Lys 242
1DC1 BsoBI/DNA
BspD6I (GAGTCN4↓NN): Asp456/Asp60, Glu469/Glu73, Glu482/Gl
2EWF (2P14) Nt.BspD6I apo/ssB
BstYI (R↓GATCY): Asp119, Glu128, Gln 130
1SDO BstYI/DNA
Cfr10I (R↓CCGGY): Asp 134, (Glu204), Lys190
1CFR Cfr10I apo
Ecl18kI (↓CCNGG): Asp160, (Glu195), Lys182
2FQZ Ecl18kI/DNA
2GB7 Ecl18kI/DNA
EcoO109I(RGGNCCY): Asp77, (Asp110), Lys 126
1WTD EcoO109I apo
1WTE EcoO109I/DNA/Na+ (1 pe




1QPS EcoRI (residues 17–277)/cleaved DNA
1QRH R145K mutant of EcoRI (residue
1QRI E144d mutant of EcoRI (residue
EcoRII (↓CCWGG): Asp299, (Glu337), Lys324
1NA6 R88A mutant of Eco
FokI (GGATGN9↓NNNN): Asp450, Asp467, Lys469
2FOK FokI apo
1FOK FokI/DNA
HindIII (A↓AGCTT): Asp 108, Asp123, Lys125)
2E52 HindIII/DNA
MunI (C↓AATTG): Asp83, Glu98, Lys100
1D02 D83A mutant of M
NgoMIV (G↓CCGGC): Asp140, (Glu201), Lys187
1FIU NgoMIV/cleaved DNA/Mg2+
NotI (GC↓GGCCGC): Asp160, Glu182, Gln184
3BVQ NotI apo
3C25 NotI/DNA/Ca2+ (2 per
PspGI (↓CCWGG): Asp138, (Glu173), Lys160
3BM3 PspGI/DNA
SdaI (CCTGCA↓GG): Asp233, Glu248, Lys251)
2IXS SdaI apo
SgrAI (CR↓CCGGYG): Asp188, (Glu256), Lys242
3DPG SgrAI/noncognate DNA/Ca2+
3DVO SgrAI I/DNA/Ca2+ (2 pe
3DW9 SgrAI/DNA/Mn2+ (2 per
a BspD61 is a heterodimer with one active centre in each subunit.
b There are two Mn2+ per active site, as with calcium, although the s
Mn2+.the PD…D/EXK superfamily that cleave the DNA
duplex in the presence of Mg2+ within or next to
their respective 4- to 8-bp recognition sequence.6,7
To date, crystal structure information is available for





t, in one subunit) 19
































(1 per subunit) 23
r subunit) 23
subunitb) 23
ite that is more distal from the DNA is only partially occupied by
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Cfr10I, Ecl18kI, EcoO109I, EcoRI, EcoRII, EcoRV,
FokI, HinP1I, HincII, HindIII, MspI, MunI, MvaI,
NaeI, NgoMIV, NotI, PspGI, PvuII, SdaI, SfiI, and
SgrAI]. Although divergent in sequence and struc-
ture, these enzymes are characterized by a common
core consisting of a mixed β-sheet comprising five β-
strands flanked by α-helices on both sides.8 The
superfamily can be broadly divided into an EcoRI
(or α) and an EcoRV (or β) subfamily, depending on
whether the fifth β-strand is parallel with or
antiparallel to the first β-strand.9,10 The second
and third β-strands harbour the catalytic residues of
the PD…D/EXK motif, which is not absolutely
conserved: the lysine is substituted by glutamic
acid in BamHI and by glutamine in BglII, BstYI,11
HinP1I,12 and NotI.13 Furthermore, in Bse634I,
Cfr10I, EcoO109I, EcoRII, Ecl18kI, NgoMIV, and
PspGI, the second carboxylate of the PD…D/EXK
motif comes from a neighbouring α-helix, highlight-
ing the importance of spatial, rather than sequence,
conservation.14,15 Finally, in SdaI, two amino acid
residues separate the E and K of the PD…D/EXK
motif.16
The crystal structures of 19 members of the EcoRI
family (Table 1), representatives of which we have
studied in this paper, have been determined,
including 13 co-crystal structures of enzyme–DNA
complexes: BamHI, BglII, BsoBI, BstYI, Ecl18kI,
EcoRI, EcoO109I, FokI, MunI, NgoMIV, NotI,
PspGI,17 and SgrAI.7,18 Six of these co-crystal struc-
tures were determined in the presence of divalent
metal ions: BamHIwith Ca2+ (cognate complex: PDB
accession code 2BAM) and Mn2+ (product complex,
3BAM),19 BglII with Ca2+ (cognate complex:
1DFM),20 EcoRI with Mn2+ (product complex:
1QPS),21 NgoMIV with Mg2+ (product complex:
1FIU),22 NotI with Ca2+ (cognate complex: 3C25),13
and SgrAI with Ca2+ (noncognate complex: 3DPG;
cognate complex: 3DVO) and with Mn2+(cognate
complex: 3DVO).23 Whereas the structure analyses
showed that BamHI, NgoMIV, and NotI have two
divalent metal ions bound per active site (subunit),
BglII and EcoRI have only one. In the SgrAI struc-
tures, one Ca2+ is seen per active site in the non-
cognate complex versus two Ca2+ per active site in
the cognate complex; in the cognate complex with
Mn2+, two divalent metal ions are seen, yet one has
only partial occupancy (0.3–0.4). In the crystal struc-
ture of the complex of EcoO109I with DNA, a metal
ion is seen in the catalytic centre, whichwas interpre-
ted as a Na+ taking the place of the catalytic Mg2+.24
The question arises whether the number of divalent
metal ions seen in substrate and product complexes
in the co-crystals of these enzymes can be taken as
evidence for the number of Mg2+ needed for
catalysis. Correspondingly, do these enzymes follow
the same mechanism in catalyzing phosphodiester
bond hydrolysis? To address these problems expe-
rimentally, we have measured the Mg2+ and Mn2+
concentration dependence of DNA cleavage by
selected EcoRI family members: BamHI, BglII,
Cfr10I, EcoRI, EcoRII-C (catalytic domain), MboI,NgoMIV, PspGI, and SsoII. Steady-state (and in a
few cases also single-turnover) DNA cleavage expe-
riments, carried out at a constant ionic strength,
show that these enzymes are inhibited at divalent
cation concentrations exceeding ∼10 mM for Mg2+
and 1 mM for Mn2+. We have also carried out
experiments with two different divalent metal ions
(Mg2+/Mn2+ andCa2+) to examine themechanism of
DNA cleavage, similarly as reported before.25–28
Intriguingly, all enzymes studied can be activated by
Ca2+ to varying degrees, depending on the enzyme
and theMg2+ concentration. Nevertheless, inhibition
is also observed at higher Ca2+ concentrations. We
conclude that the restriction enzymes of the EcoRI
family, possibly all enzymes of the PD…D/EXK
superfamily, have two binding sites for divalent
cations in their active centre. Whereas binding of one
Mg2+ per active centre is necessary and sufficient for
DNA cleavage, binding of a second ion may inhibit
activity (in case of Mg2+, depending on substrate
concentration) and may enhance activity (in case of
Ca2+). We propose a one-metal-ion mechanism for
DNA binding and cleavage with a modulatory role
of the second metal that, at high concentrations, can
reduce activity in the case of Mg2+ (Mn2+) (due to
an increase in Km) or increase activity in the case of
Ca2+ (due to an increase in affinity for Mg2+ binding
in site A). Only when Ca2+ ions start to compete with
the catalytic Mg2+ at high concentrations of Ca2+ is
DNA cleavage inhibited.Results
We have analyzed the Mg2+ and Mn2+ depen-
dence of DNA cleavage by selected restriction
endonucleases of the EcoRI family and the effect of
Ca2+ on the rate of DNA cleavage by these enzymes,
covering a wide range of divalent metal ion
concentrations—up to 50 mM (see Discussion).
Much of the data presented rely on single-point
kinetic measurements because we were at first
mainly interested in relative rates of DNA cleavage
by several restriction enzymes under comparable
conditions (see Materials and Methods). Some
enzymes were subsequently studied in greater detail
with respect to the effect of Ca2+ on the rate of the
Mg2+- and Mn2+-dependent DNA cleavage. Two
enzymes were analyzed in detailed steady-state
(BamHI and EcoRI) and one enzyme in single-
turnover kinetic experiments (EcoRI). The data
presented here allow us to put forward a coherent
explanation for the number of divalent metal ions
involved in DNA cleavage by restriction endonu-
cleases of the EcoRI family.
The Mg2+ and Mn2+ concentration dependence
of DNA cleavage by selected restriction
endonucleases
With only few exceptions thus far, namely, BfiI29
and PabI,30 all type II restriction endonucleases
require Mg2+ for DNA cleavage. For the members of
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other divalent cations that support catalysis (in par-
ticularMn2+), but not by Ca2+ (reviewed by Pingoud
and Jeltsch6). Interestingly, forKpnI, amember of the
HNH family, and for Cfr42I, a member of the GIY-
YIG family, Ca2+ can replace Mg2+ as the catalytic
cofactor.31–34 We determined the Mg2+ or Mn2+
concentration dependence of DNA cleavage by
restriction endonucleases to improve our under-
standing of the mechanism of DNA cleavage. We
investigated nine different restriction enzymes of the
EcoRI family: BamHI, BglII, Cfr10I, EcoRI, EcoRII-C
(catalytic domain=EcoRII-C), MboI, NgoMIV,
PspGI, and SsoII. Structural information is available
(Table 1) for seven of these enzymes (BamHI, BglII,
Cfr10I, EcoRI, EcoRII, NgoMIV, and PspGI), five of
which were determined as co-crystal structures in
the presence of DNA (BamHI, BglII, EcoRI, NgoMIV,
and PspGI). The structure of SsoII presumably is
identical with that of its close relative Ecl18kI.35
We determined the Mg2+ and Mn2+ concentration
dependence of DNA cleavage at a constant (physio-
logical) ionic strength of 160 mM [I=(1/2)Σcizi
2,Fig. 1. Mg2+ and Mn2+ concentration dependence of DNA
terminal domain), MboI, NgoMIV, PspGI, and SsoII. DNA cle
ionic strength (160 mM, adjusted with NaCl) with radioacti
recognition site. The relative cleavage rates at the Mg2+ or Mn2
respectively. The highest cleavage rate measured for each enzy
concentration dependence (Mn2+ concentration dependence) w
(100 nM); incubation time, 30 min (30 min). BglII, 0.025 nM (
(30 min). Cfr10I, 5 nM (25 nM); DNA, 110 nM (100 nM); incub
20 nM (20 nM); incubation time, 20 min (30 min). EcoRII-C, 2
30 min (90 min). MboI, 0.5 nM (1 nM); DNA, 20 nM (20 nM); i
DNA, 110 nM (100 nM); incubation time, 60 min (180 min). P
time, 15 min (45 min). SsoII, 25 nM (25 nM); DNA, 100 nM (1
were carried out in duplicate or quadruplicate.where c is the concentration of each ion and z its
charge] by varying the NaCl concentration in the
cleavage buffer. This was done to minimize the
effects of nonspecific shielding of DNA binding by
the added MgCl2 or MnCl2 on the Mg
2+ and Mn2+
concentration dependence of DNA cleavage, as we
were mainly concerned with the catalytic role of
these ions. Figure 1 shows the Mg2+ and Mn2+
concentration dependence of the DNA cleavage
reaction by the nine enzymes. Qualitatively, most
of the enzymes have similar Mg2+ and Mn2+ con-
centration dependence profiles. Apart from BamHI
and BglII, theMg2+ concentration optimumoccurs at
an ∼10-fold higher concentration (on average
between 1 and 10 mM) than the Mn2+ concentration
optimum (on average between 0.1 and 1 mM)
(Table 2), as has been observed before for some res-
triction enzymes (e.g., EcoRV).36 In all cases except
BamHI, the maximal DNA cleavage rate in the
presence of Mn2+ is lower than the Mg2+-dependent
DNA cleavage at optimum conditions. In the
majority of cases, the enzymes tested are inhibited
by Mg2+ concentrations of above ∼10 mM and bycleavage by BamHI, BglII, Cfr10I, EcoRI, EcoRII-C (C-
avage experiments were carried out at 37 °C at a constant
vely labeled PCR-amplified DNA substrates having one
+ concentrations indicated are represented in black or blue,
me was set to 100%. Experimental conditions for the Mg2+
ere as follows: BamHI, 0.33 nM (0.33 nM); DNA, 100 nM
0.05 nM); DNA, 27 nM (27 nM); incubation time, 30 min
ation time, 30 min (45 min). EcoRI, 1 nM (0.5 nM); DNA,
5 nM (25 nM); DNA, 100 nM (100 nM); incubation time,
ncubation time, 15 min (25 min). NgoMIV, 25 nM (25 nM);
spGI, 25 nM (25 nM); DNA, 100 nM (100 nM); incubation
00 nM); incubation time, 45 min (45 min). All experiments
Table 2. Comparison of optimal Mg2+ and Mn2+
concentrations for DNA cleavage










Fig. 2. The effect of Ca2+ on Mg2+-dependent DNA
cleavage by BamHI. Enzyme and DNA concentrations:
BamHI, 0.33 nM; DNA, 100 nM. Incubation time: 35 min.
In each graph, two curves are shown: black represents the
Mg2+ concentration dependence of DNA cleavage by
BamHI, and red represents the Ca2+ concentration
dependence of the DNA cleavage by BamHI at a given
Mg2+ concentration [0.5 mM (top), 1.5 mM (middle), and
15 mM (bottom)]. Mg2+ concentrations at which Ca2+ was
added are indicated by arrows: top, 0.5 mMMg2+; middle,
1.5 mMMg2+; bottom, 15 mMMg2+. The figure caption at
the abscissa refers to the total divalent cation concentra-
tion. The Ca2+/Mg2+ concentration ratio is indicated at the
bottom of each graph.
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the optimumMg2+ concentration could not be deter-
mined within the Mg2+ concentration range investi-
gated, and thus inhibition could not be measured for
this enzyme. Mn2+ concentration optima could be
determined for all enzymes except BglII. Following
the principle of parsimony, we assume that stimu-
lation and inhibition of DNA cleavage are due to the
binding of divalent metal ions at two different metal
ion binding sites (one essential and the other one
dispensable, but if occupied modulatory) and draw
the following tentative conclusions: The apparent
affinity of the nine restriction endonucleases (when
in complex with their DNA substrate) for Mg2+, as
estimated on the basis of the cleavage activity versus
concentration profiles, is in the millimolar range for
the “catalytic” site (SsoII is an exception), with the
modulatory site having, in general, an ∼10 times
lower apparent affinity for Mg2+ than the catalytic
site. With the exception of BamHI and BglII, the
apparent affinity for Mn2+ is higher than that for
Mg2+. The catalytic site (site A), in general, is
estimated to have a 10-fold higher apparent affinity
for Mn2+ than the modulatory site (site B).
These results suggest that Mg2+ andMn2+ binding
to the nine restriction endonucleases studied here is
more complex than previously assumed: Mg2+ and
Mn2+ are not just essential cofactors for DNA
cleavage but, at higher concentrations, can also inhi-
bit the reaction, at least under the conditions of the
experiments shown in Fig. 1 (i.e., at non-saturating
concentration of substrate). It must be emphasized
that the inhibition of enzyme activity at higher Mg2+
or Mn2+ concentration has been reported for many
enzymes acting on nucleic acids, but it was not
clarified whether this was a specific Mg2+ or Mn2+
effect or a general ionic strength effect.
The effect of Ca2+ on the Mg2+- or
Mn2+-dependent DNA cleavage by selected
restriction endonucleases
Several co-crystal structures of restriction endonu-
cleases in complex with DNA were determined in
the presence of Ca2+ as an analogue ofMg2+.25 It was
shown, however, in a study by Vipond et al.37 that
the Mn2+-dependent DNA cleavage by EcoRV could
be stimulated by Ca2+. We have now analyzed the
effect of Ca2+ on the Mg2+-dependent and (in somecases) Mn2+-dependent DNA cleavage by BamHI,
EcoRI, MboI, NgoMIV, PspGI, and SsoII. Experi-
ments were carried out at concentrations of Mg2+ or
Mn2+ that were below, around, or above the opti-
mum Mg2+ or Mn2+ concentrations while keeping
the ionic strength constant by adjusting the NaCl
concentration in the cleavage buffer. The results of
our DNA cleavage experiments show that, in
general, Mg2+- and Mn2+-dependent DNA cleavage
by these enzymes can be stimulated by Ca2+ in the
metal-ion concentration range tested. Whereas the
Ca2+ effects are qualitatively similar, quantitative
variations were observed for the different enzymes.
A very pronounced Ca2+ effect was observed with
BamHI (Fig. 2), which can be stimulated by a factor
of up to ∼50 at 0.5 mM Mg2+ (Fig. 2, top). The
stimulation is observed at Ca2+ concentrations
Fig. 3. The effect of Ca2+ on
Mg2+-dependent (a and c) and
Mn2+-dependent (b) DNA cleavage
by EcoRI. (a and b) Enzyme and
DNA concentrations: EcoRI, 1 nM;
DNA, 20 nM. Incubation time:
25 min. Experimental setup and
figure captions as detailed in the
legend to Fig. 2. (c) Effect of prein-
cubation with Ca2+. EcoRI (0.5 nM)
and DNA (20 nM) were preincu-
bated in the absence and presence
of 25 mM Ca2+, followed by addi-
tion of 0.75 to 25 mM Mg2+. Plot of
percent difference in cleavage with
and without Ca2+ after 20-min
incubation.
Fig. 4. The effect of Ca2+ on Mg2+-dependent DNA
cleavage by MboI. Enzyme and DNA concentrations:
MboI, 0.5 nM; DNA, 20 nM. Incubation time: 15 min.
Experimental setup and figure captions as detailed in the
legend to Fig. 2.
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complex must have a Ca2+ binding site with
N10 mM affinity (assuming the observed effects
are due to binding to two sites in the active centres of
these enzymes). It is noteworthy that the stimulatory
effect of Ca2+ is also observed at Mg2+ concentra-
tions above the Mg2+ concentration optimum (Fig. 2,
bottom).
The stimulatory effect of Ca2+ on the Mg2+-
dependent DNA cleavage by EcoRI (Fig. 3a) is
comparatively small. Whereas Ca2+ stimulates clea-
vage at suboptimal Mg2+ concentrations (0.5 mM)
only slightly (Fig. 3a, top), it has a pronounced
stimulatory effect at high Mg2+ concentrations
(15 mM) (Fig. 3a, bottom). Stimulation is also seen
for the Mn2+-dependent DNA cleavage by EcoRI
(Fig. 3b) wherein addition of Ca2+ at N10 mM con-
centrations results in an∼2-fold increase in cleavage
at 0.02 mMMn2+ (Fig. 3b, top). These results suggest
that in the presence of DNA substrate, EcoRI has a
Ca2+ binding site with N10 mM affinity. This stimu-
lation is not seen at 0.1 mM Mn2+ (Fig. 3b, bottom),
presumably reflecting the higher affinity of Mn2+
(compared with that of Ca2+) for the second site.
Figure 3c shows the result of experiments in which
EcoRI and DNAwere preincubated in the absence or
presence of 25 mM Ca2+, followed by addition of
Mg2+ in different concentrations. The plot shows the
difference in cleavage, clearly demonstrating the sti-
mulating effect of Ca2+ (up to 5-fold comparing therates of cleavage at 1 and 25 mM Mg2+ at this Ca2+
concentration).
The Ca2+ effects on the Mg2+-dependent DNA
cleavage by MboI (Fig. 4) can be summarized as
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concentrations (0.5 mM) (Fig. 4, top) and a 2-fold
stimulation at Mg2+ concentrations (15 mM) above
the Mg2+ concentration optimum (Fig. 4, bottom).
These effects become apparent at Ca2+ concentra-
tions above∼10 mM, arguing for a Ca2+ binding site
with N10 mM affinity. The Ca2+ effects on the Mn2+-
dependent DNA cleavage by MboI are similar to
those observed for EcoRI (data not shown).
The Ca2+ effects on the Mg2+-dependent DNA
cleavage by NgoMIV are more pronounced
(Fig. 5a), with a 17- to 160-fold stimulation at sub-
optimal Mg2+ concentrations of 1.5 and 0.5 mM,
respectively, and a slight stimulation at Mg2+ con-
centrations (15 mM) above the Mg2+ concentration
optimum. Pronounced Ca2+ effects are also seen
with NgoMIV in the presence of Mn2+ (Fig. 5b).
Depending on the Mn2+ concentration, different
Ca2+ effects are observed: strong (N10-fold) sti-
mulation at suboptimal Mn2+ concentrations
(0.02 mM), weak (∼1.5-fold) stimulation at optimal
Mn2+ concentration (0.1 mM), and no effect at Mn2+
concentrations (0.6 mM) above the Mn2+ concentra-
tion optimum. The stimulation at suboptimal Mn2+
concentration is observed at Ca2+ concentrations
N10 mM, arguing for a Ca2+ binding site with
N10 mM affinity in the presence of the DNA sub-
strate. It is interesting to note that in the presence of
0.02 mM Mn2+, 50 mM Ca2+ (i.e., a 2500-fold excessof Ca2+ over Mn2+) stimulates cleavage activity,
whereas by increasing the Mn2+ concentration to
0.6 mM (i.e., an 80-fold excess of Ca2+ over Mn2+),
hardly any cleavage activity is observed. This likely
reflects competition for a common divalent metal-
ion binding site that is only occupied by excess Ca2+
at low concentration of Mn2+.
Ca2+ stimulates, by a factor of 2 and 1.3, respec-
tively, the Mg2+-dependent DNA cleavage by PspGI
(Fig. 6) below and at the Mg2+ optimum. Such
measurements above the Mg2+ concentration opti-
mum could not be made while maintaining the
constant ionic strength (160 mM) used in the study.
The stimulatory effects are observed at Ca2+
concentrations N10 mM, arguing for a Ca2+ binding
site with N10 mM affinity.
SsoII is related to PspGI38 and has an even higher
Mg2+ concentration optimum. In the presence of
1.5 mMMg2+, a concentration that does not support
DNA cleavage, there is no stimulation of activity
with up to 50 mMCa2+. At a concentration of 15 mM
Mg2+, however, a 6-fold stimulation by Ca2+ is
observed (Fig. 7a). Similarly, in the presence of
0.6 mM Mn2+, no Ca2+ stimulation is observed
(Fig. 7b), while at higher Mn2+ concentrations
(2.5 and 15 mM), Ca2+ stimulates DNA cleavage
(2- and 1.2-fold, respectively). These effects are
apparent at Ca2+ concentrations N10 mM, arguing
for a Ca2+ binding site with N10 mM affinity.Fig. 5. The effect of Ca2+ on
Mg2+-dependent (a) and Mn2+-
dependent (b) DNA cleavage by
NgoMIV. Enzyme and DNA con-
centrations: NgoMIV, 25 nM (dimer
concentration); DNA, 100 nM. Incu-
bation time: 1.5 h (Mg2+) and 3 h
(Mn2+). Experimental setup and
figure captions as detailed in the
legend to Fig. 2.
Fig. 6. The effect of Ca2+ on Mg2+-dependent DNA
cleavage by PspGI. Enzyme and DNA concentrations:
PspGI, 25 nM; DNA, 100 nM. Incubation time: 15 min.
Experimental setup and figure captions as detailed in the
legend to Fig. 2.
Fig. 7. The effect of Ca2+ on Mg2+-dependent (a) and Mn2+
concentrations: SsoII, 25 nM; DNA, 100 nM. Incubation time: 3
figure captions as detailed in the legend to Fig. 2.
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cleavage activity of BamHI, EcoRI, MboI, NgoMIV,
PspGI, and SsoII by Ca2+ at various concentrations
of Mg2+ is summarized in Table 3. It is important to
note that the degree of stimulation is dependent on
the reference rate at the optimum Mg2+ concentra-
tion for the enzyme in question, which in turn is only
valid for the concentrations of enzyme and substrate
given and the experimental conditions used.
Michaelis–Menten analysis of DNA cleavage by
BamHI and EcoRI at various concentrations
of Mg2+ and Ca2+
The experiments shown in Figs. 1 to 8 were not
done under Michaelis–Menten conditions. The
cleavage rates could therefore be affected to a
variable degree (depending on the enzyme) by
product inhibition, enzyme inactivation, etc., and
cannot be quantitatively described by effects on Km
and/or kcat. To determine whether the inhibition of
DNA cleavage at high concentrations of Mg2+ and
the stimulation by Ca2+ are due to differences in
Km and/or kcat, we have carried out Michaelis–
Menten kinetics for BamHI and EcoRI at 7.5 mM
(Fig. 8), 15 mM, and 50 mM Mg2+ and at 15 mM-dependent (b) DNA cleavage by SsoII. Enzyme and DNA
0 min (Mg2+) and 45 min (Mn2+). Experimental setup and
Table 3. Stimulation of Mg2+-dependent DNA cleavage activity by Ca2+
0.5 mM Mg2+ 1.5 mM Mg2+ 15 mM Mg2+
BamHI (cf. Fig. 2) 50.0-fold at 49.5 mM Ca2+ 5.2-fold at 38.5 mM Ca2+ 1.7-fold at 35 mM Ca2+
EcoRI (cf. Fig. 3a) 1.2-fold at 29.5 mM Ca2+ 1.4-fold at 38.5 mM Ca2+ 2.4-fold at 25 mM Ca2+
MboI (cf. Fig. 4) 3.8-fold at 29.5 mM Ca2+ n.d. 2.0-fold at 25 mM Ca2+
NgoMIV (cf. Fig. 5a) 160.0-fold at 49.5 mM Ca2+ 17.0-fold at 38.5 mM Ca2+ 1.0-fold at 15 mM Ca2+
PspGI (cf. Fig. 6) n.d. 2.0-fold at 28.5 mM Ca2+ 1.3-fold at 15 mM Ca2+
SsoII (cf. Fig. 7a) n.d. 4.0-fold at 48.5 mM Ca2+ 6.6-fold at 35 mM Ca2+
The stimulation is calculated by dividing the cleavage rates obtained with and without Ca2+.
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these experiments are summarized in Table 4. For
both BamHI and EcoRI, the Km value increases with
increasing Mg2+ concentration (from 7.5 to 50 mM)
by approximately a factor of 3, whereas the kcat
value remains almost unaltered. The addition of
35 mM Ca2+ to the reaction mixture containing
15 mM Mg2+ leads to a decrease in the Km value
by approximately a factor of 2 and a slight in-
crease in the kcat value, resulting in a larger kcat/
Km value compared to that obtained at the same
concentration of Mg2+ but in the absence of Ca2+.
The comparison between the results obtained at
15 mM Mg2++35 mM Ca2+ and 50 mM Mg2+ (i.e.,
at the same Me2+ concentration) is even more im-Fig. 8. Michaelis–Menten analysis of DNA cleavage by
BamHI and EcoRI. Cleavage experiments were carried out
using (a) 1.8, 3.8, 6.8, 11.8, 21.8, and 41.8 nM 32P-labeled
PCR product (206 bp) and 0.125 nM BamHI, and (b) 1.7,
3.7, 6.7, 11.7, 21.7, and 41.7 nM 32P-labeled PCR product
(217 bp) and 0.75 nM EcoRI in the presence of 7.5 mM
MgCl2 at 37 °C. Reactions were stopped by the addition of
0.15M ethylenediaminetetraacetic acid and the percentage
of cleavage was determined as described in Materials and
Methods. The individual cleavage experiments were
performed in duplicate. The continuous line represents a
nonlinear least-squares fit of the individual cleavage rates
to the Michaelis–Menten model. Fitting parameters are
given in Table 4.pressive: an approximately 5- to 6-fold increase in
Km but only a slight increase in kcat resulting in a 5- to
10-fold increase in kcat/Km, when 50 mM Mg
2+ is
replaced by 15 mM Mg2++35 mM Ca2+.
Single-turnover kinetics of DNA cleavage
by EcoRI
The steady-state DNA cleavage experiments
described above attribute the stimulatory effect of
Ca2+ to Km (i.e., to specific substrate binding).
However, kcat values of restriction enzymes may
be limited by product release, which might obscure
the effects of metal ions on the DNA cleavage rate.
Therefore, we carried out DNA cleavage experi-
ments under single-turnover conditions. For this
purpose, an excess of enzyme (40, 100, and 200 nM)
over substrate (20 nM) was chosen to give a 2-fold,
5-fold, and 10-fold excess, respectively. Since the
experiments were done with sampling by hand,
higher concentrations could not be chosen. Figure 9
shows the single-turnover kinetics of DNA cleavage
by EcoRI. Experiments were done at 0°C (to slow the
reaction) in the presence of 15 mM MgCl2, 15 mM
MgCl2+35 mM CaCl2, or 50 mM MgCl2, respective-
ly. With 40 and 100 nM EcoRI, DNA cleavage at
15 mMMgCl2 is faster than at 50 mMMgCl2, but as
fast as in the presence of 15 mM MgCl2+35 mM
CaCl2. With 200 nM EcoRI, however, DNA cleavage
proceeds with similar rates regardless of the cofactor
mixture. We attribute the slight increase in the
single-turnover rate observed with increasing EcoRI
concentrations to the dimer/tetramer equilibrium of
EcoRI.39 The results of the single-turnover experi-
ments indicate that the stimulation of DNA cleavage
by Ca2+ in the case of EcoRI is due to a stimulation of
substrate binding: at 0 °C, 40 and 100 nM EcoRI are
not enough to bind 20 nM DNA completely in the
presence of 50 mM MgCl2, whereas in the presence
of 15 mM MgCl2+35 mM CaCl2 [i.e., at an equiva-
lent Me2+ concentration (50 mM)], substrate binding
is complete.
Molecular dynamics simulations of the divalent
metal-ion sites in BamHI
Mg2+ binding to the BamHI–DNA complex has
previously been analyzed by molecular dynamics
(MD) simulations.40,41 In light of our experimental
findings, we extended this analysis to investigate the
binding of Ca2+ in the absence or presence of Mg2+.
Table 4. Steady-state parameters for DNA cleavage of BamHI and EcoRV at various concentrations of Mg2+ and Ca2+
7.5 mM MgCl2 15 mM MgCl2 50 mM MgCl2 15 mM MgCl2+35 mM CaCl2
BamHI 0.17 nM enzyme 0.5 nM enzyme 0.5 nM enzyme 0.125 nM enzyme
1.8–41.8 nM DNA 1.8–41.8 nM DNA 1.8–41.8 nM DNA 1.8–41.8 nM DNA
Km (nM) 2.2±0.10 2.7±0.25 7.4±0.29 1.5±0.05
kcat (min
−1) 8.3±0.08 7.4±0.17 5.9±0.08 11.9±0.07
kcat/Km (min
−1 nM) 3.8±0.02 2.7±0.03 0.8±0.002 7.9±0.03
EcoRI 0.75 nM enzyme 1 nM enzyme 1.5 nM enzyme 0.5 nM enzyme
1.7–41.7 nM DNA 1.7–41.7 DNA 1.7–41.7 nM DNA 1.7–41.7 nM DNA
Km (nM) 4.1±0.14 6.1±0.26 14.4±0.80 2.6±0.12
kcat (min
−1) 1.7±0.02 1.8±0.03 1.8±0.04 1.9±0.02
kcat/Km (min
−1 nM) 0.42±0.002 0.3±0.001 0.15±0.001 0.73±0.005
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their active-site positions in BamHI to bulk solutionFig. 9. Single-turnover kinetics of DNA cleavage by
EcoRI in the presence of different Mg2+ and Ca2+ concen-
trations. Enzyme and DNA concentrations: EcoRI, 40 nM
(a), 100 nM (b), and 200 nM (c); DNA, 20 nM. Reactions
were started by addition of Mg2+ and Ca2+ at various con-
centrations: 15 mM Mg2+ (circles), 15 mM Mg2++35 mM
Ca2+ (triangles), 50 mMMg2+ (squares). Experiments were
carried out at 0°Candperformed induplicate [(a) only]. The
pseudo-first-order rate constants determined for the
cleavage of 200 nM DNA at different Mg2+ and Ca2+ con-
centrations were identical within the limits of error (1.25±
0.25 s−1), demonstrating that the inhibition by excess Mg2+
can be relieved by saturating DNA concentrations.are shown in Table 5. These data reflect the binding
energies of the metal ions in site A (the catalytic site)
and site B (the modulatory site) in the pentavalent
intermediate state, where site A is on the nucleophile
“entering” side that contributes to generating the
attacking nucleophile, and site B is on the “leaving”
group side, the role of which has not been unequi-
vocally elucidated. The ΔGbind values unambigu-
ously indicate that both Mg2+ and Ca2+ bind more
strongly to site A than to site B. This observation
suggests that the contribution of metal ion A to the
stabilization of the pentavalent intermediate is con-
siderably larger than that of metal ion B. This also
argues that it is the more loosely bound metal ion B
that will be replaced first upon addition of Ca2+.
Surprisingly, the presence of a Ca2+ at site B enhan-
ces the stability of Mg2+ at site A. As indicated by the
relative metal-ion stabilities, Mg2+ at site A and Ca2+
at site B is the most stable configuration. In addition,
the largest difference between site A and site B is
observed when Mg2+ is removed from site A in the
presence of Ca2+ in site B. The ΔGbind values also
illustrate that Ca2+ is less firmly bound than Mg2+ at
any site. The least stable case is when both sites are
occupied by Ca2+, suggesting the smallest stabi-Table 5. Free energies (ΔGbind, kcal/mol) associated with
moving Mg2+ and Ca2+
Site analyzed A site B site ΔGbind ΔΔGbind(A–B)
A (Mg) Mg Mg 88.8 50.3
B (Mg) Mg Mg 38.5
A (Ca) Ca Ca 75.1 45.8
B (Ca) Ca Ca 29.3
A (Ca) Ca Mg 79.9 47.5
B (Ca) Mg Ca 32.4
A (Mg) Mg Ca 104.9 62.5
B (Mg) Ca Mg 42.4
A (Mg) Mg — 183.2 59.5
B (Mg) — Mg 123.7
Ion movement is from positions at the active site of BamHI in
the pentavalent intermediate state of the phosphodiester
hydrolysis to bulk solution. ΔGbind values were determined by
combined quantum chemical/molecular mechanical calculations
by the EVB/FEP-US approach (see Materials and Methods),
computed by removing the ions at the given (italic) position,
while keeping the other position occupied and then subtracting
the respective solvation free energies. ΔΔGbind(A–B) is the
difference between the stabilities of the two metal-ion positions
determined as ΔGbind(A)−ΔGbind(B).
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together and consistent with our experimental
results, we propose a mechanism whereby Ca2+
replaces metal ion B. We predict that the energy
cost of this replacement is 6.1 kcal/mol (cf. Table 5:
38.5–32.4=6.1 kcal/mol), a value that likely overes-
timates the experimental value and suggests accom-
panying conformational changes upon Mg2+→Ca2+
substitution. Mg2+ at site A is more stable when site
B is occupied by Ca2+ rather than by Mg2+, im-
plying that Ca2+ creates a more favourable environ-
ment for the leaving group.Discussion
Most type II restriction endonucleases are charac-
terized by the PD…D/EXK motif, which was pro-
posed to represent the catalytic centre and Mg2+
binding site when the structures of EcoRI and
EcoRV became available.42–45 Subsequently, struc-
tures of additional restriction enzymes were deter-
mined and most of them share this motif.6,46 To
date, crystal data are available for 29 restriction
enzymes†, all of which, except BfiI and PabI, are
members of the PD…D/EXK family. Some of these
structures include complexes of enzyme, DNA, and
divalent metal ion(s). While the wealth of structural
data available for this family of enzymes has been
extremely useful for our understanding of protein–
nucleic acid interactions, it has not (yet) allowed
formulating a general mechanism for phosphodie-
ster bond hydrolysis by these enzymes. This stum-
bling block arises from the variable number of
divalent metal ions, usually Ca2+, Mg2+, or Mn2+,
seen in different enzyme–DNA complexes. A few
enzymes have no divalent metal ion bound to the
active centre despite the fact that divalent metal ions
were present in the crystallization mix, some have
one divalent metal ion per active site, and others
have two (Table 1). This has led several biochemists
to assume that within the family of PD…D/EXK
restriction endonucleases, some enzymes follow a
two-metal-ion mechanism, whereas others need
only one divalent metal ion for catalysis (for
reviews, see Refs. 3,5,47). Nevertheless, in a few
cases, an example being HincII, one or two divalent
metal ions are seen in the co-crystal structures,
depending on the divalent metal ion and whether
the structure solved is that of an enzyme–substrate
or enzyme–product complex.48,49 In other cases,
such as EcoRV, one or two divalent metal ions are
seen in one subunit of the enzyme–substrate com-
plex and none or one in the other, depending on the
divalent metal ion.50 Similarly, in the BamHI–DNA
complex, two Ca2+ and two Mn2+, respectively, are
seen in one subunit and none in the other.19 The
number and location of the divalent metal ions are
different, depending not only on the divalent metal
ion and the presence of amino acid substitutions but†http://rebase.neb.com/cgi-bin/crylistalso on the crystal lattice51 (reviewed in Ref. 6).
Sometimes, where documented, the occupancy in
the two divalent metal ion binding sites in crystal
structures of restriction enzyme–substrate com-
plexes varies. This was first noticed for EcoRV50
and very recently for SgrAI.23 Clearly, these crystal
structure analyses demonstrate that many restric-
tion endonucleases can bind two divalent metal ions
in their catalytic centres when co-crystallized with
DNA. While still relevant, we are not considering
divalent metal-ion binding to apoenzymes, since we
are interested in the catalytic process in which not
only the enzyme but also the DNA substrate is very
likely to interact with the cofactor. The question is
whether both divalent metal ions are needed for
catalysis. It may also be asked whether enzymes that
were co-crystallized with one divalent metal ion per
active site in the enzyme–DNA complex need only
one divalent metal ion for DNA cleavage. As
pointed out by Aggarwal and colleagues: “There
has been much debate as to the catalytic mechanism
of restriction endonucleases. Crystal structures of
the BamHI prereactive and postreactive complexes
have been solved in the presence of Ca2+ and Mn2+,
respectively, and suggest a two-metal mechanism of
catalysis. In contrast, in the BglII co-crystal struc-
ture, only a single octahedrally coordinated Ca2+ is
seen occupying the active site. However, solution
studies are still needed to confirm the structural
interpretation of metal ion coordination by BamHI
and BglII”.52
We decided to address this problem experimen-
tally by studying the Mg2+ and Mn2+ concentration
dependence of DNA cleavage by representative type
II restriction endonucleases of the EcoRI family:
BamHI, BglII, Cfr10I, EcoRI, EcoRII-C, MboI, Ngo-
MIV, PspGI, and SsoII. Members of this family have
been shown to have one or two divalent metal ions
per active site in the co-crystal structure of the
respective enzyme–DNA complex. For instance, in
the co-crystal structure of the BamHI–DNA or
NgoMIV–DNA complex, two divalent metal ions
are seen per catalytic centre, whereas only one is seen
in the structures of EcoRI and BglII (Table 1). We
have determined the Mg2+ and Mn2+ concentration
dependence of DNA cleavage in a concentration
range from 0 to 50 mM Me2+. Although Me2+ con-
centrations approaching 50 mM are certainly non-
physiological, they allow analyzing the role of these
metal ions in the DNA cleavage mechanism in very
much the same way as the pH profile of a reaction is
recorded in order to determine the presence of rate-
limiting ionization states of reactive groups involved
in the reaction. A constant (physiological) ionic
strength of 160 mM was maintained in order to
exclude as much as possible nonspecific effects of
divalent metal ion binding to the DNA substrate and
possibly also to the enzyme. Without such compen-
sation, there would be increased shielding of elec-
trostatic interactions between substrate and enzyme
with increasing Me2+ concentration, obscuring the
effect of the Me2+ on the catalytic process per se. It is
clear that this compensation cannot account for
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and Mn2+, but only for the charge when applying a
continuous electrostatic model such as in the
Debye–Hückel approach. This may explain why
Mg2+ ions weaken DNA–protein interactions more
severely than do Na+ ions at the same total ionic
strength.53 Similar experiments to see differences
between Mg2+, Mn2+, and Ca2+ and compared to
Na+ at the same ionic strength have not been done
systematically yet.
The results of our experiments show that six of the
nine enzymes studied here start to be inhibited by
concentrations of Mg2+ or Mn2+ exceeding ∼10 mM
Mg2+ or 0.1 to 1 mM Mn2+, respectively. Cfr10I,
EcoRI, EcoRII-C, MboI, and NgoMIV are almost
completely inhibited at Mn2+ concentrations above
1–10 mM. BamHI, BglII, and SsoII, in contrast, can
tolerate Mn2+ concentrations considerably higher
than 10 mM, and furthermore, SsoII is active at
N50 mMMg2+. A similar Me2+ concentration depen-
dence of phosphodiester bond cleavage was ob-
served for other restriction endonucleases (e.g.,
EcoRV54) and other nucleases (e.g., RNase HI,55 AP
endonuclease,28 and endonuclease V26). These expe-
riments, however, were not carried out at constant
ionic strength. A complex Me2+ concentration
dependence (stimulation followed by inhibition)
was also observed for other enzymes, for example,
cobamide-dependent ribonucleotide reductase,
whose activity is regulated allosterically by nucleo-
side triphosphates and nucleoside triphosphate–
Mg2+ complexes56 and RNA polymerase.57 Various
explanations for this behaviour of the Me2+ on the
rate of the reaction were discussed, among them free
metal ion and free substrate or effector binding to the
enzyme.
Although it cannot be excluded that the influence
of Mg2+ or Mn2+ on the activities of BamHI, BglII,
Cfr10I, EcoRI, EcoRII-C, MboI, NgoMIV, PspGI, and
SsoII that we observe is due to secondary effects on
protein or DNA conformation (due to binding of
Mg2+ or Mn2+ to nonspecific sites), we regard this
explanation as unlikely because of the qualitatively
similar effects (activation at low and inhibition at
high Me2+ concentrations) that were observed for
the different enzymes with either Mg2+ orMn2+. The
slopes of the rate versus log[Me2+] profiles (for both
the ascending and descending arms) are close to 2 in
most cases, suggesting the involvement of two Me2+
per dimer for activation and two for inhibition of the
rate-limiting step of the DNA cleavage reaction.
Furthermore, secondary effects due to binding of
Mn2+ to the polynucleotide substrate are not expec-
ted at the relatively low concentrations of Mn2+ that
lead to an almost complete inhibition in some cases
(e.g., EcoRI and NgoMIV at b1 mM). Likewise,
although Mg2+ is known to exert a strong chao-
tropic effect on proteins, these become apparent
only at very high concentrations,58 much higher
than used here. Furthermore, if the inhibition at
high Mg2+ or Mn2+ concentrations were arising
from overloading the polynucleotide substrate with
positively charged divalent metal ions, one wouldnot expect to see a relief of inhibition by further
addition of Ca2+ (see below), which has a similar
affinity for polydeoxyribonucleotides as Mg2+.59
Although the inhibitory effects of Mg2+ are
observed at nonphysiological concentrations of
Mg2+ (∼1 mM), they might help to resolve a long
standing mechanistic problem. A straightforward
explanation for the inhibitory effect of high concen-
trations of Mg2+ (or Mn2+) would be to assume that
the nine restriction enzymes that we studied have
two Me2+ binding sites per active centre: one high-
affinity binding site (site A), where a Mg2+ or Mn2+
is required for specific binding and cleavage, and
another low-affinity binding site (site B), inhibiting if
occupied by Mg2+ (at non-saturating concentrations
of substrate) and Mn2+ and activating if occupied by
Ca2+. This would reconcile both the kinetic data
shown here and the structural data published pre-
viously. A similar explanation had been put forward
to explain results obtained for RNase HI55 and
endonuclease V26; however, since these experiments
were not done at constant ionic strength, a direct
comparison of these and our results is not possible.
For an enzyme that has two metal-binding sites,
each with a distinct binding affinity, titration with a
nonproductive metal should yield biphasic inhibi-
tion curves or stimulation of activity followed by
inhibition. Previously, Halford and colleagues
attempted to distinguish between one- and two-
metal-ion mechanisms for DNA cleavage by inves-
tigating the effect of Ca2+ on the Mg2+- and Mn2+-
dependent DNA cleavage reaction of EcoRI and
EcoRV. For EcoRI, both Mg2+- and Mn2+-dependent
activities were shown to be inhibited by Ca2+. The
activity of EcoRV with Mg2+ was also inhibited by
Ca2+, but the Mn2+-dependent reaction with the
EcoRV recognition site was stimulated by Ca2+.37
These observations were interpreted as EcoRI
needing only one metal ion per active site and
being inactivated when Mg2+ is displaced by Ca2+,
whereas EcoRV needs two metal ions and that the
displacement of one by Ca2+ can enhance activity.
More recently, Beernink et al. showed that DNA
cleavage by the human apurinic/apyrimidinic
endonuclease Ape1 is inhibited by Mg2+ concentra-
tions N6 mM, but showed stimulation and inhibition
of the Mg2+-dependent DNA cleavage depending
on the Mg2+ and Ca2+ concentrations.28 Likewise,
Cao and Lu showed that the Mn2+-dependent DNA
cleavage by TaqI was inhibited by excess Mn2+ yet
could be stimulated by Ca2+.27 We have now carried
out similar experiments for the Mg2+- and Mn2+-
dependent DNA cleavage by BamHI, EcoRI, MboI,
NgoMIV, PspGI, and SsoII under conditions of
constant ionic strength. Our results show that all
enzymes studied can be stimulated by Ca2+ to a
variable degree, depending on the enzyme and the
concentrations of Mg2+ (or Mn2+) and Ca2+. Differ-
ences in the experimental conditions used may
explain why we observed a stimulatory effect of
Ca2+ on the Mg2+- and Mn2+-dependent DNA
cleavage by EcoRI under certain conditions and
inhibitions at others, whereas Vipond et al. observed
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tion of the Mn2+-dependent DNA cleavage by EcoRI
by N10 mM Ca2+ at 0.02 mM MnCl2, but inhibition
at 0.1 mM MnCl2; Vipond et al. observed inhibition
at 0.5 mM MnCl2. The stimulation can be very
significant under certain Mg2+ concentrations, up to
50-fold in the case of BamHI and 160-fold in the case
of NgoMIV at 0.5 mM Mg2+. We interpret these
results as oneMg2+ orMn2+ likely being essential for
catalysis. A second metal ion can modulate the cata-
lytic activity, not supporting it when it is Mg2+ or
Mn2+ but stimulating it when it is Ca2+. The variable
magnitude of Ca2+ stimulation among the different
enzymes that are reliant on the Mg2+ (or Mn2+)
concentration can be explained by the relative affi-
nities of the divalent metal ions for the two sites andFig. 10. Simulation of the divalent metal ion dependence of
describing the binding of Mg2+ and Ca2+ to the enzyme is sh
Only one subunit of the homodimeric enzyme is shown, wh
cleavage is considered) when both subunits have at least one
used in the simulation (b–d) are indicated. They were estimat
cleavage (Figs. 2–7). Michaelis–Menten parameters used are a
Mg)=100 nM, kcat=0.03 s
−1 [the Km for the species with two M
were estimated on the basis of the steady-state results (Table
containing contributions from Km (Mg), Km (Mg/Ca), and Km
cleavage by a restriction endonuclease (black lines) and the
concentrations of Mg2+: (b) 0.5, (c) 1.5, and (d) 15 mM, using
Concentrations of enzyme (E) and substrate (S): cE=1 nM, cS=
been selected from a series of simulations (see Materials and M
metal ion dependence of DNA cleavage by EcoRI (Fig. 3a). Th
bound per active site results in a decrease of activity at higher
(cS=20 nM) compared to high substrate concentrations (b) (cS
when Ca2+ in site B increases the affinity of Mg2+ for site A b
KAMBC=2 mM, i.e., no stimulation by Ca
2+ bound to site B).the relative rates of DNA cleavage depending on
which sites are occupied. A simplified reaction
scheme illustrating the reaction of a restriction
enzyme with Mg2+ and/or Ca2+ is shown in
Fig. 10a. It consists of nine different species linked
by reversible reactions. In principle, all these
reactions, together with the enzyme, substrate, and
Mg2+ and Ca2+ concentrations, determine the
cleavage rate observed, indicating that the experi-
mental system is largely underdetermined and pre-
cise quantitative conclusions are difficult to draw.
The Km and kcat values for DNA cleavage by
BamHI and EcoRI show that increasing the Mg2+
concentration above the optimum concentration
leads to an increase in Km but not to a decrease in
kcat. If product release was limiting at high concen-DNA cleavage (cf. Fig. 3). (a) The overall reaction scheme
own, where site A is superscript and site B is subscript.
ich is only active in DNA cleavage (only double-strand
Mg2+ in site A (e.g., EMg). The Kd values (in millimolar)
ed on the basis of the divalent metal ion profiles for DNA
s follows: Km (Mg)=2 nM, Km (Mg/Ca)=2 nM, Km (Mg/
g2+ in one subunit are assigned the Km (Mg/Mg)]. They
4) and considering that measured Km values are “mixed”
(Mg/Mg). Simulations of the Mg2+ dependence of DNA
effect of addition of Ca2+ (gray lines) at three different
the binding constants given in the reaction scheme above.
20 nM (c and d) or 200 nM (b). The simulations shown had
ethods) and describe in a qualitative manner the divalent
e higher Km value of enzymes having two Mg
2+ or Mn2+
Mg2+ concentrations and low substrate concentrations (c)
=200 nM). The stimulation by Ca2+ can only be simulated
y a factor of 10 (compare c and d, KAMBC=0.2 mM versus
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decrease in kcat. The stimulation by Ca
2+ is mainly
due to a decrease in Km and, to a smaller extent, an
increase in kcat (i.e., ground and transition state
stabilization). Single-turnover experiments carried
out with EcoRI confirm that the Ca2+ effect is due to
stabilization of the enzyme–substrate–Mg2+ com-
plex (ground state, transition state, or both). Thus,
Ca2+ binding helps to overcome the inhibitory effect
of Mg2+or Mn2+ binding to site B at low substrate
concentrations.
The main experimental results obtained here
regarding the divalent metal ion requirements of
type II restriction endonucleases of the EcoRI family
corroborate MD simulations published previously
that suggest that the roles of the two metal ions are
not equivalent in BamHI.40,41 Metal ion B, which
serves to stabilize the leaving group, is bound more
loosely to the phosphate at the scissile phosphodie-
ster bond than metal ion A, implicating a smaller
contribution to the stabilization of the transition
state. More detailed analysis on the reaction path-
way carried out in the framework of the empirical
valence bond (EVB) method showed that even in
their crystallographic positions, metal ion A can
provide a catalytic effect that is comparable to that
of the two metal ions, whereas metal ion B alone is
insufficient for catalysis. Simulations suggest that
BamHI can operate by a one-metal-ion mechanism,
since metal ion A in BamHI is more stably bound
than metal ion B, which can move away from the
phosphate at the scissile phosphodiester bond and
break its coordination with the O3′ atom of the
leaving group. These computational results do not
argue against a favourable role of metal ion B for
phosphodiester bond hydrolysis, but question its
importance being comparable to that of metal ion A
as proposed by the classic two-metal-ion mecha-
nism. Higher-level ab initio calculations,60 however,
are in conflict with these data as they assign a crucial
role to metal ion B in stabilizing the pentavalent
intermediate. During the reaction, metal ion B is
observed to rearrange its coordination sphere from
six to four to promote protonation of the leaving
group. Ca2+ ions are not capable of undergoing such
conformational rearrangement and rather oversta-
bilize the pentavalent state, perhaps accounting for
their inhibitory effect. The stabilization of the
pentavalent intermediate by Ca2+ at position B (as
compared to Mg2+) is also corroborated by the free
energy data presented in this work. This observation
suggests that the activity-restoring effect of Ca2+ is
related to the greater stabilization for the pentavalent
intermediate by the active-site configuration with
Mg2+ at site A and Ca2+ at site B.
We wondered whether it is possible to simulate
the divalent metal ion dependence of DNA cleavage
by restriction enzymes as shown in Figs. 1 to 7. For
this purpose, we made reasonable but (given the
complexity of the equilibria characterizing the over-
all reaction) simplifying assumptions for the KD
values for the reactions shown in the scheme in
Fig. 10a. This reaction scheme demonstrates that thedivalent metal-ion dependence of DNA cleavage
can be simulated assuming that binding of Mg2+
occurs with higher affinity than binding of Ca2+.
Mg2+ binding to site A yields a productive complex,
whereas Mg2+ binding to sites A and B does not
support cleavage at low substrate concentration. In
contrast, binding of Ca2+ to site B, when site A is
occupied byMg2+, yields a productive complex. The
observed Ca2+ stimulation, however, can only be
simulated when it is assumed that Ca2+ binding to
site B increases the affinity of Mg2+ for site A
(compare c and d in Fig. 10), in agreement with
the MD calculations. Our simulations also demon-
strate that the inhibitory effect observed at high
concentrations of Mg2+ can be overcome by
increasing the substrate concentration (compare b
and c in Fig. 10).
Of course, the question arises whether the results
that we obtained can be extrapolated to the in vivo
situation. Although the milieu interne for bacterial
(Bacillus amyloliquefaciens, Bacillus globigii, Citrobacter
freundii, Escherichia coli, Moraxella bovis, Neisseria
gonorrhoeae, Shigella sonnei) or archaeal (Pyrococcus
furiosus) hosts is likely to be different among the
various organisms and certainly from the in vitro
conditions that we used, it can be assumed that pH
(around neutral) and ionic strength (around
160 mM) are not too different. While free intracel-
lular Mg2+ concentrations are in the low millimolar
range,61,62 meaning inhibitory concentrations will
not be reached, Ca2+ concentrations are submilli-
molar,63 meaning stimulating concentrations will
not be reached either. We do not know whether the
stimulatory role of Ca2+ at the nonphysiological ion
concentrations that we observed in vitro is taken
over by another metal ion in vivo or—and this we
consider as more likely—whether the restriction
enzymes that we studied operate under physiolog-
ical conditions at an optimum rate for their in vivo
function and do not require extra stimulation. While
it is clear that we have observed inhibition and
stimulation of DNA cleavage by restriction endo-
nucleases at nonphysiologically high concentrations
of divalent metal ions, it is also clear that most of the
structure analyses reported for restriction endonu-
cleases were obtained for crystals soaked or grown
at these nonphysiologically high concentrations, for
example, BamHI (soaked with 20 mM MnCl2
19) or
NgoMIV (co-crystallized with 67 mM MgCl2
22).
Our results advocate that the restriction endonu-
cleases of the EcoRI family require essentially one
metal ion for their catalytic activity. For substrate
binding, an “activation/attenuation” mechanism is
supported in the presence of Mg2+ or Mn2+. This
term was proposed for the mechanism of RNA
cleavage by RNase HI55,64 based on both the crystal
structure of the RNase HI apoenzyme and biochem-
ical data, with activation at low and inhibition at
high Mn2+ concentration. It must be emphasized
that this mechanism is not widely accepted, as the
recent structure analyses of catalytically inactive
RNase H mutants crystallized in complex with an
RNA–DNA hybrid had two Mg2+ bound at the
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that excess Mg2+ (or Mn2+) can inhibit DNA
cleavage and that Ca2+ in the presence of Mg2+ (or
Mn2+) can stimulate DNA cleavage; for this enzyme,
a “catalytic and regulatory two-metal-ion model”
was proposed.26 The recently published crystal
structure of the complex of endonuclease V with
its product (a nicked DNA) showed that there is
only one Mg2+ in the active site.67 Our experimental
results indicate that in restriction endonucleases of
the EcoRI family, the major catalytic effect for phos-
phodiester bond hydrolysis is provided by oneMg2+
(or Mn2+); these enzymes essentially follow a single-
metal-ion mechanism (unless the departure of the
leaving group becomes limiting). In this context, it is
important to note that the equivalent of metal A in
the BamHI structure is the only divalent ion that has
been seen in all restriction endonuclease structures
and is coordinated by the two acidic residues of the
PD…D/EXK motif.
The observation that all restriction endonucleases
studied here have a second metal-ion binding site
implies that it has a function. The second site might
be important to induce a catalytically competent
conformation of the active-site residues. As reflec-
ted by the Km data and the free energy calculations,
the second metal ion, Mg2+ (or Mn2+) versus Ca2+,
considerably affects the affinity for the substrate. It
has been proposed that the catalytic metal ion (or
ions, in the case when two metal ions are consi-
dered to be involved in catalysis) moves (move)
during catalysis, both for the two-Mg2+ catalysis ofFig. 11. Comparison of the active sites of restriction enz
represent enzyme–substrate complexes; BamHI (3BAM), EcoR
complexes. Amino acid residues of the PD…D/EXKmotif and
shown for one active site of each enzyme in the same orienta
(purple), and Ca2+ (cyan).phosphoryl transfer reactions in general68,69 and the
two-Mg2+ catalysis of DNA cleavage by EcoRV51
and for the single-Mg2+ catalysis of DNA cleavage
by BamHI,41 as well as for the DNA repair
endonuclease APE-1.70 According to MD simula-
tions, Mg2+ bound to site A in BamHI stabilizes the
nucleophile by lowering the pKa of a bound water
molecule. This water is also hydrogen-bonded to
Glu113 in BamHI41 [equivalent to Q95 in BglII,
K113 in EcoRI, and K324 in NgoMIV (Fig. 11),
having the capacity to position the water molecule
by a hydrogen bond] and the phosphate located 3′
to the scissile phosphodiester bond of the DNA
substrate.71–73 In the course of the reaction, the
Mg2+ together with the attacking nucleophile shifts
towards the scissile phosphate bond to a position
that is ideal to compensate the unfavourable
charge accumulation in the pentavalent intermedi-
ate state. As described by Mones et al., a favourable
location is approximately halfway between posi-
tions A and B in the BamHI–DNA co-crystal
structure.41 In the absence of a second metal ion,
leaving-group stabilization would be at the ex-
pense of a water molecule from the hydration
sphere of the Mg2+. In the presence of Ca2+, the
leaving-group stabilization could be done by this
divalent metal ion. A formally similar explanation
was given for the catalysis of the hammerhead
ribozyme-mediated cleavage of an RNA substrate
in the presence of La3+ and Mg2+, with Mg2+
generating the attacking nucleophile and La3+
involved in leaving-group stabilization.74yme–DNA complexes. BamHI (2BAM) and BglII (1D2I)
I (1QPS), and NgoMIV (1FIU) represent enzyme–product
the DNA residues around the scissile phosphate bonds are
tion. Metal ions are marked as balls: Mg2+ (green), Mn2+
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Our results allow us to rationalize the puzzling
finding that type II restriction enzymes with very
similar catalytic centres seem to operate by two
different mechanisms. These mechanisms were
formulated mainly by considering the number of
Ca2+, Mn2+, or Mg2+ identified in the active sites by
crystal structure analyses of enzyme–substrate and
enzyme–product complexes. Our observations that
excess Mg2+ or Mn2+ does not enhance catalysis and
that the addition of Ca2+ions can stimulate Mg2+- or
Mn2+-dependent DNA cleavage at low substrate
concentrations (bKm) are most easily explained by
assuming that two binding sites for divalent metal
ions exist: a catalytic site essential for activity and a
second site that is dispensable. This site can modu-
late the catalytic efficiency, depending on whether it
is occupied by Mg2+ (Mn2+) or Ca2+. We propose a
one-metal-ion mechanism for DNA binding and
cleavage with a modulatory role of the second metal
that, at high concentrations, can reduce activity in the
case of Mg2+ (Mn2+) (due to an increase in Km) or
increase activity in the case of Ca2+ (due to an
increase in affinity for Mg2+ binding to site A). As
Ca2+ mostly stabilize the binding of the pentavalent
transition state but do not support the cleavage of the
chemical bond, the presence of two Ca2+ is inhibitory
for the reaction. The affinity of the second modula-
tory site appears too low to be physiologically rele-
vant andmay not be populated during physiological
turnover, given the intracellular concentration of
Mg2+ and Ca2+. We suggest that this mechanism for
DNA cleavage by the enzymes of the EcoRI family, a
one-metal or two-metal mechanism, depending on
the divalent metal ion and the substrate concentra-
tion, could possibly be extended to restriction endo-
nucleases of the EcoRV family (e.g., BglI, EcoRV,
HincII, MspI, MvaI, and PvuII) and other nucleases
(e.g., MutH) for which crystal structures of enzyme–
substrate and enzyme–product complexes with one
or two divalent metal ions were reported. Nonethe-
less, the divalent metal ion dependence of DNA
cleavage by these enzymes needs to be verified
experimentally by carrying out similar experiments
as described here. Recently published single-turn-
over DNA cleavage data for PvuII as a function of
Mg2+ concentration indicate that for the PvuII
system, catalysis involving one Mg2+ per active site
can indeed occur, but that a more efficient two-
metal-ion mechanism can be operative under higher
Mg2+ concentrations.75 It was shown in the same
study that oneCa2+ orMg2+ per active site stimulates
substrate binding similarly, but that a second Ca2+
dramatically increases DNA binding affinity, while
there is only a modest increase for Mg2+ (see also
Bellamy et al.76). For the PvuII system, it was con-
cluded that the “more efficient two-metal-ion mech-
anism can be operative under saturating metal ion
(in vitro) conditions”.77
We agree with Scheuring-Vanamee and Aggar-
wal2 who concluded when comparing the type II
restriction endonucleases of the PD…D/EXK fam-ily whose structures were shown to share several
features in their catalytic sites (Fig. 11): “The
common elements described above indicate that
the type II REases might employ a similar
mechanism”.Materials and Methods
Enzymes
Restriction enzymes were obtained from MBI Fermen-
tas (BamHI and BglII, 10 U/μl) or were purified [Cfr10I,
EcoRI, EcoRII-C (C-terminal domain), MboI, NgoMIV,
PspGI, and SsoII] as described.14,38,78–82 All enzyme
concentrations are given as dimer concentrations, al-
though the native state of NgoMIV, Cfr10I, and EcoRI
(at higher concentrations) is that of a tetramer.
DNA substrates
All DNA substrates contained a single restriction site for
the enzyme assayed and were produced by the PCR with
appropriate plasmids as templates using [α32P]dATP. The
substrate length varied from 188 to 325 bp, depending on
the particular sequence amplified.
Steady-state DNA cleavage experiments
Single-point measurements of DNA cleavage by BamHI,
BglII, Cfr10I, EcoRI, EcoRII-C, MboI, NgoMIV, PspGI, and
SsoII at different concentrations of Mg2+ and Mn2+ in the
absence and presence of Ca2+
The DNA cleavage activity of BamHI, BglII, Cfr10I,
EcoRI, EcoRII-C, MboI, NgoMIV, PspGI, and SsoII in the
presence of different metal ions at various concentrations
was assayed using 32P-labeled PCR substrates having a
single restriction site. Experiments were performed in a
cleavage buffer having a constant ionic strength of
160 mM [10 mM Tris–HCl, 1 mM DTT, 0.1 mg/ml bovine
serum albumin, 0–50 mM divalent metal ions (MgCl2 or
MnCl2, in the absence of CaCl2), and 0–150 mM NaCl,
pH 7.5]. All buffers used were prepared right before the
experiments and their pH was controlled. For the sake of
comparison, all enzymes were diluted to a concentration
that produced a maximum ∼35% cleavage of the DNA
substrates under optimum Mg2+ concentrations within
30 min in general (all enzymes studied cleave their sub-
strates to completion at higher concentrations or longer
incubation times). The reaction mixtures (8 μl) contained
up to a 1000-fold excess of DNA over enzyme (dimer
concentration). Cleavage reactions, performed at 37 °C for
variable times (in general 30 min), were started by the
addition of 2 μl of 5× cleavage buffer and stopped by the
addition of 5-μl stop buffer [300 mM ethylenediaminete-
traacetic acid in 30 mM Tris–HCl (pH 7.5), 25% glycerol,
0.05% bromophenol blue, and 0.05% xylene cyanol].
Cleavage products were separated by electrophoresis on
10% polyacrylamide gels and quantified using the
InstantImager system (Packard). Since nondenaturing
conditions were employed for electrophoresis, only
double-strand cuts were detected. Experiments were per-
formed at least in duplicate. The amount of product
formed within the time of incubation was used to deter-
mine relative cleavage rates.
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BamHI and EcoRI at different concentrations of Mg2+ and
Ca2+
The kinetics of DNA cleavage by BamHI was mea-
sured at varying concentrations of substrate by adding
the appropriate amount of metal ion containing buffer
(5× concentrated) to reaction mixtures containing 1.8–
41.8 nM of 32P-labeled 206-bp PCR product. The BamHI
concentration was 0.17 nM in the presence of 7.5 mM
MgCl2, 0.5 nM in the presence of 15 and 50 mM MgCl2,
and 0.125 nM in the presence of 15 mM MgCl2+35 mM
CaCl2. The cleavage experiments were performed at
37 °C in cleavage buffer of constant ionic strength at
pH 7.5.
DNA cleavage experiments with EcoRI were performed
with reaction mixtures containing 1.7–41.7 nM of 32P-
labeled 217-bp PCR product at 37 °C. The EcoRI
concentrations were 0.75 nM in the presence of 7.5 mM
MgCl2, 1 nM in the presence of 15 mM MgCl2, 1.5 nM in
the presence of 50 mMMgCl2, and 0.5 nM in the presence
of 15 mM MgCl2+35 mM CaCl2.
For both sets of experiments (BamHI and EcoRI), 5-μl
samples were taken from a 70-μl mixture at defined time
intervals, and the reaction was stopped immediately with
5-μl stop buffer [300 mM ethylenediaminetetraacetic acid
in 30 mM Tris–HCl (pH 7.5), 25% glycerol, 0.05%
bromophenol blue, and 0.05% xylene cyanol]. Reaction
products were separated by electrophoresis on 10% poly-
acrylamide gels and quantified using an InstantImager
system (Packard). Experiments were performed at least in
duplicate. The amount of product formed within the time
of incubation was used to determine initial cleavage rates,
from which Km and kcat values were calculated by a curve-
fitting procedure.Single-turnover cleavage kinetics with EcoRI at
various concentrations of Mg2+ and Ca2+
Single-turnover cleavage kinetics were performed with
40, 100, and 200 nM EcoRI and 20 nM 32P-labeled DNA
substrate (217 bp) using cleavage buffer with a constant
ionic strength of 160 mM. First, enzyme and DNA were
mixed in the absence of Mg2+ and Ca2+ and then cleavage
reactions were initiated by adding 5× cleavage buffer,
containing different concentrations of Mg2+ and Ca2+ as
indicated in the figure legends, to the DNA/enzyme
mixture. The reaction mixture was incubated at 0 °C, 10-μl
aliquots were taken at the times indicated, and the
reaction was stopped by the addition of 5-μl stop buffer.
Cleavage products were separated by electrophoresis on
10% polyacrylamide gels and analyzed using an InstantI-
mager system.
Metal binding free energies
The stability of the metal ion sites was assessed by
computing the binding free energies of the Mg2+ and Ca2+
at the pentavalent intermediate state at the active site of
BamHI at positions A and B.19 The respective geometries
were obtained by simulating the phosphodiester hydro-
lysis reaction in the presence of Mg2+ using the EVB
method in combination with free energy perturbation and
umbrella sampling (EVB-FEP/US).83 Geometries of the
pentavalent intermediate with Ca2+ were generated from
the corresponding Mg2+ structure by performing a 10-ps
MD calculation at 300 K using a 0.5-fs time step, applying
a 5 kcal/mol Å2 harmonic constraint on the positions ofthe protein atoms and the metal ions to their initial coor-
dinates. Binding free energies (ΔGbind) were determined
upon removing the metal ions from their respective
positions using an FEP technique, while the other metal-
ion position remained occupied. The van der Waals
parameters of the Ca2+ were taken from Ref. 84, whereas
for Mg2+ modified parameters were used.85 The FEP
calculation was carried out in 50 windows, each contain-
ing a 2.5-ps MD run applying 5 kcal/mol Å2 restraining
potential on all protein atoms. All simulations were
performed using the Q program in a solvation sphere
with a 30-Å radius.86 The free energies of moving Mg2+
and Ca2+ from their protein site to bulk solution were
obtained by subtracting the experimental solvation free
energies (455.5 kcal/mol for Mg2+ and 380.8 kcal/mol for
Ca2+) of the respective metal ions from the computed
binding free energies.
Simulation of the divalent metal ion dependence of
homodimeric restriction endonucleases
A minimal scheme for the binding of Mg2+ and Ca2+ to
the two subunits of a homodimeric restriction enzyme
with two sites (A and B) per subunit for Mg2+ and Ca2+
binding was established (Fig. 10). It consists of 9 different
species per subunit, which differ in binding of Mg2+ and
Ca2+ to the two sites, and 12 equilibria (governed by 12 Kd
values). It was assumed that the two subunits bind Mg2+
and Ca2+ independently but cooperate in double-strand
cleavage. The steady-state distribution of these species
was simulated by COPASI87 with different sets of Kd
values. The concentrations of dimer complexes (81
complexes) were calculated according to a statistical
distribution of the various complexes. Only dimers that
had at least one Mg2+ in site A in each subunit (nine
dimers) were considered productive. Assuming that only
the enzyme–metal complex will lead to catalytically active
complexes (i.e., no metal binding to an enzyme–DNA
complex), the steady-state concentrations of these com-
plexes determine the rates of DNA cleavage according to
Michaelis–Menten kinetics for each enzyme–metal com-
plex (with their respective kcat and Km values). The
intramolecular movement of one Mg2+ or Ca2+ bound to
site A or B to the other site was not explicitly included in
the simulation. The simulation was carried out for low and
high substrate concentrations, wherein enzymes having
two Mg2+ or Mn2+ bound per active site are inactive (at
low substrate concentration) or active (at high substrate
concentration). More details are given in the legend to Fig.
10 and in Supplementary Data.Acknowledgements
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Traditionally, specific DNA recognition is thought to rely
on static contacts with the bases or phosphates. Recent
results, however, indicate that residues far outside the
binding context can crucially influence selectivity or
binding affinity via transient, dynamic interactions with
the DNA binding interface. These regions usually do not
adopt a well-defined structure, even when bound to
DNA, and thus form a fuzzy complex. Here, we propose
the existence of a dynamic DNA readout mechanism,
wherein distant segments modulate conformational
preferences, flexibility or spacing of the DNA binding
motifs or serve as competitive partners. Despite their
low sequence similarity, these intrinsically disordered
regions are often conserved at the structural level, and
exploited for regulation of the transcription machinery
via protein–protein interactions, post-translational mod-
ifications or alternative splicing.
DNA readout mechanisms
Specific DNA recognition by proteins is fundamental to
many regulatory processes that control the flow of genetic
information. Traditionally, DNA readout has been thought
to be achieved by direct and indirect mechanisms [1,2]. The
characteristic pattern of hydrogen bonding interactions
with the bases provides a direct readout, which can serve
as a fingerprint of the cognate DNA sequence. Electrostatic
interactions with the phosphates are referred to as an
indirect readout because they mostly depend on se-
quence-specific local variations in the DNA geometry [3].
Proteins themselves can also facilitate deviations from the
ideal B-form conformation [4]. As part of the indirect
readout, the sequence-specific water structure around
the DNA is utilized to establish water-mediated contacts
with the bases or phosphates [5]. Although it is clear that
no simple code exists [6], recent results now indicate that
the underlying principles are even more complicated than
initially anticipated.
Conversion from a nonspecific to a specific complex
requires the adaptability of the interface [7] and is usually
accompanied by significant changes in flexibility. In the
‘DNA shape’ readout this process is modulated by the
groove-width-dependent electrostatic potential; ultimate-
ly, the DNA geometry [8]. The majority of DNA-binding
proteins are equipped with intrinsically disordered (ID)
segments that contribute to DNA recognition at various
levels (Box 1). ID regions can facilitate diffusion along DNA
[9,10] or play a role in the transition from a nonspecific to a
specific complex [11]. ID segments can also modulate
selectivity by forming specific interactions with DNA
[12–14]. Most ID regions are thought to fold upon contact
with DNA, and function similarly to globular segments.
ID regions, however, can also remain invisible in the
structure of the protein–DNA complex, yet contribute to
selectivity or binding affinity. For protein–protein interac-
tions, the importance of structurally ambiguous regions
has been recognized and fuzzy complexes have been de-
fined [15]. ID segments in complexes can form a set of
alternative structures or a dynamic ensemble of conforma-
tions that enables the formation of alternative or dynami-
cally varying interactions [16,17]. In general, the lack of
folding reduces the loss of conformational entropy upon
binding [18]. The presence of ID segments thus increases
mobility and improves binding affinity.
The influence of bound ID regions, which retain their
flexibility in complex form, on protein–DNA interactions
has not been characterized in detail. Nearly all binding
studies of eukaryotic transcription factors utilize only the
DNA binding domain, rather than the full-length protein.
This is caused, in part, by the increased susceptibility of ID
regions to proteolysis and aggregation [19,20]. Further-
more, highly flexible/ID regions far from the binding inter-
face are not considered to be crucial for the formation of the
final complex. Accumulating experimental evidence, how-
ever, points to the importance of dynamic factors in deter-
mining DNA binding specificity/affinity.
Through several examples (Table 1), we demonstrate
that ID segments outside the binding context can influence
DNA recognition. Transient contacts with the DNA bind-
ing site can modulate the ionization status or conformation
of residues that are available to interact with DNA, there-
by influencing the pathway and/or thermodynamics of the
binding process [21,22]. Pliable segments could even act
nonspecifically as a charged cloud simply fill the space
between the protein and DNA, thus reducing the probabil-
ity of forming productive, specific interactions [11,23].
These highly flexible/ID regions can also affect the spacing
between structured binding motifs or increase the lifetime
of the encounter complex [24]. To provide a framework for
these observations, we propose the existence of a dynamic
DNA readout, in which dynamic interactions established
by highly flexible/ID regions are integral parts of the DNA
recognition process. Although these contacts are not visible
Review
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in the structure of the final complex, they are required to
shape the interface and enable/disable particular side
chains for DNA interactions. Furthermore, these malleable
segments can respond to protein–protein interactions
[25–28], post-translational modifications [29–31], or splicing
[32–34] to affect DNA binding in response to cellular cues.
Dynamic mechanisms of DNA recognition
We define four schemes how distant ID segments affect
DNA binding (Figure 1). Via transient interactions, ID
regions can directly modulate the conformational prefer-
ences (i) or flexibility (ii) of the binding interface. Rapidly
fluctuating ID segments can also influence DNA contacts
via screening/competitive binding (iii) or tether structured
binding domains (iv). These are not distinct categories;
multiple mechanisms might cooperate in some cases, even
within the same protein [22,35]. In this way, different ID
regions can have different effects on DNA binding and fine-
tune affinity. In each category, a few examples are de-
scribed in detail; all other instances are listed in Table 1.
Conformational selection
ID regions can shift conformational equilibrium of the
DNA-contacting region within the same protein and facili-
tate formation of the structures required for binding. The
Max transcription factor interacts with E-box (CACGTG)
DNA sequences via a basic helix–loop–helix (bHLH) and a
leucine zipper (LZ) segment to repress transcription of Myc
target genes. In its free form, Max dominantly exists as a
homodimer, with the LZ domain adopting a helical struc-
ture (Figure 1a). The LZ region, however, is unstable, and
undergoes folding–unfolding transitions. This equilibrium
is shifted towards the folded state by the N- and C-terminal
segments, which remain as a random coil even in the dimer
[21]. The acidic N terminus masks the destabilizing elec-
trostatic potential present at the LZ region. Owing to a
strong cooperativity between the bHLH and LZ domains,
the N- and C-terminal regions also facilitate the formation
of the recognition helices in the bHLH region, thereby
decreasing the dissociation constant with the E-box by
10 to 100-fold.
A connection between ID-induced secondary structure
and improved binding affinity has also been observed for
methyl CpG binding protein 2 (MeCP2). MeCP2 reads
Box 1. ID regions in DNA binding
The role of ID segments in both nonspecific and specific DNA
binding has long been recognized [18]. Approximately 70% of DNA-
binding proteins harbor ID tails [87]. These charged tails facilitate
target search along the DNA through nonspecific electrostatic
interactions, thus reducing the concentration of the free protein
and thereby lowering the dimensions of the diffusion along the
DNA. ID tails also allow simultaneous contacts with two DNA
strands, referred as a ‘monkey bar’ mechanism, [87]. The efficiency
of this mechanism depends on the optimal charge distribution of
the tail and not necessarily on its actual sequence [68]. ID linkers of
multidomain proteins increase the rate of intersegmental transfer by
serving as a bridge between two DNA fragments [10,46]. ID linkers
also promote proper orientation of the DNA reading heads by
protein–protein interactions once the cognate sequence is encoun-
tered. In Cys2–His2 zinc finger proteins, for example, the ID linkers
lock the DNA binding motifs and thereby contribute to the
conversion from the nonspecific to the specific complex, via a
‘snap-lock’ mechanism [11,32].
Flexible loops or ID regions can also directly contribute to the
specificity of protein–DNA interactions by forming direct contacts
with the DNA [48]. DNA-binding proteins with an immunoglobulin-
like fold insert sequentially diverse loops into the major groove,
such as for p53-family transcription factors [88] or Rel homology
domains [89]. The variability of the loop enables diverse orienta-
tions of the b-sandwich domains. The majority of disordered tails or
arms prefer to interact with the minor groove [3]. The Arg-rich
motifs establish direct hydrogen bonds with the bases and
neutralize phosphate charges. This results in bending of the DNA,
as in the case of the HMG boxes or AT hooks. ID tails not only
accelerate the formation of specific contacts, but they are also







Figure 1. Four schemes of dynamic DNA recognition. Transient, dynamic
interactions by flexible/ID regions outside the interface modulate the structural
transitions that are required for optimal DNA contacts. In the conformational
selection (a), flexibility modulation (b) and competitive binding (c) mechanisms,
the dynamic conformational equilibrium of the DNA binding region is influenced
by the ID region. In the tethering mechanism (d), the equilibrium of the DNA-bound
form is affected. (a) Conformational selection. The Max transcription factor (PDB
code: 1NKP) binds DNA as a dimer. The disordered N-terminal region (upper
dotted line) reduces the electrostatic repulsion (red arrows) between the two
monomers, and increases the population of the folded state at the flanking leucine
zipper (green) (I!II). This also stabilizes the bHLH region (blue) and thus improves
binding affinity for DNA (II!III). (b) Flexibility modulation. Binding of the Ets-1
transcription factor to DNA (PDB code: 1MDM) is coupled to the unfolding of the
HI-1 autoinhibitory helix (blue), which interacts (yellow arrow) with the recognition
helices (green). This process is modulated by the disordered SRR region (dotted)
(I!II). The SRR region enhances the dynamics of the hydrophobic network, which
includes the recognition helices. Increased mobility of the interface residues
(green) favors DNA binding (II!III). (c) Competitive binding. The HMG boxes (blue
and green) of HMGB1 (PDB code 2GZK) are in dynamic equilibrium between an
open and closed form (I!II). Repulsion between the two boxes (red arrows) is
masked by the disordered C-terminal tail (I). Opening the structure exposes crucial
residues for DNA binding (II!III). (d) Tethering. The Oct-1 transcription factor (PDB
code: 1HK0) interacts with a bipartite DNA sequence. The first binding event occurs
via one of the globular POU domains (I!II). The local concentration of the second
POU domain near the DNA is increased by the disordered linker (II!III), which also
regulates the separation of the two structured domains.
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epigenetic information encoded in DNA methylation pat-
terns [36]. MeCP2 has several autonomous DNA binding
domains intercalated between ID regions, and mutations
within these regions are associated with Rett syndrome. The
propensity of regular secondary structures increases by 7%
upon binding to DNA, but MeCP2 still remains substantial-
ly disordered in the complex [22]. Fusing the structured
methylated DNA binding domain (MBD) with the disor-
dered N-terminal domain (NTD) decreases the KD for DNA
from 8.5 nM to 0.8 nM. The NTD does not harbor a DNA
binding site; instead, through interdomain interactions, it
populates those MBD conformations that favor DNA inter-
actions [22]. The NTD destabilizes the overall MBD struc-
ture, but the stability of the MBD–DNA and MBD–
transcriptional regulatory domain (TRD)–DNA complexes
are comparable. Hence, the ID region frustrates the native
fold of the structured MBD domain, which is relieved by
DNA interactions and improves binding affinity. Although
its mechanism is far from being understood, fusion of the
disordered MeCP2 C-terminal domain (CTD) to the TRD
also increases binding affinity by !30-fold, even though the
CTD does not adopt a well-defined structure in the complex.
Table 1. Examples of fuzzy protein–DNA complexes





Max N-tail (1–18), C-tail (93–132) *a Increased
phosphorylation
Crystallography, CDb, NMR 21, 29
MeCP2 NTD (1–75), IDc (164–210),
CTD (330–486)
– CD, fluorescence anisotropy 22, 95
TDGd CTD (340–410) Decreased acetylation NMR 60
Neurogenin Basic motif (90–104) – NMR, CD, fluorescence
anisotropy
96
ApLLPe N-tail (1–11), C-tail (99–120) * – CD 97
Flexibility
modulation
Ets-1 SRRf (244–300) Decreased
phosphorylation
NMR 39, 40









FACT NTD (1–186), CTD (625–723) * Decreased
phosphorylation
High-speed AFMh, CD 30
HMGB1 C-tail (186–215) * Decreased
phosphorylation
NMR, SAXSi, PREj 43
Ubx I1 (235–286), I2 (174–216),
Rk (1–174)
* – CD, proteolysis 35
DSS1l 1–70 – Crystallography 44
NKX3.1m ADn (85–96), SIo (99–105) * Increased
phosphorylation
NMR 31
PPAR-gp NTD (9–110) – Crystallography,
H/D exchange
45
UvrDq C-tail (645–720) * – Crystallography 99
b-telomere CTD Phosphorylation Crystallography 62
Tethering OCT1 76–101 * – Crystallography, NMR 51
RPA IULD (106–180) * Phosphorylation NMR 26, 73
KorBr NTD (1–64), linker (253–293) – CD,AU, SAXS 63















pPeroxisome proliferator-activated receptor gamma.
qHelicase of the 1A superfamily.
rPlasmid partition protein KorB.
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Flexibility modulation
Long-range changes in structure and dynamics can also
regulate DNA binding (Box 2). Remote regions can inter-
fere with motions on the ms/ms timescale and modulate the
flexibility of the residues at the protein–DNA interface
[37], thus altering the conformational entropy of binding
[38]. Most examples discussed in Box 2 utilize ID segments,
which fold upon interacting with DNA.
Remote ID regions that preserve their conformational
heterogeneity in complex with DNA can also modulate
flexibility. The Ets-1 transcription factor regulates various
genes, and is involved in stem cell development and tumori-
genesis. Ets-1–DNA binding is regulated by an autoinhibi-
tory region and requires the HI-1 helix to unfold [39]
(Figure 1b). Interactions with DNA are further attenuated
by a Ser-rich region (SRR), which is disordered in both the
free and complex form. Phosphorylation of five sites within
the SRR region gradually reduces binding affinity up to
!1000-fold. Although phosphorylation itself has minimal
impact on the secondary structure of SRRs [40], it interferes
with the formation of transient intraprotein contacts. The
most pronounced differences are in the dynamic properties
of the HI-1 autoinhibitory helix and recognition helices H1
and H3. These units form a hydrophobic network, whose
motions are dampened by SRR phosphorylation. Truncation
of the SRR region gradually increases the mobility of these
residues and facilitates HI-1 unfolding; a process that is
required for DNA binding [39]. Thus, the distant ID region in
Ets-1 perturbs the dynamics of the protein–DNA interface
and modulates the conformational transition that leads to
the tight, specific complex.
Competitive binding
Rapidly fluctuating chains of ID regions in a protein–DNA
complex can screen electrostatic attraction between the
protein and DNA or make specificity-determining residues
inaccessible to DNA. The human positive cofactor 4 (PC4)
recruits general transcription factors and stimulates RNA
polymerase II (RNAP II). The activity of PC4 is regulated
by a disordered NTD, which consists of a Ser- and acidic-
rich region and a Lys-rich region. The NTD alone lacks
considerable affinity for either ssDNA or dsDNA. Instead,
this ID region establishes transient, dynamic interactions
with the structured CTD and these compete with the
ssDNA binding sites. Consequently, the ssDNA binding
affinity and the DNA unwinding activity of PC4 are both
reduced [27].
A similar competitive mechanism is observed for the
high mobility group (HMG) protein B1. HMGB1 partici-
pates in various nuclear processes by contacting its target
DNA via two HMG boxes; a process that is negatively
regulated by the disordered C-terminal tail [41]. The tail
stabilizes HMGB1, but does not perturb its secondary or
tertiary structure [42]. In the absence of DNA, the two
HMG boxes assemble on the acidic C-terminal tail and the
binding surfaces are only transiently exposed [43]. The
tail-bound collapsed form is in dynamic equilibrium with
an extended DNA binding competent form, in which the
tail remains disordered (Figure 1c). The tail screens inter-
actions between the two HMG boxes, therefore, it affects
DNA recognition in a length-dependent manner [42].
In additional examples, intramolecular protein–protein
interactions involving an ID region compete for DNA inter-
actions (Table 1) [31,44,45]. For instance, the ultrabithorax
(Ubx) homeotic transcription factor contains several ID
regions to fine-tune DNA binding [35] (Box 3).
Tethering
The separate DNA-binding motifs in multidomain proteins
are often connected by highly flexible/ID linkers, which
facilitate the target search along the DNA [10,46] (Box 1).
The linkers are usually absent from the crystal structures
of complexes [47,48], and thus preserve their conforma-
tional heterogeneity when bound to DNA.
Pit-1, Oct-1, Unc-86 (POU) domain transcription factors
recognize different bipartite DNA motifs, depending on the
length and sequence of the connecting region. The linker of
the octamer binding factor 1 (Oct-1) connects two helix–
turn–helix motifs (Figure 1d). It cannot be seen in the
complex [49] and is also sensitive to proteolysis [50].
Shortening this segment or modifying its amino acid com-
position cause dramatic decreases in binding to either sites
[51]. Charge distribution of the linker, including an essen-
tial negatively charged Glu, is crucial for DNA recognition.
The human replication protein A (RPA) participates in
both nucleotide excision repair and combinatorial repair
using multiple ssDNA binding domains. The 70-kDa sub-
Box 2. Dynamic allostery in structured protein–DNA
complexes
Protein–DNA complexes without any apparent degree of disorder
can be modulated by altering flexibility along the protein chain upon
DNA binding. Interactions between cAMP and catabolic activator
protein (CAP) induce a conformational transition in CAP by 608
rotation of the F helices, which are inserted into the major groove of
the DNA. The S62F CAP mutant, however, remains in a binding-
incompatible conformation even in the presence of cAMP, even
though it exhibits a similar affinity for DNA. The binding of the S62F
CAP mutant to DNA binding is entropically driven (TDS=13.2 kcal/
mol), whereas for the wild-type protein, DNA binding is enthalpi-
cally favored (TDS= –14.3 kcal/mol, DH= –23.2 kcal/mol) as measured
by high-sensitivity isothermal calorimetry [38]. NMR chemical shift
differences indicate a population shift in S62F CAP on the ms/ms
timescale upon interacting with DNA. Based on the bond order
parameters, a rearrangement around the cAMP binding pocket takes
place in S62F CAP upon contact with DNA that influences local
packing density and increases mobility. By contrast, the wild-type
CAP becomes more rigid upon interaction with DNA. Thereby, the
conformational entropy increases in S62F CAP, but decreases in
wild-type CAP. This finding illustrates how redistribution of states
that affect flexibility/mobility can influence the thermodynamics of
DNA binding.
Altering flexibility can also modulate the specificity of DNA binding.
The linker region in cytidine repressor adopts various conformations
upon binding to different operator sequences, which are associated
with different degrees of flexibility [90]. In the case of the lactose
repressor, a dramatic difference between the heat capacity difference
towards specific and nonspecific operators (–1100 cal/mol/K versus –
200 cal/mol/K) has been observed, despite the comparable buried
surface area [7]. Flexibility of the specific and noncognate complexes,
however, deviates considerably and is responsible for the different
thermodynamics. Increased mobility in the nonspecific complex
facilitates probing different sets of interactions to localize the correct
operator site. DNA binding narrows the native state conformational
ensemble and significantly reduces flexibility of the protein [7]. This
mechanism is probably common to many ID proteins that fold upon
interaction with DNA [91].
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unit of human RPA (hRPA70) contains weak and high-
affinity DNA binding domains (DBDs), connected by a 78-
amino-acid intrinsically unstructured linker domain
(IULD) [52]. RPA makes its first contacts with ssDNA
using the high-affinity DBDs. The highly flexible IULD
anchors the weak affinity DBD to DNA, thereby increasing
its local concentration near the substrate. Conversely, the
loss of the transient IULD–weak affinity DBD interaction
results in a threefold reduction in binding [26].
Regulation of DNA binding via ID regions
ID regions are also often the sites of regulatory actions of
signaling pathways [53]. Post-translational modifications,
protein–protein interactions or alternative splicing [54–57]
offer opportunities for the cell to exploit distant ID domains
to regulate DNA binding by a structured domain in re-
sponse to single or multiple cellular cues, by enhancing or
interfering with any of the four mechanisms described
above.
Post-translational modifications
Phosphorylation usually perturbs the positively charged
DNA binding interface via electrostatic interactions. FACT
(facilitates chromatin transcription) displaces histone
H2A–H2B dimers from nucleosomes and facilitates RNAP
II-mediated transcription. To interact with DNA, FACT
utilizes an HMG domain flanked by a basic and an acidic
ID region. The acidic ID region forms intramolecular inter-
actions with both the HMG domain and the basic ID
segment, which compete for DNA contacts [30]. These
interactions, which mask nucleotide-binding elements,
are strengthened by phosphorylation of the acidic ID re-
gion. Consequently, phosphorylation blocks DNA binding,
without inducing folding of the ID regions.
Similar to FACT, phosphorylation of PC4 gradually
decreases its binding affinity for dsDNA [58]. Progressive
phosphorylation of eight Ser residues in the disordered
PC4 NTD shields the neighboring Lys-rich region, which
mediates communication between the disordered N-termi-
nal and the ordered C-terminal part of PC4. Hence, DNA
binding of the structured region is affected indirectly via an
ID segment and not directly via phosphoserine contacts.
In both examples, phosphorylation conforms to the
‘incremental rheostat’ type regulatory mechanism, which
was originally proposed for Ets-1 [39]. In this model,
gradual changes in DNA binding affinity take place via
multiple phosphorylation events, in contrast to a phos-
phorylation-dependent on/off switch mechanism. The in-
cremental rheostat regulation provides a sensitive
mechanism by which to control transcription in response
to different environmental signals (e.g. Ca2+ signaling).
Phosphorylation can also act via perturbing structural
elements that are required for DNA binding. For example,
phosphorylation of the Max transcription factor modulates
the structure/disorder balance of the basic region of the
DBD, thereby influencing its affinity for DNA [29]. The
behavior of ID regions can also be regulated by other post-
translational modifications (Table 1), such as acetylation
[59] and sumoylation [60]; the structural details, however,
are not as well characterized.
Protein–protein interactions
Protein–protein interactions often utilize ID regions by
targeting short, low-complexity motifs [57]. Intramolecular
contacts of ID segments with DNA recognition elements
frequently compete with these intermolecular interactions
for the same binding site. Thus, the affinity for DNA is
regulated via a competitive binding mechanism; often
referred to as ‘cooperativity’ [61].
Transcriptional activation of the tumor suppressor p53
depends on its interactions with hRPA70. Binding sites for
ssDNA and p53 overlap on the weak affinity DBD of
hRPA70 [26]. The affinity of hRPA70 for ssDNA is higher
than that for p53, and is primarily controlled by the
disordered IULD. The ID region increases the local con-
centration of the weak-affinity DBD near its cognate site,
which results in the occlusion of p53 from the basic cleft of
hRPA70. Thus, depending on its orientation, flexibility and
length, the hRPA70 IULD regulates the balance between
binding p53 and damaged DNA.
Activities of additional protein–DNA complexes can be
modulated by protein–protein interactions via regions that
retain their ID character in the bound state
[25,27,28,62,63] (Table 1). Although no direct structural
evidence is available, disordered transactivation domains
of transcription factors [64] probably function via this
competitive binding mechanism to activate or repress
transcription via protein–protein interactions.
Alternative splicing
Alternative splicing provides a third opportunity for the
cell to modulate DNA binding by altering ID regulatory
Box 3. Ubx: multiple ID regions to fine-tune DNA binding
The structured homeodomain (HD) of the Hox transcription factor
Ubx binds its optimal DNA sequence with very high affinity (Kd =
63"24 pM), yet with little ability to distinguish target DNA
sequences in vivo (!3-fold variation in affinity). By contrast, the
full-length Ubx has lower affinity, yet higher selectivity for the
optimal DNA sequence (Kd = 160"33 pM, 12-fold affinity variation),
which indicates that regions outside the HD are important for DNA
affinity and sequence selectivity [34,35] (Figure 2a). Most of the non-
HD regulatory regions have ID character. The I1 region of Ubx
reduces affinity twofold, and the I2 region reduces affinity a further
40-fold (Figure 2) [35]; both via the competitive binding mechanism.
The R region restores much of this loss in affinity.
In contrast to the full-length Ubx, Ubx HD–DNA complex
formation is strongly pH dependent [92]. I1, but not I2, reduces the
pH-dependence of DNA binding, which indicates that I1 must
directly interact with the HD to shift the pKas of residues that are
crucial for DNA interactions. By contrast, I2 does not establish direct
contact with the HD; instead, it rapidly fluctuates to hinder DNA
access. The R region either directly interacts with I1 and I2 to perturb
their conformational equilibrium, or nonspecifically blocks their
access to DNA.
Protein–protein interactions or alternative splicing enable ‘context
specific gene regulation’ of Ubx; that is, cognate DNA sequences
depend on the cellular context. The I1 region contains a YPWM motif,
which mediates communication with the Hox cofactor Extradenticle
(Exd) [25], which relieves repression of DNA binding by I1 [34]
(Figure 2a).
Different Ubx splicing isoforms are produced in a stage- and tissue-
specific manner by alternative splicing of three microexons that are
located in the region that links the YPWM motif to the HD (Figure 2b).
Removal of the microexons (alone or in combination) affects Ubx
DNA affinity and selectivity [34] both in vitro and in vivo [93,94].
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regions. Alternative splicing affects the degree of disorder
of the ID segment and can insert/delete post-translational
modification sites or motifs for protein–protein interac-
tions. Notably, alternative translation start sites in murine
MeCP2 increase the length and flexibility of the disordered
NTD. Given the role of the NTD in modulating the recog-
nition of methylated CpG islands by transient interactions
with the MBD, the different isoforms result in different
gene expression patterns in mouse brain [33].
Alternative splicing of ETS1 removes the entire disor-
dered SRR region; phosphorylation of this region reduces
affinity for DNA via modulating the flexibility of the inter-
face. Hence, the activity of human Ets-1 is differentially
regulated by two distinct mechanisms: phosphorylation
and alternative splicing [65]. By contrast, these two regu-
latory mechanisms are synergistic in the Max transcrip-
tion factor. The p22 Max isoform contains a nine-residue
long insertion in the disordered N-terminal region, as
compared to the shorter p21 isoform. The longer NTD is
more effective in stabilizing the DBD and results in higher
DNA binding affinity [29]. Phosphorylation enhances this
process, but it is only effective in the long p22 isoform.
Alternative splicing also affects ID regions that fold
upon DNA binding. For example, different isoforms of
the Wilms tumor suppressor protein have distinct linkers
that connect the zinc fingers of the protein, and which
display variability in flexibility and length [32]. These
differences provide a 10–20-fold variation in DNA binding
of the different gene products.
Conservation of ID character of regulatory regions
What evolutionary pressures are placed on ID regions that
differentially regulate DNA binding affinity? The lack of
structural constraints enables ID proteins/regions to un-
dergo large sequence drifts [66], thus making sequence
comparisons of evolutionarily related proteins difficult.
The ID character of these regions, however, can be con-
served despite the fact that the amino acid sequence varies.
For example, the N- and C-terminal tails are disordered in
many DNA-binding proteins that lack apparent sequence
similarity [67,68]. In these cases, the amino acid composi-
tion is conserved, which results in a similar structural
character, that is, a certain degree of flexibility/disorder
[51,69]. The core histone H4 N-terminal tail [70] and the
linker histone H1 C-terminal tail, for example [71], remain
active even upon scrambling their sequences, while main-
taining their amino acid composition. Sequence conserva-
tion in ID regions usually appears at the level of short, low-
complexity motifs, which are responsible for similar func-
tions [55,72].
The disordered linker in RPA is crucial for ssDNA
binding [26]; nevertheless, it lacks a detectable level of
sequence similarity in different organisms. Notably, these
highly divergent sequences fail to fold into a well-defined
structure. In five organisms from three kingdoms of life,
the backbone flexibilities of RPA IULDs reveal similar
dynamics [73]. Thus sequence divergence is neutral for
linker function, given that the dynamic behavior of RPA
has been evolutionarily preserved.
Functionally relevant conserved ID character has also
been found in Ubx. Sequence alignment of Ubx proteins
from six organisms that represent 540 million years of
evolution indicates that the ID character, but not the
sequence, of regions that regulate DNA binding in Dro-
sophila melanogaster Ubx is conserved [35] (Figure 2).
Concluding remarks and future perspectives
The role of flexible or dynamic protein segments in DNA
binding has long been recognized [74] (Box 1); the factors
underlying specificity or affinity, however, are considered
to be primarily static. The available examples (Table 1)
argue that dynamic, transient contacts can be utilized to
fine-tune static interactions between protein and DNA.
The dynamic DNA readout integrates all traditional, static
specificity-determining factors, but underscores that glob-
al dynamic factors also contribute to the recognition pro-
cess. Flexible regions distant from the protein–DNA
interface can be targeted by diverse signaling pathways
to regulate DNA interactions. Hence, specificity/affinity of
DNA binding cannot be assigned solely to a few residues,
but instead the impact of the whole protein must be
considered.
The dynamic regulatory regions discussed in this review










160 ± 33 pM
















Figure 2. DNA-binding of Ubx is regulated by multiple ID regions. (a) Ubx contacts DNA via a structured HD (residues 295–354, dark grey). DNA-binding affinity is influenced
by various ID regions (dotted lines) outside the HD: I2 inhibitory region (residues 175–216, light blue), I1 inhibitory region (residues 235–286, magenta), and R regulatory
region (residues 1–174, light green). R and I2 are parts of the activation domain. The I1 region contains a YPWM motif (residues 240–243, shown by sticks), which mediates
interactions with the HD of the Exd transcription factor (cyan) (PDB code: 1B8I). These contacts relieve the repression of transcription caused by the YPWM motif. (b) Ubx
activity is regulated by alternative splicing in a tissue-specific manner. The invisible linker that connects the YPWM motif (magenta) with the HD (grey) contains three
microexons, b, mI, and mII; the removal of these microexons varies the YPWM–HD distance from 10 to 53 amino acids. Isoforms that contain the nine-residue ‘b element’
are a minor component in all tissues and are less efficient in Exd binding. Inclusion of the two 17-amino-acid microexons, mI and mII, is determined by tissue identity, germ
layer, and developmental stage. Based on these complex expression patterns, Ubx DNA binding affinity varies over a wide range in a context-dependent manner. The R
region is shown by light green, the I2 region by blue, and conserved ID regions are displayed in yellow.
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special case of allostery. Allosteric regulation of transcrip-
tion factors via modulation of DBD conformation by the
substrate DNA was first advocated more than a decade ago
[75]. ID regions have also been proposed to amplify signals
and mediate allosteric responses [76,77].
In the dynamic readout model, the protein–DNA complex
is viewed as a conformational ensemble, even in active
forms. In contrast to the Monod–Wyman–Changeux [78]
or Koshland–Nemethy–Filmer [79] models for protein allo-
stery, no unique conformation, which could be selected from
a pre-existing equilibrium or formed via induced fit, is
required for optimal activity. The entire protein–DNA com-
plex exists as a multiplicity of states, and modulating its
conformational equilibrium provides a means to regulate
DNA binding activity. All the examples discussed herein
(Table 1) are fuzzy, where the ID segments preserve hetero-
geneity even in their bound form, and the dynamic nature of
the ID segments is crucial for influencing DNA binding. The
dynamic readout model, however, is also applicable for
complexes with local or limited disorder (Box 2).
There are two direct implications of the proposed model.
First, it illustrates that specificity/affinity determinants
cannot be deduced from the static structure of the final
complex. Weak, transient interactions formed with the
DNA binding region must also be considered. They can
be investigated using rapidly developing experimental
techniques that are able to handle low-population states
and transient contacts [80–82] (Table 1). Thermodynamic
data, in combination with targeted mutagenesis and/or
deletion constructs, can also be informative regarding
the contribution of dynamic factors [83]. Even in the ab-
sence of actual structural disorder, large changes in flexi-
bility or conformational entropy can be crucial for specific
DNA recognition [84]. Second, the model suggests new
approaches to modulate DNA binding. Owing to the lack
of structural constraints, manipulating distant ID regions
might be easier than modifying residues that participate in
the tight DNA binding interface. Furthermore, ID regions
provide several ways in which to alter DNA binding in a
cell context-specific manner. Changes in the length or
amino acid composition of the ID segments directly affect
the degree of flexibility/disorder required for a given func-
tion. Insertion/deletion of short functional motifs in ID
regions can alter interactions with other protein partners,
and thereby modulate DNA binding. Post-translational
modifications of these ID segments can respond to extra-
cellular signals and are often exploited in natural regula-
tory pathways. All these ID regions and their functional
sites can be easily predicted from the primary sequence
without any additional structural information [85,86] and
subsequently subjected to experimental studies.
Although the dynamic DNA readout model provides a
more realistic view of specific DNA binding, the ultimate
question is whether we will ever be able to understand how
given sequences are recognized, especially in the context of
the living cell. Recent experimental results described in
this review urge us to move from a deterministic to a more
stochastic description of protein functionality. Indeed,
we have offered a framework to explain multifunctionality
of the same protein and the versatility of responses to
environmental signals. In the long term, targeting these
mechanisms might also provide more efficient means to
intervene with gene expression.
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Proteins are dynamic creatures. Intrinsically disordered proteins (IDPs) function as multiplicity of
structures and their activities can only be described by stochastic structure–function relationships.
In their complex forms, however, IDPs were thought to lose their plasticity and behave similarly to
globular proteins. Although various IDPs indeed fold upon binding, this view is not valid in general.
IDPs usually interact with their partners via short motifs, which require malleable environments to
function. Consequently, segments of IDPs could retain their disordered state in the complex, a
phenomenon termed as fuzziness. Since its recognition, the number of structurally characterized fuzzy
complexes, both with protein and DNA, rapidly increases. Here I review recent advances in our
understanding of fuzziness. Four basic mechanisms are described how conformationally heterogeneous
regions impact specificity or binding affinity of protein complexes. A novel allostery-model is proposed,
where the regulatory site modulates the conformational equilibrium of the binding interface without
adopting a unique structure. Protein–protein interactions, post-translational modifications or
alternative splicing of the highly flexible/disordered regions offer further opportunities for regulation
and expand the functional repertoire of fuzzy complexes.
Introduction
Dynamics is inherently related to protein functionality.
Although activity of many proteins is engraved in a stable
three-dimensional architecture, it cannot be achieved without
motions on different timescales ranging from atomic fluctuations
to conformational rearrangements.1 Enzymatic catalysis, for
example, is under strong influence of ms–ms motions that
modulate the accessibility and optimal environment of the active
site.2–4 Allosteric communication is realized via dynamical
networks,5 formed by a set of physically connected residues.6
Several pieces of evidence demonstrate that function-related
collective motions are conserved in orthologous protein families.7
All these motions, however, can be considered as variations
around an optimal structure and could still be interpreted within
the framework of the classical structure–function paradigm.
Dynamics results in conformational ensembles, and indeed
many proteins exist simultaneously in different, yet functionally
relevant conformations.8 These proteins that can only be
characterized by multiple structures are termed as intrinsically
disordered proteins (IDPs).9 Although initially the concept
was recognized with skepticism, it has been widely accepted by
now. IDPs created a field on their own, where dynamics is of
extraordinary importance. The role of IDPs is underscored by
their preponderance in eukaryotic proteomes, enabling various
complex functions.10 The plasticity of IDPs is exploited in
regulatory pathways, where IDPs interact with other proteins,
nucleic acids or small molecules.11 Upon binding their partners
however, IDPs were assumed to lose most of their conformational
freedom and adopt a well-defined structure.12 Therefore IDPs
in complexes were thought to lack conformational ambiguity,
which they possessed in unbound form.
Why do we raise such a boundary for protein dynamics?
Abandoning the benefits of the structural variety and the ease
of adaptability of IDPs does not seem to be an optimal solution
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in complexes, which need to be assembled or disassembled in a
tightly controlled manner upon responding to diverse cellular cues.
Indeed, the conformational ambiguity of IDPs is preserved in a
variety of complexes.13–15 This phenomenon, which is termed
fuzziness, polymorphism or actual structural disorder not only
exists, but also serves key functional roles. Four structural
categories of fuzzy complexes were defined, regarding the
type and location of the intrinsically disordered (ID) segment
(Box 1, Fig. 1).
Here I review molecular mechanisms, which govern the
formation of fuzzy complexes (Table 1). I analyze how
dynamic regions contribute to fine-tuning of binding affinity
and how it can be exploited for regulation. This provides a
framework how ID proteins enable complex signaling
pathways.
Dynamic recognition mechanisms in fuzzy
complexes
IDPs interact with their partners via short motifs, which are
termed by a variety of names (Table 2). These recognition sites
can be divided into two major groups, depending on whether
formation of a given structural element is required for binding.
Preformed structural elements (PSE),16 pre-structured motifs
(PreSMos)17 and molecular recognition features (MoRFs)18,19
transiently sample those conformations, which correspond to
their bound state. Primary contact sites (PCS)20 and linear
motifs (LMs)21 may not have residual structures, they mostly
consists of hydrophobic residues embedded in a disordered
environment. Binding sites of IDPs can be predicted using
simple statistical potentials.22 Functioning all of these short
binding sites on the one hand is intertwined with the plasticity
of their environments,23 conformational equilibrium of which
can be modulated to provide optimal fit with the partner. On
the other hand interactions mediated by short motifs are
usually weak24 and impart only a few constraints on the
surrounding region. Consequently, the region embedding
the ID binding site can retain most of its flexibility even in
the bound form. The ID regions can be located almost in any
place of the protein: flanking (flanking model) or in between
folded regions (clamp model), or even spread around the
protein at spatially and/or temporary varying locations
(random model)13 (Box 1, Fig. 1).
The most recent examples,14,15 where the ID segment not or
only partly folds upon binding yet impacts the function of the
complex, are listed in Table 1. These complexes include both
protein–protein and protein–DNA interactions (examples
discussed in the original ref. 13 were excluded). Structural
and biochemical analysis of these complexes revealed four
mechanisms how an ID segment can modulate specificity/
affinity of the fuzzy complex without being actually involved
in the binding interface. I will not discuss those examples,
when the ID segment directly interacts with the partner, while
it preserves its conformational ambiguity.
Conformational selection
ID segments can transiently sample conformations, which corre-
spond to their bound forms. Shifting conformational equilibrium
towards these residual structures thereby improves binding
affinity. This mechanism is referred to as conformational
selection (Fig. 2A).25 ID regions within the same protein can
modulate the propensity of the binding-competent structure,
Box 1 Structural categories of fuzzy complexes
Intrinsic disorder in fuzzy complexes, similarly to that in
the free form comprises many different structural states
along a wide spectrum, ranging from local to global
disorder, from compact to extended shapes. Structural
ambiguity could be static, where individual conformations
could be resolved or dynamic, with inter-conversion among
many conformations.13 Along these lines, fuzziness was
classified into four categories.
Polymorphic model (Fig. 1A)
The bound IDP adopts unrelated conformations upon
interacting with the same partner. The classical example
is T cell factor 4 (Tcf4), where the acidic middle segment
establishes alternative salt bridges with b-catenin, resulting
in structural variability.84 Mutating any of the possible
contacts impairs binding.
Clamp model (Fig. 1B)
Linkers connecting two globular binding regions preserve
their conformational freedom in the bound form and do
not establish direct interactions with the partner. Binding
of scaffolding protein sterile 5 (Ste5p) to fusion 3 (Fus3p)
protein,85 for example, can only be achieved in the presence
of such a linker.
Flanking model (Fig. 1C)
ID segments often contact their partners via short motifs,
while regions outside the binding context do not establish
permanent contacts. These conformationally heteroge-
neous segments can increase binding affinity, as in the case
of the kinase-inducible domain (KID) of cAMP-response
element binding protein (CREB) upon interacting with
CREB-binding protein (CBP).86
Random model (Fig. 1D)
As an extreme case of fuzziness, no regular structure is
adopted upon contacting the partner. Furthermore, the
NMR spectra are almost identical with those in the
unbound form. A pertinent example is the oligomerization
of T-cell receptor z-chains, through their disordered
cytoplasmic domains.87
Various IDPs, like TADs,88 the histone tails and yeast
prions can bind to a partner without strict sequence
requirements, i.e. their sequence can be scrambled without
impacting function. Although direct structural evidence is
lacking, they likely belong to fuzzy complexes.
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which is not necessarily a regular motif. In all examples of this
category so far, the regulating ID region flanks the binding
segment.
Methylated CpG binding protein 2 (MeCP2) deciphers
epigenetic information by selectively recognizing DNAmethylation
patterns.26Mutations of the protein lead toRett syndrome, a severe
neurodevelopmental disorder, which originates from changes in
chromatin structure and gene repression. MeCP2 comprises
various DNA binding domains, out of which the methylated
DNA binding domain (MBD) recognizes the methylated CpG
sequences.27 The propensity of regular secondary structures is
35% in the free MeCP2, which increases only by 7% upon
interacting with DNA.28 This indicates that although some
secondary structure elements are distinguished in binding,
MeCP2 remains primarily disordered in the complex. The
secondary structure content of the disordered N-terminal
domain (NTD), for example, exhibits almost no change in
the effect of DNA, yet it impacts affinity of the structured
MBD by 10-fold.28 The NTD itself does not harbor a DNA
binding site; but via inter-domain interactions it selects MBD
conformations favorable for DNA binding. An even more
profound effect is seen in the intervening domain and transcrip-
tional regulatory domain, where the disordered C-terminal region
helps to populate binding-competent conformations in the
ensemble resulting in 30% improvement in DNA binding affinity.
In line with their proposed role in mediating inter-domain
contacts, a large number of short recognition sites were identified
by bioinformatics analysis in these ID regions.28
A conformational transition is also coupled to the activity
of thymine DNA glycosylase (TDG), which repairs GT and
GU mismatches in the base excision repair (BER) pathway.
TDG exist in two forms: the ‘‘closed’’ form, when the catalytic
domain is involved in intra-molecular interactions, and an ‘‘open’’
form, which lacks these contacts.29 The turnover of this enzyme is
regulated by the disordered N- and C-terminal domains (NTD
and CTD), the removal of which increases the turnover of GT
and GU activities by 50% and 100%, respectively.30 A 60-residue
segment of the NTD, also termed as a regulatory domain (RD),
adopts a stable secondary structure upon contacting the
catalytic domain. The first 50 residues of the NTD and the
Fig. 1 Examples of different structural categories of fuzzy complexes.
The IDPs are shown by orange and magenta, fuzzy regions are
represented by dotted lines. The binding partners are displayed as
gray surfaces. (A) Polymorphic complex: the WH2 domain of
Wiskott–Aldrich syndrome protein interacts with actin in alternative
locations: via an 18 residue segment (orange; PDB code 2a3z) or via
only 3 residues (magenta; PDB code 2ff3). (B) Clamp complex: the
nonsense mediated decay factor UPF2 binds to UPF1 via two
structured regions (PDB code 2wjv) and the connecting linker remains
ambiguous in the complex (dotted line). (C) Flanking complex:
DNA-binding by the transcription factor Ultrabithorax is strongly
influenced by various disordered regions that flank the structured home-
odomain. Interactions with another, Extradenticle homeodomain are
mediated by a short motif (shown by bold line) located in a clamp-like
region (PDB code 1b8i). (D) Random complex: the cyclin-dependent
kinase inhibitor Sic1 has nine phosphorylation sites that interchange
upon contacting Cdc4. Contacts with two of them, T45 and S76, are
shown by orange andmagenta respectively. The phosphorylation sites are
represented by spheres (as a courtesy of Dr Tanja Mittag).
Table 1 Examples of fuzzy complexes (excluding those listed in ref. 13).
Structural categories are defined as: polymorphic (P), clamp (C),
flanking (F), random (R)
Model IDP Partner Category Ref.
Conformational selection
Max DNA F 89
MeCP2 DNA F 28
TDG DNA F 30
Neurogenin DNA F 90
ApLLP DNA F 91
Flexibility modulation
Ets-1 DNA F 36
SSB DNA F 92
Competitive binding
RNase 1 RNase inhibitor P 93
Myelin Actin P 49
p27Kip1 Cdk–cyclin F 38
b-Catenin APC F 94
Sic1 Cdc4 R 61
UmuD2 UmuD2 R 95
Ebola virus nucleoprotein VP35 and VP24 F 96
PC4 DNA F 52
FACT DNA F 60
HMGB1 DNA F 97
Ubx DNA F, C 40
DSS1/Brh2 DNA F 98
NKX3.1 DNA F 99
PPAR-g DNA F 100
UvrD DNA F 101
b-Telomere DNA F 102
Tethering
WH2 Actin P 103
L7 L12 C 104
UPF1 UPF2 C 42
RPA DNA C 46
KorB DNA C 105
MeCP2: methylated CpG binding protein 2; TDG: thymine DNA
glycosylase; ApLLP: aplysia LAPS18-like protein; SSB: single
stranded DNA binding protein; myelin: myelin basic protein; p27:
cell cycle kinase inhibitor p27; UmuD2: product of the umuD gene;
PC4: human positive cofactor 4; FACT: facilitates chromatin tran-
scription; HMGB1: high mobility group protein B1; Ubx: homeotic
protein ultrabithorax; DSS1: small acidic Brh2-interacting protein;
Brh2: BRCA2 analogue; NKX3.1: prostate tumor suppressor belonging
to the NK_2 family; PPAR-g: peroxisome proliferators activated
receptor; UvrD: UvRD helicase; WH2: WASP-homology 2 domain
(e.g. in Spire and Cordon-bleu); L7, L12: ribosomal proteins; UPF1:
regulator of nonsense mediated decay; RPA: human replication protein A;
KorB: transcriptional repressor.
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whole CTD, however, remain disordered in the complex. The
NTD was proposed to facilitate the transition towards the
‘‘closed’’ form of TDG, which is the DNA-binding competent
conformation. Due to alternative recognition modes, this
arrangement is more favorable for GT than for GU repair. Hence
the disordered NTD regulates these two activities by shifting
population between the ‘‘open’’ and ‘‘closed’’ conformations. In
addition, both the N- and C-terminal residues compete for DNA
contact sites hampering interactions between TDG and DNA.
Flexibility modulation
Long-range changes by distant ID regions in dynamic, but not
structural properties of the protein can also influence interactions
with the partner. Motions on the ms–ms timescale can modulate
the flexibility of the residues at the interface thus altering the
conformational entropy of binding (Fig. 2B). In addition to
IDPs, this flexibility modulation mechanism takes place in
various flexible, folded proteins, such as catabolic activator
protein (CAP)31,32 or lactose repressor (Lac).33
In response to Ca2+ signaling, Ets-1 transcription factor reduces
DNA binding and transcription of Ets-1 driven reporters.34 The
drop in binding affinity is caused by a serine and arginine rich
region (SRR), which does not fold either in the absence or
presence of the DNA. The SRR segment undergoes gradual
phosphorylation upon Ca2+ release, but no secondary
structures are induced.35 Phosphorylation, on the other hand,
interferes with the intra-molecular interactions of the SRR
region. These influence the contacts of SRR with the inhibitory
module and the binding interface.36 By various measures, the
hydrophobic network formed by the H3 recognition helices and
HI-1 helix inhibitory module becomes more rigid with increasing
phosphorylation of the SRR. The decreased flexibility prevents
unfolding of the HI-1 helix, which is pre-requisite for binding.
Thus the SRR, as a distant ID region in Ets-1, perturbs
the dynamics of the protein–DNA interface and thereby
attenuates binding.
Competitive binding
Fluctuations of the IDP chains can sterically block the access to
the binding interface. Dynamic or static alternative interaction
patterns may enable/disable interactions with other partners.
Fuzzy complexes of all structural categories can function
via the competitive binding mechanism (Fig. 2C).
The p27Kip1 regulates eukaryotic cell division by interacting
with cyclin-dependent kinases. In the Cdk2–cyclin complex,
the p27 kinase inhibitory domain (KID) blocks the active site
of the kinase.37 The dynamics of the interacting 310 helix
segment, however, allows the exclusion of Y88 from the active
site, which becomes available for phosphorylation by a
nontyrosine-receptor kinase (Fig. 4).38 Due to the fuzziness of
the C-terminal region, this segment flaps back onto the active site
of Cdk2, and gets phosphorylated at T187 via a unimolecular
mechanism. This phosphorylation event facilitates interactions
with SCF/Skp2 ubiquitin ligase. Ubiquitination at the C-terminal
Fig. 2 Four mechanisms how ID segments modulate binding via
transient interactions. (A) Conformational selection: the ID segment
shifts conformational equilibrium of the interface towards a binding-
competent form. (B) Flexibility modulation: the ID segment frustrates
the interaction network, which includes the binding region. This
modulates the flexibility of the interface and in turn, the binding
affinity. (C) Competitive binding: the ID segment interacts with the
binding region and masks the contacting residues. (D) Tethering: the
ID segments anchor the second binding region (e.g. weak-affinity
region) to the partner.
Table 2 Short interaction sites involved in IDP binding
Name Abbreviation Definition Example IDP Partner Ref.
Preformed structural
element
PSE Transient secondary structure element that
presages its bound state
p27Kip1 (37–59) Cdk–cyclin 16, 106
Prestructured motif PreSMo Secondary structure motif, similar to the
bound state
p53 TAD (18–26) Mdm2 17, 107
Molecular recognition element a-MoRE Folds into an a-helix upon binding 4EBP1 (51–64) eIF4E 18, 108
Molecular recognition
feature
MoRF Folds into a given secondary structure element
upon binding
Med8 (193–210) Med18/Med20 19, 109
Primary contact site PCS Exposed site, which makes the first contacts
with the partner
Calpastatin (135–146) Calpain 20, 110
Linear motif LM Short, low complexity motif, which is
responsible for specificity
Tau (547–553) SH3 domain 21, 23
Anchor binding site — Folds upon binding WASP (232–308) Cdc42 22, 111
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region induces the degradation of p27Kip1 and causes the
progression of the cell cycle.39 Hence the regulation by p27
is linked to two competitive mechanisms: (i) between Y88 and
T187 to bind the active site of Cdk2, and (ii) between Cdk2/
cyclin and SCF/Skp2 to bind T187. The latter is controlled by
phosphorylation. Thus fuzziness in p27Kip1 underlies two
opposite activities of the same protein.
Hox transcription factors control animal development
through region specific differentiation. DNA recognition is
carried out by the structured homeodomain (HD), which has
high affinity, yet little selectivity in vivo.40,41 In the transcription
factor Ultrabithorax (Ubx) multiple ID regions control DNA
interactions (Fig. 1C). The inhibitory I1 and I2 regions reduce
affinity of Ubx by 2-fold, and by 40-fold, respectively,40
whereas the R region improves binding in a length-dependent
manner. pH-dependence of DNA binding indicates that I1
directly contacts ionizable residues of the HD binding
interface and thus competes with DNA. I2 also acts via
competitive mechanisms. On the one hand, I2 sterically blocks
DNA contact sites of HD and on the other hand it competes
with R for the same transient interactions.41 Such competitive
interplay between I2 and R fine-tunes DNA binding affinity.
Tethering
In contrast to competing with residues involved in binding
interfaces, ID regions can also improve binding affinity by
enhancing cooperativity between globular binding domains.
The complex of nonsense mediated decay factors UPF1 and
UPF2 initiates mRNA degradation. UPF1 and UPF2 interact
in a bipartite manner. The C terminal ID region of UPF2
adopts two regular secondary structures upon binding, which
are connected by a linker without a rendered structure (poor
electron density).42 This conforms to a clamp-like fuzzy model
(Fig. 1B). The isolated a-helical segment of UPF2 has weaker
affinity than the b-hairpin region, the cooperativity between
the two segments, however, improves binding by 80-fold.42
Tethering by the linker region is not only beneficial for affinity,
but also contributes to organization of the complex on a larger
scale (Fig. 2D).43
The human replication protein A (RPA) is a single-stranded
DNA binding protein, which participates in various DNA
metabolic pathways including nucleotide excision repair and
combinatorial repair.44 The 70 kDa subunit of human RPA
(hRPA70) uses multiple domains for DNA interactions, which
differ considerably in affinity. The weak and high affinity DNA
binding domains (DBDs) are connected by a 78 amino acid
long intrinsically unstructured linker domain (IULD).45 When
RPA interacts with DNA, the first contacts are established
with the high-affinity DNA binding domains. The weak
affinity domain (DBD F) is anchored to DNA via the
disordered IULD. This increases the local concentration of
DBD F near the DNA and thus improves binding affinity. In
accord, diminishing transient contacts of the IULD with DNA
by mutations results in a 3-fold reduction in binding.46
Regulatory pathways enabled by fuzziness
Why fuzziness is beneficial for protein complexes? Dynamic/
disordered regions impart versatility on the complex.
This versatility stems from short functional motifs, which
are embedded in conformationally heterogeneous regions in
the bound state. All these short functional sites (i) modulate
the number or type of partners in the complex, (ii) enable
ultra-sensitive regulation of the complex or (iii) serve as a basis
of specialization (e.g. tissue, context etc.) viamediating further
interactions, post-translational modifications or alternative
splicing (Fig. 3). These activities are not independent;
post-translational modifications for example can also result
in alternative interaction patterns.39,47
Alternative or simultaneous protein–protein interactions
Due to the plasticity of the ID region, the same motif can
adapt to different partners or alternative patterns of the
recognition motifs can mediate interactions with different
Fig. 3 Three basic regulatory schemes enabled by fuzziness.
(A) Alternative interaction patterns: simultaneous interactions with
multiple partners (upper) or alternative contacts with different partners
(lower). (B) Regulation by post-translational modifications, which fine-
tune the affinity of the complex (upper) or work as an on/off switch
(lower) (covalent attachments are shown by purple circles). (C) Alternative
splicing, which changes the length of the fuzzy region. The long
isoform directly contributes to binding (upper), whereas the short
isoform modulates the conformational equilibrium of the binding region
(lower).
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partners (Fig. 3A). The myelin basic protein (MBP) is part of
the mammalian central nervous system that plays a role in
maintaining the stability and integrity of the myelin sheath.
Myelin signaling is achieved via direct interactions with a
variety of molecules, such as calmodulin, actin and tubulin.
The proline-rich segment of the membrane bound MBP
interacts with diverse SH3 domain-containing ligands
(e.g. Yes1, PSD95, cortactin, PexD, Abl, Fyn, c-Src, Itk).48
The SH3 domains are typical components of intracellular
signaling proteins, including nonreceptor tyrosine kinases, out
of which Fyn also influences MBP expression. Besides the direct
contacts with the proline residues, formation of all these complexes
is facilitated by long-range electrostatic interactions between the
ID regions of MBP outside the binding context.49 These
interactions in combination with post-translational modifications
and alternative splicing contribute to multifunctionality of MBP,
and enable to integrate diverse signals from a variety of
signaling pathways.50
The human positive cofactor 4 (PC4) is a DNA-binding
protein that is involved in transcriptional regulation by
recruiting general transcription factors to the preinitiation
complex. The activity of PC4 is strongly influenced by two
ID segments: a serine- and acidic rich (SEAC) and a lysine-rich
region, both located at the N-terminal domain (NTD).51
Although the NTD itself does not have a measurable affinity
for DNA, it decreases the binding affinity of the C-terminal
region of PC4 for ssDNA and reduces DNA unwinding activity
of PC4.52 This is due to transient intra-molecular interactions
between the NTD and the structured C-terminal domain
(CTD), which compete with DNA binding. Phosphorylation
of the lysine-rich region of the NTD strengthens these
interactions, hence reduces binding affinity.53 PC4 also interacts
with various trans-activator domains, for example, that of the
herpes simplex virion protein 16 (VP16). Contacts with VP16
are also mediated by the disordered NTD, mostly via electro-
static attraction.52 The opposite effects of the NTD on the
activator and DNA binding of PC4 indicate an overlap with
the transient intra-molecular contacts of this region with CTD.
Thus binding of an external partner interferes with the
regulatory potential of this ID region.
Post-translational modifications, ultra-sensitivity
The activities of almost all fuzzy complexes (Table 1) are
modulated by post-translational modifications.54 These covalent
attachments, and phosphorylation in particular, can either play
a role of an on/off switch between two states55 or gradually
modulate affinity of the complex (Fig. 3B). In the first case
phosphorylation beyond a given limit triggers the binding or the
dissociation of a partner. Alternatively, multiple phosphorylation
can serve as an ‘incremental rheostat’, by graded enhancement of
binding via electrostatic interactions.36,56 Alternative post-
translational modification patterns could serve as a ‘‘barcode’’
for different partners. This carries epigenetic information in
the case of the N-terminal tail of H4 core histone protein.57,58
Facilitates chromatin transcription (FACT) is involved in
RNAP II-mediated transcription by displacing histone
H2A–H2B dimers from nucleosomes. FACT interacts with
DNA via a structured high-mobility group (HMG) domain,
which is flanked by two charged ID regions of opposite
character.59 The acidic ID region competes with DNA via
intra-molecular interactions with both the HMG domain and
the basic ID segment. Multiple phosphorylation of the acidic
ID segment increases its negative charge and thus strengthens
the interactions with the basic regions.60 This masks the
nucleotide-binding elements, and results in inhibition of
DNA binding. Phosphorylation, however, does not induce
folding of the ID regions.
The complex of the cyclin-dependent kinase (CDK) inhibitor
Sic1 and the SCF ubiquitin ligase subunit Cdc4 is formed in a
phosphorylation dependent manner. Sic1 is a multivalent ligand
comprising 9 phosphorylation sites, which target only a single
binding site on Cdc4. Nevertheless, multiple phosphorylation
(at least 6) is required for binding and subsequent degradation of
Sic1.55 Phosphorylation causes only transient, local ordering
around the binding motifs, while the whole complex remains
dynamic.61 This enables an interchange between phosphorylation
sites, which are in dynamic equilibrium with each other
(Fig. 1D). The degree of phosphorylation fine-tunes the
strength of interaction in the complex via long-range electro-
static interactions.62 Hence multiple phosphorylation ensue
ultra-sensitivity of the Sic1–Cdc4 binding and ultimately, the
cell cycle.
Alternative splicing, specialization
Protein activity can vary in a context-dependent manner. The
same protein encounters different binding partners in different
environments (cell, tissue) or the binding affinity of the same
complex can depend on the milieu. Alternative splicing
provides an elegant solution to these problems by altering
the length of the ID regions and the embedded binding/
post-translational modification sites in different isoforms63
(Fig. 3C).
In MeCP2, the disordered NTD modulates the binding
affinity for methylated CpG sequences (see above). Alternative
translation start sites in murine MeCP2 increase the length of
the NTD and thus perturb transient interactions with the
structured MBD, which is responsible for methylated CpG
recognition. Hence, the different isoforms lead to different
gene expression patterns in mouse brain.64
Different splicing isoforms of the transcription factor Ubx
are produced in a stage- and tissue-specific manner. Ubx
contains three microexons. These are located next to the
YPWM motif of the I1 inhibitory ID region, which mediates
communication of the Extradenticle (Exd) cofactor65
(Fig. 1C). This interaction with Exd relieves the repression
of DNA binding by I1.41 Removal of the microexons (alone or
in combination) affects Ubx DNA affinity and selectivity41 both
in vitro and in vivo.66,67 Based on these complex expression
patterns, Ubx DNA binding affinity varies over a wide range
depending on the cellular context.
Dynamic allostery in fuzzy complexes
Intrinsically disordered regions in the above listed regulatory
pathways establish only transient contacts with the partner,
thus could be considered as allosteric regulators. In the classical
models of allostery, however, the dynamic equilibrium amongst
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these structures is shifted by selecting a conformer from the
ensemble, which is engaged in interactions with a partner.25,68
Alternatively, the final, bound conformation is resulted by
‘induced fit’ on the effect of the partner.69 Protein dynamics in
general has been considered as an important component in
mediating signals.5,70 In dynamic allostery, the dynamic
properties of the binding interface are modulated,32,71 by a
flexible, but structured regulatory site. In contrast, the regulatory
sites in fuzzy complexes preserve their conformational hetero-
geneity in the bound state54 (Fig. 3). This presents a novel case
of allostery, which is associated with structural disorder of
proteins.
Here I propose to consider the disordered regulatory sites as
an extension of the dynamic allostery. The new model
describes the protein by a conformational ensemble in both
the unbound and bound states (Fig. 4). Transitions between
these populations are induced by the incoming signals and can
be realized via multiple pathways. Structural plasticity of the
bound state implies that disordered/dynamic segments can be
subjected to further modifications, which in turn modifies the
energy landscape of the whole protein. In other words,
inter-molecular interactions or post-translational modifications
involving the disordered regions work as a dynamic relay,
affecting population or flexibility of different conformers at
the binding interface.
Conclusions and perspectives
The idea that protein complexes contain a significant amount
of operative disorder is in sharp contrast with the classical view
of one sequence- one structure- one protein function. The
connection between conformational diversity and functional
promiscuity has already been recognized.72–74 According to
the ‘new view’,75 the existence of a single protein in multiple,
instead of a single conformation underlies various activities.
Hence, preserving the conformational heterogeneity in complex
form provides an additional layer for regulation, as further
interactions, post-translational modifications and alternative
splicing of these ID segments can modulate the conformational
ensemble of the complex.
The emerging one sequence- multiple structures- multiple
functions model has two important implications. (i) It emphasizes
that weak, transient interactions outside the binding context can
be critical in determining specificity/affinity of the final
complex. These interactions, however, cannot be deduced
from the final, static structure of the complex. Hence for
experimental techniques to be suitable to analyze dynamic
segments and transient interactions should be applied.59,76–80
Even if high-resolution structural studies are not feasible,
low-resolution techniques and/or biochemical approaches may
provide valuable information. Alternatively, the activity of
biochemically-manipulated sequences (targeted mutagenesis
and/or deletion constructs) could be investigated, including
dynamic regions that establish transient interactions with the
binding interface. (ii) Fuzzy complexes open new approaches
to modulate signaling pathways. Small molecule inhibitors, for
example, can specifically bind to ID regions in complexes. The
dimerization of Max transcription factor with c-Myc oncogene
can be inhibited, for example, by small organic compounds.81
Due to the lack of dimerization, c-Myc also fails to inhibit
DNA binding and elicit transcriptional response. This suggests
that fuzzy segments can be of potential pharmaceutical interest,
and they can be targeted specifically without perturbing the
structured part of the protein.
Based on the high propensity of ID regions in eukaryotic
organisms,82,83 fuzzy complexes are also likely to be abundant.
Fuzziness imparts versatility and dynamism on protein interaction
networks, which is exploited in regulatory pathways. Hence the
experimental and computational analysis of fuzzy complexes can
significantly contribute to our understanding of cellular processes
at the molecular level and can provide new opportunities to
interfere with pathological mechanisms.
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Fig. 4 Allosteric regulation of fuzzy complexes. The complex is described by a conformational ensemble in all states. The conformational
ensemble is represented by a free energy diagram as a function of a collective coordinate. Different interactions established by the disordered
regions modulate the population and flexibility of the different conformers and thereby their contacts with further partners. Perturbation of the
conformational ensemble is shown in colors corresponding to the respective disordered region (by cyan, yellow and red). In the complex of p27Kip1
(magenta) with Cdk2/cyclin (shown by dark and light grey; PDB code: 1jsu), for example, the C-terminal tail of p27 remains disordered (first
panel). The region around Y88 (cyan), which interacts with the active site of Cdk2, is also flexible and can be ejected from the Cdk2 surface (second
panel). This allows the disordered C-terminal tail to flip back (yellow conformers) and get phosphorylated by Cdk2 (third panel). Phosphorylation
of T187 of the C-terminal tail (phosphate is shown by red) triggers interactions with SCF/Skp2 ubiquitin ligase (gray, fragment from PDB code:
2ast) (fourth panel).
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SUMMARY
Alternative inclusion of exons increases the func-
tional diversity of proteins. Among alternatively
spliced exons, tissue-specific exons play a critical
role in maintaining tissue identity. This raises the
questionof how tissue-specificprotein-codingexons
influence protein function. Here we investigate the
structural, functional, interaction, and evolutionary
properties of constitutive, tissue-specific, and other
alternative exons in human. We find that tissue-
specific protein segments often contain disordered
regions, are enriched in posttranslational modifica-
tion sites, and frequently embed conserved binding
motifs. Furthermore, genes containing tissue-spe-
cific exons tend to occupy central positions in inter-
action networks and display distinct interaction part-
ners in the respective tissues, and are enriched in
signaling, development, and disease genes. Based
on these findings, we propose that tissue-specific
inclusion of disordered segments that contain
binding motifs rewires interaction networks and
signaling pathways. In this way, tissue-specific
splicing may contribute to functional versatility of
proteins and increases the diversity of interaction
networks across tissues.
INTRODUCTION
Together with gene duplication and recombination, alternative
splicing plays a major role in increasing proteome diversity and
organismal complexity (Keren et al., 2010; Nilsen and Graveley,
2010; Romero et al., 2006; Wang et al., 2008). In fact, current
estimates suggest that nearly 90% of human genes are alterna-
tively spliced (Wang et al., 2008). While some of the transcript
isoforms are likely to be degraded by nonsense-mediated decay
(Lewis et al., 2003), splicing often leads to the generation of alter-
native protein isoforms of the same gene (Stamm et al., 2005;
Tran et al., 2011; Tress et al., 2008). Thus, on the protein level,
entire segments can be inserted or deleted through the alterna-
tive splicing of protein-coding exons (Hegyi et al., 2011; Pentony
and Jones, 2010; Romero et al., 2006; Yura et al., 2006). As
a result, it is expected that distinct protein isoforms will often
exhibit different functional characteristics (Modrek and Lee,
2002; Nilsen and Graveley, 2010; Resch et al., 2004; Stamm
et al., 2005). Indeed, previous studies have offered insights into
the importance of alternative splicing by investigating functional
differences between isoforms from different organisms (Modrek
and Lee, 2002; Nilsen and Graveley, 2010; Resch et al., 2004).
Alternative exons for which inclusion levels differ across
tissues are referred to as tissue-specific (TS) exons. Studies
using microarray data of mouse tissues have shown that, unlike
most alternatively spliced exons, the lengths of TS exons are
more often in multiples of three nucleotides (Xing and Lee,
2005b). Since differential inclusion of these exons is less likely
to interrupt the frame of translation, this suggests that such
exons will often have an impact at the protein level. Moreover,
it is known that many TS exons play crucial roles in attaining
cell identity (Kalsotra and Cooper, 2011; Witten and Ule, 2011).
For instance, tissue-specific splicing plays an important role in
brain and heart development (Kalsotra and Cooper, 2011), and
it has been recently shown that cell-type-specific isoforms of
key regulatory proteins can drive cellular differentiation (Gabut
et al., 2011; Ungewitter and Scrable, 2010).
While individual studies have highlighted the importance of TS
exons, genome-scale molecular principles by which such exons
influence protein function remain to be elucidated. Toward this
goal, we performed a large-scale computational analysis of
constitutive, tissue-specific, and other alternative exons and
their corresponding protein segments in humans (Figure 1).
Our integrated analysis revealed that TS exons tend to encode
protein segments that lack a well-defined structure more often
than other alternative and constitutively spliced exons. Protein
segments that do not adopt a well-defined three-dimensional
structure are generally termed as intrinsically disordered, or
unstructured regions (Dyson and Wright, 2005). In contrast,
constitutive exons tend to more often map to protein domains.
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An analysis of the publicly available data revealed that tissue-
specific protein segments are enriched to contain posttransla-
tional modification (PTM) sites and evolutionarily conserved
binding motifs. Finally, through the investigation of tissue-
specific expression and protein interaction data, we observed
that genes with TS exons tend to (1) occupy central positions
(hubs) in interaction networks and (2) have interaction partners
that are distinct in these tissues. Thus, we propose that by alter-
native inclusion of disordered segments, which contain binding
motifs, tissue-specific splicing can rewire molecular interaction
networks. Based on the observed characteristics of such
segments, we delineate genome-scale molecular principles by
which these segments can influence protein function and their
interaction networks.
RESULTS
To compose a set of TS exons, we used a list of the reported
cassette exons whose inclusion levels significantly differed
between at least two tissue types or cell lines (Wang et al.,
2008). By definition, cassette exons are either entirely included
or excluded from the mature transcripts (see Figure S1A avail-
able online). We mapped Cassette exons to the known and
predicted protein-coding exons in the Ensembl Database. This
resulted in 1,426 protein-coding ‘‘TS Cassette exons,’’ for which
inclusion levels were assessed in ten human tissues and five cell
lines.We compared TSCassette exons to protein-coding consti-
tutive exons (137,046 ‘‘Constitutive exons’’) and to all other
protein-coding cassette exons, i.e., exons found to be alterna-
tively spliced in mature transcripts from the Ensembl Database,
but nonoverlapping with the set of TS Cassette exons (13,755
‘‘Other Cassette exons’’); see Figure 1 and the Experimental
Procedures.
Very Small Number of Tissue-Specific Exons Code
for Complete Protein Domains
Assignment of Pfam domains to sequences showed that protein
domains less frequently map to TS Cassette and Other Cassette
exons than to Constitutive exons (p < 2.23 1016, chi-square). In
other words, Constitutive exons more often mapped to Pfam
protein domains (Figure 2A). However, when a TS Cassette
exon mapped to a protein domain, it was more common that
the segment mapped to a whole domain compared to Other
Cassette or Constitutive exons (5%; 72/1,426 exons; Table
S1A). A handful of protein domains were enriched in TS exons
(p < 102, Fisher’s exact test; Table S1B). These domains have
a role in binding linear peptide motifs on other protein partners
(e.g., SH3 domain), PTMs on protein partners (e.g., ubiquitin
interaction motif), nucleic acids (e.g., basic helix-loop-helix
domain), or small molecule ligands or ions (e.g., calcium-binding
EGF domain). Domains associated with TS exons also have
a role in regulation and in mediating interactions with other
protein partners (e.g., SCAN domain with a role in transcription
regulation; Table S1A). This indicates that TS exons encoding
complete domains may have a role in influencing different types
of protein interactions. However, the low propensity of protein
domains to be included in TS Cassette exons (72 of 1,426 exons)




































Figure 1. Classification of Exons and Characterization of the Protein Segments
(A) Cassette exons that are tissue-specifically spliced are in red, and alternatively spliced cassette exons not present in the set of tissue-specific exons are in dark
gray. Constitutive exons are in light gray.
(B) Shown are types of data and computational approaches used to characterize the exons. See also Figure S1.
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do not have a well-defined tertiary structure and that their
primary mechanism of function is not via structured regions.
Tissue-Specific Protein Segments Frequently Contain
Disordered Regions
Prediction of disordered regions using the IUPred program re-
vealed that alternatively spliced exons were more frequently
associated with disordered regions than were constitutive
exons: 31% (442/1,426) and 22% (2,970/13,755) of segments
encoded by TS and Other Cassette exons, respectively, had
more than half of their residues in intrinsically disordered regions,
compared to 16% (21,400/137,046) of the Constitutive exons
(Figure 2B; see figure for p values). Protein segments encoded
by TS Cassette exons had the highest proportion of disordered
regions. While this trend is seen in all individual tissues, some
tissues (e.g., brain) more often contained disordered regions in
TS segments than others (e.g., Colon; Table S1D). These obser-
vations were robust to changes in cutoff values used to define
intrinsically disordered regions (Figure S1B) and the disorder
prediction method employed. We further examined whether
protein disorder is a specific feature of the segments encoded
by TS exons, or whether it is a general feature of full-length
proteins that contain these segments. A comparison of the frac-
tion of exons that encode disordered segments revealed that
disorder is more frequently associated with alternatively spliced
TS exons (31%; 442/1,426) compared to the non-TS exons
(21%; 3,543/16,850) from the same genes (p < 2.2 3 1016,
chi-square). Therefore, the observed high fraction of disorder is
not solely a generic property of the proteins encoded by genes
with such exons but tends to be specific to TS Cassette exons.
Tissue-Specific Protein Segments Are Enriched
in Predicted Binding Motifs
In order to assess whether TS Cassette exons are enriched in
binding motifs that can be recognized by other proteins, we
investigated if they encoded peptide interaction motifs that
could be bound by globular domains (Davey et al., 2012; Van



















































































































































































p<2.2x10-16 p<5.1x10-7 p<2.2x10-16 p<4.1x10-8
p<1.7x10-6p<2.2x10-16p<2.2x10-16p<2.2x10-16
Figure 2. Tissue-Specific Segments Are Enriched in Disordered Binding Motifs and Are Conserved
Percentages of protein segments encoded by the three different sets of exons that contain (A) Pfam domains, (B) disordered regions, (C) ANCHOR-binding
motifs, and (D) PTM sites. Significance was assessed by chi-square test, and p values are indicated in each panel. Box plot of the distribution of conservation
(percent amino acid identity) for the (E) disordered region, (F) binding motifs, and (G) binding motifs versus other regions for the three different sets of exons.
Statistical significance was assessed using Mann-Whitney test. The median value within each set is shown with a thick black line. Boxes enclose values between
the first and third quartile. Interquartile range (IQR) is calculated by subtracting the first quartile from the third quartile. All values that lie more than 1.53 IQR lower
than the first quartile or 1.53 higher than the third quartile are considered to be outliers and were removed from the graphs to improve visualization. The smallest
and highest values that are not outliers are connected with the dashed line. The notches correspond to 95% confidence interval for the median. See also
Figure S2 and Table S1.
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regions that undergo disorder-to-order transition upon binding,
we observed that the fraction of segments that overlapped a
predicted binding motif was significantly higher for segments
encoded by TS Cassette exons than for Other Cassette or
Constitutive exons (Figure 2C; see figure for p values): 44%
(634/1,426) compared to 30% (or 4,180/13,755) and 26% (or
35,185/137,046), respectively. These observations were inde-
pendent of differences in exon lengths among the different
exon categories (Table S1E). Among TS segments with a long
intrinsically disordered region (349 segments; defined as
stretches of at least 30 amino acids assigned as ‘‘disordered’’
with a maximum of three ‘‘ordered’’ amino acids), 89% con-
tained a predicted binding motif. In a majority of the cases, there
were two or more binding motifs per intrinsically disordered
region. Taken together, these results suggest that TS segments
frequently contain disordered regions that embed peptide motifs
and are likely to be involved in mediating interactions.
Tissue-Specific Protein Segments Are Enriched
in PTM Sites
We obtained PTM annotations from the UniProt/Swiss-Prot
Database and considered only exons for which representative
isoforms had an exact match in the Swiss-Prot Database. The
majority (94%) of PTM sites encoded by TS exons correspond
to phosphorylation sites, and a majority (74%) were present in
disordered regions. We observed that TS Cassette exons en-
coded PTM sites significantly more often than did other exons
(Figure 2D; see figure for p values). The fraction of segments
with at least one PTM site was significantly higher for the TS
exons (13% or 119/917) compared to Other Cassette exons
(7% or 477/6,746) or Constitutive exons (8% or 6,795/86,198).
The reported observations were not biased by the size of exon
data sets or by the distribution of exon lengths in different data
sets (Table S1E). In a further attempt to eliminate annotation
bias toward the phosphorylation sites, we analyzed phosphory-
lation sites identified in a single unbiased large-scale experiment
(Gnad et al., 2007) and found the results to be in agreement with
the above observations (Table S1F). These results show that
segments encoded by TS Cassette exons are significantly en-
riched in PTM sites.
Tissue-Specific Exons Are Conserved at the DNA
and Protein Levels
To analyze the evolution of TS exons, we first investigated
genomic alignments of human and mouse orthologs and found
that DNA sequences corresponding to human TS exons were
significantly more conserved than the other exon categories (Fig-
ure S2A). At the protein level, TS segments were highly
conserved in general, but the overall level of conservation was
comparable to the other exon types (Figure S2B). For all exons,
the ratio of nonsynonymous (Ka) to synonymous (Ks) substitution
rate was much lower than 1, suggesting overall purifying selec-
tion. However, the Ka/Ks ratio was significantly higher for TS
exons compared to the other exon types (Figure S2C). A
comparison of the Ka and Ks values revealed that this was not
due to increased Ka, but due to a significantly smaller Ks (Figures
S2D and S2E). In other words, this pattern emerges from selec-
tion against mutations in synonymous sites rather than neutral
evolution or a weak positive selection in TS exons. This finding
is consistent with previous observations on alternatively spliced
exons and is a signature of purifying selection for functional
elements at the nucleic acid level (Xing and Lee, 2005a,
2006b). Such functional elements may be splicing enhancer or
exclusion elements, specific RNA secondary structures, or sites
for RNA binding proteins that may impact on mRNA function,
localization, or stability (Chamary et al., 2006; Xing and Lee,
2006a).
Disordered Regions and Binding Motifs in Tissue-
Specific Segments Are Conserved at the Protein Level
To analyze the importance of protein functional elements, we
investigated evolutionary patterns in the different exon types.
The regions encoding disordered segments and predicted
binding motifs were both more conserved for the TS exons
compared to the other exon types at the DNA level (Figures
S2F and S2G). At the protein level, both disordered regions
and binding motifs in TS exons were more conserved than those
in Other Cassette exons (Figures 2E and 2F). Furthermore, within
a TS segment, amino acids in binding motifs were more con-
served than the rest of the segment (Figure 2G). These observa-
tions suggest selection for functional elements both at the DNA
and the protein level within disordered regions of TS exons.
Further investigation of mutation patterns in regions that map
to predicted binding motifs and the other parts of the exon re-
vealed that mutations in synonymous positions appear to be
tolerated in regions that map to predicted binding motifs despite
their higher evolutionary conservation at the protein level
(Figures S2H–S2J). This suggests that the predicted binding
motifs at the protein level are indeed under purifying selection.
It should be stressed that since neither disorder prediction nor
binding site prediction methods take into account evolutionary
information, the observed higher conservation of these regions
at the protein level likely indicates their functional importance.
Genes with Tissue-Specific Exons Tend to Occupy
Central Positions in Protein Interaction Networks
We investigated the significance of genes with TS Cassette
exons (TSE genes) by mapping them onto the protein interaction
network. Using the integrated human protein-protein interaction
(PPI) network (Bossi and Lehner, 2009), we found that the TSE
genes have on average more interaction partners than genes
that do not contain TS Cassette exons (non-TSE genes) (p <
1.43 3 105, Mann-Whitney). Further, a subset of TSE genes
that contain predicted disordered binding motifs tend to have
more interaction partners than the other TSE genes (Figure 3A).
This is consistent with our observation that genes with TS
Cassette exons are enriched for roles in interaction and binding
(Table S2). The importance of a protein in a PPI network can also
be quantified by computing its centrality in the network. Using
several metrics such as betweenness, closeness, page rank,
and Kleinberg’s hub score (Supplemental Experimental Proce-
dures), we found that genes containing TS exons (particularly
the subsetwith predicted bindingmotif) have on average a higher
centrality than the non-TSE genes in the PPI network (Fig-
ure S3A). This suggests that perturbing their function might
impact a larger number of proteins and that the inclusion or
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Figure 3. Genes with Tissue-Specific Exons Play an Important Role in Protein Interaction Networks
(A) Distribution of the number of interaction partners for genes with a TS exon (TSE genes; with and without predicted binding motif) and for all other genes (non-
TSE genes). See Figure 2 legend for the description of a box plot.
(B) Average number of interaction partners for the TSE (red circles) and non-TSE (gray circles) genes in different tissues. The average and median number of
interactions for TSE genes was greater than for non-TSE genes in each of the tissues (p < 5 3 102; Mann-Whitney), except for liver and testis interstitial cells.
(C) Principle of the Jaccard similarity index. The score for a gene varies between 0 and 1, where 0 indicates that no interactions aremaintained and 1 indicates that
all interactions are maintained between a pair of tissues. Hence, the smaller the number is, the more tissue specific are its interactions.
(D) Distribution of Jaccard similarity indices for TSE and non-TSE genes in the tissues included in this study. Gray horizontal line in all box plots indicates median
value for the non-TSE genes. Statistical significance was assessed using Mann-Whitney test. See also Figure S3 and Table S2.
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exclusion of exons in a tissue-specific manner has the potential
to rewire interactions in the protein interaction network.
Genes with Tissue-Specific Exons Tend to Have Distinct
Interaction Partners in the Respective Tissue
By investigating the set of human tissue-specific protein interac-
tion networks in the individual tissues included in the analysis
(Bossi and Lehner, 2009), we observed that the TSE genes again
had on average more interaction partners than non-TSE genes
(Figure 3B). We then investigated how PPIs are maintained in
pairs of tissues, in which a TS Cassette exon is either included
or excluded (Supplemental Experimental Procedures). For this,
we calculated the Jaccard similarity index, i.e., the proportion
of interactions that are maintained in a pair of tissues out of all
possible interactions seen in both tissues (Figure 3C). Jaccard
similarity index ranges from 0 to 1, where 0 indicates that no
interaction is maintained and 1 indicates that all interactions
are maintained in the two tissues. We found that the mean
Jaccard similarity index is significantly lower for TSE genes
compared to the non-TSE genes in the investigated tissues.
This suggests the presence of a significantly higher fraction of
tissue-specific protein interactions for TSE genes, compared to
non-TSE genes that are expressed in the same pairs of tissue
(Figure 3D, left; and Figure S3B). Further, the subset of TSE
genes that contain a predicted disordered binding motif tend
to have even lower average Jaccard similarity index, suggesting
a significantly higher fraction of tissue-specific protein interac-
tions mediated by these genes (Figure 3D, right). These observa-
tions support the idea that differential inclusion of such segments
can mediate distinct protein interactions in these tissues. A
Monte Carlo simulation confirmed that the reported observa-
tions are unlikely to be observed by chance (Figure S3C). In addi-
tion, a systematic analysis of the variability in interaction partners
across the different tissues by using a measure of information
entropy revealed that TSE genes (particularly those with pre-
dicted binding motif) had significantly more distinct interaction
partners compared to the non-TSE genes (Figure S3D and
Supplemental Experimental Procedures). Whether this pattern
emerges due to the alternative inclusion of a TS cassette exon
or due to the distinct expression profile of interaction partners
(or both) may be addressable in the future.
Genes with Tissue-Specific Exons Are Enriched
in Developmental and Disease Genes
The high connectivity of the genes with TS exons in the protein
interaction network suggests that mutating them is likely to
manifest in a disease primarily because such genes are likely
to be pleiotropic. To investigate this, we used (1) experimentally
annotated phenotype data for mouse genes with human ortho-
logs and (2) information about cancer-related human genes.
This showed that genes whose human orthologs have tissue-
specific isoforms (p < 1.2 3 108, chi-square) are enriched in
genes that cause embryonic lethality in mice when deleted
(Mouse Genome Database). Additionally, genes that have been
causally implicated in cancer (Cancer Gene Census Database)
and genes found to be somatically mutated in different cancer
types (COSMIC Database) were both enriched to encode TS
exons (p < 6.2 3 102 and p < 3.2 3 106, respectively, chi-
square; Figure S4, Table S5A). These observations suggest
that genes with TS exons are enriched in development and
disease genes.
Genes with Tissue-Specific Exons Are Enriched
in Signaling Pathways
Since developmental and cancer genes are often involved in
signaling pathways, we investigated whether TSE genes are en-
riched in specific functions pertaining to signaling. Using the
DAVID functional annotation server, we observed that genes
with TS exons were enriched in molecular function GO terms
such as protein binding, nucleic acid binding, and kinase activity
(Table S2). Since alternative inclusion of functional protein
segments could be a mechanism for adapting the same gene
to function in different pathways, we investigated whether TSE
genes were also known to be involved in multiple signaling path-
ways. For this, we used data from the SignaLink Database, which
currently contains 60 humanmultipathway genes. We found that
seven genes with TS Cassette exons were part of two or more
curated signaling pathways. Although this appears to be a small
number, TSE genes are nevertheless enriched in multipathway
genes (p < 3 3 102, Fisher’s exact test). These genes belong
to evolutionarily conserved and developmentally important path-
ways such as the EGF/MAPK, Hedgehog, WNT/wingless,
TGF-b, and JAK/STAT pathways (Table 1). These results indicate
that genes encoding TS Cassette exons are enriched to occur in
signaling pathways.
Literature Evidence Supports the Role
of Tissue-Specific Protein Segments in Mediating
Molecular Interactions
Collectively, these results suggest that TS splicing can affect
molecular interactions. To find further experimental support for
this hypothesis, we performed an extensive search for instances
where the TS exons overlapped with experimentally verified
binding motifs using the STRING, UniProtKB/Swiss-Prot, and
ELM databases and literature data. We identified 35 regions
where the functional importance of the TS segment is enabled
by either inter- or intramolecular interactions (Table 2, Figures
S3A and S6). In all these cases, an independent experiment in
the literature has corroborated the role of the interacting resi-
dues, thus relating the presence of a TS segment with the
protein’s ability to recognize its interaction partners. Consistent
with our observations, the function, in most cases, involves
modulation of different signaling pathways.
Furthermore, an investigation of the available structural data in
the Protein Interfaces, Surfaces, and Assemblies (PISA) Data-
base identified 138 TS segments that had at least one amino
acid involved in forming an interaction interface with other
proteins, DNA, or RNA in the complex (Table S3B; 60 TS
segments map to likely biologically relevant interface, including
homo-oligomers). An example includes the PIP5K1C kinase,
which shows a significant difference in inclusion levels of a
disordered TS segment between cerebellum and lymph node
(Figure 4A). The interaction with the Adaptor protein 2 (AP2),
which is crucial for vesicle formation, is mediated by a peptide
motif within the disordered segment (Figure 4B). This binding
motif is, however, tissue-specifically excluded in the isoform
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expressed in the lymph node, and this likely abolishes the inter-
action between the two proteins.
Finally, we also identified several instances where a PTM site
was included within a region encoded by TS exon. An example
includes the PACSIN2 gene, which is involved in vesicle forma-
tion and transport. This gene can be phosphorylated by protein
kinase C, thereby regulating its interactions with other proteins.
All four annotated phosphorylation sites map within a TS exon
that is skipped in cerebellum but included in the breast tissue.
This suggests that alternative inclusion is likely to abolish certain
interactions of PACSIN2 in the cerebellum by preventing the
regulation through protein kinase C (Figure 4C). Another 23 TS
segments with experimentally validated phosphorylation sites
are provided in Table S3C. Thus, supporting the predicted
trends, there are several annotated and experimentally validated
examples, which illustrate how splicing of TS segment can
impact protein interactions, PTM, and function.
DISCUSSION
While some studies have shown that alternative splicing has a
general tendency to avoid protein domains and includedisordered
regions (Hegyi et al., 2011; Kriventseva et al., 2003; Pentony and
Jones, 2010; Romero et al., 2006), other studies have shown that
a vast majority of alternatively spliced isoforms could potentially
cause significant alterations in regions of the protein structural
core (Tress et al., 2007; Yura et al., 2006). Our integrated analysis,
whichcomparesconstitutive, tissue-specific, andother alternative
exons, shows that (1) tissue-specifically spliced exons are signifi-
cantly enriched to encode disordered regions that embed
protein-binding motifs, (2) constitutive exons more often map to
protein domains than other exons, and (3) other alternative
cassette exons show a trend that is in between the two.
Previous studies investigating the conservation of DNA
sequences reported that alternatively spliced exons evolve
faster than constitutive exons (Chen et al., 2012; Modrek and
Lee, 2003). A study on a smaller set of TS exons obtained using
splicing microarrays in mouse, however, showed that these
exons were highly conserved at the DNA sequence level (Xing
and Lee, 2005b). Consistent with this, we note that human TS
exons display higher conservation and decreasedmutation rates
in synonymous sites. The latter suggests selection for functional
elements at the level of nucleic acids that may additionally
constrain protein sequence evolution. Such nucleotide
sequence elements in TS exons can influence mRNA splicing,
localization, or stability (Chamary et al., 2006; Parmley et al.,
2006; Witten and Ule, 2011; Xing and Lee, 2005a, 2006a).
Given that tissue-specific protein segments are enriched in
disordered regions, they are expected to evolve rapidly due to
the absence of structural constraints (Bellay et al., 2011; Brown
et al., 2011; Romero et al., 2006). In contrast, we find that disor-
dered regions encoded by TS exons are more conserved than
those encoded by other alternative exons. We also observe
that the amino acids within predicted peptide-binding motifs in
tissue-specific segments were more conserved compared to
other amino acids in the same segment. Moreover, regions
mapping to predicted binding motifs appear to tolerate synony-
mousmutations to a certain degree, despite higher conservation
at the protein level. This suggests that in addition to the above-
mentioned nucleotide sequence elements that influence mRNA
function, the predicted protein-binding motifs embedded in
disordered regions appear to serve as additional constraints
on the evolution of TS exons.
Through an analysis of expression and protein interaction
network data, we observed that genes encoding tissue-specific
protein isoforms tend to (1) have more interaction partners on
average compared to the other genes and (2) occupy central
positions in the protein interaction network. More importantly,
genes that contain TS exons tend to make interactions that are
distinct in different tissues compared to genes that do not
contain TS exons. These observations suggest that tissue-
specific splicing may mediate new interactions in a tissue-
specific manner through the alternative inclusion of disordered
segments that contain binding motifs (Figure 5A). In this way,
tissue-specific splicing could rewire molecular interactions and
change the topology of signaling and regulatory pathways by
modulating the inclusion of bindingmotifs or interaction domains
in a tissue-specific manner.
Table 1. Genes with Tissue-Specific Exons that Participate in More Than One Signaling Pathway
HGNC Gene Name Gene Description from ENSEMBL
Tissues or Cell Lines with Differential
Exon Inclusion Signaling Pathways
PRKACA Protein kinase, cAMP-dependant,
catalytic, alpha
Cerebellum and MB435 EGF/MAPKNC, HedgehogC,
WNT/WinglessC
GSK3B Glycogen synthase kinase 3 beta MCF7 and cerebellum EGF/MAPKC, NC, HedgehogC,
TGF-bC, WNT/WinglessC




DAB2 Disabled homolog 2, mitogen-responsive
phosphoprotein
Breast and colon, cerebellum
and heart
TGF-bNC, WNT/WinglessNC
TGFBR2 Transforming growth factor, beta receptor II Heart and testes EGF/MAPKC, TGF-bC
IRAK1 Interleukin-1 receptor-associated kinase 1 Cerebellum and skeletal muscle EGF/MAPKNC, JAK/STATNC
DAXX Death-domain-associated protein Breast and cerebellum, breast and heart EGF/MAPKNC, TGF-bNC
Multipathway genes were obtained from the SignaLink Database (http://signalink.org/); core and noncore pathway genes are denoted by C and NC,
respectively. See also Figure S4 and Table S5.
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Region) Binding Partners (PMID) Description of Interaction
Intermolecular Interactions
Annexin VII (1–18) ANXA7_HUMAN (5–20) Sorcin (9268363) Annexin VII functions in membrane fusion
events. The N-terminal repeat region of
Annexin VII (residues 1–31) is required
for the calcium-dependent interaction
with the EF-hand protein sorcin.
Axin-1 (1–292) AXIN1_HUMAN (20–29) Tankyrase (22307604) The tumor suppressor Axin-1 regulates the
Wnt/b catenin signaling pathways. Turnover
of Axin-1 is controlled by tankyrase. Axin-1
contains two Tankyrase binding motifs
(residues 18–30 and 60–80). The putative




PF21A_HUMAN (488–535) Histone H3 (17687328) PF21A is a component of the BRAF-HDAC
complex and mediates transcriptional
repression of neuron specific genes in
nonneuronal cells. The putative TS
isoform of PF21A lacks a PHD zinc finger
domain that recognizes unmethylated
lysine 4 of histone H3.
Cdc42-interacting
protein 4 (329–384)
CIP4_HUMAN (293–537) CDC42, TC10 (9210375,
12242347, 19387844)
The F-BAR protein CIP-4 has an important
role in endocytosis. The second coiled-coil
domain of CIP4 (residues 332–425) is




ILK_HUMAN (33–139) LIMS1 [PINCH] (19074270) Integrin-linked kinase has been implicated in
cell adhesion, growth factor, and Wnt/b catenin
signaling pathways. The adaptor protein PINCH
is overexpressed in several types of cancers.
The ankyrin repeats of ILK (residues 2–154)




MASP1_HUMAN (20–278) FCN2, MBL2 (18596036) MASP-1 is a component of the mannan binding
lectin pathway of the complement system. The
putative TS exon of MASP-1 encodes a signal
peptide (1–19) and part of a Cub-1 domain
(20–138). The latter is involved in calcium-
dependent homodimerization of MASP-1 and
in the interaction with Mannan Binding Lectin 2




NUB1_HUMAN (427–474) NEDD8 (12816948) Alternative splicingmodulates the role of Nub-1
as an important negative regulator of the
NEDD8 conjugation system. A longer Nub-1
isoform (Nub1L) possesses a third UBA motif
required for Nedd8 interaction.
Nuclear transcription factor,
X-box binding 1 (9–344)
NFX1_HUMAN (9–26) PABPC1, PABC4
(17267499)
The interaction of the N-terminal PAM2 motif
(9–26) of NFX1 with the cytoplasmic poly(A)
binding proteins PABPC1 and PABC4 is
important for the role of NFX1 in regulation
of telomerase activity (hTERT transcription).
Perixomal biogenesis
factor 19 (24–60)
PEX19_HUMAN (1–56) PEX3 (21102411) The interaction of Pex19 and Pex3 is critical
for peroxisome formation and the
posttranslational targeting of peroxisomal
membrane proteins. Pex3 interacts with
residues 17–32 of Pex19, which are
disordered in the unbound state.
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Collectively, these observations raise the question of the
molecular mechanisms by which tissue-specific segments
influence protein interactions. Based on the observed charac-
teristics of TS segments and the literature examples, we
delineate genome-scale molecular principles by which such
segments can influence protein function and their interaction
networks.
Tissue-Specific Protein Segments Can Confer
Specificity to an Interaction
Several TS protein segments that encode binding regions have
already been implicated in mediating interactions in the literature
(see Table 2 and Tables S3A–S3C). Furthermore, the functional
role of the predicted binding motifs is supported by our observa-







Region) Binding Partners (PMID) Description of Interaction
Phosphatidylinositol-4-
phosphate 5-kinase,
type I, gamma (641–668)
PI51C_HUMAN (641–668) TLN2, AP-2m, AP-2b
(12422219, 19903820)
The predominant brain splice variant of
PtdInsPKI gamma contains a short C-terminal
recognition motif. Interaction of this motif with
the FERM domain of Talin targets and activates
the kinase for focal adhesion assembly during
cell migration and synaptic vesicle recycling at
nerve terminals. Moreover, it has been found
that the same C-terminal region of PtdInsPKI
interacts with the appendage domain of AP-2b










CamKII functions in neuronal signaling, and the
interaction of theN-terminal kinase domainwith
the C-terminal Hub domain is important for
autoinhibition of the enzyme. The linker length
between these two domains differs between
the paralogues, providing a mechanism to
fine-tune the strength of the interaction and
autoinhibition. The TS exons encoding for same







Uncontrolled fibroblast growth factor (FGF)
signaling has been implicated in human
diseases. The acidic linker region between the
first and second immunoglobulin domains (D1
and D2) interacts with D2 and maintains an
autoinhibitory state of FGFR. Certain isoforms
lack D1 and/or the acidic linker region, leading
to increased capacity of FGF signaling.
Signal Peptides
Complement C2 (16–85) CO2_HUMAN (1–20) not annotated
(7852336, 19237749)
Complement C2 is a part of the classical
pathway of the complement system, and
deficiencies of this protein are associated
with autoimmune diseases. A short TS splice
isoform of Complement C2 retains an
intracellular localization, as it lacks the
N-terminal signal peptide required for
secretion. Moreover, it lacks a CCP domain
that is involved in the interaction with C4b.
RPA interacting
protein (16–85)
RIP_HUMAN (164–180) not annotated
(16135809)
RPA functions in DNA replication, repair, and
recombination. RIP interacts with RPA and
determines thereby the subcellular localization
of RPA. A region of RIP (164–180), required for
its cytoplasmic retention, has been shown to be
encoded by an alternatively spliced exon.
Definitions of protein regions that mediate an interaction were derived from the UniProt Database, and the functional description are summarized from
the literature. PubMed identifiers (PMIDs) are provided as reference for interactions.
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exons. Even though domains are generally depleted in these
segments, those that are present in TS segments are also
involved in mediating molecular interactions and are devoid of
functional roles such as enzyme catalysis. This suggests that
by alternatively including segments that encode protein domains
or disordered binding motifs, tissue-specific segments may
achieve specificity in protein interactions (Figure 5B, left).
Specific examples include the putative tissue-specifically
spliced Zn finger domain of the PHD finger protein 21A that inter-
acts with unmethylated lysine 4 of histone H3 and the tissue-
specifically spliced disordered binding motif in peroxisomal
biogenesis factor 19 protein that interacts with Pex3, important
for peroxisome biogenesis (Table 2; Figure 5B, left).
Consistently, genes with TS segments encoding binding
motifs tend to have interaction partners that are distinct in
different tissues. Thus, tissue-specific splicing can potentially
lead to the recruitment of the same molecular function, often
carried out by structured domains encoded by constitutive
exons, to different contexts by mediating newmolecular interac-
tions through the disordered segment (Tables S1C and S5B). For
instance, TS isoforms of the same kinase gene could mediate
recruitment of different proteins as substrates in a tissue-specific
manner (see Table S4B for candidate kinase genes from our
analysis). In a similar manner, the differential inclusion of disor-
dered segments that encode PTM sites can make the same
protein a potential substrate of different signaling enzymes
(e.g., kinases) in a tissue-specific manner.
Tissue-Specific Segments Can Influence Selectivity by
Affecting the Affinity and Kinetics of an Interaction
We also observe a subset of TS exons to encode disordered
segments that do not contain binding motifs. Such segments
can still affect interactions with other partner molecules by
affecting the linker length between domains or binding motifs
(e.g., Ca2+/calmodulin-dependent protein kinase in Table 2).
They can also act as allosteric regulators of interface formation
(Figure 5B, middle right). For instance, a change in the length
of a disordered region can increase the conformational entropy
and hence interfere with an interaction elsewhere on the protein
(Fuxreiter et al., 2011; Hilser and Thompson, 2007). In addition,
the net charge of the disordered segments, which can be further
modulated by PTMs, can act as affinity tuners of an interaction
(Keren et al., 2010; Vuzman and Levy, 2012). In this context,
our observation that TS segments show an enrichment to
encode PTM sites suggests that their alternative inclusion might
also alter the affinity and kinetics of protein interactions.
Literature examples in which isoforms with variable length in
the disordered region can cause disease or are important for
development include the human and fly transcription factors
(TFs), Wilms’ tumor gene WT1 (Laity et al., 2000), and Ultrabi-
thorax (Liu et al., 2008), respectively. In both cases, splicing
does not affect the DNA binding domain itself but changes the
length of disordered segment, leading to altered DNA sequence
specificity and affinity. Notably, we found several human TFs
with disordered TS segments (see Table S4C). It is possible
that these TS segments will be governed by similar molecular
principles and could hence modulate interaction properties.
Tissue-Specific Segments Can Affect Response
Kinetics and Cellular Decisions
Motifs in disordered segments can also compete for an interac-
tion interface on the same protein through self-interaction (auto-
inhibitory peptides). An example is the alternatively spliced acid
box (AB) region of several members of the fibroblast growth
PIP5K1C mRNA and protein in lymph node
PIP5K













Figure 4. Examples of Tissue-Specific Exons that Can Affect Protein Interactions
Transcripts (above) and the encoded protein sequences (below) are shown for tissues (box). Protein domains (colored regions) and tissue-specific segments (red)
are shown.
(A) The PIP5K1C gene shows differential inclusion of a TS exon between cerebellum and lymph node. This segment undergoes disorder-to-order transition when
interacting with the clathrin adaptor AP-2 (AP2B1). The exclusion of this segment is likely to abolish the interaction.
(B) Protein structure (3H1Z), containing interacting segments from these two proteins.
(C) PACSIN2 shows differential inclusion of a TS exon between cerebellum and breast tissue. All four annotated phosphorylation sites are inside the TS exon.
Thus, the exclusion is likely to affect regulation via phosphorylation. See also Table S3.
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factor receptor family of kinases (see Table 2; Figure 5B, right).
These segments are intrinsically disordered and play a key role
in the autoinhibition of the kinase, thereby regulating signaling
in the absence of the ligand. Similarly, the simultaneous expres-
sion of multiple isoforms in the same tissue can result in compe-
tition for similar interaction partners or altered kinetics upon
signal input such as an ultrasensitive response (Buchler and
Louis, 2008). For instance, a shorter isoform of p53 can affect
cellular differentiation by titrating full-length p53 and competing
for the same DNA sequence (Ungewitter and Scrable, 2010). The
same phenomenon could well apply to tissue-specific isoforms.
Given that (1) genes with TS exons have more interaction part-
ners and occupy central position in interaction networks and
(2) the flanking domains of disordered TS exons (Table S1C)
are often involved in binding other proteins (e.g., bromodomain),
nucleic acids (e.g., Myb DNA binding and RRM) or small mole-
cules (e.g., FYVE), the differential inclusion of TS segments can
result in isoforms that compete for similar interaction partners.
In this manner, tissue-specifically spliced segments can enable
and fine-tune molecular interactions, cellular outcomes, or cell-
fate decisions by influencing parameters such as response
kinetics across different cell types and tissues.
Molecular mechanisms of interactions mediated by tissue-specific segments
Segment mediates protein interaction Segment alters protein interaction propensity
contains an interacting domain contains a binding motif affects protein flexibility masks interaction interface
PHD finger with histone tail PEX19 motif with PEX3 UBX with Homeodomain Acid Box linker in FGFR
A
B




AP-2 b1 interacts with PIP5K1C 




AP-2 b1 is unlikely to interact




Figure 5. Alternative Inclusion of Tissue-Specific Exons Can Rewire Interaction Networks and Modulate Protein Interactions
(A) When tissue-specific splicing gives rise to isoforms that differ in the presence of interacting protein segments, this can result in the rewiring of an interaction
network in the respective tissues. This is illustrated with the PIP5K1C kinase gene that has an exon with different inclusion levels in cerebellum and lymph mode.
The exon encodes a binding motif (red cartoon representation), which mediates the interaction with the AP-2b appendage domain (cyan surface representation).
(B) Molecular mechanisms by which a tissue-specific segment can rewire or fine-tune protein interactions. Segments in red are encoded by TS exons; other
regions encoded by the same protein are colored dark gray. Interaction partners are colored in cyan. Segments encoded by TS exons can include a region that
directly interacts with other proteins, DNA, RNA, or ligands, or indirectly affect the protein’s binding properties (e.g., affinity, kinetics, and selectivity). TS segments
that are involved in interactions are less frequently domains and more often disordered regions that embed peptide-binding motifs. An example for the former is
a TS segment encoding the complete PF21A PHD zinc finger domain that recognizes nonmethylated lysine 4 of histone H3 (2PUY). An example for the latter is the
disordered segment encoded by a TS exon of PEX19, which becomes ordered upon binding to PEX3 (3MK4). An example of a splicing event that affects linker
length, thereby altering its affinity to bind DNA, is the flyUBX gene (1B8I; disordered linker, red line; and DNA, light gray surface). An example of where the spliced
exon encodes an intramolecular interaction motif that competes or masks an interaction interface is the acid box region of the FGFR kinases (model based on
2CKN and 1YRY; acidic linker, red line). See also Table S4.
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Implications for Disease and Evolution
From the perspective of disease and drug development, de novo
mutations in TS exons can result in altered interaction properties
andmay lead to cell-type-specific diseases suchas cancer (Shan
et al., 2012). While harder to achieve, one could nevertheless aim
to develop isoform-specific drugs that may have fewer side
effects compared to drugs that target constitutively spliced
regions (Spitali and Aartsma-Rus, 2012). From an evolutionary
perspective, the prevalence of binding motifs in tissue-specific
segments may serve as a remarkably simple mechanism for the
formation of novel interactions in protein networks (Mosca
et al., 2012). The findings also suggest how ‘‘intrinsically less
evolvable’’ proteins such as developmentally important TFs
with conservedDNAbinding domains can explore new functional
landscapes through differential inclusion of such segments, for
instance, by facilitating recruitment of other TFs or chromatin-
modifying enzymes through disordered binding motifs. Impor-
tantly, given the growing evidence for species-specific (Pan
et al., 2005) and sex-specific (Blekhman et al., 2010) splicing of
genes, it is likely that such exons could contribute to the emer-
gence of organism- and sex-specific interaction networks.
In conclusion, one of the prevalent outcomes of splicing of TS
exons appears to be modulation of protein-binding properties
through the alternative inclusion of disordered segments that
contain binding motifs. In this context, our characterized list of
TS exons (Table S4A) can guide large-scale proteomics studies
in different tissues and delineate the molecular principle of
tissue-specific interactions involving TSE genes on a case-by-
case basis. While we discuss how such regions can rewire or
tune protein interactions and influence cellular decisions, the
same principles could also influence protein-DNA, protein-
RNA, and protein-ligand interaction networks on a genomic
scale. In this manner, tissue-specific splicing might contribute
to the functional versatility of proteins and shape the interaction
networks in different tissues inmulticellular organisms. This plas-
ticity may lead to the emergence of novel phenotypes and
increased complexity during organismal evolution.
EXPERIMENTAL PROCEDURES
Exon Data Set
TS Cassette exons were composed by mapping cassette exons with differen-
tial tissue inclusion levels, as reported by Wang and coworkers (Wang et al.,
2008), to Ensembl protein-coding exons (release 54; http://www.ensembl.
org/). The tissues include adipose, brain, breast, cerebellum, colon, heart,
liver, lymph node, skeletal muscle, and testes as well as BT474, HME,
MB435, MCF7, and T47D cell lines. The set of Other Cassette exons were
identified using the following criteria: the exon (1) was alternatively present in
at least two transcripts, (2) was not mutually exclusive with an adjacent
exon, and (3) did not overlapwith TSCassette exons, and (4) therewas another
RNA isoform that also contained different exons upstream and downstream of
the exon of interest. This was necessary to avoid cases of alternative start and
termination sites. Constitutive exonswere identified as those that were present
in all transcript products with unchanged boundaries. See the Supplemental
Experimental Procedures for details.
Analysis of Structural Properties of the Encoded Protein Segments
Protein domains were predicted using the Pfam software (release 25; http://
pfam.sanger.ac.uk/). Intrinsically disordered regions were predicted with
both the IUPred (short mode; http://iupred.enzim.hu/) and VSL2B (http://
www.dabi.temple.edu/disprot/readmeVSL2.htm) software. For the structural
analysis, TS segments extracted from the Ensembl proteins were first mapped
to protein sequences in the UniProt (http://www.uniprot.org/) and SwissProt
Knowledgebase (http://www.expasy.org/). Regions that were in PDB (http://
www.pdb.org/) were obtained for the UniProt/SwissProt KB canonical
sequences.
Analysis of Functional Sites in the Encoded Protein Segments
ANCHOR (http://anchor.enzim.hu/) software was used to predict binding
motifs. PTM sites were obtained from the UniProt/SwissProt KB. Only UniProt
entries that were identical to the representative Ensembl proteins were used.
Structures of proteins with TS segments in complex with other protein and or
DNA and RNA were obtained from the PDB and PISA databases (http://pdbe.
org/pisa), and residues at the interface were identified.
Analysis of Evolutionary Conservation of the Segments
Identifiers and sequences of one-to-one human-mouse orthologs were ob-
tained via Ensembl. When more than 90% of the residues in a TS segment
were covered in the alignment, the segment was considered as present in
the mouse protein. The alignments were obtained using the Needleman-
Wunsch algorithm in the EMBOSS package. See the Supplemental Experi-
mental Procedures for more details.
Analysis of Protein-Protein Interaction Networks
Human tissue-specific PPIs were obtained from the literature (Bossi and
Lehner, 2009). Network analyseswere restricted to the consensus interactome
and to tissues that were present in both studies. The number of interaction
partners (i.e., degree), andmeasures of centrality such as betweenness, close-
ness centrality, Kleinberg’s hub score, and page rank were calculated with the
iGraph library in R. The fraction of protein interaction partners that were main-
tained between the two tissues was calculated using the Jaccard similarity
index (Supplemental Experimental Procedures). TSE genes with binding
motifs were defined as those that contained at least ten amino acids in the pre-
dicted motif.
Statistical Significance
All statistical tests employed in this analysis were performed using the R statis-
tical package.
SUPPLEMENTAL INFORMATION
Supplemental Information includes four figures, five tables, Supplemental
Experimental Procedures, and Supplemental References and can be found
with this article online at doi:10.1016/j.molcel.2012.05.039.
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