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I. INTRODUCTION 
With ever increasing release of pollution from ever increasing 
industry, people are more concerned about the preservation of their 
environment. With the large projected increase [24] in thermal nuclear 
power reactors and before the operation of fast breeder reactors the 
ratio of waste heat to power generated could temporarily increase 10%, 
because of the lower thermal efficiency of thermal nuclear reactors 
in comparison with fossil fuel plants. For example, Musking River, 
a fossil fuel plant, has a net efficiency of 39.2% while for Nuclear 
plaints, Dresden 1 - 29.4%, Yankee - 29.6%, Peach Bottom - 34.6%. 
While a considerable amount of waste heat from fossil power plants 
discharges into the air through stacks, all of the nucleair waste 
heat has to be dumped into water-ways through condenser cooling or 
into the air through much more expensive cooling towers. 
Already numerous reactors constructed have been delayed in 
operation [25] pending the demonstration of satisfying EPA water 
quality standards, such as Quad-Cities Nuclear Power Station, 
Zion 2 and Midland [26]. Such delays, because of huge capital 
investments tj'pical of nuclear power reactors ; will surely have 
a significant impact on the economy. Furthermore, the energy crisis 
is getting more and more serious and news of power failures are 
more frequent in summer seasons. The urge to solve thermaJ. pollu­
tion problems can thus be understood. 
Many of the delays in operation of nuclear power plants are not 
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caused by the inability to dissipate heat; rather, it is the 
inability of engineers to predict quaoititatively temperature pro­
files with accuracy, such as the case in Quad-Cities Nuclear Power 
Station [43]. The advent of highly sophisticated digitail computers 
often masked the governing physical phenomena. Engineers make some 
simplifying assumptions which may not be rigorously valid, smd dur­
ing the process of programming, additional simplifications are often 
necessary. Such compounding of errors or uncertainties often in­
validate all calculations. Present mathematical computer models can 
only predict the far field temperature [20], while the vital ecologi­
cally sensitive regions of interest yet still have to be investigated 
by other means. 
The complexity of the fluid dynamics of real systems is not well 
understood. Addition of thermal problems to such systems compound 
their complexity, so, mainy investigators turn to physical model 
studies. Attempts have been made to use idealized models [7] [8] 
[15] [17], but results sometimes can be misleading [l4j, since 
no real rivers have rectangular or trapezoidal beds and no lakes 
have vertical bsmks. 
Some models of real systems may have quite satisfactory pre­
diction abilities, but often the margin of uncertainty is great, 
cind correlations to the prototype unknown. 
In this study, a strict similitude approach is followed. Any 
simplification of the real system is kept to a minimum. Computers 
are used, only as a tool for routine calculations, measurements and 
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data reduction. Furthermore, a series of models are constructed, 
so that by cross correlating with each other, the performance of the 
prototype can be precisely predicted. No attempt is made to anaJLyze 
all discoveries in detail, although results and discussions will 
be included quite extensively, and controlled variation of pairam-
eters are made to accent their effect. It is the main theme of 
this investigation to correctly simulate ajid predict the physical 
system aind at the same time evaluate the effects of distortion. 
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II. REVIEW OF THE LITERATURE 
The prediction of temperature due to thermal effluent dis­
charge requires the combined knowledge of fluid dynamics emd heat 
transfer. Both analytic aind experimental, approaches axe frequently 
used. 
For a genercLL discussion, Romm's compilation [33] gave a 
broad, easily understandable spectrum of the problem. Parker and 
Krenkel [30] [31] collectively presented the views of various 
specialists in this field. Silberman and Stefan [34] gave a good 
review of the state of the art about heat dispersion in large lakes. 
More academic, formal developments were presented by Edinger 
aind Geyer [9], Brady, Graves and Geyer [5], and Edinger and Polk 
[10]. 
Brady, Graves and Geyer [5] investigated heat transfer to 
atmosphere from water surface in lakes. In-depth discussion of 
surface discharge of heated water near source was presented by 
Stolzenbach and Harleman [38]. Tichenor [40] investigated evapora­
tion and surface waves using models. Density difference and 
lateral mixing was studied by Prych [32]. 
Diffusion and turbulent mixing were studied by many investi­
gators , such as Abraham [l], Allen Hancock Foundation [2], Brooks 
and Koh [6], Fsm [11], Okubo [27] [28] [29] auid Stewart et auL. [37]. 
Edinger =»nd Polk [10] included vertical variations in their amaJLysis, 
but all dispersion coefficients emd currents were assumed constant. 
Thermal discharge of warm water into a cooler aonbient particularly 
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were studied by Jen, Weigel and Mobarek [15], Hayashi and Shuto 
[13], and Stefan and Schiebe [36], all on laboratory scaJLes. 
Near the source, all dynamic forces axe important. True 
models with length scale of unity are generally required in such 
regions. With certain simplifications, Koh and Fan [17] had tried 
to present some mathematical models with computer programs included. 
So did Stolzenbach and Harleman [38]. Their models are more appli­
cable to large lakes. With some simplifying assumptions, Jain et 
al. [14] simulated their diffuser pipe mixing in the Mississippi 
River on a computer. 
For similitude approaches, text books by Kline [16], Langhaar 
[18], Skoglund [35], aind Murphy [23] presented a very systemmatic, 
orderly guidance. Their coverages on rivers or thermal effluent 
effects are either not enough or absent completely. As a general 
guidance in hydraulic modeling, ASCE Manuals of Engineering Practice 
No. 25 [3] presented as an excellent, although old. reference. 
Many model case studies are available. For example. Room's 
discussion [33] centered around the Bell Station on Lake Cayuga. 
Jain et al. [14] performed a model study on the Quad-Cities Nuclear 
Power Plaint. Weil [44] predicted the temperature profile for the 
Pittsburg Power Plant on the Sacramento River using the San Fran­
cisco Bay Model [42] . Full correlations between model studies aind 
prototype measurements, however, are not numerous. Some of the 
prototype and model comparisons cam be found in references [20] 
[30] and [42]. 
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III. DEVELOPMENT OF THE PROBLEM 
Perhaps the most powerful approach to the solution of problems 
in physical sciences are the conservative principles - conservation 
of mass, energy and momentum. 
When the convention of mass-energy equivalence is adopted, 
energy appears to be always conservative. The mechanism of heat 
transfer from a body of fluid can thus be started from an energy 
balance. 
Consider an elemental volume of fluid with unit surface area 
and depth d, as shown in Figure 1, 
Rate of _ Rate of Rate of heat loss to 
energy chaoige ~ heat received neighboring fluid 
Rate of heat loss 
to atmosphere 
Rate of heat loss to the neighboring fluid can occur through 
conduction, velocity transport and turbulent diffusivity (mixing). 
Atmospheric loss involves complicated surface wave action, humidity 
gradient and evaporation, radiant energy absorption aind mamy others. 
Differential equations can easily be set up based on such heat 
balances [5] [9] neglecting viscous losses-
"S" JT = -py (^x + H) * p V ( 
(1) 
D . E + & D, E) - K(T-E) 
7 
Heat loss to 
Atmosphere 
Heat loss 
to 
nel^borlsg 
fluid 
I Energy 
store or 
change 
Heat 
Received 
Figure 1. Energy balance on an element of fluid 
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where 
p = density of water 
C = specific heat of water 
P 
T = temperature of the elemental volume 
t = time 
V ,V , V = fluid velocities in x, y and z 
x' y' 2 
D ,D , D = coefficients of diffusivity or sometimes called 
x' y' z 
coefficients of turbulent mixing 
K = coefficient of atmospheric heat exchange 
E = environmentaJ. temperature of air. 
Equation (1) has neglected heat conduction, since it is small 
as compared to other forms of heat trainsfer in fluid. In steady 
state, rate of energy change is zero, and the heat balemce equation 
becomes 
Rate of heat Rate of heat loss to _ Rate of heat loss 
received neighboring fluid ~ to atmosphere 
or 
"V "'z - PV B ^ a# 
( 
* h 
Equation (1) smd Equation (2) camnot be solved in closed form. 
Furthermore, since the functional behavior of fluid velocities 
(v , V , v ) and coefficients of diffusivity (D , D ,D ) are not 
^ X y z' ^ X y' z' 
well understood, numerical solutions to these equations are in 
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general not reliable. Physical model studies, on the other hemd, 
do not have this limitation. 
This dissertation reports on am investigation of the distortion 
of thermal hydraulic models. The experimental approach of Murphy 
[23] will be followed. 
The first step is to list the pertinent parameters or vaoriables 
that govern or influence the phenomenon. In this investigation, a 
series of distorted river models with surface effluent discharges 
are assumed to be operating in steady state. So, a general func­
tional relationship caun be written as 
^T — 0 (V, g, t,7^, 1, d, z, y, x, c, p, k, C^Oy s, 
Ap©» AT^» °eff* 
(3) 
The above significant parameters are listed in Table 1. These 
26 variables can be expressed in 4 basic dimensions. Length L, mass 
M, time T, and temperature 9. By Buckingham's TT-Theorem, 22 
dimensionless TT-terms can be formed. One of the many possible 
sets is 
A T - ,x d y x z vt v Pv/v. pv A. 
^ Ï' 1» T' d' T' k ' — u ' a » 
o v/gA. 
®eff u . AE > 
—' V' rsr- V' zr) p o o 
Table 2 suggests Equation (4) can be written as 
(4) 
10 
Table 1. Significant parameters 
Symbol Basic dimensions 
AT Temperature difference between any point 
in the river and ambient river temperature 
e 
V River flow velocity at any point LT"^ 
g Acceleration of gravity 
t Time T 
A. Any significant length L 
1 Reference length L 
d Depth of river L 
2 Vertical distance below water surface L 
y Width of river at amy point L 
X Downstream distaince measured from discharged L 
c Relative roughness of river — 
p Density of fluid ML"^ 
k Thermal conductivity of fluid MLT"^e" 1 
C 
P 
Specific heat of fluid A-^e-•1 
a Surface tension of fluid MT~^ 
M Viscosity of fluid ml"^t" 
•1 
s Slope of the river — 
A P ©  Effluent density difference above ML~^ 
ambient river water 
ATq Effluent temperature difference above 0 
ambient river 
V 
o 
Effluent discharge velocity LT"^ 
%ff Effluent discharge rate A'* 
u Wind velocity at river LT"^ 
w Relative wave, ratio of crest to base — 
r Reflectivity of water — 
An Environmental (equilibrium) temperature 
above river temperature 
e 
h Relative humidity — 
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Tablo 2. I-ist of TT-terms under investigation 
TT-terms Significauice 
TT, AI AT 
To be predicted 
TT, 
TT, 
TT, 
TT, 
TT^ 
TT. 
TT 8 
TT, 
TT, 10 
TT 11 
^12 
TT 13 
14 
TT 
TT 16 
1 
d 
1 
X 
1 
z 
d 
vt 
1 
k 
V 
2 
O 
P 
V 
15 — o 
V 
^eff 
vyd 
Geometric parameters 
Defines time scale 
Properties of fluid 
Dynamic force parameters 
Effluent conditions 
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Table 2. (continued) 
TT-terms Significance 
TT 18 
TT 19 
TT 20 
u 
V 
Atmosphere-water interface heat 
transfer 
TT 21 
TT 
w 
A E 
22 AT J 
= f(geometric parameters, time scale, fluid properties, 
o 
dynamic force parameters, effluent conditions, (5) 
atmosphere water interface heat transfer) 
Equations (4) and (5) are quite general and can be applied to any 
thermail hydraulic system whenever the variables in Table 1 are 
sufficient to describe that system. Therefore, another expression 
can be written as 
A T  ^ d y x z  v t u C  v  
" m  , , m m m m m  m m  " ^ m  p m  m  ÂT~ =  ^ ' —' —' —' —' ' k"' (®' 
^ om m m m m m m m *^m m 
2 O 2 p v A p v A .  A P  V  e f f  V  u  A E  
m m m m m m om om m m m m ^ 
|_l_ * j-— ' p * V ' V y d ' C AT ' v ' ^m'AT ' 
«m "^m m m m m pm om m om 
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or 
= f (geometric pairameters, time scaule, fluid (7) 
^^om ™ 
properties, dynamic forces, effluent con­
ditions, atmosphere-water interface heat 
transfer)^ 
where the subscript m refers to the model vaariables. Prototype var­
iables do not have any subscripts, as in Equation (4), 
Since the same set of physical laws govern both the prototype 
aoid the model. 
If Equation (4) is divided by Equation (6), there results 
A T 
-o 
and if every TT-term on the right hand side of Equation (4) is 
equal to every corresponding TT-tsrm on the right hand side of 
Equation (6), Equation (8) becomes 
(8) 
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If some of the TT-terms on the right hand side of Equation (4) 
axe not equal to the corresponding TT-terms of Equation (6), then 
Equation (8) takes the form of 
where 6, in general, is a function of the TT-terms. Both Equations 
(9) and (10) aire caJLled prediction equations, emd Ô is called the 
prediction factor. They predict the results of the prototype by 
making measurements on the model. 
As indicated in Table 2, the last 5 rr-terms mainly describe 
the heat tramsfer process at the atmosphere-water interface. These 
TT-terms contain variables r, u, h, w, and AE. This interface heat 
trauisfer process caoi be assumed to take on the form of 
q = -KA(T - E) [5] (11) 
where K = interface heat transfer coefficient, BTU/ft^ - °F - day, 
the functional relationships between K and u, K and w etc. have 
been studied by mainy investigators, such as [5], [9] aind [40] . 
However, K of a typical river environment can be measured experi-
laentally. Such an experiment is described in Appendix A. The 
highest value of K obtained was 
K 229 BTU/ft^ - °F - day. 
If this conservative value is used. Appendix A calculation shows 
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that in a typical river such as the Mississippi an initial tempera­
ture difference between effluent and river of 23°F can be reduced at 
most 0.1°F 1000 ft. away from the effluent source. 
Since Pollution Guidelines of most states require effluent 
temperature reduced to 4° or 5°F at such distance, atmospheric heat 
loss from such a river, for practical purposes, can be neglected 
entirely within the region of interest. 
If these parameters describing atmospheric heat exchange are 
neglected. Table .1 reduced to 21 significant variables. Buckingham's 
TT-Theorem indicated only 17 TT-terms sure necessaury. Table 3 lists 
the 17 TT-temns other than atmospheric heat exchange. In this in­
vestigation, a series of models axe used, with the same fluid (water) 
and a similar range of effluent temperature difference in both 
prototype and model. Also, the model scales are such that all 
flow depths are greater thain \ in. With this additional informa­
tion, further reduction of TT-terms is possible. These are included 
in Table 3 under prototype-model effects. After these simplifica­
tions, Equation (4) becomes 
= f(T, f. f. X' d• ^ -f' (12) 
In order for the prediction equation, Equation (9) to hold, the 
model must be designed so that the right hand side of Equation (12) 
is equal to the right hand ^ide of the prototype, 
^^m & T 
A^om " ^^ o 
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Table 3. List of TT-terms other than Atmosp'ieric Heat Exchange 
TT-terms Prototype model effects 
^1 AT 
^'2 
At 
o 
Vi 
TTg d/1 
7T4 y/1 
TT5 x/1 
TT^ z/d 
TT? 
TTg c Assumed same or negligible effect 
TTg vt/l Set time scale to satisfy this 
relationship 
TT^g |aC /k Property of fluid alone. Cam be satis-
^ fied if same fluid is used in similar 
temperature rainge 
TT12 pVA/|i 
2 
rr^2 pvpv./a Surface tension has negligible effect 
for water layer more than \ inch [23] 
^roude Number (v/>/"g^ is chosen in this investigation in­
stead of Densimetrie Froude Number (v^4p /p • gx.), to show its 
separate effect from density difference,^p^/p. 
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Table 3. (continued) 
TT-terms Prototype model effects 
P Can be modeled if model ambient aoid ef­
fluent temperatures are the same as in 
prototype 
"is V" 
Qg^^vyd Requires ratio of effluent to river be 
same in both prototype aoid model 
"17 ' 
or 
^ , X d  y  X  z  V  D v X  ^  
^ (T> T> I 'T'd '  V  c-s ; )  
(13) 
v d _ y x z -  V  p v  V  
^ , m m m m m ^m m m ( 
= (l ' 1 • 1 ' 1 • d ' Vj^> —
om m 
m m m m m 
V »c 
m pm om 
One possible set of design conditions is 
A. -Nn 
m 
fl4A 
_d_ 
1 
m 
m 
(15) 
m 
m 
(16) 
18 
•f- = (17) 
m 
^ (18) d d 
m 
s = (19) 
2^ ^ Pm'^mNa 
V V 
-f = -f 
m 
2 V ^ 
c-^ = C^ 
p o pm om 
Define length scale T] 
r\ = -J— (24) 
m 
If the model smd prototype are operated under the same gravitational 
influence 
9 = 9m 
and the same fluid is used in the models and the prototype, the de­
sign conditions can be written as 
19 
^ - (14a) HI ' 
= "T 
(17a) 
'n = "T 
s^ = s (19a) 
V = ^ ^ (20a) 
• K 
V = -^- V = riv (21a) 
® X 1 
m 
"om = 'o (-f) (2^) 
(^3a) 
These are the design conditions for a true model. It is readily 
noted that Equation (20a) and (21a) cannot be satisfied at the same 
time unless r| = 1 or in another word, the model is of the same size 
as the prototype. 
In addition, if a vertical distortion factor a is defined as 
a = 11 (25) 
m 
20 
The above design conditions become 
(15b) 
y» = "T 
''m = -#-
'm = IT 
s^ = as (19b) 
V = —-— (20b) 
" fK 
V 
^om = ^o ("T) 
If the characteristic length A.is chosen to be the river depth 
d, then the design conditions of the distorted model become 
d = ÛSi- (15c) 
m T]  ^ ' 
ym' i r  
"m = (17c) 
21 
= f (18C) 
= OS (19c) 
V = (21c) 
ma 
^om = (-f-) 
(23=) 
If the characteristic length is chosen to be the hydraulic 
radius R, then the design conditions of the distorted model become 
Vm = "T 
"m = "T (173) 
= f (18d) 
Sj^ = as (19d) 
V = (20d) 
• Jt 
^ V (21d) 
m 
22 
= "o (-f) 
where R/R^ has to be evaJLuated by actual measurement. 
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IV. EXPERIMENTAL APPARATUS 
Two basic models were constructed, the smaller one with a 
horizontal length scale 
= rj = 3000 
m 
emd the maximum depth scale of 
The scale was chosen so that neax the effluent outlet, the Reynolds 
Number based on depth is 
Re (d) > 2000 
and the Reynolds Number based on hydraulic radius is 
Re (R) > 1100 
when the maximum depth at that section is 11 inches. 
The bigger model container has a horizontal scale 
-p- = T] = 2000 
m 
amd the maximum depth scale 
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Each basic model was contained with 5/8 exterior plywood and rein­
forced with 4 by 4 and 2 by 4 beams at the bottom. The models were 
rested on 4 by 4 framework with one end rested on hydraulic jacks to 
adjust the slope at will (Figure 4). The contour details were ob­
tained from U.S. Army Corps of Engineers' sounding maps supplemented 
by Sargent and Lundy in bottom topography. 
The topographic details were constructed by erecting templates 
representing cross-sections. Wood blocks and cement were used to 
fill between templates (Figure 5). After the cement was fully cured, 
the surface was painted with cement paint in such a manner that 
artificial roughening results. Horizontal contour lines were drawn 
to aid depth measurement and slope adjustment. The fore-bay storage 
was separated from the main model by an adjustable weir together 
with another adjustable weir at the other end regulating flow depth. 
A 5-gallon plastic bucket acted as effluent fore-bay, discharging 
the heated effluent to the nodsl in a circular pipe. A similar 
pipe acted as the cold water intaJce, draining to the floor instead 
of heating (Figure 3). 
The depth scale of each basic model, after sufficient tests 
were performed, was altered by filling sand at river bottom and 
crests. Plaster of Paris was used to cement the sand in place, and 
pertinent places, such as slopes and small crests, were further re­
inforced with shellac. A depth scale of 27 was selected for both 
basic models such that a total of 4 models were at haund for this 
investigation. 
Figure 2. Model E and Model D 
overad.1 view 
Figure 3. Thermocouple positions, 
intake pipe, and dischsarge 
pipe during a run 
Figure 4. Adjusting model slopes 
with hydraulic jacks 
26 
27 
Figure 5. Details of topographic construction 
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The once through circulating system was a modification of sun 
existing system built by Bull [?]. It consisted of three inter­
connected 465-gallon capacity reservoir tanks at 7 feet above 
ground. After the water going through the model, three similarly 
connected tanks, with 300 gallon total capacity, acted as its re­
ceiving tanks. A 350 gpm centrifugal pump pumped the water outside 
the laboratory. The heated effluent source was stored in two inter­
connected 270 gallon tanks at about 22 feet above the ground. The hot 
water temperature was regulated by a thermal switch and a 4500-watt 
chromalox heater, and was well mixed with two 5 gpm immersion pumps. 
All piping systems were connected with 2 gate valves, one for 
regulating flow and the other for opening and closing the line 
(Figure 6). 
Temperature was measured with Omega Engineering Inc. Chromel 
Alumel thermocouples supplemented with Yellow Springs Instrument 
Model 427 thermisters. 
The thermocouple wires are of 0.005 inch diameter and the junc­
tions are fluxless torch welded with a typical bead of about 0.015 
inch diameter. The response time (time constant) was measured with a 
TR48 analog computer amd plotter to be less thain 0.06 seconds for a 
step change of about 120°F, as compared to 0.04 seconds catalog 
value. The temperature was recorded with a Honeywell Brown Instru­
ment 24 point voltage recoder model type 153. It successively 
prints out voltage information at 4.5 seconds per point interval with 
least scale division of 0.01 mv (0.45°F). In order to maximize the 
29 
Hot water suppl 
Cold water supply 
Continuous cold 
water supply 
To floor 
drain 
\ 
Heater am 
thermostat 
Effluent fore-bay 
Illinois side 
Iowa side 
To street drain4. 
To floor drain 4 
Figure 6. Flow diagram schematic 
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read out accuracy aoid to minimize the reading error, the reference 
junctions were placed at ambient river water temperature, so that 
direct AT, or AE were recorded. A sketch of the thermocouple 
aaid its response time is shown in Figure 7. 
The thermisters are of hemispheric type, 3/16 inch diameter. 
Its time constant was measured to be about 0.70 seconds [4l]. Its 
temperature was read with Yellow Springs Instrument Model 42SF 
read out device, with least scaule division of 1.0°F. 
Temperature from thermocouples can be estimated to 0.002 mv 
(0.09°F) while thermister values can be estimated to 0.2°F. Repeat-
ibility of temperature measurements from one water bath to another 
also shows that thermocouples are superior. 
31 
_ At air 
temperature 
.0.5 sec 
Into hot water 
Reference 
Junctions 
Thermal 
probe 
m K \\\% 
Ice 
thermocouple 
calibration 
7, Thermocouple set up and its response characteristic 
as measured with amalog computer 
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V. PROCEDURE 
Preliminary tests were conducted with the smsiller basic model. 
Model A, but at a lower flow rate and lower hydraulic depth than 
that indicated in Table 5. Table 4 is a list of models and their 
design scales. It was readily realized that for a meaoiingful 
mapping of river surface isotherms, at least 70 temperature points 
were required. This was achieved by shifting the thermocouples 
from one cross-section to another, aaid then to smother cross-section 
when sufficient data were collected. Preliminary tests atlso showed 
that density stratification due toAT^ (difference between heated 
effluent temperature and ambient river temperature) was such that 
AT^ of higher than 30°F would result a constant At/^T^ of approxi­
mately 0.3 throughout the entire region of interest. A trade off 
between high resolution and desirable profile for analysis had 
limited AT to less than 30°F. 
o 
A typical experimental run started by adjusting the flow rates 
desired through the controlled valves. The flow rates were measured 
by noting the time required to accumulate a certain volume of water, 
typically 3.2 cubic feet. The control valves are such that the flow 
rates can only be adjusted to i 5% of the desired values. 
Next, thermocouples were calibrated with reference junctions 
in an ice bath and measuring junctions in cold river water flowing at 
the adjusted flow rate. Under normal conditions, all thermocouple 
readings were within i 0.5®F range. At the same time, weirs were ad­
justed to give the proper flow depth. After the heated effluent was 
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Table 4. Prototype amd model design sc2J.es 
Prototype Model A Model B Model Model D Model E 
scïïe^ ~ 3,000 2,000 200 3,000 2,000 
— 22 22 35 27 27 
scaile 
^odel C was built and tested by University of Iowa, Hydraulic 
Laboratory [14]. 
turned on, it took about 200 seconds before steady profile was 
established. Actual thermocouple data recording would start at 
about 60 seconds a^ter steady states were achieved. The thermo­
c o u p l e s  t y p i c a l l y  w e r e  p l a c e d  a t  c r o s s - s e c t i o n s  C  - C ' , E - E ,  
G - G, I - I aind K - K. (C - C* designates the section mid-way 
between C - C and D-D, other prime sections have the same mean­
ing). After several cycles were recorded, they were shifted to 
cross-sections D-D, F-F, H-H, J-J aoid L - L for another 
several cycles of recording. Finally, they were shifted to D' - D', 
E' - £•, G* - G', I' - I' and J' - J' for the same number of cycles. 
Thermister measurements (accurate to + 1°F from thermister to 
thermister) were made throughout the run wherever necessary amd 
ambient river temperature sind effluent temperature were continuously 
noted to detect amy variation. 
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Cold river water was continuously made up to the storage tamks 
so that a constant head was maintained throughout the run. Heated 
effluent head might vary from 30 feet to 28 feet, since continuous 
make up would cause temperature variation. 
The recorded thermocouple voltages were translated into dimen-
sionless temperatures,AT/AX^ by a computer program Y03 (see Ap­
pendix B) before plotting the isotherms (see Appendix C). 
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VI. RESULTS AND DISCUSSION 
Three groups of river flow rates were chosen for this investi­
gation: 11,000 cfs which is the lowest flow rate since 1938; 
13,500 cfs, which is the seven day low with 10-year recurrence, 
and 30,000 cfs, which is the mesm flow rate of August [14], The 
three groups of test conditions axe listed in Table 5, and some 
selected isotherm maps are in Appendix C. 
Since all the models were distorted models, similarity in iso­
therms would imply the distortions had no effect in temperature 
profile. However, the isotherm maps reveaJLed some marked differences 
within each group. 
Table 5 indicates that there were 2 design criteria within 
each group-^ne based on hydraulic radius auid the other based on 
flow depth. After normalizing the thermocouple readings aaid compar­
ing the isotherm patterns on maps (see Appendix C), some inconsistency 
between the models was discovered. Repeating some of the experiments 
showed that the inconsistency was real and all measurements were 
reliable. Careful-re-examination showed that the Model C topology 
was sufficiently different from those of Models A, B, D and E that 
at least some geometrical shape deformation was involved. Models 
A, B, D and E when compared among themselves did show some logical 
pattern. 
In the subsequent sections,AT/AT^ is accurate to about i 0.04 
(about Î0.5°F). Area enclosed by isotherms, however, may vary as 
much as Ï 15%, since some subjective judgements had to be exercised 
Table 5. Design experimental conditions, Group 1 
%ff Re. No. Fr. No. 
(cfs) (ofs) ( F) Hyd. Hyd. 
^ radius ^ radius 
Ave. Vel. 
(fps) Comment 
Prototype 11000 2,270 23.0 354,718 354,718 
Model A 
Run A-06 
A-07 
Model B 
Run B-01 
B-02 
Model E 
Run E-03 
Model C^ 
0.0355 0.00733 24.7 37.5 o 3,516 1,157 
0.0533 0.0109 lô'gyO 3,545 1,491 
0.0392 0.00801 36.2 2,400 1,203 
0.2656 0.0548 11.5° 1,697 1,697 
,0250 .0250 
.0250 .0440 
.0256 .0395 
.0235 
,0244 
.0333 
.0244 
.429 
.0930 
,0948 
.0787 
.0718 
V a Q) 'H 
U) (/> V 
> S" n 
•H (0 
S 
w 0\ 
Model A 
Run A-15 
Model B 
Run B-08 
Model E 
Run E-06 
0.02039 0.00421 29.2 2,017 
0.0342 0.00707 38.6 2,277 
0.0276 0.0057 36.7 1,818 
664 .0143 .0250 .0534 
958 .0165 .0254 .0691 
911.8 .0178 .0252 .0596 
Pi V 0 
vt 
C • D* M 0* 
'H k q U) 'H 
a G tn Q o s 
^odel C was constructed and tested by University of Iowa, Hydraulic Laboratory [14]. 
Table 5. (continued), Group 2 
Prototype 
Model A 
Run A-08 
A-09 
A-10 
A-14 
Model B 
Run B-05 
Model E 
Run E-02 
Model 
Model A 
Run A-16 
Model B 
Run B-07 
Model E 
Run E-05 
Q ^eff Re. No. Fr. No. Ave. Vel. 
(cfs) (cfs) (°F) Hyd. Depth (^Ps) Comment 
^ radius ^ radius 
13,500 2270. 23.0 435,336 435,336 0.0302 0.0302 .526 
.0436 0.0073 27.0 4,315 1,420 .03066 0.0534 .114 
.0436 0.0073 32.0° 4,315 1,420 .03066 0.0534 .114 
Same as Run A-09, slope distorted in y direction 
.0436 0.0073 29.9° 4,315 1,420 .03066 .0534 .114 
.0654 0.0109 30.1 4,350 1,829 .0314 .0485 .116 
.0481 0.00809 40.1 3,023 1,516 .0297 .0419 
,326 0.0548 11.5 2,083 2,083 .0300 .0300 
~1 
.0992 
.0881 
•S-S 
u) m V 
•iH 
W • Q) M Q k 
.0250 0.0042 30.2° 2,476 
2,795 1,176 .0420 0.0071 38.7 
.0339 0.0057 39.6 
815 .0176 .0307 .0655 
.0306 .0748 .0202 
2,878 1,092 .0214 .0302 .0714 
T) (U K U) • 
.O % % 
c • 
o> M g> 
'H k q 
W 'H 
a § 8  
Table 5. (continued), Group 3 
Prototype 
Model A 
Run A-11 
A-12 
A-13 
Model B 
Run B-03 
B-04 
Model D 
Run D-01 
Model E 
Run E-01 
Model 
Model A 
Run A-17 
Model B 
Run B-06 
Model D 
Run D-02 
D-03 
Model E 
Run E-04 
Q ®eff ^^o Re. No, Fr. No. Ave. Vel. 
(cfs) (cfs) ( F) Depth Depth (fps) Comment 
30,000 2270. 23.0 967,415 967,415 .0672 .0672 1.169 
Same as A-13, thermocouples at 1 inch below water surface 
Same as A-13, except intake was shut off 
.0969 .00733 35.0° 9,590 3,156 .06813 .1188 
.1454 
.1454 
.0109 
.0109 
33.7^ 
34.9^ 
9,688 
9,688 
4,066 
4,066 
.0699 
.0699 
.0712 .00540 30.7 6,421 2,568 .0622 
.1069 .00809 39.1 6,467 3,243 .0635 
.7244 .0548 11.5° 4,628 4,628 .0666 
.108 
.108 
.0984 
.0896 
.0666 
.2536 
,2585 
,2585 
,2088 
,2121 
,1958 
h U) U) T) B ^ 1. 
*ri (0 • 
J 
g 
.0556 .00420 35.3^ 
.0934 .00710 33.0 
.0450 .00340 31.6 
.0450 .00340 31.2^ 
5,502 1,811 .0391 
6,212 2,613 .0449 
4,062 1,625 .0394 
4,062 1,625 .0394 
.0753 .00570 36.9 4,775 2,395 .0469 
.0681 
.0692 
.0622 
.0622 
.0662 
.1455 
.1661 
,1321 
,1321 
,1566 
V 
0) K (0 • 
.Û I ^ 
c • O* M W 
•H U, C W -H 
W G W 
O 0 
J 
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in drawing the temperature contours. Empirical equations developed 
are esqjected to have about ± 15% uncertainty. 
A. Vertical Temperature Distribution 
Run D-03 ajid Run B-01 measured the vertical temperature pro­
files at section F-F (about 765 feet down stream from the thermal 
effluent outfall), just outside the "ecologically sensitive areas" 
[14]; and at section I-I, about 2,500 feet down stream from the 
outfall. Both measurements showed that the heated effluent mainly 
stays near the surface. Run A-11 measured the horizontal tempera­
ture distribution at about 1 inch below the water surface. Whem com­
pared with Run A-13, it reveaJLed very little difference, accounting 
for the fact that Run A-11 had lower ZsT than Run A-13. It was thus 
o 
decided that only the surface temperature profiles would be measured 
and all thermocouples would be placed at \ inch to % inch below the 
water surface to avoid additionail air disturbance. (DeLong [s] re­
ported that the maximum temperature is below the water surface, pro­
bably due to air interference.) 
B, Slope Distortion 
The earlier runs with Model A showed consistently that hotter 
water flowed along the Illinois side while tests from University of 
Iowa [14], Model C, showed that hotter water pointed toward the Iowa 
side of IslaJid 299 (see Appendix C). Repeating some of the runs (Run 
A-06, A-06-1, A-06-2) showed consistent results. DeLong [8] had 
reported the alternation of plume pattern due to slope distortion, 
and thus it was suspected either Model C or Model A had some lateral 
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slope distortion. Measurements on Model A did not yield any 
detectable distortion and Model C had been de-commissioned at that 
time. Thus, Model A was purposely distorted in slope in y-direction 
to about l/48 (Run A-10). When the isotherms were compared with 
Run A-14, they did not show amy significant difference. The slope 
distortion effects reported by DeLong were in the x-direction (down 
stream) emd in a smooth trapezoidal channel. Effects of lateral 
distortion up to l/48 of river width could not be detected. 
To account for the difference, density stratification (Part 
D), intake flow rate (Part C), Reynolds Number and verticail scale 
distortions effects were investigated. 
C. Influence of Intake Flow Rate 
The control valves (see Figure 6) were such that the flow rate 
could vary about 5% without changing the setting. For the intake 
valve, as much as 15% variation was detected. A simple force 
balance diagram showed that the flow pattern, aoid hence the isotherm 
pattern, could be altered, depending on the magnitude of variation. 
Run A-12 was performed by turning off the intake vaJLve com­
pletely. When it was compared with Run A-13, an identical run with 
intake valve opened as designed, the isotherms did show more elonga­
tion down stream, and slightly less up stream. However, a general 
direction of effluent flow along the Illinois side still persisted. 
It was concluded the difference in the direction of effluent flow 
between Model A and Model C lies in the difference in topology around 
and beyond Islaoid 299, particularly near the Iowa side, where 
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topological information is the least available. For example, the 
submerge island attached to Dyke 25 was not modeled in Model C, 
D. Density Stratification 
Many investigators had suggested that the surface temperature 
profile due to condenser discharge in a river is exponentially pro­
portional to the area of the plume [2] [5] [17] [20] [32]. Since 
density and water temperature have a well established relationship, 
letting AT = AX in a particular range of interest would automati-
om o 
cally model AP^/P also. However, this violates the design condition 
of Equation (23). Also, the desire of having high temperature resolu­
tion, as mentioned in the Procedure section, amd sensitivity of the 
water heater thermostat were such that the effluent temperature was 
different from that of the prototype condition (Table 5). 
Some controlled runs on Model A (Runs A-08, A-09, A-10 and A-14) 
under the saune conditions except AT^ emd effluent absolute temperature 
were selected to study this effect. AT/ûX^ isotherms and their cor­
responding cirea enclosed were plotted in Figure 8. Rapid mixing, 
amd hence lower AT/AT^ over a larger area of Run A-08 should paxti-
7 
cularly be noted. Next, a constarnt area from Figure 8 (3 x 7 x 10 
square inches) was selected, and the corresponding values of 
each run was read from the graph. These ÂT/^CT^ values were plotted 
against the correspondingAp^/p values (calculated from AT^ and 
effluent temperatures during the runs) in Figure 9. This plot shows 
the general trend of higher surface temperature with increase of 
density difference, particularly at lower Ap^/P end. However, 
since run A-08 had AT^ = 27°F, which is not very different from 
2.0 
1.0 
0.8 
0.6 
0.4 
0.3 
0.2 
0.1 
-Run A-10: A Tq = 85° " $6. 5° 
-Run A-o8: ATq— 83.5°- 56.5° 
- Run A-09* ATq =89° - 57° 
...Run A-lU: ATo= 87.3°- 57.1*° 
. I I L_l Mil L I I I I I I I I 
0.15 0.2 0.3 O.U 0.6 0.8 1.0 2.0 3»0 4.0 6.0 8.0 10 
Area affected (in 7*10^ In.2) 
20 30 
Figure 8. AT/AT isotherms as a function of corresponding areas (square inches) 
they enclosed 
O Run A-10; aTq 
P Run A-08: ATQ 
» Run A-09: aTQ 
A- Run A-LU; ATq 
850 - 56.5° 
83.5° - 56.5° 
89° - 57® 
87.30 - 57.»^° 
,May not be a reliable 
data point 
L 
3 000-5) 3-1 3'?. 3-3 3 4 3-5 36 3'7 (10-^) 38 
Figure 9. Average At/aT^ of the first 3 square inches near effluent discharge 
(from Figure 8) as a function of effluent APo/P 
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Run A-10 of 28.5°, yet its isotherm patterns are quite different 
from A-10, A-09, and A-14, it is doubtful that the data of Run A-08 are 
very reliable. Anyway, Figure 9 shows only four points about 0.12 
AT/AT^ units apart. Since aJ.1 runs during this investigation were 
conducted within this range, correction to density stratification 
effects is neglected. 
Since the above controlled runs were made on the same model (Mod­
el A) , the design condition of Equation (23) is automatically satis­
fied. If different models were used,Equation (23) can be written as 
^om _ ,^m»2 
•at" = 
= <X) 
or 
At 
= f (n, a) 
O 
DeLong [s] had shown length scaJ.e has no effect on temperature 
prediction, and the effect of a will be shown experimentally in 
section F. Also, test data from Bull [7] had indicated that dis­
tortion of has very little effect within the range of 
present investigation. 
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E. Hydraulic Radius and Flow Depth, 
Reynolds Number emd Froude Number 
In river and open channel models, the Froude number (ratio of 
inertia force to gravitation force) is the dominant criterion, while 
the Reynolds Number (ratio of inertia force to viscosity force) is 
regarded as not important as long as it is in turbulent region. The 
typical force behavior, such as friction factor and drag force, is 
found experimentally to be almost constant above a certain Reynolds 
Number (see Murphy's [23] diagrams) for example. The specific value 
of this number is not well established. Giles [12], Marks Mechanical 
Engineering Handbook [19] aoid Murphy [23] suggested it should be 
around 2000 based on hydraulic radius. Acker's paper in Parker 
and Krenkel's compilation [30] indicated it should be larger than 
600. Since the higher this minimum Reynolds Number (sometimes called 
Critical Reynolds Number) is, the larger the flow rate or model 
size, or both, and thus for economy of construction, a minimum Rey­
nolds Number is desirable. Furthermore, most rivers (if not all) 
have depth much less than width so that hydraulic radius and depth 
are almost equal. Distorted river models of practical size, however, 
usually have hydraulic radii very different from flow depth. It is 
desirable, therefore, to resolve whether the characteristic length in 
the Reynolds Number aind the Froude Number should be depth or hydraulic 
radius. Figure 10 is a plot of area enclosed by 0.3 isotherm versus 
Reynolds Number with depth as characteristic length. No logical 
order or trend can be found. The same 0.3 isotherm was also plotted 
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Figure 10. Area enclosed by 0.3 isotherm (sq. in.) as a 
function of Reynolds Number with d 
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versus Reynolds Number with hydraulic radius as characteristic 
length. Despite that only three data points per group were available, 
two parallel straight lines with negative slopes are seen, depicting 
decrease of area enclosed by 0.3 isotherm, or increase of effluent 
mixing at higher Reynolds Number. Both Figure 10 aoid Figure 11 had 
ignored Model C results, since its topology was sufficiently different 
from other models. 
Dye injection into the effluent fore-bay during some runs (in­
cluding Run A-15, Re(R) = 644) did not show auiy indication of 
laminar flow phenomena as depicted in Chapter 5 of Streeter's book 
[39]; neither did the surface temperature profiles. The validity 
of using hydraulic radius can thus be established by compearing 
Figures 10 and 11. 
From Figure 11, an empirical formula can be obtained as 
As(0.3) = (2.91 X 10^®) (Re(R))"^*^^ (26) 
where 
As(0.3) = Surface area enclosed by 0.3 isotherm 
Rfe(R) = Reynolds Number with hydraulic radius as 
characteristic length 
Equation (26) indicates great dependence of As(0.3) on Re(R). 
This should subject to further investigation, however, due to 
the lack of data points. 
Next, As(0.3) Vs. Fr(d) (Figure 12) and As(0.3) Vs. Fr.(R) 
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Figure 11. Area enclosed by 0.3 isotherm (sq. in.) as a 
function of Reynolds Number with = R 
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(Figure 13) were plotted aaid the same ratio points were con­
nected. Both graphs did not show amy consistent pattern, indicating 
the lack of relationship between Froude Number and effluent mixing. 
Another indication that hydraulic radius is preferred as 
characteristic length rather than depth will be seen in next section. 
F. Prediction Factor 6 and 
Vertical Distortion Factor a 
It was shown (Runs D-03 and B-01) that the river temperature is 
highest near the surface. The surface temperature profiles, as shown 
in maps in Appendix C, revealed marked differences from model to 
model. The averaged surface temperatures, however, were more con­
sistent. Thus, the weighed average surface temperature was chosen 
to evaluate the effects of vertical distortion. Two sections were 
chosen for this purpose; Section F-F, which is about 765 feet down 
stream from the effluent dischsirge outfall, represents the section 
just outside the "ecologically sensitive area." Section I-I, which 
is about 2,500 feet down stream, probably represents the beginning of 
the far field, where atmospheric heat loss becomes more important and 
turbulent mixing ceases to dominate. The vertical distortion a is 
defined as 
1/1 
m 
and the prediction factor 6 is defined as 
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Connected lines indicate 
Qeff 
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Figure 12. Area enclosed by 0.3 isotherm (sq. in.) as a 
function of Froude Number with /v = d 
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Connected lines indicate constant ratio. 
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Figure 13. Area enclosed by 0.3 isotherm (sq. in.) as a 
function of Froude Number with A. = R 
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<£a:/AT > 
' = <^T>? > (2') 
nr om 
where 
< A t/ ^ T^ >  a o i d  < A T a r e  a v e r a g e  v a l u e s .  
To correlate between Model A and Model B, the relationship between 
Ô(AB) ajid a(AB) will be sought, where 
6(AB) = <4r/AT^g> 
where <AT^/fliT^^, <Arg/^T^^ axe average values at a particular 
section of interest. 
1/1 
(• " 
or 
a(AB) = 
°-A 
'^A' calculated according to known design values. A reciprocal 
set between Model B and Model A is 
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MBA) = 
ajîd 
°-A 
a(BA) = 
"•B 
Similar pairs of 6 (AC) and a (AC), Ô(CA) ajid a(CA) etc. cam be formed. 
With hydraulic radius as characteristic length, a total of twenty 
sets per group are possible for five models. Another twenty sets 
per group can be formed with depth as characteristic length. Figure 
14 is a plot of Ô as a function of a with 7^= R (denoted as Ô (R) ) at 
Section F-F. All three groups axe included in this plot. Figure 15 
is a similar plot with depth as characteristic length (denoted as 
0(d)) at F-F. Both Figure 14 and Figure 15 pass through 1-1 point, 
indicating that when there is no distortion (a = 1), predicted value 
is equal to measured model value (6 = 1). If the vertical distortion 
has no effect for river surface temperature prediction, the predic­
tion-distortion curve would be a horizontal straight line at 6 = 1. 
Its deviation from a horizontal line indicates that vertical distor­
tion has effects that cannot be evaluated with a single model, nor 
can it be foreseen at the design stage. 
Figure 16 ajid Figure 17 are similar plots at section I-I; 
similar deviation from a horizontal line is displayed. 
A qualitative comparison between Ô(R) (Figure 14 and Figure 
16) and 0(d) (Figure 15 emd Figure 17) shows that when hydraulic 
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Figure 14. Prediction factor Ô as a function of distortion factor a with TV = R; 
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Figure 15. Prediction factor 6 as a function of distortion factor a with A- = d; 
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Figure 16. Prediction factor 6 as a function of distortion factor a with 7\-= R: 
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radius is chosen as the characteristic length for Froude Number, 
vertical distortion has less effect: The prediction-distortion 
curve is closer to being a horizontal line. It is also seen that 
the data points are less scattered in 6 (R) than 0(d). Contrairy to 
the common reports that the verticaJL scale distortion would have 
more effect near the effluent source than in the far field [30] 
[34], distortion effect in Section F-F, 765 feet down stream, is 
much less than in Section I-I, 2,500 feet away. 
Table 6 is a list of ô-a relationships obtained from Figure 
14 through Figure 17. 
By definition, 
<Ar/^ > 
= 6 (27) 
om 
or 
<iVr/Ai > . 6 
Thus the prototype average temperature can be adjusted according 
to the relationship derived in Table 6. 
A closer examination of Figure 14 reveals that only the largest 
flow rate (group 3) of Model D results axe farther away from the curve. 
Elimination of group 3 of Model D would decrease the statistical, 
variation tremendously. Similaarly, Figure 16 indicates groups 2 of 
Model B are farther away from the curve, elimination of which would 
not yield as spectacular a result as Figure 14. 
<^72T 
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Table 6, Experimental relationship between prediction factor Ô 
and vertical distortion factor a 
Section F-F Section I-I 
with 7v<= R ô (R) = a ô (R) y- a 
with d 0(d) = a 0(d) = a 
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VII. SUMMARY 
At the start of this investigation, all pertinent parameters 
that might influence the phenomenon of heat dispersion in a river 
model were listed. A total of 26 variables were recorded in Table 
1. By Buckingham's TT-theorem, 22 TT-terms were formed (Table 2). 
Careful examination of the TT-terms discovered that they could be 
grouped according to their physical meaming: 
A X 
= f (geometric parameters, time scale, fluid (5) 
o 
properties, dynamic force parameters, 
effluent conditions, atmosphere water 
interface heat transfer) 
Actual measurement of atmospheric heat loss (Appendix A) showed that 
it could be neglected in this investigation. Thus the TT-terms were 
reduced to seventeen (Table 3). Careful selection of model scales 
ajid model working fluid further reduced the number of TT-terms, since 
property of fluid, surface tension forces smd so on would have no 
effect on model if the range of operational condition aoid minimal 
depth were satisfied. Equations (15b) through (23b) were the final 
design conditions to be satisfied: 
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"m = (17b) 
"m = -f-
= as (19b) 
= -^ V (21b) 
m 
V = V 
om o 
(Vj/v) (22b) 
With consistent choice of horizontal and vertical scales, most 
design conditions could be satisfied except Equations (21b) and (23b). 
The effect of distortion upon Equation (23b) had been investi­
gated [32] as density stratification. Controlled measurements during 
this investigation showed At/^T^ increases with aji increase of 
^p^/p (Figure 8 and Figure 9), but the data points were not sufficient 
to determine a specific relationship, particularly since one of the 
four data points may not be reliable. Thus the effects of this dis­
tortion were neglected. 
To investigate the distortion effects of Equation (21b), it 
was necessary to determine if hydraulic radius, rather than depth 
should be the significant characteristic length. 
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Models were designed with respect to both depth and hydraulic 
radius as parameters and tested. Figure 10 said Figure 11 showed 
that hydraulic radius would be a more logical choice. Figure 14 
through 17 reinforced this conclusion. Figure 11 also shows that 
Reynolds Number is more important than hats been believed [3] [30] 
[35] in turbulent region. Dye test aoid temperature profile showed 
that the model river was in a turbulent region with the lowest 
reliable Reynolds Number obtained (Re(R) = 644). Qusoititative re­
sults csjinot be reached due to limitations of the models. 
Although functional relationships among TT-terms were not found 
any deviation of prototype values from those of model were caused 
by length scale T] and vertical distortion factor a. A previous in­
vestigator [8] had shown length scaJ.e has no effect on temperature 
prediction. The effect of vertical distortion factor a and average 
surface temperature of selected sections were depicted in Figures 
14 through 17, and empirical equations were listed in Table 6. Exa 
temperature profiles, however, are still yet to be investigated. 
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VIII. CONCLUSION 
This study revealed that hydraulic radius should be used as 
the characteristic length for Froude Number and Reynolds Number in 
river models, particularly when the river model is not very shallow. 
Turbulent phenomenon occurs in models with Reynolds Number equal 
to or less than 700, much lower than the frequently quoted conser­
vative value of 2,000. Model horizontal scales up to 3,000 and 
vertical scales up to 27 with vertical distortion factor ranges 
from 0.7 to 24 appears to be quite satisfactory, as compared with 
ASCE recommendation of horizontal scailes up to 2,000 and vertical 
scales eiround 100. 
A trend of increasing aT/^^ with ^ p^/p was demonstrated, but 
data points are not sufficient to establish any anaJLyticaJ. relation­
ship with confidence. This study also revealed that the average sur­
face temperature predicted near the effluent outfall (765 feet down 
stream) had less statistical variation than those farther away, 
which suggests the possibility of using distorted models effectively 
to predict near field thermal temperature profiles. 
Since the effects of geometricsuL vairiation in model construc­
tion tolerance are difficult and in most cases impossible to predict, 
a series of models correlating with each other yield much more 
reliable results than a single model, even if the single model is 
of considerably larger size. Statistical plume fluctuations during 
model testing, which may not truly represent prototype variation. 
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should be averaged over many cyles to yield confident results. 
Finally, model test results can be adjusted by taking account 
of the distortion effects, such as Figure 9 and Figure 14. 
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IX. SUGGESTIONS FOR FURTHER STUDY 
An analog to digital conversion device should be set up to 
couple directly with thermocouple outputs, so that more data can 
be accumulated in a single run for better statistics as well as 
to eliminate humsai error completely. 
Modify thermocouple-recorder t cale so that a much larger range 
of controlledAP^j/p can be obtained \o evaluate its analytical re­
lationship with temperature dispersr.on. 
An addition of smaller models will enable the evaluation of 
laminar-turbulent transition Reynolds Number. Together with vsirious 
roughness, functional relationship of AT/^^ and Re will be highly 
desirable. 
The feasibility of using distorted river models to predict 
near field thermal plumes should be determined. 
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XII. APPENDIX A: EXPERIMENTAL MEASUREMENT OF K 
72 
A. MathematicaJL Development 
Brady, Graves and Geyer [s] have shown that the rate of heat 
transfer between water surface and atmosphere can be written as 
q = -K A (T - E) (A-1) 
or 
pCpV = -K A (T - E) (A-2) 
where 
q = rate of heat traoisfer, BTU/day 
K = interface heat transfer coefficient, BTU/ft^ - °F - day 
2 A = surface area of the interface, ft 
E = environmental (equilibrium) temperature, °F 
V = volume of water = Ad 
For three specific bodies of water of equaul volume and surface area, 
q^^ — —K A — E) (A—la) 
qg = -K A (Tg - E) (A-lb) 
qg = -K A (T3 - E) (A-lc) 
By subtracting equation (A-lb) from (A-la) smd (A-lb) from (A-lc) 
dT dT 
PS (— —) = A (^1 - ^2) 
dT dT 
PCp V (— —) = A (^3 - ^ 2) 
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If V = Ad, 
PCp d It Cl - ^ 2) = -K (Ti - Tg) (A-3) 
PCp 1 (T3 - Tj) = -K (T3 - Tj) (A-4) 
The solutions are 
K t 
, PV (A.,) 
(^1 " ^2) t=0 
^ t 
i a e = - -
from which 
K2i=^E_! in (A-7a) 
K,, = in (A-7b) 23 t (T^ - Tg) 
The average 
Si + K 
K = 3 (Â-8) 
can be found by measuring d, temperatures of 3 bodies of water at 
t = O and again temperatures of the 3 bodies at a later time t. 
The quaaitity E can be determined by solving Equations (A-la), 
(A-lb) or (A-lc), and substituting K from Equation (A-7a) or (A-7b): 
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K t 
p C d 
E = — ^ K (A-9) 
which can be compared with air temperature aoid water temperature. 
B. Experimental Set Up 
Three circular pools, each with 6 ft diameter and 18 in, deep, 
were set up at the end of a long pier on the Sacramento River, about 
18 ft above the river surface. Each pool was insulated at sides and 
bottom with about 12 in. of glass wool. The pools were filled to 
about one inch to the top. The first pool was heated to about 10°F 
above river water with a steam generator. The second pool was the 
controlled reference pool and the third pool was cooled to about lO^F 
below the river water with ice cubes. Each pool was continuously 
stirred with electric stirrers to ensure uniform temperature, aoid 
motor driven pendulums smd pulleys were used to simulate wave condi­
tions. The set up was placed such that obstacles to meteorological 
conditions (wind, sunshine) was minimized. Temperature information 
was obtained throughout the day with multipoint thermocouples at 
various depths. Air temperature was also recorded. 
Values of K were calculated from the temperature measurements 
using Equation (A-5) through (A-8) for the months of July and August. 
The hourly values during day time rsinge from 100 BTU/sq.ft-°F-day to 
299 BTU/sq.ft-°F-day. The average of the highest day was about 
229 BTU/sq.ft-°F-day while the night average (8 p.m. to 6 a.m.) of 
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that day was about 200 BTU/sq. ft-°F-day. The average was 200 BTU/ 
sq.ft-°F-day. 
The quantity E was confuted using Equation (A-9). It was found 
to have a smooth sinusoidal vaariation as compeared to air temperature 
with a phase lag of about 3 to 6 hours. 
C. Atmospheric Heat Loss from River 
The preceding result can be used to estimate the significeuice 
of atmospheric heat loss from a river x feet down stream. 
By rewriting Equation (A-5) as 
^ ^ (A-5a) 
P C d 
AT = Al^ e P 
and using t = 3^v, 
K X 
" p C^d V 
ÂT = ÂT e 
o 
If 
AT = 23°F 
p =62 Ibm/ft^ 
Cp = 1 BTU/lbm-°F 
d = 15 ft 
V =0,5 ft/sec 
K = 229 BTU/ft^-°F-day 
X = lOOO ft 
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then 
AT = 23e-'00570 
= 22.869°F. 
Thus, in practice, the atmospheric heat loss from river cam be 
completely neglected within the ecologically sensitive areas. 
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XIII. APPENDIX B; CCWPUTER PROGRAMS 
AND SAMPLE PRINTOUTS 
78 
A, Program Y02 
1. CaJLculates Re amd Fr with = d and A, = R 
$JOB I4846CHIENtTIHE»10tPA6ES«50 
C 
C 
C TO INPUT: Lll^l 
C NUtG (2FL2.0) 
C XID< 11 ,0(I),R(ntA(I) (A3.3F12.0I. 
C 0EEP(A6) Q(FL2.0) 
C MUST INPUT SAME DEPTH, BUT DIFFERENT XID IN A SINGLE RUN 
C TO MAKE AVEREf AVEFR MEANINGFUL. 
C 
C TO READ ANOTHER RUN, SAME MODEL, DEPTH, N: BUT DIFFERENT Q, 
C INPUT L--9 (I2i AND THEN INPUT DEEPIA6) Q(F12.0I AGAIN 
C 
C TO READ ANOTHER SET, START READING L(I2) 
C NU,G 
C XI0(II,0(I), 
C OEEP,Q AGAIN, TO GET 
C OFF, PUT A BLANK CARD AT THE END OF DATA, SO THAT GOES 
C TO 999. 
C 
C TC START CALCULATION, N=L. LATER, L IS JUST CONTROL FOR 
C CONTINUATION OF ANOTHER RUN, AND N IS THE REAL NUMBER 
C OF SETS OF X -SECT ION 
C N'NUMBER OF SECTIONS TO BE COMPUTED FOR RE, FR, A, R, D, 
C V,ETC. 
C EXAMPLE*i)A-A (7INCH)+B-B(7INCH) WILL HAVE N=2 
C EXAMPLE(2) A-A(AT 7INCH) »A-A(AT 8INCH) MILL HAVE N=2. 
C HOWEVER, THIS WILL MAKE AVERAGE VALUES MEANINGLESS. 
C 
C D(n»DEPTH, All )«X-SECTION, Q'FLOWRATE, CFS. 
C 
1 DIMENSION AUOl 0(401 ,R(40),RE(40)vRED(40), FR(40),FR0(40}, 
9V(40)fLAMDA(40),XIO(40) 
2 REAL LAMOA 
3 REAL NU 
4 88 READ (5,15) L 
5 15 FORMAT (12) 
7 
8 
9 
10 
11  
12 
13 
14 
15 
16 
17 
18  
19 
20 
2 1  
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
IF <L-0l 977,999,988 
9 8 8  R E A D  ( 5 , 1 0 0 1  N U , G  
100 FORMAT (2Fi2.0) 
N=L 
00 311 1«1,N 
READ (5,109) XI0(1I,0(II,R(IJ,A(I) 
RU)»R(n /l2. 
0(1)^0(11/12. 
A(I)=A(I)/144. 
311 CONTINUE 
109 FORMAT (A3,3F12.0) 
SUMR=0 
SUMD=0 
SUMA«0 
00 9 1=1,N 
SUMD=SUMD+D(I) 
SUMR=SUMR»R( I  ) oo 
9 SUMA=SUAA+A(I) ° 
AVEO=SUMD/FLOAT(N) 
AVER=SUMR/FLOAT(N) 
AVEA=SUMA/FLOAT(N) 
977 READ C5,101)0EEP,Q 
101 FORMAT! A6,F 12.0) 
SUNV'O 
00 93 1«1«N 
V(I)«Q/A(I) 
93 SUMV=SUMV+V(I) 
AVEV=SUMV/FLOAT(N) 
CALL REYNO(Q,OtNU,A,N,RE,AVERE,AVEO,AVEV) 
CALL FR0U0(Q,I),6,A»N,FR,AVEFR,AVEC*AVEV) 
00 54 1=1,N 
R E D ( I ) « R E ( I I  
5 4  F R D (  I ) = F R ( n  
AVEREO=AVERE 
AVEFRO«AVEFR 
CALL REYNO(Q,R,N U,A,N,RE,A VERE,AVER,AVEVI 
CALL FROUO(Q,H,6,A,N,FR,AVEFR,AVERtAVEV) 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
WRITE (6«641 DEEP 
64 FORMAT I• l• , / / / / / /5Xf•FLOW-RATE » •F8.5f lOX,«MODEL DEEP = • 
9A4I 
kRITE(6,65* 
65 FORMAT (//21X»'LAMOA » DEPTH',38X,*LAMDA=HYDR.RADIUS'/) 
WRITE 16,75» 
75 FORMAT t lOX, '  l)( I  » • ,6X, «REC I  ) '  , 6X,'FR( 1) • ,6X, '  VC I  ) • ,9X, 
9'A(H',4X,'Rn )• ,7X,'RE(I)',5X,'FR(I)') 
00 10 I«l fN 
10 WRITE (6,B5)XI0( I),D(I),RED(n,FRD(II,V(I) , A (I),R( n ,  
2RE(I) ,FR(I) 
85 FORMAT (2X,A3,3X,F6. 4 , 3X,F9.2,3X,F8,6tBX,F8.6,3X,F8.4,3X, 
9F6.4,aX,F9.2,3X,Fa.6) 
WRITE (6,95) N 
95 FORMAT (//2X,*AVERAGE VALUES OF THE ABOVE ',12) 
WRITE(6,105)AVED,AVERED,AVEFRD,AVEV,AVEA,AVER,AVERE,AVEFR 
105 FORMAT (/8X,F6.4,3X,F9.2,2(3X,F8.6)•3X,F8.4,3X,F6.4,3X, 
9F9.2,3X,F8.6) m 
GO TO 88 
999 WRITE (6,104) 
104 FORMAT Cl', «END OF PROGRAM'J 
STOP 
END 
C ••••••••SUBPROGRAMS OF REYNOLD AND FROUDE^^^^^^^^^^^^^^^ 
C 
C SLBROUTINE REYNOLD CALCULATES RE(I) AT VARIOUS XIDdl, AND 
C USES AVERAGE VALUES FROM MAIN PROGRAM TO CALCULATE AVERE. 
C 
SLBROUTINE REYND (Q,LAMDA,NU,A,N,RE,AVERE,AVELAM,AVEV) 
DIMENSION A(40I,D(40),R(40),RE(40),V(40),LAMDA(40) 
REAL NU 
REAL LAMOA 
00 500 1=1,N 
RE(II»Q^LAMDA(1)/(A(I)^NUI 
500 CONTINUE 
AVERE'AVEV^AVELAM/NU 
69 RETURN 
70 END 
C 
C 
C SUBROUTINE FROUC CALCULATES FRfl) AT VARIOUS XlOdIt AND 
C USES AVERAGE VALUES FROM MAIN PROGRAM TO CALCULATE AVEFR. 
C 
71 SUBROUTINE FROUO(QtLAMDA»GfA«N»FRtAVEFR*AVELAH.AVEVI 
72 DIMENSION AI40)f0(401tR(40)tFR(40)tV(40)fLAMDA(40) 
73 REAL LAMCA 
74 REAL NU 
75 CO 600 1=1,N 
76 FRU )^Q/(A(I)>»SQRT(G«LAMDAf ID) 
77 600 CONTINUE 
78 AVEFR>AVEV/SQHTfG*AVELAM) 
79 RETURN 
80 END 
SENTRY 
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FLOW-MATE 0.14536 MODEL DEEP - B-11 
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c-c 0.4683 12550.31 0 .078555 0. 3 0 4 9 5 9  0.4767 
0-0 0.:I550 11346.45 0 .107614 0. 3 6 3 7 2 6  0.3997 
EE 0.-1675 8952.20 0 .060611 0. 2 7 7 2 1 4  0.5244 
F-F 0.4317 10791.09 0 .076329 0. 284485 0.5110 
G—G 0.4258 10066.56 0 .072673 0. 269020 0.5403 
H - H  0.4017 9002.40 0 .070943 0. 255056 0.5699 
l-I 0.1)058 9575.29 0 .053394 0. 215421 0.6748 
J - J  0 . 3 3 3 3  6536.61 0 .068137 0. 223160 0.6514 
K - K  0.4967 7429.82 0 .042582 0. 170238 0.8539 
L - L  0 . 4 7 0 0  9168.73 0 .057084 0. 222000 0.6548 
AVERAGE VALUES OF THE AdOVE 10 
0.4256 9668.27 0.069859 0.258528 0.5857 
LAMDA>HY0R.RADIUS 
R d l  RE( I) F R I I I  
0. 1883 5046.93 0.123876 
0. 1442 4607.83 0.168869 
0. 1742 4242.65 0.117095 
0. 1825 4562.26 0.117391 
0. 1675 3959.65 0.115873 
0. 1758 3940.88 0.107224 
0. 2233 4227.64 C.080356 
0. 1767 3464.41 0.093594 
0. 2208 3303.53 0.0o3860 
0. 1367 2666.09 0.105859 
0.1790 4066.46 0.107718 
85 
B, Program Y03 
1. Millivolt input from thermocouples (24), converts to 
and normalizes to = Tjg 
1 
2 
3 
4 
5 
6 
7 
8 
9 
1 0  
11 
1 2  
13 
14 
15 
$J08 I4846CHieN,TIME=9,PAGES=39 
C 
C 
C INPUT AS FOLLOWS: 
C RUN <A6)f  ONLY LAST 4 ENTRY, E.G. •  A-02' .  
C M (121,  NUMBER OF SETS OF READINGS. 
C VEFF (FIO.O) 
C VU,I* (8F10.0)  1 = 1 ,24 
C VEFF AND VCJ,I)  AGAIN FOR NEXT SET. 
C REPEAT UNTIL ALL M SETS. 
C 
C COMMENT: NOW SHIFT TO NEXT SECTION 
C M 
C VEFF 
C V(J,1I  
C VEFF,V(J,n ETC, UNTIL END oo 
C FOR ANOTHER RUN, PUT A -1 CARD (12) 
C START WITH RUN (A6),  ONLY LAST 4 ENTRIES 
C BLANK CARD AT THE END OF ALL DATAS*******MUST********** 
C 
C 
DIMENSION SUMTN(30),SUMTC30),VEFF(201,V(20,30),T{20,30) 
DIMENSION TN(20,30),AVETN(301,AVET(30) 
9 READ (5,70) RUN' 
70 FORMAT (A6) 
WRITE (6,80) RUN 
80 FORMAT (•  1 ' , / / / / lOX, 'START OF RUN NUMBER: A6) 
5  READ(5,30) M 
30 FCRMAT(I2) 
IF(M-0J9,999,9g 
99 CC 300 1=1,24 
SUMTN(11=0 
SUMT( n  = o 
300 CONTINUE 
WRITE(6,90) 
90 FORMAT (  /5X, * T.C.# '  ,  5X, «TEMP* ,  lOX, «TNV) 
17 
18 
19 
20 
2 1  
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
00 200 J=1,M 
PEAD(5,20I VEFF(J)  
20 FORMAT{F 10.0» 
VEFF(J)={VEFF(J»+5)/110 
PEA0(5»10) (VCJfUt 1 = 1,24) 
10 FORMAT (8F10e0) 
DO 100 1=1,24 
C 
C NORMALIZES 5897-N TO 5897 CHART PAPER 
v ( j , n  =  ( v ( j , n + 5 ) / i i o  
c  
T(J,  I  )  = V(J,H'>'45.3 
TN{J,I)=V(J,IJ/VEFF(J)  
hRITE(6,50) I fT(J,I) ,TN(J,I)  
50 FORMAT (  5X, Ï  4 ,  3X, F10.5,4X ,  F10.  7)  
SUMTN(I)=SUMTNCI)+TN(J,I)  
SUMT(I)  = SUMT<X) + T(J ,I)  oo 
100 CONTINUE 
200 CONTINUE 
WRITE (6,40) M 
40 FORMAT ( /5X, 'THE AVERAGE OF THE ABOVE ' ,12 ) 
DO 500 1=1,24 
AVETN(I)=SUMTNCn/FLOAT(M) 
AVET(I)=SUMT(n/FLOAT(MI 
WRITE(6,50) I ,AVET<I),AVETN(I)  
500 CONTINUE 
WRITE<6,90) 
WRITE(6f15) 
15 FORMAT ( / / / /2X,*SHIFTING TO NEXT SECTIONS*) 
GC TO 5 
999 WRITE(6,25) RUN 
25 FORMAT CI*, 'END OF RUN:*,A5) 
STOP 
END 
(ENTRY 
START OF RUN NUMBER: E-06 
c . #  TEMP TN 
1 35.74582 1.0000000 
2 0.00000 0.0000000 
3 0.00000 o.ocooooo 
4 0.00000 OoOOOOOOO 
5 0.00000 OrOOOOOOO 
6 8.97764 0..2511520 
7 9.84245 0 . 2  7 5 3 4 5 4  
8 10.70727 0.2995391 
9 10.95436 0,, 3 064516 
10 10.91318 0.3052995 
11 10.46018 0.. 2926266 
12 8.93645 0., 2 49 9999 
13 6.17727 0. 1728110 
14 8.07163 0.,2258063 
15 8.68937 0.2430876 
16 7.94808 0.2223500 
17 4.73591 0.1324884 
18 6.21845 0.1739631 
19 5.68309 0,1589862 
20 5.39482 0.1509216 
21 6.17727 0.1728110 
22 5.23009 0. 1463133 
23 4.24173 0.1186635 
24 5.31245 0.1486174 
1 35.91054 1.0000000 
2 0.00000 0.0000000 
3 0.00000 0.0000000 
4 0.00000 0.0000000 
5 4.40645 0.1227064 
6 7.45391 0.2075686 
7 7.20682 0.2006880 
a 12.80755 0.3566514 
§ 
9 8.60700 
10 11.03673 
11 9.88364 
12 7.90691 
13 13.01346 
14 6.79500 
15 6.58909 
16 7.04209 
17 7.74217 
18 6.83618 
19 6.79500 
20 5.88900 
21 5.64191 
22 5.02418 
23 5.27127 
24 4.36527 
1 35.95172 
2 0.00000 
3 0.00000 
4 0.00000 
5 0.00000 
6 5.39482 
7 7.74217 
8 11.86036 
9 11.07790 
10 10.62491 
11 8.35990 
12 9.01882 
13 9.88364 
14 8.23636 
15 6.71263 
16 7.16563 
17 6.67145 
18 5.80664 
19 5.27127 
20 5.76545 
21 5.84782 
0.2396788 
0.307 3394 
0.2752293 
0 .  2 20 18 34 
0.3623853 
0.1892201 
0.1634862 
0.1961008 
0.2155961 
0.1903669 
0.1892201 
0.1639908 
0.1571100 
0.1399082 
0.1467889 
0.1215596 
1.0000000 
0.0000000 
O.OCOOOOO 
0.0000000 
0.0000000 
0.15005 72 
0.2153491 
0«3298969 
0. .3081327 
0«2955326 
0. ,2325313 
0o2508590 
0.  2 749140 
0, ,2290950 
0.  1867123 
0.1993126 
0,1855669 
0.1615120 
0.1466208 
0.1603665 
0.1626574 
g 
22 5 .27127 0 .1466208 
23 5.31245 0 .1477662 
24 5.31245 0 .1477662 
1  35 .95172 1 .0000000 
2 0.00000 0»0000000 
3 0.00000 0 .0000000 
4 0.00000 0 .0000000 
5 0.00000 o .ocooooo 
6  6 .58909 0 .1832760 
7 7.70100 0 .2142038 
8 10.04836 0 .2794958 
9 9.30709 0 .2588775 
10  10 .87199 0«3024053 
11  9.92482 0.2760596 
12  8 .52463 0  «237 11 33  
13  12 .27218 0 , .3413516 
14  9 .51300 0o2646048 
15 5 .97136 0 ,166 09 39  
16  7 .45391 0«2073309 
17 6.63027 Ou 1844213 
18 5 .51836 0 ,1534936 
19 6.42436 0. ,  1786941 
20 7.82454 0.2176402 
21  5 .35363 0,1489117 
22 4 .98300 0. .  1386024 
23 4.94182 0,1374570 
24 4.44763 0. .1237113 
THE AVERAGE OF THE ABOVE 4 
1  35.  88994 1.0000000 
2 0 .  00000 0.0000000 
3 0.  00000 0.0000000 
4 0 .  00000 0.0000000 
5 1.  10161 0.0306766 
6 7.  10386 0.1980134 
7 8.  12310 0.2263966 
8 11.  35588 0.3163958 
9 9.  98658 0.  2782850 
10 10.  86170 0 .  3026440 
11 9.  65713 0.  2691116 
12 8.  59670 0.  2395388 
13 10.  33663 0.  2878654 
14 8 .  15400 0.  2271816 
15 6.  99061 0.  1948450 
16 7.  40242 0.  2062736 
17 6.  44495 0 .  J. 79 5182 
18 6.  C9491 0.  1698338 
19 6.  04343 0.  J. 68 380 3 
20 6.  21845 0 .  1732298 
21 5.  75515 0.  1.603725 
22 5.  12713 0.  1.428611 
23 4.  94181 0.  1376689 
24 4.  85945 0.  1354136 
SHIFTING TO NEXT SECTIONS 
T.C.# TEMP TN 
1  35.86935 1.0000000 
2 0.00000 0.0000000 
3 3.00627 0.0838117 
4 3.335 73 0.0929965 
5 7.49509 0.2089552 
6 21.04390 0.5866820 
7 13.96063 0.3892077 
8 8.97764 0.2502870 
9 8.35990 0.2330652 
10 11.48973 0.3203214 
11 6.50673 0.1814007 
12 8.03045 0.223 8805 
13 14.74309 0.  4110218 
14 7.45391 0.  2078069 
15 7.00091 0.  1951779 
16 8.23636 0.  2296210 
17 5.35363 0,  1492536 
18 3.62400 0.  1010333 
19 4.98300 0.  1389207 
20 3.82991 CI.  1067738 
21 5.10654 0.  1423650 
22 3.29455 0.  0918484 
23 3.70636 0.  1033295 
24 5.23009 0.  1458093 
1 35.86935 1.  0000000 
2 0.00000 0.  0000000 
3 0.32945 0.  0091848 
4 0.12355 0.  0034443 
5 0.00000 0.  0000000 
6 21.99107 0.  6130883 
7 13.26054 0.  3696899 
8 9.30709 0.2 594719 
9 3.78873 0* 1056257 
10 10.78963 0.  3008036 
11 6.63027 0.  1848448 
12 7.86572 0.  2192880 
13 14.45482 0.  4029851 
14 11.28382 0.  3145809 
15 5.76545 0.  1607348 
16 7.08327 0.  1974741 
17 4.40645 0« 1228472 
18 6.50673 0» 1814007 
19 2.59445 0.  0723307 
20 6.42436 0.  1791044 
21 5.76545 0.  1607348 
22 4.40645 0,  1228472 
23 3.54164 0,  098 7371 
24 4.98300 0.  1389207 
vo 
to 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1  
12 
13 
14 
15 
16 
17 
18 
19 
20 
2 1  
22 
23 
24 
1 
2 
3 
4 
5 
6 
7 
8 
9 
1 0  
1 1  
1 2  
13 
35 .78699 1.0000000 
0 .00000 0,0000000 
3 .08864 0,0663061 
3 .91227 0., 1093210 
0 •00000 0,0000000 
21 .29099 0,-5949367 
12 .80755 0.3578827 
8 .73054 0.2439585 
3 .66518 0,1024165 
10 .74846 0.. 3 00 3452 
6 .09491 0.,1703107 
7 .57745 0.2117375 
7 .12445 0, 1990792 
4 .61236 Ool288837 
5 .31245 0„1484464 
6 .30082 0. 1760644 
4 .07700 0,1139240 
4 .73591 0,. 1323360 
5 .64191 0.,1576524 
2 .47091 0«0690448 
4 .65945 0, 1357882 
4 .65354 0.. 1200344 
3 .70636 0«1035673 
5 .10654 0,1426927 
35 .82817 loOCOOOOO 
0 .53536 0..0 149425 
0 .90600 0.0252873 
0 .00000 0.0000000 
0 .00000 0.0000000 
21 •53809 0o6011494 
13 .713 55 0.3 827586 
6 .58909 0.1839080 
7 .08327 0.1977011 
9 .88364 0.2758620 
5 .55954 0.1551723 
7 .86572 0.219 5401 
15 .56673 0.4344827 
14 4. 69473 0. 1310344 
15 10. 91318 0. 3045976 
16 6. 50673 0. 1816092 
17 6. 75381 0. 1885056 
18 5. 39482 0. 1505746 
19 3. 95345 0. 1103448 
20 4. 61236 0. 1287355 
21 4. 90063 0. 1367815 
22 3. 91227 0. 109 1954 
23 3. 95345 0. 1103448 
24 6. 01254 0. 1678160 
THE AVERAGE CF THE ABOVE 4 
1 35.83846 1.0000000 
2 0.133 84 0.0037356 
3 1.83259 0.0511475 
4 1.84289 0.0514405 
5 1.87377 0.0522388 
6 21.46600 0.5989637 
7 13.43557 0.3748846 
8 8.40108 0.2344063 
9 5.72427 0.1597021 
10 10.72 786 0.2993329 
11 6.19786 0.1729321 
12 7.83484 0.2186115 
13 12.97227 0.3618920 
14 7.C1120 0.1955765 
15 7.24800 0.2022392 
16 7.03179 0.1961921 
17 5.14772 0.1436326 
18 5.06536 0.1413361 
19 4.29320 0.1198121 
20 4.33438 0.1.209146 
21 5.15802 0.1439173 
22 4.06670 0.1134813 
23 3.72695 0.1039946 
24 5.33304 0.1488097 
SHIFTING TO NEXT SECTIONS 
T.C.# TEMP 
1  35.82817 
2 8.27754 
3 3.33573 
4 7.90691 
5 8.23636 
6 12.39573 
7 7.45391 
8 8.48345 
9 8.03045 
10 10.21309 
11 9.06000 
12 4.28291 
13 17.54346 
14 8.68937 
15 7.08327 
16 7.82454 
17 6.01254 
18 6.34200 
19 5.80664 
20 10.41900 
21 4.44763 
22 4.85945 
23 4.5300C 
24 4.03582 
1 35.78699 
2 9.26591 
3 0.98836 
4 1.35900 
5 2.18264 
6 12.76636 
7 6.87736 
a 8.73054 
9 8.19518 
TN 
1.0000000 
0.2310343 
0.0931034 
0.2206896 
0.2298850 
0.3459771 
0.2080458 
0.2367814 
0.2241378 
0.2850575 
0.2528735 
0.1195402 
0.4896553 
0.2425288 
0.1977011 
0.2183907 
0.1678160 
0.1770114 
0.1620690 
0.2908046 
0.1241379 
0.1356321 
0.126436 7 
0.1126436 
1.0000000 
0.2589183 
0.0276179 
0.0379747 
0.0609896 
0.3567318 
0.1921748 
0.2439585 
0.2289987 
vO 
Ui 
10 9.84245 0.2750286 
11 8.19518 0. .  2289987 
12 6.71263 0.1875718 
13 9.76009 0 . .2 727272 
14 6.87736 0. .  1921748 
15 7.61863 0.2128883 
16 6.09491 0.1703107 
17 4.48882 0.1254315 
18 4.73591 0.1323360 
19 5.43600 0.1518987 
20 8.44227 0.2359033 
21 4.53000 0*1265822 
22 3.99463 0.1116225 
23 4.48882 0.1254315 
24 3.66518 0*1024165 
1 35.62227 1 <.0000000 
2 6.79500 0.1907514 
3 1.11191 0.0312139 
4 4.73591 0.1329479 
5 5.39482 0,1514450 
6 12.02509 0.3375722 
7 10.70727 0.3005779 
8 8.03045 0.2254335 
9 6.17727 0.1734104 
10 9.92482 0.2786127 
11 8.11282 0.2277456 
12 4.44763 0.1248554 
13 14.20773 0.3988439 
14 8.31872 0.2335259 
15 6.25964 0.1757225 
16 7.948C8 0.2231212 
17 8.68937 0.2439307 
18 4.65354 0.1306357 
19 5.43600 0.1526011 
20 6.46554 0.X815028 
21 4.48882 0.1260115 
22 5.31245 0.1491328 
vO O 
23 5.  02418 0.  1410404 
24 3.  25336 0.  0913295 
1 35.  58109 1.  0000000 
2 10.  58373 0.  2974536 
3 0.  COOOC 0 .  OCOOOOO 
4 3 .  37691 0.  0949074 
5 5.  35363 0.  1504629 
6 15.  81381 0.  4444444 
7 9 .  96600 0.  2800925 
8 5.  10654 0.  1435184 
9 8.  77173 0.  2465278 
10 10.  37782 0 .  2916666 
11 6.  38318 0.  1793981 
12 8.  97764 0.  2523148 
13 13.  50764 0.  3796297 
14 7.  90691 0.  2222221 
15 5.  31245 0.  1493055 
16 7.  45391 0.  2 094906 
17 5.  51836 0.  1550925 
18 4.  48882 0.  1261573 
19 5.  31245 0.  149 3055 
20 4.  48882 0.  1261573 
21 4.  53000 0.  1273147 
22 5.  84782 0.  1643518 
23 5.  02418 0 .  1412036 
24 3 .  21218 0.  0902777 
THE AVERAGE OF THE ABOVE 4 
1  35.70462 1.0000000 
2 8.73054 0.2445394 
3 1.35900 0.0379838 
4 4.34466 0.1216299 
5 5.29186 0.1481956 
6 13.25024 0.3711810 
7 8.75113 0.2452227 
8 7.58774 0.2124229 
9 7.79365 0.2182686 
10 10 .08954 0.2825913 
11 7 .93779 0.2222540 
12 6 .10520 0.1710705 
13 13 .75472 0.3852139 
14 7 .94809 0.2226129 
15 6 .56849 0.1839043 
16 7 .33036 0.2053283 
17 6 .17727 0.1730677 
18 5 .05507 0.1415351 
19 5 .49776 0.1 539685 
20 7 .45390 0.2085920 
21 4 .49911 0.1260116 
22 5 .00359 0.1401848 
23 4 .76679 0.133 5281 
24 3 .54164 0.0991668 
vO 
00 
99 
XIV. APPENDIX C: NORMALIZED 
TEMPERATURE-RISE œNTOUR MAPS 
100 
Notations for Appendix C: 
1. Decimal point also indicates position of thermaJL 
probe. 
2. For additional design conditions, see Table 5» 
3. Temperature contours in solid lines; submerged physical 
contours in dotted lines. 
Group 1 
Using R = A. 
Run No. A"15 Run No. B-08 Run No. E-06 
SCALE CFffT) 
go - 8 'OH ony 
y  f  I  B  O i  l a  
(13W 31V) 9 
5 CALE (Fim 
Run Ho. S - 06 
Group 1 
Using d = 
Run No. A.-06 
A"06 
A-06 
A--07 
: S }  
to check 
reproduceability 
of results 
Run No. B-01; 
B-02 
Cross section 
profile O Ul 
Run C Run No. E-03 
106 
6CALE Cr££T)  
R u n  H o .  A  •  06 -  1  
SCALE CFffT) 
R u n  Ro. A  -  06 • 2  
5CALE CF££T) 
R u n  H o .  A  
SECTION F-F 
F —, 
1 2 è  I n c h .  
N o d « l  D e p t h  
»eH ,<M 
Ml WW) 
.91S «o»! 
SECTION r- i  
*Mt »0M '064 
^ •O0« 
R u n  K o .  B  -  0 1  
H 
O 
5CALE (FIET) 
WEt>T OF G wo NORTH 
ifiv 
.09 
V30 
#24 
•,37 \ • *4 
#24 
y 33 \ #.26 
u Vas # 26 
• 30 •.sVv *29 
•34 • 29 
INSTITUTE OF HYDRAULIC RESEARCH AT rut 
mxllVLRSTY OF IOWA 
t>MCNSIONI.LSS ISOTHtWMS: (T-Tm)/(%'Tp) 
AT. jwalen Syxliats 
CONnG0RATK>J: Wj?39.Ppm 29;^Ide.Jet 
mvtP o&CHMCE 
11.000 cIs 
CWD BV 3Tr 
C» % J -V IL II 
PLANT CAtWANvf 
2270 cfs 
tppts bv dtte 
PI ANI 1CMI' IHSf 
Ml -T.) 115° F 
îfict 1 NO; 
I-L-FH-1 
•.K 
0 250 iOO lOOO 
M 
M 
w 
SCAU IH». I» 
Run C 
SCALE CFIET) 
D E  P C  B  I  J  K  
Run No. E - 03 
Group 2 
Using R = 
Run No, A-16 Run No. B-07 Run No. E-05 
SCALE CFffT) 
Run Ho. A • l6 
5CALE CFffT) -yM-y 
Run Mo. B « 07 
âo - s 'OM «"U 
(13W 31V)? 
Group 2 
Using d = A_ 
Run No. A"08; AT — 27° Run No. B-05 
o 
A-09 ATq ~ 
A"10; Slope distorted to 
1/48 in y direction 
A" 14: AT = 29.9° 
Run C Run No. E-02 
5CALE CFffT) 
Run No. A - 06 
SCALE <nET) 
Run Ko. A - 09 
SCALE CFEfD 
SCALE CFffD 
SCALE (FUT) 
Run Xo. B-05 
!h y n yvCS^ OP ONO I OATw 
-n 
INSTITUTE OF HYDRAULIC RESEARCH 
AT TMr 
univlivsty or iowa 
DIMENSIONILSj ISOTHFMvIS; (T-T»)/nt-TR) 
at Water Surface 
CONFIGURATION: Winçi Dom 29,_SKte Jet 
PLANT OUCUAUrj 
2270 cfs 
w.'-'d bf getc 
PLANT I f  MP M ^  
11 VF 
IMCET NÇ, 
RIVtR OtVlHARGE 
13.500 cfs 
CMK'D BV—GSTT WOO VXJO 
I  -  I - F H - 1  SCAU (Uf.Ti 
Run C 
5CALE (FieT) 
Group 3 
Using R = 
Run No. A-17 Run No. B-06 H 
M O 
Run No. D-02 Run No. E-04 
D-03: Cross section 
profile 
SCALE CfTfT) 
90 - a 'OH ana 
(13W 31V) r 
SCALE (FUT) 
Run Mo. D - 00 
SECTION F-F 
?» 
.000 , 000 .coo .w 
10 inch. 
Nodal Depth 
KO .000 
SECTION r-l 
— \ 1 
081 
,0*0 
Run Ho. D - 03 
w 
3 CALE CFffD 
Group 3 
Using d = 
Run No. A-11; Thermal probes 1 in. Run No. B-03 Similar 
below water surface B-04 conditions 
A-12; Intake valve turned off 
A-13 
Run C Run No. D-01 
Run No. E-01 
XX - V -oil an» 
(13W 31V) 9 
5CALE CFFfT) 
SCALE CFim 
SCALE CFffT) 
Run Mo. B • 03 
SCALE (FCET) 
Run No. B - (A 
TH is: TRUE NWIHT-n WIST Of GHO 
*90 
• as 
.48 
.75 •.sa .70 20 
•.sa 
.07 
• £7 • 77 • 55 
.0.5. OO 
D.2. •,86 
*.oa •14 • 12 •.14 
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