Integrated modular avionics is one of the most advanced systems which has been widely applied in modern aircraft. The performance of integrated modular avionics deeply impacts flight mission. Remaining useful life prediction is the critical manner which can efficiently improve the safety and reliability of aircraft. Since integrated modular avionics is a real-time system, the prediction algorithm should have fast learning speed to satisfy the real-time requirement. In this paper, an enhanced online sequential method is proposed to predict the remaining useful life of integrated modular avionics. Firstly, this paper proposes an online sequential network which is based on the architecture of parallel layer network. Secondly, to enhance the learning capability, this paper adopts the extreme learning machine denosing autoencoder to determine the input weights of the network. Thirdly, an adaptive forgetting factor is added to further improve the performance of the proposed method. The effectiveness and the superiority of the proposed method are verified in comparison with three online sequential algorithms on the standard datasets. Finally, a degradation model is built to depict the deteriorated process of integrated modular avionics. The prediction results confirms that the proposed method can effectively address remaining useful life of integrated modular avionics.
I. INTRODUCTION
Integrated modular avionics (IMA) is a high-integrity, partitioned and shared computing platform, which can effectively improve the efficiency of system and reduce source consumption [1] . As a generalized and flexible hardware platform, IMA hosts almost all the avionics functions with different criticalities [2] . An Arinc653 based IMA is controlled by a real-time computer network in which time partitioning and space partitioning are implemented strictly. All the functions are executed according to partition scheduling, successively. Hence, the safety and reliability of the aircraft greatly rely on the working performance of IMA.
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Resulting from the increasing scale of integration and complex interaction between functions and resources, a new series of problems arise, which brings new requirements for the security of avionics systems [3] . Many researches are committed to guarantee the safety of IMA by virtue of structural optimization and redundancy design [4] , [5] . However, quite few studies focus on the remaining useful life (RUL) prediction of IMA. The failure of IMA will affect flight mission, even cause catastrophic accidents. Accurate and timely RUL prediction can ensure flight safety and reduce the huge cost due to routine maintenance.
RUL prediction is an important part of prognostics and health management. Wang et al. [6] built a degradation model of aviation axial piston pump. Expectation maximization algorithm combined with Kalman filter method was used for RUL prediction. In [7] , Bayesian inference using a random VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ walk method was implemented to predict the RUL of an aircraft fuselage panel under repeated pressurization cycles. Different from the conventional statistical approaches, many studies prefer intelligence approaches for RUL prediction due to the outstanding regression capability. In [8] , the deep conventional neural network was applied to predict the RUL of rotating bearing. Zhao et al. [9] developed a novel method, which combined feature vector selection with support vector regression to predict the RUL of lithium-ion battery.
Kamran et al. [10] developed a prognostics method by integrating extreme learning machine and fuzzy clustering, where the method was implemented to predict the RUL of turbofan engines. Many researches point out that the intelligence approaches perform an excellent capability in RUL prediction, especially the deep learning machines [11] , [12] . Despite the success, deep learning machine still has some drawbacks. The salient disadvantages are that deep learning machine will spend a lot of time training the network and require large memory to store the parameters. Such disadvantages cannot be permitted on a real-time online prediction system. Under such circumstance, a fast and accurate online prediction method should be developed. Extreme learning machine (ELM) was firstly proposed by Huang et al. [13] in 2006 as a fast and effective machine learning algorithm. Different from other single hidden layer feedforward neural networks, ELM adopts the random feature mapping to generate the hidden node parameters and uses the least square method to determine the output weights. Huang et al. [14] demonstrated that ELM can approximate any continuous functions and guarantee fast learning speed. Such revolution greatly reduces the time consuming, since parameters of ELM need not to be adjusted by the iterative algorithm. Many researchers focus on improving the performance of ELM. Pruned ELM and Incremental ELM are developed for optimizing the number of hidden nodes of basic ELM [15] , [16] . To enhance the stability, many studies devote to determining the input weights and bias of ELM by using optimization algorithms [17] , [18] . For satisfying the requirement of online testing, online sequential ELM is developed to train the data chunk-by-chunk [19] . Some studies proposed the new structures to further improve the performance of ELM [20] , [21] .
Inspired by the characteristics of ELM, this paper proposes an enhanced Online Sequential Parallel Extreme Learning Machine (EOS-PELM) for RUL prediction. In this paper, the architecture of parallel layer extreme learning machine is selected to construct the proposed method, in which two hidden layers with the different activation functions learn the heterogeneous features from the inputs. The weights between the input layer and the hidden layer are determined by ELM denosing autoencoder. An adaptive forgetting factor is utilized to improve the generalization ability of the proposed method. Finally, an IMA degradation model is built based on the manifested soft faults. EOS-PELM is applied to predict the RUL of IMA, and the results illustrated the effectiveness and superiority of the proposed method.
The rest of the paper is organized as follows. The basic ELM and parallel layer ELM are introduced in section 2. Section 3 describes the proposed algorithm EOS-PELM, and details the procedure of EOS-PELM for RUL prediction. Section 4 designs an IMA degradation model. In section 5, the effectiveness and superiority of EOS-PELM is validated on benchmark datasets, and the RUL prediction results demonstrate the learning performance of the proposed method. Section 6 summarizes the presented research and the future work.
II. RELATED WORK A. EXTREME LEARNING MACHINE
ELM is an important branch of single hidden layer feedforward neural network, in which the parameters of hidden layer need not to be tuned. According to the ELM theory, input weights and bias of the network can be randomly initialized [22] - [24] . The only necessary for optimization is the output weights. A training data set with n instances is defined as S = (x i , y i ) |x i ∈ R N , y i ∈ R M , i = 1, 2, · · · , n , where x i and y i are the input vector and the output vector of the ith instance, respectively. N is the number of input attributes, and M is the dimension of the target. The relationship between the input samples and the outputs is defined as follows.
where w k is the input weight between the inputs and the kth hidden neuron; b k refers to the bias of the hidden layer; β t is the output weight between the hidden neurons and the tth output node; L represents number of hidden neurons; f (·) is any nonconstant piecewise continuous function. The hidden layer can be written in matrix form as follows.
The target can be defined as matrix Y = [y 1 , y 2 , · · · , y n ] T and the output weights can be depicted as β = [β 1 , β 2 , · · · , β L ] T . In view of the ELM theory, the goal can be formulated as the following optimization problem.
whereŶ is the practical output of ELM. The output weights can be calculated by the following equation [25] - [27] .
where H + denotes the Moore-Penrose generalized inverse of matrix H . H + can be calculated as follows. 
B. PARALLEL LAYER EXTREME LEARNING MACHINE
Parallel layer extreme learning machine is proposed based on the basic ELM. The difference with the ELM is that the input layer is mapped to two different hidden layers simultaneously. Figure 1 shows the structure of parallel layer extreme learning machine [28] . The weights between the input layer and two hidden layers are defined as w 1 and w 2 . Two hidden layers are defined as
Other parameters are defined as the same as the section of ELM. The relationships between the input layer and two hidden layers can be described as follows.
The objective function of parallel layer extreme learning machine is equivalent to the optimization problem of ELM. Then, the output can be formulated as follows.
The output weights β = β 1 β 2 can be determined by minimum norm least square solution. For simplifying the formulation, the output weights can be written in matrix form as follows.
III. PROPOSED METHOD A. THE STRUCTURE OF THE PROPOSED METHOD
To ensure the convergence, random projection should be adopts to maps the inputs into feature space according to ELM theory [29] , [30] . However, the performance of the algorithm is unstable resulting from the random initialization [31] , [32] . In order to figure out this issue, many papers applied the optimization method to decide the input weights of ELM. In this paper, ELM denosing autoencoder is designed to determine the stable input weights of the parallel layer network. ELM denosing autoencoder is an evolved autoencoder algorithm for feature extraction [33] . ELM autoencoder algorithm was developed according to ELM theory and the conception of autoencoder for constructing a deep learning machine, which can extract the deep features to improve the learning capability [34] . Since autoencoder can retain the completed information of the inputs, the trained output weights of the autoencoder are more stable than the random initializaiton for feature mapping. Different from conventional manners which generally select the meta-heuristic methods for optimizing the input weights of the ELM, the ELM denosing autoencoder can obtain robust features and stable weights, while keeping fast learning speed. The determined weights are used to learn the parallel hidden layers. The structure of the proposed EOS-PELM algorithm is shown in Figure 2 .
The procedure of the proposed method can be broken down into three steps. In the following article, the superscript and the subscript denote the number of variables and the number of neurons in each individual layer. In order to enable the two hidden layers to express heterogeneous features, the proposed method learns the representations via two kinds of nonlinear activation functions.
In the first step, the orthogonal random input weights v 1 , v 2 and biases b 1 , b 2 of the ELM denosing autoencoder project the corrupted input vectorx into feature space. The original input vector x is reconstructed by the hidden layer neurons s i and d i . The output weights α 1 and α 2 can be calculated in the same manner as ELM.
In the second step, the transposed matrix α 1 T and α 2 T are used as the input weights w 1 and w 2 to map the original input vector x into feature spaces. The hidden layers can retain completed information and stable feature of the input data by using the determined input weights.
In the third step, two hidden layers H i = [h i1 , h i2 , · · · , h iL ] and G i = [g i1 , g i2 , · · · g iL ], which are transformed by two different activation functions, are used to determine the final output weights β = β 1 β 2 . The output can be got in matrix form asŶ = β 1 β 2 H G T . The proposed method still has a fast learning speed for which the parameters need not to be adjusted iteratively.
B. ONLINE LEARNING WITH FORGETTING FACTOR
As mentioned in the above section, the parameters of EOS-PELM are initialized by the first batch of input samples.
In the online stage, supposed that the kth batch of input
where N j denotes the number of instances in the jth batch. The output weight is β k = β 1 k β 2 k and the hidden layers are H k and G k . Then the new arrived batch of input samples will generate the new hidden layers H k+1 and G k+1 . The output weight can be acquired by solving the following function.
where λ is the forgetting factor. According to ELM theory, the target can be approximated by using random projection and least square method. Then, β k+1 can be calculated as follows.
where Y k+1 = y N k +1 , y N k +2 , · · · y N k+1 T is the output vector, and the subscript of the capitals denotes the number of the batch. The defined matrix K k+1 can be formulated as follows.
It can be deduced that
Then, β k+1 can be transformed as follows.
There exists the matrices P k = K −1 k , P k+1 = K −1 k+1 . So, Finally, the updating function of output weight can be formulated as follows.
If the forgetting factor is set as λ = 1, the former data will be remembered. If λ = 0, the former data will be aborted. The forgetting factor therefore plays a critical role in online learning [35] . In this paper, an adaptive method is presented to adjust the forgetting factor. Since 0 ≤ λ ≤ 1, the root mean square error (RMSE) E k which is with respect to the learning accuracy of old model is used to build the forgetting factor. The equation of the current forgetting factor is defined as follows.
ELM using a nonlinear piecewise continuous function as the activation function f (·) can approximate any continuous target function Y . The general activation functions are listed in Table 1 . Sigmoid function is employed to almost all kinds of neural networks as the typically activation function. ReLu and its extension functions are developed recently in deep learning field, which perform excellent capability in many pattern recognition problems [36] , [37] .
The neural networks with different activation functions usually show different characteristics and complementary learning behaviors. In order to overcome the limitations of the neural network with individual activation function and enhance the generalization performance, the proposed method adopts different kinds of activation functions for the hidden layers. The learning performance of the proposed method can be improved by virtue of mapping the raw data into heterogeneous feature spaces.
C. GENERAL PROCEDURE OF THE PROPOSED METHOD
In this paper, an enhanced online sequential method with fast learning speed is developed for RUL prediction. The flowchart of proposed method is shown in Figure 3 and the general procedure for RUL prediction is summarized as follows.
Step 1. The running data sets are collected chunk-by-chunk.
Step 2. The first batch of data is applied to initialize the proposed method. Step 3. The following batches are used for adjusting the parameters of the model based on the online learning algorithm.
Step 4. The new arrived data sets are defined as the inputs for RUL prediction.
Step 5. Report the prediction results.
IV. IMA DEGRADATION MODEL
IMA is an electronic equipment with many modules, such as, general processor module, figure processor module, power module and common data network [38] . Therefore, IMA exists lots of components which will deteriorate during the service. The degradation factors won't lead to a failure directly, but the factors will cause a series of errors and affect the working efficiency. This paper concentrates on the working efficiency for further RUL prediction. According to the ARINC653 standard, a health monitoring function is designed to address the errors for guaranteeing the safety of IMA. Since error handling will occupy the time of the faulty function, IMA assigns the reasonable running time slice to the hosted functions. Soft fault denotes the fault that can be recovered during the running time. On this basis, this paper describes the performance of IMA with the characteristics of the manifested soft faults.
Many reasons may result in soft faults, such as, extreme environment, extreme vibration and electronic devices degradation. In terms of the civil aviation, extreme working condition is rarely encountered. However, the electronic devices degradation cannot be neglected. Many researches have pointed out that almost all the factors for soft faults, for instance, time-dependent dielectric breakdown (TDDB), hot carrier injection (HCI) and electromigration (EM), are caused by wearout resulting from extensive use [39] . Soft faults happen in a low frequency during the initial stage, which are identified as small noise fluctuation. As time goes by, the frequency and duration increase, and soft faults start to occur. In the final stage, soft faults will seriously impact on the system, even can lead to a failure [40] . Figure 4 shows the frequency of soft faults in the whole life cycle of the electronic system. As a core computing and real-time system, the computing accuracy and the computing speed are the basic requirements of IMA. However, computing accuracy heavily depends on the data collection which is separated from the IMA. Hence, real-time requirement is the main criterion to assess the performance of IMA.
In this paper, a novel IMA degradation model is built under Lévy Process [41] . Every basic function in IMA will be assigned a fixed time slice for completing the operation. The assigned time slice is a litter longer than the practical function execution time, the redundancy is designed to process some issues, such as error handling, during the running time. In other words, the function completion time X (t) consists of function execution time and the time delay caused by error handling. The function should be completed in the assigned time slice, otherwise the function will fail. Suppose that the performance of IMA is constant in a fly cycle, thenthe following properties of the function completion time X (t) can be proved in the allocated time slice. Firstly, the initial time X (0) = 0. Secondly, it has stationary increments and independent increments. Hence, the function completion time X (t) can be depicted using Lévy Process as follows [42] .
where µt + B (t) is a Wiener process, whose two parts denote the function execution time without soft faults and the random error respectively.
W i is the time delay caused by the ith error handling; N (t) denotes the total number of soft faults by time t. Based on the divisibility of Poisson process, the function completion time X (t) can be illustrated as follows. where E N j (t) λ j (T ) denotes the expectation of the soft faults caused by the jth factor under the parameter λ j (T ) in the T th fly cycle.
As mentioned above, TDDB, HCI and EM are the typical degradation reasons responsible for electronic devices, which should be considered in IMA. Many researches devote to revealing the mechanism of TDDB, HCI and EM. The significant conclusions are summarized based on lots of experimental results. The degradation of electronics caused by TDDB and HCI can be described by Weibull distribution [43] . The degradation of electronics caused by EM can be described by Lognormal distribution [44] . The reliability of the electronic devices in IMA which is effected by single factor can be calculated as follows.
where f (x) is probability density function. Hence, multiple factors correspond to multiple probability density functions f 1 (x) f 2 (x) · · · f n (x) which correspond to multiple reliabilities R 1 (T ) , R 2 (T ) , · · · , R n (T ). Meanwhile, P (X > t) = P (k = 1) = (λt) k k! e −λt = λte −λt implies no soft fault until time t. Hence, there exists a relationship between R j (T ) and λ j (T ), and it can be defined as follows. where C is coefficient. The occurrence of soft fault in a fly cycle can be depicted using homogeneous Poisson process. So, E N j (t) λ j (T ) can be transformed as follows.
The parameters of the Wiener process and the error handing time W i can be obtained by the experiments on VxWorks. After setting total number of fly cycles and defining threshold, namely, the time slice, the Monte Carlo method is applied to simulate the degradation process of IMA. Figure 11 shows the flowchart of simulation.
This paper builds an experimental platform. Figure 6 is a Freescale P2020RDB (Reference Design Board). The configuration and programs are built on the computer and uploaded to the P2020RDB by Gigabit Ethernet. The running results are monitored by computer via another Gigabit Ethernet terminal. Figure 7 shows the connection fashion. The configuration and functions of IMA are designed by VxWorks.
As a real-time system, all the functions of IMA should be finished in the stipulated time slices [45] . If an error can be amended in time, health monitor function only sends a message to the log. The maintainer will define the error as a soft fault. If the function cannot complete in the stipulated time, IMA will regard this condition as failure.
V. EXPERIMENTS AND RESULTS

A. BENCHMARKS
Benchmark datasets employed in this study are servo, autoMPG, concrete, abalone, winequality and Superconductivty datasets. All the benchmark datasets are collected from UCI Machine Learning Repository [46] . The number of attributes involved in the regression problem, number of training instances and testing instances of each dataset are listed in Table 2 .
In this paper, Sigmoid function and ReLu function are employed as activation functions for EOS-PELM. In order to validate the learning performance, the proposed algorithm is compared with three online prediction methods. The compared methods are online parallel layer extreme learning machine (PL-ELM), online sequential extreme learning machine (OS-ELM) and online sequential fast learning machine [47] , [48] . For ensuring the learning efficiency of these four algorithms, the number of hidden neurons of these algorithms satisfies the following constraints. The number of hidden neurons of PL-ELM is equivalent to EOS-PLEM. The number of hidden neurons of OS-ELM is twice as much as the defined number of hidden neurons of the proposed method. The number of hidden neurons of fast learning machine is equal to the number of hidden neurons of EOS-PLEM. The structures, batch sizes and dropout rates of the proposed method for the benchmark datasets are listed in Table 3 .
In this paper, each algorithm is repeated 50 times to obtain credible results. The training MAE, RMSE, the training standard deviations (Std) and the training time (in seconds) are listed in Table 4 . The testing MAE, RMSE, the testing Std and the training time (in milliseconds) are presented in Table 5 . Figure 8-13 show the testing error E = Y −Ŷ on different datasets, whereŶ is the practical output of the networks and Y is the target. To make it clear, Figure 11, 12 and 13 show the errors of testing results after subsampling while the sampling interval are set as 10, 10, and 20, respectively. As the above tables and figures show, the proposed method has the small standard deviations in both training step and testing step which result from the stable input weights via the ELM denosing autoencoder. Although PL-ELM has better training performance in some cases, the proposed method still has a stable and good training capability for different datasets. The testing results further confirm that the proposed method outperforms other algorithms. Compared with PL-ELM, using different activation functions in hidden layers provides a better generalization performance for the proposed method. The proposed method show the outstanding learning performance in both the small and large instances datasets. Among the four methods, although the proposed method requires more time to train, it still has the fast training speed, which enable the proposed method to suit to the real-time online prediction environment.
B. RUL PREDICTION OF IMA
This paper focuses on the degradation process from no soft fault to failure. IMA degradation performance is defined as the constant in single fly cycle, and the simulation in every fly cycle is repeated 100 times. The simulation data including 20000 fly cycles is shown in Figure 14 .
In this paper, the time slice is set as 20 milliseconds. The 100 samples in every fly cycle are used as the attributes of the input data. The mean value of the function completion time is defined as the target. The statistics of the first failure time (FFT) is presented in Figure 15 .
The expectation of the FFT corresponds to the 18073th fly cycle in Figure 15 . The simulation data from 1 to 16600 are used as the training data, and the target data from 1001 to 176000 are set as the training label. The simulation data from 16601 to 18600 are used as the testing data, and the target data from 17001 to 18600 are set as the testing label. The structure of the proposed method is 100-20, 20-1, the dropout rate is 0.1, and the batch size is 200. The prediction algorithms are run on the computer which acquires the data from the P2020RDB. All the four algorithms are repeated 50 times, and the training results, testing results and prediction results are listed in Table 6 .
To make it clear, figure 16 shows the prediction result errors E = Y −Ŷ of four algorithms after subsampling and the sampling interval is set as 10, whereŶ is the practical output of the networks and Y is the target.
As Table 6 and Figure 16 show, the proposed method has the best testing accuracy, although its training accuracy is not outstanding. Compared with other three algorithms, the proposed method has the smallest standard deviation, which illustrates that the EOS-PELM algorithm possesses a stable performance. In terms of the time consuming, training and testing time of the proposed method takes more time than other three methods, however it still keeps the fast speed. The fast learning speed enables that EOS-PELM to be implemented to the real time system for online RUL prediction. The prediction results further demonstrate that the EOS-PELM is the best method for RUL prediction of IMA among these four methods. EOS-PELM employs the parallel hidden layer structure and ELM-DAE algorithm to learn the heterogeneous features and retain the reliable information from the raw data. Meanwhile, the adaptive online learning fashion and the conception of least square method guarantee the fast learning speed and the capability of prediction. All the advantages make the proposed method show an excellent performance in RUL prediction of IMA.
VI. CONCLUSION
In this paper, an online prediction method called EOS-PELM is proposed for RUL prediction of IMA. The proposed method adopts the structure of parallel layer network. The input parameters of the network are determined by the designed ELM denosing autoencoder which can efficiently enhance the stability. The parallel hidden layers with different kinds of activation functions is seclected for capturing the heterogeneous features, thereby improving the learning performance of the network. The output weight of the proposed method is calculated in the same manner as ELM. Besides, the proposed method adopts the adaptive online learning fashion which can promote the generalization and keep the fast learning speed. For validating the performance, the proposed method is performed on the benchmark datasets, and the results confirm that the proposed method show an excellent prediction capability as compared with three online prediction methods. This paper uses the Lévy Process to model the degradation process of IMA. The degradation model is built based on the soft faults and the simulation samples are collected for RUL prediction. The prediction results confirm that the proposed method is more stable and more accurate than the other three online prediction algorithms. The training and testing time demonstrate that the EOS-PELM still has the fast learning speed, which enables the proposed method to suit to real time system. In the future research, the practical environment with real data should be focused on.
