Absrrucl-We propose a signal subspace based Functional, Magnetic Resonance Image (fMRI) signal enhancement fol-' lowed by Maximum A Posteriori (MAP) estimation of parameters of Hemodynamic Response Function (HRF). The, MRI time-series, which is corrupted by physiological and scanner noise, is a low SNR signal. This signal is projected onto signal-plus-noise space and then enhanced in this space.
'I. INTRODUCTION Magnetic Resonance Imaging (MRI) gives struchlral details of the organ imaged whereas functional MRI (fMRI) gives dynamics of the brain. fMRI is a noninvasive technique allowing for the evolution of brain processes to be dynamcally followed in various cognitive or behavioral tasks. tMRI attempts to detect brain activity by localized, noninvasive measurements of the change in blood oxygenation called as BOLD (blood oxygenation level dependent) contrast. Measurements are collected under controlled conditions when subjects perform specific tasks prompted by some stimulus (e.g., motor task or visual task). There are two dominating design paradigms for fMRI experiments. In block design, subjects repeat the task for extended periods of time interleaved with similarly long periods of inactivity. In singletrial design (also called as event-related design), the task is performed only once, followed by inactivity (rest). This allows the full response evoked by the task to be analyzed. In applications like behavioral studies, where the task cannot be repeated, this design is very useful. We are interested in the analysis of single-trial tMRI data.
In the block design, the focus was on detecting the regions of activation [I] lieved that the linearity assumption holds in a wide range of experimental conditions. Estimation of the HRF is of great interest in analyzing fMRI data. It can give a deep insight into the underlying dynamics of brain activation and relationships between activated areas. For these studies, H W can be modeled by parametric functions lke Gaussian, Poisson, Gamma functions etc. The parameters such as mean (time to peak) signifies the delay in the response to activation; dispersion gives rise and fall rate of HR and the amplitude gives the strength of the response. In the next section, we give the details of the model. In this work, by assuming that the location of the activated regions is known, we estimate the parameters of the HRF using the maximum a'posteriori (MAP) technique. We decide the prior required for the parameter, considering the experiment at hand. Generally, the signal recorded during an fMRI experiment consists of colored noise with the required BOLD response.
The noise is due to physiological sources such as pulse, breathing etc., and system sources like scanner and noise drift. The noise also depends upon the acquisition time or repetition time (TR) which decides the aliasing of the above noises and signal power. Generally signal to noise ratio (SNR) is very low. This poses difficulty in estimating the parameters of HRF. Hence a robust denoising technique is required to enhance the signal of interest which in turn would improve the parameter estimation. Generally band pass filtering [5] is used in reducing the noise component. In [4], a subspace based approach is proposed for a block design paradigm. The signal space is assumed to be spanned by fourier bases and noise.subspace is estimated using the maximum likelihood estimation. Here, the motivation is to inprove the detection of activation. In this work, we propose a subspace approach based on [ SI and [9] for enhancing the fMRI signal, We then estimate the parameters of the HRF from the enhanced fMRI signal. This greatly improves the estimation performance. The performance of enhancement and atimation depends upon the sampling rate (TR).
MODEL FOR HEMODYNAMIC RESPONSE
Hemodynamic response refers to the local change in blood oxygenation as an effect of increased neuronal activity. This change is not immediate but is delayed by 2-6 seconds from the stimulus onset. It is observed that this response increases slowly and attains maximum and returns to the base line. Several models, both parametric and non parametric, have (1)
9.
h(t) = qezp(-(t.TR -p) '/u') where, p represents the time lag From the onset of the stimuli to the peak of HR; U reflects the rise and decay time and T) denotes the amplitude of the response as shown in Figure  1 and T R is the sampling period. Let 6 = [p, U , q] denote the unknown parameters of the HR function. The response of the brain for a given task can be modeled as convolution of the HR function and the input task [6] . The input task can be considered as a binary function of time which has a value 1 during the period of task and a value of 0 during the rest period. Figure 2 shows the above convolution of HR and the task. The observed fMRI time-sefies is corrupted by pbysiological noises like breath, heart beat, pulse and motion artifacts. This noise is in general colored and poses problem in enhancing and estimating the required response signal. The observed fMR signal can be modeled as:
where, y,, z and w are the observed fMR time-series of nth voxel, input task and noise component, respectively. T and N are respectively the total number of fh4R scans and voxels. 
where y, z and w are K-dimensional noisy tMR observation, convolution of HRF and input task and noise vectors, respectively. Let i = H . y be a linear estimator of the signal z, where H is a K x K matrix. The linear filter H is designed in such a way that the energy in signal distortion is minimized subject to a constraint on the residual noise ie.,
where e, tl and ew are observed signal residue, signal distortion and residual noise, respectively. Defining the energies of the signal distortion E$ and the residual noise E, as ( 6 ) where aa is a positive constant. The solution to the above equation is given by [9] ( 7) where R, and are covariance matrices for the HR signal and noise, respectively and p is the Lagrangian multiplier. We give tbe implementation details of this method in the following sections. 
E, = tr(E[e,et]) E* = t~( E [ e , c L ] )

PARAMETER ESTIMATION
After signal enhancement, we estimate the parameters 0 of the HR function using maximum a posteriori estimation. Consider the signal model given by (2).
Y. = Ze + we where ye, ze and we are the T-dimensional vectors of enhanced signal, convolution of HR and input stimulation and residual noise, respectively and T is total number of scans.
Let we be a zero mean Gaussian random variable with covariance matrix C. The conditional density function of ye given 8 is given by 
)
We model the unknown parameters p, U and q as independent Gaussian random variables. where N ( ) stands for gaussian probability density function, mg is the vector of means of gaussian random variables p,u and q and Vg is a diagonal matrix whose entries are variances of the above gaussian random variables. We find 0 by maximizing the loghkelihood of posterior probability of 8 given the observation ye.
TKe prior probability parameters mg and Vs are chosen using the prior knowledge of the HRF. It is observed that when a stimulus of small duration (unit impulse) is applied, the HRF follows after some delay and attains.peak afler about 6 seconds of application of the stimulus [5]. Also HRF lasts for a duration between 7 to 12 seconds for an unit impulse input. It is also observed that the amplitude of the response 9 is around 4 units. This knowledge can be incorporated by choosing the means and standard.deviations of p, U and 7 as follows [SI: 
, SIMULATION RESULTS
We use the fMRi data generated in National Institute ofMental Health and Neuro Sciences (MMHANS), Bangalore. The timeseries of !MRI volume is acquired at every 3 seconds (TR = 3). To verify the performance of the above methods, we choose a patch of 10 x 10 from a slice where there is no activation. We add the convolution of Gaussian signal of lmown parameters with input stimulation signal (boxcar function) to the time-series of voxels at known locations. We add two synthetic HRFs with parameters B1 = [5.5,3.2,3.2] and 82 = [7,2.5,4.7] at locations indicated in figure 3. Now the task is to enhance these signals and estimate the parameters ofthe HR functions. We do not consider the fmt four samples in every voxel time-series to account for the scanner saturation effects. We assume that the rest condition is from frame t = 1 to t = 60secs. and activation condition from t = 60 to t = IZOsecs followed by again rest condition from t = 120 t o t = 3OOsecs (N=.IOO) ie., Figure 6 shows the original and the estimated signals using MAP and maximum likelihood (ML) estimators. Clearly, MAP gives a good e s t i t i o n provided prior is chosen appropriately.
. CONCLUSIONS
We presented a new signal subspace based approach for fMRI signal enhancement. This lnvolves projecting a !MRI signal 
