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Abstract
Observational healthcare data offer the potential to estimate causal effects of medical
products on a large scale. However, the confidence intervals and p-values produced
by observational studies only account for random error and fail to account for sys-
tematic error. As a consequence, operating characteristics such as confidence interval
coverage and Type I error rates often deviate sharply from their nominal values and
render interpretation impossible. While there is longstanding awareness of system-
atic error in observational studies, analytic approaches to empirically account for
systematic error are relatively new. Several authors have proposed approaches using
negative controls (also known as "falsification hypotheses") and positive controls.
The basic idea is to adjust confidence intervals and p-values in light of the bias (if
any) detected in the analyses of the negative and positive control. In this work, we
propose a Bayesian statistical procedure for posterior interval calibration that uses
negative and positive controls. We show that the posterior interval calibration pro-
cedure restores nominal characteristics, such as 95% coverage of the true effect size
by the 95% posterior interval.
KEYWORDS:
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1 INTRODUCTION
Observational healthcare data offer the potential to estimate causal effects of healthcare interventions at scale. However, because
of concerns about bias and the appropriate interpretation of the statistical artifacts produced by observational studies, healthcare
researchers, practitioners, and regulators have struggled to incorporate observational studies into routine healthcare decision
making. Observational studies must consider two sources of error, random and systematic. Random error derives from sam-
pling variability whereas systematic error derives from confounding, measurement error, model mis-specification, and related
concerns. Standard statistical methods generally focus exquisitely narrowly on random error and assume there is no systematic
error. Ironically, random error generally converges to zero as sample size become larger, precisely the circumstance we now
enjoy with large-scale electronic health records. Systematic error, by contrast, persists independently from sample size and thus
increases in relative importance. Negative controls, i.e., exposure-outcome pairs where one believes no causal effect exists, have
been proposed as a tool to better explain systematic error (Lipsitch et al., 2010; Tchetgen Tchetgen, 2014; Dusetzina et al., 2015;
Arnold et al., 2016; Desai et al., 2017). Executing a study on negative controls and determining whether the results indeed show
no effect, that is using them as “falsification hypotheses”, can help detect bias inherent to the study design or data. In order to
account for these biases, Schuemie et al. (2018a) and Schuemie et al. (2018b) go one step further and incorporate the effect of
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error observed for negative controls into the estimates from observational studies, in effect calibrating the confidence intervals
and p-values. Their methods can also account for positive controls, exposure-outcome pairs where the (non-null) causal effect
is known.
In this paper, we derive and analyze a Bayesian hierarchical analog to frequentist approaches described in Schuemie et al.
(2018a) and Schuemie et al. (2018b). We provide a large-scale evaluation in two different clinical contexts, depression and
hypertension. The Bayesian approach clarifies the assumptions underlying calibration and facilitates future extensions such as
calibrated meta-analysis and calibrated model averaging.
2 METHODS
2.1 Calibrating Posterior Intervals
We focus on estimating the comparative effect of a treatment as compared to a control on an outcome. We use a hierarchical
Bayesian approach to model the effect sizes. We consider two different models of the bias, a model that is not dependent on the
true effect sizes, and a model that is linearly dependent on the true effect sizes.
Let 휃0 denote the log of the true effect size (relative risk, odds ratio, or hazard ratio) of interest. Let 휃푖 denote the log of the
true effect size for the available negative and positive controls, where 푖 = 1,… , 푚. We use 휃̂푖 to denote the log of the estimated
effect sizes, where 푖 = 0,… , 푚, and 휏̂푖 to denote the corresponding estimated standard error.
2.1.1 Constant Model of the True Bias
Let 훽̂푖 = 휃̂푖 − 휃푖 denote the "estimated bias," where 푖 = 0,… , 푚. Let 푁(푎, 푏) denote a normal distribution with mean 푎 and
variance 푏.
Then we propose the following hierarchical model:
훽푖 ∼ 푁(휇, 휎2), 푖 = 0,… , 푚 (1)
훽̂푖 ∼ 푁(훽푖, 휏2푖 ), 푖 = 0,… , 푚 (2)
Note in the above model, it is possible to integrate out the 훽푖’s since:
훽̂푖 ∼ 푁(휇, 휎2 + 휏2푖 ) (3)
We give 휇 and 휎2 relatively noninformative priors, 휇 ∼ 푁(0, 50) and 1∕휎2 ∼ 푈 (0, 100), where 푈 stands for the uniform
distribution. See Figure 1 for a graphical model representation.
FIGURE 1 Graphical Model for Constant Model of the True Bias.
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2.1.2 Linear Model of the True Bias
We compare the results of the constant model described in 2.1.1 of the true bias to the linear model described in Schuemie
et al. (2018a). Following Schuemie et al. (2018a), we reconstruct the linear model of true bias of using the modified hierarchical
model:
훽푖 ∼ 푁(휇 + 푐휃푖, 휎2 + 푑휃푖), 푖 = 0,… , 푚 (4)
where 휇∼푁(0, 50), 1∕휎2∼푈 (0, 100), 푐∼푁(0, 50), and 푑∼푁(0, 50). See Figure 2 for a graphical model representation.
FIGURE 2 Graphical Model for Linear Model of the True Bias.
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2.1.3 Experimental Design and Computation
We consider two approaches to evaluating Bayesian calibration. For the first approach, we train the Bayesian calibration method
on 80% of the treatment-comparator-outcome (TCO) triples using both positive and negative controls, and test the effect size of
interest using the remaining TCOs. Since the positive controls are simulated from the negative controls, we take care to test the
positive and negative controls that were not used in the same TCO combinations from the training data set. We evaluate both
models of bias, the simple model and the linear model, using this training data set.
For the second approach of evaluating Bayesian calibration, and to address concerns about the fidelity of the positive controls
with respect to unmeasured confounding and the actual true effect sizes, we train the Bayesian calibration method on 80% of
the negative control combinations, and test the positive and negative controls that were not used in the same TCO combinations
from the training data set. Due to the nature of the linear model, we can only evaluate the constant bias model using this training
data set.
We use Markov chain Monte Carlo, specifically a Gibbs sampler, to estimate the log of the effect sizes for the Bayesian
calibration procedure.We specify three parallel chains, 1000 burn-in and adaptive iterations, thinning of one, and 1000 additional
samples to take. Initial values for each chain are specified to have a mean of zero and a variance of one. The trace, histogram,
empirical cumulative distribution function, and autocorrelation plots reflect adequate convergence.
2.1.4 Description of the Data
We consider two data sets for the analysis, one with treatments for depression and another with treatments for hypertension.
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For the depression data set, we used the results described in Schuemie et al. (2018b). Schuemie et al. (2018b) reported a
large-scale comparative effectiveness study of 17 treatments for depression with respect to 22 outcomes in four large-scale
observational databases. Using a new-user propensity-adjusted cohort design, they reported 5,984 estimated effect sizes and cor-
responding nominal and calibrated 95% confidence intervals. Negative controls were identified for the 17 treatments by selecting
outcomes that are well studied, but for which no evidence in the literature suggests a relationship with any of the 17 treatments.
A total of 52 negative control outcomes were selected (Schuemie et al., 2018b). Since real positive controls for observational
research are difficult to obtain in practice, Schuemie et al. (2018b) generated synthetic positive controls by modifying a neg-
ative control through injection of additional, simulated occurrences of the outcome. The injected extra outcome occurrences
were drawn from a high-dimensional patient-level predictive model. For each negative control that has a relative risk of 1, three
positive controls were generated, with relative risks of 1.5, 2, and 4. The four databases included in the study for the depression
data set were 1) Truven MarketScan Multi-state Medicaid (MDCD), 2) OptumInsight’s de-identified Clinformatics Datamart
(Optum), 3) TruvenMarketScanMedicare Supplemental Beneficiaries (MDCR), and 4) TruvenMarketScan Commercial Claims
and Encounters (CCAE). These databases and the procedure for selecting negative and positive controls are described in detail
in Schuemie et al. (2018b).
Similar procedures were employed for the generation of the hypertension data set. The hypertension treatments consists of six
administrative claims databases and three electronic health record databases. The databases are: 1) IBMMarketScan Multi-state
Medicaid (MDCD), 2) Optum ClinFormatics (Optum), 3) IBMMarketScan Medicare Supplemental Beneficiaries (MDCR), 4)
IBM MarketScan Commercial Claims and Encounters (CCAE), 5) Japan Medical Data Center (JMDC), 6) IMS/Iqvia Disease
Analyzer Germany (IMSG), 7) Optum Pan-Therapeutic (Panther), 8) Korea National Health Insurance Service / National Sample
Cohort (NHIS NSC), and 9) Columbia University Medical Center (CUMC). These databases and the generation of the negative
and synthetic positive controls are described in detail in Suchard et al. (2019).
3 RESULTS
3.1 Depression
3.1.1 Constant Model of the True Bias
We first consider the results for the constant model of the true bias on the depression data set.
Train on Negative and Positive Controls
We train on both negative and positive controls. Figures 3, A1, A2, and A3 report effect size estimates for all negative and
positive controls across the four databases as well as the percentage of posterior intervals containing the true effect size. The
number of observations that were tested are reported on the figures. Each dot represents the hazard ratio and corresponding
standard error for one of the negative (true hazard ratio = 1) or positive control (true hazard ratio greater than 1) outcomes.
Pre-calibration posterior interval coverage departs significantly from 95% especially for the larger positive controls. For all four
databases, the calibrated procedure results in posterior intervals that are closer to the nominal 95% coverage than the uncalibrated
procedure.
We also report the root mean squared error (RMSE) as a metric to quantify overall coverage across all esimtates. We define
RMSE as
푅푀푆퐸 =
√∑푇
푡=1(푦̂ − 푦)2
푇
,
where 푦̂ is the number of times that the true effect size is contained in the confidence interval calculated by the calibrated and
uncalibrated procedures, divided by the number of observations that were tested, 푦 = 0.95 to represent the 95% coverage of the
true effect size, and 푇 = 4 for the four hazard ratios (1, 1.5, 2, and 4).
Figure 4 shows the calculated RMSE for each database. Overall, the uncalibrated procedure has higher error than the calibrated
procedure. Interestingly, the CCAE database has the lowest error among the two procedures, compared to the Optum database.
Train on Only Negative Controls
We also consider the effect of training on negative controls only. Figures 5, A4, A5, and A6 report effect size estimates for
all negative and positive controls across the four databases as well as the percentage of posterior intervals containing the true
Mulgrave ET AL 5
FIGURE 3 Evaluation of the effect estimation before (top) and after (bottom) calibration using the Optum database in the
depression data set. The constant model of bias was used and training was performed on both negative and positive controls.
effect size. The number of effect sizes that were tested are reported on the figures. Again, for all four databases, the calibrated
procedure results in posterior intervals that are closer to 95% than the uncalibrated procedure. When comparing the effect of
training on both negative controls and positive controls to training only on negative controls for the calibrated procedure, overall,
there appears to be a slight improvement in posterior interval coverage when training on both negative controls and positive
controls. Figure 6 shows the RMSE calculated for each database. Again, the uncalibrated procedure has higher error than the
calibrated procedure, when considering all hazard ratios combined.
3.1.2 Linear Model of the True Bias
We review the results of the linear model of the true bias. Figures 7, A7, A8, and A9 report effect size estimates for all negative
and positive controls across the four databases as well as the percentage of posterior intervals containing the true effect size.
The number of effect sizes that were tested are reported on the figures. For all four databases, the calibrated procedure results in
posterior intervals that are closer to 95% than the uncalibrated procedure. In addition, for most of the cases, the constant model
of the true bias performed slightly better than the linear model for the calibrated procedure.
Figure 8 shows the RMSE calculated for each database. The uncalibrated procedure has higher error than the calibrated
procedure, when considering all hazard ratios combined.
The coverage for the calibrated and uncalibrated methods using the depression data set is displayed in Table 1.
3.2 Hypertension
We compare the calibrated confidence intervals using our proposed procedure to the confidence intervals generated by the
gold standard, propensity score stratification. We estimate 95% posterior intervals and validate the proposed method on a data
set for hypertension treatment. We use the same training and testing procedure, as well as the MCMC procedure, as used for
the depression data set. The trace, histogram, empirical cumulative distribution function, and autocorrelation plots all show
convergence of the variables.
3.2.1 Constant Model of the True Bias
We first consider the results for the constant model of the true bias.
Train on Negative and Positive Controls
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FIGURE 4 Root mean squared error of all estimated effects before (uncalibrated) and after (calibrated) calibration for each of
the databases in the depression data set. The constant model of bias was used and training was performed on both negative and
positive controls.
We train on both negative and positive controls. Figures 9, B10, B11, B12, B13, B14, B15, B16, and B17 report effect size
estimates for all negative and positive controls for the nine databases as well as the percentage of posterior intervals contain-
ing the true effect size. The number of effect sizes that were tested are reported on the figures. For Optum, CCAE, MDCD,
MDCR, and Panther, the calibrated procedure results in posterior intervals that are closer to 95% than the uncalibrated proce-
dure. However, the other five databases had varying results. For the CUMC, JMDC, and IMSG databases, for the hazard ratio
of one, the uncalibrated procedure performed slightly better than the calibrated procedure. For the other hazard ratios, the cal-
ibrated procedure performed better than the uncalibrated procedure. For the NHIS NSC database, the uncalibrated procedure
performed slightly better for the hazard ratio of 1 and 1.5, and the calibrated procedure performed better for the hazard ratio of 2
and 4. Figure 10 shows the RMSE calculated for each database. The uncalibrated procedure has higher error than the calibrated
procedure, when considering all hazard ratios combined.
Train on Only Negative Controls
We consider the effect of training on negative controls only. Figures 11, B18, B19, B20, B21, B22, B23, B24, and B25 report
effect size estimates for all negative and positive controls across four databases (Optum, CCAE, MDCD, MDCR) as well as the
percentage of posterior intervals containing the true effect size. The number of effect sizes that were tested are reported on the
figures. For Optum, CCAE, MDCD, MDCR, and Panther, the calibrated procedure results in posterior intervals that are closer
to 95% than the uncalibrated procedure. The other five databases had similar results to the training on negative and positive
controls analysis with the constant model of the true bias. For the CUMC, JMDC, and IMSG databases, for the hazard ratio of
one, the uncalibrated procedure performed slightly better than the calibrated procedure. For the other hazard ratios, the calibrated
procedure performed better than the uncalibrated procedure. For the NHIS NSC database, the uncalibrated procedure performed
slightly better for the hazard ratio of 1 and 1.5, and the calibrated procedure performed better for the hazard ratio of 2 and 4.
Figure 12 shows the RMSE calculated for each database. Again, the uncalibrated procedure has higher error overall than the
calibrated procedure, when considering all hazard ratios combined. Interestingly, there appears to be more error overall when
training on negative controls only compared to training on negative and positive controls.
Mulgrave ET AL 7
FIGURE 5 Evaluation of the effect estimation after stratification on the propensity scores before (top) and after (bottom) cali-
bration using the Optum database in the depression data set. The constant model of bias was used and training was performed
on only negative controls.
3.2.2 Linear Model of the True Bias
We conclude with the results of the linear model of the true bias. Figures 13, B26, B27, B28, B29, B30, B31, B32, and B33
report effect size estimates for all negative and positive controls across the nine databases as well as the percentage of posterior
intervals containing the true effect size. The number of effect sizes that were tested are reported on the figures. The performance
of these databases is similar to the constant model of bias: 1) For Optum, CCAE, MDCD, MDCR, and Panther, the calibrated
procedure results in posterior intervals that are closer to 95% than the uncalibrated procedure, 2) For the CUMC, JMDC, and
IMSG databases, for the hazard ratio of one, the uncalibrated procedure performed slightly better than the calibrated procedure,
and for the other hazard ratios, the calibrated procedure performed better than the uncalibrated procedure, and 3) For the NHIS
NSC database, the uncalibrated procedure performed slightly better for the hazard ratio of 1 and 1.5, and the calibrated procedure
performed better for the hazard ratio of 2 and 4.
For all nine databases, the calibrated procedure results in posterior intervals that are closer to 95% than the uncalibrated
procedure. Figure 14 shows the RMSE calculated for each database. The uncalibrated procedure has higher error overall than
the calibrated procedure, when considering all hazard ratios combined. There appears to be more error overall when using the
linear model of the true bias compared to the constant model of the true bias.
The coverage for the calibrated and uncalibrated methods using the hypertension data set is displayed in Table 2.
4 DISCUSSION
In the context of two large-scale clinical studies, we have shown that calibrating posterior intervals restores interval coverage to
near-nominal levels. This enables appropriate interpretation for decision making. Our results are similar to those of Schuemie
et al. (2018a), but our Bayesian formulation provides a framework for further extension. For example, we can develop models
that explicitly incorporate the biases and variance implicit in choice of database or in choice of analytic methods. Future work
will take advantage of the Bayesian paradigm to enable Bayesian meta-analysis and, to account for model uncertainty, Bayesian
model averaging.We note that inclusion of synthetic positive controls impacted the results minimally. This may point to adopting
a simpler approach of using only negative controls. Because they are simulated based on the negative controls, they do not add
new information to the model, and further study of their benefit is warranted.
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FIGURE 6 Root mean squared error of all effects after stratification on the propensity scores before (uncalibrated) and after
(calibrated) calibration for each of the databases in the depression data set. The constant model of bias was used and training
was performed on only negative controls.
Our main assumptions are similar to those of Schuemie et al. (2018a). We require that our negative controls are truly negative
so that their effect sizes are zero. Our method is therefore dependent upon our process for generating negative controls, which
generally entails considering exposure-outcome pairs to be negative when both the exposure and the outcome are well-studied
but lack evidence that the exposure causes the outcome in scientific literature, structured product labels, or spontaneous adverse
event reports. Lack of evidence of an effect is not the same as lack of an effect, butSchuemie et al. (2018a) demonstrated the
validity of this approach to negative controls (see its Appendix).
We also require that our controls are in some sense exchangeable with the intervention-outcome pairs of interest. We empha-
size here that the bias need not be identical, but instead that the variety of types of confounding that exists among the controls
is such that the confounding that affects the hypothesis of interest could have been drawn from a hypothetical distribution of
confounding types seen in the controls. We do not require the controls to have exactly the same magnitude and structure of
confounding as the outcome of interest as other proposed approaches do (Tchetgen Tchetgen, 2014; Flanders et al., 2017). For
this study, we used the normal distribution to model the bias. Other distributions can be considered, such a 푡-distribution, or a
Bayesian nonparametric approach.
In summary, our Bayesian approach produced similar results to that of Schuemie et al. (2018a) and provide a diagnostic
to detect unmeasured confounding as well as a means to restore proper interval coverage at the expense of generally wider
confidence intervals. Our approach is amenable to extension to accommodate other sources of systematic error such as differences
among databases and differences among analytic methods.
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Effect Size
1 1.5 2 4
Training Type Database Calibration Type Coverage Coverage Coverage Coverage
Constant CCAE Calibrated 0.945 0.943 0.939 0.932
Uncalibrated 0.826 0.759 0.743 0.703
MDCD Calibrated 0.950 0.937 0.929 0.932
Uncalibrated 0.907 0.822 0.809 0.768
MDCR Calibrated 0.950 0.930 0.930 0.913
Uncalibrated 0.902 0.818 0.813 0.760
Optum Calibrated 0.947 0.938 0.938 0.927
Uncalibrated 0.852 0.793 0.768 0.721
Linear CCAE Calibrated 0.945 0.937 0.936 0.927
Uncalibrated 0.826 0.759 0.743 0.703
MDCD Calibrated 0.955 0.932 0.932 0.931
Uncalibrated 0.907 0.822 0.809 0.768
MDCR Calibrated 0.949 0.921 0.919 0.902
Uncalibrated 0.902 0.818 0.813 0.760
Optum Calibrated 0.946 0.937 0.933 0.920
Uncalibrated 0.852 0.793 0.768 0.721
Train on Only Negative Controls CCAE Calibrated 0.943 0.939 0.937 0.925
Uncalibrated 0.826 0.759 0.743 0.703
MDCD Calibrated 0.950 0.936 0.928 0.928
Uncalibrated 0.907 0.822 0.809 0.768
MDCR Calibrated 0.943 0.914 0.913 0.897
Uncalibrated 0.902 0.818 0.813 0.760
Optum Calibrated 0.942 0.931 0.931 0.919
Uncalibrated 0.852 0.793 0.768 0.721
TABLE 1 Coverage for the calibrated and uncalibrated procedures on the depression data set.
FIGURE 7 Evaluation of the effect estimation before (top) and after (bottom) calibration using the Optum database in the
depression data set. The linear model of bias was used and training was performed on both negative and positive controls.
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Effect Size
1 1.5 2 4
Training Type Database Calibration Type Coverage Coverage Coverage Coverage
Constant CCAE Calibrated 0.953 0.951 0.946 0.935
Uncalibrated 0.876 0.802 0.770 0.702
CUMC Calibrated 0.977 0.956 0.956 0.911
Uncalibrated 0.969 0.854 0.822 0.746
IMSG Calibrated 0.978 0.946 0.935 0.916
Uncalibrated 0.951 0.837 0.807 0.736
JMDC Calibrated 0.967 0.953 0.953 0.938
Uncalibrated 0.955 0.935 0.920 0.873
MDCD Calibrated 0.955 0.943 0.937 0.926
Uncalibrated 0.890 0.805 0.771 0.719
MDCR Calibrated 0.964 0.955 0.946 0.924
Uncalibrated 0.924 0.865 0.844 0.770
NHIS_NSC Calibrated 0.972 0.975 0.970 0.936
Uncalibrated 0.964 0.939 0.909 0.880
Optum Calibrated 0.944 0.947 0.941 0.926
Uncalibrated 0.859 0.783 0.748 0.678
Panther Calibrated 0.954 0.960 0.948 0.923
Uncalibrated 0.880 0.750 0.690 0.601
Linear CCAE Calibrated 0.952 0.942 0.935 0.920
Uncalibrated 0.876 0.802 0.770 0.702
CUMC Calibrated 0.974 0.927 0.895 0.819
Uncalibrated 0.969 0.854 0.822 0.746
IMSG Calibrated 0.972 0.912 0.885 0.842
Uncalibrated 0.951 0.837 0.807 0.736
JMDC Calibrated 0.967 0.982 0.961 0.938
Uncalibrated 0.955 0.935 0.920 0.873
MDCD Calibrated 0.951 0.924 0.917 0.898
Uncalibrated 0.890 0.805 0.771 0.719
MDCR Calibrated 0.957 0.933 0.922 0.892
Uncalibrated 0.924 0.865 0.844 0.770
NHIS_NSC Calibrated 0.979 0.973 0.973 0.927
Uncalibrated 0.964 0.939 0.909 0.880
Optum Calibrated 0.946 0.942 0.935 0.919
Uncalibrated 0.859 0.783 0.748 0.678
Panther Calibrated 0.954 0.947 0.936 0.915
Uncalibrated 0.880 0.750 0.690 0.601
Train on Only Negative Controls CCAE Calibrated 0.945 0.939 0.930 0.915
Uncalibrated 0.876 0.802 0.770 0.702
CUMC Calibrated 0.973 0.895 0.857 0.784
Uncalibrated 0.969 0.854 0.822 0.746
IMSG Calibrated 0.962 0.889 0.853 0.797
Uncalibrated 0.951 0.837 0.807 0.736
JMDC Calibrated 0.964 0.956 0.956 0.935
Uncalibrated 0.955 0.935 0.920 0.873
MDCD Calibrated 0.940 0.915 0.906 0.886
Uncalibrated 0.890 0.805 0.771 0.719
MDCR Calibrated 0.951 0.930 0.920 0.881
Uncalibrated 0.924 0.865 0.844 0.770
NHIS_NSC Calibrated 0.971 0.968 0.966 0.936
Uncalibrated 0.964 0.939 0.909 0.880
Optum Calibrated 0.940 0.939 0.931 0.914
Uncalibrated 0.859 0.783 0.748 0.678
Panther Calibrated 0.949 0.935 0.911 0.869
Uncalibrated 0.880 0.750 0.690 0.601
TABLE 2 Table displaying coverage for the calibrated and uncalibrated procedures on the hypertension data set.
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FIGURE 8Root mean squared error of all effects before (uncalibrated) and after (calibrated) calibration for each of the databases
in the depression data set. The linear model of bias was used and training was performed on both negative and positive controls.
FIGURE 9 Evaluation of the effect estimation before (top) and after (bottom) calibration using the Optum database in the
hypertension data set. The constant model of bias was used and training was performed on both negative and positive controls.
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FIGURE 10 Root mean squared error of all effects before (uncalibrated) and after (calibrated) calibration for each of the nine
databases in the hypertension data set. The constant model of bias was used and training was performed on both negative and
positive controls.
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FIGURE 13 Evaluation of the effect estimation before (top) and after (bottom) calibration using the Optum database in the
hypertension data set. The linear model of bias was used and training was performed on both negative and positive controls.
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APPENDIX
A ADDITIONAL FIGURES FOR THE DEPRESSION DATA SET
A.1 Depression Data Set
B ADDITIONAL FIGURES FOR THE HYPERTENSION DATA SET
B.1 Hypertension Data Set
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FIGURE 14 Root mean squared error of all effects before (uncalibrated) and after (calibrated) calibration for each of the nine
databases in the hypertension data set. The linear model of bias was used and training was performed on both negative and
positive controls.
FIGURE A1 Evaluation of the effect estimation before (top) and after (bottom) calibration using the CCAE database in the
depression data set. The constant model of bias was used and training was performed on both negative and positive controls.
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FIGURE A2 Evaluation of the effect estimation before (top) and after (bottom) calibration using the MDCD database in the
depression data set. The constant model of bias was used and training was performed on both negative and positive controls.
FIGURE A3 Evaluation of the effect estimation before (top) and after (bottom) calibration using the MDCR database in the
depression data set. The constant model of bias was used and training was performed on both negative and positive controls.
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FIGURE A4 Evaluation of the effect estimation after stratification on the propensity scores before (top) and after (bottom)
calibration using the CCAE database in the depression data set. The constant model of bias was used and training was performed
on only negative controls.
FIGURE A5 Evaluation of the effect estimation after stratification on the propensity scores before (top) and after (bottom)
calibration using theMDCD database in the depression data set. The constant model of bias was used and training was performed
on only negative controls.
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FIGURE A6 Evaluation of the effect estimation after stratification on the propensity scores before (top) and after (bottom)
calibration using theMDCR database in the depression data set. The constant model of bias was used and training was performed
on only negative controls.
FIGURE A7 Evaluation of the effect estimation before (top) and after (bottom) calibration using the CCAE database in the
depression data set. The linear model of bias was used and training was performed on both negative and positive controls.
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FIGURE A8 Evaluation of the effect estimation before (top) and after (bottom) calibration using the MDCD database in the
depression data set. The linear model of bias was used and training was performed on both negative and positive controls.
FIGURE A9 Evaluation of the effect estimation before (top) and after (bottom) calibration using the MDCR database in the
depression data set. The linear model of bias was used and training was performed on both negative and positive controls.
20 Mulgrave ET AL
FIGURE B10 Evaluation of the effect estimation before (top) and after (bottom) calibration using the CCAE database in the
hypertension data set. The constant model of bias was used and training was performed on both negative and positive controls.
FIGURE B11 Evaluation of the effect estimation before (top) and after (bottom) calibration using the MDCD database in the
hypertension data set. The constant model of bias was used and training was performed on both negative and positive controls.
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FIGURE B12 Evaluation of the effect estimation before (top) and after (bottom) calibration using the MDCR database in the
hypertension data set. The constant model of bias was used and training was performed on both negative and positive controls.
FIGURE B13 Evaluation of the effect estimation before (top) and after (bottom) calibration using the IMSG database in the
hypertension data set. The constant model of bias was used and training was performed on both negative and positive controls.
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FIGURE B14 Evaluation of the effect estimation before (top) and after (bottom) calibration using the JMDC database in the
hypertension data set. The constant model of bias was used and training was performed on both negative and positive controls.
FIGUREB15 Evaluation of the effect estimation before (top) and after (bottom) calibration using the NHIS NSC database in the
hypertension data set. The constant model of bias was used and training was performed on both negative and positive controls.
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FIGURE B16 Evaluation of the effect estimation before (top) and after (bottom) calibration using the CUMC database in the
hypertension data set. The constant model of bias was used and training was performed on both negative and positive controls.
FIGURE B17 Evaluation of the effect estimation before (top) and after (bottom) calibration using the Panther database in the
hypertension data set. The constant model of bias was used and training was performed on both negative and positive controls.
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FIGURE B18 Evaluation of the effect estimation before (top) and after (bottom) calibration using the CCAE database in the
hypertension data set. The constant model of bias was used and training was performed on only negative controls.
FIGURE B19 Evaluation of the effect estimation before (top) and after (bottom) calibration using the MDCD database in the
hypertension data set. The constant model of bias was used and training was performed on only negative controls.
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FIGURE B20 Evaluation of the effect estimation before (top) and after (bottom) calibration using the MDCR database in the
hypertension data set. The constant model of bias was used and training was performed on only negative controls.
FIGURE B21 Evaluation of the effect estimation before (top) and after (bottom) calibration using the IMSG database in the
hypertension data set. The constant model of bias was used and training was performed on only negative controls.
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FIGURE B22 Evaluation of the effect estimation before (top) and after (bottom) calibration using the JMDC database in the
hypertension data set. The constant model of bias was used and training was performed on only negative controls.
FIGURE B23 Evaluation of the effect estimation before (top) and after (bottom) calibration using the NHIS NSC database in
the hypertension data set. The constant model of bias was used and training was performed on only negative controls.
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FIGURE B24 Evaluation of the effect estimation before (top) and after (bottom) calibration using the CUMC database in the
hypertension data set. The constant model of bias was used and training was performed on only negative controls.
FIGURE B25 Evaluation of the effect estimation before (top) and after (bottom) calibration using the Panther database in the
hypertension data set. The constant model of bias was used and training was performed on only negative controls.
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FIGURE B26 Evaluation of the effect estimation before (top) and after (bottom) calibration using the CCAE database in the
hypertension data set. The linear model of bias was used and training was performed on both negative and positive controls.
FIGURE B27 Evaluation of the effect estimation before (top) and after (bottom) calibration using the MDCD database in the
hypertension data set. The linear model of bias was used and training was performed on both negative and positive controls.
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FIGURE B28 Evaluation of the effect estimation before (top) and after (bottom) calibration using the MDCR database in the
hypertension data set. The linear model of bias was used and training was performed on both negative and positive controls.
FIGURE B29 Evaluation of the effect estimation before (top) and after (bottom) calibration using the IMSG database in the
hypertension data set. The linear model of bias was used and training was performed on both negative and positive controls.
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FIGURE B30 Evaluation of the effect estimation before (top) and after (bottom) calibration using the JMDC database in the
hypertension data set. The linear model of bias was used and training was performed on both negative and positive controls.
FIGURE B31 Evaluation of the effect estimation before (top) and after (bottom) calibration using the NHIS NSC database in
the hypertension data set. The linear model of bias was used and training was performed on both negative and positive controls.
Mulgrave ET AL 31
FIGURE B32 Evaluation of the effect estimation before (top) and after (bottom) calibration using the CUMC database in the
hypertension data set. The linear model of bias was used and training was performed on both negative and positive controls.
FIGURE B33 Evaluation of the effect estimation before (top) and after (bottom) calibration using the Panther database in the
hypertension data set. The linear model of bias was used and training was performed on both negative and positive controls.
