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ESTIMATING THE HAUSDORFF MEASURE BY RECURRENCE
 LUKASZ PAWELEC
Abstract. We show a new method of estimating the Hausdorff measure (of the proper
dimension) of a fractal set from below. The method requires computing the subsequent
closest return times of a point to itself.
1. Introduction
Let (X, d) be a separable metric space and (T, µ) a transformation preserving a Borel,
probability measure. The classical Poincare´ lemma in such a setting may be stated as
lim
n→∞
d(x, T n(x)) = 0 for µ–almost every x.
The historically first attempt at strengthening this result came in a paper by M.Boshernitzan
[1], namely that d(x, T n(x)) ≈ n−1/β , where β is the Hausdorff dimension of X . Precisely
speaking, he gives two results, which we state now.
For a dynamical system (X, T ) preserving a probability Borel measure µ
lim inf
n→∞
n1/βd(T n(x), x) < +∞ for µ–a.e. x, (1.1)
if Hβ(X) < +∞ and, moreover, if Hβ(X) = 0, then the limit equals zero.
The second result from that paper states, that if the preserved probability measure
µ = Hβ, then
lim inf
n→∞
n1/βd(T n(x), x) ≤ 1 for µ–a.e. x. (1.2)
There has been a lot of development in the area, for an introduction into quantitative
recurrence see e.g. [2].
In this paper we will be interested in showing some new bounds on the recurrence speed,
we will prove a generalisation of Boshernitzan’s result, but the main result is to show how
to use this improved result to get an estimate from below of the (proper dimensional)
Hausdorff measure of a fractal set. We will discuss this on an easy example. An upcoming
paper with M. Urban´ski shows another (more interesting) application.
The plan of the paper is as follows. In the next section we state and prove the relevant
theorems. And in Section 3 we show the new method of estimating the Hausdorff measure.
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2. Results
Throughout this paper we will assume that (X, d) is a metric space and T : X → X a
Borel measurable map; µ is a T–invariant, ergodic, probability, Borel measure on X .
We will now state the new version of Boshernitzan’s estimate (1.2). This one is applicable
for any Borel measure µ (and not only for µ = Hβ).
Theorem 1. With the assumptions on the dynamical system as above, for any α > 0 and
for µ – almost every x ∈ X we have
lim inf
n→∞
n1/αd(T n(x), x) ≤ g(x)1/α,where g(x) = lim sup
r→0
Hα(Bx(r))
µ(Bx(r))
. (2.1)
Remark. Note that g(x) may be equal to 0 or +∞. The statement still holds.
The proof is divided into a few steps. First we prove
Proposition 2. With the assumptions on the dynamical system as above, in addition
suppose that µ ≈ Hα for some α > 0 and that g :=
dHα
dµ
is bounded from above. Then for
µ – almost every x ∈ X we have
lim inf
n→∞
n1/αd(T n(x), x) ≤ (esssup g)1/α. (2.2)
Remark. Since the measures µ and Hα are equivalent, then the inequality takes place also
for Hα– almost every x ∈ X . Note also that g is the inverse of the usually taken density.
Proof. Denote β := 1
α
and c := esssup g. In order to prove this theorem we need to show
that µ(D) = 0, where
D = {x ∈ X : lim inf
n→∞
nβd(T n(x), x) > cβ}. (2.3)
Define a monotone sequence of µ-measurable sets
D(u) := {x ∈ X : nβd(T n(x), x) > cβ + u, ∀n≥1 such that d(T
n(x), x) < u}, (2.4)
and observe that
D =
⋃
k≥1
D
(
1
k
)
.
Thus, it suffices to show that µ(D(u)) = 0 for any u > 0. Suppose the opposite:
µ(D(u0)) > 0 for some u0 and denote Y := D(u0). Since Hα ≫ µ, then µ(Y ) > 0 ⇒
Hα(Y ) > 0. Next, we need a small lemma on the continuity of nonatomic measures.
Lemma 3. If a measure ν is nonatomic and finite on a set Z, then
∀ε>0 ∃δ>0 for any ν-measurable U ⊂ Z diam(U) < δ =⇒ ν(U) < ε. (2.5)
Proof. Assume the opposite, this would mean that there is a sequence of sets Ui ⊂ Z, such
that ν(Ui) ≥ ε for all i and
lim
i→∞
diam Ui = 0.
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This implies that ν(U) ≥ ε, where
U =
∞⋂
j=1
∞⋃
i=j
Ui = {z ∈ Z : z ∈ Ui for infinitely many i ≥ 1}.
Take any y ∈ U and consider an infinite subsequence Uik of sets containing y. Then
{x : x belongs to infinitely many sets Uik} = {y}, that is ν{y} ≥ ε which contradicts
nonatomicity of ν on Z. 
Observe now that the set Y cannot contain any periodic points, so µ is nonatomic on Y .
Fix ε > 0 and take a suitable δ < u0 from the lemma above. Because Hα(Y ) > 0,
there must exists a measurable, nonempty subset U ⊂ Y with diamU < δ satisfying
(1 − ε)(diamU)α ≤ Hα(U) (if all subsets have the opposite inequality, then this trivially
violates the definition of the Hausdorff measure). By the lemma µ(U) < ε.
From the definition of density g
Hα(U) =
∫
X
1UdHα =
∫
X
g1Udµ ≤ esssup g · µ(U) = cµ(U).
Put u = µ(U) and r = diamU . We get
u ≥
1− ε
c
· rα. (2.6)
Since T preserves µ, then
T−nU ∩ U 6= ∅ for some n ≤ 1 +
1
u
. (2.7)
Indeed, if all those intersections were empty, then Uk, T
−1(Uk) . . .T
−n(Uk) would be sepa-
rate, and the measure of the entire space would be at least µ (
⋃n
i=1 T
−i(U)) =
(
1 + 1
u
)
·u =
1 + u > 1.
Now, take n for which the intersection is nonempty and any x ∈ T−nU ∩ U . Then
d(T n(x), x) ≤ diam U = r. (2.8)
Using first (2.7) and (2.8), then (2.6) and the fact that u = µ(U) < ε, we get
nβd(T n(x), x) ≤
(
1 +
1
u
)β
· r =
(
1
u
)β
(1 + u)β · r ≤
≤
(
c
1− ε
)β
·
1
r
· (1 + ε)β · r =
(
1 + ε
1− ε
)β
· cβ.
But for ε small enough the last estimate is smaller than cβ+u0. In other hand, x ∈ U ⊂ Y ,
and we arrive at a contradiction. 
As the next step we will ’localize’ this theorem obtaining:
Proposition 4. With the assumptions as above, we have for µ – almost every x ∈ X
lim inf
n→∞
n1/αd(T n(x), x) ≤ g(x)1/α. (2.9)
4  LUKASZ PAWELEC
Remark. The density g is defined only almost everywhere, so g(x) really means
g(x) = lim
r→0
(esssup g|B(x,r)).
Remark. This result for X = [0, 1] (α = 1), has been proved in [3]. That proof, however,
works only in a 1-dimensional space.
Proof of Proposition 4. Fix x and r > 0 and consider S(y) — the first return function to
the ball B(x, r). It is easy to see that S preserves the conditional measure ν, defined as
ν(A) =
µ(A ∩B(x, r))
µ(B(x, r))
. (2.10)
The density of this new measure is related to the old density:
h =
dHα
dν
= g|B(x,r) · µ(B(x, r)). (2.11)
Using Proposition 2 for a system
(
B(x, r),F|B(x,r), ν, d|B(x,r), S
)
we get
lim inf
k→∞
k1/αd(Sk(y), y) ≤ (esssup h)1/α. (2.12)
Denote by nk(y) the time of k-th return of y to B(x, r). Then S
k(y) = T nk(y)(y) and also
lim
k→∞
k
nk(y)
= µ(B(x, r)) (2.13)
for µ–a.e. y because of the ergodic theorem. Note that the closest returns (to itself) of a
point y ∈ B(x, r) for the original system have to occur within the sequence nk(y). Thus,
the limit in (2.12) transforms to
lim inf
k→∞
(
k
nk(y)
)1/α
nk(y)
1/α · d(T nk(y)(y), y) ≥ µ(B(x, r))1/α · lim inf
n→∞
n1/αd(T n(y), y).
(2.14)
It remains to compile (2.11), (2.12) and (2.14) obtaining
µ(B(x, r))1/α · lim inf
n→∞
n1/αd(T n(y), y) ≤ (esssup g|B(x,r))
1/α · µ(B(x, r))1/α. (2.15)
Letting r → 0 we finish the proof. 
And we may finally write the proof of the main result.
Proof of Theorem 1. If µ⊥Hα, then the limit is zero by a result from the Introduction [1,
Thm 1.2], which states that the recurrence limit vanishes if Hα(X) = 0. If g(x) =∞, then
the bound on the limit is trivial. Finally the remaining case is dealt with by Cor. 4. 
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3. Hausdorff measure by recurrence
The aforementioned results show that the behaviour of the recurrence is governed by
the Hausdorff measure of the space. We may try to use this backward: if one can com-
pute/estimate the lower limit, then this gives as some information on the Hausdorff mea-
sure.
More precisely, recall that our main theorem gives the following
lim inf
n→∞
n1/αd(T n(x), x) ≤ g(x)1/α. (3.1)
Thus, if we can show that the lower limit on the LHS is positive, then we will get the lower
bound on the density (and so on the Hausdorff measure of the space). Note that a priori
we may take any map on the space, as long as it preserves some Borel, probability, ergodic
measure µ. However, we should take a map with poor mixing properties because of a result
that follows a well known definition.
Definition 5. We say that a dynamical system has an exponential decay of correlations
in Lipschitz–continuous functions (denoted by L), if there exist γ ∈ (0, 1) and C < +∞,
such that for all g ∈ L, all f ∈ L1(µ) and every n ∈ N, we have
|µ (f ◦ T n · g)− µ(g) · µ(f)| ≤ Cγn||g||Lµ(|f |), (3.2)
where || · ||L denotes the typical norm of the space of Lipschitz functions.
The simplified version of Theorem 3.1. from [4] states that
Theorem 6. With the assumptions on the dynamical system as above, if µ ≈ Hα and the
system has an exponential decay of correlation in Lipschitz–continuous functions, then
lim inf
n→∞
(n ln lnn)1/α d(T n(x), x) = 0. (3.3)
Thus, the map should be slowly mixing. Typical examples of such maps include the
irrational rotations on S1, Feigenbaum maps or the adding machine map, which we utilise
below.
Our example will be the simplest possible – the one–third Cantor set. We will estimate
from below the Hausdorff dimension. Also, we will apply Prop. 4, this will give us an
estimation of the correct dimensional density g(x) (from below), leading to an estimation
of the Hausdorff measure Hβ from below.
Recall that every point x in the Cantor set C has a unique coding (xn) using only 0 and
1. The first symbol is 0 if the point is to the left of 1/2 and 1 if it is to the right. The
second symbol decides if the point is on the left or on the right of the second level segments,
etc. In other words, x =
+∞∑
k=1
2
xk
3k
. It follows that the (Euclidean) distance between points
x and y is given by a formula |x − y| = 2
∣∣∣∣∣
+∞∑
k=1
xk − yk
3k
∣∣∣∣∣. Let us define a transformation T
on the coding space, by an inductive scheme:
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A) Start with n = 1.
B) If the symbol xn equals 0, then add 1 to it (new T (x)n = 1) and finish.
C) If the symbol xn = 1, then make it equal 0 (new T (x)n = 0), increase n by 1, and
return to (B).
This ‘program’ will run indefinitely, if our point x has code [111 . . .] (i.e. if x = 1), but
mathematically this is not an issue (T (1) = 0).
In other words — we scan the code for the first digit (xn) equal to 0, set it to 1 and set
all the previous digits (i.e. (xk) for k < n) to 0.
10..00.. 01.. 111..110..
Figure 1. Adding machine transformation on a Cantor set.
Usually this map is called an adding machine — this transformation is be equivalent
to adding 1 to the first digit of a binary number, but digits are written in reverse. This
transformation is a piecewise isometry and it preserves the Cantor measure µ (defined to
be equally distributed on the cylinders). Let us start calculations by taking the point
z0 = 0 = [0000 . . .] and denote the forward iterates as T n(z0) = zn.
z1 =
2
3
= [100 . . .], z2 =
2
9
= [010 . . .], z3 =
8
9
= [110 . . .], z4 =
2
27
= [0010 . . .].
To calculate the lower limit we only need to look at the subsequent closest returns, i.e.
we can ignore all n for which there exists k < n such that |T k(z)−z| < |T n(z)−z|. For the
point z0 = 0 it is obvious that those returns will occur for the powers of 2. More precisely,
∣∣T 2n(z0)− z0∣∣ = 2
3n+1
for all n ≥ 0,
∣∣T k(z0)− z0∣∣ > 2
3n+1
for all 2n < k < 2n+1.
So if we take any β > 0, we might write
lim inf
n→+∞
n1/β |T n(z0)− z0| = lim
n→+∞
(2n)1/β
2
3n+1
= lim
n→+∞
2
3
(
21/β
3
)n
. (3.4)
Obviously, z0 was not a typical point in this system. However, the general calculation
is not that different. Take any point x ∈ C and look at its code – [x1x2x3 . . .]. As
before, we only need to look at iterates that are of form 2n The point T 2
n
(x) will have
the first n symbols identical and the (n + 1)–st symbol will be different. What we do not
control/know are the later symbols, which can lower the distance slightly, e.g. the distance
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between [100 . . .] and [010 . . .] is equal to 4/9. However, it is easy to write down all the
possibilities. ∣∣T 2n(x)− x∣∣ = 2
3n+1
if xn+1 = 0,
∣∣T 2n(x)− x∣∣ = 4
3n+2
if xn+1 = 1 and xn+2 = 0,
∣∣T 2n(x)− x∣∣ > 2
3n+1
if xn+1 = 1 and xn+2 = 1.
This may be summed up by saying that the worst case is for these sections of the code
where there is a symbol 1 followed by 0.
Repeating (3.4) for a general point we get a slightly worse estimate
lim inf
n→+∞
n1/β |T n(x)− x| ≥
4
9
(
21/β
3
)n
. (3.5)
So if we take any β > log3 2, we see that the lower limit is infinite so by using Boshernitzan’s
result (1.1) we know that the Hausdorff measure Hβ(C) > 0 is infinite, so the Hausdorff
dimension HD(C) ≥ log3 2.
Take β = log3 2. µ is the measure equidistributed on cylinders of the Cantor set. Now
Thm. 1 gives that g(x)1/β ≥ 4
9
for all x (where g(x) =
dHβ
dµ
). So
Hlog3 2(C) =
∫
C
g(x)dµ(x) ≥ µ(C)
(
4
9
)log3 2
≈ 0.6. (3.6)
This is not a very strong result — in reality Hlog3 2(C) = 1, but on the other hand, the
estimate has been acquired with little effort.
Remark. Perhaps a different map on the Cantor set may lead to a better estimate. Also
it should be noted that the lower limit for points, whose code ends only in 1’s (the right
endpoints of the constructing intervals), is in fact equal to one – giving the precise estimate
on the Hausdorff measure. Unfortunately, there is only countably many such points.
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