In the gargantuan domain of biometrics, the most prominent field is face recognition. We are our faces, in a way we are not our social networking profiles, our legal names and Aadhaar identification number. Even though voluminous data are collected online about most individuals, for instance on web using browser cookies, ip addresses, MAC addresses or email addresses. Almost everything that represents an individual is merely an untidy collection or pile of numbers and letters. All of these can be changed with some cost or sacrifice. Today, we hear that the victims of fraud can apply for obtaining new unique identifier(s). different from these and that is our face. arduous to change it feasible. That is, face recognition bind data about us to us only. Thus, face recognition aids law enforcement agencies as a crimefighting tool to recognize people based on facial traits. The recent stoor of this field has shown its importance in real time applications. This has created an exponential impact on the research work being carried out in this field over the last few decades. In the recent past binary descriptor based techniques like SIFT, SURF, etc are being widely deployed for recognition systems. Keeping this as focal point, the paper proposes two dimensionality reduction techniques namely SVD (Singular Value Decomposition) and PCA (Principal Component Analysis) for SURF based face recognition. The results of simulations conducted on four exemplar datasets show that the SURF-SVD method is more efficient for face recognition when compared with the other existing methods including the SURF-PCA method.
Background
subconsciously in our brain. Facial perception refers to the ability of interpreting facial features and associating them with information in the brain. Facial recognition enables us in effective memory recall. Humans have been bestowed with the capability of making note of facial expressions from a very young age. It is this fascinating ability of humans that has led to the rapid development in the field of face recognition for biometrics.
Biometrics is a term that describes the authentication techniques used in computer security. Biometric identifiers are certain distinctive characteristics, on the basis of which individuals can be distinguished. Some of the commonly used identifiers are-fingerprint, veins, faces recognition, typing rhythm, voice and retina recognition. Using face recogn distance using a camera. Images of the subject can be recorded for identification purposes. Face recognition is a very reliable biometric. Early face recognition algorithms [1] used simple geometric models. Current algorithms use complex models and mathematical formulas in the process of feature extraction and matching.
Most security and surveillance systems incorporate face recognition systems. Many airports have face recognition based surveillance systems. These systems help in recognizing potential criminals and terrorists. Although face recognition systems are pretty accurate, the accuracy reduces drastically when illumination and resolution are poor. Even variation in facial expressions can reduce the accuracy of these systems.
Feature extraction involves reducing the amount of resources required to describe a large set of data. It reduces the amount of computation as well as the memory required. Feature extraction is done using Local feature descriptors. Local feature descriptors describe a pixel in an image with respect to its local neighborhood content. Speeded Up Robust Features (SURF) [3] is a technique that is used in extracting features from an image using the SURF descriptor.
Dimensionality reduction [6] is the process of reducing the number of random variables under consideration. In the field of image processing, it refers to the reduction of the dimensionality of input data (images). Since each image has thousands of pixels, detection and matching of each pixel requires plenty of computational power as well as storage capacity. To overcome this problem, dimensionality reduction is incorporated in the face recognition process. In the proposed system, two dimensionality reduction techniques namely, Principal Component Analysis (PCA) [2] and Singular Value Decomposition (SVD) [5] are employed on SURF features. Finally, Fast Library for Approximate Nearest Neighbors (FLANN) [7] has been utilized for feature matching. It is a library available in OpenCv which computes the nearest neighbors.
Feature extraction using SURF
SURF [3] is invariant to rotation, scale, brightness and contrast. It contains an interest point detector and descriptor. Detector locates interest points in the image and descriptor describes the features of interest points and constructs feature vectors of the interest point. One of the main advantages of SURF is its ability to compute descriptive descriptors quickly. SURF is well suited for tasks such as object detection and object recognition. The following sub 
Interest point detection
The SURF detector is based on the Hessian matrix. Given a point X = (x, y) in an image I, the Hessian matrix at scale is defined as follows:
Where is the convolution of the Gaussian second order derivative with the image I at point X, and similarly for and . In contrast to SIFT, which approximates Laplacian of Gaussian (LoG) with Difference of Gaussians (DoG), SURF approximates second order Gaussian derivatives with box filters (mean or average filter). These can be calculated rapidly through integral images [9] . The location and scale of interest points are selected by relying on the determinant of the Hessian matrix. Interest points are localized in scale and image space by applying non-maximum suppression in a 3 X 3 X 3 neighbourhood.
Fig2 : SURF interest point detection

Interest point description
SURF constructs a circular region around the detected interest points in order to assign a unique orientation and thus gain invariance to image rotations. The orientation is computed using Haar wavelet response in both x and y directions. The Haar wavelets can be quickly computed by integral images. When the dominant orientation is estimated and included in the interest point information, SURF descriptors are constructed by extracting square regions around the interest points. The windows are split up in 4 x 4 sub-regions. The underlying intensity pattern (first derivatives) of each sub-region is described by a vector (2) SURF and SIFT are the major feature extractors used in in biometric recognition today. We have used SURF instead of SIFT, since SURF is faster compared to SIFT (SURF gets the feature vectors which are half the size of SIFT feature vector thereby increasing the computational speed of descriptor).
Dimensionality reduction using PCA and SVD
Principal Component Analysis
PCA [8] is one of the most widely used subspace projection technique for face recognition. It performs a linear mapping of the data to a lower-dimensional space in such a way that the variance of the data in the low-dimensional representation is maximized. Online banking and passport verification are a few areas where PCA finds its application [4].
Fig3 : SURF interest point description
The transformation can be shown as a set of t-dimensional SURF feature vector S that map to a new vector of principal component values of w-dimension, such that . Applying PCA on a N dimensional data set yields N N-dimensional Eigen vectors, N eigen values and 1 N-dimensional centre point. Matrix of eigen vectors V is found by:
Where is the covariance matrix [10] and is the diagonal matrix given by (4) Here is the eigenvalue of covariance matrix
Singular value decomposition
The SVD technique considers a set of faces as vectors in a subspace. Those set of faces is known as a face space. SVD involves projection of an image onto the face subspace followed by comparison with coordinates of known faces. SVD has numerous useful properties such as rotation invariance, stability, and transposition invariance. SVD is mostly used in pattern recognition. In the paradigm of linear algebra, SVD is a factorization of a real or complex matrix Formally, the singular value decomposition of a m x n real or complex matrix M is a factorization of the for where U is an m X m real or complex unitary matrix, is an m X n rectangular diagonal matrix with non-negative real numbers on diagonal, and V (the conjugate transpose of V, or simply the transpose of V if V is real) is an n × n real or complex unitary matrix. The diagonal entries of matrix are known as the singular values of M. the m columns of U and the n columns of V are called the left-singular vectors and right singular vectors of M, respectively.
Suppose M is a m × m matrix whose entries come from the field K, which is either the field of real numbers or the field of complex numbers. Then there exists a factorization, called a singular value decomposition of M, of the form (5) where is a m × n diagonal matrix with non-negative real numbers on the diagonal, and U is an m × m, and V is an n × n, unitary matrix over K.(If K=R, unitary matrices are orthogonal matrices) is the conjugate transpose of the n × n unitary matrix, V. The diagonal entries, are known as the singular values of M. A common convention is to list the singular values in descending order. In this case, the diagonal matrix is uniquely determined by M (though not the matrices U and V).
Results and Inferences
In this experiment four benchmark databases namely ORL [12] , Grimace [13], Face95 [14] and Face96 [15] have been used. The results obtained from testing SURF-SVD and SURF-PCA techniques on 4 databases have been tabulated in Table 1 . The table indicates the comparison between the 2 techniques based on a variety of parameters.
Both the techniques were extensively tested on each database. Each database had images of the same size. The ORL database was used for testing against black and white images. The other 3 databases had colour images with varying illumination, size of face area and inclination. It was observed that SURF-SVD technique was incredibly accurate in comparing images of different people. Although the overall accuracy is below 90%, there is a reasonable improvement in accuracy when compared with the SURF-PCA technique. The following images as depicted in Table 2 the results after applying the above techniques on the database images. The coloured lines indicate matching features between the 2 images. The code for both the techniques was implemented in C++ using OpenCV functions. From the table it is clear that the SURF-SVD technique is more accurate than the SURF-PCA technique.
SURF-SVD has an average recall of 100. This indicates that there are no false negatives obtained on any database. SURF-PCA has a lower recall because a number of false negatives are obtained during the matching process. The low FRR score in SURF-SVD indicates it has 100% accuracy in matching images of different people. SURF-PCA is less accurate in matching images of different people. In the ORL database, a number of images of different people were successfully matched by the SURF-PCA algorithm resulting in a high value of FRR. SURF-PCA is slightly better at matching images of the same person. 
Conclusion and future work
Face recognition using SURF in combination with SVD is almost 5% more accurate than SURF with PCA. It is observed that the SVD technique is more effective in preserving the original data after reducing the dimensions of the input images. The average number of keypoints detected in the SURF-PCA technique is 7% more than the SURF-SVD technique. In social networking sites like Facebook, millions of images are subjected to face recognition techniques on a daily basis. A large amount of storage is required for the keypoints. Applying the SURF-SVD technique can drastically reduce this storage requirement. Future work involves use of machine learning techniques to train the system to achieve faster recognition in real time scenario with improvement in accuracy.
