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ABSTRACT: All surfaces in water experience at short
separations hydration repulsion or hydrophobic attraction,
depending on the surface polarity. These interactions dominate
the more long-ranged electrostatic and van der Waals
interactions and are ubiquitous in biological and colloidal
systems. Despite their importance in all scenarios where the
surface separation is in the nanometer range, the origin of these
hydration interactions is still unclear. Using atomistic solvent-
explicit molecular dynamics simulations, we analyze the
interaction free energies of charge-neutral model surfaces
with different elastic and water-binding properties. The surface
polarity is shown to be the most important parameter that not only determines the hydration properties and thereby the water
contact angle of a single surface but also the surface−surface interaction and whether two surfaces attract or repel. Elastic
properties of the surfaces are less important. On the basis of surface contact angles and surface−surface binding affinities, we
construct a universal interaction diagram featuring three different interaction regimeshydration repulsion, cavitation-induced
attractionand for intermediate surface polaritiesdry adhesion. On the basis of scaling arguments and perturbation theory, we
establish simple combination rules that predict the interaction behavior for combinations of dissimilar surfaces.
1. INTRODUCTION
The behavior of soft matter on the nanoscale is largely governed
by the surface properties of its constituents. Surface interactions
are decisive for the stability of colloidal suspensions or foams
and more generally for the structural organization of complex
fluids.1 Apart from its technological relevance, this aspect is of
particular importance for all biological matter, where extended
molecular layers are major components, for instance, in the form
of biomembranes.2 Membrane−membrane and membrane−
surface interactions affect cell adhesion,3 the mechanical
properties of bacterial biofilms,4 biomineral formation,5 and
the adsorption of organisms to natural and man-made
materials.6 The characteristics of surface interactions in an
aqueous environment, such as interaction strength and range, as
well as whether interactions are repulsive or attractive in general
depend on the chemical composition of the surfaces involved.
The interaction of biomembranes, for example, is sensitive to
the relative fractions of neutral and charged lipid headgroups on
their surfaces and to the presence of membrane-bound
saccharides, polypeptides, and macromolecules.7 Similarly,
interfacial forces between particles in technologically relevant
colloidal suspensions are determined by their surface chemistry.
For example, hydrophobic particles, which normally aggregate
in water, remain separated when their surfaces are functionalized
with amphiphilic molecules. In summary, surface interactions in
aqueous environments are of great importance in biology and
from a technological viewpoint. Comprehensive knowledge of
the underlying physical mechanisms is thus a prerequisite to
understanding numerous biological processes as well as for the
rational design of surfaces exhibiting desired interaction
characteristics. Technological applications include cell-sorting
devices,8 lubricants,9 and programmable and self-cleaning
surfaces.10
The interaction between two surfaces in an aqueous
environment in general involves the interplay of various
interfacial forces, including among others electrostatic forces,
van der Waals (vdW) forces, and solvation and steric forces,11
rendering a quantitative description very difficult, especially for
surfaces of complex chemical composition. To shed light on the
interaction mechanisms in a systematic manner, the focus of
research has moved toward well-defined surfaces with rather
simple chemical composition12−14 or even idealized (structure-
less) surfaces.15−17 In fact, even the interaction between such
simplified surfaces is understood only partially. When they are
electrically neutral, their interaction at small separations is
dominated by solvation forces such as hydration repulsion and
Received: May 6, 2016
Revised: July 26, 2016
Published: August 3, 2016
Invited Feature Article
pubs.acs.org/Langmuir
© 2016 American Chemical Society 8767 DOI: 10.1021/acs.langmuir.6b01727
Langmuir 2016, 32, 8767−8782
This is an open access article published under an ACS AuthorChoice License, which permits
copying and redistribution of the article or any adaptations for non-commercial purposes.
hydrophobic attraction. On one end of the spectrum are
hydrophilic surfaces, such as mica, which possess polar groups in
high densities that are capable of forming hydrogen bonds with
water molecules. These surfaces are characterized by small or
even vanishing water contact angles. Upon bringing two
hydrophilic interfaces together, removing the hydration water
causes a strong, repulsive hydration pressure.18−21 Hydration
repulsion universally acts between sufficiently polar hydrated
surfaces even when they are overall charge neutral and typically
decays exponentially with distance, with a characteristic decay
length of a fraction of a nanometer.18,21,22 At nanometer
separations, hydration repulsion typically overshadows all other
surface interactions, such as electric double layer, van der Waals,
and undulation forces.12,23,24 On the other end of the spectrum
are nonpolar, hydrophobic surfaces, such as polystyrene and
alkane-functionalized surfaces. They are characterized by
contact angles θ > 90°. The hydrogen-bonding network of
water is distorted at such surfaces because they do not form
hydrogen bonds. This results in a fluctuating vapor−water-like
depletion layer at the surface with far-reaching consequences for
solvation processes and self-assembly.25−30 As two hydrophobic
surfaces approach each other, liquid interlamellar water becomes
metastable with respect to the vapor phase at a threshold surface
separation, and a drying transition expels the water into the bulk,
leaving a vapor cavity between the surfaces.15,31−34 The water
cavitation induces long-range attraction between the surfaces.
However, because of the high free-energy barriers associated
with the drying transition,35−38 the interlamellar water can
persist in a metastable state down to several nanometers of
separation before the drying transition actually occurs.12,39,40 In
fact, a large fraction of the literature on hydrophobic attraction is
concerned with secondary effects such as contamination,
bridging nanobubbles, surface instabilities, deformations, and
monolayer folding as well as kinetic effects, which, taken
together, make the experimental measurement of hydrophobic
interactions inherently difficult.12,39−42
The drying or cavitation transition occurs only between
hydrophobic surfaces, with contact angles of θ > 90°.
Nevertheless, a number of studies reported attraction even
between hydrophilic surfaces with contact angles as low as
65°,6,43−46 which could not be rationalized by van der Waals
attraction. Various experiments reported force measurements
between symmetric self-assembled monolayers with contact
angles tuned by regulating the proportion of polar and nonpolar
surface groups.43,45,46 In other experiments, the adsorption of
proteins6 and single peptide chains47 or the settlement of
various algae6 on substrates with controllable contact angles was
investigated. Quite universally, surfaces possess adhesive
properties for contact angles above a critical value, which is
found to be around θadh ≈ 60−80°
44 and thus substantially
smaller than 90°.
A more intricate picture emerges for asymmetric scenarios,
where the interacting surfaces exhibit different contact angles. A
number of experimental model studies addressed the
interactions between dissimilar surfaces and the particularly
interesting case of a hydrophobic surface interacting with a
hydrophilic one.12−14,41,48−50
The understanding of hydration and hydrophobic surface
interactions has recently been advanced by insights from
computer simulations that include explicit water mole-
cules.15,16,38,51−54 Here, a particular challenge is the control of
the chemical potential of water between the interacting
surfaces.55 Namely, one has to consider that water is in chemical
equilibrium with an external bulk reservoir, allowing for the
exchange of water molecules as the surface separation changes.
Several techniques to prescribe the water chemical potential in
simulations have been established,56 such as an explicit water
reservoir51,53,57−61 or grand canonical Monte Carlo ap-
proaches.15,62,63 During the last couple of years, we have
established a versatile and accurate method, termed thermody-
namic extrapolation (TE), to account for the water chemical
potential in solvent-explicit molecular dynamics simulations
with realistic representations of all sorts of interacting
surfaces.64,65 Using this technique, we recently addressed the
crossover from hydration repulsion to adhesion between
similar65 and dissimilar pairs of surfaces.66 We found that the
adhesion transition crucially depends on the interplay between
direct surface interactions and the water binding affinity to the
surfaces, which is reflected in the contact angle.65
In the present work, we generalize our findings for a broader
range of surface types. In particular, we scrutinize the influence
of the surfaces’ capability to form intra- and intersurface
hydrogen bonds. After analyzing the symmetric scenario of
interacting identical surfaces, we proceed with the asymmetric
case, where we derive combination rules for interactions
between dissimilar surfaces. At the end, we briefly discuss
finite-size effects and the effect of chemical heterogeneities,
which are important for most biological and many technolog-
ically relevant surfaces.
2. COMPUTER MODELS OF INTERACTING SURFACES
To systematically study water-mediated interactions, we utilize
simple atomistic model surfaces mimicking self-assembled
monolayers (SAMs), introduced in our previous work.65 Here,
two parallel planar surfaces are each composed of 100 alkane
chains terminated by hydroxyl (OH) headgroups facing the
water phase in the middle (Figure 1). The simulation box has
lateral dimensions of 5.2 nm × 4.5 nm and is repeated in all
three directions via periodic boundary conditions so that an
infinite stack of layers is mimicked. The layers are stabilized by
anchor potentials acting on a set of selected atoms listed in
Figure 1. (a) Simulation snapshot of two stiff surfaces (type I)
interacting across a water layer. The simulation box with dimensions of
Lx × Ly × Lz, indicated by a white frame, is replicated in all three
directions via periodic boundary conditions. (b) A surface molecule is
composed of an alkane chain terminated by a modified hydroxyl group
whose polarity is rescaled by a factor α.
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Table 1. Further simulation details are described in the
Supporting Information. To evaluate the properties of the
system at prescribed chemical potential, we utilize the TE
technique64,65 in which the number of water molecules confined
between the surfaces is kept constant so that the chemical
potential of water typically deviates from the reference bulk
value. Via the precise determination of the water chemical
potential between the surfaces and its deviation from the
reference value in bulk water, the number of water molecules
and the interaction pressure that corresponds to the prescribed
chemical potential can be computed. The details of the method
are described in the Supporting Information.
We focus on three different model parameters with which we
control the general properties of the surfaces. The first and most
important parameter that controls the wetting properties is the
surface polarity. Varying this parameter allows us to study the
influence of the chemical composition in a generic manner. In
our model, we modify the headgroup dipole moments by
rescaling the partial charges of hydroxyl groups by a
dimensionless polarity parameter α, which ranges from 0 to 1.
The case of α = 1 corresponds to a completely polar surface with
actual hydroxyl headgroups characterized by full partial charges,
whereas the other extreme with α = 0 corresponds to the
completely nonpolar scenario with headgroups resembling
methylated termini.
The second tunable property is the mechanical stiffness of the
layers, which is an important aspect for the interaction of “soft”
interfaces, often found in biology and wet technology. In our
model, the stiffness is controlled by adjusting the strengths of
the anchor potentials. For very strong anchors, the surfaces
become crystalline-like, whereas softer variants with thermally
mobile groups correspond to soft SAMs or fluid membranes
(e.g., lipid bilayers).
The third adjustable characteristic is the ability of headgroups
to form hydrogen bonds (HBs) between themselves. Under
experimental conditions, this ability depends on the lattice
parameters for solid surfaces and on the molecular geometry and
packing density for surfaces of self-assembled amphiphilic layers.
Note that in our model the headgroups are arranged on a perfect
hexagonal lattice in a plane, which allows for unrealistically high
HB formation between the headgroups within a monolayer.
Therefore, we also analyze scenarios with suppressed intra- and
intersurface hydrogen-bonding capability. This we achieve by
increasing the repulsive coefficient in the Lennard-Jones (LJ)
interaction between oxygen atoms in the OH headgroups, as
discussed further below.
By considering several different stiffnesses along with several
different HB capabilities, we set up six different surface types
that we study, as summarized in Table 1. For each surface type,
we consider the full range of surface polarities α, from
completely nonpolar to completely polar situations.
3. SYMMETRIC SCENARIO
The most important thermodynamic quantity that determines









where γsv, γsw, and γ are surface−vapor, surface−water, and
water−vapor surface tensions, respectively. The wetting
coefficient reflects the water binding affinity to the surface and













In the case of kw > 1, corresponding to θ = 0°, one speaks of
complete wetting, where a water droplet spreads entirely over
the surface. Note that a surface in contact with vapor typically
forms a thin liquid film, which modifies the surface−vapor
surface tension γsv. Strictly speaking, one distinguishes between
“dry” and “moist” surface tensions, depending on whether the
surface is in vacuum or in equilibrium with a vapor phase.68−70 If
the amount of adsorbed water in the film is large, then it alters
the wetting coefficient and the contact angle. The liquid film
formation for these kinds of surfaces has been analyzed
theoretically in ref 66, and it was shown that it becomes
important only for polarities close to the transition of complete
wetting. For simplicity, we will in this work neglect the film
formation and consider the “dry” variants of kw and θ.
The wetting coefficient is a measure of the free energy of
water cavitation. The work per surface area A needed to expel
the water located between two identical surfaces at large
separation into the water reservoir is equal to
γ γ γ→ ∞ = − =f D k( ) 2( ) 2vac sv sw w (3)
Here we have neglected edge effects and the work contribution
due to atmospheric pressure, which we discuss in more detail in
section 5.1. The result in eq 3 implies that for hydrophobic
surfaces characterized by kw < 0, or equivalently by θ > 90°, the
work becomes negative and thus the water slab spontaneously
retreats into the bulk, leaving the vapor phase behind. At
thermodynamic equilibrium, only hydrophilic surfaces (i.e.,
surfaces characterized by θ < 90°) remain hydrated down to




type I stiff large
type II intermediate large
type III intermediate intermediate
type IV soft large
type V soft small
type VI intermediate small
Anchors:
stiff kx = ky = 500, kz = 1000 H, C1, C2, C9, C10
intermediate kx = ky = 500, kz = 1000 C1, C2, C9, C10
soft kx = ky = 500, kz = 10 C2
Headgroup Repulsion:
large C12 = 10 × 10
−6 nm12 kJ/mol (σ = 0.40 nm)
intermediate C12 = 3.5 × 10
−6 nm12 kJ/mol (σ = 0.34 nm)
small C12 = 1.5 × 10
−6 nm12 kJ/mol (σ = 0.30 nm)
aHarmonic anchor potentials with specified spring constants kx, ky, and
kz, given in units of kJ/mol/nm
2, act on selected surface atoms listed in
the right column. The index on a C atom labels its successive position
counted from the OH group. The repulsion between headgroups is
controlled by modifying the repulsive C12 coefficient of LJ interaction
between the headgroup oxygens. The corresponding effective LJ
diameter of the headgroup, σ = (C12/C6)
1/6, is shown in parentheses.
The smallest value (σ = 0.30 nm) corresponds to the unmodified
GROMOS force field.67
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small separations. Therefore, it only makes sense to analyze the
equilibrium hydration behavior of hydrophilic surfaces, which
first requires a determination of the wetting coefficients. In our
simulations, we evaluate the wetting coefficient by the
thermodynamic integration (TI) method, which allows us to
determine contact angles with a precision of 2 to 3°, as described
in the Supporting Information.
3.1. Influence of Surface Stiffness. We start with a short
discussion of the influence of the surface stiffness on the
interfacial water behavior and the hydration pressure acting in
the z direction between the surfaces. In Figure 2, we take a look
at surface types I, II, and IV whose molecules do not form
significant hydrogen bonds between themselves; that is, they
have low surface−surface HB capabilty. The influence of the
latter will be discussed in the next section. In surface type I, we
strongly restrain the alkane chains as well as the hydrogen atoms
in the headgroups. By releasing the hydrogen atoms, we obtain
surface type II. In surface type IV, the chains are only minimally
restrained and the surface headgroups can fluctuate considerably
as indicated by the headgroup oxygen density distributions
shown in orange.
Figure 2 shows water density profiles at the three surfaces. At
the stiffest surface of type I, water molecules tend to order in
distinct layers, which leads to oscillations in the density profiles.
Layering becomes more pronounced at less polar stiff surfaces,
as can be deduced from the comparison of type I surfaces for
different values of polarity parameter α in Figure 2a. Note that in
general increased polarity can both enhance71,72 or suppress65,73
water layering, depending on the complex interplay of water and
surface molecular interactions. Apart from the density
oscillations, the depletion zone between the headgroups and
water also grows with decreasing polarity (Figure 2). This
reflects the affinity with which water is bound to the surface, as
has been demonstrated previously.26,28,71 Upon a slight decrease
in surface stiffness (cf. Figure 2a,b), the layering decreases for
the highest polarity, whereas it barely changes for lower
polarities. In the case of the soft surfaces in Figure 2c, where
the headgroup undulations exceed the size of a water molecule,
the layering is smeared out and the water density profiles decay
monotonically to zero on the length scale of the headgroup
fluctuations.
Water layering profoundly affects the hydration pressure
when two surfaces are brought together to small separations.
Figure 3 shows the interaction pressures acting in the normal
direction between identical surfaces of high (α = 1) and
moderate polarities (α = 0.7). For all surface types in Figure 3,
the pressure reaches thousands of bars at close contact and
decays with increasing surface separation D. In this work, the
separation D between surfaces is defined as the distance between
the oxygen atoms on the opposing surfaces (Figure 1a). The
vertical dashed lines in Figure 3 represent the close-contact
distance Dadh that corresponds to the equilibrium distance of the
surfaces in vacuum, as will be discussed in more detail further
below. A fundamental difference between the soft and stiff
surfaces appears as a result of water layering, which induces
oscillations in the pressure−distance curves. Each oscillation in
the pressure corresponds to the expulsion of exactly one water
layer from the interlamellar region.65 In the Supporting
Information, we show that the periods of density and pressure
oscillations match. The oscillatory nature of the interaction,
which has been observed experimentally for very flat crystalline
surfaces,20 is hence a structural effect of the solvent. On the
other hand, if the interfacial water does not exhibit layering, then
the pressure decays almost monotonically with distance, as is the
case for the soft surfaces in Figure 3c. The monotonic decay is
hence typical for soft interfaces, such as lipid membranes.18,74
Figure 2. Density profiles of water (blue curves) at surfaces with different polarities α ranging from (a) stiff to (c) soft. The headgroup oxygen density
profiles for the α = 1 case, shown by orange bell-shaped curves, are scaled such that their peaks have the same height. The headgroup-oxygen density
profiles for α = 0.7 and 0 are almost indistinguishable from the α = 1 case and are hence not shown. In these simulations, the second surface is placed
sufficiently far away, at a separation of D > 2 nm, such that it does not influence the density profiles.
Figure 3.Hydration pressures between identical surfaces with polarities of α = 1 and 0.7 for (a) surface type I (stiff), (b) surface type II (intermediate),
and (c) surface type IV (soft). The vertical dashed lines indicate the close-contact distance Dadh. Insets schematically illustrate water layering at a
distance of around D ≈ 0.8 nm, where two water layers are present.
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However, because of a complex interplay of various antagonistic
interaction mechanisms, weak nonmonotonies can also emerge.
For lower polarities α, the surfaces eventually become
hydrophobic and the water film exhibits cavitation as discussed
above. To account for the possibility of cavitation, we have to
compare the distance-resolved free energies of the cavitated and
hydrated states. The free energy per surface area of the hydrated
system follows by integrating the interaction pressure over
distance D,
∫= ′ ′′ ′
∞
f D p D
L D
D







Here, the differential factor dLz(D′)/dD′ of the repeat distance
Lz (Figure 1a) includes the contribution of surface deformation
at higher pressures, which is significant for softer surfaces. By
this definition, the free energy of the hydrated state is zero at
large separations, f(D→∞) = 0. Similarly, the free energy of the
cavitated state follows from the integration of the pressure pvac
acting between the surfaces across vacuum (or vapor), namely,
∫γ= + ′ ′′ ′
∞
f D k p D
L D
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vac w vac (5)
Here, the constant term 2γkw accounts for the interfacial work of
expelling the interlamellar water between the surfaces at large
distances into the bulk, as given in eq 3. As a generic example, we
show the free energies for type IV surfaces with polarity α = 0.7
and a corresponding contact angle of θ = 75° in Figure 4a. The
free energy f(D) of the hydrated state, shown by a blue curve,
starts from zero at large separations D and rises as the surfaces
come together, reflecting hydration repulsion between the
surfaces. The amount of interlamellar water in the hydrated state
is shown by a turquoise curve, with the scale on the right side of
the diagram. As expected, the amount of water decreases as the
surfaces approach each other. The functional dependence is not
linear, which reflects surface compressibility and nonideal water
mixing effects, as will be discussed further in section 3.2. On the
other hand, the free energy of the cavitated state f vac(D),
represented by a red dashed line, starts at 2γkw = 2γ cos θ at large
separations. Because, in this case, for sufficiently large separation
the hydrated state has lower free energy, f(D) < f vac(D), the
surfaces are hydrated in thermodynamic equilibrium. Upon
approach of the surfaces, the free energy of the cavitated state
decreases as a result of attractive forces acting between the
surfaces in vacuum. In the close-contact state at D = Dadh where
the attractive forces are counteracted by steric repulsion
between the surface atoms, the free energy reaches a minimum
with a depth of f vac
adh. The value f vac
adh hence corresponds to the
vacuum adhesion energy, that is, the work needed to separate
the surfaces across a vacuum (cf. Figure 4a). Within the
numerical accuracy, for the close-contact distance, D = Dadh, the
free energies of both states meet at the value of the adhesive free
energy, that is, fadh ≡ f vac(Dadh) ≃ f(Dadh). In the hydrated state
at this distance, almost all of the water has been expelled into the
bulk water reservoir, and thus Nw ≈ 0. Consequently, the
hydrated state and the cavitated state become indistinguishable
and their free energies assume the same values. This means that
the free energy of the close-contact state can be expressed in
terms of the wetting coefficient kw and the adhesion free energy
in vacuum f vac
adh as
γ= −f k f2adh w vac
adh
(6)
Due to entropic effects, Nw can never reach strictly zero in the
hydrated state, which is especially relevant for highly polar
surfaces that have a strong binding affinity for water. In the latter
case, the free energies of the cavitated and hydrated states do not
meet exactly at Dadh but at a slightly lower separation, as is
shown in Figure 7b. For separations of D < Dadh, both curves
increase dramatically as a result of the elastic penalty of surface
compression.
As seen in Figure 4a, the free energy of the hydrated state
exhibits a very shallow minimum at around D ≈ 0.8 nm, which
we associate with a combination of van der Waals (vdW) and
more complex water-mediated interactions between the
surfaces.66 We also observe similar hydrated free energy minima
for other surface combinations, with depths typically of less than
1 kJ/mol/nm2.66 In the literature on interacting amphiphilic
layers, most prominently on lipid bilayers, a weakly bound
hydrated state has been commonly reported and successfully
described in terms of a balance between short-ranged repulsive
(hydration) forces and an attractive vdW force of longer
range.74−76 The vdW attraction between media with different
dielectric properties is also represented in the simulations via the
LJ potentials acting between all atom pairs. However, because of
a cutoff in the LJ potentials at 0.9 nm, the long-range behavior of
the vdW attraction is not described correctly.77 Moreover, these
shallow wet adhesive states are much weaker than the typical
Figure 4. (a) Free energy profiles for soft type IV surfaces in the hydrated and vacuum states. The amount of interlamellar water in the hydrated state is
shown by turquoise data points with the scale on the right. In the close-contact state at D = Dadh, indicated by a vertical dashed line, almost all
interlamellar water is expelled and the free energies of hydrated and cavitated states coincide. (b) Interaction diagram in terms of the surface wetting
coefficient kw (with corresponding contact angle θ on the right) versus the rescaled work of adhesion in vacuum f vac
adh/2γ, exhibiting three distinct
interaction regimes. Explicit simulation results for the six surface types with polarity ranging from α = 0 to 1.0 are denoted by symbols that are
connected by lines.
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hydration and cavitation energies of tens to hundreds of kJ/
mol/nm2 that we are dealing with in the present work.
Therefore, in the following text, we disregard wet adhesive
states from the discussion and do not distinguish between such
states and the states corresponding to infinite hydration. With
this simplifying assumption, the global free energy minimum is
either the hydrated state at large separations D→∞ or the dry
adhesive state at close contact Dadh, defined via the minimum in
f vac(D).
It is instructive to examine different surfaces and categorize
them in an interaction diagram in terms of kw versus f vac
adh/2γ, as
shown in Figure 4b. For kw < 0 (i.e., for θ > 90°), shown by the
orange shaded region, the surfaces are hydrophobic and subject
to long-ranged cavitation-induced attraction, regardless of the
vacuum adhesion free energy f vac
adh. On the other hand, for kw > 0
the surfaces are hydrophilic, with θ < 90°, and remain hydrated
down to the close-contact state. Whether the surfaces attract
( fadh < 0) or repel ( fadh > 0) in the close-contact state depends
on the competition between direct surface−surface attraction,
characterized by f vac
adh, and the water binding affinity to the
surface, described by kw. For very polar surfaces, we have kw >
f vac
adh/2γ, and according to eq 6, the adhesive free energy fadh is
positive and the surfaces repel via hydration repulsion, as shown
by a white region in the diagram. The hydration repulsion
reflects the work required to remove strongly bound water
molecules from the surfaces. If, on the other hand, kw < f vac
adh/2γ,
as represented by the blue shaded region, then the close-contact
state has lower free energy than when the hydrated surfaces are
far apart. In such a case, hydrophilic surfaces globally attract at
short distances. By coming into close contact, all of the water is
expelled into the bulk, which we denote as dry adhesion.
Very generally, all completely nonpolar surfaces lie deeply in
the cavitation-induced attraction region of the diagram. With
increasing polarity α, we move upward in the diagram, cross the
universal cavitation threshold at θ = 90°, pass the dry-adhesion
region, and eventually enter the hydration repulsion regime for
large-enough polarities. Aforementioned surface types I, II, and
IV, which all have low surface−surface HB capability, show very
similar behavior with increasing polarity. In particular, surfaces
of type II and IV, as well as V and VI, which differ only in the
elastic surface properties, lie very close to each other in the
interaction diagram. In other words, surface elasticity changes
the shape of the pressure profiles, as seen in Figure 3, but does
not change the adhesive surface properties as much, as seen in
the interaction diagram in Figure 4b.
3.2. Hydration-Dependent Partial Water Volume. An
important observable, which is also accessible in experiments, is
the amount of interlamellar water between the surfaces and its
change upon variation of the surface separation. This quantity
drastically depends on the thermodynamic boundary conditions.
When surfaces are in contact with a water reservoir, as is the case
in our study, the chemical potential of the interlamellar water is
fixed. In this case, the amount of interlamellar water Nw is
dictated by the change in the system volume V. The











is the partial water volume at constant chemical potential. It
represents the required change in the system volume at fixed
chemical potential in order to expel one water molecule from
the interlamellar region. In Figure 5, we show vμ as a function of
the surface separation for soft polar surfaces as red squares. At
large surface separations, where the interaction pressure is
negligible, vμ approaches the volume of an SPC/E water
molecule in bulk V/Nw = v0 = 0.030 nm
3. At small separations,
substantial pressures are required to expel water molecules, as
seen in Figure 3c. These high pressures also compress the soft
alkane chains, which significantly contributes to the overall
change in the system volume, and vμ increases dramatically as D
→ Dadh and reaches a value of vμ ≈ 0.1 nm3 for the smallest
separations. Note that the separation D for very high pressures
becomes smaller than Dadh as a result of surface compression,
meaning that the oxygens on opposing surfaces approach more
than in the adhesive case in vacuum.
Alternatively, the interacting surfaces can be held at constant
pressure, a scenario relevant for example in osmotic stress
experiments at atmospheric pressure.78 In this case, the change
in Nw occurs at constant pressure with varying water chemical
potential. The corresponding response of the system volume











Black squares in Figure 5 indicate vp for soft polar surfaces and
its dependence on the surface separation. In contrast to vμ, vp
remains approximately constant and equal to v0 down to the
lowest hydration levels. The moderate decrease in vp near the
close-contact state (D→ Dadh) suggests that the removal of the
last water molecules leaves voids between the opposing surfaces
and the system volume accordingly decreases by less than v0.
The partial volumes, vμ and vp, play an important role in
determining the pressure at a prescribed chemical potential via
our thermodynamic extrapolation technique, as explained in the
Supporting Information. They also demonstrate the complex
coupling between surface hydration and the thermodynamic
ensemble.
The variation of vp with distance has to be considered when
interpreting results from osmotic stress experiments. There, the
so-called equivalent interaction pressure is calculated from the
shift μ − μ0 of the water chemical potential from the bulk
reference value, p = −(μ − μ0)/vp. If vp decreases at small
distances, as in Figure 5, then the equivalent pressure is actually
higher than if assuming constant vp = v0. The latter assumption is
commonly made in experiments and is often an acceptable
approximation. However, the experimental determination of vp
Figure 5. Partial water volumes at constant chemical potential (vμ) and
at constant pressure (vp) as a function of the separation between soft
polar surfaces of type IV. The vertical dashed line denotes the close-
contact separation Dadh, and the horizontal dashed line indicates the
bulk water volume, v0.
Langmuir Invited Feature Article
DOI: 10.1021/acs.langmuir.6b01727
Langmuir 2016, 32, 8767−8782
8772
would be desirable not only for validating the calculation of the
equivalent pressure but also for a critical comparison with the
respective value obtained in computer simulations.
To establish a thermodynamic relation between vμ and vp, we
describe the system volume as a state function V(Nw, p)












































By eliminating dp from both equations, we obtain the total







































































and using the definitions in eqs 7 and 8, we obtain a relation





























In the next step, we introduce the compressibility χ of the
system as χ = −(∂V/∂p)Nw/V. Expressing the volume as V = ALz,
where A is the constant surface area and Lz is the repeat distance















Here, (∂p/∂Lz)μ is the derivative of the interaction pressure with
respect to the repeat distance, that is, the surface separation D
plus the thickness of the interacting layers. As seen from eq 14,
the difference between both partial volumes arises from the
finite compressibility of the system. Because vp is almost
constant as a function of D in the case shown in Figure 5, we
conclude that the increase in vμ at small D is almost entirely due
to the influence of the system compressibility and the pressure
increase at small D (as seen in Figure 3c).
3.3. Influence of the Surface−Surface Hydrogen-
Bonding Capability. An important factor that influences the
hydration and adhesion properties of surfaces is the capability of
polar surface headgroups to form HBs between themselves. It
seems reasonable that surface polarity and in-plane HB
capability are correlated. However, there are exceptions of
great biological relevance where there is no such correlation, as,
for instance, for the most abundant class of phospholipids, the
phosphatidylcholine (PC) lipids. Their headgroups are highly
polar but incapable of forming HBs as a result of the lack of HB
donors.
In this section, we examine the influence of the surface−
surface HB capability by modifying the repulsive LJ coefficient
C12 between the oxygen atoms in OH headgroups. In other
words, we tune the effective size σ of the headgroup and by that
the closest distance up to which two headgroups can approach.
Note that we keep the water−headgroup interactions
unchanged. The C12 coefficients are listed in Table 1. For
surface types V and VI, we use a rather small C12 coefficient as
provided in the GROMOS force field.67 With the attractive LJ
coefficient being C6 = 0.0022 nm
6 kJ/mol, this corresponds to
an effective headgroup diameter of σ = (C12/C6)
1/6 = 0.30 nm.
Because the headgroups are arranged on a hexagonal lattice in
one plane, the intra- and intersurface hydrogen-bonding
capability for these surfaces is considerable, as we show further
below. The other extreme of almost completely suppressed HB
capability is provided by surface types I, II, and IV. The effective
headgroup diameter for these surfaces is σ = 0.40 nm, and
surface type III lies in between.
In the following section, we focus on a detailed comparison of
soft surfaces of type IV (with low HB capability) and type V
(with high HB capability), which differ only by the repulsive
headgroup−headgroup LJ potential. The effect of modifying the
effective hydroxyl size can be directly demonstrated by the radial
distribution function (RDF) between the oxygen atoms of the
same surface. Figure 6a shows the lateral RDF for completely
polar (α = 1) surface types in the presence of a thick water slab,
D > 2 nm. For type V, an additional sharp peak appears at a
closer distance, indicating that neighboring headgroups form
hydrogen bonds, which does not occur in type IV.
The HBs can be directly counted in the simulations by using
the standard distance−angle criterion.79 We distinguish between
HBs formed among headgroups and water molecules and HBs
Figure 6. (a) Lateral radial distribution function of headgroup oxygen
atoms on completely polar surfaces of types IV and V in contact with
water. The other surface in the simulations is placed at a large distance,
D > 2 nm, in order not to influence the distribution. The insets show
snapshots of neighboring surface molecules (1) when they form a HB
and (2) when they do not. (b) Number of surface−water and
intrasurface HBs per headgroup for a single surface as a function of
surface polarity α.
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formed among the headgroups themselves. In Figure 6b, we
compare the number of HBs per headgroup as a function of
polarity α for two surface types at large separation. In the case of
surface type IV, the surface−surface HBs are almost completely
suppressed and their number is negligible. In contrast, the
headgroups in surface type V form on average 0.3 intrasurface
HB per headgroup for the highest polarity. With increasing
polarity α, the headgroups progressively form more HBs with
water, in particular, for type IV. Because the type IV headgroups
cannot form HBs between themselves, they tend to form more
HBs with water molecules than does surface type V. The
headgroups of type V, on the other hand, redistribute their HB
formation among water and other headgroups.
The hydration pressures for the two surface types, plotted in
Figure 7a, show qualitatively similar behavior. Both decay
monotonically with separation because of their softness, but
they exhibit very different pressure amplitudes. At the same
separation D, the high-HB-capability type V surfaces repel much
less than the low-HB-capability surfaces of type IV. Also, the
close-contact separation Dadh (vertical dashed lines in Figure 7a)
is 0.12 nm smaller for type V surfaces. Figure 7b,c shows the free
energy and the amount of water for both surface types. As can be
seen, the type IV surface remains strongly hydrated down to
small separations. Expelling all water molecules from the
interlamellar region requires enormous pressure; in fact, at the
close-contact distance Dadh in Figure 7b we still find 0.7 water
molecule per headgroup in the hydrated state.
In general, the capability of surface−surface hydrogen-bond
formation has at least two major consequences. First, because an
increased capability lowers the number of surface−water HBs, it
lowers the overall surface hydrophilicity for the same polarity.
This is quantified by the reduction of the wetting coefficient kw
for the same α in the interaction diagram (Figure 4b) when we
go from surfaces with high headgroup repulsion (types I, II, and
IV) to surfaces with low headgroup repulsion (types V and VI).
On the other hand, increased hydrogen-bond formation
between two opposing surfaces leads to a stronger adhesion in
vacuum, f vac
adh, which shifts the simulation data to the right in
Figure 4b when going from surfaces with low HB capability to
surfaces with high HB capability. Systems IV and V with high
HB capabilities are therefore shifted to the lower right relative to
the other surface types of the same polarity.
Completely polar surfaces with α = 1 and high surface−
surface HB capability (i.e., types V and VI) have an interesting
feature; namely, they attain adhesive properties similar to that of
a slab of water. Splitting a slab of water into two half spaces and
thereby creating two water−vapor interfaces requires work per
surface area corresponding to f vac
adh = 2γ. At the same time, a slab
of water in contact with vapor has a wetting coefficient of exactly
unity, kw = 1, as follows from eq 1. As seen from the interaction
diagram in Figure 4b, both quantities for totally polar surface
types V and VI approach kw ≃ 1 and f vacadh/2γ ≃ 1, in agreement
with what would be expected for the interaction between two
waterlike surfaces.
However, the wetting coefficients kw are in both cases slightly
larger than the vacuum adhesion energies f vac
adh/2γ. This means
that these surfaces are marginally located in the hydration
repulsion regime and therefore slightly repel, as also
demonstrated by evaluating the hydration free energy for type
V in Figure 7c. Completely polar surfaces with large surface−
surface HB capabilities are therefore only slightly repulsive.
Interestingly, the completely nonpolar surfaces (α = 0),
regardless of their type, have almost the same wetting coefficient
of kw ≃ −0.7, which corresponds to a contact angle of around θ
= 134°, as seen in Figure 4b. In this case, water molecules
interact with the surfaces only via dispersion interaction,
modeled as LJ potentials in our case, and the exact structural
details and surface elastic properties are demonstrated not to
play a significant role. The structural details for water−surface
interactions start to matter only when the headgroups possess
nonvanishing dipole moments.
In our modeling approach, tuning the HB capability via
modifying the repulsive C12 coefficient also affects the close-
contact distance Dadh to which the surfaces approach in vacuum.
Larger values of C12 correspond to larger effective headgroup
sizes σ, larger Dadh, and consequently smaller f vac
adh. Surface types
V and VI with small headgroup repulsion therefore have larger
f vac
adh values than the other surface types.
With our model surfaces, we cover the extreme scenarios of
hydrogen-bonding capability. Reality is expected to lie some-
where in between, depending on the surface chemistry,
topography, and so forth. Even though the precise surface
interactions depend on the molecular details, the overall
qualitative adhesion behavior can already be assessed by
macroscopic quantities kw and f vac
adh, as demonstrated in Figure
4b.
With the preceding analysis, we assess the qualitative impact
of all three control parameters of the model surfaces on the
adhesion properties. From the interaction diagram in Figure 4b,
we conclude that by far the most important parameter is the
polarity α of the surfaces because it primarily determines their
hydrophilicity. The second-most-important property regarding
the adhesion properties is the surface−surface hydrogen-
bonding capability, whereas the elastic properties manifest
Figure 7. Influence of the surface−surface hydrogen bonding capability on the hydration interaction. (a) Pressure−distance plots for completely polar
(α = 1) soft surfaces of types IV and V. The dashed vertical lines represent the close-contact separations Dadh at which the vacuum free energy is
minimal. (b, c) Corresponding free energies of the hydrated and cavitated states. The amount of water in the hydrated and cavitated states is shown by
turquoise curves (scale on the right).
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mainly in the pressure−distance curves (Figure 3) but do not
strongly affect the adhesion properties.
We will now investigate the universality of the adhesion
contact angle θadh, which is defined as the contact angle at which
the transition from repulsion to adhesion for particular surface
types occurs. According to eq 6, the adhesion transition, defined
as fadh = 0, occurs when the surface affinity to water is exactly
equal to the surface affinity to a second surface. The curves of
different surface types in Figure 4b intersect the adhesion
diagonal at various locations defined by kw
adh ≡ kw(αadh) =
f vac
adh(αadh)/2γ, as listed in Table 2. One extreme case is
represented by two surfaces of type I, with fully suppressed
HB capability and restrained headgroups, where the adhesive
wetting coefficient kw
adh = 0.11 is extremely low. The other
extreme case, represented by type V with freely mobile and very
flexible chains capable of excessive surface−surface HB
formation, has a very high value of kw
adh = 0.76. This large span
of the adhesion values kw
adh at first sight does not seem to point
towards universality. But when expressing these values in terms
of contact angles θadh = arccos kw
adh, the range transforms into a
relatively narrow window from 40 to 83°, as shown in Table 2.
Most naturally occurring experimentally relevant surfaces
probably lie somewhere in between these two extreme scenarios,
so a comparatively narrow range around a quasi-universal
adhesive contact angle is suggested by our results. In fact, all
experimentally reported adhesive contact angles fall into the
rather narrow range of θadh ≈ 60−80°,43−46 consistent with this
prediction.
4. ASYMMETRIC INTERACTION SCENARIOS
So far, we have considered only symmetric scenarios where the
interacting surfaces are identical in chemical surface structure
and thus have the same contact angles. However, many real
situations involve dissimilar surfaces, for example, weak
protein−protein interactions,80 nanoparticles interacting with
cell membranes,81 or membranes interacting with biominerals.5
Several experimental studies addressed the interactions between
dissimilar surfaces and the particularly interesting case of
hydrophobic−hydrophilic interfaces.12−14,41,48−50 The results
are very diverse and do not seem to fit into a universal picture. In
this section, we address the asymmetric case, where the
interacting surfaces have dissimilar polarities α1 and α2.
For soft surfaces with a low surface−surface HB capability of
type IV, it was recently shown that the asymmetric scenario can
be described by simple combination rules based on the sum of
the contact angles.66 Here we extend the analysis to high-HB-
capability surfaces of type V.
The situation of dissimilar surfaces leads to qualitatively
similar behavior as the symmetric situation. Depending on the
surface polarities, the interaction behavior can be cast into one
of three regimes: cavitation, dry adhesion, or hydration
repulsion. The free energy of the adhesive state given by eq 6
for the symmetric case can be straightforwardly generalized to
the asymmetric case and reads
γ= + −f k k f( )adh w1 w2 vac
adh
(15)
The first term is the cavitation free energy of water between
surfaces 1 and 2 at large separations, that is, f vac(D→∞) = (γs1,v
− γs1,w) + (γs2,v − γs2,w) = γ(kw1 + kw2), which is simply the sum
of the independent contributions from both surfaces. The
second term accounts for the surface−surface adhesion free
energy in vacuum, now evaluated for the case of dissimilar
surfaces. This term has to be determined independently via
simulations for each pair of surfaces. However, later on we will
establish an approximate combination rule that allows for a
simple estimate of this term. For similar surfaces, eq 15
Table 2. Adhesive Properties of Different Surface Types in
Terms of the Adhesive Wetting Coefficient kw
adh, the Adhesive
Contact Angle (Obtained via kw
adh = cos θadh), and the
Surface−Surface Adhesive Separation in Vacuum Dadh at the
Adhesion Transitiona
kw
adh θadh (deg) Dadh (nm)
type I 0.11 82 0.38
type II 0.26 75 0.36
type III 0.39 67 0.34
type IV 0.24 76 0.32
type V 0.76 40 0.21
type VI 0.62 52 0.29
aThe adhesive contact angle θadh is defined as the contact angle at
which the system passes from hydration repulsion to dry adhesion.
Figure 8. (a) Interaction diagram in terms of the average wetting coefficient of both surfaces (kw1 + kw2)/2 versus the rescaled adhesive free energy f vac
adh
between the two surfaces in vacuum. The dashed triangular zones show the range for all polarity combinations α1 and α2 for surfaces of type IV and V
extracted from simulations. The data points at the vertices denote the three limiting cases in terms of the polarities (α1, α2). (b) Interaction diagram for
two interacting surfaces of the same type in terms of their respective wetting coefficients kw1 and kw2. The orange shaded region represents the regime
of cavitation-induced attraction, which is universally given by eqs 16 and 17 and thus the same for all surface types. The blue regions of darker and
lighter shades represent the dry adhesion regime for type IV and type V surfaces, respectively. The white region is the hydration repulsion regime. (c)
The same diagram as in (b) expressed in terms of contact angles θ1 and θ2.
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simplifies to our previous result in eq 6. Note that the sum of the
surface wetting coefficients, as in eq 15, has previously been used
to interpret experimental force measurements.49
For asymmetric combinations of surface polarities, we present
the interaction diagram in Figure 8a, which is similar to the
interaction diagram for symmetric surfaces in Figure 4b. On the
ordinate, the wetting coefficient is replaced by the mean of the
wetting coefficients of both surfaces (kw1 + kw2)/2, and the
vacuum adhesion free energy on the abscissa, f vac
adh/2γ, now
depends on the general dissimilar polarities of the surfaces. On
the basis of the experimental simulation results, all possible
combinations of surface polarities α1 and α2 ranging from 0 to 1
are denoted by shaded zones for surface types IV and V. The
zones have the shape of distorted triangles, where the three
vertices correspond to the limiting polarities: both surfaces are
completely polar (α1 = 1, α2 = 1), both surfaces are completely
nonpolar (α1 = 0, α2 = 0), and surface combinations of
completely asymmetric polar−nonpolar (α1 = 0, α2 = 1). The
bottom-right edge of the triangular zones corresponds to the
symmetric situation with α1 = α2, which are exactly the curves
shown previously in Figure 4b. Going from the completely
nonpolar scenario (α1 = α2 = 0) by polarizing one of the surfaces
to α2 = 1, we follow an almost vertical line. The almost vertical
trend is due to the fact that the surface−surface interaction f vacadh is
not influenced by the polarity of one surface if the other one is
nonpolar. However, small deviations from a vertical line occur,
probably resulting from weak hydration-induced rearrange-
ments of the headgroups of the polar surface. The upper edge of
the triangular zones corresponds to the situation where one
surface is completely polar, α2 = 1, and the other surface is
changing from α1 = 0 to α1 = 1.
An insightful interaction diagram is obtained by plotting the
individual wetting coefficients or the contact angles of the
surfaces on separate axes, as shown in Figure 8b,c for surface
types IV and V. The three interaction regimes are indicated by
the same shaded colors as in Figure 8a. In the corner where both
surfaces are polar, we find hydration repulsion, whereas in the
opposite corner where both surfaces are nonpolar, we find
cavitation-induced attraction. In between these limiting regimes,
there is an intermediate regime of dry adhesion. These three
regimes extend into the mixed corners, where one surface is
polar and the other one nonpolar. In other words, we find
hydration repulsion for every nonpolar surface if the other
surface is polar enough, and conversely, we find cavitation-
induced attraction for a rather polar surface if the other surface is
hydrophobic enough.
We will now present simple scaling expressions for the
transitions among the hydration repulsion, the dry adhesion,
and the cavitation-induced attraction regimes that are shown in
Figure 8b,c. The cavitation free energy for a water slab between
two dissimilar surfaces at large separation is given by the first
term in eq 15, which implies a cavitation transition at
+ =k k 0w1 w2 (16)
By expressing this relation in terms of contact angles and using
the sum-to-product rule cos θ1 + cos θ2 = 2 cos[(θ1 + θ2)/2]
cos[(θ1 − θ2)/2], we arrive at
66
θ θ+ = °1801 2 (17)
For the symmetric case, we recover the known transition
threshold θ1 = θ2 = 90°. The cavitation transition given by eqs
16 and 17, shown by straight red lines in Figure 8b,c, is universal
and for given contact angles independent of all other surface
properties.
Adjacent to the cavitation regime, the blue-shaded areas
correspond to the dry adhesion regime. This region is for type V
(lighter shade) considerably broader than for type IV (darker
shade) due to the much larger value of the sum of the wetting
coefficients kw1 + kw2 at the adhesion transition for surface type
V, as can be seen in Figure 8a. The adhesion transitions in
Figure 8c can be empirically approximated as
θ θ θ+ ≈ 21 2 adh (18)
This result was recently demonstrated for type IV surfaces,66 but
as seen in Figure 8c, it works as well for type V. In the next
section, we derive the adhesion law in eq 18 for surface
interaction by using perturbative combination rules.
4.1. Combination Rules. An interesting and in practice very
important question is whether it is possible to infer the
interactions between dissimilar surfaces, knowing the inter-
actions of the respective symmetric cases. Using perturbation
analysis, we show that this is indeed possible within good
accuracy.
The cavitation free energy is trivially generalized as 2γkw →
γ(kw1 + kw2), as already established in eq 15. The vacuum
adhesion energy, f vac
adh, on the other hand, cannot be easily
generalized to asymmetric surfaces. Nevertheless, we can
decompose it into the contribution wLJ originating from LJ
interactions and the polar contribution wα stemming from
dipole−dipole interactions between the surfaces, leading to the
sum
α α α α= + αf w w( , ) ( , )vac
adh
1 2 LJ 1 2 (19)
By this decomposition, the second term is zero for completely
nonpolar surfaces (α1 = α2 = 0). To good approximation, we can
assume the LJ contribution to be independent of surface
polarity. Minor deviations can occur because the dipoles will in
general affect the adhesive close-contact distance Dadh, which in
turn influences the surface−surface LJ interaction.
The dipole contribution wα arises from interactions between
dipoles on opposing surfaces and is hence proportional to the
product of the dipole moments on the two surfaces. Therefore,
we expect a geometric combination rule for the polar
contribution for an asymmetric pair of surfaces,
α α α α=α α αw w w( , ) ( ) ( )1 2 1 2 (20)
where wα(α) ≡ wα(α, α) is the dipole interaction for the
symmetric case. A similar combination rule was established
earlier on the basis of experimental data.48 The polar
contribution wα(α1, α2) can be obtained from simulations by
measuring the adhesion free energy in vacuum, f vac
adh, and
subtracting the LJ part wLJ = f vac
adh(α1 = 0, α2 = 0), which
corresponds to the adhesion free energy in vacuum for
completely nonpolar surfaces. In Figure 9, we verify the
combination rule (eq 20) for surface types IV and V by a
correlation plot of the directly measured polar contribution
wα(α1, α2) from simulations versus the computed value
according to eq 20. The agreement is very good, especially for
surface type IV. Some smaller discrepancies appear for cases in
which one of the surfaces is very hydrophobic, that is, for small
values of wα(α1, α2). But in those cases, the wα contribution is
small compared to the overall f vac
adh and is rather negligible. We
conclude that the combination rule in eq 20 is an accurate
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approximation of the polar interaction between asymmetric
surfaces.
We now return to the reasoning behind the approximate
adhesion law given by eq 18. As we already noted, it is only
approximate and depends on the exact functional behavior of
f vac
adh as a function of kw1 and kw2. By merging eqs 15, 19, and 20
and considering polar contribution wα to be a function of the
wetting coefficient, the adhesion transition fadh = 0 can be
expressed as
γ + = + α αk k w w k w k( ) ( ) ( )w1 w2 LJ w1 w2 (21)
The combinations of kw1 and kw2 for which the adhesion
transition occurs depend on the exact functional form of wα(kw),
which is surface-specific but in general is monotonically
increasing, as can be seen for all surface types considered by
us in Figure 4b. To proceed with our derivation, we consider the
simplest nontrivial form, namely, a polar contribution wα that
linearly increases with kw,
γ= +α αw k w c k( ) 2w 0 w (22)
where wα
0 and c are free parameters. As can be seen in Figure 4b,
this assumptions is a good approximation for surfaces with low
surface HB capability (types I, II, and IV), whereas for the
surfaces with high HB capability (types V and VI) it is only a
rough estimate. Inserting eq 22 into eq 21 and expanding it to
linear order in kw1 and kw2 yields the general relation for the
adhesion transition
θ+ =k k 2 cosw1 w2 adh (23)













As a further approximation, we can expand the cosine in eq 23 in
a Taylor series around θ = π/2 as cos θ ≃ π/2 − θ, which gives
the expression for the adhesion transition as θ1 + θ2 ≈ 2θadh, as
already presented in eq 18. As should have become clear from
the derivation, which involves a number of simplifications, the
dry adhesion law in eq 18 is an approximation and becomes
accurate for nearly symmetric scenarios where both contact
angles are quite similar. On the other hand, for considerably
asymmetric scenarios, where one surface is very polar and the
other one is completely nonpolar, minor deviations from the
simple linear relationship given by eq 18 are in fact observed
(Figure 8c).
5. FINITE-SIZE EFFECTS AND HETEROGENEOUS
SYSTEMS
5.1. Finite-Size Effects. So far, we have considered only
laterally extended surfaces and have disregarded finite-size or
edge effects. In reality, edge effects play an important role for
small-enough interacting surfaces, for example, for small
colloidal particles.
Strictly speaking, the cavitation law, θ1 + θ2 = 180°, in eq 17 is
valid only for large-enough surfaces and small separations, where
the atmospheric pressure is negligible. However, the atmos-
pheric pressure and the water−vapor interface that forms at the
lateral edges of the finite surfaces oppose cavitation. As a result,
cavitation appears only below a critical surface separation Dc.
We now estimate finite-size effects on the cavitation
transition, as was done previously for the symmetric
case.34,36,82 A system with lateral dimensions L × L (Figure
10a) has in the hydrated state a free energy
γ γ= +F L L2 s1w
2
s2w (25)
whereas in the cavitated state the free energy is
Figure 9. Correlation plot of the simulated and the estimated polar part
of the vacuum adhesion free energies via eq 20 for various combinations
of α1 and α2 for surface types IV and V.
Figure 10. (a) Schematic illustration of water cavitation between finite-sized parallel surfaces s1 and s2. Water (w) is depleted from the interlamellar
region and leaves a vapor phase (v) behind. (b) Critical distance Dc below which cavitation occurs (eq 27) as a function of lateral surface size L for
different combinations of the two contact angles θ1 and θ2 at atmospheric pressure p0 = 1 bar.
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Here, the third term, proportional to LD, is the contribution
from the water−vapor interface formed between both surfaces
along the circumference. For simplicity, we assume a square
shape of the two opposing surfaces such that the total length of
the circumference is 4L (Figure 10a). The last term in eq 26
represents the work against the external pressure due to
removing the water from the region between the surfaces.
Typically, the atmospheric pressure is p0 = 1 bar and thus much
larger than the saturated vapor pressure, pvap, which can be
neglected. The water−vapor interface at the perimeter is curved
as a result of the difference in the pressure p0 − pvap, with the
corresponding radius of R = γ/(p0 − pvac) ≈ 0.7 × 10−6 m. This
curvature can be neglected when considering the water−vapor
surface contribution for small surface separations in the
nanometer range. Cavitation occurs for Fvac < F, which yields












We see that edge effects play a significant role for lateral system
sizes of L ≲ 4γ/p0 ≈ 10−6m.
Figure 10b shows the critical surface cavitation separation Dc,
based on eq 27, as a function of the lateral size L for three
different contact angle combinations. For large surface sizes L ≳
10−6 m, the critical cavitation separation saturates at values
much larger than the nanometer scale discussed in this work.
For smaller lateral sizes L ≲ 10−6 m, the critical separation
becomes comparable to the lateral system size, Dc ≃ −(L/
4)(cos θ1 + cos θ2).
Another important aspect that arises for smaller surface areas
is that the relative fluctuations in the number of water molecules
between surfaces become large. Because cavitation is hindered
by significant free energy barriers,15,16,34,35,83 fluctuations play a
crucial role in barrier crossing events.26,27,29,30,38,84 Namely,
surfaces in the hydrated state experience fluctuations in the
intersurface number of water molecules δNw and consequently
in the interaction pressure δp ∝ δNw. Because the relative water-
number fluctuations scale as δNw/Nw ∝ Nw−1/2, fluctuations in
the hydration pressure scale inversely with the lateral size of the
surface δp ∝ L−1. A detailed analysis suggests that hydration
fluctuations indeed become significant for surface sizes below
several tens of nanometers.85
5.2. Heterogeneous Systems. Until now, we have
considered flat surfaces with only one chemical type of
headgroup. However, biological as well as technologically
relevant surfaces are typically characterized by heterogeneous
compositions of different headgroup types. A prototypical
example are surfaces with a mixture of polar OH and nonpolar
CH3 headgroups. The fraction of OH groups on the surface can
be described by the parameter ξ, where ξ = 1 corresponds to a
fully OH-terminated polar surface and ξ = 0 corresponds to a
fully CH3-terminated nonpolar surface. Heterogeneous surfaces
with arbitrary distributions of polar and nonpolar headgroups
are beyond the scope of this work. The wetting behavior of
water between two plates with heterogeneous headgroup
distributions has been thoroughly analyzed in earlier studies.60,86
Here, we only briefly discuss two limiting scenarios of
headgroup distributions, which have also been considered in
the context of electrostatic interactions.87
In one extreme case, the polar and nonpolar groups on the
surfaces are completely randomly distributed down to the
molecular scale (Figure 11a). In this case, the surfaces roughly
act as if they were effectively homogeneous, with an effective
polarity α that depends on the OH fraction ξ.
In the other limiting scenario, the polar and nonpolar groups
are locally segregated and form mesoscale patches on the
surfaces (Figure 11b). In this case, we assume that edge effects
of the patches contribute negligibly to the total interaction and
therefore add up to the free energy contributions stemming
from the overlapping patches. If we neglect correlations between
interacting surface patches, then the free energy in the close-
contact state follows as











adh, and f 00
adh correspond to the adhesion free energies
of the polar−polar, polar−nonpolar, and nonpolar−nonpolar
surfaces, respectively. The prefactors denote the fractions of the
corresponding overlapping pairs.
The above analysis is suitable for quenched distributions, that
is, distributions of headgroups that do not laterally reorganize
with time. This approximation is valid for covalentely grafted
surface molecules. The scenario more relevant for self-
assembled surfaces, such as lipid membranes, is the annealed
scenario, where the surface molecules can diffuse in lateral
directions and reorganize themselves in order to minimize the
free energy.
6. CONCLUSIONS
Water-mediated interactions are ubiquitous in biology and
technological processes. Their characteristics depend on the
surfaces’ chemical details, which can become very complex, for
instance, for the case of biomembranes. However, important
lessons about the interaction mechanisms can be learned from
studies with simplified models of interacting surfaces. In recent
years, atomistic computer simulations that account for the
chemical potential of water and atomistic surface details have
made substantial progress in the description of interfacial forces
across aqueous layers.52,55,64 In the present work, we employed
molecular dynamics simulations to investigate interactions
between hydroxylated model surfaces with tunable polarities,
mechanical stiffness, and hydrogen-bonding capability. On the
basis of free energy considerations, we have identified three
interaction regimes: hydration repulsion for very polar surfaces,
dry adhesion for intermediate polarities, and cavitation-induced
long-range attraction for low surface polarities. The transitions
Figure 11. Illustration of the two limiting scenarios of heterogeneous
surfaces consisting of polar and nonpolar groups. (a) Completely
random distribution, with the surface acting as effectively homoge-
neous, and (b) segregation into polar and nonpolar patches of
mesoscopic size.
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among these regimes can be universally expressed in terms of
the affinities of the involved surfaces for water binding as well as
their mutual binding strength. These two affinities tend to be
correlated because they typically have similar dependences on
surface parameters such as the dipolar strength of functional
surface groups. The transitions among the three interaction
regimes are to good approximation related to the sum of the two
surface contact angles. Whereas the cavitation transition occurs
universally when the sum of both contact angles is above 180°
(eq 17), dry adhesion is obtained when the sum of the surface
contact angles exceeds approximately twice the critical adhesive
contact angle 2θadh. The adhesive contact angle is highly surface-
specific, but for the surface types considered by us, it lies in the
typical range of θadh ≈ 40−80°. Our analysis shows that the
adhesive contact angle θadh depends on several surface
properties. For stiff, crystalline surfaces without hydrogen-
bonding capability, the value of θadh exceeds 80°. Extremely soft
surfaces with very mobile groups capable of forming intra- and
intersurface hydrogen bonds, on the other hand, can exhibit
values of θadh as low as 40°.
An important conclusion from our work is that it appears
possible to design surface combinations with extremely low or
even vanishing adhesive contact angles θadh. Such surfaces would
bind to each other very tightly in a dry-adhesion complex,
despite their pronounced hydrophilicity.
One major open question in the field of hydration
interactions is how surface charges and ions influence the
adhesion properties. The adsorption of ions to various
interfaces, including the water−vapor interface, depends on
the ion hydration properties.88−90 The adsorbed ions reorganize
the solvent in their vicinity and by that influence the hydration
force among various hydrophilic surfaces, which can be either
enhanced or even entirely suppressed.91−93 The relation
between electrostatic interactions and the hydration force is
an open field that will be tackled in future studies.
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