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I. INTRODUCTION 
The method of invariance was originally introduced in the study of trans- 
port phenomena by Ambarzumian [I], and it has since proved useful in the 
understanding and solution of various problems in astrophysics (see 
Chandrasekhar [2]). Of late it has been studied extensively-under the name 
of inwu~imtt imbedding-by Bellman, Kalaba, and Wing (see [3] for a discus- 
sion and bibliography). These authors were primarily interested in extending 
the original ideas of Ambarzumian to a wide class of transport problems of 
interest to astrophysicists and neutron physicists. 
Relatively little work has been done concerning the rigorous justification 
of the method. Chandrasekhar [2] has derived the Ambarzumian equations 
directly from the Boltzmann formulation for certain simple cases of the 
time-independent slab geometry. Mullikin [4] has carried the work much 
further, but has also confined his interest to that geometry. Bellman and 
Kalaba [5] showed that the “particle counting” method used in the original 
invariant imbedding attacks can be replaced by a much more sophisticated 
and unifying perturbation scheme. This pointed the way to a mathematically 
satisfactory approach to many imbedding problems, using the Boltzmann 
equation as a starting point. 
In this paper we show in several cases how the invariant imbedding equa- 
tions can be obtained rigorously from the corresponding Boltzmann formula- 
tions. Specifically we treat the time-dependent transport in a rod, time- 
independent transport in a slab, and time-independent transport in a solid 
sphere, a hollow spherical shell, and a spherical shell enclosing a perfect 
absorber. Although our treatment of these problems shows clearly the in- 
fluence of the work by Bellman and Kalaba, we don’t actually use any 
perturbation schemes. 
* This work was performed under the auspices of the United States Atomic Energy 
Commission. 
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There is a rather strong tendency in mathematical physics-and perhaps 
especially in transport theory-to employ the symbolic delta functions of 
Dirac in the formulation of some of the problems. Where this is customary 
we shall do the same, but we shall also state the problem a second time in 
terms of ordinary functions. And even though a certain amount of formal 
manipulation of symbolic functions is included in some of the preliminary 
discussions, our results are in no way dependent upon any supposed pro- 
perties of symbolic functions. 
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II. NOTATION 
The supremum of the absolute values of a bounded function F will be 
denoted by 1 j F 1 I. If F(z, t) is a function of the two variables z and t; we will 
denote the corresponding first partials by either (~F/&Y) (z, t) and (aFlat> (z, t) 
or Fl(.z, t) and Fz(z, t). 
III. TIME-DEPENDENT NEUTRON TRANSPORT IN A ROD 
Let u, z, represent the flux of neutrons moving to the right and left, res- 
pectively, in a rod of length x as the result of a steady influx of neutrons 
at the right hand end. The Boltzmann formulation of the problem is the 
following (see [3, p. 711): Find the (hopefully unique) functions U(Z, t), 
z)(z, t) on [0, X] x [0, + 00) which satisfy the conditions 
(; + ; &) 4% t) = m(z, t) 
( - g + ; ;, w(x, t) = m(.% t), 
(3-l) 
(3.2) 
u(z, 0) = 0 = w(a, O), 
u(0, t) = 0, 
cw(x, t) = 1 for t > 0, 
(3.3) 
(3.4) 
(3.5) 
where CJ, c, x are positive real numbers. 
10 
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The invariant imbedding approach to this transport problem begins by 
considering u and w as functions of x as well as of z, t. (When we wish to 
emphasize this dependence we shall write u(z, t; x), a(~, t; x).) And instead 
of trying to determine u and a throughout the rod, one attempts to find only 
the values of u at the right hand end point, namely u(x, t; x). 
Formally the procedure is as follows: To emphasize that this function 
depends only upon x and t, let us write u(x, t; x) = R(x, t). Then (formally) 
for t > 0, 
by (3.1), 
by (3.5). 
Furthermore, if we formally differentiate throughout the equations 
(3.1) through (3.5) we find that us , ws satisfy the same conditions as do u, w 
with the sole exception that in place of (3.5) we have 
wg(x, t; 2) = uu(x, t; 2) - (l/c) w&X, t; X)’ 
In view of the linearity of the problem for u, w we naturally expect that 
au 
z (2, t; 4 = ; 1; u(z, t - T ;  x) [cuu(x, T ;  x) - 2 (x, T ;  x,] dT, 
which we interpret as 
8U 
z (2, t; x) = cl7 1’ 
, 
U(z, t - 7; X) $ (X, 7; X) dT - ; $ (2, t; x). (3.7) 
0 
(This is just Duhamel’s principle. If u, w satisfy the given differential 
equations and the boundary conditions PL(Z, 0) = v(z, 0) = ~(0, t) = 0, 
CV(X, t) = 1 for t > 0, then ua , va ought to satisfy the same differ- 
ential equations and boundary conditions with the sole exception that 
cw2(x, t) = f(t). Consequently the functions cp(a, t) = ji cua(x, t - T)f(T) dT, 
#(z, t) = so %(% t - 7) f(T) d 7 ought to satisfy the same conditions with 
the single exception that 1/I(x, t) = s,” 8(t - T)~(T) d7 =f(t).) 
Using this expression to evaluate the last term in (3.6) we get 
s (2, t) = 4 - + 2 (x, t; x) 
+ CU ,: U(X, t - 7; X) 2 (X, 7; X) dr - f $ (X, t; X), 
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or what is the same thing, 
s (X7 t> = c - + g (X, t> + utz 1;R(X, t - T) g (x, T) &. (3.8) 
This last equation for R is the invariant imbedding equation we were seeking. 
But all of this is strictly formal so far. In order to justify (3.8) we need to 
establish the existence and some of the properties of the functions u and o. 
We begin by converting conditions (3.1) through (3.5) for u, ZI into an 
integral equation for u. 
Making the change of variables 
z + ct = f, z-ct=7) 
4% t> = w, 4, ‘u(z, t) = V(S, 7) 
and integrating (3.1) along 7 = constant and (3.2) along 6 = constant, we get 
and 
+ + & u /2x-E U([, 7’) dq’ if 
rl 
w&7> = . (3.10) 
$u 1’ U((, 7’) d$ 
(3.11) 
\ Jv 
Equations (3.9) and (3.10) can be combined to give 
U=F+KU, 
where 
I 
f-171 if x<l?ll 
F([,q) = 2 6 - x if I7I<X<t 
0 if t<x 
and KW is defined by 
if xdllll 
I 
whenever the right hand side exists. 
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The following lemma provides the existence and uniqueness we need. 
LEMMA 3.12. To every bounded, measurable f(x, t) on [0, x] x [0, TJ, 
O<T<+m, there corresponds a unique bounded, measurable U(t, 7) satis- 
fying U = F + KU, whet-e W, 4 = fKS + 7dP, (4 - 7NW. 
PROOF. First notice that KF is defined for such F and is actually 
continuous. Furthermore, it is straightforward to establish that 
which obviously guarantees the uniform convergence of the series xr KnF. 
Denoting the sum of this series by U, we have U = F + z” K”F = F + KU. 
To see the uniqueness, we need only note that if also U’ = F + KU’, 
then U - U’ = K( U - U’) = K”(U - U’) for all n 3 1. But then if 
U - U’ # 0, 11 U - U” 11 < [(u~T)~~/(2n)!] 11 U - U’ 11 < \I U - U’ I\ for 
large n, and this is impossible. 
By the lemma, we know that U = Ez K”F is the unique solution to the 
integral equation (3.11). Since for n > 1, KnF([, 7) = 0 whenever 6 < x 
(because this is true of F), then 
2x-t 
$ K”F(& 7) = $0” s Kn-lF( 5,~‘) dv’ if X<E ‘I 
I 
for n>l. 
0 if .$<x 
And since 
I K”-W, 7’) I Q 
pug - r1'))2(n-1) 
[2(n - l)]! ’ 
we easily obtain the estimate for n 2 2, 
over 6,~ such that I 4 - v  I < 2cT, which allows us to differentiate the series 
for U term by term. Thus, if E # x, 
al if 
I 
xcf =- 
2c 0 if .EJ<x I 
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Define V by 
Then (aU/@) (.$, 7) = iuV(,$, 7) for 5‘ # x follows from the above after 
interchanging summation and integration by dominated convergence, and 
this is Eq. (3.1). We also have - aV/aq = *au, which is Eq. (3.2). It 
is trivial to verify conditions (3.3) through (3.5). 
Next we investigate the dependence of U upon x. Now for n > 1, 
g KnF(& 7); x) = K ; K-IF@, 7); x) 
,‘1, KnplF(f’, 2x - f’; x) df’ if Xdl7l 
K’+lF(p, 2x - f’; x) de’ if 
if [<x 
and is continuous in x 3 0. Writing w,+, for the last term of this equation 
it follows that 
2 K”F = K” a: + K”-lWO + Kn-SWI + . . . i- Kw,-2 i- wnwel . 
And since 
and 
whenever 1 6 - 7 1 < CT, we get the estimate 
(ucT)~~ u =-- 
(2?2)! 2c 
+ u (~ucT)~‘+I 
(2n - l)! 
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which shows we may differentiate the series for U term by term. Thus if 
x#lrll,4,then 
au aF aa -=- 
ax ax+ $iKnF 
=g+%K 
1 
zx K”-lF + 2 wnel . 
1 
Thus 
g=G+K$ 
where 
(3.13) 
s :,I VW, 2.x - 5’; x) d5 
+ au2 I ’ U(5’, 2x - f’; x) de’ z 
0 
On the other hand one can verify by straightforward but messy computa- 
tion that the function @(f, 7; x) = q[(f + 77)/2, (4 - 77)/2c; x], rp(z, t; x) 
defined by the right side of (3.7), also satisfies @ = G + K@. By the unique- 
ness in Lemma 3.12, we must have (3.7) holding for 1 z - ct 1 # x # z + ct. 
It follows that (3.8) is valid for t > 0. 
From the series for U we easily find that R(x, 0 +) = 0, and R(0 +, t) = 0. 
We have proved 
THEOREM 3.14. There is a unique pair of functions u(z, t; x), v(z, t; x) 
on [0, x] x [0, 00) x (0, 00) which satisfy the conditions (3.1) through (3.5). 
The function R(x, t) = u(x, t; x) satisfies (3.8) together with R(x, 0 +) = 0, 
R(0 +, t) = 0. 
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IV. STEADY STATE TRANSPORT IN A SLAB 
Let N(.a, p; pO) be the flux of particles moving in direction TV in a slab of 
thickness x as the result of a “beam” influx in the direction p0 , - 1 < p0 < 0, 
at one surface. Then (see [3, p. 411) 
N(O, CL; PO) = 0 for 
2%- IP I w? CL; PO) = S(P - PO) 
II E(O, 11, 
for p E [- 1901. 
(4.2) 
(4.3) 
Here y, (T, x are positive real numbers and S is the symbolic function of Dirac. 
Presumably what is intended is that such a function (or perhaps symbolic 
function) N would serve as a Green’s function for the related problem: 
Find Y((s, p) on [0, X] x [- 1, I] which satisfies 
(4.4) 
Y(O, P) = 0 
w? P> = f(P) 
for p E (0, 11, (4.5) 
for p E [- 1, O), (4.6) 
where f is any “reasonable” function. That is to say, Y would be representable 
in the form 
Y(z, CL) = s”, 27r I PO IN(% CL; IFLo)f(Po) dP0 * (4.7) 
We shall see how far we can go towards making good mathematics of all 
this. 
Formally integrating (4.1) with p E (0, l] and again with p E [- 1, 0), and 
then combining the two results, gives the integral equation for N 
N=F+KN, (4.8) 
where 
0 for P E LO, 11 
F(z> P; ~0) = 
for pE[- LO) 
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and KM is defined by 
e-(“l~)(z-r) M(T, A) dh d7 for p E (0, l] 
for p = 0 i 
e-(“/l@l)(t-e) M(T, A) dh dr for p E [-- 1, 0) 
whenever the right hand side exists. 
We can expect the solution to (4.8) to be of the form 
N=F+ gKnF, 
1 
(4.9) 
and this form gives us the clue as to how we can avoid the symbolic functions 
altogether. For although F is symbolic, we can easily interpret KF as meaning 
the ordinary function G, where 
ye 
kd&)kc-2) 1 _ e-5sc(l/+(l/&H if p E (0, l] 
G(a, I-L; ~0) = 
477(lPoI +P) 
1 if p=O 
1 _ e~~z-z~~~l/I/~I~+~l/co~3 if pE[- 1,0) 
To see this, note that (formally) if p E (0, 11, then 
KF@, CL; ~0) = gs: f, e-(fllp)(*-‘) F(T, A; p,,) dh d7 
YU z zrz- 
ss 
1 
2P 0 
e-(o/P)(z-r) 2?r , h, - S(h - po) e(“/A)(r-r) dh dT 
r-1.0) 
YU z =- 
s 
1 
34 0 
e-b/p)fe-r) ___ 
237 I PO I 
e~o/~o)(“-“) dT 
Similarly for p E [- 1, 0), or for p = 0. 
In terms of this G we can rewrite (4.9) as 
N-F=~K”G, 
0 
(4.11) 
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where now 
W= 2K”G 
0 
(4.12) 
is an ordinary function which should satisfy the integral equation 
W=G+KW. (4.13) 
In terms of W, (4.7) can be rewritten as 
where 
(r&z, p)f(p) is, of course, the interpretation of the symbolic 
I 
0 
-l 277 I PO I F(% PL; PO)f(PO) Go-) 
Having obtained (4.12), (4.13), and (4.14) in a purely formal fashion our 
next step will be to show that they are exactly the relations we wanted. More 
explicitly, we shall show that (4.12) defines an ordinary function W which 
is the unique solution to (4.13), * and that for each bounded and measurable 
f(p), (4.14) defines an ordinary function Y(z, CL) which satisfies the conditions 
(4.4), (4.5), 4.6). 
The following lemma provides the needed existence and uniqueness, 
LEMMA 4.15. Let ~?(I.xc, r) = y j’ (1 - e-0~‘~) dh -=c 1. Then to euch 
bounded, measurable G(z, p) on [0, xl0 x [ - 1, l] there corresponds a unique 
bounded, measurable W(z, p) satisfying W = G + KW, and W is continuous 
if G is. 
PROOF. We easily obtain the estimate 
) KG@, p) 1 < ~(1 - e-+‘/l~lrz) )I G 11, 
and hence that 
( K2G(z, p) 1 < ~(1 - e-(Ollpl)z) 11 G I] 0(0x, y). 
Induction on n > 1 easily gives 
1 KnG(z, p) I < [O(ax, r)]+lr(l - e-(Oz/~~~I)) )I G (I. 
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It follows that zr PG(z, IL) converges absolutely and uniformly whenever 
0(,x, r) < 1, and obviously the sum W(z, p) satisfies W = G + KW. 
Uniqueness of W may be shown just as in Lemma 3.12. 
Finally, since K”G is continuous for each n > 1, by the above estimates 
and dominated convergence plus an easy induction on n, the uniform con- 
vergence of the series for W implies that xy K”G is continuous. Hence W 
itself is continuous if G is. 
The lemma shows that W, defined by (4.12), is the unique solution to 
(4.13). It is readily verified that the series for W may be differentiated term 
by term, that 
and 
so that 
(4.16) 
Furthermore W(0, t.~; ps) = 0 for TV E (0, l] and W(X, p; po) = 0 for 
P E [- 1,O). 
Now let Y be defined by (4.14) for bounded, measurable f. Then 
= ,I 2~ I ~0 If ho) r+ It, W(JG k I*,J dh + + &/h)(*z) dpo 1 
yo.1 O =- 
s [I 2 -1 
2~ I ~0 I f(cLo) W(z> k ~0) Go 
-1 
0 if h E [O, l] 
+ 11 if hE[- 1,0) 1 
. f(h) eh7/mz-o) 1 a 
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which is 4.4. (The Fubini theorem obviously allows us to reverse the order 
of the integrations.) Conditions (4.5) and (4.6) for $J follow easily from the 
definition (4.14). 
Next we wish to obtain the invariant imbedding equations for this problem; 
and in order to avoid any symbolic functions we shall deal with W rather 
than N. 
Our procedure is essentially the same as in Section III, although naturally 
the details differ. We begin by considering the values of W only at the right 
hand side of the slab rather than the values of W throughout the interior. 
That is to say, if we from now on write W(Z, CL; CL,,  X) to emphasize its 
dependence upon the parameter x, we consider the values of W(x, p; p,, , x) 
for p E (0, 11. 
Formally, we put R(x, p; 11s) = pW(x, p; CL,,  x) and so have 
Now Wl(x, p; p. , x) can be expressed in terms of W(x, p; p. , x) (which is to 
say in terms of R(x, f~; ~~10)) by (4.16). As for the term pWa(x, p; p. , x), we 
shall use the linearity of our problem to enable us to express this function 
in terms of R also. More explicitly, we shall show that W4(z, p; p. , x) 
satisfies the integral equation 
w,= [+$pv,kPO,“)Hx] +Kw,, (4.18) 
which direct (but messy) computation shows is also satisfied by 
Hence by the uniqueness in Lemma 4.15 these two functions must be the 
same. In particular, it will follow that 
W&9 CL; t% ,4 = i wx, i”; PO, 4 - $ (&--& - J1 W(x, x; po , x) fq 
0 
x (- $ dx, Pi 4 + 7% I”, W(x, CL; PO , 4 &,) * (4.19) 
Using (4.16) and (4.19) to evaluate the right side of (4.17), everywhere 
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replacing pW’(x, p; CL,,  x) by R(x, p; pa), gives the desired “invariant im- 
bedding” equation 
+ F (& + 297 ,: f R(x, k ~0) dA) s”, R(x, I”; ~0) dcLo . 
(4.20) 
Evidently, also, R(0, p; po) = 0. 
There remains only to justify (4.18). But this is easy to do since it is readily 
seen that the series for W may be differentiated term by term, that 
2 KnG(z, CL; po , x) = K 2 Kn-lG(z, /L; po , x) 
- p(z, /.L; x) E j-’ K”-lG(x, A; p. , x) dh 
0 
for 7t > 1, and that 
The only awkward part of all of this is in obtaining the necessary estimates 
for verifying the term by term differentiation, and even that is simple although 
messy. We omit the details. 
We have proved 
THEOREM 4.21. Whenever y s,’ (1 - e-OxiA) dX < 1 there is a unique 
bounded, measurable W(a, p; p. , x) on [O, x] x [- 1, l] x [- 1,O) x (O,m) 
which satisfies the integral equation (4.13)) where G is defined by (4.10). For 
each bounded, measurable f(p) on [ - 1,O) the equation (4.14) defines a function 
#(z, p) satisfying conditions (4.4), (4.5), and (4.6). Finally, R(x, p; po) = 
p W(x, p; p. , x) satisjes (4.20)) and R(0, p; po) = 0. 
V. STEADY STATE TRANSPORT IN A SPHERICAL SHELL WITH A 
PERFECTLY AFJSORBING CORE 
Let the inner and outer radii of the spherical shell be a and x, respectively. 
Then the Boltzmann formulation of the problem in terms of the (symbolic) 
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Green’s function N(r, p; ps) is (see [6, p. 1461) 
for (r,cL) E(%X) x [- 1, 11, 
wa, CL; PO) = 0 for p E LO, 11, 
27-r I P I N% CL; PO) = S(P - PO) for /.l E [- 1.0). 
(5.1) 
(5.2) 
(5.3) 
Here a, y, u are positive real numbers, p,, E [- 1, 0), and S is the symbolic 
Dirac delta function again. 
But since we prefer to deal with ordinary functions, we shall concentrate 
on finding the appropriate representation of the function Y(Y, CL) on 
[a, x] x [ - 1, l] which satisfies the corresponding conditions 
( P;+ 
i-pa -,+u)Y(~,p)=y” j’ Y , 2 -1 Y(r, 4 dk (5.4) 
for 
for 
CL E P, 11, (5.5) 
cc E [- 1, (39 (5.6) 
where f is any given reasonable function. 
We proceed very much as in Section IV. We integrate (5.1) (formally, 
of course) along the characteristic 
r m = constant 
both for p E [0, l] and for p E [- 1, 0) to obtain the integral equation for N, 
N=F+KN, (5.7) 
where now 
0 for CL E K4 11 and r2(1 - $) < 2, 
W, P; A,) = 
X 
2i-r z/x” - P(1 - /Aa) 
s - 
(Q 
1 _ w - CL21 
X2 
- PO 1 , 
x &p~id\/mz-+(l+)) otherwise 
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and KM is defined for measurable M(y, p) by 
7 p(~+~+r~(l-P)~ dA & 1/72 - Y2( 1 - /2) M(T, A) 
if p E [- 1, O), 
7 
KM(r, /A) = 5 _ 
J 
if 
x e-+r-~~r-~e(W)) j&, A) & & 
,u E [0, 11 and r2(1 - p2) > a2, 
*r 1 
s 
7 e-o(pr-v’~) jJ,QT, A) & d, 
a -1 y/T2 - Y2(1 - p2) 
if p E [0, l] and r2(1 - p2) < a2 
whenever the right hand side exists. 
Just as in Section IV we find that although F is symbolic, KF can be inter- 
preted aa the ordinary function 
/” s 1 
I 
7 2/72 - Y2(1 - p2) 
e-o(#r+d/+a- r*(l-P)) g(~; p,,) dr 
if PE[- l,O), 
I 
2 1 
- 1/72 - ry1 - /2) 
e-rY(pr+dta- r*(1-p2)) g(q ,uo) dr 
dl-p8 
Gtyt cc; ~0) = + 5 + j-Id& 
1 
d72 - Y2(1 - p2) (5.8) 
if 
x e-+--~~a-~e(l-~*~) &; p,,) & 
p E [O, l] and r2(1 - p2) > a2, 
I s 
c 1 
a 47” - Y2(1 - /2) 
e-U(jL+-dZ~- +*(1-P)) g(T; ,u,,) dr 
I if P E [0, l] and ~~(1 - p2) < ~22, 
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where 
0 if T2 < x2(1 - &), 
gh PO) = 
X2 
&&+v\/'e-z~(l-/g + &&q+~-s*(l-/A~)) 
237 dT2 - X2(1 - $) if 2 < X2(1 - /J;) < 3, 
g(spo+d\/fe-kZa(l-pl)) if 
0 x2(1 -p;)<aa 
In terms of G we rewrite (5.7) in the form 
W = G + K W for the ordinary function W( = N - F). (5.9) 
This integral equation for W has the unique solution 
W= %K”G whenever y(l - e-20Gz) < 1, (5.10) 
0 
as the next lemma shows. We omit most of the computational details of the 
proof since they are easy and uninteresting. 
LEMMA 5.11. 
2 
Let y( 1 - e-20’z +’ ) < 1. Then to each function G(Y, p) 
on [a, xl x [- 1, llf 01 which KG is defked and bounded there corresponds a
unique W(Y, p) satisfying W = G + KW, and W is continuous except along 
the curve 
I P E P, 11 and ’ r2(1 - p2) = a2 t if s G(Y, A) dh is continuous on [a, x]. -1 
PROOF. By a simple change of variables we can write KG(r, p) in the form 
/ r/l 
s s 
’ e+(pr-s) G(1/s2 + r2(1 - p2), A) dh ds 
\ 
d&Tq-@2) -1 
if 
KG(r, p) = F d 
p E [0, l] and r2(1 - p2) < a2 
> 
s 
r!J 
--.I 
1 
e-o(pT-s) G(ds2 + r2(l - p2), A) dA ds 
-~3ce~i(l,S) -1 
\ otherwise/ 
whence it is clear that dominated convergence yields the stated continuity 
for KG. 
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It is easy to show that for bounded G, 
and by induction on n that 
1 K*G(r, p) 1 < yn( 1 - e-20ti/ze-aa)n 11 G I I for n 2 1. 
7 
Hence whenever y( 1 - e- 2a’\/z2--a‘) < 1 the series CT KnG converges uni- 
formly to a bounded function which is continuous except along 
(CL E PP 11 and r2(1 - /La) = a”}. 
Put W = G + x: K”G. It is trivial to verify that W = G + KW. 
As for the uniqueness, if also W’ = G + KW’, then 
W-W’=K(W-W’)=Kn(W-W’) for n 2 1. 
Hence if K(W - IV’) # 0, then 
IIK(W- W’)II <r”-l(l -e-~~\/r~a)n-lIIK(W--)(I 
< IIK(W- w,> II 
for large 71. Since this last is impossible, we must have K( W - W’) = 0 
and hence W - W’ = 0. 
Now consider KG(t, f dl - us/t2; pO) as a function of u, t for 
a < t <x and u < t. 
and 
x G(fi+ u2, A; po) dh ds if u<a<t 
x G(dv, A; p,,) dh ds if a < u. 
In either case, 
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and even 
(4~ m ; + 0) K”G(t, f d/1 - G/P’; ,L~) 
=?!!? 2 1’ K”-W,k IJO>& for n > 1. 
1 
Summing over n, and interchanging summation and integration by dominated 
convergence, we have 
2% (A ,/w & + u) ij K”G(t, k 2/l - u2/t2; PO) 
1 
YJ l =- * J-- W(t,k PO)&. 
1 
But using the estimate in Lemma 5.11 we can differentiate the series for W 
term by term, so that 
( xt dl - u2/t2g + 0) W(t, rfi di=2p; po) 
Y* l =- 2 j- 
1 
w(t, k PO> ~2 + (& m ; + o) G(t, f 41 - “2/P) 
‘ya l =- 2 f- 
1 
W, k ~0) dx + $+(t; ~0). 
This is the same as saying that 
( Pg+ 
l-/.28 
- z + 0) W(r, p; PO) = y  1’ r 1 
w, 4 PO) ~ + Eg(r; PO) 
except along the curve p E [0, l] and r2(1 - p2) = a2, which is formally 
equivalent to (5.1). We note for later use that W(a, p; p,,) = 0 for p E [0, l] 
and that W(x, /I; p,,) = 0 for p E [- 1, 01. 
One can now verify that if f is any real-valued, differentiable function on 
[- 1, 0] and 9 is defined by 
#(y, CL) = f, 277 I ~0 I WY, PFL; t~o)fbo) 40 
I 
0 if p E [0, l] and r2(1 - p2) < u2, 
+ f(- 41 - [+(I - p2)]/$) &w+.\/~~@(~-P)) otherwise 
I 
’ (5’12) 
II 
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then $ satisfies (5.4) everywhere in [a, X] x [- 1, l] except along the curve 
f~ E [0, l} and v2(1 - p2) = u2. (The existence of this exceptional curve 
is clearly unavoidable, and is due entirely to the discontinuity at the inner 
surface of the spherical shell.) Equations (5.5) and (5.6) are obvious now also. 
Turning now to the dependence of W upon the parameter x, we find by 
computation that 
i-d e (r, P; ~a ,x1= 2 (r, I”; pa ,4 + (; + 2) W, p; po , 4 
xv0 
where 
+ g$; PO > 4 v’(y, El; 4 (5.13) 
and r2(1 - p2) < a2 
i 
. 
&~+.\/z~@(l+)) otherwise 
And since for n > 1 
we can justify term by term differentiation of the series for W to get finally 
But it is not too difficult to verify that the function 
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also satisfies the integral equation (5.14) for aW/ax. And since 
is defined and bounded, the uniqueness of Lemma 5.11 implies that the 
above function is equal to aWlax. In particular, 
uI'&? c1; PO 9 4 = - 
i-&aw 
-q& (x, Pi PO 9 4 + (+ + f-) WC% CL; PO, 4 
wo 
+ y (j", 27W-~ P; s, 4 ds + dx, P; 4) 
- [j; TX, A; ~0 t 4 dh + ; dx; ~0 , x,] . 
We are now in a position to obtain the invariant imbedding equations in our 
usual way for R(x, p; po) = pW(x, p; p. , x), p E (0, 11. We have 
= - y gJ(x, tL; PO 3 4 - UW(X, P.; PO , 4 
+ 7 j: Wx, k po 5 4 dh + Eg(x; ~0) 
- 2 P 2(x, Pi PO 9 x) + (+ + $) de, PL; PO 3 x> 
+ F [P j", 297uI(x, P; s, 4 ds + CL+, P; x,] 
X [j; Wx> k ~0 34 dx + ;&; PO,] 
= - 1 g (x, p; po) + (y - ; - &) 
X/J 
x R(x, p; PO) - -z. (x, IL; Pe) 
XPO 
+ y (j; f R(x, A; ~0) dx + + g(x; ~0,) 
(277 j)Q, P; 4 ds + /JP(X, I-L; 4 + 1)) 
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( 
l+pa a = - --tL- (, 
X9 1 
Nxs II; CL,,) 
+~(j;fR(x,k~lo)~+~]~ if x2(1 - /L;> < aa 
27r 1 p. 1 1 + e20E* if a2 < x2(1 - pi) I) 
and, of course, R(0, p; pO) = 0. 
We have proved 
THEOREM 5.16. 
7 
Whenewer y( 1 - ed20dzaa ) < 1, there is a unique W 
satisfying the integral equation (5.9)) where G is &jined by (5.8). For each 
d#rentiable f(p) on [- 1, 0] the equation (5.22) deJnes a function #(r, p) 
which satisfies (5.4) ewerywlzme on [a, x] x [- 1, l] except along the curve 
p E [O, 11, ry1 - f) = a2, and the conditions (5.5), (5.6). The function 
R(x, p; pO) = pW(x, p; p0 , x) for p E (0, l] satisfies (5.25), and 
R(O, CL; ~c,) = 0. 
VI. STEADYSTATETRANSPORTINAHOLLOWSPHERICALSHELL 
ORSOLIDSPHERE 
Since this problem and its solution are so very similar to that in Section 5, 
we shall only indicate the results obtained. There are no essential differences. 
The conditions to be satisfied by the (symbolic) function N are 
( 
a l-j28 -- 
%+ Y + + 0) NY, P; ,4 = ET 2 ,’ W, A; PO) A, (6-l) 1 
N(a, P; CL,,) = W, - ~1; A for 
2~ I P I W, ~1; CL,,) = %J - PO) for 
CL E [O, 11, (6.2) 
p E [- LOI. (6.3) 
(Here a > 0 for the hollow shell, a = 0 for the solid sphere.) 
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The integral equation for N is the same kind as before, 
where this time 
N=F+KN, (6.4) 
F(r, PI; P,,) = 
X 
1/x2 - r2(1 - p2) 
x e4pr+~x~-rw-j4~) 
I 
e20~\/oa@(1-~e) if p E [0, l] and r2(1 - p2) < a2, 
1 otherwise I 
and KM is defined for measurable M(r, p) by 
/x 1 
SI 1/ 
7 
72 - r2(1 - p2) 
p+~+“~-~*(l-~*)) M(T, A) dh dr 
T -1 
if CL E [- 1, O), 
Ll, 1 
1 
1/72 - :p(l - p2) 
~- 
e-++~\/‘2-‘a(W)) M(T, A) & dr 
- 
a -1 
e-+-‘++(l-~x)) M(T, A) & d7 
KM=‘yoJ + J-&5 Cl 672 - J(1 - p2) 
2 
7 if p E [0, l] and r2(1 - p2) > a2, 
r 1 
IS 7 e-a(lr7+~72--71(1-~8)-2~\/ae--ra(l--/la)) a -1472 - P(1 - p”) 
x M(T, h) M dT 
+ j: s’, 2/T2 - ;(I - ,J2) &~-d~*-~~(l-~‘)) M(T, A) dh dT 
\ if CL E P, 11 and r2(1 - p2) < a2 
whenever the right hand side exists. 
This integral equation is formally equivalent to 
W=G+KW (6.5) 
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for the ordinary function W, where G(= KF) is given by 
W, II; ~0) = + y 
with 
if CL E [- 1, O), 
x @b~-~+~*(W)) g(T; po) dT 
if p E [0, 1] and r2(l - p2) > u2, 
r: 49 - :(l - /.2) 
x e-a(~*+dr*-rs(l-~s)-2~/ar-zr(l-~a))g(7; PO) dT 
+ s: 2/$ - l(* - $) 
e-“(~+d+~2(l-~~)) g(7; po) dT 
if p E [0, 1] and r2(l - p2) < a2 
(0 if T2 < x2(1 - p;), 
e-a(colp&dT~- ofql-pq))) + e~("laoI+~~a-~:e(l-~8)) 
X< if d < x2(1 - pi) < T2, 
e-o(r,~~lI-~\/'"-za(l-~B")) + ~-o(rI~l+V'r~-r~~l-CC*~~-2~~*-~*~1-~~~~) 
\ if x2(1 - /.A$ < u2 
The unique solution to (6.5) is given once again by 
W= zK”G whenever y(1 - e-e@=q < 1. VW 
0 
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The integro-differential equation satisfied by W has the same appearance 
as before 
( a i-ga Ys+ r - Tq + u) W(r, t-G PO) = y 2 j', W-v k ~0) dx + gd'; PO) 
if r E (a, x), r2(1 - /2) # ua, r2 f x2(1 - l-g,, 
and also 
and 
for P E [O, 11, 
I” E [- 170). 
This function W is, of course, the kernel we need in order to represent 
the function # which satisfies the conditions (for differentiable f(p) on 
[- l,Ol> 
for (r, CL) E (4 4 x [-- 19 11, (6.7) 
#(% l-4 = #(a* - PI for CL E [O, 111 (6.8) 
%4% CL) = f(P) for P E [-- LO). (6.9) 
This representation is 
! e20~a~-rw-pa) if X p E [0, l] and r2(1 - pa) < u2. 1 otherwise 
(Equation (6.7) holds everywhere in (a, x) x [- 1, I] this time, there being 
no discontinuity at the inner surface of the shell.) 
Finally, the invariant imbedding equations for 
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1 I 
1 + eti~ if a2 < x2(1 - pa) 
R(x, k CL”) d-i + 2n , tLo , 1 + e2~wo-~~*-~*~wo~ . 
if x2(1 ---CL:) <a2 
. 
( 
27r JI, I?@, CL; 4 ds + 1 + 
I 
1 + &JPz if a2 < x2(1 - /J2) 
e-20p&-~.kzw-~*) 
Ii 
9 
if X2(1 -1*2)<fz2 
and 
R(O, I*; PO) = 0. 
VII. DISCUSSION OF RESULTS 
The invariant imbedding equations obtained here from the Boltsmann 
equations should be compared with those obtained elsewhere directly from 
the corresponding physical problems. Equation (3.8) does agree with (5), 
p. 297, of [7] and Eq. (4.20) agrees with (5.66) of [3], as expected. Although 
Eq. (6.10) differs from (4.6) of [8] by the presence of the additional term 
Kl + P2YXP21 K a term which was overlooked in the original derivation 
found in [7], it does agree completely with (2.16) of [9], as it should. (The 
presence of some exponential terms in our equation for the sphere which 
do not appear explicitly in (4.6) of [8] is due to the fact that our integrals 
involve only W, the “well-behaved part,” as it is sometimes called, of the 
symbolic function N = F + W.) 
Finally, a word about criticality. The conditions y  s,’ (1 - e-(m’l) dh < 1 
for the slab and r(l - ems’- ) < 1 for the sphere are sufficient, but 
probably not necessary, conditions for the existence of our steady state 
solutions. Violation of the condition does not guarantee criticality, so far as 
we know. 
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