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Abstract. Consider systems of equations qi(x) = 0, where qi : R
n −→ R, i =
1, . . . ,m, are quadratic forms. We want to be able to tell efficiently systems with
many non-trivial solutions or near solutions x 6= 0 from systems that are far from
having a solution. For that, we pick a penalty function F : R −→ [0, 1] with F (0) = 1
and F (y) < 1 for y 6= 0 and compute the expectation of F (q1(x)) · · ·F (qm(x))
for a random x sampled from the standard Gaussian measure in Rn. We choose
F (y) = y−2 sin2 y and show that the expectation can be approximated within relative
error 0 < ǫ < 1 in quasi-polynomial time (m+n)O(ln(m+n)−ln ǫ), provided each form
qi depends on not more than r real variables, has common variables with at most
r−1 other forms and satisfies |qi(x)| ≤ γ‖x‖
2/r, where γ > 0 is an absolute constant.
1. Introduction and main results
(1.1) Systems of real quadratic equations. We consider systems of homoge-
neous real quadratic equations
(1.1.1) qi(x) = 0 for i = 1, . . . , m,
where qi : R
n −→ R are quadratic forms,
qi(x) =
1
2
〈Qix, x〉 for i = 1, . . . , m.
Here 〈·, ·〉 is the standard scalar product in Rn and Qi are self-adjoint operators,
represented by n × n symmetric matrices in the standard basis of Rn. We are
interested in finding out whether the system (1.1.1) has a non-trivial solution x 6= 0.
Generally, the problem is computationally hard (it is not even known to be in NP,
since the description of a solution x can have exponential complexity). However,
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if the number m of equations is fixed in advance, a polynomial time algorithm is
available [Ba93], see also [GP05] and [Ba08] for strengthening (but as a function of
m, the complexity of the algorithm is exponential). If the number n of variables is
fixed in advance, the feasibility of the system and many related problems (also when
qi are arbitrary polynomials, not necessarily quadratic) can be solved in polynomial
time, but as a function of n, the complexity of the algorithm is exponential, see for
example, [B+06].
We note that finding whether any given system of real polynomial equations can
be reduced to finding whether a system of homogeneous quadratic equations has
a non-trivial solution. First, by the introduction of new variables and repeated
substitutions of the type xy = z, we successively lower the degree of polynomials.
This way we arrive to a system of equations of the type qi(x) = 0, where qi are
quadratic polynomials. Then we introduce yet another variable t and replace each
equation qi(x) = 0 by t
2qi
(
t−1x
)
= 0, making all equations homogeneous. It
remains to make sure that t 6= 0 by introducing an additional variable s and the
equation R2t2− (x21 + . . .+ x2n) = s2 binding all variables together, so that if t = 0
then all other variables are also 0 (here R is treated as a very large constant, in
fact it can be treated as infinitely large, with computations in the field of rational
functions in R, cf. [GV88] ).
We also note that in some areas, for example in distance geometry, systems of
quadratic equations appear naturally, see [L+14]. In particular, the equations that
appear in distance geometry tend to be sparse: there the unknowns are d-vectors
x1, . . . , xn ∈ Rd and the equations relate squared Euclidean distances ‖xi − xj‖2
between pairs of points, each of which is a quadratic form in 2d real variables.
Furthermore, the number of equations involving a particular variable is determined
by the number of conditions imposed on a particular vector.
(1.2) Accounting for solutions. Since testing the feasibility of (1.1.1) in the
general case is computationally hard, we pursue a more modest goal. We would
like to be able to efficiently separate the systems that have “many near-solutions”
from the systems that are “far from having a solution”. To accomplish our goal, we
introduce a “penalty function” F : R −→ [0, 1] such that F (0) = 1 and F (y) < 1
for y 6= 0, and compute the integral
(1.2.1)
1
(2π)n/2
∫
Rn
F (q1(x)) · · ·F (qm(x)) e−‖x‖
2/2 dx.
The goal is to choose F as sharply peaked at 0 as possible, so that a point x ∈ Rn
is accounted for with the Gaussian weight (2π)−n/2e−‖x‖
2/2, if x is a solution of
(1.1.1) and is accounted for with an exponentially smaller weight if for many of the
forms qi, the values of qi(x) are far from 0. Hence we expect the integral (1.2.1)
to be large if there are many solutions or “near-solutions” x and we expect (1.2.1)
to be small if the system is far from having a solution, in which case even a small
perturbation qi 7−→ q˜i does not result in a system having a non-trivial solutions.
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We are able to choose
F (y) =
sin2 y
y2
,
where F (0) = 1 by continuity.
Let
‖x‖ =
√
〈x, x〉 =
√
x21 + . . .+ x
2
n for x = (x1, . . . , xn)
denote the standard Euclidean norm in Rn. We prove the following main result.
(1.3) Theorem. There is an absolute constant γ1 > 0 (one can choose γ1 = 0.09)
such that the following holds. Let qi : R
n −→ R, i = 1, . . . , m, be quadratic forms in
n real variables x1, . . . , xn, such that each form qi depends on at most r variables
among x1, . . . , xn, has common variables with at most r − 1 other forms qj and
satisfies
|qi(x)| ≤ γ1‖x‖
2
r
for i = 1, . . . , m.
Then for any 0 < ǫ < 1, one can compute the value of
(1.3.1)
1
(2π)n/2
∫
Rn
e−‖x‖
2/2
m∏
i=1
sin2 (qi(x))
q2i (x)
dx
within relative error ǫ in quasi-polynomial (m+ n)O(ln(m+n)−ln ǫ) time.
As is well-known, the bulk of the standard Gaussian measure µ in Rn with
density (2π)−n/2e−‖x‖
2/2 is concentrated in the vicinity of the sphere ‖x‖ = √n.
More precisely,
µ
{
x : (1− ǫ)n ≤ ‖x‖2 ≤ n
1− ǫ
}
≥ 1− 2e−ǫ2n/4 for 0 < ǫ < 1,
see, for example, Section V.5 of [Ba02]. Under the conditions of Theorem 1.3, for
a random point x ∈ Rn, we can expect the values of qi(x) to be of the order of a
non-zero constant.
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Let us consider an asymptotic regime where m = o(n) and both m and n grow,
while r may grow also. Hence if the value of (1.3.1) is βm for some 0 < β < 1, we
are guaranteed to have a point x0 ∈ Rn with ‖x0‖ =
√
n(1 + o(1)) and
m∏
i=1
sin2
(
qi(x0)
)
q2i (x0)
≥ βm.
It is not clear though how to construct such a point x0 efficiently. Another question
is whether for r, fixed in advance, one can approximate (1.3.1) in genuine polyno-
mial, as opposed to quasi-polynomial time, building perhaps on the methods of
[PR17].
Below, we discuss some situations where the algorithm of Theorem 1.3 allows
us to tell, in some asymptotic regimes, systems with “many solutions”, where the
value of (1.3.1) is large, from systems that are “far from having a solution”, where
the value of (1.3.1) is small.
(1.4) Separating systems with many solutions from systems that are far
from having a solution. Suppose that in (1.1.1) we have n = km for some
integer k. First, we consider the case of general quadratic forms qi : R
n −→ R,
i = 1, . . . , m. Scaling, if necessary, we assume that
(1.4.1) |qi(x)| ≤ γ1‖x‖
2
n
,
where γ1 is a constant in Theorem 1.3. Next, we introduce k copies of each quadratic
form qi and consider the integral (1.3.1), which in our case is written as
(1.4.2)
1
(2π)n/2
∫
Rn
e−‖x‖
2/2
m∏
i=1
(
sin2
(
qi(x)
)
q2i (x)
)k
dx.
Using the algorithm of Theorem 1.3, we can approximate (1.4.2) within relative
error 0 < ǫ < 1 in quasi-polynomial time nO(lnn−ln ǫ).
Suppose first, that there are many solutions, by which we mean the following.
Let
X =
{
x ∈ Rn : qi(x) = 0 i = 1, . . . , m
}
be the set of solutions. In general position, if non-empty, X is a real algebraic
variety of codimension m. For δ > 0, let
Xδ =
{
y ∈ Rn : dist(y,X) ≤ δ
}
be the δ-neighborhood of X , where
dist(y,X) = min
x∈X
‖y − x‖
4
is the distance from y to X . We say that (1.1.1) has “many solutions” if for the
standard Gaussian measure µ and for some fixed κ ≥ 2, we have
(1.4.3) µ (Xn−κ) = n
−O(m)
(we assume that all implied constants in the “O” notation are absolute). This is
the case, for example, if X is a subspace of codimension m, or if n = 2d is even, Rn
is identified with Cd and qi are identified with complex quadratic polynomials, see
[KL18], [AK18]. It follows from the Gromov theorem on the waist of the Gauss-
ian measure [Gr03] that for any set of quadratic forms as in (1.1.1) one can find
α1, . . . , αm such that (1.4.3) holds for the modified forms q̂i(x) = qi(x)− αi‖x‖2.
We consider the asymptotic regime in which n −→ ∞ and k ≫ lnm, so that
m = o(n/ lnn) (and where m may also grow). It is not hard to see that if (1.4.3)
holds, the value of (1.4.2) is n−O(m). This follows since the bulk of the measure µ is
concentrated in the vicinity of the sphere ‖x‖ = √n, where the Lipschitz constant
of each quadratic form qi is O(1/
√
n) and hence the value of the product
m∏
i=1
(
sin2
(
qi(x)
)
q2i (x)
)k
in (1.4.2) for each x ∈ Xn−κ is 1− o(1).
Suppose now that under the same asymptotic regime, the system (1.1.1) is far
from having a solution, by which we mean that for some fixed δ > 0, β > 0 and
all x ∈ Rn such that ‖x‖ = √n, for at least δm of the quadratic forms qi, we have
|qi(x)| ≥ β. In that case, we conclude that the value of (1.4.2) is 2−Ω(n) and we
can tell apart the two cases as n grows.
One can argue that in this particular situation there is a simple randomized
algorithm telling the two cases apart: one should pick a random point x ∈ Rn with
respect to the standard Gaussian distribution. If the system has many solutions
(in the above sense), then with high probability one should have
max
i=1,... ,m
|qi(x)| = o (1)
and if the system is far from having a solution (again, in the above sense) then
this condition is violated. This follows from the isoperimetric inequality for the
Gaussian measure, see, for example, Section 4.3 of [Bo98] and the fact that in the
vicinity of the sphere ‖x‖ = √n, where the Gaussian measure is concentrated,
the Lipschitz constants of the forms qi are all O(n
−1/2). However, there appears
to be no equally obvious deterministic algorithm that would tell the difference.
Moreover, as we venture into sparse systems, where each form qi depends on at
most rk variables and has a common variable with at most r − 1 other forms , we
replace the condition (1.4.1) by a weaker condition
|qi(x)| ≤ γ1‖x‖
2
rk
for i = 1, . . . , m
and although our approach still works, no other randomized or deterministic algo-
rithm seems to be able to tell efficiently the two cases apart.
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2. The plan of the proof
The algorithm of Theorem 1.3 is based on the method of polynomial interpola-
tion, see Section 2.2 of [Ba16] and also [PR17] for some enhancement. The idea is
to construct a univariate polynomial φN (z) of some degree N = O ((m+ n) ln(1/ǫ))
such that the following conditions are satisfied:
• The value of φN (1) approximates the value of (1.3.1) within the desired relative
error ǫ;
• For some β > 1, we have φN (z) 6= 0 for all z ∈ C satisfying |z| < β and
• For any k, one can compute the derivative φ(k)N (0) in NO(k) time.
As discussed in Section 2.2 of [Ba16], one can then approximate φN (1) within
relative error 0 < ǫ < 1 from the values of φ
(k)
N (0) for k = O(lnN − ln ǫ) and hence
one can approximate φN (1) in N
O(lnN−ln ǫ) time.
In our case, we define φN (z) as the Taylor polynomial of a sufficiently large
degree N of the function
φ(z) =
1
(2π)n/2
∫
Rn
e−‖x‖
2/2
m∏
i=1
sin2
(
zqi(x)
)
z2q2i (x)
dx,
so that φN (1) ≈ φ(1). To ascertain that the polynomial φN (z) satisfies the required
properties, we prove the following result.
(2.1) Theorem. There is an absolute constant 0 < γ < 0.25 (one can choose
γ = 0.1) such that the following holds. Let qi : R
n −→ R, i = 1, . . . , m, be
quadratic forms in real variables x1, . . . , xn, such that each form qi depends on at
most r variables among x1, . . . , xn, has common variables with at most r− 1 other
forms qj and satisfies
|qi(x)| ≤ γ‖x‖
2
r
for i = 1, . . . , m.
Then, for all z ∈ C such that |z| ≤ 1, the integral
φ(z) =
1
(2π)n/2
∫
Rn
e−‖x‖
2/2
m∏
i=1
sin2 (zqi(x))
z2q2i (x)
dx
converges absolutely to an analytic function. Moreover,
(1− 4γ)−n/2 ≥ |φ(z)| ≥ 2−m/2(1 + 4γ)−n/2 for all |z| ≤ 1.
We prove Theorem 2.1 in two steps. First, we find a different integral represen-
tation for φ(z).
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Let
[−1, 1]m =
{
(t1, . . . , tm) : −1 ≤ ti ≤ 1 for i = 1, . . . , m
}
be the cube endowed with Lebesgue measure dt. For an n×n complex Q, we denote
by ‖Q‖ its operator norm, that is,
‖Q‖ = max
x∈Cn: ‖x‖=1
‖Qx‖.
We denote by
√−1 the imaginary unit, so as to save “i” for indexing.
(2.2) Proposition. Let q1, . . . , qm : R
n −→ R be quadratic forms,
qi(x) =
1
2
〈Qix, x〉 for i = 1, . . . , m,
where Q1, . . . , Qm are n× n real symmetric matrices satisfying∥∥∥∥∥
m∑
i=1
ziQi
∥∥∥∥∥ < 12
for all z1, . . . , zm ∈ C satisfying |z1|, . . . , |zm| ≤ 1. Then for all z ∈ C such that
|z| ≤ 1, we have
1
(2π)n/2
∫
Rn
e−‖x‖
2/2
m∏
i=1
sin2
(
zqi(x)
)
z2q2i (x)
dx
=
∫
[−1,1]m
m∏
i=1
(1− |ti|)
− 1
2
det
(
I − 2z
m∑
i=1
ti
√−1Qi
)
dt.
Next, we expand
− 1
2
det
(
I − 2z
m∑
i=1
ti
√−1Qi
)
= exp
∑
a∈Zm
+
cat
a
 ,
where Zm+ is the set of non-negative integer m-vectors and
ta = tα11 · · · tαmm for a = (α1, . . . , αm) ,
and where we have ca = ca(z) ∈ C.
For a vector a ∈ Zm+ , a = (α1, . . . , αm), we define the support of a as
supp a = {i : αi 6= 0} .
To complete the proof, we obtain the following fairly general result (in fact, we
prove it in more generality than we need in this paper).
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(2.3) Theorem. Let ν be a product measure on the cube [−1, 1]m, so ν = ν1 ×
. . .× νm, where νi is a measure on the i-th copy of the interval [−1, 1]. Let
g(t1, . . . , tm) =
∑
a∈Zm
+
cat
a,
and ca ∈ C for all a ∈ Zm+ and the series converges absolutely and uniformly on
[−1, 1]m. Suppose that for some 0 ≤ θ1, . . . , θm < 2π/3 and all i = 1, . . . , m, we
have ∑
a∈Zm+ :
i∈supp a
|ca|
∏
j∈suppa
1
cos(θj/2)
≤ θi
2
.
Then ∣∣∣∣∣
∫
[−1,1]m
eg dν
∣∣∣∣∣ ≥
(
m∏
i=1
1
cos(θi/2)
)∫
[−1,1]m
|eg| dν.
We prove Proposition 2.2 in Section 3, Theorem 2.3 in Section 4 and Theorem
2.1 in Section 5. In Section 6, we prove Theorem 1.3 by providing the algorithm to
approximate (1.3.1).
3. Proof of Proposition 2.2
We start with some simple calculations.
(3.1) Lemma. We have
2
∫ 1
0
(1− t) cos(2yt) dt = sin
2 y
y2
.
Proof. The formula obviously holds for y = 0. For y 6= 0, integrating by parts, we
obtain
2
∫ 1
0
(1− t) cos(2yt) dt = y−1
∫ 1
0
(1− t) d (sin(2yt))
= (1− t) sin(2yt)
y
∣∣∣t=1
t=0
+ y−1
∫ 1
0
sin(2yt) dt = −cos(2yt)
2y2
∣∣∣t=1
t=0
=
1− cos(2y)
2y2
=
sin2 y
y2
.

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(3.2) Lemma. Let q : Rn −→ R be a quadratic form,
q(x) =
1
2
〈Qx, x〉,
where Q is an n×n symmetric matrix such that ‖Q‖ ≤ 1. Then for all z ∈ C such
that |z| < 1, we have
1
(2π)n/2
∫
Rn
ezq(x)e−‖x‖
2/2 dx =
− 1
2
det (I − zQ) ,
where we choose the branch of det−
1
2 (I − zQ), which is equal to 1 when z = 0.
Proof. The formula is well-known for real z. Since both sides of the identity are
analytic functions of z, it holds for complex z as well. 
(3.3) Proof of Proposition 2.2. Using Lemmas 3.1 and 3.2, we write
1
(2π)n/2
∫
Rn
e−‖x‖
2/2
m∏
i=1
sin2
(
zqi(x)
)
z2q2i (x)
dx
=
2m
(2π)n/2
∫
Rn
e−‖x‖
2/2
(∫
[0,1]m
m∏
i=1
(1− ti) cos (2ztiqi(x)) dt
)
dx
=
1
(2π)n/2
∫
Rn
e−‖x‖
2/2
(∫
[0,1]m
m∏
i=1
(1− ti)
×
(
e2zti
√−1qi(x) + e−2zti
√−1qi(x)
)
dt
)
dx
=
1
(2π)n/2
∫
Rn
e−‖x‖
2/2
(∫
[0,1]m
m∏
i=1
(1− ti)
×
∑
σ1,... ,σm=±1
exp
{
2z
m∑
i=1
σiti
√−1qi(x)
}
dt
)
dx
=
∫
[0,1]m
(
m∏
i=1
(1− ti) 1
(2π)n/2
∫
Rn
e−‖x‖
2/2
×
∑
σ1,... ,σm=±1
exp
{
2z
m∑
i=1
σiti
√−1qi(x)
}
dx
)
dt
=
∫
[0,1]m
m∏
i=1
(1− ti)
∑
σ1,... ,σm=±1
− 1
2
det
(
I − 2z
m∑
i=1
σiti
√−1Qi
)
dt
=
∫
[−1,1]m
m∏
i=1
(1− |ti|)
− 1
2
det
(
I − 2z
m∑
i=1
ti
√−1Qi
)
dt
and the proof follows. 
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4. Proof of Theorem 2.3
The proof is very similar to that of Theorem 3.1 from [BR19].
It is more convenient to work with probability measures, as opposed to general
measures. We start with a simple lemma, which provides a lower bound on the
absolute value of the expectation of a complex-valued random variable. In what
follows, we measure angles between non-zero complex numbers as between vectors
in the plane, thus identifying C = R2.
(4.1) Lemma. Let Ω be a probability space and let f : Ω −→ C be a random
variable. Suppose that f(ω) 6= 0 for all ω ∈ Ω, and, moreover, for any two ω1, ω2 ∈
Ω, the angle between f(ω1) 6= 0 and f(ω2) 6= 0 does not exceed θ for some 0 ≤ θ <
2π/3. Then
|E f | ≥ cos(θ/2)E |f |.
Proof. This is Lemma 3.3 from [BR19]. 
(4.2) Definition. Let us fix some 0 ≤ θ1, . . . , θm < 2π/3. We denote by
G(θ1, . . . , θm) the set of functions
g(t1, . . . , tm) =
∑
a∈Zm
+
cat
a
where ca ∈ C satisfy the inequalities∑
a∈Zm:
i∈supp a
|ca|
∏
j∈suppa
1
cos(θj/2)
≤ θi
2
for i = 1, . . . , m.
Some observation are in order. First, for every g ∈ G(θ1, . . . , θm), the series
converges absolutely and uniformly on [−1, 1]m and we identify the series with a
function g : [−1, 1]m −→ C. Second, the set G (θ1, . . . , θm) is convex. Third, let
I ⊂ {1, . . . , m} be a set, let g ∈ G(θ1, . . . , θm) and let ĝ be the function obtained
from g by fixing values of ti ∈ [−1, 1] for i ∈ I. Hence ĝ is a function in ti for
i ∈ I = {1, . . . , m} \ I and we have ĝ ∈ G(θi : i ∈ I). We consider ĝ as a function
ĝ : [−1, 1]m−|I| −→ C.
(4.3) Proof of Theorem 2.3. Scaling the measures ν1, . . . , νm, if necessary, we
assume that ν1, . . . , νm and hence ν are probability measures on [−1, 1]m. Our goal
is to show that if g ∈ G(θ1, . . . , θm) then
|E eg| ≥
(
m∏
i=1
cos(θi/2)
)
E |eg| .
For a function f : [−1, 1]m −→ C and a subset I ⊂ {1, . . . , m}, we denote by E If
the conditional expectation of f , that is, the function of ti for i /∈ I obtained from
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f by integrating over the variables ti with i ∈ I. We will apply this construction
to f = eg, where g ∈ G(θ1, . . . , θm). If I = {i} consists of a single element, we use
a shorthand E i instead of E {i}. By induction on m, we prove the following three
statements.
Statement 1.m. Let g0, g1 ∈ G(θ1, . . . , θm) be two functions, which differ in a
single coefficient ca, equal to ca,0 in g0 and to ca,1 in g1. Then the angle between
E eg0 6= 0 and E eg1 6= 0 does not exceed
|ca,0 − ca,1|
∏
i∈suppa
1
cos(θi/2)
.
Statement 2.m. Let g ∈ G(θ1, . . . , θm), let 1 ≤ i ≤ m and let I = {1, . . . , m}\{i}.
Let h = E Ie
g, so h is a function of ti. Then, for any ti,1, ti,2 ∈ [−1, 1], the angle
between h(ti,1) 6= 0 and h(ti,2) 6= 0 does not exceed θi.
Statement 3.m. Let g ∈ G(θ1, . . . , θm), let I ⊂ {1, . . . , m} and let
I = {1, . . . , m} \ I. Then
|E eg| ≥
(∏
i∈I
cos
θi
2
)
E I |E Ieg| .
In particular, if I = {1, . . . , m}, we have
|E eg| ≥
(
m∏
i=1
cos
θi
2
)
E |eg| > 0.
We start with proving Statement 2.1. In this case,
g(t) =
∑
a∈Z+
cat
a
is a univariate function and∑
a∈Z+
|ca| ≤ (θ1/2) cos(θ1/2).
Furthermore, we have h(t) = eg(t). Clearly, h(t) 6= 0 for all t. Moreover, for
−1 ≤ t1, t2 ≤ 1, the angle between h(t1) and h(t2) does not exceed
|ℑ g(t1)|+ |ℑ g(t2)| ≤ 2
∑
a∈Z+
|ca| ≤ θ1 cos(θ1/2) ≤ θ1
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and Statement 2.1 follows.
We prove that Statement 2.m implies Statement 3.m. Let g ∈ G (θ1, . . . , θm).
We proceed by induction on |I|. Suppose first, that |I| = 1, so that I = {i}. Let
h = E Ie
g, so h is a function of ti. By Statement 2.m, we have that the angle
between h(t1) 6= 0 and h(t2) 6= 0, for any two t1, t2 ∈ [−1, 1] does not exceed θi.
Applying Lemma 4.1, we conclude that
|E eg| = |Eh| ≥ cos(θi/2)E |h| = cos(θi/2)E i |E Ieg| .
If |I| > 1, let us choose i ∈ I and let J = I \ {i}. Then
|E eg| = |E iE JE Ieg| .
Let gt be the function obtained from g by fixing ti = t, so gt ∈ G (θj : j 6= i) for all
t ∈ [−1, 1]. By the induction hypothesis, for all t ∈ [−1, 1], we have
|E egt | = |E JE Iegt | ≥
∏
j∈J
cos(θj/2)
E J |E Iegt | .
On the other hand, by Statement 2.m, for any two values of −1 ≤ t1, t2 ≤ 1, the
angle between E egt1 6= 0 and E egt2 6= 0 does not exceed θi and hence by Lemma
4.1, we have
|E eg| ≥ cos(θi/2)
∫ 1
−1
|E egt | dνi(t) ≥
(∏
i∈I
cos(θi/2)
)
E iE J |E Ieg|
=
(∏
i∈I
cos(θi/2)
)
E I |E Ieg|
and Statement 3.m follows.
Next, we prove that Statement 3.m implies Statement 1.m. Given g0, g1 ∈
G(θ1, . . . , θm) which differ in a single coefficient ca, for 0 ≤ β ≤ 1, let
gβ = (1− β)g0 + βg1,
so gβ = g0 for β = 0 and gβ = g1 for β = 1. We have gβ ∈ G(θ1, . . . , θm). In
particular, E egβ 6= 0 by Statement 3.m and hence we can choose a branch of the
function β 7−→ lnE egβ for 0 ≤ β ≤ 1. We have
lnE eg1 − lnE eg0 =
∫ 1
0
d
dβ
lnE egβ dβ =
∫ 1
0
(d/dβ)E egβ
E egβ
dβ
=(ca,1 − ca,0)
∫ 1
0
E (taegβ )
E egβ
dβ.
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Let I = supp a. Since |ti| ≤ 1 for all i, we have
|E (taegβ )| = |E I (E I (taegβ ))| = |E I (taE Iegβ )| ≤ E I |E Iegβ | .
On the other hand, by Statement 3.m,
|E egβ | = |E I (E Iegβ )| ≥
(∏
i∈I
cos
θi
2
)
E I |E Iegβ | .
Summarizing,
|lnE eg1 − lnE eg0 | ≤ |ca,1 − ca,0|
∏
i∈I
1
cos(θi/2)
,
and Statement 1.m holds.
Finally, we show that Statement 1.(m−1) and Statement 3.(m−1) imply State-
ment 2.m. Without loss of generality, we suppose that i = m. Let us choose
g ∈ G(θ1, . . . , θm), so
g(t1, . . . , tm) =
∑
a∈Zm+ :
a=(α1,... ,αm)
cat
α1
1 · · · tαmm .
For t ∈ [−1, 1], let gt be the function obtained by fixing tm = t in g. Hence
gt ∈ G (θ1, . . . , θm−1) and h(t) = E egt . We can write
gt(t1, . . . , tm−1) =
∑
b∈Zm−1
+
 ∑
a∈Zm+ :
a=(b,αm)
cat
αm
 tb.
By Statement 3.(m− 1), we have h(t) 6= 0 for all −1 ≤ t ≤ 1. As we change from
t = tm,1 to t = tm,2, the coefficients of gt change, and applying Statement 1.(m−1)
repeatedly, we conclude that the angle between h(tm,1) 6= 0 and h(tm,2) 6= 0 does
not exceed∑
b∈Zm−1
+
∑
a∈Zm+ :
a=(b,αm),αm>0
2|ca|
∏
i∈supp b
1
cos(θi/2)
≤ 2
∑
a∈Zm+ :
m∈supp a
|ca|
∏
i∈supp a
1
cos(θi/2)
≤ θm
by the definition of G(θ1, . . . , θm). Hence Statement 2.m holds.
This completes the induction. From Statement 3.m, we have
|E eg| ≥
(
m∏
i=1
cos(θi/2)
)
E |eg| .

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5. Proof of Theorem 2.1
Let
qi(x) =
1
2
〈Qix, x〉 for i = 1, . . . , m,
where Qi are n× n symmetric matrices. Since
m∑
i=1
|qi(x)| ≤ γ‖x‖2,
we have
(5.1)
∥∥∥∥∥
m∑
i=1
ziQi
∥∥∥∥∥ ≤ 2γ < 12 .
as long as |z1|, . . . , |zm| ≤ 1. By Proposition 2.2, we have
φ(z) =
∫
[−1,1]m
− 1
2
det
(
I − 2z√−1
m∑
i=1
tiQi
)
m∏
i=1
(1− |ti|) dt.
Next, we expand
− 1
2
det
(
I − 2z√−1
m∑
i=1
tiQi
)
= exp
{
−1
2
ln det
(
I − 2z√−1
m∑
i=1
tiQi
)}
= exp
{
−1
2
trace ln
(
I − 2z√−1
m∑
i=1
tiQi
)}
= exp
{
1
2
∞∑
s=1
(2z
√−1)s
s
trace
(
m∑
i=1
tiQi
)s}
= exp
∑
a∈Zm
+
cat
a
 ,
where for a = (α1, . . . , αm), we have
ca =
1
2s
(2z
√−1)s
∑
(i1,... ,is)
trace (Qi1 · · ·Qis) ,
where the sum is taken over all sequences (i1, . . . , is) that contain index i exactly
αi times.
We are going to apply Theorem 2.3 with νi = (1− |ti|) dti and
θ1 = . . . = θm =
π
2
,
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for which we bound∑
a∈Zm+ :
i∈supp a
|ca|
∏
j∈suppa
1
cos(θj/2)
=
∑
a∈Zm+ :
i∈supp a
|ca|2
| supp a|
2 .
To that end, we note that since rankQj ≤ r and ‖Qj‖ ≤ 2γ/r for all j, we have
|trace (Qi1 · · ·Qis)| ≤ r
(
2γ
r
)s
.
Moreover, since for each matrix Qi there are at most r matrices Qj (possibly with
j = i) such that QiQj 6= 0. Hence, once Qi1 is chosen, there are at most rs−1
choices of Qi2 , . . . , Qis with the property that Qi1 · · ·Qis 6= 0. Using that the trace
of the product matrices is invariant under cyclic permutations, we conclude that
∑
a∈Zm+ :
i∈supp a
|ca|2
| supp a|
2 ≤ r
2
∞∑
s=1
2s2s/2
(
2γ
r
)s
rs−1 =
1
2
∞∑
s=1
(4
√
2γ)s =
2
√
2γ
1− 4√2γ
<
π
4
.
Applying Theorem 2.3, we conclude that φ(z) 6= 0, and, moreover,
|φ(z)| ≥ 2−m/2
∫
[−1,1]m
∣∣∣∣∣ −
1
2
det
(
I − 2z√−1
m∑
i=1
tiQi
)∣∣∣∣∣
m∏
i=1
(1− |ti|) dt.
By (5.1), the eigenvalues of the matrix
m∑
i=1
tiQi
do not exceed 2γ in the absolute value, and hence
(1− 4γ)−n/2 ≥
∣∣∣∣∣ −
1
2
det
(
I − 2z√−1
k∑
i=1
tiQi
)∣∣∣∣∣ ≥ (1 + 4γ)−n/2.
The proof now follows. 
6. Proof of Theorem 1.3
The polynomial interpolation method hinges on the following simple lemma.
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(6.1) Lemma. Let g(z) be a univariate polynomial of some degree N > 0 such
that g(z) 6= 0 for all z ∈ C satisfying |z| < β, for some β > 1. Let us choose a
branch of h(z) = ln g(z) for |z| < β and let
Tk(z) = h(0) +
k∑
i=1
h(i)(0)
i!
zi
be the Taylor polynomial of h(z) of degree k, computed at z = 0. Then
|h(1)− Tk(1)| ≤ N
(k + 1)βk(β − 1) .
Proof. This is Lemma 2.2.1 of [Ba16]. 
As follows from Lemma 6.1, to approximate h(1) within error 0 < ǫ < 1, it
suffices to choose k = O(lnN − ln ǫ), where the implied constant in the “O”
notation depends on β only. Furthermore, as is discussed in Section 2.2.2 of
[Ba16], one can compute the values of h(0), h′(0), . . . , h(k)(0) from the values of
g(0), g′(0), . . . , g(k)(0) in polynomial time. Hence to approximate the value of
g(1) = eh(1) within relative error 0 < ǫ < 1, it suffices to compute the values of
g(0), g′(0), . . . , g(k)(0) for k = O(lnN − ln ǫ). As long as computing g(i)(0) can be
accomplished in NO(i) time, we get an algorithm of quasi-polynomial NO(lnN−ln ǫ)
complexity of approximating g(1) within relative error ǫ.
To prove Theorem 1.3, we fix a β1 > 1 and let γ1 = γ/β, where γ is the constant
from Theorem 2.1. Hence we can choose γ1 = 0.09 and we assume that
|qi(x)| ≤ γ1‖x‖
2
r
for i = 1, . . . , m.
It follows from Theorem 2.1 that for |z| ≤ β1 the integral
φ(z) =
1
(2π)n/2
∫
Rn
e−‖x‖
2/2
m∏
i=1
sin2 (zqi(x))
z2q2i (x)
dx,
converges absolutely to an analytic function, and that we have
(6.2) (1− 4γ)−n/2 ≥ |φ(z)| ≥ 2−m/2(1 + 4γ)−n/2 for all |z| ≤ β1.
We are going to apply Lemma 6.1 to the Taylor polynomial g = φN (z) of φ(z),
computed at z = 0, and of a sufficiently large degree N . First, we bound the
coefficients of the Taylor expansion of φ(z).
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(6.3) Lemma. Let
φ(z) = 1 +
∞∑
k=1
fkz
k for |z| < β1
be the Taylor expansion of φ(z). Then
|fk| ≤ β−k1 (1− 4γ)−n/2 for k ≥ 1.
Proof. Let
S
1 =
{
z ∈ C : |z| = ρ}
be the circle of radius ρ and let ν be the Haar probability measure on S1. Then we
have ∫
S1
zmzs dν =
{
ρ2m if s = m
0 otherwise.
Choosing an arbitrary 0 < ρ < β1, we obtain
fk = ρ
−2k
∫
S1
φ(z)zk dν,
from which, using (6.2), we obtain
|fk| ≤ ρ−k max|z|=ρ |φ(z)| ≤ ρ
−k(1− 4γ)−n/2.
Taking the limit as ρ −→ β1, we conclude the proof. 
Let us choose 1 < β < β1, for example β = (1 + β1)/2. In view of Lemma 6.3,
for a given 0 < ǫ < 1, we can choose
N = N(ǫ, β, n,m) = (n+m)O(ln(n+m)−ln ǫ)
so that ∞∑
k=N+1
|fk|βk ≤ ǫ(1− 4γ)
n/2
3 · 2m/2 .
Then we consider the polynomial
φN (z) = 1 +
N∑
k=0
fkz
k.
From (6.2) we conclude that
φN (z) 6= 0 if |z| < β
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and
|φN (1)− φ(1)| ≤ (ǫ/3)|φ(1)|.
Finally, we use Lemma 6.1 with g(z) = φN (z) to approximate φN (1) within relative
error ǫ/3. The resulting number will approximate φ(1) within relative error ǫ.
It remains to show that we can compute
φ(k)(0) = k!fk
in (m+ n)O(k) time. For a fixed x ∈ Rn, let
pi(z) =
sin2
(
zqi(x)
)
z2q2i (x)
for i = 1, . . . , m.
By Lemma 3.1,
pi(z) = 2
∫ 1
0
(1− t) cos(2ztqi(x)) dt = sin2(zqi(x))
z2q2i (x)
.
Hence, by symmetry
p2k−1i (0) = 0,
and
p
(2k)
i (0) = 2
∫ 1
0
(1− t)(−2tqi(x))k dt.
Consequently,
φ(2k−1)(0) = 0
and
φ(2k)(0) =
∑
k1,... ,ks:
k1+...+ks=k
2s
(2π)n/2
×
∫
Rn
e−‖x‖
2/2
(∫
[0,1]s
s∏
i=1
(1− ti)(−2tiqi(x))ki dt
)
dx.
The sum contains mO(k) summands, and each summand splits into the product of
the integrals ∫ 1
0
(1− ti)(−2ti)ki dti = (−2)ki
(
1
ki + 1
− 1
ki + 2
)
and the integral
(6.4)
1
(2π)n/2
∫
Rn
s∏
i=1
qkii (x) dx.
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The last integral can be computed by expanding
s∏
i=1
qkii (x) =
∑
a∈Zn
+
bax
a where xa = xα11 · · ·xαnn for a = (α1, . . . , αn)
and x = (x1, . . . , xn), and using that
1√
2π
∫ +∞
−∞
xαe−x
2/2 dx =
{
0 if α is odd
(α− 1)!! if α is even.
The complexity of the resulting algorithm is (m+ n)O(k).
Another way to compute (6.4) is via extracting the coefficient of tk11 · · · tkss in the
Taylor series expansion at t1 = . . . = ts = 0 of
1
(2π)n/2
∫
Rn
e−‖x‖
2/2 exp
{
s∑
i=1
tiqi(x)
}
dx =
− 1
2
det
(
I −
s∑
i=1
tiQi
)
,
as described in [Ba93]. The advantage of the latter approach that it has polynomial
complexity as long as s remains fixed in advance. 
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