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Abstract
For a real ca`dla`g function f and positive constant c we find another ca`dla`g
function, which has the smallest total variation possible among the functions
uniformly approximating f with accuracy c/2. The solution is expressed
with the truncated variation, upward truncated variation and downward
truncated variation introduced in [3] and [4]. They are analogs of Hahn-Jordan
decomposition of a ca`dla`g function with finite total variation but are always
finite even if the total variation is infinite. We apply obtained results to general
stochastic processes with ca`dla`g trajectories and in the special case of Brownian
motion with drift we apply them to obtain full characterisation of its truncated
variation by calculating its Laplace transform. We also calculate covariance of
upward and downward truncated variations of Brownian motion with drift.
Keywords: total variation, truncated variation, uniform approximation, Brow-
nian motion, Laplace transform
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1. Introduction
Let X = (Xt)t∈[a;b] be a real valued stochastic process with ca`dla`g trajectories. In
general, the total path variation of X, defined as
TV (X, [a; b]) = sup
n
sup
a≤t0<t1<...<tn≤b
n∑
i=1
∣∣Xti −Xti−1∣∣ ,
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may be (and in many most important cases is) a.s. infinite. However, in the neigh-
borhood of every ca`dla`g path we may easily find a function, total variation of which is
finite.
Let f be a ca`dla`g function f : [a; b] → R and let c > 0. The natural question
arises, what is the smallest possible (or infimum of) total variation of functions from
the ball
{
g : ‖f − g‖∞ ≤ 12c
}
, where ‖f − g‖∞ := sups∈[a;b] |f (s)− g (s)| . The bound
from below reads as
TV (g, [a; b]) ≥ TV c (f, [a; b]) ,
where
TV c (f, [a; b]) := sup
n
sup
a≤t0<t1<...<tn≤b
n∑
i=1
max {|f (ti)− f (ti−1)| − c, 0} (1)
and follows immediately from the inequality
|g (ti)− g (ti−1)| ≥ max {|f (ti)− f (ti−1)| − c, 0} .
In this paper we will show that in fact we have equality
inf
{
TV (f + h, [a; b]) : ‖h‖∞ ≤ 12c
}
= TV c (f, [a; b]) . (2)
Moreover, we will show that for any c ≤ sups,u∈[a;b] |f (s)− f (u)| there exist unique
ca`dla`g function hc : [a; b]→ R such that ‖hc‖∞ ≤ 12c and for any s ∈ (a; b]
TV (f + hc, [a; s]) = TV c (f, [a; s]) .
Remark 1.1. Since we deal with ca`dla`g functions, more natural setting of our problem
would be the investigation of
inf
{
TV (f + h, [a; b]) : h - ca`dla`g, dD(f, f + h) ≤ 12c
}
,
where dD denotes Skorohod metric. Since the total variation does not depend on the
(continuous and strictly increasing) change of variable t and the function hc minimizing
TV (f + h, [a; b]) appears to be a ca`dla`g one, solutions of both problems coincide.
The bound (1) is called truncated variation and, although it is optimal, it is not
even clear when it is finite. However, for a given c > 0 and p ≥ 1 from the in-
equality max {|x| − c, 0} ≤ |x|p /cp−1 it immediately follows that it is finite when-
ever p−variation of the function f is finite. Moreover, for any ca`dla`g function f,
On pathwise uniform approximation 3
TV c (f, [a; b]) is finite and (as it will be proved in the following sections) it is a
continuous, convex and decreasing function of the parameter c > 0 although the limit
lim
c↓0
TV c (f, [a; b]) = TV (f, [a; b])
may be infinite.
Since the total variation depends only on the increments of the function, a more
natural setting of our problem would be the following.
For a ca`dla`g function f : [a; b]→ R and c > 0 find
inf {TV (f + h, [a; b]) : ‖h‖osc ≤ c} ,
where ‖h‖osc := sups,u∈[a;b] |h (s)− h (u)| . Note that ‖.‖osc is a norm on the classes of
bounded functions which differ by a constant.
Solution to this problem will be the same as the solution to the preceding problem,
i.e.
inf {TV (f + h, [a; b]) : ‖h‖osc ≤ c} = TV c (f, [a; b]) . (3)
Moreover, there exists an optimal representative h0,c : [a; b] → R of the class of
functions h for which the equality (3) is attained and such that h0,c (a) = 0. The
connection between hc of the previous problem and h0,c is such that for any s ∈ [a; b] ,
hc (s) = α0 + h
0,c (s) ,
where α0 = − infs∈[a;b] h0,c (s)− 12
∥∥h0,c∥∥
osc
is the unique real for which
∥∥α0 + h0,c∥∥∞ = infα∈R ∥∥α+ h0,c∥∥∞ = 12 ∥∥h0,c∥∥osc .
Moreover, we will prove that h0,c is a ca`dla`g function with possible jumps only in
the points where function f has jumps and that it may be represented in the following
form
h0,c (s) = f (a) + UTV c (f ; [a; s])−DTV c (f ; [a; s])− f (s) ,
where
UTV c (f, [a; b]) := sup
n
sup
a≤t0<t1<...<tn≤b
n∑
i=1
max {f (ti)− f (ti−1)− c, 0} , (4)
DTV c (f, [a; b]) := sup
n
sup
a≤t0<t1<...<tn≤b
n∑
i=1
max {f (ti−1)− f (ti)− c, 0} (5)
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are called upward and downward truncated variations of the function f respectively.
We will also show that
TV c (f, [a; b]) = UTV c (f, [a; b]) +DTV c (f, [a; b]) . (6)
Properties of truncated variation and two other quantities related - upward and
downward truncated variations, are up to some degree known. In particular, in [4]
there were calculated Laplace transforms of UTV c (W, [0;S]) and DTV c (W, [0;S]) for
Wt = Bt + µt being a standard Brownian motion with drift µ and [0;S] being a
random interval, length of which is exponentially distributed and independent from
the underlying Brownian motion.
Remark 1.2. In [4] the functionals UTV c (X, [a; b]) and DTV c (X, [a; b]) were defined
with slightly different formulas, but it is easy to see that both definitions coincide.
This also gives the full characterisation of the distribution of UTV c (W, [0;T ]) and
DTV c (W, [0;T ]) for deterministic time T . But only the results of this paper allowed
to give the full characterisation of the distribution of TV c (W, [0;T ]) and dependence
structure between UTV c (W, [0;T ]) and DTV c (W, [0;T ]) .
The results of this paper also give a new interpretation of the results obtained in [5]
which may be stated in that way: for any random path of W, Wt = µt+Bt, t ∈ [a; b] ,
the total variation of any random function f : [a; b] → R which is uniformly close to
Wt is bounded from below by
b− a
2ε
+
√
b− a
3
Nε,
where ε = supt∈[a;b] |f (t)−Wt| and Nε tends in distribution to a random variable with
a standard normal distribution N (0; 1) as ε ↓ 0.
The paper is organized as follows. In the next section we introduce some necessary
definitions and notation, present the construction of the functions hc and h0,c of the
first and the second problem and establish the connection between h0,c and truncated
variation, upward truncated variation and downward truncated variation. In the
second section we also summarize some general properties of (upward, downward)
truncated variation. In the third section we apply obtained results to general processes
with ca`dla`g trajectories. In the last section we deal with the Laplace transform
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of truncated variation, its moments and covariance between upward and downward
truncated variations of Brownian motion with drift.
2. Truncated variation, upward truncated variation and downward
truncated variation of a ca`dla`g function - their optimality and other
properties
2.1. Definitions and notation
In this subsection we introduce definitions and notation which will be used through-
out the whole section.
Let −∞ < a < b < +∞ and let f : [a; b] → R be a ca`dla`g function. For c > 0 we
define two stopping times
T cDf = inf
{
s ≥ a : sup
t∈[a;s]
f (t)− f (s) ≥ c
}
,
T cUf = inf
{
s ≥ a : f (s)− inf
t∈[a;s]
f (t) ≥ c
}
.
Assume that T cDf ≥ T cUf i.e. the first upward jump of function f of size c appears
before the first downward jump of the same size c or both times are infinite (there is
no upward or downward jump of size c). Note that in the case T cDf < T
c
Uf we may
simply consider function −f. Now we define sequences
(
T cU,k
)∞
k=0
,
(
T cD,k
)∞
k=−1
, in the
following way: T cD,−1 = a, T
c
U,0 = T
c
Uf and for k = 0, 1, 2, ...
T cD,k =


inf
{
s ∈
[
T cU,k; b
]
: supt∈[T cU,k;s]
f (t)− f (s) ≥ c
}
if T cU,k < b,
∞ if T cU,k ≥ b,
T cU,k+1 =

 inf
{
s ∈
[
T cD,k; b
]
: f (s)− inft∈[T cD,k;s] f (t) ≥ c
}
if T cD,k < b,
∞ if T cD,k ≥ b.
Remark 2.1. Note that there exists such K < ∞ that T cU,K = ∞ or T cD,K = ∞.
Otherwise we would obtain two infinite sequences (sk)
∞
k=1 , (Sk)
∞
k=1 such that a ≤ s1 <
S1 < s2 < S2 < ... ≤ b and f (Sk)− f (sk) ≥ 12c. But this is a contradiction, since f is
a ca`dla`g function and (f (sk))
∞
k=1 , (f (Sk))
∞
k=1 have a common limit.
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Remark 2.2. There exists such K <∞ that T cU,K =∞ or T cD,K =∞ also in a more
general case - when we assume that f is not necessary a ca`dla`g but only a regulated
function (cf. [2, Corollary 2.2]).
Now let us define two sequences of non-decreasing functions mck :
[
T cD,k−1;T
c
U,k
)
∩
[a; b] → R and M ck :
[
T cU,k;T
c
D,k
)
∩ [a; b] → R for such k that T cD,k−1 < ∞ and
T cU,k <∞ respectively, with the formulas
mck (s) = inf
t∈[T cD,k−1;s]
f (t) , M ck (s) = sup
t∈[T cU,k;s]
f (t) .
Next we define two finite sequences of real numbers (mck) and (M
c
k) , for such k that
T cD,k−1 <∞ and T cU,k <∞ respectively, with the formulas
mck = m
c
k
(
T cU,k−
)
= inf
t∈[T cD,k−1 ;T cU,k)∩[a;b]
f (t) ,
M ck = M
c
k
(
T cD,k−
)
= sup
t∈[T cU,k;T cD,k)∩[a;b]
f (t) .
2.2. Solution of the first problem
Let f : [a; b] → R be a fixed ca`dla`g function. In this subsection we will solve the
following problem: what is the smallest possible (or infimum of) total variation of
functions from the ball
{
g : ‖f − g‖∞ ≤ 12c
}
?
In order to solve this problem we start with results concerning ca`dla`g functions.
We apply the definitions of the previous subsection to the function f and assume that
T cDf ≥ T cUf. Define the function f c : [a; b]→ R with the formulas
f c (s) =


mc0 + c/2 if s ∈
[
a;T cU,0
)
;
M ck (s)− c/2 if s ∈
[
T cU,k;T
c
D,k
)
, k = 0, 1, 2, ...;
mck+1 (s) + c/2 if s ∈
[
T cD,k;T
c
U,k+1
)
, k = 0, 1, 2, ....
Remark 2.3. Note that due to Remark 2.1, b belongs to one of the intervals
[
T cU,k;T
c
D,k
)
or
[
T cD,k;T
c
U,k+1
)
for some k = 0, 1, 2, ... and the function f c is defined for every
s ∈ [a; b].
Remark 2.4. One may think about the function f c as of the most ”lazy” function
possible, which changes its value only if it is necessary for the relation ‖f − f c‖∞ ≤ c/2
to hold. The choice of its starting value will become clear in the sequel.
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Remark 2.5. In the case T cDf < T
c
Uf we may apply the definitions of the previous
subsection to the function −f and simply define f c = −(−f)c. Thus we will assume
that the mapping f 7→ f c is defined for any ca`dla`g function. Similarly, in all the proofs
of this section we will assume T cDf ≤ T cUf, but all results of this section (i.e. Lemma
2.1, Theorem 2.1, Corollary 1, Lemma 2.2, Theorem 2.2, Corollary 2 and Theorem
2.3) apply to any ca`dla`g function f. Obvious modifications are only necessary in the
definition of the stopping times T cU,k and T
c
D,k and then the functions f
c
U and f
c
D of
Theorem 2.1.
We have the following
Lemma 2.1. The function f c uniformly approximates the function f with accuracy
c/2 and has finite total variation. Moreover f c is a ca`dla`g function and every point of
the discontinuity of f c is also a point of discontinuity of the function f.
Proof. Let us fix s ∈ [a; b] . We have three possibilities.
• s ∈ [a;T cU,0) . In this case, since a ≤ s < T cUf ≤ T cDf,
f (s)− f c (s) = f (s)− inf
t∈[a;T cU,0)
f (t)− c/2 ∈ [−c/2; c/2) .
• s ∈
[
T cU,k;T
c
D,k
)
, for some k = 0, 1, 2, ... In this case M ck (s) − f (s) belongs to
the interval [0; c) , hence
f (s)− f c (s) = f (s)−M ck (s) + c/2 ∈ (−c/2; c/2] .
• s ∈
[
T cD,k;T
c
U,k+1
)
for some k = 0, 1, 2, ... In this case f (s) −mck+1 (s) belongs
to the interval [0, c) , hence
f (s)− f c (s) = f (s)−mck+1 (s)− c/2 ∈ [−c/2; c/2) .
Function f c has finite total variation since it is non-decreasing on the intervals[
T cU,k;T
c
D,k
)
, k = 0, 1, 2, ... and non-increasing on the intervals
[
T cD,k;T
c
U,k+1
)
, k =
0, 1, 2, ..., and it has finite number of jumps between these intervals.
For similar reason, function f c has left and right limits. To see that it is right-
continuous, let us fix s ∈ [a; b] and notice that by definition of f c, for t ∈ (s; b]
sufficiently close to s,
f c (t) = inf
u∈[s;t]
f c (u) or f c (t) = sup
u∈[s;t]
f c (u) ,
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and the assertion follows from the right-continuity of the function f.
Similar argument may be applied to prove that f c is continuous in every point of
continuity of f except the points T cU,0, T
c
D,0, T
c
U,1, T
c
D,1, ...; but if s = T
c
D,i and f is con-
tinuous at the point s then it means that f
(
T cU,i−
)
= f
(
T cU,i
)
= inft∈[T cD,i−1;T cU,i)
f (t)+
c and
f c
(
T cU,i−
)
= inf
t∈[T cD,i−1;T cU,i)
f (t) + c/2 = f
(
T cU,i
)− c/2 = f c (T cU,i) .
Similar argument applies when s = T cD,i.
Since f c is of finite total variation, we know that there exist such two non-decreasing
functions f cU and f
c
D : [a; b]→ [0; +∞) that f c (t) = f c (a) + f cU (t)− f cD (t) .
Let us examine the sign of the jumps of function f c between intervals
[
T cU,k;T
c
D,k
)
and
[
T cD,k;T
c
U,k+1
)
. Due to ca`dla`g property we have
f c
(
T cU,k
)− f c (T cU,k−) = f c (T cU,k)−mck − c
= f
(
T cU,k
)− inf
t∈[T cD,k−1;T cU,k)
f (t)− c ≥ 0,
f c
(
T cD,k
)− f c (T cD,k−) = f c (T cD,k)−M ck + 2c
= −

 sup
t∈[T cU,k;T cD,k)
f (t)− f (T cD,k)

+ c ≤ 0.
Hence we may set f cU (s) = f
c
D (s) = 0 for s ∈
[
a;T cU,0
)
,
f cU (s) =


∑k−1
i=0 {M ci −mci − c}+M ck (s)−mck − c if s ∈
[
T cU,k;T
c
D,k
)
;∑k
i=0 {M ci −mci − c} if s ∈
[
T cD,k;T
c
U,k+1
)
and
f cD (s) =


∑k−1
i=0
{
M ci −mci+1 − c
}
if s ∈
[
T cU,k;T
c
D,k
)
;∑k−1
i=0
{
M ci −mci+1 − c
}
+M ck −mck+1 (s)− c if s ∈
[
T cD,k;T
c
U,k+1
)
.
Now we will prove the following
Theorem 2.1. If g : [a; b]→ R uniformly approximates f with accuracy c/2, has finite
total variation and gU , gD : [a; b]→ [0; +∞) are such two non-decreasing functions that
g (t) = g (a) + gU (t)− gD (t) , t ∈ [a; b] , then for any s ∈ [a; b]
gU (s) ≥ f cU (s) and gD (s) ≥ f cD (s) . (7)
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Proof. Again, we consider three cases.
• s ∈ [a;T cU,0) . In this case gU (s) ≥ 0 = f cU (s) as well as gD (s) ≥ 0 = f cD (s)
• s ∈
[
T cU,k;T
c
D,k
)
, for some k = 0, 1, 2, ... In this case, from the fact that g
uniformly approximates f with accuracy c/2 and from the fact that gU , gD are
non-decreasing, for i = 0, 1, 2, ...k − 1 we get
sup
si∈[T cU,i;T cD,i)
gU (si)− inf
si∈[T cD,i−1 ;T cU,i)
gU (si)
≥ sup
si∈[T cU,i;T cD,i)
(gU − gD) (si)− inf
si∈[T cD,i−1;T cU,i)
(gU − gD) (si)
= sup
si∈[T cU,i;T cD,i)
g (si)− inf
si∈[T cD,i−1;T cU,i)
g (si)
≥ sup
si∈[T cU,i;T cD,i)
{f (si)− c/2} − inf
si∈[T cD,i−1;T cU,i)
{f (si) + c/2}
=M ci −mci − c.
Similarly
gU (s)− inf
sk∈[T cD,k−1;T cU,k)
gU (sk)
= sup
t∈[T cU,k;s]
gU (t)− inf
sk∈[T cD,k−1;T cU,k)
gU (sk)
≥ sup
t∈[T cU,k;s]
(gU − gD) (t)− inf
sk∈[T cD,k−1;T cU,k)
(gU − gD) (sk)
= sup
t∈[T cU,k;s]
g (t)− inf
sk∈[T cD,k−1;T cU,k)
g (sk)
≥ sup
t∈[T cU,k;s]
{f (t)− c/2} − inf
sk∈[T cD,k−1;T cU,k)
{f (sk) + c/2}
=M ck (s)−mck − c.
Summing up the above inequalities and using monotonicity of gU we finally get
gU (s) ≥
k−1∑
i=0
{M ci −mci − c}+M ck (s)−mck − c = f cU (s) .
The proof of the corresponding inequality for gD follows similarly and we get
gD (s) ≥
k−1∑
i=0
{
M ci −mci+1 − c
}
= f cD (s) .
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• s ∈
[
T cD,k;T
c
U,k+1
)
The proof follows similarly as in the previous case.
From Theorem 2.1 we immediately get that the decomposition
f c (s) = f c (a) + f cU (s)− f cD (s) (8)
is minimal (cf. [6], page 5) thus the total variation of the function f c on the interval
[a; s] equals f cU (s) + f
c
D (s) .
Remark 2.6. From Lemma 2.1 and the minimality of the decomposition (8) it follows
that f cU and f
c
U are also ca`dla`g functions and that every point of their discontinuity is
also a point of discontinuity of the function f. Moreover, due to the minimality of the
variation of the function f c, any jump of f c is no greater than the jump of the function
f.
We also have
Corollary 1. The function f c is optimal i.e. if g : [a; b]→ R is such that ‖f − g‖∞ ≤
c/2 and has finite total variation, then for every s ∈ [a; b]
TV (g, [a; s]) ≥ TV (f c, [a; s]) .
Moreover, it is unique in such a sense that if for every s ∈ [a; b] the opposite inequality
holds
TV (g, [a; s]) ≤ TV (f c, [a; s])
and c ≤ sups,u∈[a;b] |f(s)− f(u)| then g = f c.
Proof. Let gU , gD : [a; b] → [0; +∞) be two non-decreasing functions such that for
s ∈ [a; b] , g (s) = g (a) + gU (s)− gD (s) and TV (g, [a; s]) = gU (s) + gD (s) .
The first assertion follows directly from Theorem 2.1 and the fact that TV (g, [a; s]) =
gU (s) + gD (s) .
The opposite inequality holds for every s ∈ [a; b] iff gU (s) = f cU (s) and gD (s) =
f cD (s) . Thus in such a case we get g (s)− f c (s) = g (a)− f c (a) and we have
c/2 ≥ inf
s∈[a;T cU,0)
{g (s)− f (s)} = inf
s∈[a;T cU,0)
{g (a)− f c (a) + f c (s)− f (s)}
= g (a)− f c (a) + c/2 (9)
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(notice that T cU,0 ≤ b since c ≤ sups,u∈[a;b] |f(s)−f(u)| and T cU,0 ≤ T cD,0). On the other
hand we have
− c/2 ≤ g (T cU,0)− f (T cU,0) = g (a)− f c (a) + f c (T cU,0)− f (T cU,0)
= g (a)− f c (a)− c/2. (10)
From (9) and (10) we get g (a) = f c (a) . This together with the equalities gU (s) =
f cU (s) and gD (s) = f
c
D (s) gives g = f
c.
The formula obtained for the smallest possible total variation of a function from the
ball {g : ‖f − g‖ ≤ c/2} reads as
f cU (b) + f
c
D (b)
and does not resemble formula (2). In subsection 2.4 we will show that these formulas
coincide.
2.3. Solution of the second problem
In this subsection we will solve the following problem: for a ca`dla`g function f :
[a; b]→ R and c > 0 find
inf {TV (f + h, [a; b]) : ‖h‖osc ≤ c} ,
where ‖h‖osc := sups,u∈[a;b] |h (s)− h (u)| .
We will show that
inf {TV (f + h, [a; b]) : ‖h‖osc ≤ c} = f cU (b) + f cD (b) ,
where f cU and f
c
D were defined in the previous subsection. In order to do it let us
simply define
f i,c = f cU − f cD.
We have
Lemma 2.2. The increments of the function f i,c uniformly approximate the incre-
ments of the function f with accuracy c and the function f i,c has finite total variation.
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Proof. Since the difference f c − f i,c is constant, the first and the second assertion
follows immediately from Lemma 2.1 and from simple calculation that for any s, u ∈
[a; b],
{
f i,c (s)− f i,c (u)}− {f (s)− f (u)}
= {f c (s)− f (s)} − {f c (u)− f (u)} ∈ [−c; c].
Now we will prove the analog of Theorem 2.1.
Theorem 2.2. If the increments of the function g : [a; b]→ R uniformly approximate
the increments of the function f with accuracy c, g has finite total variation and gU , gD :
[a; b] → [0; +∞) are such two non-decreasing functions that g (t) = g (a) + gU (t) −
gD (t) , t ∈ [a; b] , then for any s ∈ [a; b]
gU (s) ≥ f cU (s) and gD (s) ≥ f cD (s) .
Proof. It is enough to see that for h = g − f, ‖h‖osc ≤ c, thus for
α = −1
2
{
inf
s∈[a;b]
h(s) + sup
s∈[a;b]
h(s)
}
,
‖α+ h‖∞ ≤ 12c, and the function gα = α+ g belongs to the ball
{
g : ‖f − g‖∞ ≤ 12c
}
.
Application of Theorem 2.1 to the function gα concludes the proof.
Since the decomposition f i,c (s) = f cU (s) − f cD (s) is minimal and f i,c (a) = 0 we
immediately obtain
Corollary 2. The function f i,c is optimal i.e. if g : [a; b]→ R is such that
sup
a≤u<s≤b
|{g (s)− g (u)} − {f (s)− f (u)}| ≤ c
and g has finite total variation, then for every s ∈ [a; b]
TV (g, [a; s]) ≥ TV (f i,c, [a; s]) .
Moreover, it is unique in such a sense that if g (a) = 0 and for every s ∈ [a; b] the
opposite inequality holds
TV (g, [a; s]) ≤ TV (f i,c, [a; s]) ,
then g = f i,c.
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From Corollary 2 it immediately follows that
inf {TV (f + h, [a; b]) : ‖h‖osc ≤ c} = f cU (b) + f cD (b) .
Indeed, for any h such that ‖h‖osc ≤ c we put g = f + h and if g has finite total
variation then it satisfies the assumptions of Corollary 2 and we get
TV (g, [a; b]) ≥ TV (f i,c, [a; b]) = f cU (b) + f cD (b) .
2.4. Relation of the solutions of the first and the second problem with trun-
cated variation, upward truncated variation and downward truncated
variation
In order to prove (2), (3) and (6), where UTV c (f, [a; s]) and DTV c (f, [a; s]) are
defined by (4) and (5) respectively, it is enough to prove
Theorem 2.3. For a given ca`dla`g function f : [a; b] → R and for any s ∈ (a; b] the
following equalities hold
UTV c (f, [a; s]) = f cU (s) , (11)
DTV c (f, [a; s]) = f cD (s) , (12)
TV c (f, [a; s]) = f cU (s) + f
c
D (s) . (13)
Proof. Examining (with obvious modifications) the proof of Lemma 3 from [4], we
see that it may be applied to the ca`dla`g (but not necessarily continuous) function f
and we obtain
UTV c (f, [a; s]) = sup
a≤t<u≤(T cDf)∧s
(f (u)− f (t)− c)++UTV c (f, [(T cDf) ∧ s; s]) . (14)
Now, from the assumption T cDf ≥ T cUf we get T cDf = T cD,0 and we have that
sup
a≤t<u≤(T cDf)∧s
(f (u)− f (t)− c)+ =


0 if s ∈ [a;T cU,0) ;
M c0 (s)−mc0 − c if s ∈
[
T cU,0;T
c
D,0
)
;
M c0 −mc0 − c if s ≥ T cD,0.
Iterating the equality (14) we obtain
UTV c (f, [a; s]) =


0 if s ∈ [a;T cU,0) ;∑k−1
i=0 (M
c
i −mci − c) +M ck (s)−mck − c if s ∈
[
T cU,k;T
c
D,k
)
;∑k
i=0 (M
c
i −mci − c) if s ∈
[
T cD,k;T
c
U,k+1
)
= f cU (s) .
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Remark 2.7. Let us define sequence of stopping times T˜ cD,0 = 0, and for k = 0, 1, 2, ...
T˜ cD,k+1 = inf

s > T˜ cD,k : sup
t∈[T˜ cD,k;s]
f (t)− f (s) = c

 .
Let us fix s0 and define k0 = max
{
k : T˜ cD,k ≤ s0
}
. The immediate consequence of
(14) is the equality
UTV c (f, [a; s0]) =
k0−1∑
k=1
sup
T˜ c
D,k
≤s<u≤T˜ c
D,k+1
(f (u)− f (s)− c)+ + UTV c
(
f,
[
T˜ cD,k0 ; s0
])
which looks different from f cU (s0) . But it is easy to notice that for all k ≥ 1 such that
T˜ cD,k+1 < T
c
U,1f the summand supT˜ c
D,k
≤s<u≤T˜ c
D,k+1
(f (u)− f (s)− c)+ is equal zero.
Thus in fact both quantities coincide.
Identically we prove that DTV c (f) [a; s] = f cD (s) .
Now, in order to prove the equality (13) simply notice that TV c (f, [a; s]) ≥ 0 and
if s ∈
[
T cU,k;T
c
D,k
)
TV c (f, [a; s]) ≥
k−1∑
i=0
(M ci −mci − c) +
k−1∑
i=0
(
M ci −mci+1 − c
)
+M ck (s)−mck − c
= f cU (s) + f
c
D (s) .
Analogously, if s ∈
[
T cD,k;T
c
U,k+1
)
TV c (f, [a; s]) ≥
k−1∑
i=0
(M ci −mci − c) +
k−1∑
i=0
(
M ci −mci+1 − c
)
+M ck −mck+1 (s)− c
= f cU (s) + f
c
D (s) .
Hence for all s ∈ [a; b]
TV c (f, [a; s]) ≥ f cU (s) + f cD (s) .
So
TV c (f, [a; s]) ≥ UTV c (f, [a; s]) +DTV c (f, [a; s]) .
Since the opposite inequality is obvious, we finally get (13).
Now we see that by Corollary 1 and Corollary 2 functions hc = f c − f and h0,c =
f(a)+f i,c−f = f(a)+UTV c (f, [a; .])−DTV c (f, [a; .])−f are optimal and such that
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for any s ∈ (a; b]
inf
{
TV (f + h, [a; s]) : ‖h‖∞ ≤ 12c
}
= TV (f + hc, [a; s])
= TV c (f, [a; s]) ,
inf {TV (f + h, [a; s]) : ‖h‖osc ≤ c} = TV
(
f + h0,c, [a; s]
)
= TV c (f, [a; s]) .
Moreover, by Remark 2.6, hc and h0,c are also ca`dla`g functions and every point of their
discontinuity is also a point of discontinuity of the function f.
2.5. Further properties of truncated variation, upward truncated variation
and downward truncated variation
In this subsection we summarize basic properties of the defined functionals. We
start with
2.5.1. Algebraic properties. For any c > 0 we have
DTV c (f, [a; b]) = UTV c (−f, [a; b]) , (15)
TV c (f, [a; b]) = UTV c (f, [a; b]) +DTV c (f, [a; b]) . (16)
Property (15) follows simply from the definitions (4) and (5). Property (16) is the
consequence of Theorem 2.3.
2.5.2. Properties of UTV c (f, [a; b]) , DTV c (f, [a; b]) and TV c (f, [a; b]) as the functions
of the parameter c. We have the following
Fact 2.4. For any ca`dla`g function f the functions (0;∞) ∋ c 7→ UTV c (f, [a; b]) ∈
[0; +∞) , (0;∞) ∋ c 7→ DTV c (f, [a; b]) ∈ [0; +∞) and (0;∞) ∋ c 7→ TV c (f, [a; b]) ∈
[0; +∞) are nonincreasing, continuous, convex functions of the parameter c. Moreover,
limc↓0 TV
c (f, [a; b]) = TV (f, [a; b]) and for any c ≥ ‖f‖osc , TV c (f, [a; b]) = 0.
Proof. The finiteness of TV, UTV and DTV follows from Lemma 2.1 and Theorem
2.3. Monotonicity is obvious.
We start with the proof of the convexity. Let us fix c, ε > 0 and consider such a
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partition a ≤ t0 < t1 < ... < tn ≤ b of the interval [a; b] that
UTV c (f, [a; b]) ≤
n−1∑
i=0
max {f (ti+1)− f (ti)− c, 0}+ ε.
Taking α ∈ [0; 1] and c1, c2 > 0 such that c = αc1 + (1− α) c2 we have the inequality
max {f (ti+1)− f (ti)− αc1 − (1− α) c2, 0}
= max {α (f (ti+1)− f (ti)− c1) + (1− α) (f (ti+1)− f (ti)− c2) , 0}
≤ αmax {f (ti+1)− f (ti)− c1, 0}+ (1− α)max {f (ti+1)− f (ti)− c2, 0} .
Now
UTV c (f, [a; b]) ≤
n−1∑
i=0
max {f (ti+1)− f (ti)− c, 0}+ ε
≤ α
n−1∑
i=0
max {f (ti+1)− f (ti)− c1, 0}
+(1− α)
n−1∑
i=0
max {f (ti+1)− f (ti)− c2, 0}+ ε
≤ αUTV c1 (f, [a; b]) + (1− α)UTV c2 (f, [a; b]) + ε.
Since ε may be arbitrary small, we obtain the convexity assertion. From convexity and
monotonicity we obtain the continuity assertion.
The same properties of DTV and TV follow immediately from (15) and (16).
The fact that for c ≥ ‖f‖osc , TV c (f, [a; b]) = 0 follows easily from equality
max {|f (ti+1)− f (ti)| − c, 0} = 0
satisfied for any such c and ti, ti+1 ∈ [a; b].
3. Application of the truncated variation to stochastic processes with
ca`dla`g paths
3.1. Optimality of truncated variation processes
Now we will apply the results of the previous section to a real-valued stochastic
process (Xt)t∈[a;b] with ca`dla`g paths.
On pathwise uniform approximation 17
By Theorems 2.2 and 2.3 we know that the increments of the process X i,c defined
for s ∈ [a; b] as the difference
X i,cs = UTV
c (X, [a; s])−DTV c (X, [a; s]) , (17)
uniformly approximates increments of the process X with accuracy c and the process
X i,c is the unique process starting from 0 with the smallest total variation possible
on any interval [a; s] , s ∈ (a; b] , with such a property. Moreover, total variation
TV
(
X i,c, [a; s]
)
may be expressed as
TV
(
X i,c, [a; s]
)
= TV c (X, [a; s]) . (18)
It is important to note that stochastic process X i,c constructed with formula (17) is
adapted to the natural filtration of the process X. Since the process X i,c is adapted
to the natural filtration of the process X, we also have the following
Corollary 3. Let (X)t∈[a;b] be a process with ca`dla`g trajectories, independent incre-
ments and such that for any ε > 0
P
(
sup
s,t∈[a;b]
|Xs −Xt| < ε
)
> 0. (19)
Assume that (Y )t∈[a;b] is a stochastic process adapted to the natural filtration of X,
starting from 0 and such that the increments of Y uniformly approximate increments
of X with accuracy c. We have TV (Y, [a; s]) ≥ TV c (X, [a; s]) for any s ∈ (a; b] and if
the following relation holds a.s.
TV (Y, [a; b]) ≤ TV c (X, [a; b]) , (20)
then Y = X i,c a.s.
Proof. Let us assume that TV (Y, [a; b]) is finite and let YU and YD be two minimal
non-decreasing processes such that for any s ∈ [a; b] , TV (Y, [a; s]) = YU (s) + YD (s)
and Y = YU − YD.
By Theorems 2.2 and 2.3 we get
YU ≥ UTV c (X, [a; s]) and YD ≥ DTV c (X, [a; s]) .
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If the equality Y = X i,c was not true a.s., then there would exist such ε ∈ (0; c) , that
with probability pε > 0 for some s0 ∈ [a; b] we had
TV (Y, [a; s0]) > TV
c (X, [a; s0]) + ε.
Consider the event
A (s0) =
{
sup
s,t∈[s0;b]
|Xs −Xt| < ε
}
.
We have
P (A (s0)) ≥ P
(
sup
s,t∈[a;b]
|Xs −Xt| < ε
)
=: qε > 0.
By the construction of the process X i,c we see that for any ω ∈ A (s0) we have
TV
(
X i,c, [a; b]
)
= TV c (X, [a; b]) ≤ TV c (X, [a; s0]) + ε,
and if TV (Y, [a; s0]) > TV
c (X, [a; s0])+ε (which is independent from the event A (s0)),
TV (Y, [a; b]) ≥ TV (Y, [a; s0])
> TV
(
X i,c, [a; s0]
)
+ ε ≥ TV (X i,c, [a; b]) .
Thus, from the independence of the increments of the processX, the inequality TV (Y, [a; b]) ≤
TV c (X, [a; b]) does not hold at least with the probability pε · qε > 0.
We have already expressed the process X i,c with the elegant formula (17). Now, as
we did in Subsection 2.2 for a ca`dla`g function, we may state the problem of finding
the process Xc with the smallest variation possible, uniformly approximating paths of
the process X with accuracy c/2.
By the results of the previous section we notice that we may easily express the
processes Xc as
Xc = α+ UTV c (X, [a; s])−DTV c (X, [a; s]) ,
where
α =

 infa≤t<(T cUX)∧bXt + c/2 if T
c
UX ≤ T cDX,
supa≤t<T c
D
X Xt − c/2 if T cUX > T cDX.
Notice that the total path variation of Xc also reads as TV c (X, [a; b]) . Unfortunately,
due to the definition of α, Xc may be not adapted (to the natural filtration of X)
process. This is the price for the minimality of the variation of Xc.
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It is easy to see that adapted to the natural filtration and uniformly approximating
paths of X - with accuracy c - is the process
X˜ i,cs = Xa +X
i,c
s ,
total variation of which also reads as TV c (X, [a; b]), but here we pay the big price for
adaptability - twice time smaller accuracy of the approximation.
But it is easy to construct another process X˜c, uniformly approximating paths of X
with accuracy c/2 and adapted to the natural filtration of the processX, total variation
of which does not differ much from the total variation of Xc. This process is defined
in the following way. Let
T cd = inf
{
s ≥ a : Xa − inf
t∈[a;s]
Xt ≥ c/2
}
,
T cu = inf
{
s ≥ a : sup
t∈[a;s]
Xt −Xa ≥ c/2
}
.
Assuming that T cu < T
c
d (in the opposite case we simply consider the process −X) we
define the sequence of stopping times
(
T cu,k
)∞
k=0
,
(
T cd,k
)∞
k=−1
, in the following way:
T cd,−1 = a, T
c
u,0 = T
c
u and for k = 0, 1, 2, ...
T cd,k =


inf
{
s ∈
[
T cu,k; b
]
: supt∈[T cu,k;s]
Xt −Xs ≥ c
}
if T cu,k < b,
∞ if T cu,k ≥ b,
T cu,k+1 =


inf
{
s ∈
[
T cd,k; b
]
: Xs − inft∈[T cd,k;s]Xt ≥ c
}
if T cd,k < b,
∞ if T cd,k ≥ b.
Now the process X˜c is defined in the following way
X˜cs =


Xa if s ∈
[
a;T cu,0
)
;
supt∈[T cu,k;s]
Xt − c/2 if s ∈
[
T cu,k;T
c
d,k
)
;
inft∈[T cd,k;s]
Xt + c/2 if s ∈
[
T cd,k;T
c
u,k+1
)
.
It is not difficult to see that ‖X˜c −X‖∞ ≤ c/2 and
TV
(
X˜c, [a; b]
)
≤ c/2 + TV c (X, [a; b]) .
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4. The Laplace transform of truncated variation process of Brownian
motion with drift stopped at exponential time
In this section we will calculate the Laplace transform of truncated variation process
of standard Brownianmotion with driftW, i.e. the process TV c (W, s) := TV c (W, [0; s]) , s ≥
0, stopped at (independent from W ) exponentially distributed time S.
4.1. The Laplace transform
We begin with some auxiliary observations. Firstly let us notice that by Theo-
rem 2.3, on the set {T cDW ≥ T cUW} , applying definition of sequences
(
T cU,k
)∞
k=0
and(
T cD,k
)∞
k=−1
(c.f. subsection 2.1) for the function f = W, for s ≥ 0 we obtain
TV c (W, s) =


0 if s ∈ [0;T cU,0) ;∑k−1
i=0 {M ci −mci − c}+
∑k−1
i=0
{
M ci −mci+1 − c
}
+M ck (T )−mck − c if s ∈
[
T cU,k;T
c
D,k
)
;∑k
i=0 {M ci −mci − c}+
∑k−1
i=0
{
M ci −mci+1 − c
}
+M ck −mck+1 (T )− c if s ∈
[
T cD,k;T
c
U,k+1
)
(although T cU,k, T
c
D,k were defined for a function with a domain being the compact
interval [a; b] , the extension of their definition to a function defined on a half-line is
straightforward). By the continuity of Brownian paths, on the set {T cDW ≥ T cUW} we
have
W
(
T cU,k
)
= mck + c,W
(
T cD,k
)
=M ck − c,
hence
TV c (W, s) =


0 if s ∈ [0;T cU,0) ;∑k−1
i=0
{
M ci −W
(
T cU,i
)}
+
∑k−1
i=0
{
W
(
T cD,i
)−mci+1}
+M ck (T )−W
(
T cU,k
)
if s ∈
[
T cU,k;T
c
D,k
)
;∑k
i=0
{
M ci −W
(
T cU,i
)}
+
∑k−1
i=0
{
W
(
T cD,i
)−mci+1}
+W
(
T cD,k
)
−mck+1 (T ) if s ∈
[
T cD,k;T
c
U,k+1
)
.
Now for any 0 ≤ a ≤ b < +∞ we define two auxiliary functions
U [a; b] = sup
a≤t≤b
Wt −Wa,
D [a; b] = Wa − inf
a≤t≤b
Wt
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and for s ≥ 0 define two quantities
U c (W, s) =
∞∑
i=0
U
[
T cU,i ∧ s;T cD,i ∧ s
]
+
∞∑
i=0
D
[
T cD,i ∧ s;T cU,i+1 ∧ s
]
;
Dc (W, s) =
∞∑
i=0
D
[
T cD,i ∧ s;T cU,i+1 ∧ s
]
+
∞∑
i=0
U
[
T cD,i+1 ∧ s;T cU,i+2 ∧ s
]
.
Notice that on the set {T cDW ≥ T cUW} we have
TV c (W, s) = U c (W, s) .
Similarly, if T cDW < T
c
U (W ) , then we apply definitions of sequences
(
T cU,k
)∞
k=0
and(
T cD,k
)∞
k=−1
for f = −W and obtain
TV c (W, s) = U c (−W, s) .
Now let S be an exponential random variable, independent from W, with density
νe−νx. By MTV c(W,S) (λ) we denote moment generating function of TV
c (W,S) , i.e.
MTV c(W,S) (λ) := E [exp (λ · TV c (W,S))] .
We have the following equation
MTV c(W,S) (λ)
= E
[
exp (λ · U c (W,S)) |S ≥ T cU,0, T cDW ≥ T cUW
]× P (S ≥ T cU,0, T cDW ≥ T cUW )
+E
[
exp (λ · U c (−W,S)) |S ≥ T cU,0, T cDW < T cUW
]× P (S ≥ T cU,0, T cDW < T cUW )
+P (min {T cUW,T cDW} > S) . (21)
By the lack of memory of exponential distribution, strong Markov property and the
independence of the increments of Brownian motion we have
E
[
exp (λ · U c (W,S)) |S ≥ T cU,0, T cDW ≥ T cUW
]
= E exp
(
λ · U c (W,S + T cU,0)) = E [exp (λ · U c (W,S + T cU,0)) ;S < TD,0 − T cU,0]
+E
[
exp
(
λ · U c (W,S + T cU,0)) ;S ≥ TD,0 − T cU,0]
= E
[
exp
(
λ · U [T cU,0;S + T cU,0]) ;S < T cD,0 − T cU,0]
+E
[
exp
{
λ · U [T cU,0;T cD,0]+ λ ·Dc (W,S + T cU,0)} ;S ≥ T cD,0 − T cU,0]
= E
[
exp
(
λ · U [T cU,0;S + T cU,0]) ;S < T cD,0 − T cU,0]
+E
[
exp
(
λ · U [T cU,0;T cD,0]) ;S ≥ T cD,0 − T cU,0]E exp (λ ·Dc (W,S + T cD,0)) . (22)
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Notice that in all the calculations above, except the first line, the starting value of
T cU,0 ≥ 0 is irrelevant, we need only to know the recursive definitions of T cD,0, T cU,1, ...;
thus we may set T cU,0 = 0 and we have
E
[
exp
(
λ · U c (W,S + T cU,0)) ;S < T cD,0 − T cU,0] = E
[
exp
(
λ · sup
0≤t≤S
Wt
)
;S < T cDW
]
,
(23)
and
E
[
exp
(
λ · U [T cU,0;T cD,0]) ;S ≥ T cD,0 − T cU,0] = E
[
exp
(
λ · sup
0≤t≤T c
D
W
Wt
)
;S ≥ T cDW
]
.
(24)
Similarly
E exp
(
λ ·Dc (W,S + T cD,0))
= E
[
exp
(
λ ·Dc (W,S + T cD,0)) ;S < T cU,1 − T cD,0]
+E exp
(
λ ·D [T cD,0;T cU,1] ;S ≥ T cU,1 − T cD,0)E [exp (λ · U c (W,S + T cU,1))] (25)
and similarly we get
E
[
exp
(
λ ·Dc (W,S + T cD,0)) ;S < T cU,1 − T cD,0] = E
[
exp
(
−λ · inf
0≤t≤S
Wt
)
;S < T cUW
]
(26)
and
E exp
(
λ ·D [T cD,0;T cU,1]) = E
[
exp
(
−λ · inf
0≤t≤T c
U
W
Wt
)
;S ≥ T cUW
]
. (27)
Now, substituting in (22) expression (25) for E exp
(
λ ·Dc (W,S + T cD,0)) , and using
(23)-(24) and (26)-(27) we get
E
[
exp (λ · U c (W,S)) |S ≥ T cU,0, T cDW ≥ T cUW
]
=
E[exp(λ·sup0≤t≤S Wt);S<T cDW ]
1−E
[
exp
(
λ·sup0≤t≤Tc
D
W Wt
)
;S≥T c
D
W
]
E
[
exp
(
−λ·inf0≤t≤Tc
U
W Wt
)
;S≥T c
U
W
]
+
E
[
exp
(
λ·sup0≤t≤Tc
D
W Wt
)
;S≥T cDW
]
E[exp(−λ·inf0≤t≤S Wt);S<T cUW ]
1−E
[
exp
(
λ·sup0≤t≤Tc
D
W Wt
)
;S≥T c
D
W
]
E
[
exp
(
−λ·inf0≤t≤Tc
U
W Wt
)
;S≥T c
U
W
] (28)
Using results of [7] we will be able to calculate all quantities appearing in (28).
To calculate E
[
exp
(
λ · sup0≤t≤SWt
)
;S < T cDW
]
we will use formulas appearing in
[7, page 236] . Denote τ (x) = inf
{
t ≥ 0 : sup0≤s≤tWs = x
}
. We have equality (note
that in the notation of [7] S is denoted by ξ with parameter β = ν, T is denoted by
On pathwise uniform approximation 23
T cDW and c is denoted by a)
P
(
sup
0≤t≤S
Wt > x, S < T
c
DW
)
= P (τ (x) < S < T cDW ) = P (τ (x) < S ≤ T cDW )
= P (τ (x) ≤ T cDW, τ (x) < S)− P (τ (x) ≤ T cDW < S)
= exp (−θµ (ν)x) [1− E exp (−νT cDW )]
= exp (−θµ (ν)x)
[
1− e−µcVµ (ν) /θµ (ν)
]
,
where we define
θµ (ν) =
√
µ2 + 2ν coth
(
c
√
µ2 + 2ν
)
− µ
and
Vµ (ν) =
√
µ2 + 2ν
sinh
(
c
√
µ2 + 2ν
) .
Thus, for λ such that ℜ (λ) < θµ (ν) ,
E
[
exp
(
λ · sup
0≤t≤S
Wt
)
;S < T cDW
]
=
θµ (ν)− e−µcVµ (ν)
θµ (ν)− λ .
Further, by definition of T cDW we have sup0≤t≤T cDW Wt = WT
c
D
W + c. By this and by
the independence of S from T cDW we calculate
E
[
exp
(
λ · sup
0≤t≤T c
D
W
Wt
)
;S ≥ T cDW
]
= E
[
exp
(
λ · sup
0≤t≤T c
D
W
Wt
)
exp (−νT cDW )
]
= E
[
exp
(
λ · (WT c
D
W + c
)− νT cDW )]
= eλcE
[
exp
(
λ ·WT c
D
W − νT cDW
)]
.
Now, utilizing the main result of [7] i.e. equation (1.1), we have
eλcE
[
exp
(
λ ·WT c
D
W − νT cDW
)]
=
e−µcVµ (ν)
θµ (ν)− λ .
Similarly, using symmetry, for λ such that ℜ (λ) < θ−µ (ν) ,
E
[
exp
(
−λ · inf
0≤t≤S
Wt
)
;S < T cUW
]
=
θ−µ (ν)− eµcVµ (ν)
θ−µ (ν)− λ
and
E
[
exp
(
−λ · inf
0≤t≤T c
U
W
Wt
)
;S ≥ T cUW
]
=
eµcVµ (ν)
θ−µ (ν)− λ.
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Substituting the above formulas into (28) and simplifying, for λ such that ℜ (λ) <
min {θµ (ν) , θ−µ (ν)} we obtain
E
[
exp (λ · U c (W,S)) |S ≥ T cU,0, T cDW ≥ T cUW
]
=
θµ (ν)− e−µcVµ (ν)
θµ (ν)− λ +
e−µcVµ (ν)
θµ (ν)− λ
θ−µ (ν)− eµcVµ (ν)
θ−µ (ν)− λ
1− θµ (ν)− e
−µcVµ (ν)
θµ (ν)− λ
θ−µ (ν)− eµcVµ (ν)
θ−µ (ν)− λ
= 1 + λ
θ−µ (ν) + e
−µcVµ (ν)− λ
λ2 + 2ν + 2λµ− 2λθ−µ (ν) . (29)
To obtain formula for E
[
exp (λ · U c (−W,S)) |S ≥ T cU,0, T cDW < T cUW
]
we need only
to change µ into −µ in the formula for E [exp (λ · U c (W,S)) |S ≥ T cU,0, T cDW ≥ T cUW ] .
To calculate probabilities appearing in the expression (21) for MTV c(W,S) (λ) , i.e.
P
(
S ≥ T cU,0, T cDW ≥ T cUW
)
= P (S ≥ T cUW,T cDW > T cUW )
and
P
(
S ≥ T cU,0, T cDW < T cUW
)
= P (S ≥ T cDW,T cDW < T cUW )
we will use results of [4]. Since S is independent from (T cDW,T
c
UW ) , we have
P (S ≥ T cUW,T cDW > T cUW ) = Ee−νT
c
UW I{T cDW>T cUW},
P (S ≥ T cDW,T cDW < T cUW ) = Ee−νT
c
DW I{T cUW>T cDW}.
Using formula just below formula 19 in [4], with y = 0, we get
Ee−νT
c
DW I{T cUW>T cDW} =
(
1− L−W0 (ν; c)
)
Ee−νT
c
DW ,
where (cf. [4, last but one formula on the page 389]) we have
L−W0 (ν; c) =
√
µ2 + 2ν
2ν


eµcθµ (ν)
sinh
(
c
√
µ2 + 2ν
) −
√
µ2 + 2ν
sinh
(
c
√
µ2 + 2ν
)2


=
Vµ (ν)
2ν
(eµcθµ (ν)− Vµ (ν)) .
Thus
P (S ≥ T cDW,T cDW < T cUW ) =
(
1− Vµ (ν)
2ν
(eµcθµ (ν)− Vµ (ν))
)
e−µcVµ (ν)
θµ (ν)
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and similarly
P (S ≥ T cUW,T cDW > T cUW ) =
(
1− Vµ (ν)
2ν
(
e−µcθ−µ (ν)− Vµ (ν)
)) eµcVµ (ν)
θ−µ (ν)
.
Now, by (21), (29) and calculations above, we have
MTV c(W,S) (λ)
=
(
1 + λ
θ−µ (ν) + e
−µcVµ (ν)− λ
λ2 + 2ν + 2λµ− 2λθ−µ (ν)
)
P (S ≥ T cUW,T cDW > T cUW )
+
(
1 + λ
θµ (ν) + e
µcVµ (ν) − λ
λ2 + 2ν − 2λµ− 2λθµ (ν)
)
P (S ≥ T cDW,T cDW < T cUW )
+1− P (S ≥ T cUW,T cDW > T cUW )− P (S ≥ T cDW,T cDW < T cUW )
= 1 + λ
θ−µ (ν) + e
−µcVµ (ν)− λ
λ2 + 2ν + 2λµ− 2λθ−µ (ν)
(
eµc − Vµ (ν)
2ν
θ−µ (ν) + e
µcVµ (ν)
2
2ν
)
Vµ (ν)
θ−µ (ν)
+λ
θµ (ν) + e
µcVµ (ν)− λ
λ2 + 2ν − 2λµ− 2λθµ (ν)
(
e−µc − Vµ (ν)
2ν
θµ (ν) + e
−µcVµ (ν)
2
2ν
)
Vµ (ν)
θµ (ν)
.
Thus we have obtained
Theorem 4.1. Let W be a standard Wiener process with drift µ and S be an exponen-
tial random variable with density νe−νxI{x≥0}, independent from W. For any complex
λ such that ℜ (λ) < min {θµ (ν) , θ−µ (ν)} one has
E [exp (λ · TV c (W,S))] (30)
= 1 + λ
θ−µ (ν) + e
−µcVµ (ν)− λ
λ2 + 2ν + 2λµ− 2λθ−µ (ν)
(
eµc − Vµ (ν)
2ν
θ−µ (ν) + e
µcVµ (ν)
2
2ν
)
Vµ (ν)
θ−µ (ν)
+λ
θµ (ν) + e
µcVµ (ν)− λ
λ2 + 2ν − 2λµ− 2λθµ (ν)
(
e−µc − Vµ (ν)
2ν
θµ (ν) + e
−µcVµ (ν)
2
2ν
)
Vµ (ν)
θµ (ν)
.
4.2. Examples of applications of the formula (30)
4.2.1. The first and the second moment of truncated variation process of Brownian
motion with drift stopped at exponential time Differentiating formula (30) we obtain
ETV c (W,S) =
[
∂
∂λ
MTV c(W,S) (λ)
]
λ=0
=
Vµ (ν)
ν
cosh (cµ) (31)
which agrees with the relation
TV µ (W,S) = UTV c (W,S) +DTV c (W,S) (32)
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and already obtained in [4] formulas
EUTV c (W,S) =
eµcVµ (ν)
2ν
,EDTV c (W,S) =
e−µcVµ (ν)
2ν
. (33)
Similarly, we calculate
ETV c (W,S)
2
=
[
∂2
∂λ2
MTV c(W,S) (λ)
]
λ=0
=
Vµ (ν)
ν2
(Vµ (ν) + cosh (µc) θµ (ν) + e
µcµ) . (34)
Remark 4.1. Inverting formulas (31) and (34), similarly as it was done with for-
mula (33) in [4, subsection 4.1] we may calulate the first and the second moment of
TV c (W,T ) , where T is a deterministic time. To invert the formula (34) one may use
formulas from [1, page 642].
4.2.2. Covariance of upward and downward truncated variation processes of Brownian
motion with drift stopped at exponential time Using (32), (34) and (33) as well as
results of [4, subsection 4.3] we are able to calculate the covariance of UTV µ (W,S)
and DTV c (W,S) . Indeed, we have
E (UTV c (W,S) ·DTV c (W,S))
=
1
2
(
ETV c (W,S)
2 − EUTV c (W,S)2 − EDTV c (W,S)2
)
=
Vµ (ν)
2
2ν2
, (35)
where we have used (34), the folowing formula (cf. [4, subsection 4.3])
EUTV c (W,S)
2
=
∫ ∞
0
EUTV c (W, t)
2
P (S ∈ dt)
= ν
∫ ∞
0
e−νtEUTV c (W, t)2 dt
=
eµcVµ (ν)
(
µ2 + 2ν − ν
(
1− cosh
(
2c
√
µ2 + 2ν
)))
2ν2θµ (ν) sinh
2
(
c
√
µ2 + 2ν
)
=
eµcVµ (ν) θ−µ (ν)
2ν2
(36)
and the symmetric formula
EDTV c (W,S)
2
=
e−µcVµ (ν) θµ (ν)
2ν2
.
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Now we have
Cov (UTV c (W,S) , DTV c (W,S))
= E (UTV c (W,S) ·DTV c (W,S))− EUTV c (W,S) ·EDTV c (W,S)
=
Vµ (ν)
2
2ν2
− e
µcVµ (ν)
2ν
e−µcVµ (ν)
2ν
=
Vµ (ν)
2
4ν2
=
µ2 + 2ν
4ν2
(
sinh
(
c
√
µ2 + 2ν
))2 > 0.
Thus we can observe that the correlation between UTV c (W,S) and DTV c (W,S) is
positive. This is due to the fact that the magnitude of UTV c (W,S) and DTV µ (W,S)
is highly dependent on the value of S.
4.2.3. Covariance of UTV and DTV of Brownian motion with drift Performing similar
calculations to those in [4, subsection 4.1] we may simply obtain formulas for covariance
between UTV c (W,T ) and DTV µ (W,T ) , where T is deterministic. Indeed, denoting
by L−1ν (g) the inverse of the Laplace transform of the function g (ν) =
∫∞
0 e
−νtf (t) dt,
i.e. the function f (t) , we get
L−1ν
(
ν−3
)
= t2/2,
L−1ν

 2ν + µ2
sinh2
(
c
√
2ν + µ2
)

 = L−1ν

 2 (ν + µ2/2)
sinh2
(
c
√
2 (ν + µ2/2)
)


= e−µ
2t/2L−1ν
(
2ν
sinh2
(
c
√
2ν
)
)
and, by the second formula on page 642 in [1]
L−1ν
(
2ν
sinh2
(
c
√
2ν
)
)
= 4
∞∑
k=0
Γ (2 + k) e−(2c+2kc)
2/(4t)
√
2pit2Γ (2)k!
D3
(
2c+ 2kc√
t
)
=
8c√
2pi
∞∑
k=0
(k + 1)
2 4 (k + 1)
2
c2 − 3t
t7/2
e−2(k+1)
2c2/t,
where D3 denotes parabolic cylinder function of order 3.
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Now, by (35) and the Borel convolution theorem we obtain
E (UTV c (W,T ) ·DTV c (W,T ))
= L−1ν

 2ν + µ2
2ν3 sinh2
(
c
√
2ν + µ2
)

 = 1
2
∫ T
0
(T − t)2
2
L−1ν

 2ν + µ2
sinh2
(
c
√
2ν + µ2
)

 dt
=
2c√
2pi
∞∑
k=0
(k + 1)
2
∫ T
0
(T − t)2 4 (k + 1)
2
c2 − 3t
t7/2
e−µ
2t/2−2(k+1)2c2/tdt. (37)
Finally, by (37) and [4, formula (28)] (notice that in [4, formula (28)] and in [4, formula
(27)] term µ2t shall be changed into µ2t/2)
Cov (UTV c (W,T ) , DTV c (W,T ))
=
2c√
2pi
∞∑
k=0
(k + 1)2
∫ T
0
(T − t)2 4 (k + 1)
2
c2 − 3t
t7/2
e−µ
2t/2−2(k+1)2c2/tdt
− 1
2pi
(
∞∑
k=0
∫ T
0
(T − t) (2k + 1)
2
c2 − t
t5/2
e−µ
2t/2−(2k+1)2c2/(2t)dt
)2
. (38)
Numerical experiments show that the formula (38) gives negative numbers, but the
strict proof of this fact is not known for the author.
Remark 4.2. Inverting formula (36) - using second formula on page 642 in [1] - and
using just calculated covariance it is possible to obtain formula for VarUTV c (W,T )
and hence Cor (UTV c (W,T ) , DTV c (W,T )). However, numerical experiments show
that obtained formulas are rather unstable for small cs. On the other hand, results of
[5] give the exact value of Cor (UTV c (W,T ) , DTV c (W,T )) as c ↓ 0, namely
lim
c↓0
Cor (UTV c (W,T ) , DTV c (W,T )) = −1
2
.
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