Abstract Phytoplankton community composition in the ocean is complex and highly variable over a wide range of space and time scales. Able to cover these scales, remote-sensing reflectance spectra can be measured both by satellite and by in situ radiometers. The spectral shape of reflectance in the open ocean is influenced by the particles in the water, mainly phytoplankton and covarying nonalgal particles. We investigate the utility of in situ hyperspectral remote-sensing reflectance measurements to detect phytoplankton pigments by using an inversion algorithm that defines phytoplankton pigment absorption as a sum of Gaussian functions. The inverted amplitudes of the Gaussian functions representing pigment absorption are compared to coincident High Performance Liquid Chromatography measurements of pigment concentration. We determined strong predictive capability for chlorophylls a, b, c 1 1c 2 , and the photoprotective carotenoids. We also tested the estimation of pigment concentrations from reflectancederived chlorophyll a using global relationships of covariation between chlorophyll a and the accessory pigments. We found similar errors in pigment estimation based on the relationships of covariation versus the inversion algorithm. An investigation of spectral residuals in reflectance data after removal of chlorophyll-based average absorption spectra showed no strong relationship between spectral residuals and pigments. Ultimately, we are able to estimate concentrations of three chlorophylls and the photoprotective carotenoid pigments, noting that further work is necessary to address the challenge of extracting information from hyperspectral reflectance beyond the information that can be determined from chlorophyll a and its covariation with other pigments.
Introduction
The diversity of phytoplankton community composition in the ocean supports a wide range of ocean ecosystems. The ability to observe and monitor this diversity is necessary for understanding complex ocean processes, such as carbon export (e.g., Guidi et al., 2015; Mouw et al., 2016) . Numerous methods are used to observe phytoplankton in the oceans, and all have benefits and limitations. Optical data, including spectral absorption and reflectance measurements, have the capability to be sampled at higher spatial and temporal resolution compared to analysis of discrete water samples. However, optical data also present the challenge of indirect observation of phytoplankton metrics such as biomass, composition, or pigments. Optical measurements made either in situ or remotely must be compared with coincidently measured data such as pigment concentrations or phytoplankton imagery to establish the utility of these data and the associated uncertainties. Remote-sensing reflectance (R rs (k); k represents wavelength) can be estimated both from in situ data collected using radiometers and remotely by ocean color (OC) sensors on board aircraft and satellites. Estimation of chlorophyll a (Chl a) concentration, the major phytoplankton pigment used during photosynthesis, is well established from R rs (k) measurements using methods such as the band-ratio model (Gordon et al., 1983 ) and a three-band reflectance differencing method (Hu et al., 2012) .
In addition to Chl a, phytoplankton groups contain different assemblages of accessory pigments for both photosynthetic and photoprotective purposes; these include chlorophylls b and c, carotenoids, and biliproteins. Determining the presence of different accessory pigments can be used to help characterize phytoplankton community composition (e.g., Mackey et al., 1996) . Although different algal groups may contain the same pigments, some distinctions between them can be made based on certain pigments. For example, chlorophyll b (Chl b) is found in green algae (Chlorophyceae and Prasinophyceae), whereas chlorophyll c (Chl c) is found in the golden-brown algae, which is a broad group including diatoms, dinoflagellates, coccolithophorids); peridinin is found in dinoflagellates; and fucoxanthin is found in diatoms and golden-brown flagellates (which includes coccolithophorids and silicoflagellates) (Jeffrey & Vesk, 1997) . The carotenoid pigments can also be grouped together as photoprotective (PPC) and photosynthetic (PSC) carotenoids; these two groups are made up of pigments that both have related roles in the cell and have similar light absorption spectra (e.g., Figure 1 in Bricaud et al., 2004) . Previous efforts to move beyond the detection of Chl a and retrieve information about accessory pigments or different phytoplankton groups directly are described below, following a brief description of the theoretical relationship between pigment absorption and R rs (k).
The total absorption (a(k)) and backscattering (b b (k)) by all components in the water, including phytoplankton pigments, are determinants of R rs (k) and their relationship is approximated (while ignoring inelastic scattering) by
The parameters f and Q relate measurements made at one angle to the nadir direction and are a function of sun angle, atmospheric conditions, and the optical properties of the water (Morel & Gentili, 1996) . Total phytoplankton absorption (a u (k)) includes the absorption spectra of Chl a as well as all accessory pigments present. With multiple, varying phytoplankton pigments affecting a(k) and a(k) influencing R rs (k), it has been the goal of several studies to estimate phytoplankton accessory pigments from a(k) or R rs (k). Hyperspectral particulate absorption data (a p (k)), with information provided every few nanometers, have been used to estimate phytoplankton pigments from spectra measured in the laboratory (Hoepffner & Sathyendranath, 1991 , 1993 Lohrenz et al., 2003; Moisan et al., 2011) and in situ (Chase et al., 2013) . Extending a similar analysis to hyperspectral R rs (k) data is more challenging and is complicated by the need to account for additional parameters that do not come into play with direct analysis of particulate or phytoplankton absorption spectra. These include inelastic scattering, particulate backscattering (b bp (k)) and absorption by dissolved matter and nonalgal particles (a CDOM (k) and a NAP (k), respectively). In addition, there are uncertainties in the relationship between R rs (k) and absorption coefficients (e.g. due to variability in f and Q in equation (1)). Pigment-based clusters representing different phytoplankton assemblages were previously compared with clusters of absorption spectra, the second derivative of absorption spectra, and R rs (k) data by Torrecilla et al. (2011) . The authors found that both the absorption data and the second derivative of R rs (k) compared well with pigment data, suggesting the utility of the optical measurements for describing phytoplankton pigments in the ocean. However, to use their method at another location or time, in situ data are needed to link clusters of pigments with clusters of optical data. Bracher et al. (2015) used an empirical orthogonal function (EOF) analysis to derive linear regression models between pigments and R rs (k) spectra and found strong predictive capabilities for total Chl a (TChl a) and several accessory pigments in the Atlantic Ocean. A study by Pan et al. (2010) calculated ratios between R rs (k) wavelengths from in situ data to develop algorithms for pigment prediction that were then applied to multispectral satellite data for the U.S. northeast coastal region. They used High Performance Liquid Chromatography (HPLC) pigment data for model development and validation and were able to estimate phytoplankton pigment concentrations from SeaWiFS and PPC (n 5 196) . All data are from the surface. Inset shows the distribution of all TChl a data. (c) Locations of a p (k) spectra measured in situ with an ac-s meter deployed on a flow-through system during the Tara Oceans and Mediterranean Expeditions (2009 Expeditions ( -2014 ; n 5 96,929. Inset shows the distribution of TChl a concentration estimated following the line height method described in Boss et al. (2013). and MODIS satellite R rs (k) with mean absolute percent error for most pigments falling between 30% and 50%. Wang et al. (2016) estimated several pigment absorption coefficients from inversion of in situ hyperspectral R rs (k) data for inland lake waters containing high chlorophyll values and cyanobacterial bloom conditions (Chl a > 10 lg L 21 ).
Another approach for the identification of phytoplankton groups in the ocean is to explore spectral anomalies and residuals that remain after removal of an average chlorophyll-based spectrum. This approach addresses the high covariation among phytoplankton pigments that has been observed on a global scale (Trees et al., 2000) and is used to extract information beyond the average relationship between Chl a and its covarying parameters, including accessory pigments. Brown et al. (2008) determined that a NAP (k) and the magnitude of b b (k) are responsible for the spread around the mean R rs (k) 2 Chl a relationship, while Alvain et al. (2012) found that the Chl a-specific phytoplankton absorption (a*(k)), a CDOM (k), and b b (k) all influence reflectance anomalies. Ben Mustapha et al. (2013) built off previous work to improve the PHYSAT method (Alvain et al., 2005 (Alvain et al., , 2008 to use multispectral satellite radiance anomalies to detect the dominance of several phytoplankton groups in the open ocean.
Many previous studies for detecting phytoplankton groups and pigments were conducted using multispectral reflectance data and/or were developed for a limited geographical region (e.g., Alvain et al., 2005 Alvain et al., , 2008 Ben Mustapha et al., 2013; Farikou et al., 2015; Raitsos et al., 2008; Werdell et al., 2014 ; also see Mouw et al., 2017 for a recent review). However, there is a need to understand both the added value and limitations of hyperspectral data and global algorithms, particularly given the increased spectral resolution of nextgeneration ocean color satellites (e.g., NASA's Plankton, Aerosol, Cloud, ocean Ecosystem (PACE) mission and Germany's EnMAP mission). Algorithms that estimate accessory pigments over a broad global range of water types and without prior knowledge of the phytoplankton community composition may be preferred when global hyperspectral satellite R rs (k) data become available within the next decade.
In this study, we explore the utility of hyperspectral R rs (k) for estimating phytoplankton pigments using a global database of in situ R rs (k) and HPLC measurements. We attempt to exploit the spectral differences in absorption by different phytoplankton accessory pigments, which in turn should influence the spectral shape of R rs (k). As a comparison, we also examine the covariation between Chl a and accessory pigments and the capabilities of estimating accessory pigments using covariation relationships. Finally, we conduct a brief analysis of spectral residuals defined by deviations from the average global relationship between Chl a and a p (k). These approaches help us understand the potential and the limitations for extracting information on phytoplankton pigments from hyperspectral R rs (k) data on a broad global scale.
Data and Methods

Data Sets
Data sets from five different expeditions are used in our study (Table 1) . For all data sets described below, HPLC pigment data were collected using discrete surface water samples (depth 5 m) that were filtered and preserved on board. When duplicate or triplicate HPLC samples were available the mean value is used. We studied four HPLC pigment groups (Table 2) . a p (k) data from an ac-s spectrophotometer (WET Labs, Inc., Philomath, OR, USA) deployed in a flow-through setup (Slade et al., 2010) are available for three of the expeditions (Tara Oceans, Tara Mediterranean, and SABOR). The ac-s data measured coincidently with R rs (k) are used for calculating an attenuation correction when processing R rs (k) spectra; see section 2.3 for ac-s and R rs (k) processing details. 2.1.1. Tara Expeditions Data from two extended expeditions on the R/V Tara are used: Tara Oceans (including Tara Oceans Polar Circle; global coverage from 2009 Boss et al., 2014; Picheral et al., 2014) and Tara Mediterranean (Mediterranean Sea; June-September 2014). R rs (k) spectra and HPLC pigment data collected within four hours of each other were used in the inversion analysis. There are 58 data points of coincident R rs (k) and HPLC data from varied water types around the globe from the Tara Expeditions ( Figure 1a ). The complete HPLC data sets from the Tara Expeditions are also used in our development of global pigment covariation relationships (n 5 196; Figure 1b) ; these data are independent from the data used in the inversion analysis. Thomas (2001) . Finally, the global data set of ac-s spectral absorption measurements from the Tara Expeditions was used to calculate the shape and magnitude of average global particulate absorption spectra used in the residual analysis ( Figure 1c ; n 5 96,929; see section 2.5). 2.1.2. SABOR, AE1319, and NH1418 Expeditions Coincident HPLC and R rs (k) data from three additional expeditions were used in the inversion analysis: SABOR (Gulf of Maine/North Atlantic/Mid-Atlantic coast; July-August 2014), AE1319 (North Atlantic and Labrador Sea; August-September 2013), and NH1418 (Equatorial Pacific; September-October 2014); see Figure  1a for data locations. R rs (k) spectra and HPLC pigment data collected within 4 h of each other were used in the inversion analysis. The Ocean Ecology Laboratory at NASA Goddard Space Flight Center performed HPLC analysis for the SABOR, AE1319, and NH1418 expeditions following methods in Van Heukelem and Thomas (2001) and further described in Hooker et al. (2009) . The three expeditions combined contribute 39 matching HPLC and R rs (k) data points (Table 1) .
2.2. R rs (k) Data and Processing R rs (k) spectra were calculated from upwelling radiance (L u (k)) and downwelling irradiance (E d (k)) spectra measured with a Profiler II radiometer suite using HyperOCR sensors (Satlantic, Halifax, NS, Canada) deployed with detachable float collar in HyperTSRB ''buoy mode'' (Figure 2 ). In this configuration, the in-situ radiometers are deployed while the instrument is tethered to the vessel away from the ship shadow and floating at the ocean surface. The sensor that collects downwelling light is above the ocean surface in the air, and the sensor that collects the upwelling light is approximately 0.2 m below the ocean surface. We only keep the E d (k) and L u (k) data that fall between the 25th and 75th percentiles to eliminate any outliers 
where L w (k,0 1 ) is the water-leaving radiance just above the sea sur-
) is derived from L u (k) by first extrapolating L u (k) from the sensor depth (z 5 0.2 m) to just below the sea surface (L u (k,z 02 )) using
where K Lu (k) is the upwelling attenuation coefficient approximated as
and l u is the average cosine for the upwelling light and is approximated as 0.5.
Absorption by seawater (a w (k)) in the UV and visible is known (Mason et al., 2016; Pope & Fry, 1997) and corrected for temperature and salinity (Sullivan et al., 2006) , which are measured coincidently. The a p (k) spectra are measured with the ac-s meter deployed on a flow-through system that records both total and dissolved absorption, and then a p (k) spectra are calculated by difference (Slade et al., 2010) . This method provides a p (k) measurements that are independent of calibration and instrument drift problems, allowing extended continuous atsea deployment. However, the method also results in un-calibrated total and dissolved absorption measurements; as a result, equation (4) neglects the contribution of CDOM. Additionally, equation (4) does not account for inelastic scattering, which will decrease the effective attenuation. There were 31 cases where no coincident a p (k) data were available for the correction in equation (4). For these data we developed an iterative method to estimate the appropriate a p (k) spectra, as follows: first, the Chl a value for a given R rs (k) signal was estimated using the generalized inherent optical properties (GIOP) model (Werdell et al., 2013) . Second, the a p (k) spectrum for the estimated Chl a value was defined using the A chl and B chl coefficients determined in this study (see section 2.5.1 for details), and used to calculate K Lu (k) (equation (4)). Finally, the K Lu (k) value was used in the calculation of R rs (k) (equations (2-4)). The process was iterated upon until the Chl a value determined using GIOP before the attenuation correction was within 1% of the Chl a value following the attenuation correction. A self-shading correction was also calculated and applied to the L u (k) spectra by following the methods in Leathers et al. (2001) .
The water-leaving radiance exiting the sea surface, L w (k,0 1 ), is then calculated as
where n is the refractive index of seawater and t is the radiance transmittance of the surface (assumed to be 1.34 and 0.98, respectively; Mobley, 1994).
Raman Scattering Correction
Raman scattering by water molecules contributes to the water-leaving radiance (L w (k,0 1 )), and can therefore influence R rs (k), particularly in the blue wavelengths in clear waters (Mckinna et al., 2016 and references therein). To account for Raman scattering, the Raman-specific L w (k,0 1 ) spectra are computed and subtracted from the original L w (k,0 1 ) spectra. Briefly, the steps to complete this are as follows: (1) use a radiation model to estimate the ultraviolet (UV) and visible E d (k) for the day, time and location on the globe where the in situ R rs (k) data were collected (Gregg & Carder, 1990 ; as coded by Richard Davis, 1998, personal communication); (2) force the measured and modeled E d (k) spectra to match at the visible wavelengths, and use the corresponding modeled UV values (as the radiometer does not collect data at the necessary UV Figure 2 . R rs (k) spectra measured in situ with a Satlantic HyperTSRB. Each spectrum is normalized to the area under the curve to emphasize differences in spectral shape. See Figure 1a for the locations of each expedition.
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10.1002/2017JC012859 wavelengths); (3) use the GIOP model (Werdell et al., 2013) to generate inherent optical properties (a(k) and b b (k); extrapolation used for UV values) for use in calculating K Lu (k) and the downwelling attenuation coefficient (K d (k)); (4) finally, using the calculated K Lu (k) and K d (k) values and following methods in Westberry et al. (2013) , calculate the Raman-specific L w (k,0 1 ) spectra and subtract them from the corresponding original L w (k,0 1 ) spectra. The resulting Raman-corrected L w (k,0 1 ) spectra are used to calculate R rs (k) (equation (2)). The spectral resolution of the final R rs (k) data is approximately 3.35 nm (6 0.05 nm).
Correction for Angular Effects
Following the correction for Raman scattering the R rs (k) spectra are normalized to eliminate the angular effect of the sun position in the sky relative to nadir. Following the methods described in Lee et al. (2011) , we first use the quasianalytical algorithm (Lee et al., 2002) to estimate a(k) and b b (k) for a given R rs (k) spectrum. The normalized R rs (k) spectra are then calculated using equations (14-20) in Lee et al. (2011) , and resulting R rs (k) spectra are used in the inversion algorithm described in section 2.3. The absolute percent differences between the original and normalized R rs (k) spectra are 0-5%, 0-6%, and 0.5-9.5% at 440, 490, and 550 nm, respectively. The effect of normalization is small and does not significantly change the outcome during estimation of pigment concentrations; however, we include it as a known effect on the R rs (k) spectra that when accounted for results in spectra that more closely represent the data calculated from satellite information.
Inversion of R rs (k) Spectra
To directly model the backscattering and absorption components, we used a model developed by Gordon et al. (1988) , where the term u(k) is defined as
and then used in the quadratic equation
where g 1 5 0.0949 and g 2 5 0.0794 are constants computed by Gordon and Brown (1988) and r rs (k) is the remote-sensing reflectance just below the sea surface and can be calculated from R rs (k) using the method from Lee et al. (2002) :
The quadratic formula is used to solve equation (7) for u(k) and the one positive solution, denoted u meas (k), is used in a weighted nonlinear least squares inversion to determine the combination of functions representing absorption and backscattering by different constituents in the water that most closely matches the u meas (k) spectrum. The inversion algorithm iterates to find the best fit while allowing for variation of 31 different parameters (Table 3) , by minimizing the function
where the data are summed over the angles 400-600 nm at approximately 3.35 nm resolution (60 total angles), and u mod (k) is the reconstructed spectrum using the spectral components described below. The total backscattering and absorption are broken down into their component spectra, and the expanded version of u mod (k) is defined as Roesler et al. (1989) . c Twardowski et al. (2001) . d Hoepffner and Sathyendranath (1991) ; Bricaud et al. (2004) .
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where b bw (k) is the known backscattering by seawater (Zhang et al., 2009 ), a u (k) is the absorption by phytoplankton, and a w (k) is the known absorption by seawater (see references in section 2.2). The b bp (k) spectrum is defined in terms of the particulate backscattering ratio (b bp /b p ; assumed to be spectrally constant), a p (k), and particulate attenuation (c p (k)) after Roesler and Boss (2003) :
where
and c p (k) is defined as a decreasing power law function:
The spectra for a NAP (k) and a CDOM (k) are defined as decreasing exponential functions:
where k 0 is set to 400 nm. In equations (11-14) the following parameters are allowed to vary: b bp /b p ; all of the components in a p (k) (see equation (15) for details on how we define the a u (k) components); the magnitude and slope (C cp and c, respectively) of c p (k); and the magnitudes (C NAP and C CDOM ) and exponential slopes (S NAP and S CDOM ) of a NAP (k) and a CDOM (k).
The spectrum for a u (k) is defined as a linear combination of eight Gaussian functions, rather than a single eigenvector as is usually the case during inversion of R rs (k) spectra into absorbing and scattering components. The individual Gaussian functions (a gaus (k)) represent absorption by different phytoplankton pigments or pigment groups, and are defined as:
with peak i and r i representing the center wavelengths and widths of each Gaussian, respectively, where r is related to the full width half maximum (FWHM) by FWHM 5 2.355r. Although 12 a gaus (k) functions were initially defined, the signal in the red part of the R rs (k) spectra (>600 nm) is relatively low due to the strong absorption by water. We found improved inversion results in terms of reduced median errors when the R rs (k) data were restricted to wavelengths of 400-600 nm; this prevents the inversion from fitting Gaussian functions in the red wavelengths (between 600 and 730 nm) at the cost of poor fitting at the blue end of the spectrum where the R rs (k) signal has lower relative uncertainty. As a result, we use eight Gaussian functions (Table 3) . A similar finding by Isada et al. (2015) showed that the R rs (k) information >547 nm was dominated by water absorption and therefore not useful for phytoplankton group detection in a Northern Japan bay. We tested several methods for choosing the optimal peak i and r i values, as evaluated by final correlation and error statistics. These included a derivative analysis and an iterative method in which the peak i and r i values were allowed to change by 65 nm. However, we ultimately defined the peak i and r i values based on known pigment absorption shapes (see Figure 1 , Bricaud et al. 2004 ) and limited the allowable shift of the peak i position during inversion to 61 nm (Table 3 ). The first guess and upper and lower bound values for each parameter in the inversion are based on known values from previous studies of various water types, or from our testing of the inversion algorithm using a range of values (Table 3 ).
The inversion results were improved by normalizing u meas (k)-u mod (k) by the uncertainty of u meas (k) at each wavelength (equation (9)). We calculated the uncertainty by first calculating u meas (k) for every E d (k) and L u (k) spectral pair from a given deployment; for example, a typical deployment from Tara Oceans resulted in roughly 200 spectra from a 3 min time series. We then used the standard deviation of all u meas (k) spectra from one deployment as the uncertainty value (u std (k)). These calculations did not include the upper and lower 25th percentiles of E d (k) and L u (k) data; their removal is described previously in section 2.2.
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Estimation of Pigment Concentrations
The concentrations of TChl a, TChl b, Chl c 1 1c 2 , and PPC were initially estimated using the relationships between a gaus (k) magnitudes derived from R rs (k) spectra and HPLC pigments (section 2.4.1). As a comparison, the concentrations of TChl b, Chl c 1 1c 2 , and PPC were estimated from R rs (k)-derived TChl a (denoted TChl a OC4 ) using the covariation relationships among pigments as calculated from a global HPLC data set (section 2.4.2). The TChl a OC4 values were calculated using NASA's OC4 algorithm (O'Reilly et al. 2000 ; see Appendix A for details). A schematic of the two approaches used to estimate pigment concentrations is provided (Figure 3) . 
by minimizing the cost function
where there are 97 coincident a gaus (k) and HPLC data points and the function is minimized over the entire data set. The A inv and B inv coefficients obtained from equations (16) Chl a OC Figure 3 . Schematic of the data and processing steps used to estimate accessory pigments from hyperspectral R rs (k) data. *Note that TChl a in the bottom box is estimated only from a gaus (k); TChl a estimated from R rs (k) is computed using the OC4 algorithm (TChl a OC4 in middle right box). Table 4 for coefficients of the best fit lines. Locations of each field campaign are shown in Figure 1a .
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The estimated pigment concentrations are used to calculate the median percent error (ME):
Note that our use of a type 1 nonlinear fit for the data assumes constant uncertainties for all values of a gaus (k) and that HPLC pigment concentrations are error free. Additionally, the relationships determined here are specific to the units of the data used in this study; the A inv values cannot be transferred to estimate pigments concentrations from absorption measurements provided in units other than m 21 without proper unit conversion. We also note that throughout this paper, we implicitly assume that any nonlinear coefficients within our reported equations and relationships are normalized, as it is not mathematically possible to exponentiate or compute the logarithm of a dimensionful value. For example, [pigment HPLC ] in equation (16) must be normalized by 1 mg m 23 (the units of HPLC pigment data). 2.4.2. Pigments Estimated from TChl a OC4 Using HPLC Covariation Relationships As a comparison to the inversion algorithm, pigment concentrations were also estimated using TChl a OC4 and covariation relationships between TChl a and accessory pigments from HPLC data. The covariation relationships were determined using an HPLC data set spanning various parts of the world ocean (Figures 1b and 5) . To do this, we applied a type 2 linear least squares fit of the log-normalized HPLC data that is weighted by the uncertainties in the data (MATLAB script for the type 2 fit by E. T. Peltzer, MBARI, 2016, http://www.mbari.org/index-of-downloadable-files/). HPLC uncertainties were calculated using the average percent error for each pigment or pigment group (TChl a, TChl b, Chl c 1 1c 2 , and PPC), which is determined by dividing the standard deviation from replicate HPLC samples by the associated measurement. The A cov and B cov coefficients for the covariation pigment relationships (Table 4) were determined from the fit between TChl a and each of the three accessory pigments ([pigment HPLC ]):
which is equivalent to TChl a 5A cov pigment HPLC ½ Bcov :
We used the calculated A cov and B cov coefficients from the global HPLC pigment covariation to estimate TChl b, Chl c 1 1c 2 , and PPC from TChl a OC4 :
The [pigment cov ] concentrations were then used to calculate median error (ME) values using equation (19) 
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Calculation of Uncertainties in A and B Coefficients and in Estimated Pigments
To estimate uncertainty values in the A inv and B inv coefficients, we used a bootstrapping method to iteratively subsample all 97 points (with replacement; n 5 10,000 iterations) during the fitting between a gaus (k) magnitudes and HPLC pigment concentrations ([pigment HPLC ]; equation (17)). For the A cov and B cov coefficients, the type 2 linear least squares fit described above in section 2.4.2 also uses an iterative method to find the best fit between TChl a from HPLC and the three accessory pigments ([pigment HPLC ] ). The number of iterations in this case is determined by the fitting routine reaching a user-set convergence limit. Following these iterative methods for both sets of A and B coefficients, we calculated the standard deviation of all iterations for each coefficient (A inv, B inv , A cov , and B cov ); results are provided as uncertainty values in Table 4 (Figures 8 and 9 ).
Analysis of Spectral Residuals 2.5.1. Calculation of a p-global (k)
To investigate spectral residuals remaining after removal of a Chl a-based a p (k) spectrum, we calculate an ''average global'' particulate absorption spectrum (a p-global (k)) as a function of Chl a concentration. We used a large database of a p (k) spectra (n 5 96,929; Table 1; Figure 1c ) and their corresponding Chl a values to determine the relationship between Chl a and a p (k) at each wavelength. The Chl a value for each a p (k) spectrum was calculated using the ac-s line height method and coefficients described in Boss et al. (2013) . This data set covers a range of oceanographic conditions and is well representative of the global distribution of chlorophyll values observed by satellite (e.g., Figure 3 For each wavelength of a p (k), we regressed the magnitude of a p (k) against the Chl a concentration from the line height calculation; see Figure 6 for an example using a p (440 nm). We tested both a linear fit of the log-transformed data as well as a nonlinear fit that includes normalization of each a p (k) value by the associated uncertainty. A linear regression of the log of the variables implicitly assumes that relative uncertainties are constant, which gives more weight to smaller values. However, this is not consistent with what we know about spectrophotometry, where at low values there is an absolute uncertainty resulting from factors such as instrument resolution and calibration error. To account for uncertainties, we used a nonlinear fit that is normalized by the uncertainties in particulate absorption, denoted a pUNC (k). The a pUNC (k) values were determined by calculating the standard deviation associated with the binning of a p (k) data to 1 km 2 resolution. We regressed the a p (k) spectra against Chl a by minimizing the following cost function for each wavelength (400-700 nm; 2 nm resolution):
We determined the values of the A chl and B chl coefficients, as well as associated median error values, for each wavelength (Figure 7 ; supporting information Table S1 ) similarly to the analysis performed by Bricaud et al. (1995 Bricaud et al. ( , 1998 . We then calculated an a p-global (k) spectrum that corresponds to each measured R rs (k) by using the A chl and B chl coefficients and TChl a OC4 in the equation:
Note that as with the relationships derived in section 2.4, it is implicitly assumed that the exponentiated value TChl a is normalized by 1 mg m 23 ; with B chl unitless and the units of A chl equal to m 21 , the resulting a p-global (k) will also have units of m
21
. We also tested the data for the influence of coastal processes and found no significant change in the fit after removing all data within 10 km of shore (5% of data). Values of median error (ME) for each wavelength were calculated similarly to equation (19) by comparing the measured a p (k) and the a p-global (k) spectra.
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Calculation and Inversion of Spectral Residuals
Following the calculation of a p-global (k), we repeated the inversion of R rs (k) with the combined a NAP (k) and a gaus (k) functions in equation (10) replaced by a p-global (k) to represent the shape of particulate absorption. During the inversion of each spectrum, we set the initial guess for the magnitude of a p (k) to the magnitude of a p-global (k) at 440 nm. The resulting u mod (k) (defined in equation (10)) is differenced with u meas (k) to calculate a residual spectrum, u resid (k):
The inversion described in section 2.3 was repeated for each u resid (k) spectrum (n 5 97) and the results were used to compare the a gaus (k) magnitudes with HPLC pigment data, similarly to the analysis described in section 2.4. Although the use of a p-global (k) to calculate u resid (k) removes an average Chl-based absorption spectrum, the residual absorption information that should be contained in u resid (k) can include the influence of Chl a as well as any of the accessory pigments, if their relationship to Chl a deviates from the global average.
Results
Pigments Estimated from a gaus (k) and Covariation Relationships
Of the eight a gaus (k) functions used in the inversion, the results of four are presented: a gaus (435) (Figure 8 ) is also reflected in the spread in the data used to calculate A inv and B inv (Figure 4 ). Chl c 1 1c 2 is predicted with the lowest error when using [pigment cov ], which is also reflected in the low amount of spread around the best-fit line in the data used to calculate A cov and B cov (Figure 5b ). Several outlying points from the Tara Oceans Expedition (Figure 4c) (Table 5) .
Pigment Ratios
As a test of consistency with previous studies, we compared the distributions of pigment ratios determined using HPLC pigments, the [pigment inv ] concentrations from a gaus (k) magnitudes, and the a Correlations are Spearman's rank correlation coefficient (q) and Pearson's linear correlation coefficient (r 2 ). ME 5 median error (equation (19)). Wavelengths are only relevant to inversion analysis where a gaus (k) magnitudes are used to estimate pigment concentrations. Note that the statistics comparing TChl a with TChl a OC4 are a direct comparison; no covariation relationships are used.
b PPC 5 ab-carotene 1 zeaxanthin 1 alloxanthin 1 diadinoxanthin. Table 3 in Chase et al., 2013) .
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Spectral Residuals
The values of spectral A chl and B chl are shown in Figures 7a and 7b and provided in supporting information Table S1 (Table S1 can be found in supporting information). Deviations from the values reported in Bricaud et al. (1998) are likely the result of both an increased number of data points at the lower end of the Chl a value range in our data set, and the nonlinear fit used in our calculation of A chl and B chl . Note that the difference in scattering correction of the a p (k) data (our nonlinear correction versus a spectrally constant scattering correction by Bricaud et al. 1998 ) cannot explain the difference as ours is expected to remove more scattering out of absorption in the blue wavelengths, which would preferentially decrease the a p (k) values in that region of the spectrum. The relative error values are highest in the region of the spectrum where absorption is generally the lowest (Figure 7c ).
The inversion of u resid (k) spectra (defined in section 2.5.2) was conducted to allow for the extraction of pigment information contained in any spectral features in a p (k) that deviate from a p-global (k). We found no significant correlations between the a gaus (k) magnitudes following the inversion of u resid (k) spectra and HPLC pigment concentrations (not shown). In the inversion analysis, a CDOM (k) and b b (k) are allowed to vary during the inversion as they were not measured in situ and so are not known a priori. Because of this, during the inversion analysis of u resid (k) the inverted a CDOM (k) and b b (k) functions compensated for the differences between the measured a p (k) and a p-global (k) spectra, which prevented any extraction of pigment information beyond the average global relationships between TChl a and accessory pigments.
Discussion
Changes in phytoplankton community composition are known to be correlated with changes in Chl a, as smaller cells are linked to regenerated production and dominating in oligotrophic waters (Chl a < 0.1 mg m 23 ), and larger cells (namely diatoms) are associated with the ''new'' production of higher biomass regions (Chisholm, 1992; 
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10.1002/2017JC012859 Eppley & Peterson, 1979) . Surface Chl a values have also been related to phytoplankton size classes determined by HPLC diagnostic pigments (Ras et al., 2008; Uitz et al., 2006) . Understanding the relationships between hyperspectral reflectance measurements and underlying properties is critical for developing algorithms that can be used to study phytoplankton community composition on a global scale. In the work presented here, we explored the limits of using global, hyperspectral R rs (k) data to estimate phytoplankton pigments, which in turn can be used to help define phytoplankton composition. We also used global covariation relationships between TChl a and HPLC pigments to estimate accessory pigment concentrations from R rs (k)-derived Chl a; these estimates provide a bench-mark against which any other method for accessory pigment estimation should be tested.
Estimation of Pigment Concentrations
In the comparison of our results to previous studies, we consider both the median relative errors resulting from the spectral inversion algorithm and from the pigment covariation method (Table 5 ). The median relative errors of estimated pigments from our study are higher than those reported in Wang et al. (2016) , but several key differences are noted. First, their study compared only a gaus (k) magnitudes from the decomposition of a p (k) and R rs (k) spectra (i.e., no HPLC data were available), and therefore the method was not Table S1 . Comparisons between the nonlinear and linear fits are shown, as well as values from Bricaud et al. (1998) . Figure 7a shows the a p (k) spectrum calculated with all values of Chl < 1.05 and > 0.95 mg m 23 for comparison with the nonlinear fit, which represents the spectrum for Chl 5 1.0 mg m 23 . (c) Spectral values of the relative error associated with the use of the A chl and B chl coefficients for prediction of a p (k) from chlorophyll. Thick black line shows the median value (reported as ME in supporting information Table S1 ) and the bottom and top lines are the 25th and 75th percentiles of the error values, respectively. (Figure 4 in Wang et al., 2016) allow their use of the entire visible spectrum for the inversion analysis; this is not possible with open ocean R rs (k) spectra that have a much lower signal above 600 nm (e.g., Figure 2 , this study). When compared with our study, median errors in pigments estimated by Bracher et al. (2015) are lower for estimation of TChl a, Chl c 1 1c 2 , and PPC. The study by Bracher et al. (2015) did not include TChl b, as a result of a high percentage of samples with no detected TChl b (24% and 34% for satellite and field samples, respectively; see supplement of Bracher et al. [2015] ). The mean absolute percent error values found by Pan et al. (2010) are slightly lower for TChl a, TChl b, and TChl c (which includes Chl c 3 ), and higher for PPC (in their study each PPC pigment is estimated individually). Both the Pan et al. (2010) and Bracher et al. (2015) studies were regionally adapted for the United States northeast coast and the Atlantic Ocean, respectively. Although the median error values we calculated were slightly higher than the values from these two previous studies, our method is theoretically applicable at a global scale.
Pigment Covariation
The study by Pan et al. (2010) showed high correlation coefficients between TChl a and TChl c, and TChl a and each of the PPC pigments used in our study except for zeaxanthin. The global covariation between Chl a and phytoplankton accessory pigments was also observed previously by Trees et al. (2000) , with a similar slope value (0.93) of the log-linear relationship between Chl a and total summed accessory pigments (both in mg m 23 ) to what we observed in the global HPLC data (column of B cov values in Table 4 ; mean slope value of 1.04). A previous study by Uitz et al. (2015) found strong correlations between the first and second EOF mode (describing a combined 95% of the variance) of R rs (k) spectra and several pigments (Chl a, zeaxanthin, 19 0 -hexanoyloxyfucoxanthin, and fucoxanthin). Bracher et al. (2015) showed that the second EOF is the most important for the prediction of several pigments and pigment groups: TChl a, monovinyl Chl a (MVChl a), PSC, and PPC. In the case of both of these previous studies, the prediction of Chl a and other pigments from the same EOF modes further supports the covariation of Chl a and accessory pigments in ocean waters. Figure 10a and 4.2 in Figure 10c .
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Our previous work to estimate pigments from a p (k) spectra (Chase et al., 2013) did not examine the use of pigment covariation for estimating accessory pigments; however, we can compare the results of that study with the statistics generated here for estimated pigments. There are similar or slightly lower errors using a gaus (k) from decomposition of ac-s spectra as reported in Chase et al. (2013) compared to the median errors in the present work, with the exception of PPC, which is estimated with lower error using the inversion algorithm in the current study. The lower errors in estimating chlorophylls a, b, and c directly from a p (k) is likely made possible by the distinct absorption peak positions of the chlorophylls compared to other pigments in the red part of the visible spectrum, where there is sufficient information in a p (k) but not R rs (k) spectra. One source of uncertainty in pigment covariation relationships is the spread around the best-fit line that results from natural variations in phytoplankton pigment composition. In addition, pigment covariation relationships are limited by the accuracy of the TChl a that is subsequently used to estimate the other accessory pigments. Uncertainties in the estimation of TChl a are variable depending on the method used (e.g., HPLC analysis, spectral band ratio, ac-s line height) and should be taken into consideration when using TChl a and pigment covariation parameters to estimate accessory pigments.
Spectral Resolution Considerations
Our use of spectral inversion and Gaussian functions to estimate phytoplankton pigments from hyperspectral R rs (k) is an analytical approach that attempts to exploit any influence of pigment absorption on the spectral shape of R rs (k). One appeal of such an approach is that it does not require training data sets or any previous knowledge of the water of interest, thereby making it more robust in an ocean experiencing large scale climate-driven changes. In addition, it eliminates the need to define the shape of a u (k). However, there are still assumptions made when defining the shapes of a NAP (k) and a CDOM (k) spectra used in the inversion algorithm. This could present a problem if, for example, a NAP (k) spectra are not exactly exponential, which has been seen in previous studies (Babin & Stramski, 2004; Estapa et al., 2012; Iturriaga & Siegel, 1989) . Uncertainties in the prescribed spectral shapes, as well as in the Raman correction (section 2.2.1), are potential sources of error in the inversion and subsequent magnitudes of a gaus (k) spectra.
The peak locations of the functions representing TChl b and Chl c 1 1c 2 absorption in our analysis (464 nm and 461 nm, respectively) are located only three nanometers apart; however, the defined widths of the two Gaussian functions are different (Table 3) . Both the peak locations and widths are based on laboratory-measured pigment absorption (Bricaud et al., 2004) . The method of spectral decomposition into multiple Gaussian functions uses both the peak location and width, which can allow for the separation of absorption features that are close spectrally. Additionally, hyperspectral data provide the capability for inversion methods using Gaussian decomposition, while multispectral data do. Previous studies have used spectral derivative methods (Lee et al., 2007; Wolanin et al., 2016) to determine the optimal wavelength locations needed to maximize the information extracted from R rs (k) spectra. Wolanin et al. (2016) concluded that hyperspectral data is the most effective for discriminating between three phytoplankton groups (diatoms, coccolithophores, and cyanobacteria). The derivative analysis by Lee et al. (2007) showed that a multispectral approach could be used to identify the location of local extremes or inflections. However, an inversion method using Gaussian decomposition can be used to estimate pigments that may be influencing the reflectance signal without creating local features that can be enhanced by derivative analysis.
Spectral Residuals Analysis
We suspect that factors other than phytoplankton accessory pigments are driving the deviation of a p (k) spectra from the a p-global (k) expected for a given Chl a value. For example, as mentioned above, a NAP (k) spectra may not be exactly exponential. Reflectance anomalies calculated using multispectral satellite data by Huot and Antoine (2016) showed that several R rs (k) anomalies were well correlated with either a CDOM (k) anomalies or b bp (k) estimates. However, some of these anomalies (namely those determined using the ratio of R rs (488 nm) to other bands) were not well correlated with any other satellite ocean color products, but rather are likely due to some combined variation of a CDOM (k), a u (k), and/or b bp (k). Of these three, a u (k) contains the most spectral variability, due to the presence of different accessory pigments. This supports the possibility of using hyperspectral reflectance residuals to
Journal of Geophysical Research: Oceans 10.1002/2017JC012859 detect phytoplankton accessory pigment signatures; however, more work is needed to understand how to best use the residuals of hyperspectral R rs (k) data for obtaining information on phytoplankton community composition.
Conclusions
Direct estimation of phytoplankton pigments from R rs (k) spectra has the appeal of application to a wide range of ocean waters; this is especially desirable for use with satellite remote-sensing data that covers much of the globe. Here, we have estimated phytoplankton pigments from in situ hyperspectral R rs (k) data that spans various oceanic water types. We determined that several phytoplankton accessory pigments can be predicted via an inversion algorithm with median errors ranging from 36% to 65%. Additionally, we calculated similar predictive capabilities for pigments when a global relationship of pigment covariation is applied to TChl a concentrations derived from R rs (k) spectra. The median error values provided in this study are a crucial component in efforts to estimate phytoplankton groups from optical and ultimately satellite data, and a lack of uncertainty information has been an area identified as a gap in the current research (Bracher et al., 2017) . However, we note the similar values in the predictive capabilities of the two methods, and that there will be variability in the predicted pigment uncertainties due to factors such as the algorithm used to estimate Chl a from R rs (k). The high covariation of accessory pigments with TChl a, on a global scale, should be carefully considered when using algorithms that are designed to estimate phytoplankton accessory pigments from R rs (k) spectra; we propose that covariation relationships should be used as a bench-mark against which to evaluate the utility of novel methods. Although changes in phytoplankton biomass may be correlated with phytoplankton community composition, extracting knowledge on community composition beyond information based on TChl a and its covarying parameters is not trivial. While the analysis of spectral residuals reported here did not show the utility of residuals from hyperspectral R rs (k) to estimate pigment concentrations, this approach should be explored further as one way to move beyond the information provided from the covariation of accessory pigments with TChl a. Finally, automated phytoplankton imagery and molecular data are rapidly becoming more available and will be important for comparison with both HPLC data and optical spectra. Future research should include analysis and validation work to compare HPLC pigment information with phytoplankton community composition from other data such as molecular information or imagery, thus connecting the estimation of pigments with phytoplankton community in a framework with known uncertainties.
Appendix A: Comparison of Chlorophyll Algorithms
We tested both NASA's current OCI algorithm (https://oceancolor. gsfc.nasa.gov/atbd/chlor_a/) and the standard OC4 algorithm (O'Reilly et al., 2000) when calculating the R rs (k)-derived estimates of TChl a. The OCI algorithm is a combination of the standard OC4 band ratio algorithm combined with the Color Index (CI) from Hu et al. (2012) . At Chl a values above 0.2 mg m 23 OC4 is used, at values below 0.15 mg m 23 CI is used, and a weighted combination of the two algorithms is used for values in between. We found that the comparison between R rs (k)-derived TChl a and HPLC TChl a was slightly improved when using OC4 ( Figure A1 and Table A1) ; as a result, we opted to use the OC4 algorithm through the study. Note that we also tested the use of Chl a versus TChl a and the statistics and results are similar. Figure A1 . Chl a estimated from R rs (k) spectra using OC4 (grey open circles) and OCI (black plus symbols) compared to TChl a from HPLC analysis. R rs (k) spectra are from the same five data sets used in the inversion analysis (n 5 97; Table 1 ; Figure 2 ). Note. Parameters shown are: q 5 Spearman's rank correlation coefficient, r 2 5 Pearson's linear correlation coefficient, ME 5 median percent error (see equation (19)), MeanE 5 same as ME but mean instead of median, MBE 5 mean bias error (same as ME but without taking the absolute value), RMSE 5 root mean square error.
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