Abstract-Bayesian nonlinear system identification for one of the major classes of dynamic model, the nonlinear autoregressive with exogenous input (NARX) model, has not been widely studied to date. Markov chain Monte Carlo (MCMC) methods have been developed, which tend to be accurate but can also be slow to converge. In this contribution, we present a novel, computationally efficient solution to sparse Bayesian identification of the NARX model using variational inference, which is orders of magnitude faster than the MCMC methods. A sparsity-inducing hyper-prior is used to solve the structure detection problem. Key results include: 1) successful demonstration of the method on low signal-to-noise ratio signals (down to 2 dB); 2) successful benchmarking in terms of speed and accuracy against a number of other algorithms: Bayesian LASSO, reversible jump MCMC, forward regression orthogonalization, LASSO, and simulation error minimization with pruning; 3) accurate identification of a real world system, an electroactive polymer; and 4) demonstration for the first time of numerically propagating the estimated nonlinear time-domain model parameter uncertainty into the frequency domain.
I. INTRODUCTION

I
N NONLINEAR system identification, a popular model class is the nonlinear autoregressive with exogenous inputs (NARX) model [1] , [2] . Reasons for this popularity include the compactness of the representation, compared to, e.g., Volterra series [3] , relative simplicity of estimating parameters due to the linear-in-the-parameters structure [4] , and the fact that frequency-domain analysis methods have been developed for the model class, facilitating analysis of nonlinear dynamics [5] , [6] . The NARX model is a black-box model, meaning that terms are unknown and must be selected-typically regarded as one of the most challenging problems in nonlinear system identification [7] , which is the focus of this paper, in a Bayesian context.
Least-squares and maximum likelihood-type methods have dominated NARX model identification, e.g., by forward regression [4] , [8] , forward-backward pruning methods [9] , [10] , the expectation-maximization (EM) algorithm [11] and sparse estimation [12] , [13] . Bayesian model identification, on the other hand, is advantageous for a number of reasons:
1) uncertainty is intrinsically described, useful for analysis, simulation, and control design [14] ; 2) overfitting is avoided by natural penalization of overly complex models [15] ; 3) model uncertainty can be accurately quantified even for data records with relatively few samples [16] ; and 4) information can be incorporated where available [17] . There are a range of methods addressing Bayesian nonlinear system identification, which can be divided by model class, e.g., state-space [18] , white-box [19] , [20] , mixture of experts [21] , continuous-time [22] , Wiener [23] , and NARX models [24] - [26] . Bayesian methods for NARX modeling include nonparametric approaches based on Gaussian process regression [24] , [25] and sampling methods based on reversible jump Markov chain Monte Carlo (RJMCMC) [26] . Although MCMC methods tend to be accurate, they are also computationally intensive and can be prohibitively slow, because they tend to rely on large numbers of samples, and may exhibit slow convergence to a stationary distribution [27] .
There is a need, therefore, for a computationally efficient algorithm for Bayesian NARX model identification. To address this challenge, we develop a novel method based on variational Bayesian (VB) inference [28] , [29] . The algorithm is both simple to implement and computationally efficient, as it is based on closed-form updates of relatively low computational complexity. Model term selection is performed using a sparsity inducing hyper-prior, based on a method known as automatic relevance determination (ARD), which is used to iteratively prune redundant terms from the model [15] .
Sparse Bayesian learning algorithms using ARD have been developed for solving regression and classification problems with kernel methods [30] - [32] , and have inspired alternatives, e.g., applied to signal denoising [33] and pattern recognition problems with correlated errors [34] . However, ARD, as proposed by [31] , is not sufficient to perform the term selection problem in a single step for nontrivial problems. A key novelty here is a new algorithm for term selection of NARX models using sparse VB (SVB) with ARD, where ARD is iteratively applied to a reducing subset of model terms, retaining the subset identified at each iteration, until there is a single term left in the model.
There are a number of advantages to this SVB-NARX modeling algorithm. First, the SVB-NARX algorithm is fully Bayesian, meaning that as in [31] , nuisance parameters such as the noise variance are automatically estimated. This contrasts to, e.g., [18] , where the noise variance in a Bayesian LASSO (BL)-type algorithm is assumed known (although could be estimated, e.g., via an EM-algorithm approach [31] ). A further advantage of SVB-NARX is that a metric is intrinsically generated [the variational lower bound (VLB)] that can be used for automated model selection, which tradesoff accuracy and model complexity. The final main advantage is that SVB-NARX is a fast algorithm because it can prune terms in batches-as we show in the results, it is much faster when selecting from large term sets than forward regression orthogonalization (FRO) [4] , BL [18] , and a Bayesian algorithm based on RJMCMC [26] .
Elements of this work have been published in brief conference format [35] , and have been extended here in a number of important ways: a more thorough and rigorous theoretical development, expanded benchmarking, and application to realworld data. The real-world data are obtained from a dielectric elastomer actuator (DEA), which is a type of actuator used in soft robotics [36] - [38] . Furthermore, we demonstrate, for the first time, a frequency-domain uncertainty analysis for nonlinear systems by propagation of parameter uncertainty from the identified Bayesian model of the DEA into the frequency domain, using Monte Carlo sampling and nonlinear output frequency response functions (NOFRFs) [6] .
The paper is organized as follows. Section II defines the Bayesian NARX model with associated priors. Section III gives background on VB inference. In Section IV-A, the parameter estimation algorithm for NARX models is derived using variational inference. In Section V, the structure detection algorithm for NARX models is derived using variational inference combined with ARD. In Section VI, numerical examples are given, along with benchmark analysis, and finally an application to a real-world system (a set of DEAs) using experimental data. The paper is summarized in Section VII.
II. SYSTEM IDENTIFICATION WITHIN A BAYESIAN FRAMEWORK
A. NARX Model
In this section, Bayesian inference of linear-in-the-parameters regression models is introduced in the context of the NARX model. We consider a single-input single-output dynamic system as some nonlinear function, f (.), of lagged system inputs, u k , and outputs, y k , at sample time k
where
. . , u k −n u and e k is a zero-mean normally distributed white noise process with variance τ −1 . n u and n y are the maximum lags, or dynamic orders, of the input and output, respectively. The nonlinear function f (.) can be decomposed into a sum of M weighted basis functions, e.g., by polynomials, radial basis functions, wavelets, etc., which is a linear-in-the-parameters model
and Φ k is the kth row of the matrix Φ such that
where N is the number of data points. The term selection problem, addressed in this paper, is the selection of the best choice of basis functions, φ m , such that f (·) provides a parsimonious description of the true system behavior.
B. Bayesian Parameter Estimation
Bayes' rule allows us to infer the posterior distribution of the set of model parameters, denoted Θ, given the observed data set
In the above equation, the term p(y|Φ, Θ) is referred to as the likelihood function and p(Θ) is the prior distribution of the parameters before observing the data. The denominator, p(y), is named the marginal likelihood and is given as
in order to normalize the posterior distribution. The evaluation of (5) can be extremely challenging and necessitates the need for approximation methods in all but the most simple of cases [27] . In this paper, (5) will be approximated by the use of VB techniques.
C. Likelihood Function
The likelihood function for the NARX model given in (1) for y under the assumption of a Normal i.i.d. noise sequence is
= τ 2π
where N (x|μ, σ) denotes the Normal distribution of the variable x with mean μ and variance σ.
D. Priors
The likelihood function given by (8) is a member of the exponential family and so the choice of an exponential prior is required for conjugacy [39] .
The mean, Φ k θ, and precision, τ , of the likelihood are unknown parameters to be inferred and as such the choice of Normal-Gamma prior distribution is made [40] such that
where the Normal distribution has been further parametrized
The introduction of α into the model naturally incorporates ARD, this is the basis of the sparse estimation framework that will be discussed later. The variable α is an unknown model parameter and will also be inferred and so requires the introduction of a hyper-prior (prior of a prior), p(α). The choice of a conjugate prior is again chosen in order to simplify the later analysis. The hyper-prior is therefore assigned as independent Gamma distributions
The model parameters {θ, τ, α} along with hyper-parameters {a 0 , b 0 , c 0 , d 0 } can be initialized to have broad/uninformative prior distributions so that the inference process is dominated by the influence of the data [17] .
The joint distribution over all of the random variables can now be expressed hierarchically as
assuming τ and α independent and noting that Φ is a function of the observed data and not a random variable. The decomposition can be made more transparent be considering the directed graphical model shown in Fig. 1 .
E. Prior for ARD
ARD has been incorporated into the Bayesian model via the introduction of the hyper-parameter α in In the remainder of this paper, the value, α −1 m , is named as the mth ARD value, where small values indicate terms that are not relevant to the generation of the output. This value will be used to drive the structure detection in the SVB-NARX system identification algorithm introduced in Section V.
F. Posterior Distribution
The joint posterior distribution over the model parameters can be found by considering (4), with Θ = {θ, τ, α}, where
The inclusion of the hyper-parameter, α, into the model causes the marginal likelihood in the denominator of (15) to become intractable, i.e., no direct analytical solution is possible. Many methods exist for approximating the marginal likelihood [43] , commonly these techniques are based on random sampling [27] . Here, VB inference will be used because the posterior distribution can be approximated in a series of closed-form update equations, avoiding the use of computationally expensive sampling methods.
III. VB INFERENCE
In many nontrivial cases, the evaluation of posterior distributions is infeasible as is the case with the linear regression with ARD introduced in the previous section. The full Bayesian treatment in closed form is only feasible for a limited class of models [39] . Numerical integration techniques can always be used, however, the computational expense is often prohibitive. Variational Bayes provides a method for approximating the posterior distribution. In this section, some general results of VB inference are discussed followed by its application to the linear regression model given by (2) .
A. Variational Optimization of the Bayesian Model
In the context of Bayesian inference problems, variational calculus can be used as a method for approximating posterior distributions. We consider a fully Bayesian model such that all the model parameters are assigned prior distributions as described in Section II. The aim of the inference problem is to find an approximation to the posterior distribution p(Θ|Φ, y) assuming that the marginal distribution, p(y), is intractable. For notational simplicity, the conditional dependence on Φ will be assumed implicit and dropped from the following discussion.
The marginal distribution is defined as
Introducing any variational distribution, Q(Θ), to approximate p(Θ|y) produces a lower bound on p(y). This is achieved by first taking the natural logarithm of (16) and introducing
where (18) follows from Jensen's inequality [39] . 
(Θ).
By noting that Q(Θ) is a proper probability distribution and therefore its integral with respect to Θ is equal to unity, and rearranging (18) and (19) 
where (24) is the Kullback-Leibler (KL) divergence from Q to p. A few things of interest can be noted from (22) . First, the log marginal distribution, p(y), can be deconstructed into a lower bound on the distribution and a measure of the difference between the true posterior distribution, p(Θ|y), and its approximating distribution, Q(Θ), in the form of the KL divergence. It is then evident that the optimal approximation to the marginal distribution is found by maximizing the lower bound, or equivalently minimizing the KL divergence. It is also clear that the choice of Q(Θ) = p(Θ|y) would result in an exact match between the bound and the marginal distribution.
B. Factorized Distributions
In order to make the variational optimization of L[Q(Θ)] feasible, the family of possible distributions, Q(Θ), over which the optimization is performed, must be restricted. The assumption is made that the variational distribution can be factorized such that
where each q j (Θ j ) are independent, an approximation known as the mean field theory in physics. The function is maximized with respect to each distribution q j (Θ j ) separately while holding all others fixed. Substituting the factorized distribution (25) into (21) and then separating the ith distribution over which to perform the optimization gives
where the terms j =i q j (Θ j ) ln q j (Θ j ) have been absorbed into a constant term. In order to find the distribution
, a variational optimization is performed with respect to q i (Θ i ) such that (full details of the following derivations can be found in [44] )
denotes the functional derivative of the func-
with respect to the function f (x) and
denotes the partial derivative of the function f (x) with respect to the variable x. The integral that forms the first term on the right-hand side of (28) is the expectation of the log joint distribution where the expectation is taken with respect to all of the distributions q j (Θ j ) for which j = i, such that
Variational inference is performed by iteratively updating the VLB via an optimization step: the diagram illustrates the VB update according to (30) .
where E j =i denotes the expectation with respect to the distributions q over all the variables in the set Θ for which j = i.
Substituting (29) into (28), equating to zero and rearranging for the variational distribution, a general expression for the optimal solution and therefore the update of the ith factor of the variational distribution q
Performing the update (30) for each factor
The optimization is performed iteratively where t indicates the current iteration such that q 
C. Convergence
The lower bound is guaranteed to converge because it is convex with respect to each of the factors of q
In order to facilitate the computation of the VLB, (21) can be written more explicitly as
which is the form used to monitor convergence of the algorithm. Although the calculation of the VLB is not required for the inference problem, it provides a check that the algorithm, as well as the theory behind it, is functioning correctly as the bound is guaranteed to increase with each update of the variational distribution [44] . In addition, it is important to note that the VLB will be used later as a method for model comparison and therefore must be calculated for that purpose.
IV. VARIATIONAL INFERENCE FOR NARX MODELS
A. Variational Inference of Model Parameters
The VB inference procedure can now be applied to the NARX model defined by (2) following [45] . Applying the approximation defined by (25) , the assumption is made that the posterior distribution p(θ, τ, α|y) can be approximated by
whereby the VLB can be maximized with respect to each factor. From (18) , the VLB is given by
Using the results of the VB inference derived above, the optimization of the bound is performed via (30) for the distributions q(θ, τ) and q(α) resulting in a set of closed-form update equations.
1) Update for q(θ, τ ):
The variational posterior q K (θ, τ) is found by maximizing the VLB, L(Q), with fixed q(α), where the subscript K denotes the updated parameters. Noting that p(y, Θ) is given by (14) when Θ = {θ, τ, α}, then from (30), the update equation for q(θ, τ) is given as
where p(y|Φ, θ, τ) and p(θ, τ|α) are given by (8) and (11), respectively, and all the terms not dependent on θ and τ have been absorbed into the constant term.
Given that the likelihood function, (8) , is in the form of a Normal distribution, the conjugate Normal-Gamma prior, (11) , is chosen. Hence, the posterior distribution can be expressed as
The method of completing the square is used to find the exponent of the Normal distribution in the posterior by equating coefficients of (35) and (36) . First, separating out all the coeffi-
Separating out the coefficients of θ to find
Now, (36) can be expressed as
where the second and third terms in (41) are to be equated with the terms in the Gamma distribution. Equating coefficients of τ
And finally equating coefficients of ln τ
The update of ln q(θ, τ) is by the computation of (38) , (40), (43) , and (45).
2) Update for q K (α): The variational posterior q(α) is found by maximizing the VLB, L(Q), with fixed q(θ, τ). Using (30) , and equating coefficients of α m where
The update of q(α) is hence performed by the computation of (47) and (48) . The required expectations are found by considering the standard moments of the relevant distributions [39] such that
and the required expectation for the update of q(θ, τ) is given by
where A K is a diagonal matrix with elements
The variational approximation, Q(θ, τ, α) = q(θ, τ)q(α), to the true posterior p(θ, τ, α|y) is found by updating q(θ, τ) and q(α) by iterating between the update equations defined by (38) , (40), (43), (45), (47) , and (48), respectively. These updates then form an iterative algorithm that is summarized in 
B. VLB L(Q)
The VLB is found by considering (31) . The dependencies between the parameters in the first term in (31) are easily determined by considering the joint distribution given by (14) and the probabilistic graphical model in Fig. 1 . Expanding the second term follows from (32) along with (36) and (46) 
Taking the expectations of (8), (11), (13), (36) , and (46), the components of (55) are evaluated as follows:
where ψ(·) is the digamma function:
Substituting (56)-(60) into (55) provides an expression for the variational bound as
The variational posterior distribution Q(θ, τ, α) can now be calculated iteratively by computing q(θ, τ) and q(α). At each iteration, the VLB, L(Q), can be computed via (61). The best approximation is found when L(Q) plateaus such that the con-
C. Predictive Distribution
Predictions of a new, unseen, data point can be made by calculating a predictive distribution for the model at sample k + 1. Given the input-output training data D, the task is the evaluation of the distribution p(y k +1 |D). The predictive distribution is found by marginalizing over the parameters such that
, and ν = 2a K . The resulting distribution, denoted St, is a Student's tdistribution. The distribution over α does not appear in the third line of the above derivation because it is independent of the other distributions and hence it integrates to unity. In the final step, standard results from convolving conjugate distributions have been used [39] . The mean and variance of the distribution are given by
V. STRUCTURE DETECTION FOR NARX MODELS WITH VARIATIONAL INFERENCE AND ARD
The VB inference procedure provides a method for estimating the posterior distributions of linear in the parameters models, such as those of the NARX form. Through the incorporation of ARD into the procedure, a measure of how relevant each basis function is to the prediction of the data is achieved. Importantly, the VLB provides a measure of how good the approximate posterior distribution of the parameters is to the true posterior distribution. For a given data set, the VLB is directly comparable across different models, and hence provides a method for model selection. In this section, we take advantage of these features of the VB inference in order to develop an algorithm, named the SVB-NARX algorithm, for parsimonious model structure detection.
A. SVB-NARX Algorithm
In overview, the algorithm proceeds by iteratively pruning basis functions from an initial superset of basis function, denoted M 0 , until there is a single basis function remaining. At each iteration of the algorithm, a subset of the basis functions that are selected at the previous iteration is chosen. The subset selection is performed by making use of the sparse variational inference procedure, defined in Algorithm 1, Fig. 3 . The variational inference provides a measure of how relevant each basis function is to the generation of the data. The least relevant terms are not included in the new set. The SVB-NARX algorithm is summarized in Algorithm 2, Fig. 4 .
The initial superset of the basis function, M 0 , is defined as
where φ m is the mth basis function, corresponding to the mth column of Φ, and M = |M 0 | is the total number of basis functions in the current model structure. At each iteration of the algorithm, denoted by s, the VB inference procedure is applied to the model defined by the current set of basis functions, M s , using Algorithm 1, Fig. 3 . Upon convergence of Algorithm 1, Fig. 3 
, the VLB is recorded as L(Q)
s , which provides a measure of quality of the model structure defined by M s .
ARD values, defined in Section II-E, associated with each basis function are calculated as
where E α [α m ] is given by (51) .
Terms that correspond to ARD values falling below the threshold T s ARD are pruned from the model, i.e., they are not included in the new model structure, M s+1 . The threshold is 
with the resolution, r, being a tuning parameter of the algorithm set by the modeler. Consequences of the choice of r are discussed in the following section. The threshold is dependent on the range of the ln(ARD) values and removes terms at the lower fraction of this range depending on the value of r. This choice of threshold has the advantage of removing increasingly less terms at each algorithm iteration and hence discriminating more in the pruning as the number of basis functions decreases. ln(ARD) values are used to calculate the threshold, because the ARD values associated with highly relevant model terms can be very high in comparison to less relevant (but still correct) model terms. ln(ARD) values will provide greater discrimination between less relevant terms in this case. The iteration ends when M = 1 (all but one term have been pruned from the model).
The result of the iterative pruning is a selection of models, M s , with a diminishing number of basis functions, each of which can directly be compared by its associated VLB, L(Q) s . The optimal model choice, M * , is then selected as the model with the greatest maximum lower bound such that
The justification for the optimal model being selected as the one that maximizes the lower bound is given in Section V-C.
Note that the algorithm could be terminated at the maximum of the VLB, however, it is informative (and computationally inexpensive) to run the algorithm to completion. For a real-world problem, the peak may not be well defined and the modeler may wish to choose a model with less terms whilst penalizing accuracy.
B. Algorithm Initialization and Choice of Hyper-Parameters
The , so as to produce uninformative prior distributions [39] , [45] . The mean of the Gamma distribution on τ −1 at these values is undefined but it has mode b 0 /(a 0 + 1) ≈ 1 × 10 −4 . This implies that the most likely variance on θ will be small a priori. The a priori variance on τ −1 is also undefined at these values, however the variance on τ can be computed as a 0 /b 2 0 = 1 × 10 6 . It can hence be concluded that although the prior distribution indicates a preference for θ to take small values, this effect will be minimal on the inference because of the broad distribution. The same reasoning can be applied to the prior distribution on α.
The single tuning parameter of the algorithm is the resolution, r, whose value is set in advance by the modeler. It is named resolution because it defines the region of ARD values that are pruned from the model via (67). Increasing the value of r leads to a higher resolution, resulting in less terms being pruned at each iteration, s, and consequently longer computation time. Conversely, reducing the value of r increases the number of terms pruned at each iteration.
It is to be noted that if r is chosen too small then correct model terms may be incorrectly pruned from the model. However, the value of r can always be set high to avoid incorrectly pruning terms, where the only penalty is longer computation time. In addition, to mitigate effects introduced by tuning r, it should also be noted that for a given model and data set, the VLB is independent of the resolution that produced it. This allows for multiple algorithm runs with varying values of r to produce models that are directly comparable.
C. Algorithm Properties
In this section, we explain key properties of the algorithm. 1) Model Selection by the VLB: In the previous section, it is stated that the optimal model choice is taken to be the model that maximizes the VLB after it has reached convergence.
In (4), the conditional dependencies on the model M s are neglected. Explicitly including the conditional dependencies, (4) can be written
Considering the posterior distribution over the models, M s , conditional on the data and applying Bayes' theorem, the posterior distribution over the sth model is given by
The first term in the numerator on the right-hand side of (70) is the same as the marginal likelihood in (69). Setting equal prior distributions p(M s ) for each model and noting that the denominator is constant for a given data set, the posterior is proportional to the marginal likelihood in (69)
For a more in depth discussion of the role of the marginal likelihood in Bayesian model selection, see [15] . The VLB, L(Q) s , calculated for each model is an approximation of the marginal likelihood, p(y|M s ). Equation (71) therefore provides the justification for using the VLB as a criterion for selecting the final model structure.
2) Computational Complexity: The computational complexity of the SVB-NARX algorithm is dominated by the matrix inversion of the result of (38) in order to perform the variational update of the model parameters. The computational complexity of the algorithm is therefore cubic in the number of parameters O(M 3 ). The pruning step of the algorithm results in a smaller set of model parameters, M , being evaluated at each iteration of the algorithm and hence the time taken for the variational updates to reach convergence decreases significantly as the algorithm progresses.
In practice, the computational complexity of SVB-NARX translates to run times that can be an order of magnitude less than methods based on MCMC (see Section VI). The long computation times in MCMC methods are not attributed to the complexity of individual mathematical operations, but rather tends to depend on the random initialization of samples, and whether the initialization is close to the stationary distribution of model and parameters, and is then affected by how long the Markov chain takes to converge to that stationary distribution: these aspects are difficult to quantify precisely because they depend on the inherent randomness of the MCMC process. Similar computational comparisons have been made elsewhere in the literature for VB and MCMC methods [46] .
VI. RESULTS AND DISCUSSION
In this section, the SVB-NARX algorithm is demonstrated and benchmarked on a numerical example and then applied to a real system. The benchmark algorithms include a sparse BL algorithm [18] , a Bayesian algorithm by some of the authors based on RJMCMC [26] , the FRO algorithm based on orthogonal least squares [4] , a standard LASSO algorithm [47] , and a simulation-based method, SEMP [9] . The algorithm is then applied to the identification of a real system, a DEA used in soft robotics [36] , [48] , [49] .
A. Benchmarking on a Known Nonlinear System
The SVB-NARX algorithm was demonstrated and benchmarked on the system below, a polynomial NARX model, which Parameter distributions calculated at different noise levels. The true parameter is given by the stem plot. As expected the parameter estimates are less certain at higher noise levels.
has previously been used as a challenging example because a popular algorithm, FRO, fails to select all terms correctly [9] , [50] , To perform the term selection, a superset of basis functions is typically defined. For polynomial models, basis functions in the superset can take the form of any polynomial combination of the elements of x k up to a maximum order n p [2] . In this case, n p = 3. In addition, the maximum dynamic orders for input and output were set to n u = n y = 4. This led to an initial superset of M = 164 model terms (for all algorithms). Algorithm initialization was performed as follows.
SVB-NARX: For SVB-NARX initialization, prior distributions were set using hyper-parameter values as discussed in Section V-B. The resolution of the algorithm was tested at values of r = 10, 100, and 1000 to illustrate the effect of this tuning parameter.
Bayesian-LASSO: The BL algorithm requires the manual tuning of the parameter λ BL , which is defined as the variance of the noise, σ 2 e . Setting λ BL to the true noise variance was found to result in an incorrect term selection. The parameter was therefore set to λ BL = 0.002, which gave the correct terms.
RJMCMC: The RJMCMC algorithm hyper-parameters for prior distributions were set as in [26] . In addition, the noise variance was manually set to σ 2 e = 0.1. The RJMCMC algorithm was executed 100 times for 100 000 iterations per execution.
FRO: For FRO, the algorithm is usually terminated when the error reduction ratio (ERR) value drops below a threshold: in this case, the threshold was set to 0.01.
LASSO: The LASSO algorithm used here was based on the method reported in [47] , with regularization weight set to λ LASSO = 0.0043, selected from a range of values to minimize the mean-squared prediction error (MSPE) from a ten-fold cross-validation test, where MSPE = 1 N k (y k −ŷ mpo,k ) 2 , whereŷ mpo,k is the kth element of the model predicted output.
SEMP: The SEMP algorithm is usually terminated when the change in MSPE drops below a threshold, where a decrease of less than 1 × 10 −6 was taken as the threshold here. All algorithms were implemented by the authors in MATLAB except BL, where a toolbox by Pan et al. [18] at https://github. com/panweihit/BSID was used.
The SVB-NARX algorithm, with r = 100, performed well over a range of noise levels, selecting the correct model terms at SNRs of 2-20 dB (see Fig. 5 , where the dashed black line indicates the correct model structure and corresponds in all instances to the maximum of the variational bound). The true model parameters were within the 95% confidence intervals at all noise levels (this is not shown in Fig. 5 in order not to overcrowd the plots on the bottom row). As should be expected, the variance of the parameter distributions increases with increasing noise, see Fig. 5 .
In the benchmark study, all algorithms except FRO and LASSO correctly selected the model terms (see Table I ). The SVB-NARX algorithm correctly identified the model structure at each tested resolution level, r = 10, 100, and 1000, demonstrating its insensitivity to this tuning parameter. In Table I, ARD TABLE I  COMPARISON OF TERM SELECTION AND PARAMETER ESTIMATION FOR THE  SYSTEM GIVEN [given by (66)] and model parameters are shown for r = 100. In addition, the algorithm inferred a distribution over the noise variance with a high degree of accuracy (estimated to be 0.00041, where the true value was 0.0004). For the BL algorithm, the distributions over the model parameters had a significantly larger variance than for SVB-NARX or RJMCMC. The FRO algorithm selected an incorrect term at the first iteration (see Table I ), which was likely due to the local nature of the search [51] . The LASSO algorithm selected seven incorrect terms: this problem of LASSO overselecting model terms has been noted elsewhere [13] (the true model structure was not recovered at any value of λ LASSO ). Finally, the SEMP algorithm correctly identified the model structure.
The same model was used to investigate the effect of noise on the identification performance for each of the benchmark algorithms (RJMCMC was omitted because of the long computation time required). In total, 100 input-output data sets were generated for six different SNR values in the range 2-20 dB. The initial superset of model terms was set as described above (164 terms). The root of the normalized mean squared error (RNMSE) of the model parameters was used as a performance index, defined as θ − θ 2 / θ 2 , whereθ was the estimate of the true parameter θ. Note that the parameters of incorrectly selected terms were included here, in order to incorporate the full identification procedure in the comparison (hence, large errors were typically due to incorrect terms included in the selection procedure). Initialization of all algorithms was performed as before; the SVB-NARX algorithm was run at a resolution of r = 100. SVB-NARX outperformed the other algorithms at all SNR levels except 2 dB, for which BL was marginally better, see Fig. 6 . To investigate the computational efficiency, the benchmark example was repeated varying the size of the initial superset of model terms. This was done by increasing the dynamic orders n y = n u = 2, . . . , 8. RJMCMC was omitted because it took orders of magnitude longer than the other algorithms (for 164 terms, it took ∼20 s per trial of 100 000 iterations but requiring multiple trials, in this case 100, i.e., ∼2000 s). The SVB-NARX algorithm was run at two resolution levels of r = 10 and r = 100 to demonstrate the effect of this tuning parameter. Initialization and term selection for all other algorithms remained the same. Computational times were averaged over ten trials. For a small initial basis function set (<100 terms), all of the tested algorithms were comparable, taking under 10 s to complete (see Fig. 7 ). Greater differences between algorithms were seen for more model terms: in particular SVB-NARX was fastest for over 500 terms and had a relatively flat trend as the number of terms increased toward 1000 (see Fig. 7 ). The greater efficiency of SVB-NARX is due to the pruning procedure removing multiple terms at each iteration, which rapidly decreases the dimensionality of the inference task as the algorithm progresses, leading to significantly decreased computation time at each iteration.
In summary, the benchmark has demonstrated that SVB-NARX has advantages in the automated tuning of the noise variance, as well as increased computational efficiency for large numbers of terms. The automated tuning of the noise variance with SVB-NARX is particularly important because alternatives such as BL and RJMCMC do not select the correct terms for certain manually tuned values of noise variance, and the successful value would be unknown for real world problems.
B. Experimental System Identification of a DEA
The SVB-NARX algorithm was applied in this section to the identification of a set of six DEAs, which are a type of soft-smart actuator used in robotics [36] , [48] , [49] . DEAs are known to exhibit nonlinear dynamics, posing challenges for control design [37] , [38] , [52] .
The data set used in this investigation has already been published and so we only give brief details here, readers are referred to [37] for more information. The input-output data comprised voltage as input, and displacement as output (see Fig. 8 ). The voltage input signal was designed as band-limited white noise (0-1 Hz), with amplitude offset to lie in the range 1.5-3.5 V, sampled at 50 Hz (and then down-sampled for identification to 12.5 Hz). We used 160 s of data for identification, N = 2000 samples, and partitioned the data for identification and validation (comprising N = 1000 data samples for each segment). Detailed results are given for one DEA, and then summarized for the remaining five. For comparison, the SEMP, FRO, and BL algorithms are also evaluated.
Regarding initialization of the identification algorithms, the superset of initial model terms was generated with n u = n y = 3 and n p = 3. The SVB-NARX algorithm was initialized with r = 1000, and hyper-parameters were initialized as in Section V-B. The FRO algorithm was terminated when the ERR value fell below 1 × 10 −5 . The SEMP algorithm was terminated by thresholding the MSPE. The BL algorithm required the selection of the tuning parameter λ, which was set to λ = 5.5 × 10 −4 , selected by running the algorithm over a range of values of λ and selecting the model with the minimum prediction error over the training data.
Application of each identification algorithm to the training data resulted in a model with accurate model simulations on the validation data, around 2-3% error in each case (see Fig. 9 and Table II ). There was some variation in the size of each model, where the number of terms selected was as follows: SVB-NARX 15 terms; FRO 12 terms; SEMP 11 terms; BL 14 terms (see Table II ). Hence, SEMP and FRO identified models with fewer terms than for BL and SVB-NARX. However, because the thresholds for SEMP and FRO are selected by handtuning, no strong conclusions can be drawn from these numbers. Additional terms do not necessarily indicate that the models identified by SVB-NARX and BL are any more complex: the parameters estimated by SVB-NARX are regularized due to the prior distribution over the parameters, whilst model complex- ity and over fitting are penalized automatically as part of the inference procedure.
A striking feature of the identified NARX models, shown in Table II , is that they consist of different terms, implying that they might describe different dynamics. However, comparison of dynamics based on the model equation is not informative because they are not necessarily unique descriptors [2] . NARX models are preferably compared and analyzed in the frequency domain, where the dynamics should be uniquely described [2] . We performed such an analysis here via NOFRFs [2] , [6] .
We briefly explain the NOFRF analysis procedure here. The frequency response of a nonlinear system, Y (jω), can be analyzed using the sum of nth order output spectra, Y (jω) = n Y n (jω) [53] , which is based on the standard description originating in Volterra series analysis of nonlinear systems, y(t) = n y n (t), where y n (t) is known as the nth order system output [54] . The NOFRFs allow the reconstruction of the nth order output spectra as Y n (jω) = G n (jω)U n (jω), where G n (jω) is the NOFRF and U n (jω) is the spectrum of a specific input signal [6] . The procedure is based on the following: 1) simulating the identified NARX model with multiple level input signals chosen for specific spectral characteristics; 2) taking the fast Fourier transform (FFT) of the simulation input-output signals; 3) estimating the NOFRFs, G n (jω), from input-output FFT data; and 4) using the estimated NOFRFs to reconstruct the nth order output spectra, Y n (jω) [2] , [6] . The nth order output spectra, Y n (jω), can be used to analyze and compare models obtained by nonlinear system identification. This frequency-domain representation of the identified model should be a unique descriptor and therefore much more useful and informative than attempting to compare model equations (parameters and terms) directly.
The frequency domain analysis was performed for all six DEAs using SVB-NARX (and SEMP only, as the best performing alternative model in the sense of minimizing prediction error). We found that whilst model equations differed, there was good agreement in the nth order output spectra, Y n (jω), giving confidence that SVB-NARX and SEMP identified models described the same dynamics (see Fig. 10 ). In addition, we used Monte Carlo sampling (100 samples) of the SVB-NARX model parameters to provide an uncertainty description in the frequency-domain (shaded region in Fig. 10 ). This is the first time, to our knowledge, that this type of uncertainty analysis has been performed and could have important benefits in areas such as systems analysis, control design, and fault diagnosis.
VII. SUMMARY
In this paper, a novel approach to nonlinear system identification of NARX models within an SVB framework was introduced: The SVB-NARX algorithm. Term selection was driven by the inclusion of a sparsity inducing hyper-prior. We found that the algorithm was relatively fast compared to other nonlinear system identification methods and that it performed successfully even at low SNR levels (down to 2 dB). The SVB-NARX algorithm was applied to a real-world problem: identification of DEAs. The algorithm produced an accurate model, and for the first time in nonlinear systems analysis, we exploited the Bayesian nature of the SVB-NARX algorithm to numerically propagate the model parameter uncertainty into the NOFRFs.
