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ORDER OF CONVERGENCE OF THE FINITE ELEMENT
METHOD FOR THE p(x)−LAPLACIAN
LEANDRO M. DEL PEZZO AND SANDRA MARTÍNEZ
Abstract. In this work, we study the rate of convergence of the finite
element method for the p(x)−Laplacian (1 < p1 ≤ p(x) ≤ p2 ≤ 2) in a
bounded convex domain in R2 .
1. Introduction
Let Ω be a bounded convex domain in Rn and p : Ω → (1,+∞) be a




−∆p(x)u = f in Ω,
u = g on ∂Ω,
where ∆p(x)u = div(|∇u|p(x)−2∇u) is the p(x)−Laplacian and | · |2 = 〈·, ·〉Rn .
The assumptions over p, f and g will be specified later.
Note that the p(x)−Laplacian extends the classical Laplacian (p(x) ≡ 2)
and the p−Laplacian (p(x) ≡ p with 1 < p < +∞). This operator has been
recently used in image processing and in the modeling of electrorheological
fluids, see [3, 7, 23].
For the applications in image processing, in [7] the authors introduce a
model that involves the p(x)−Laplacian, for some function p : Ω → [p1, 2],
with p1 > 1. Recently, in [3] the authors propose a variant of this model.







with p : Ω → [1, 2] a function such that p(x) = PM (|∇Gδ ∗ ξ|(x)), where
ξ is the observe image (the real image with a white noise), Gδ(x) is an
approximation of the identity, M >> 1 and PM is a function that satisfies
PM (0) = 2 and PM (x) = 1 for all |x| > M .
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A function u ∈ W 1,p(·)g (Ω) := {v ∈ W 1,p(·)(Ω): v = g on ∂Ω} is a weak








for all v ∈W 1,p(·)0 (Ω).
Motivated by the applications to image processing problems, in [9] the
authors study the convergence of the discontinuous Galerkin finite element
method and the continuous Galerkin finite element method (FEM) to ap-
proximate weak solutions of the equations of the type (1.1). On the other
hand, motivated by the application to electrorheological fluids, in [6, 22] the
authors prove weak convergence of an implicit finite element discretization
for a parabolic equation involving the p(x)−Laplacian.
In [10], for the case n = 2, we prove the H2 regularity of the solution of
(1.2) when Ω is a bounded domain with convex boundary and under certain
assumptions for p, f and g (see Section 2 for details).
In the present work, we study the rate of convergence of the continuous
Galerking FEM in the case where n = 2 and p : Ω→ [p1, p2] with 1 < p1 ≤
p2 ≤ 2. To this end, we follow the ideas of [1, 18, 20], where the authors
study the case p(x) ≡ p (1 < p < +∞) and n = 2. More precisely, let h > 0,
Ωh be a polygonal subset of Ω and T h be a nondegenerate triangulation of
Ωh, where each triangle κ ∈ T h has maximum diameter bounded by h. Let
Sh denote the space of C0 piecewise linear functions. Our finite element
approximation of (1.1) is:







fv dx ∀v ∈ Sh0
where
Sh0 := {v ∈ Sh : v = 0 on ∂Ωh}, Shg := {v ∈ Sh : v = gh on ∂Ωh},
and gh ∈ Sh is chosen to approximate the Dirichlet boundary data.
In [9, Theorem 7.2], the authors prove that if p(x) is a log-Hölder conti-
nous function (see Section 2 for the definition) then the sequence of solutions
of (1.3) converges to the solution of (1.2). In the present work, we study
the rate of convergence of this method. In general, all the error bounds
depend on the global regularity of the second derivatives of the solution.
For example, in the case p(x) ≡ p ∈ (1, 2] and n = 2, there exists a constant
C = C(‖u‖W 2,p(Ω)) such that
‖u− uh‖W 1,p(Ωh) ≤ Ch
p/2,
where u ∈ W 2,p(Ω) is the weak solution of (1.1) and uh is the solution of
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then
‖u− uh‖W 1,p(Ω) ≤ Ch.
In [18], it is shown that if f ∈ L∞(Ω), ∂Ω ∈ C2 and g = 0 then (1.4)
holds for 1 < p < 2.
However, the regularity u ∈ W 3,1(Ω) ∩ C2,1+2/p(Ω) is only shown for
p−harmonic functions with 1 < p ≤ 2, that is the case f ≡ 0, see [19].
Indeed it does not seem that such higher regularity is in general achievable
for the p−Laplacian (1 < p ≤ 2) even with very smooth data. In [18], this
regularity condition is weakened to: (1.4) and u ∈ W 1+2/p,p(Ω). It is still
not clear whether or not this weakened regularity is in general achievable for
smooth data. Recently, in [15], it is shown that the regularity condition (1.4)
is indeed sufficient for the optimal error bounds. Therefore, if f ∈ L∞(Ω),
∂Ω ∈ C2 and g = 0 they have optimal error bounds.
The main results of the present paper are the following theorems.
Theorem 1.1. Let Ω be a bounded convex domain in R2 and p : Ω→ [p1, p2]
be a Lipschitz continuous function with 1 < p1 ≤ p2 ≤ 2, f ∈ Lq(·)(Ω) with
q(x) ≥ q1 > 2, g ∈ H2(Ω), u and uh be the unique solutions of (1.2) and
(1.3) respectively. If h ≤ 1, then
‖u− uh‖W 1,p(·)(Ωh) ≤ Ch
p1/2,
where C is a constant that depends on p(x), ‖f‖Lq(·)(Ω) and ‖g‖H2(Ω).
We want to mention that, in the previous theorem, we take n = 2 since
the H2 regularity is only known in this case.
For sufficiently regular solutions, we obtain optimal order of convergence.
Theorem 1.2. Let Ω be a bounded convex domain in R2 and p : Ω→ [p1, p2]
be a Lipschitz continuous function with 1 < p1 ≤ p2 ≤ 2, u and uh be the




|∇u|p(x)−2H[u]2 dx < +∞
where H[u] = |ux1x1 |+ |ux1x2 |+ |ux2x2 | and
(1.6) u ∈ C2,α+(τ) for each τ ∈ T h
with α+ = (2−p+)/p+ and p+ = max
x∈τ
p(x), then
‖u− uh‖1,p,Ωh ≤ Ch.
Observe that the assumption (1.5) implies that the solution u of (1.2) be-
longs to W 2,p1(Ω). Then u ∈ C(Ω) due to n = 2, see Remark 2.9. Therefore
the interpolant of u is well defined, see Subsection 2.3.
On the other hand, the regularity assumption (1.6) on u is local and
depends only on p+. We also note that the assumption (1.5) holds for
example if u ∈W 3,1(Ω), see Remark 3.4.
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It is still not clear whether or not the regularity assumption of Theorem
1.2 is in general achievable for smooth data. However we show that if Ω is
a ball, p(x) and f(x) are radially symmetric functions, g is constant and
(1.7) p ∈ C1,β(τ), f ∈ Cβ(τ) with β ≥ α+ ∀τ ∈ T h
then the assumptions of Theorem 1.2 are satisfied. So in this case we have
optimal order of convergence. Observe that these regularity assumptions on
the data are local and depend only on p+.
So in this case, in order to have optimal order, by (1.7), we only need
p ∈ C1 and f ∈ C0, in regions where the maximum of p is 2, and we need,
for example, p ∈ C1,1 and f ∈ C1 only in regions where the function p(x) is
near 1.
Organization of the paper. In Section 2 we collect some preliminary
facts concerning variable Sobolev spaces, the weak solution of (1.1), finite
element spaces and the Decomposition–Coordination method; in Section 3
we prove Theorem 1.1, Theorem 1.2 and we study the radially symmetric
case. In Section 4 we show a family of numerical examples where we study
the behaviour of the error when we use the Decomposition–Coordination
method to approximate the solution (1.3). Finally we give an example where
we have optimal order of convergence although assumptions of Theorem 1.2
are not satisfied.
2. Preliminaries
We begin with a review of the basic results that will be needed in subse-
quent sections. The known results are generally stated without proofs, but
we provide references where the proofs can be found. Also, we introduce
some of our notational conventions.
2.1. General Properties of Variable Sobolev Spaces. We first intro-
duce the space Lp(·)(Ω) and W 1,p(·)(Ω) and state some of their properties.
Let Ω be a bounded open set of Rn and p : Ω→ [1,+∞] be a measurable
function, called a variable exponent on Ω. Denote
p1 := ess inf
x∈Ω
p(x) and p2 := ess sup
x∈Ω
p(x).
We define the variable exponent Lebesgue space Lp(·)(Ω) to consist of all





is finite, where ϕ : [0,+∞)× [1,+∞]→ [0,+∞]
ϕ(t, p) =
{
tp if p 6=∞,
∞χ(1,∞)(t) if p =∞,
with the notation ∞ · 0 = 0.
We define the Luxemburg norm on this space by
‖u‖p(·),Ω := inf{k > 0: %p(·),Ω(u/k) ≤ 1}.
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This norm makes Lp(·)(Ω) a Banach space.
We will write it simply %p(·)(u) and ‖u‖p(·) when no confusion can arise.
Lemma 2.1. For any p, δ : Ω→ R≥0 be measurable functions with 1 < p1 ≤
p(x) ≤ p2 ≤ 2, then for any ξ, η ∈ R2, |ξ|+ |η| 6= 0, x ∈ Ω we have
(2.1) ||ξ|p(x)−2ξ − |η|p(x)−2η| ≤ C1|ξ − η|1−δ(x)(|ξ|+ |η|)p(x)−2+δ(x),
and
(2.2) (|ξ|p(x)−2ξ − |η|p(x)−2η)(ξ − η) ≥ C2|ξ − η|2+δ(x)(|ξ|+ |η|)p(x)−2−δ(x)
where C1 = 2
2−p1 and C2 = (p1 − 1)22−p2 .
Proof. First, we will prove the second inequality. By [5, Lemma 2.4], we
have that
(|ξ|p(x)−2ξ − |η|p(x)−2η)(ξ − η) ≥ (p(x)− 1)22−p(x)|ξ − η|2(|ξ|+ |η|)p(x)−2.
Therefore (2.2) holds due to
|ξ − η|−δ(x)(|ξ|+ |η|)δ(x) ≥ 1.
Finally, we follow ideas of [5, Lemma 3.5] to show that (2.1) holds.










≥ 1 and γ = η′ξ′.
Observe that |γ| ≤ 1. Then,
||ξ|p(x)−2ξ − |η|p(x)−2η| ≤ 22−p(x)|ξ − η|(|ξ|+ |η|)p(x)−2,
is equivalent with
|kp(x)−1η′ − ξ′| ≤ 22−p(x)(k + 1)p(x)−2|kη′ − ξ′|,
that is equivalent to proving
(2.3) k2(p(x)−1) + 1− 2kp(x)−1γ ≤ 24−2p(x)(k + 1)2(p(x)−2)(k2 + 1− 2kγ).
Let f : [1,+∞)× [−1, 1]→ (0,+∞)
f(k, γ) =
k2(p(x)−1) + 1− 2kp(x)−1γ






2k(kp(x)−2 − 1)(kp(x) − 1)
(k + 1)2(p(x)−2)(k2 + 1− 2kγ)2
≤ 0
due to p(x) ≤ 2. Hence











Observe that g(1) = 22−p(x) and
∂g
∂k
(k) = (p(x)− 1)k
p(x)−2 − 1
(k + 1)p(x)
< 0 ∀k > 1.
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Hence
f(k, γ) ≤ f(k,−1) = g(k)2 ≤ g(1)2 = 24−2p(x)
for all (k, γ) ∈ [1,+∞)× [−1, 1]. Therefore (2.3) holds. 
For the proofs of the following theorems, we refer the reader to [13].
Lemma 2.2. Let p : Ω → [1,+∞] be a measurable function with p1 < ∞.
If %p(·)(u) > 0 or p2 <∞ then
min{%p(·)(u)1/p1 , %p(·)(u)1/p2} ≤ ‖u‖p(·) ≤ max{%p(·)(u)1/p1 , %p(·)(u)1/p2}
for all u ∈ Lp(·)(Ω).













for all f ∈ Lp(·)(Ω) and g ∈ Lq(·)(Ω)
Let W 1,p(·)(Ω) denote the space of measurable functions u such that, u
and the distributional derivative ∇u are in Lp(·)(Ω). The norm
‖u‖1,p(·),Ω := ‖u‖p(·),Ω + ‖∇u‖p(·),Ω
makes W 1,p(·)(Ω) a Banach space.
We note
|u|1,p(·),Ω := ‖∇u‖p(·),Ω
and we just write ‖u‖1,p(·) instead of ‖u‖1,p(·),Ω and |u|1,p(·) instead of |u|1,p(·),Ω
when no confusion arises.






= 1 in Ω.
Then Lp
′(·)(Ω) is the dual of Lp(·)(Ω). Moreover, if p1 > 1, L
p(·)(Ω) and
W 1,p(·)(Ω) are reflexive.
We define the space W
1,p(·)
0 (Ω) as the closure of the C
∞
0 (Ω) in W
1,p(·)(Ω).
Then we have the following version of Poincaré inequity (see Theorem 3.10
in [17]).
Lemma 2.5 (Poincaré inequity). If p : Ω → [1,+∞) is continuous in Ω,
there exists a constant C such that
‖u‖p(·) ≤ C‖∇u‖p(·)
for all u ∈W 1,p(·)0 (Ω).
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In order to have better properties of these spaces, we need more hypothe-
ses on the regularity of p(x).







) ∀x, y ∈ Ω.
It was proved in [12, Theorem 3.7], that if one assumes that p is log–Hölder
continuous then C∞(Ω̄) is dense in W 1,p(·)(Ω), see also [11, 13, 14, 17, 24].
Proposition 2.6. Let p : Ω → [1,∞) be a bounded log-Hölder continuous
function. Let β > 0, D ⊂ Ω and h = diam(D). Then there exist constants
C independent of h such that
(2.4) hβ(p(x)−p(y)) ≤ C ∀x, y ∈ D.
Moreover, if p(x) is continuous in D then the inequality (2.4) holds for all
x, y ∈ D.
2.2. The weak solution of (1.1).
Lemma 2.7. Let Ω be a Lipschitz domain in Rn, p : Ω → [p1, p2] be a
bounded log-Hölder continuous function, f ∈ Lq(·)(Ω) with q(x) ≥ q1 > (p∗1)′,
g ∈W 1,p(·)(Ω), and u be the weak solution of (1.1). Then
‖∇u‖p(·) ≤ C
















f(g − u) dx
)
.
Using Hölder inequality, that q′(x) ≤ q′1 < p∗1, W 1,p1(Ω) ↪→ Lq
′
1(Ω) con-
tinuously and Poincare inequality, we have that
J(u) ≤
(














where the constanat C = C(‖g‖1,p(·), ‖f‖q(·),Ω, p1).
Thus, we have that∫
Ω
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where C = C(‖g‖1,p(·), ‖f‖q(·),Ω, p1, p2). Using the properties of the Lp(·)(Ω)−





for some m > 1. Therefore ‖∇u‖p(·) is bounded by a constant C that
depends on ‖g‖1,p(·), ‖f‖q(·),Ω, p1, and p2. 
The following results can be found in [10].
Theorem 2.8. Let Ω be a bounded domain in R2 with convex boundary,
p ∈ Lip(Ω) with 1 < p1 ≤ p(x) ≤ 2, f ∈ Lq(x)(Ω) with q(x) ≥ q1 > 2, and
g ∈ H2(Ω). Then the weak solution of (1.1) belongs to H2(Ω).
Remark 2.9. If Ω is a bounded domain with Lipschitz boundary in R2, we
have that W 2,p1(Ω) is continuously imbedded in C(Ω), see [21, Theorem
5.7.8]. Therefore, if the weak solution u of (1.1) belongs to W 2,p1(Ω) then
u ∈ C(Ω).
Remark 2.10. The proof of Theorem 2.8 follows using that there exists
{un}n∈N ⊂ H2(Ω) such that
‖un‖2,2 ≤ C = C(p(·), ‖f‖q(·), ‖g‖2,2) ∀n ∈ N,
and
un ⇀ u weakly in H
2(Ω)
where u is the weak solution of (1.1). Therefore,
‖u‖2,2 ≤ C = C(p(·), ‖f‖q(·), ‖g‖2,2).
See the proofs of Theorem 1.1 and Theorem 1.2 in [10].
2.3. Finite Element Spaces. Let Ω be a bounded convex domain in R2
with Lipschitz boundary. Let Ωh be a polygonal approximation to Ω defined
by Ωh =
⋃
κ∈T h κ where T h is a partition of Ωh into a finite number of
disjoint open triangles κ, each of maximum diameter bounded above by h.






where hκ = diam(κ) and ρκ = sup{diamS : S ⊂ κ is a ball}. In addition,
for any two different triangles, their closures are either disjoint, or have a
common vertex, or a common side. We also assume that Ωh ⊂ Ω, and if a
vertex belongs to ∂Ωh then it also belongs to ∂Ω.
Let
Sh := {v ∈ C(Ωh) : v|κ is linear ∀κ ∈ T h},
and πh : C(Ωh) → Sh denote the interpolation operator such that for any
v ∈ C(Ωh), πhv satisfies
πhv(P ) = v(P )
for all vertex P associated to T h.







fv dx ∀v ∈ Sh0
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where
Shg := {v ∈ Sh : v = gh on ∂Ωh},
and gh = πhu with u the solution of (1.2).
Observe that πhu is well defined due to u ∈ C(Ω), see Remark 2.9.
Lemma 2.11. Let p : Ω → [p1, p2] be a bounded log-Hölder continuous
function, f ∈ Lq(·)(Ω) with q(x) ≥ q1 > (p∗1)′, gh ∈ W 1,p(·)(Ωh), and uh be
the solution of (2.5). Then
(2.6) ‖∇uh‖p(·),Ωh ≤ C
where C is a constant depending on ‖f‖q(·),Ω and ‖gh‖1,p(·),Ωh.
Proof. The proof follows as in Lemma 2.7, changing u by uh and g by gh. 




‖u‖Lq(Ω) if m = 0,
‖∇u‖Lq(Ω) if m = 1,
‖D2u‖Lq(Ω) if m = 2.
The following interpolation theorem can by found in [8].
Theorem 2.12. For m = 0, 1 and for all q ∈ [1,∞] we have that,
|v − πhv|m,q,Ωh ≤ Ch2−m|v|2,q,Ω
for all v ∈W 2,q(Ω).
2.4. Decomposition–Coordination method. Let V,H be topological vec-
tors spaces, B ∈ L(V,H) and F : H → R, G : V → R be convex proper, lower
semicontinuous functionals. To approximate the solution of variational prob-




we use the following algorithm:
Given r > 0 and
{η0, λ1} ∈ H ×H;
then, {ηn−1, λn} known, we define {un, ηn, λn+1} ∈ V ×H ×H by
G(v)−G(un) + 〈λn, B(v − un)〉H + r〈Bun − ηn−1, B(v − un)〉H ≥ 0
for all v ∈ V ;
F (η)− F (ηn)− 〈λn, η − ηn〉H + r〈ηn −Bun, η − ηn〉H ≥ 0
for all η ∈ H;
λn+1 = λn + ρn(Bun − ηn)
where ρn > 0.
The following theorem can be found in [16].
Theorem 2.13. Assume that V and H are finite dimensional and that (2.7)
has a solution u. If
• B is an injection;
• G is convex, proper and lower semicontinous functional;
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• F = F0 + F1 with F1 convex, proper and lower semicontinous func-
tional over H and F0 strictly convex and C
1 over H;







un → u strongly in V,
ηn → Bu strongly in H,
λn+1 − λn → 0 strongly in H,
and λn is bounded in H.
For more details about the Decomposition–Coordination method, we refer
the reader to [16] and references therein.
3. Proofs of Theorem 1.1 and Theorem 1.2
In the remainder of this work we use the notation 00 = 1.
Let 1 < p1 ≤ p(x) ≤ p2 < ∞ and σ(x) ≥ 0, we define for any v ∈
W 1,p(·)(Ωh)





ξ(|∇u|, |∇v|, x)σ(x) dx,
where u is the solution of (2.5), and ξ : [0,+∞)× [0,+∞)× Ω→ R




σ(x) a if a+ b > 0,
0 if a+ b = 0.
Observe that when σ is constant we have ‖v‖σ(p(·),σ) = |v|(p(·),σ).
Before proving Theorem 1.1, we need some technical lemmas.
Lemma 3.1. Let p, σ : Ω→ (1,+∞) be measurable functions such that
1 < p1 ≤ p(x) ≤ σ(x) ≤ σ2 < +∞.
Then
(3.1) ‖v‖(p(·),σ(·)) ≤ ‖|∇v|
p(·)/σ(·)‖σ(·),Ωh .
Moreover, if there exits a constant M such that
(3.2) %p(·),Ωh(|∇u|+ |∇v|) ≤M
then
(3.3) ‖∇v‖p(·),Ωh ≤ C max {M1/α1 ,M1/α2}‖v‖(p(·),σ(·))
where
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Proof. If σ(x) ≡ p(x) a.e. then both inequalities are trivial.
Then, we will assume that ess sup{σ(x)− p(x) : x ∈ Ωh} > 0. Therefore,
the inequality (3.1) holds due to |∇u|+ |∇v| ≥ |∇v|.
To prove inequality (3.3), we will assume that |∇u|+ |∇v| > 0 in a set of
positive measure; the other case is trivial.









where α(x) := σ(x)p(x)σ(x)−p(x) . Observe that α(x) =∞ if only if σ(x) = p(x).
On the other hand, by the definition of %α(·),Ωh the fact that %∞,A(1) = 0

































Finally, let α1 = ess inf
x∈Ωh
α(x) and α2 = ess sup
x∈Ωh
α(x). Observe that α1 <∞




σ ‖α(·),Ωh ≤ max{M
1/α1 ,M
1/α2}.
Combining this inequality with (3.4) we obtain (3.3). 
Remark 3.2. Let u and uh be the unique solutions of (1.2) and (2.5), re-
spectively. Then
JΩ(u) ≤JΩ(v) ∀v ∈W 1,p(·)g (Ω),
JΩh(u













with Λ = Ω or Λ = Ωh.








for any v ∈W 1,p(·)(Λ).
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Lemma 3.3. Let p : Ω → [p1, p2] be a log–Hölder continuous function with
1 < p1 ≤ p2 ≤ 2. Let u and uh be the solutions of (1.2) and (2.5), respec-
tively. Then, for any δ1, δ2 : Ω → [0,+∞) measurable functions such that
0 ≤ δ1(x) ≤ δ+ < 2, we have
|u− uh|(p(·),2+δ2(·)) ≤ C|u− v|(p(·),2−δ1(·))
for all v ∈ Shg .
Proof. We first observe that for all v ∈ Shg








|∇(u+ sw)|p(x)−2∇(u+ sw)− |∇u|p(x)−2∇u
)
∇w dxds,
with w = v − u.




(|∇v1|+ |∇v2|) ≤ |∇(v1 + sv2)|+ |∇v1| ≤ 2(|∇v1|+ |∇v2|).

























On the other hand, by (2.2) and (3.6), for q3(x) = 1 + δ2(x) and q4(x) =
























for all v ∈ Shg .
Using (3.5), we have that
A(uh) + J ′Ωh(u)(u
h − u) ≤ A(v) + J ′Ωh(u)(v − u) ∀v ∈ S
h
g
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due to uh is a minimizer of JΩh . Then,
A(uh) ≤ A(v) + J ′Ωh(u)(v − u
h) ∀v ∈ Shg .
Therefore, by (3.7) and (3.8), we have
|u− uh|(p(·),2+δ2(·)) ≤ C|u− v|(p(·),2−δ1(·)) + |J
′
Ωh(u)(v − u)| ∀v ∈ S
h
g .
Finally, for any v ∈ Shg , since Ωh is Lipschitz, Ωh ⊂ Ω and ϕ = v−uh ∈ Sh0 ,
we can extend ϕ to be zeros in Ω \ Ωh, by a function ϕ̂ ∈W 1,p(·)0 (Ω). Then
J ′Ωh(u)(ϕ) = J
′
Ω(u)(ϕ̂) = 0
due to u is a minimizer of JΩ. Therefore J
′
Ωh
(u)(v − uh) = 0 for all v ∈ Shg .
This completes the proof. 
Now we are able to prove Theorem 1.1.
Proof of Theorem 1.1. We begin by noting that, by Lemma 2.7 and Lemma
2.11 we can apply Lemma 3.1. Using (3.3) with σ = 2, we get
|u− uh|21,p(·),Ωh ≤ C‖u− u
h‖2(p(·),2) = C|u− u
h|(p(·),2).
Then, taking δ1(x) = 2− p(x) and δ2(x) ≡ 0 in Lemma 3.3, we have that
|u− uh|21,p(·),Ωh ≤ C|u− v|(p(·),p(·)) = Cρp(·),Ωh(|∇u−∇v|) ∀v ∈ S
h
g .
By Lemma 2.2, we have that
(3.9) |u− uh|1,p(·),Ωh ≤ C max
{




∀v ∈ Shg .
On the other hand, by Poincaré inequality and triangle inequality,
(3.10)
‖u− uh‖1,p(·),Ωh ≤ ‖u− πhu‖1,p(·),Ωh + ‖uh − πhu‖1,p(·),Ωh
≤ C
(




‖u− πhu‖1,p(·),Ωh + |uh − u|1,p(·),Ωh
)
.
Using Theorem 2.12 for m = 0, 1 and q = p2, Theorem 2.8, Remark 2.10
and that p2 ≤ 2, , we have that
(3.11) |u− πhu|m,p(·),Ωh ≤ C|u− πhu|m,p2,Ωh ≤ Ch
2−m|u|2,p2,Ω.
Taking v = πhu in (3.9) and, using (3.10) and (3.11), we get











for all h ≤ 1. Hence







hp1/2 ∀h ≤ 1.
Moreover
‖u− uh‖1,p(·),Ωh ≤ C
(




hp1/2 ∀h ≤ 1
duet to p2 ≤ 2.
Finally, using Remark 2.10, we obtain the desired result. 
Lastly, we prove Theorem 1.2.
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Proof of Theorem 1.2. By Lemma 3.1 with σ = 2 and taking δ1(x)=δ2(x) ≡
0 in Lemma 3.3, we obtain








(|∇u|+ |∇(u− πhu)|)p(x)−2 |∇(u− πhu)|2 dx
=: I.
On the other hand, by interpolation inequality, we have
(3.12) |∇(u−πhu)(x)| ≤ Ch‖H[u]‖L∞(τ) ≤ ChH[u](x)+Ch1+α
+ ∀x ∈ τ,
due to u ∈ C2,α+(τ).
For any fixed x, we have that q(t) = (a+t)p(x)−2t2 with a ≥ 0 is increasing
and q(|t1 + t2|) ≤ 2(q(|t1|) + q(|t2|)). Then, taking a = |∇u(x)|, by (3.12) we
get


















































we have, by Lemma 3.1 in [1], that (1.5) holds if u ∈W 3,1(Ω).
Remark 3.5. We can see that (1.6) can be interpreted as follows: in order to
have optimal rate of convergence we only need C2 regularity of the solution,
in regions where the maximum of p(x) is 2, and we need, for example, C2,1
regularity of the solution, only in regions where the function p(x) is near 1.
The next example is a generalization of [20, Example 3.1].
Example 1. We consider the radially symmetric version of the problem.
Let Ω = B1(0), p(x) = P (r) be a log-Hölder continuous function, f(x) =
F (r) ∈ Lq(Ω) for some q ≥ 2, where r = |x| and g be constant. We assume
that




tF (t) dt = 0,
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and for each τ ∈ T h
(3.14) p ∈ C1,β(τ), f ∈ Cβ(τ) with β ≥ α+.
We will see that (1.5) and (1.6) of Theorem 1.2 hold.







then, by Hölder’s inequality, we have that∫ 1
0










P ′(r) dr <∞
due to q′ ≤ 2 and t1/q(·)F ∈ Lq(·)(0, 1). Then Z(r) ∈ LP ′(·)(0, 1) and we can




Therfore the solution of (1.2) is





P (t)−1 dt+ g
If we derive Z, using that |Z| =
∣∣∣∣dUdr





















is well define since (3.13) implies
(3.15) Z(r) 6= 0 if P (r) = 2.
On the other hand, for each τ ∈ T h there exist a cloused set Aτ ⊂
{(r, θ) : r ≥ 0 and θ ∈ [0, 2π)} such that τ = φ(Aτ ) where φ(r, θ) = (r cos(θ), r sin(θ)).
Then, by (3.14), we have that
(3.16) P ∈ C1,β(Aτ ) and F ∈ Cβ(Aτ )
for any τ ∈ T h.
Then







where P+ = max
Aτ
P for all τ ∈ T h .




P−1 log(|Z|)Z ∈ C
2−P+
P+−1 (Aτ ) ∀τ ∈ T h,
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and then, by (3.16)–(3.19), for each τ ∈ T h we have that
d2U
dr2













(0) = 0 so
u ∈ C2,γ(τ) for all τ ∈ T h and (1.6) holds.





















































∣∣∣∣p = 1r |Z| PP−1 ∈ L∞(0, 1).
Therefore, by (3.20)–(3.22)∫
Ω












In this section, for each h ≥ 0 we approximate the solution uh of (2.5) by
the sequence uhn driven by the algorithm described in Subsection 2.4. For
simplicity we will denote uhn = un.
Let V = Shg ,
H =
{












and B : V → H defined by B(v) = ∇v. Then
JΩh(v) = F (B(v)) +G(v).
V and H are endowed with the L2−norm and the L2×L2−norm, respec-
tively.
If we take ρn = r = 1 then the algorithm is:
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Given
{η0, λ1} ∈ H ×H,








(ηn−1 − λn)∇v dx, ∀v ∈ V,(4.1) ∫
Ω
(|ηn|p(x)−2ηn + ηn)η dx =
∫
Ω
(λn +∇un)η dx ∀η ∈ H,(4.2)
λn+1 = λn + (∇un − ηn).
Remark 4.1. Since V,H, F,G,B, ρn and r satisfy the assumptions of The-
orem 2.13, the conclusions of Theorem 2.13 are satisfied, that is un → uh
and ∇un → ∇uh.













(ηn−1 − λn)∇ϕj dx,





On the other hand, we define ηn,κ = ηn|κ, in the same way we define λn,κ







ηn,κ = λn,κ +∇κun.
Let p̄κ = p(x̄κ), where x̄κ is the varicenter of κ. Then using a quadrature
rule for the first term, we can approximate ηn,κ by the equation,
(|ηn,κ|p̄κ−2 + 1)ηn,κ = λn,κ +∇κun,
thus |ηn,κ| solves






Summarizing, each iteration of the algorithm can be reduce to the follow-
ing:
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where Un solves,




where b ∈ R≥0 solves
(4.4) bp̄κ−1 + b = |λn,κ +∇κun|,
and
λn+1 = λn + (∇un − ηn).
Observe that each step of the algorithm consists in solving the linear equa-
tion (4.3) and then the one dimensional nonlinear equation (4.4).
We now apply the algorithm to a family of examples. For each h, we
use a stooping time criterion and we approximate uh by uhn, and finally we
compute ‖uhn − u‖W 1,p(·)(Ω).
In the following examples, we have considered a rectangular domain Ω =
[−1 1]×[−1 1] and a uniform mesh, with linear finite elements in all triangles.
We denote by N the number of degrees of freedom in the finite element
approximation.







(x1 + x2) + 1 + b
)−1
if b 6= 0,
2 if b = 0.
















(x1 + x2) if b = 0.
The experimental results for different values of b and N are shown in the




20 40 60 80 100 120 140
0.1 0.0200 0.0100 0.0067 0.0050 0.0040 0.0033 0.0029
0.5 0.1707 0.0848 0.0567 0.0427 0.0342 0.0286 0.0245
1 0.6704 0.3341 0.2244 0.1692 0.1357 0.1135 0.0973
2 5.5457 2.7592 1.8683 1.3750 1.1055 0.9250 0.7940
2.5 5.5457 2.7592 1.8683 1.3750 1.1055 2.3770 2.0434
3 14.2471 7.2017 4.8641 3.6136 2.8534 6.6850 5.8923
Table 1. ‖e‖1,p(·) respect to N1/2 and b
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Figure 1 exhibits a plot, for different values of b, of log(‖e‖1,p(·)) respect
to N1/2.













b=0.1 b=0.5 b=1 b=2 b=2.5 b=3
Figure 1. ‖e‖1,p(·) respect to N1/2 in loglog scale
Fitting these values by the model ‖e‖1,p(·) ∼ CN
−α/2 using least square
approximation gives us the results of Table 2.
b p1 α C
0.1 1.83 0.9984 0.1992
0.5 1.5 0.9961 1.6842
1 1.33 0.9900 6.52289
2 1.2 0.9998 55.3856
2.5 1.16 1.0007 143.9890
3 1.14 0.9495 329.2832
Table 2. Numerical order
Observe that the numerical rate of convergence is still of order one.
We also observe that p1 is close to one when b >> 1, for example p1 = 1.14
if b = 3. Table 2 shows that the constant C increases when p1 is near to
one. In fact, the bound of the ‖u‖H2(Ω) and the constants C in Lemma 3.3
depend on 1/(p1−1). See [10] and Lemma 2.1.
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Finally, we give an example where the regularity assumption of Theorem
1.2 are not satisfied. This example is a generalization of an example used
for the case p(x) ≡ p. See [1, (5.9)].
Example 2. Let p ∈ C1 be a radially symmetric function, ρ ∈ (0, 1),
C = 1/(1+ρ) and
f(x) = f(|x|) = |x|−1+ρ(p(|x|)−1)(1 + ρ(p(|x|)− 1) + ρ|x| log(|x|)p′(|x|))
then u(x) = C(1− |x|1+ρ) is a solution of
−∆p(x)u = f.
Observe that u ∈W 2,s(Ω) if only if s < 21−ρ . Thus, in the limit case (ρ→ 0),
we only have H2 regularity.
For our example, we take p(x) = 2 + (p1 − 2)|x| with 1 < p1 ≤ 2. Note
that p1 ≤ p(x) ≤ 2.
The experimental results for p1 = 1.5 and different values of ρ and N
are shown in the following tables, where ‖e‖1,2 = ‖u − uhn‖1,2 is given with

















Fitting these values by the model ‖e‖1,2 ∼ CN−α/2 using least square




Table 3. Numerical order
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On other hand, in all these cases, we can apply Theorem 1.1 since all
the solutions belong to H2(Ω). Then we can conclude order 0.75 when
p1 = 1.5 in the W
1,p(·)(Ω) norm. However, in our numerical examples, we
can observe a better order in a better norm since, in all the cases, the order
of the H1−error is near to one. Hence, the conclusions of Theorem 1.1 are
pessimistic for these cases. For this reason, we believe that the error bound
obtained in Theorem 1.1 can be improved. That means that we expect that
the regularity assumptions in Theorem 1.2 can be weakened.
5. Some Comments
During the refereeing process of this article, Breit et al published the
work [4] where they show, for the general dimension case that if p ∈ Cα(Ω)
(without the restriction p(x) ≤ 2), g = 0 and
(5.1) F (·,∇u) ∈ H1(Ω)
then
‖F (·,∇u)− F (·,∇u)‖L2(Ω) ≤ Chα
where C depends on ‖F (·,∇u)‖H1(Ω). Here F (x, ξ) = |ξ|
p(x)−2
2 ξ.
In the case α < 1 one cannot expect that F (·,∇u) ∈ H1(Ω) even locally,
see [4, Remark 4.5]. In fact, as far as we know the best regularity proved for
the solution isH2(Ω) for the two dimensional case. Therefore, Theorem (1.1)
is the best order that we could prove without assuming extra assumptions
over the solution. In fact, this is the reason why we assume along the paper
that we are in the two dimensional case.
Theorem 4.4 in [4] and Theorem 1.2 have extra assumptions over u. For
the case α = 1 both theorems prove order one, in the first case for the
quasi-norm ‖F (·,∇u)− F (·,∇u)‖L2(Ω) and in the other for the error in the
W 1,p(·)(Ω) norm.




2 ξ − |η|
p(x)−2
2 η|2 ∼ |ξ − η|2(|ξ|+ |η|)p(x)−2.
Then, as in the case p(x) =constant (see [2, Remark 2.2]), we have that
(5.2) ‖F (·,∇u)− F (·,∇u)‖2L2(Ω) ∼ |u− u
h|(p(·),2).
Therefore, since in the proof of Theorem 1.2 we arrive at
|u− uh|21,p(·),Ωh ≤ C|u− u
h|(p(·),2) ≤ Ch2,
we also obtain, assuming (1.5) and (1.6), order one for the quasinorm defined
in [4].












+ log(|∇u|)uxjpxi + uxixj
)2
dx.
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Therefore,
‖∇F (·,∇u)‖2L2(Ω) ≤ C
∫
Ω
(|∇u|p(x)−2|D2u|2 + (log(|∇u|))2|∇u|p(x)|∇p|2) dx.





then F (·,∇u) ∈ H1(Ω).
In particular, in Example 2, we have that∫
Ω








|x|ρp(·)−1(1 + C(1 + Clog(|x|)|x|)2 dx





Then, in this example our assumption (1.5) and their assumption (5.1) are
equivalent. Observe that this example is not consider in [4] since here g 6= 0.
Finally we want to emphasize that we only use that we are in the two
dimensional case to ensure the H2 regularity of the solution in Theorem 1.1.
Therefore, as in Theorem 1.2 we are assuming the regularity of the solution,
the result it is also valid for any dimension.
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