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ABSTRACT
An Analysis of the Size and Impact of Digital Footprints
Whitney Nielsen Maxwell
School of Technology, BYU
Master of Science
Personal information available online is known as a digital footprint. While many have a
digital footprint, few if any, know what it encapsulates or how to control it. Technology and
personal information are becoming more intertwined as technology becomes more integrated
with everyday activities. Personal information can be defined as details that apply to a person
such as race or shopping habits. Shopping habits are considered personal information by many
corporations who spend money to track, or even predict purchases of individuals, whereas more
traditional forms of personal information are details like gender, birthdate, and home town. With
a wide breadth of personal information available, not all of it is equally valuable or personally
unique. This project is dedicated to determining the content and size of a digital footprint, and
assessing its impact for an individual by defining the discoverability of that content.
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INTRODUCTION

Nature of Problem
As users have adopted technology over the ages, technology has evolved to become more
personable and “smart.” With that personalization, users have begun to trust technology with
more and more of their own personal information without realizing that they are creating a
bigger and deeper digital footprint. Increasingly, people still want to use technology, but they
don’t want to have their personal information exposed as they use it.
If knowledge is power, then information is the new currency. Privacy and anonymity are
no longer concerns that are limited to criminals or the rich and famous; they affect everyone.
Events like Edward Snowden’s information leak about NSA surveillance on US residents spark
questions regarding what information (if any) is kept private (Maxwell, 2016). Currently, there
is a gap between users’ trust in invasive technology and their understanding of the amount of
personal data those technologies reveal publicly (Lee, 2015). There is resistance against having
a “Big Brother,” yet few realize that more than one already exists (Schneier, 2015). While
awareness of privacy has increased in recent years, little is understood about how to monitor,
control, and redact information that is already online.
Technology and personal information seem to go hand in hand. It is just as common
for a person to register their email address on a pizza website as on a banking website. Since so
many facets of technology access various pieces of personally identifiable information, it is
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almost impossible to keep track of exactly where and how much personal information is publicly
accessible. Furthermore, once a piece of information becomes public, it can be difficult to
redact. With an ever-increasing adoption of technology, it is important to become aware of what
personal information is revealed.

Purpose of Research
This research aims not only to educate and inform users on the breadth and depth of their
digital footprint, but to reform how they interact with online services to better protect their
personal information. Personal information should be just that, personal. This research will
address two different problems: first, assessing the amount of personal information currently
exposed, and second, assessing the impact of the exposure.
Understanding what information is currently exposed is the primary inspiration for this
research. Even individuals who have taken a vested interest to protect their personal information,
find it’s not easy to keep track of it all. In addition to discoverability of personal information, the
relationships of various digital information can also be meaningful. Instead of searching for all
the places that disclose information, why not try to discover what a single piece of information
discloses? In effect, this research not only reveals insight into the amount of personal
information exposed, but sheds light onto which pieces of information reveal the most.
To assess the impact of personal information, there needs to be a ranking of sensitivity
for different areas of personal information. This research project assigns a value to information
based on its level of uniqueness to an individual. Finally, this project assesses the vulnerability of
personal information, via research on its discoverability therefore increasing awareness.
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Project Approach
The goal of this project is to research digital footprints of a sampling of the population
that uses online services and then analyze that data for trends and patterns on how different
layers connect to make up a digital footprint.
Naturally for some users, uncovering information would be easier if they have public
profiles on multiple social networking sites. Other users, will find it more challenging to uncover
the same information. As a result, different profiles of the common digital footprint may emerge
for various demographics such as millennial, youth, and middle aged.

Research Questions
The following research questions will be addressed:
•

(R1) How much information can be uncovered about a person given one or two
details?

•

(R2) How can a digital footprint be captured and measured in size and impact
using various metrics?

The proposed research will also uncover personal information of people in various
demographics. This will help analyze and develop a metric of measuring digital footprints.
•

Hypothesis (H1): Details that are generally unique to an individual yet common
(e.g. phone number and email address) reveal personal information. Because these
details are used in association with areas like work, school, home, and hobbies,
it’s expected they would lead to information that will reveal a great deal about
each of those areas.
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Definitions
•

Digital Footprint - Information about a particular person that exists on the Internet as a
result of their online activity.

•

Personal Information - Recorded information about an identifiable individual.

•

Vulnerability - A weakness or area that is exposed or at risk.

•

Assessment - Evaluation or estimation of the nature, quality, or ability of someone or
something.

•

Data Mining - Practice of examining large databases in order to generate new
information.

4
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LITERATURE REVIEW

Numerous studies and academic articles exist on information privacy, digital footprints,
information leakage via social networking, and price of information. This chapter will analyze
current studies that are relevant to this research.

Categories and Classification of Personal Information
The term “personal information” can be vague since it can vary from culture to culture or
even person to person (Otsuki, 2013). In order to be a bit more transparent for research, it is best
to structure and classify the various aspects of what defines “personal information.” Literature
suggests that personal information can be divided into three categories or layers: peripheral,
intermediate, and core (Shibchurn, 2014). The peripheral layer (also called the identifier layer) is
composed of biographic data such as name, age, and gender. The intermediate layer (also called
the demographic layer) is composed of affiliations such as religion, political views, and
hometown. The core layer (also known as the favorites and tastes layer) is composed of emotions
and values such as favorite music/books, sports, and activities.
Clearly, some information is inherently more sensitive than others. According to a study
at Beijing University, “Appropriately classifying information is the basis for preparing formation
control strategy and for sharing information” (Shi, 2007). This classifies personal information
based on its value and sensitivity. Value is determined through elements such as reliability,
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increment, timeliness, availability, cost of creation, cost of service, cost of usage and cost of
opportunity. Sensitivity is determined through elements such as tolerance of exposure and
spread, cost of regeneration, and time of regeneration.
The problem is that the classification and separation of information is based on theories
not research. There is no attempt to actually discover information and verify sensitivity and
value. This research will use these methods of classifying and categorizing personal information
on collected data to compare sensitivity and discoverability.

Price of Personal Information
As mentioned previously, users are becoming more aware that their information is sold
for marketing and profit to third parties and has led a number of parties to voice privacy
concerns. “The U.S. Federal Trade Commission has noted that data collection can be invisible,
privacy notices may be difficult to understand, consumer profiles are sometimes very detailed,
and that there is a ‘risk that data collected for behavioral advertising – including sensitive data
regarding health, finances, or children – could fall into the wrong hands or be used for
unanticipated purposes’” (Ur, 2012). In an effort to gauge user’s interest on shouldering cost to
improve information privacy, there has been some research to measure just how much users
would be willing to pay. According to a study in New Zealand, “New Zealanders were willing to
pay NZD 55.40 (USD 28.25) for property rights to protect privacy. [It’s] estimated that
individuals in the US sample valued privacy at USD 30.49 to 44.62 while those in the Singapore
sample valued it at USD 10.45 to 26.93” (Rose, 2005). Similarly, other studies have found that
users value their browsing history for about 8$ (Kokolakis, 2017).
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A study of students from the University of Solerno found, “when asked to choose
between search quality and search privacy, 61% expressed their preference for privacy”
(Malandrino, 2013). Yet, preference does not always mean action. In fact, observations of
behavior in the marketplace suggest that people who express concern over their personal
information can be less selective in its protection and is known as the “privacy paradox”
(Norberg, 2007 & Dienlin, 2015). The discrepancy between preference and action can partially
be tied to gender and age. Women tend to be more concerned about privacy, yet men are more
likely to adopt protective behaviors (Bartel, 1999) and younger users are more likely to protect
their privacy than older ones (Kokolakis, 2017).
A recent study argued that online privacy behaviors are not paradoxical, but are based on
distinct privacy attitudes (Dienlin, 2015). These attitudes could mean that users are motivated to
protect their information, but they lack understanding of how and what to protect. Users who
employ privacy-enhancing behaviors also have more technical skills related to privacy. In short,
if people want to establish self-protecting behaviors they need a sufficient amount of technical
skills related to privacy (Dienlin, 2016). Studies have shown, “that users are willing to adopt
simple and easily applicable strategies, but not complicated tools which require advanced
technical skills or consume a lot of time” (Matzner, 2017). This project will produce results that
aim to educate non technical users on their current state of information vulnerability and to
understand which areas are at risk. Data privacy shouldn’t be limited to those who can
understand protection technologies.
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Personal Information Leakage Online
Users in this digital age are all living two lives: offline and online. Paper trails and digital
trails coexist making it difficult to segregate where information originates and resides.
Correlating digital information with an offline identity presents a risk of identity thefts, profile
cloning, compromised accounts, spam and phishing, online profiling, and online stalking to name
a few (Malhotra, 2012). The exponential growth of “smart” technologies has led to a sociotechnical environment in which tracking, data mining, and profiling have emerged (Matzner,
2017). The source of this digital information does originate from the user, however, it’s often
without their knowledge. When a user visits a website, 56% of the sites directly leak private
information (Krishnamurthy, 2011). Leaked data can include medical, financial, name, email
address, family, and other sensitive information (Malandrino, 2013).
Leaked information may or may not be damaging on its own, but it’s possible for a
malicious attacker to use that data across several sites and correlate it to a single user. According
to a study on correlating pseudonyms for social networking sites, “an attacker will find over 60%
of the user’s social networking profiles in the best-case (and more than 35% of the profiles in the
worst-case)” (Irani, 2009).
These studies concentrate on tool development (such as RequestPolicy, Ghostery,
NoScript, and AdBlock Plus) to reduce the amount of leakage. Limiting information exposure is
key in controlling personal information. Awareness of data collection is crucial in order for users
to implement information protection practices because, “it’s possible that users either are not
aware of privacy management strategies or find them too burdensome to employ” (Wisniewski,
2014). This research builds on the idea of exposing where and how information is leaked to
educate users on how to control it.
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3

METHODOLOGY

This chapter outlines the plans for the study and describes how answers for each
purposed research question will be found.

Project Design
The purpose of this research is to provide a template of a digital footprint that could be
applied to users outside of the research study. It is also designed to research how to find personal
information from a sampling of users from various demographics, and then analyze the results to
look for patterns or generalizations that could be applied to a broader population. The analysis
will provide users an insight into the current status of their personal information vulnerabilities
and where they can better protect it.

Institutional Review Board
The use of human subjects requires the approval of the Institutional Review Board (IRB).
According to the IRB, “human subjects are defined as "living individual(s) about whom an
investigator conducting research obtains (1) data through intervention or interaction with the
individual; or (2) identifiable private information." (Activities, 2017) Since this research project
intended to research 5-10 individuals, it required IRB approval.
As part of the application process, each participating faculty member and researcher
submitted a brief biography of themselves and completed the Collaborative Institutional Training
9

Initiative (CITI) certification course, scoring at least 80% in all sections fulfilling the ethics
training requirement.
The application itself went through multiple review sessions with the IRB before gaining
approval. The approval permitted the study to determine the quantity and quality of information
that can be uncovered through a combination of three common identifiers: email address, phone
number, and name. The name identifier primarily benefits the researcher, so that there is some
assurance that information is being gathered about the right person.
The research employs various Internet searches and research techniques to use those
identifiers to uncover additional information online. Personal information available online is
what is known as a "digital footprint." Though a digital footprint technically encompasses all
personal information available online, this research will only search for predetermined categories
that vary in sensitivity. The categories are: additional phone numbers (cell/home/work), home
address, photo, hometown, current city, religion, employers, graduate school/college, high
school, favorite music, favorite books, favorite movies, favorite TV shows, favorite
sports/teams/athletes, and hobbies.
The analysis encompasses the ease or difficulty in uncovering these categories as well as
the value of each category. Given the sensitivity of this research, all data is encrypted and
secured while it is retained for three years as required by the IRB. The approval period spans
from March 28, 2017 to January 11, 2018. IRB application and research participation consent
form are listed in Appendix B.
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(R1) Data Collection

3.3.1

Layers
As mentioned in chapter 2.1, personal information can be divided into three main layers:

peripheral, intermediate, and core (Shibchurn, 2014). These layers also represent a gradient of
how ‘personal’ the information is. The core layer represents information that could apply to a
great number of individuals across cultures, demographics, and time. Still, the intermediate layer
is applicable to a large number of individuals, but it represents a smaller group than the core
layer. The peripheral layer contains information that generally identifies a specific individual.
Research categories are divided into these three layers according to their characterizations and
each layer is weighted according to its level of information sensitivity. Table 3-1 shows how
categories are divided among the three layers.

3.3.2

Weights
Information privacy can have different meanings among individuals. To one person,

public knowledge of their birthday and favorite movie is acceptable, but to someone else, it’s not
acceptable. While this research cannot accommodate each individual’s personal values, it still
can recognize the fact that not all information is equally personal.
This project will take into account the specificity of each layer in the analysis by
assigning a weight to each layer. The peripheral layer will be weighted higher than the
intermediate layer, and the intermediate layer will be weighted higher than the core layer. The
higher weight means that information tends to be more unique and bound to the individual. There
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are always exceptions to the rule, but this research will rely on previously defined
generalizations. More details of the weight structure are found in the section 3.4.

3.3.3

Data Organization

For this project, the digital footprint will contain a list of six items within each of the three
categories. Searching for items in each category allowed broad enough searches to retain
flexibility, but scoped the research to a definitive target. In a sense, the research could be
classified as a capture-the-flag of sorts for each individual. Additional categories of information
discovered along the way were noted with the rest of the participant data to be analyzed. Table
3-1 displays the list of categories divided by layer:

Table 3-1: List of Layers and Categories
Layer
Peripheral Layer

Intermediate Layer

Core Layer

Grand Total

Category
Birthday
Name
Email Address
Cell Phone/Other Phone #
Home Address
Photo
Hometown
Current City
Religion
Employers
Graduate school/college
High School
Favorite Music
Favorite Books
Favorite Movies
Favorite TV Shows
Favorite Sports/Teams/Athletes
Hobbies
18
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There are six categories of information within each of the three layers, making a final
total of eighteen categories. The categories were chosen because they can be (and often are)
disclosed via social networking sites such as Facebook, Twitter, Instagram, Pinterest, etc. The
categories can help determine trends across research subjects without degrading the unique
quality of the information. The goal of the research is to try and discover as many of those
eighteen categories as possible online for each research participant.
Participants for this research were selected through personal referrals. To take part in the
research, all research participants provided their name, email address, and phone number. The
reasoning behind the choice of these identifiers include:
•

Each research participant would most likely have all three identifiers.

•

These identifiers would cause a low amount of discomfort for research
participants to disclose.

•

These identifiers are most often used in online resources as search parameters.

•

Identifiers were unique enough to the individual that they actually increased
confidence in search result accuracy.

Figure 3-1 shows the demographic of research participants. There were 3 males and 4 females.
Three were aged 18-24, one was 25-35, two were 35-45, and one was 65+. No participants were
between the ages of 45-65. Since all of the participants were provided as a referral, there was no
way to know ahead of time what the final demographic layout would be.
Most of the participants were referred by a single individual. That individual knew both
the researcher and the referred research participants. Most of the participants were referred by a
single individual. That individual knew both the researcher and the referred research participants.
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Participant Demographic
Male

Female

65+

45-65

35-45

25-35

18-24

3
-3

-22

-11

0

1

2

3

Figure 3-1: Demographic of Research Participants

During the research, this individual was able to assist the researcher by answering
questions about the research participants and verify the accuracy of search results along the way.
The final results were verified with each research participant at the conclusion of the project
during a brief phone call to ensure accuracy of the results.
It was necessary to create a similar research experience for each research participant, so
that if needed, future research studies could replicate the results. To accomplish that, the same
resources were used for each person. Table 3-2 represents the final list of sites that were used on
all participants:
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Table 3-2: List of Resources Used for Research

Online Resource Name
http://Instantcheckmate.com
Maltego [https://www.paterva.com/]
https://intelius.com
https://haveibeenpwned.com/
http://www.zabasearch.com/
http://premium.whitepages.com
http://www.usernamecheck.com/
https://namechk.com/
https://spokeo.com
https://pipl.com
https://Knowem.com
http://123peoplesearch.com
http://truthfinder.com
http://Publicrecords.directory
http://Dobsearch.com
https://www.truepeoplesearch.com
https://nuwber.com/

This list of resources was curated from different sources. Several were taken from the book,
“How to Disappear.” The issue with any publication, whether books or articles, are the websites
that become broken or obsolete. They change at a rapid pace and it makes it difficult to maintain
a resource list that’s accurate. For example, at the beginning of the research, there was a site
called http://birthdatabase.com. It was an incredibly resourceful site; however, the site was taken
down before the research finished. Meanwhile, other sites were discovered during the research
period that didn’t exist when it began. Whenever a new site was discovered, it was added to the
list and used on all participants.
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Among websites listed in the resources, is the tool Maltego. Maltego is an open source
intelligence and forensics application, which offers data mining and information gathering.
Maltego has various third-party modules that use APIs to perform searches on a particular piece
of information, such as an email address. When provided an email address, Maltego searches for
a user mapped to that email address from various social networking sites such as Facebook,
Pinterest, Twitter, and Flickr. It also verifies the validity of the email address and attempt to map
it to a phone number. The scope of this research did not allow for the researcher to attempt to
‘friend’ the participant or take any action to attempt to get further access on a social networking
site by contacting the research participant in any way. The only method in scope was OpenSource Intelligence Gathering (OSINT).
As categories were found in each resource, they were tracked in the following format in
OneNote as seen in Figure 3-2:

Figure 3-2: Data Collection Format
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When a category was found (e.g. birthday), the URL of where it was found was included
for further tracking and data analysis as seen in Figure 3-3:

Figure 3-3: Example of Including Source in Data Collection

Data is tracked this way so personal information of research participants are not duplicated to an
additional source (which would cause further vulnerability to the research participant), and
thereby satisfy requirements set by the IRB. Noting the source of the information disclosure is
valuable for the analysis and to the research participant.

3.3.4

Research Steps

Initially the research was going to be done by starting with the outer circles of the Venn diagram
and working inward as shown in Figure 3-4. The order would have been:
•

Name

•

Email Address

•

Phone Number

•

Name and Email Address

•

Name and Phone Number

•

Email Address and Phone Number

•

Name and Phone Number and Email Address
17

Figure 3-4: Venn Diagram of Identifiers

However, keeping these strict combinations wasn’t possible since most sites don’t allow for
multi-parameter searches and if they do, it’s by name and location, not email address or phone
number. Instead, the research was done in the following phases as seen in Figure 3-5:

Phase 1:
Email Address
Phase 2:
Phone
Number

Phase 3:
Name &
Current City

Phase 4:
Supplemental

Figure 3-5: Research Phases

The first phase is email. The email address was used across all sites from the resource list
that accepted an email address as a search parameter. All discovered categories were ticked off
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the list for that research participant in OneNote as shown in Figure 3-3, and the URL was noted
below. The same process was followed for phase two using the phone number. Once the first two
identifiers had been searched independently, their results were combined for the remaining
phases. If found from the previous phases, phase three uses the current city with the name as
search parameters. Once all initial identifiers were used across the list of online resources, the
research moved on to phase four, supplemental.
The supplemental phase consisted of taking additional research steps to uncover
categories that might not have applied to each research participant. This phase is dependent on
information previously gathered in phases one and two, and demonstrated information gathering
for a research participant often takes a mix of resources and methods. For instance, using
discovered photos can retrieve photo metadata such as the date the photo was taken, the camera
that took the photo, or even the GPS coordinates. Gmail can resolve an @gmail.com address to a
name and photo. Information found about relatives or associates can also uncover missing
information. Oftentimes, searching for a relative or associate reveals information about the
research participant. The supplemental phase of research was often very successful, however,
due to the multifaceted searches, retracing categories back to identifiers was messy.

(R2) Data Analysis: The Personal Information Vulnerability Assessment Score
The inspiration for the Personal Information Vulnerability Assessment (PIVA) score is
the Fair Isaac Corporation score, also known as a FICO score. Its function is to calculate credit
scores for individuals. The calculation for the FICO score is comprised of five different weighted
areas of a person’s credit, and then added to provide a total score. The top FICO score is 850,
with the higher the score, the better. Similarly, the analysis on the collected data will be analyzed
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for each research participant to create what is known as the Personal Information Vulnerability
Assessment (PIVA) score. This score is comprised of a statistical measurement on all layers and
categories, and then calculated to determine a score with a high of 900. The formula is listed
below in equation 3-1:

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = [𝑃𝑃(𝑁𝑁𝑁𝑁) ∗ 𝑊𝑊𝑁𝑁𝑁𝑁 + 𝑃𝑃(𝑃𝑃𝑃𝑃) ∗ 𝑊𝑊𝑃𝑃𝑃𝑃 + 𝑃𝑃(𝐼𝐼𝐼𝐼) ∗ 𝑊𝑊𝐼𝐼𝐼𝐼 + 𝑃𝑃(𝐶𝐶𝐶𝐶) ∗ 𝑊𝑊𝐶𝐶𝐶𝐶 + 𝑃𝑃(𝑆𝑆) ∗ 𝑊𝑊𝑆𝑆 ] × 900

(3-1)

P(X) represents the probability of X being discovered given a subject’s email and phone
number and W’s represent weighting factors. These abbreviations define the categories of
information:
•

NC: name and current city

•

PL: peripheral layer

•

IL: intermediate layer

•

CL: core layer

•

S: supplemental.

Since each of the category probabilities are conditional probabilities on both email and phone
number, they could all be written as, 𝑃𝑃(𝑁𝑁𝑁𝑁) | 𝑃𝑃(𝑝𝑝ℎ𝑜𝑜𝑜𝑜𝑜𝑜 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑎𝑎𝑎𝑎𝑎𝑎 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎). In short,
the probability of discovering someone’s name and current city, depends on the probability of

discovering their phone number and email address. However, since the phone number and email
address were provided at the beginning for this study, the probabilities are measured as 1, and
can be dropped from the final equation and be implied.
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Each probability carries a separate weight in the PIVA equation, similar to how each area
of credit carries a separate weight with a FICO score. For the PIVA score, the higher the weight,
means the associated probability represents a higher vulnerability of personal information. The
combination of name and current city has the potential to reveal more information about a
research participant than any other category, which is why it carries 35% of the weight. The next
highest is the peripheral layer which is weighted at 30%. The third category is the intermediate
layer weighted at 15%, followed the core layer at 10% and supplemental at 10%. The weighting
factors for PIVA and FICO calculations are shown in Figure 3-6:

Figure 3-6: FICO and PIVA Weight Distribution

An important difference between the FICO score and the PIVA score is that a high score
has different meanings. The FICO score is assessing a person’s credit and a high score indicates
excellent credit and is the ideal. The PIVA score is assessing the vulnerability of personal
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information. The higher the PIVA score, the more the personal information is vulnerable. For
PIVA, a lower score is ideal.
Here is a proof of concept PIVA score calculation. Determining the probabilities for each
category comes from the final tally sheet for each research participant. An example tally sheet is
shown below in Figure 3-7:

Figure 3-7: Example Set of Results

Using this example data set, the probability of name and current city 𝑃𝑃(𝑁𝑁𝑁𝑁) = 1, since the name
category is ticked in the peripheral layer and current city is ticked in the intermediate layer. The
probability of the peripheral layer is equal to the number of discovered categories in the
peripheral layer divided by the total number of categories as shown in equation 3-2:
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𝑃𝑃(𝑃𝑃𝑃𝑃) =

# 𝑜𝑜𝑜𝑜 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 # 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑃𝑃(𝑃𝑃𝑃𝑃) =

4
6

(3-2)

𝑃𝑃(𝑃𝑃𝑃𝑃) = 0.667
The same process is followed for the intermediate and core layers as seen in equation 3-3 and
equation 3-4:

𝑃𝑃(𝐼𝐼𝐼𝐼) =

# 𝑜𝑜𝑜𝑜 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 # 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑃𝑃(𝐼𝐼𝐼𝐼) =

5
6

(3-3)

𝑃𝑃(𝐼𝐼𝐼𝐼) = 0.833
𝑃𝑃(𝐶𝐶𝐶𝐶) =

# 𝑜𝑜𝑜𝑜 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 # 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐
𝑃𝑃(𝐶𝐶𝐶𝐶) =

3
6

(3-4)

𝑃𝑃(𝐶𝐶𝐶𝐶) = 0.50
The 𝑃𝑃𝑃𝑃(𝑆𝑆) is the probability that supplemental categories are discovered outside of the defined

eighteen. If there are additional categories, then the 𝑃𝑃𝑃𝑃(𝑆𝑆) = 1. For this example, no
supplemental categories are included so 𝑃𝑃𝑃𝑃(𝑆𝑆) = 0.

Now that the probabilities are calculated, they can be used in the PIVA equation to get

the score:
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𝑃𝑃(𝑁𝑁𝑁𝑁) = 1,

𝑃𝑃(𝑃𝑃𝑃𝑃) = 0.667,

𝑃𝑃(𝐼𝐼𝐼𝐼) = 0.833,

𝑃𝑃(𝐶𝐶𝐶𝐶) = 0.50,

𝑃𝑃(𝑆𝑆) = 0

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = [𝑃𝑃(𝑁𝑁𝑁𝑁) ∗ 𝑊𝑊𝑁𝑁𝑁𝑁 + 𝑃𝑃(𝑃𝑃𝑃𝑃) ∗ 𝑊𝑊𝑃𝑃𝑃𝑃 + 𝑃𝑃(𝐼𝐼𝐼𝐼) ∗ 𝑊𝑊𝐼𝐼𝐼𝐼 + 𝑃𝑃(𝐶𝐶𝐶𝐶) ∗ 𝑊𝑊𝐶𝐶𝐶𝐶 + 𝑃𝑃(𝑆𝑆) ∗ 𝑊𝑊𝑆𝑆 ] × 900
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = [(1)(0.35) + (0.667)(0.30) + (0.833)(0.15) + (0.50)(0.10) + (0)(0.10)] × 900
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = [0.35 + 0.20 + 0.125 + 0.05 + 0] × 900

(3-5)

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 0.725 × 900
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 653

The PIVA Score is 653. When all of the PIVA Scores are calculated for each research
participant, then they can be arranged in a normal distribution by calculating the average and
standard deviation. The standard deviation calculation will use the following formula in equation
3-4:

�

∑(𝑥𝑥 − ���
𝑥𝑥)2
(𝑛𝑛 − 1)

(3-6)

Normal distribution will determine where each score falls in relation to all scores, and make it
possible to determine which scores are average, high and low.
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4

DIGITAL FOOTPRINT COLLECTION AND ANALYSIS

The digital footprint collection consisted of gathering information from seven different
participants. This chapter goes into detail on the research of these participants.
One of the challenges with researching digital footprints is that no two footprints are
exactly the same. Scoping this project was a balance between acquiring enough data from each
research subject for a good analysis, while not exhausting available resources. The
predetermined list of categories was meant to be flexible in case the research became too
cumbersome. Thankfully, it turned out to be an ideal balance.

Research Results
Research participants are assigned IDs of RP_A through RP_H with ‘RP’ standing for
research participant. The final results for all research participants are located in Appendix A. The
blurred lines indicate redacted information to protect the participant. Below is a sample result for
RP_G in Figure 4-1 and Figure 4-2:
The data for this research participant was acquired through a wide variety of sources as
seen by the difference in URLs. What’s interesting is this research participant’s phone number
showed as “unlisted” for most of the search results. Normally, the phone number was one of the
most revealing identifiers for other research participants, but in this case, the results came
primarily from the supplemental phase of the research. The following sections go into detail on
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the analysis for the identifiers, categories, and participant results. Measuring effectiveness for
each of the four research phases is suggested in chapter 5 as part of future work.

Figure 4-1: RP_G Results
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Figure 4-2: RP_G Results Continued

Analysis of Identifiers
The research pivoted on two main identifiers, email address and phone number. The project
hypothesized that these two identifiers would be successful in uncovering further information,
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however, the efficacy of each identifier was unknown in advance. The success rates given an
email and phone number are listed in Table 4-1:

Table 4-1: Success Rates for Layers Given Email and Phone Number

Layer

Success Rate

Peripheral

77.08%

Intermediate

64.58%

Core

54.17%

Overall

65.28%

The results indicate that of the 18 categories, with a phone number and email address an
average of 11.75 could be discovered. That gives an overall success rate of 65.28%. Note that the
peripheral layer, which contains the information that is most unique to an individual, had the
highest success rate of 77.08%. Therefore, if provided with an email address and phone number,
a researcher will be 1.2 to 1.4 times more successful in finding uniquely identifying information
than demographic or preferential information. This disproves the assumption that highly personal
information is more difficult to find.
These success calculations are based on having both an email address and phone number
since that is how the data was collected and organized for all of the research participants. In
order to calculate a separate success rate for an email address and phone number, the research
was revisited for RP_A and RP_H. All of the data for RP_A was revisited to determine what
information was discovered with only a phone number, and RP_H’s data was revisited to
determine what information was discovered with only an email address. The results are below in
Figure 4-3 and Figure 4-4:
28

Figure 4-3: Research Participant RP_A Results Using Only Phone Number
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Figure 4-4: Research Participant RP_H Results Using Only Email Address

RP_A and RP_H were selected because each of them had the highest amount of information
uncovered compared to the rest of the research participants and this proof of concept will
encapsulate a worst-case scenario for both the phone number and email address respectively.
Figure 4-5 is proof of concept for what is possible to gain with each identifier separately.
In this instance, an email address is capable of disclosing information from each of the
three layers: peripheral, intermediate and core. It’s most effective with the intermediate layer, but
overall captures nearly half of the 18 categories.
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Figure 4-5: Categories Discovered from Phone and Email Separately

The phone number revealed 12 of the 18 categories, including all categories in the peripheral
layer. This demonstrates that each identifier can reveal multiple levels of information. The phone
number in this instance has a greater impact by 4 categories.
Figure 4-6 shows how categories are mapped to an email address or phone number, or in
some cases, both. Some map to only one, like favorite books, while others map to both, like
current city. There is a total of seven categories that map to both an email address and phone
number.
Figure 4-7 displays the same information, but each node is weighted based on how many
connections that node has. The bigger nodes have multiple connections showing that they are
capable of revealing a variety of information. This analysis of the phone number and email
address primarily highlight the fact that they are both influential identifiers in uncovering
personal information from all layers and are sufficient to uncover the needed data for each
research participant in this study.
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Figure 4-6: Mapping of Categories to Email Address and Phone Number
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Figure 4-7: Weighted Mapping of Categories to Phone and Email

Analysis of Categories
Calculating the probability for discovering a specified category is shown in equation 4-1:

𝑃𝑃(𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶) | 𝑃𝑃(𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝑎𝑎𝑎𝑎𝑎𝑎 𝑃𝑃ℎ𝑜𝑜𝑜𝑜𝑜𝑜 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛) =

∑𝑅𝑅𝑅𝑅_𝐻𝐻
𝑖𝑖=𝑅𝑅𝑅𝑅_𝐴𝐴 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

(4-1)

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑓𝑓 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟ℎ 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝

Again, like the PIVA Score calculation, this is a conditional probability dependent on the
probability of obtaining an email address and phone number. Since the probability for obtaining
an email address and phone number in this scenario is 1, it will be dropped from the equation and
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implied. As an example, the category birthdate, was discovered 5 times among 8 research
participants. Plugging those numbers into equation 4-1 would be:

𝑃𝑃(𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵ℎ𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑) =

5
8

(4-2)

𝑃𝑃(𝐵𝐵𝑒𝑒𝑛𝑛𝑐𝑐ℎ𝑎𝑎𝑎𝑎𝑐𝑐𝑜𝑜) = 0.625
In short, the probability of discovering a birthdate is 62.5%. The probabilities for each of the
categories are shown in Figure 4-8. All categories in the peripheral layer had probabilities greater
than 60%, whereas the intermediate and core layers had a wider range from 37% to 100%. This
indicates that an email address and phone number are more successful in uncovering information
in the peripheral layer than any other layer and likely represents the amount of information
publicly posted online.
Current city and hobbies both have probabilities of 1, meaning those categories were
discovered for every single research participant. Recall that the heaviest weighted category of the
PIVA score is 35% for name and current city. Since the probability for discovering the current
city is 100% and the name is 87.5%, all participants will have it as part of their PIVA score.
One measurement that could not be captured very well is the quantity of data for each
category. Categories in the peripheral layer typically have one piece of data per category, whereas
categories in the intermediate and especially core can have multiple pieces of data per category.
Although the quantity couldn’t be measured, quality was not affected. For a category such as
hobbies, only one is necessary to be effective in something like a phishing campaign.
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Figure 4-8: Probability by Category

Another element that could affect the probability results is the difficulty of redacting
information. Most categories found in the core layer are often found on sites such as social
media, whereas information in the intermediate and peripheral layers are found within public
records. It’s possible core layer information could be harder to find because it’s easier to redact.

Analysis of the Research Participants: PIVA Score
The PIVA score calculation was developed for this project to assess the vulnerability of
personal information for each research participant in a way that captures information
discoverability at varying levels of information value.
Table 4-2 shows the PIVA score for each research participant:

Table 4-2: PIVA Scores for Research Participants

Participant ID

PIVA Score

RP_A
RP_B
RP_D
RP_E
RP_F
RP_G
RP_H

833
720
758
750
750
795
833

The majority of scores are in the 700-800 range. The normal distribution calculations of the
remaining PIVA scores are shown in Figure 4-9. The average is 777 with a standard deviation of
44. ± 1 standard deviation is 733-821 which has an 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) = 0.683. This will
become the standard to which the PIVA score is rated on the graph.
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Figure 4-9: Normal Distribution of PIVA Scores

If the calculated PIVA score falls within the range of 733-821 it will be considered average and
marked yellow. If the calculated PIVA score is higher than 821, then it will be marked red,
indicating that the information vulnerability is higher than normal. The ultimate goal is to have a
lower score, so any scores calculated at less than 733 will be marked green. Figure 4-10 shows
the PIVA score for RP_A.
This PIVA score is the record high at 833. It is marked red since it’s greater than the
average range of 733-821 and indicates large amounts of exposed information across all
sensitivity layers.
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Figure 4-10: PIVA Score for RP_A
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5

CONCLUSIONS AND FUTURE WORK

The purpose of this research was to educate and inform users on the breadth and depth of
their digital footprint by addressing two different questions and hypotheses:
•

(R1) How much information can be uncovered about a person given one or two
details?

•

(R2) How can a digital footprint be captured and measured in size and impact
using various metrics?

•

Hypothesis (H1): Details that are generally unique to an individual yet common
(e.g. phone number and email address) reveal personal information. Because these
details are used in association with areas like work, school, home, and hobbies,
it’s expected they would lead to information that will reveal a great deal about
each of those areas.

From the research, it was found that an email address and phone number were sufficient to
uncover the breadth of information exposure for an individual. Also, the PIVA calculation was
formulated to assess the impact of information exposure and report the greatest areas of risk
based on a weighted scale.
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Project Contributions
This project provides the following contributions:
•

Proved email addresses and phone numbers are effective in discovering personal
information regardless of demographic.

•

Proved information characterized as highly personal is 1.2 to 1.4 times more
likely to be discovered.

•

Provided a metric known as the PIVA score that captures the vulnerability and
extent of exposed personal information based on research.

•

Documented the process and results of ethical and secure Open-Source
Intelligence (OSINT) gathering on seven research participants.

Information disclosure affects all users online. Data collection is invisible, privacy
notices are difficult to understand, and sensitive data regarding health, finances, or children are
collected for behavioral advertising. The majority of users show concern for information privacy,
but few have adopted protective behaviors. The key is knowing where to start.
Research concluded that personal information is readily available online and easily
acquired, regardless of age or demographic. Protecting personal information should begin with
identifiers such as email addresses and phone numbers, since they were proven to reveal
information across all levels of sensitivity.
This project allows users to understand exactly what types of information are exposed,
and how they can be discovered. No other research has attempted to extensively research
individuals using a small number of identifiers and analyze the resulting information exposure.
Furthermore, this project has adopted and modified the FICO metric to create a new PIVA metric
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that encapsulates the vulnerability and extent of exposed information to educate users and
provide insight into areas of greatest risk.

Future Research
This research lends itself to a variety of future research projects:
•

Generate separate result lists for each phase of research (instead of a combined
final result) to analyze the effectiveness of each phase.

•

Study each resource individually to determine which tools are most effective.

•

Research the probability of acquiring identifiers such as email addresses and
phone numbers since the current study used a probability of 1.

•

Repeat the research using different identifiers.

•

Repeat the research using additional or alternate categories.

•

Repeat the research using additional participants with more diverse demographics.

•

Research the effectiveness of personal information redaction techniques by
performing a before and after analysis of a research participant that used the
techniques.

•

Include before and after surveys that determine if PIVA scores are an effective
tool to raise user awareness about personal information vulnerability.

•

Expand the list of resources, or develop a tool to acquire personal information.

•

Improve PIVA score formula.
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Information privacy is a growing concern and there are plenty of areas that are yet to be
explored, as seen from this list. A logical next step would be a study of the adjustment of a PIVA
score before and after remediation efforts. The design behind the PIVA score was to provide a
point in time metric of information exposure that individuals could aim to improve. If an
individual undergoes remediation efforts to better protect their information and their PIVA score
improves, then it would demonstrate that the metric works as designed.
Another current limitation of the PIVA score is that the categories of name and current
city are counted twice: once as part of their own category, and then a second time as part of the
peripheral and intermediate layer probabilities. The use of additional categories would make it
possible for the ratios of category to layer to remain the same without double counting the name
and current city categories in the PIVA equation.
Additionally, the PIVA score could consist of various equations that each represent
various scenarios. For instance, one scenario could be the vulnerability of social engineering
attacks (e.g. spear phishing). This type of vulnerability would put greater emphasis on the
intermediate and core layers since that type of information is generally used for social
engineering. Another view could be the vulnerability for identity theft. This type of vulnerability
would put greater emphasis on the peripheral layer or applicable supplemental data, since
oftentimes password reset or security questions often include information found within those
areas.

Potential Applications
This project was designed to apply to users outside of the study. The PIVA scores from
the participants in the study can be used by others to start protecting their own information by
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understanding common pitfalls from participants in the study. If the research could be
automated, it could be applied to a larger population as a service. Just as financial institutions
utilize FICO scores to determine interest rates, they could also utilize PIVA scores. A low PIVA
score indicates a low probability of information vulnerability which also means a lower
probability of identity fraud. Financial institutions could incentivize customers who show
dedication toward protecting personal information and maintaining a low PIVA score.
Information privacy is a growing concern and more are taking advantage of it rather than
protecting it. This project is one step toward changing that.
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