tics (CAA) problems reveals that: (i) accuracy of its results
is comparable to that of a 6th order compact difference scheme even though nominally the current solver is only of 2nd-order accuracy; (ii) generally, the non-reflecting boundary condition can be implemented in a simple way without involving characteristic variables; and (iii) most importantly, the current solver is capable ofhandling both continuous and discontinuous flows very well and thus provides a unique numerical tool for solving those flow problems where the interactions between sound waves and shocks are important, such as the noise field around a supersonic over-or under-expansion jet.
Introduction
The a study of the general requirements for an accurate solver of conservation laws. The current method is built on a set of design principles that emerge from the above discussion.
In this section, an overall view of the current method will be given from a historical perspective. Particularily, it will be explained how the current method was shaped by fundamental physics considerations. should also possess the same three properties. Because (i) a solution of a dissipative numerical scheme will dissipate with time; (ii) the value of a solution of an implicit scheme at any point (z,t) is dependent on all initial data, and all the boundary data up to the time t; and (iii) the unique determination of a solution of a mu/ti-level scheme requires the specification of the initial data at two or more time levels, an ideal solver must be a two-/eve/, explicit, and neutrally stable (i.e., non-dissipative) scheme.
In 1991, such a solver was reported in [5]. Because this new solver models Eq. (1.1) which is characterized by the parameter a, hereafter it will be referred to as the a scheme.
The a scheme is neutrally stable if the Courant number < 1. It is the only two-level explicit solver of Eq. (1.1) known to the authors to be neutrally stable.
Development of the a scheme is aided by recasting
Eq. (1.1) into an integral form that represents a law of flux conservation [1,5,9]. The a scheme is derived by using both Eq. (1.1) and its integral form. Note that the conservation law appears in a form in which space and time are unified and treated on the the same footing. This unity of space and time, and the requirement that flux-conservation be emeoreed/ocally (i.e., down to a computational ce//) and globally (i.e., over the entire computational domain) are two tenets of the current numerical method. They are also the key characteristics that distinguish the current method grom most of the trad/tional methods.
Note that the enforcement
of both local and global flux conservation may also prevent incons/stency among initial/boundary conditions.
The a scheme has many nontraditional features.
At each mesh point (j,n), it has two independent marching variables u"-and (u_)_ with the latter being the analogue of _u/az at the mesh point. It also has the simplest stencil, i.e., a triangle with one vertex at the given time level and the other two vertices at the previous time level.
In contrast to a typical finite-volume scheme, extrapolation and interpolation are not used in the a scheme for the evaluation of the flux at an interface separating two neighboring conservation elements. Moreover, the a scheme is a two-way marching scheme, i.e., the forward marching scheme can be inverted to become the backward marching scheme. /n other words, the marching variables at the (n-1)th t/me level can be determined in terms of those at the nth time level. These and other nontraditional features of the a scheme are discussed in depth in [1,9].
Because there are two independent marching variables at each mesh point (j, n), two amplification fac-taking into account this decoupled nature. In [1,9], it is performed separately for each decoupled solution. The amplification factors thus obtained are identical to those of the a scheme. This coincidence was unexpected because the Leapfrog and the a schemes are structually different. The fact that the amplification factors of the a scheme are related to those of a celebrated classical scheme is on/y one among a str/ng of similar unexpected coincidences encountered during the development of the current method.
As will be explained in this paper, the amplification factors of the Lax-Wen&off, the Lax, the Crank-N/co/son, and the DuFort-_rankel schemes [75] also are identical to those of some of the extensions of the a scheme.
Because the solutions of the a scheme were required to share with those of Eq. (1.1) the same fundamental properties referred to earlier, during the early day of its development Chang realised that such a scheme must share with Eq. (1.1) certain basic invariant properties in space-time. He studied the invariant properties of Eq. (1.1) with respect to spatial reflection, time reversal, and space-time inversion. He then defined rigorously what it means for a tWDlevel constant-coefficient tinite-difference analogue of Eq. (1.1) to have similar invariant properties. In this study, it is assumed that there is only one marching variable u_ at a mesh point for a fin/re-difference analogue of Eq. (1.1). With the above assumptions, it was shown that the yon Neumann amplification factor of a numerical analogue satisfies a special relation for each invariant property that this analogue possesses. Particularly, an analogue is unconditionally neutrally stable ff it is invariant under space-time inversion. As an example, the implicit Wendroff scheme [16] The results of the above study were presented in a conference that took place in 1992 [6]. Because a two-level explicit fiuite-dL_erence scheme is not invariant under space-time inversion, one can infer from the arguments made in [6] that such a scheme cannot be an ideal scheme, i.e., neutrally stable.
The two-level finite-difference scheme has only one amplification factor. For a numerical analogue of Eq. (1.1) with two amplification factors G+ and G-, generally one cannot conclude that the scheme is unconditionally neutrally stable if it is invariant under space-time inversion. For the Leapfrog scheme or the a scheme, we have G+G----1. In general it does not imply neutral stability, i.e., ]G+I -[G_[ = 1. However, it does imply that such a scheme must be neutral/y stable if it is stab/e, i.e., if [G+ [ _<I and IG-[ _< 1. For both the a and the Leapfrog schemes, this implies that they are neutrally stable if the Courant number < 1.
In the 11th AIAA CFD conference (July, 1993), Thomas and Roe* presented a paper [17] in which the concept of the invariance under space-time inversion is also used to construct non-dissipative numerical schemes. Note that the concept of "rotational symmetrf' in space-time (i.e., "invariance under spacetime inversion") was discussed briefly in [17]. Unfortunately, this discussion is faulty in two aspects. It considers only one amplification factor G in spite of the fact that the scheme under consideration, i.e., the "Upwind Leapfrog scheme" has two amplification factors. Furthermore, it leads to the conclusion that G = I for a scheme that is invariant under space-time inversion. Even for a scheme that has only one amplification factor, this conclusion is obviously false. As an example, consider the Wendroff scheme. It is invariant under space-time inversion and yet G _ 1, except for the case usin(0/2) = 0 (see Eq. (1.2)).
In a 1994 ICASE report [18] , the concept of invariance under space-time inversion is again used by Roe to construct non-dissipative linear Bicharacteristic schemes.
The a scheme is only a special case of a more general two-level explicit scheme described in [5]. It is a solver for
Ou
Ou O=u
where the viscosity coefficient p()_ 0) is a constant. Because this solver models Eq. (1.3) which is characterized by the parameters a and p, hereafter it is referred to as the a-p scheme. The a-p scheme reduces to the a scheme if p = 0. Because the a scheme is neutrally stable, the a-p scheme has the property that the numerical dissipation of its solution approaches zero as the physical dissipation approaches zero. The abovepropertyis importantbemuse of the following observation: With a fewexceptions, numerical dissipation generally appears in a numerical solution of a time-marching problem.In otherwords, thenumerical solutiondissipates faster thanthecorresponding physical solution. For a nearly inviscid problem, e.g., flow at a large Reynolds number, this could be a serious difficulty because numerical dissipation may overwhelm physical dissipation and cause a complete distortion of solutions. To avoid such a difficulty, at the minimum, a model solver for Eq. (1.3) should be required to have the special property mentioned above.
In [5], it is shown that the a-p scheme, which is explicit, has the unusual property that its stability is limited only by the CFL condition, i.e., it is independent of p. Furthermore, the. ampli_catiou factors of the a-p scheme reduce to those of the DuFort-Frankel scheme ira -0 [1,9]. Note that a solution of the latter scheme is also formed by two decoupled solutions. As a result, the yon Neumann analysis should be performed separately for each decoupled solution.
In order to "explore the concept of a dynamic space-time mesh and the need for a unified treatment of physical variables and mesh parameters" [5, p.24], a moving mesh with a uniform speed b was introduced in [5] (see Fig. 2(a) ). With the aid of a Galilean transformation, it is shown that the a-p scheme or a typical finite-difference solver of Eq. (1.1) or (1.3) can be converted to its moving-mesh form by simply replacing the parameter a with a -b. As an example, the moving-mesh form of the Leapfrog scheme is n _ b) UJ+2_;'_ 1 -0 (1.4)
1-u;-" + (a " -"-2At
Note that: (i) Eq. (1.4) reduces to the regular form of the Leapfrog mesh if b -0, i.e., if the mesh becomes stationary, and (ii) a moving-mesh form and its stationary-mesh counterpart actually represent two different schemes (read Sec. 3, "The Dynamic Space-
Time Mesh" in [5]).
Let b --a. Then (i) a mesh line with j being a constant along this line points in the characteristic direction of Eq. (1.1), and (ii) Eq. (1.4) is reduced to _+1 _ u_-l, i.e., the numerical value of u is constant along such a mesh line. Because u is constant along a characteristic line if it is an exact solution of Eq. (1.1), aside from round-off errors, a numerical solution matches perfectly with its analytical counterpart.
As a result of the above observation, and other considerations given in [5], one arrives at the important conclusion [5, p.3]: "--. (i) stab//ity and accuracy can be improved, and (ii) dissipation and dispersion can be reduced, if the space-time mesh is allowed to evolve with the physical variables such that the local convective motion of physical variables relative to the moving mesh is kept to a minimurrL"
Because of the complexity involved, the dynamic space-time mesh has not yet been used in the current development beyond the applications reported in [5].
Note that the "Upwind Leapfrog scheme" referred to in [17, 18] can be considered as a special case of Eq. (1.4).
Let b = Az/At. Then, as depicted in Figs. 2(a) and 2(b) , the mesh points (j, n + 1) and (j + 1,n) line up at one spatial location, while the mesh points (j -1, n) and (j, n -1) line up at another spatial position. Also Eq. (1.4) becomes n tin n-1 n n --) aU. +l -u _l + ( + = 0 2At 2Az (1.5) The stencil of Eq. (1.5) is shown in Fig. 2(b) . The stencil of the "Upwind Leapfrog scheme" is depicted in A comparison between Figs. 2(b) and 2(c) reveals that (i) the mesh points (j, n-I-1), (j-l-1, n), (j -1, n), and (j,n-1) in Fig. 2(b) correspond, respectively, to the mesh points (j, n + 1), (j, n), (j -1, n), and (j-1, n -1) in Fig. 2(c) ; (ii) the mesh interval 2Az in The a scheme is neutrally stable and reversible in time [1,5,9]. It is well known that a neutrally stable numerical analogue of Eq. (1.1) generally becomes unstable or highly dispersive when it is extended to model the Euler equations. It is also obvious that a scheme that is reversible in time cannot model a physical problem that is irreversible in time, e.g., an inviscid flow problem involving shocks. Hence, the a scheme is extended to become the a-e scheme [1,9]. Stability of this scheme is limited by the CFL condition and 0 __ e _ 1 where e is a special parameter that controis numerical dissipation.
Moreover, if e -0, the a-e scheme reduces to the a scheme which has no numerical dissipation. On the other hand, if e -1, the two amplification factors of the a-e scheme become the same function of the Courant number and the phase angle. Unexpectedly, this function also is the amplification factor of the highly diffusive Lax scheme. For any (j, k,, I E _, let
For any (z,y,t) E SE(j,k,,), u(z,y,t) and h(z,y,t), respectively, are approximated by if (j, k, n) e n, if (j, k, nl e n2.
(2.7)
."(_, y, _; j, k,.) d=., .y,_ + ("-)}',k(" --"i,k) + (u.);",_(y--Yi,_) + (u,)y,k(t --e) and (2.8)
T_ '(z,y,t;£k,n) u'(_,_,,;_,_,,) = uy,_
Thus there are three independent marching variables, i.e., u_, (u=)jn_, and (u_)_, _ associated with a mesh point (j,k,n) _. t_. For any (j,k,n + 1/2) _ _x, these variables will be determined in terms of those associated with the mesh points (j + 1/3, k + 1/3, n), (j -2/3, k + 1/3, n), and (j + 1/3, k -2/3, n) (see Fig. 10(a) ) by using the flux conservation relations:
Similarly, the marching variables at any (j,k,n + 1) E t_2 are determined in terms of those associated with the mesh points (j-1/3,k -1/3,, + 1/2), (j + 2/3,/_-1/3,, + 1/2), and (j-1/3, k + 2/3, n + 1/2) (see Fig. 10(b) ) by using the flux conservation relations:
Obviously, Eqs. (2.12) and (2.13) are the numerical analogues of Eq. (2.2).
As a result of Eqs. (2.12) and (2.13), the total flux leaving the boundary of any CE is zero. Because the flux at any interface separating two neighboring CEs is calculated using the information from a single SE, the flux entering one of these CEs is equal to that leaving another. It follows that the local conservation conditions Eqs. (2.12) and (2.13) will lead to a global conservation condition, i.e., the total tiux leaving the boundary of any space-time region that/s the union of any combination of CF_ will also vanish.
In the following, several preliminaries will be given prior to the evaluation of Eqs. (2.121 and (2.13). To proceed, note that a mesh line with j and n being constant or a mesh line with k and n being constant is not Also, for any (j, k,n) E fZ, let
Let the origin of (z, y) also be that of ((, 7 
•"_"+112
[,.
- (2) 
Eq_.¢2.53)-(2.SS). Note that Eqs.(2.59)-(2.64)in_ ply Eqs. (2.53)-(2.58).
However, the reverse is false unless one assumes that
Note that the expressions within the brackets in the first three equations in Eqs. (2.59)-(2.64), respectively, can be converted to those in the last three by reversing the "+" and "-" signs. 
Let
Let the 3 × 3 _trices Q_k), k = 1,2, and l = 1,2,3, In other words, the coordinates ((, r}) are introduced solely for the purpose of simplifying the current development. The essence of the 21) a scheme, and the schemes to be introduced in the following sections, is not dependent on the choice of the coordinates in terms of which these schemes are expressed.
The 2D a.e Scheme
The 2D a scheme is neutrally stable and reversible in time. As explained in Sec. 1, such a scheme cannot be extended to become an Euler solver. As a result, it will be modified to become the 2D a-e scheme. Here c represents a special parameter that controls numerical dissipation.
To proceed, note that the CEs used in Sec. 2 will not be used in this section. AS a result, Eqs. (2.12) and (2.13) will no longer be assumed. Instead, the CEs to be used are + 112) d=., k,. +112)j' CE(1)(j, lc,n U + u + (3.1) where (j, k,n + 1/2)E f/l, and
where (j, k, n+l) E _/2-We shall assume that the total flux leaving the boundary of any new CE vanishes, i.e., In Fig. 12(a) , P, Q, and R are three points in the _-_u space. Using the coordinates given in the same figure and Eqs. (2.51a)-(2.51C), it can be shown that these points axe on a plane represented by As a result of the above considerations, j,_ ,
(%):,_ can be conmdered as the Lu¢)_,t , ann finite-difference approximations of u, Ou/O_, and Ou/Oq at the mesh point (j,k,n + 1/2), respectively.
Note that u_.._ +_/2 generally is different :tom uj,_ which is defi_ned by Eq. (2.66). Because Eq. (2.66) is equivalent to the conservation condition Eq. (3.3) and thus a fundamental part of the 2D a-e scheme, U_,k +z/2 will not be used in the future development.
To proceed, let s_t of a geometric constructxon mvolvmg flaredifference approximations. Generally, nuraerica] dissipation will be introduced as a result of using such numerical analogues.
On the other hand, and (.'+)". emerge*ore J,/_ . . the development of the 2D a scheme which is free from numerical dissipation. In the following, the 2D a-_ scheme will be constructed such that (i) ( +,n+z/_^¢ r./+_n+II_ u¢ )j,_ is a weighted average ... x"¢ ;/,l: and (.,o+_n+1/2 with the weight factors 2e and 1 -2e, -¢ ;j,+t respectively; and (ii) (u + )7_z/2 is a weighted aver-_+ n+z/2 o+ n+z/2 • • age of (%).,_ and (%).,_ w_th the wezght factors 2_ and 1-2e, respectzvely. As a result, numerical dissipation may be controlled by varying the value of _. of the march/rig variables at the nth hme level. As will be shown shortly, they play a key role in the first marching step of the 2D a-e scheme.
Next we consider .,o4.,,.,=4.1 ddl (S(,) S(,)) (3.27a) march/rig vana/_Je._ at the (n + 1/2)th tune level.
The 2D a-_ scheme can now be stated using the above definitions. Furthermore, for the sake of simplicity, the elements of the matrices 3Q_k) will be listed: -(2 -v_ -4e), 1 + v_ -2e, O, O, O.   3QO): 1 + v., -(1 + v.)(1 ÷ v(), (1 ÷ v,)(2 -v.), 0, 0 
It is shown in [2] that (i) the 2D a-e scheme is unstable if e < 0 or c > 1, and (ii) numerical diffusion increases as ¢ increases, at least in the range of 0 < c _ 0.65. In order to suppress numerical oscillations near a discontinuity, one may be forced to choose a large e. However, with such a choice, the smooth part of a solution may become highly diffusive. To resolve this dilemma, in the following, we shall construct a generalization of the a-c scheme.
To proceed, let (j,/_,n + 1/2) E f_l and consider Fig. 13(a) . This figure is essentially identical to Eq. (2.66). Thus pomt O generally is not on the plane that contains points P, Q, and R. Let planes #1, #2, and #3, respectively, be the planes containing the fob lowing trios of points: (i) points O*, Q, and R; (ii) points O*, R, and P; and (iii) points O*, P, and Q. Then in general these planes differ from one another and from the plane that contains points P, Q, and R.
In the following, first we shall study the former three planes.
As a preliminary, let Next let (j, k, n÷ 1) E _2 and consider Fig. 13(b) . The third coordinate u_ x of point O* is that defined in Eq. (2.69). Let planes #1, _2, and #-3, respectively, be the planes containing the following trios of points: (i) points O*, Q, and R; (ii) points O*, R, and P; and (iii) points O*, P, and Q. In the following, we shall study these planes.
As where (j, k, n 4-1) E f12. Note that, according to Eq. (3.62), evaluation of (01) a does not involve a fractional power if a is an even integer. Because a fractional power is costly to evaluate, use of the generalized a-e scheme is less costly when cg is an even integer.
The 2D Euler Solvers
We consider a dimensionless form of the 2D unsteady Eu]er equations of a perfect gas. Let p, u, v, p, and 7 he the mass density, z-velocity component, yvelocity component, static pressure, and constant specific heat ratio, respectively. Let u1=p, u2=pu, us=p_ (4.1a) and u4 --P/(7 -1) 4-p(u 2 4-v2)/2 (4.1b) f_ "-E fr_,t ul, and _ -_ fYm,Zul. (4.14)
For any (z,y,t) E SE(j,k,n), um(z,y,O, f_(z,p,t), fam(z,y,t ), and hm(z,y,t), respectively, are approximated by U_n(z, y, t ;j, k, n), f_*(z, y,t ;j, k,n), /Ym*(z, y,t ;j,/c, n), and h*(z,y,t;j,k,n).
They will be defined shortly. For m -1, 2, 3, 4, let U_n(Z, Z/, t ; j, k, n) def--n o . Note that an Euler image is a matrix equation. Bemuse (i) matrix multiplication is noncommutative, and (ii) the coefficient matrices of an Euler image are mesh-point dependent, an Euler image is more difficult to deal with than its counterpart in the 2D a or a-e scheme.
+ (u_)_,_(_-_j._)+ (_,)j_._Ct-_")

_(_)_-d_d-I-(I + F_+)(I + F ¢+) (4.41) E(_)± d=d:F(I + F"+)(2I -
Because the Euler images of Eqs. This Euler solver has a two-way marching nature similar to that of the a scheme.
As a result, it must be neutrally stable, (i.e., no numerical diffusion) if it is stable. Because it is reversible in time, this solver cannot model a physical problem that is irreversible in time, e.g., an inviscid flow proble m involving shocks. Hereafter, this new Euler solver will be referred to as the 2D Euler a scheme.
At this juncture, note that the 2D Euler a scheme
is greatly simplified by the fact that _,;U2 and ":_+x , . "j,k , respectively, can be directly evaluated in terms of the marching variables at the nth and (n -I-1/2)th time levels (see Eqs. (4.54) and (4.55)). As a result, the t_(*)+_-+*/_ t_,(_)+_-+* which are nonmatrices _'_mL py,k and _'_mZ pj,_ , //near functions of _+1/_ and _,t +1, respectively, can be evaluated easily. In other words, nonlinearity of the above matrix functions does not cause a particular problem for the Euler a scheme.
To explain how Eqs. In an extension currently under development, the mesh used is not uniform in space. As a result, point G' depicted in Fig. 7(a) generally is not 54) and (4.55) will also be part of the Euler a-e scheme. In the following, we shall describe the rest of the 2D Euler a-e scheme.
As a preliminary, note that _(t) can be evaluated by a direct application of Eqs. With the above preliminaries, the Euler a-e scheme and the Euler weighted-average a-_ scheme can be developed in a fashion parallel to the development of their non-Euler counterparts described in Sec. 3 [2] . Excluding a few exceptions to be discussed shortly, all other equations related to the Euler schemes are the trivial Euler images of its non-Euler counterparts under the substitution rules given in Rules 1-3, 5, and (4.81b) Rule 6: Any scalar variables be replaced by its columnmatrix counterpart.
In other words, one can obtain the Euler image from its non-Euler counterpart by adding an arrow over the symbols representing scalar variables. The complete set of equations that define the Euler a-e scheme and the Euler weighted-average a-e scheme is given in [2]. In the following, we shall only discuss those equations (4.82b) which cannot be obtained using the above substitution rules. One half of these special equations is formed by the Euler counterparts to Eqs. (3.62), (3.66a,b), and (3.67a,b). The other half is identical to the first half except that it is associated with (j,k, n+l I E f/2. As a result, we shall further restrict the discussion to those in the first half. and (4.73), the Euler a scheme is not the special case of the Elder a-e scheme with e = 0. (b) Because (i) a fractional power is costly to evaluate, and (ii) evaluation of (OmZ) a does not involve a fractional power if a is an even integer, the Eulet weighted-average a-e scheme is more computationally efficient if a is an even integer.
Numerical Results
In [11] , several numerical solutions of Eq. (2.1) generated using the a-e schemes are compared with the exact solutions or the numerical solutions generated using traditional methods. These comparisons show that the a-e scheme, which includes the a scheme as a special case with e = 0, is an accurate solver for Eq. (2.1).
The a-e scheme was also generalized in [11] to solve the 2D inviscid Burgers' equation. In spite of its simplicity, particularly the fact that it does not use (i) any mesh refinement technique, or (ii) any moving meshes, this new solver is capable of generating highly accurate unsteady shock solutions. The shock discontinuities are resolved almost to within one mesh interval.
In this section, accuracy of the Euler weightedaverage a-_ scheme defined in Sec. 4 will be evaluated using a steady-state shock reflection problem [14] . The computation domain and the shock locations (A-E and E--_ are depicted in Fig. 14. The lower boundary is a solid wall. Assuming 7 = 1.4, the exact Elder solution to this problem is: Note that the Mach number is equal to (i) 2.9 in the region ABE; (ii) 2.3781 in the region AEFD; and Cfii) 1.9424 in the region ECF. The mesh used in the current numerical calculations is depicted in Fig. 15 . Again a mesh point E G1 is marked by a solid circle; while a mesh point E ft2 is marked by an open circle. The mesh is a special case of that depicted in Figs. 3-6 with b -0. Note that (i) only the mesh points G f/2 are present at the inflow boundary, and (ii) the mesh parameter w is so chosen that only the mesh points E f_2 are present at the outflow boundary.
Moreover, for simplicity, a mesh point and the corresponding marching variable will be identified by the time-level number n, and two new mesh indices r and s which are given in Fig. 15 as  a pair of integers enclosed in parentheses. Note that,  for the mesh points G ill, r = 1,2,3,. ..,R,R + 1, and s = 1,2,3,...,S.
On the other hand, for the mesh points E f12, r = 1,2,3,...,R,R + 1, and s = 1, 2, 3,..., S, S % 1. Obviously two different mesh points at _he same time level always have different pairs of r and s.
In thecurrent numericalcalculation, at the time level n = 0, urn,m = 1,2,3,4, at allmesh pointsare calculated usingEq. (5.1). Also we assume that u+( =u+_ =0, m= 1,2,3,4. 12a,h) are the boundary conditious at the lower wail (a solid wall) in the current numerical calculations. In other words, the marching variables associated with the mesh points below the solid wall will be determined using these equations.
Next we discuss the outflow boundary conditions. For any n = 1,2,3 Equations (5.13), (5.16), and (5.17) are the outflow boundary conditions in the current numerical calculations. As a result, the marching variables at the outflow boundary will be determined using these equations.
With the aid of the above initial and boundary conditions, the marching variables at all time levels can be determined using the Euler weighted-averaged a-¢ scheme. As an example, at any n -1/2,3/2,..., the marching variables associated with the mesh point (2,1) (marked by a solid circle in Fig. 15) With the above preliminaries, the numerical resuits generated using the Euler weighted-average a-e scheme can now be presented. Six test problems, with different combinations of ¢, a, R, S, At, and n,, are defined in Table 1 with Moo = 2.9 and Poe = 1.0/1.4 being the inflow Mach number and pressure, respectively. Note that: (i) at the mid-section of the computation domain (# = 0.5 in Fig. 14) , two neighboring mesh points at the same time level are separated by a distance = 2w, and (ii) the mesh points at the nzth time level are marked by open circles in Fig. 15 bemuse n, is a whole number. In Figs. 16-21 , the values of Era(n), m = 1,2, 3, 4, are also plotted against n for all six test problems.
In Fig. 22 , twenty-six pressure contour levels between the values of 0.6 and 3.1 with uniform increment 0.1 were used for the contour plots of Problem #3. Finally, for Problem #3, a 3D pressure_ distribution plot is shown in Fig. 1 Table I This section is concluded with a brief discussion on recent applications of the current solver to computational aeroacoustics (CAA) problems. CAA i_ an area of current interest in CFD. It is of both theoretical interests and practical importance.
For a scheme to be a useful research tool, it must be accurate enough to resolve sound wave details. Furthermore, its boundary conditions must be non-reflecting. There have been a large number of papers published on these two topics. In practice, CAA will help to reduce jet noise level for air-borne vehicles, and hence becomes an important topic in HSR (High Speed Research) and AST (Advanced Subsonic Technology) programs.
The most popular numerical schemes for CAA are the high order (4-6th) compact or non-compact difference schemes, marching forward by Runge-Kutta method. These schemes work quite well when incorporated with delicatedly designed non-reflecting boundary conditions. They are even capable of capturing Mach waves and weak shocks.
When conducting numerical experiments of the current solver for CAA problems, surprisingly we found the following attractive features:
• Accuracy of the current solver is comparable to that of a 6th-order compact difference scheme, even though nominally the current solver is only of 2nd-order accuracy. For example, the smallest eddy can be resolved in 3-4 grid celk.
• Generally, the non-reflecting (radiation) boundary condition can be implemented in a simple way without involving characteristic variables. * Most importantly, the current solver is capable of handling BOTH continuous and discontinuous flows very well and thus provides a unique numerical tool for solving those flow problems where the interactions between sound waves and shocks are important, such as the noise field around a supersonic over-or under expansion jet.
Details of our investigation will be reported eise. where [13] . Here as an example, we present the numerical results of a calculation involving a free shear layer which is subjected to upstream time-dependent perturbation. The Mach number of the fast stream is 1.5 and the slow stream is subsonic. In summary, the current results reveals a lot of physical details of the perturbed shear layer and we believe that the current method will develop into a robust and unique numerical technique for aeroaconstics computation.
Conclusions and Discussions
A new numerical method is being developed for solving one-dimensional and multidimensional flow problems. This new method represents a clear break from the traditional methods in the basic concept of numerical discretization.
It emphasizes shnp//c/t_ genera//ty, and accuracy.
The history of this new method and the considerations that motivate its development are described in Sec. 1.
In this paper, the same design principles that were used to construct several solvers for 1D time-marching problems [5] are used to construct their 2D counterparts. Because of the similarity in their designs, each of the present 2D solvers shares with its 1D counterpart virtually the same fundamental characteristics. Furthermore, it has been shown that the 2D solvers, as in the case of the 1D solvers, generally are more accurate than the traditional solvers despite the advantage the current solvers have over the latter in s/mpticity and generality. Accuracy of the current 2D Elder solver is most vividly demonstrated by the pressurecontour plot (Fig. 22) and the 31) pressure-distribution plot (Fig. I) The meshes used by the ID and 2D solvers consiat of whole-integer and half-integer time levels with a half-integer time level being sandwiched between two whole-integer time levels, and vice versa. The spatial positions of the mesh points at a whole-integer (half-integer) time level coincide with those at another whole-integer (half-integer) time level. However, the spatial positions of the mesh points at a wholeinteger time level shift from those at a half-integer time level. For the mesh used by the 1D solvers, the spatial projection of a mesh point at a wbole-integer time level is right at the center of those of two neighboring mesh points at a half-integer time level, and vice versa [1,5,9]. It follows that the stencil of the 1D solvers is always an isosceles triangle, i.e., one cannot distinguish a stencil with its upper vertex at a wholeinteger time level from another with its upper vertex at a half-integer time level. As a result, each of the 1D solvers constructed in [1,5,9] is formed by two identical marching steps. Contrarily, for the present 2D solvers, a stencil (a tetrahedron) with its vertex at a whole-integer time level is different from another with its vertex at a half-integer time level (Fig. 10) . Thus, each of the present 2D solvers is formed by two distinctly different marching steps. In spite of their structural differences, the last two marching steps compensate each other and their combination results in several important symmetric properties that are discussed in [2].
The Elder a scheme constructed in Sec. 4 is free from numerical diffusion when it is stable. This scheme is a limiting case of a Navier-Stokcs solver currently under development, i.e., the former is a special case of the latter when the viscosity vanishes. 
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