From the decision-theoretic viewpoint, using a weighted loss we compare the risks of testing procedures in the location and scale parameter cases. We also get numerically the minimax solution of Bayes testing procedures w.r.t. a parameter of the prior distribution, under the weighted loss.
Introduction
In the problem of testing hypotheses, we usually derive the conclusion whether the hypothesis is accepted or not at the given level, but do not give the degree of evidence to support the conclusion. On the other hand, from the viewpoint of the decision theory, the probabilities of type I and II errors are represented as the risk with respect to the 0-1 loss (see Lehmann (1986) ). But, unfortunately the concept like p-value, which is popular in the area of statistical application, can not be described as a form of the risk. So, instead of the 0-1 loss, the quadratic loss and weighted loss are considered as candidates when solving the problem of testing hypotheses (see, e.g., Hwang et al. (1992) and Robert and Casella (1994) ). For a one-sided problem of testing the normal mean, the comparison among the Neyman-Pearson (N-P) test, Bayes testing procedures and p-value was made (see, Hwang et al. (1992) ).
Suppose that an n-dimensional random vector X X X is distributed according to a density function f (x, θ), where θ ∈ Θ ⊂ R 1 . Let Θ 0 and Θ 1 be disjoint subsets of Θ. Then we regard the problem of testing the hypothesis H: θ ∈ Θ 0 against the alternative K: θ ∈ Θ 1 as that of estimating the indicator χ Θ 0 (θ) of Θ 0 .
First we define the weighted loss function by
In the one-sided problem of testing hypothesis on normal mean, Hwang et al. (1992) compared the risks based on the quadratic loss among the N-P test, pvalue, and Bayes testing procedures, drawing figures of the behavior of those risks.
In this paper, we also consider the one-sided problem of testing the hypothesis H: θ ≤ θ 0 against the alternative K: θ > θ 0 when θ is a location parameter. Since, in a neighborhood of the boundary θ = θ 0 , both of the hypotheses would be nearly acceptable, it is desirable for the loss to take small values. For a moderately far area from θ = θ 0 , it is also desirable for the loss to make a sensitive response. So, it is natural to choose as c(θ) the function which takes a minimum value at θ = θ 0 and is increasing in |θ−θ 0 |. Here, letting c(θ) = |θ−θ 0 | γ (γ ≥ 0) and λ = 2 in (1.1), we have the loss function
where Θ 0 = (−∞, θ 0 ]. Indeed, for the neighborhood, the loss (1.2) with γ > 0 is smaller under both of H and K than the quadratic loss L (0) . For the moderately far area from θ = θ 0 , the loss (1.2) with γ > 0 also gives a more sensitive response than L (0) . Thus the loss (1.2) seems to be more natural than L (0) . Then we have as the risk of a decision procedure ϕ
In the case when θ (> 0) is a scale parameter, we consider the problem of testing the hypothesis H: θ ≤ θ 0 against the alternative K: θ > θ 0 , where θ 0 > 0. For a simple calculation, letting c(θ) = (θ/θ 0 ) γ (γ ≥ 0) and λ = 2 in (1.1), we have the loss functioñ
thus the risk of a decision procedure ϕ is given bỹ
In this case, one may consider as other weights instead of the above c(θ)
In the one-sided problems of testing hypotheses, we numerically compare the risks of the N-P test, p-value, and Bayes testing procedures, and obtain the minimax solution of Bayes ones w.r.t. a parameter of the prior distribution.
Risk with respect to the loss L (γ) : Location parameter case
In this section we consider the location parameter case. Suppose that a real random variable X is distributed according to a density function f (x − θ) (w.r.t.
the Lebesgue measure), where θ ∈ Θ ⊂ R 1 . Let π be a prior density of θ (w.r.t. the Lebesgue measure). Then we consider the problem of testing the hypothesis H: θ ≤ θ 0 against the alternative K: θ > θ 0 . Letting Θ 0 = (−∞, θ 0 ], from (1.2) we obtain as the risk of a decision procedure ϕ
and as its Bayes risk w.r.t. π
Without loss of generality we assume that θ 0 = 0. Then the Bayes risk is given by
The decision procedure ϕ minimizing the Bayes risk (2.1) is given by
which is called the Bayes decision procedure. Since the posterior density of θ given X = x is
(see also Robert and Casella (1994) ).
Here, one of the competitors of the Bayes decision procedures is given as follows. Let C(α) be a rejection region of a test of level α. For given X = x,
Example 2.1 (Normal distribution).
Suppose that X 1 , . . . , X n are independent and identically distributed (i.i.d.) random variables with the normal distribution N (θ, 1). Let π σ be a prior density of the normal distribution N (0, σ 2 ). SinceX = (1/n) n i=1 X i is normally distributed as N (θ, 1/n), it follows that the posterior distribution of θ givenX =x is the normal one
(i) Case γ = 0. In this case, the risk R (0) is the expected quadratic loss, and is treated by Hwang et al. (1992) . Then, for α = 0.01, 0.05, 0.10, the risk of the N-P test takes very small values on Θ 0 and extremely large ones on Θ 1 . This seems to arise from the facts that the N-P test takes only two values 0 and 1 and the hypothesis H is protected by restricting the probability of type I error to being less or equal to the level α. From the test-theoretic viewpoint, the UMP or UMP unbiased (UMPU) tests derived from the fundamental lemma of N-P are appropriate, but, in the set estimation problem treated here, the risk of the N-P test is affected by its support for the hypothesis H. On the other hand, the risks of the p-value and the Bayes procedure are symmetric about the boundary point θ = 0 between Θ 0 and Θ 1 and relatively small all over the domain Θ (see Figure 2 .1). Thus, the p-value and the Bayes procedure are fair with both of the hypothesis H and the alternative K and seem to be preferable to the N-P test. Note that the risk of the N-P test is symmetric around θ = 0 for α = 0.50. (Hwang et al. (1992) ). The solid line is the risk of the p-value. The risks of the N-P tests also are given for α = 0.01 (the longest dashes), 0.05, 0.10 (the shortest dashes), 0.50 (dots). The risks of the Bayes procedures also are given for the prior variances σ 2 = 0.01 (the longest dashes), 0.03, 0.10 (the shortest dashes). The constant risk 0.25 is the risk of the minimax procedure ϕ 0 = 1/2 that is the limit of the Bayes procedures when σ 2 → 0.
(ii) Case γ = 2. From (2.3) we have the Bayes procedure
where p(θ |x) is a posterior density of θ givenX =x, i.e., a normal density with a posterior mean µx := E(θ |x) = nσ 2x /(nσ 2 + 1) and variance v 2
Letting φ be a standard normal density, we obtain zφ(z) = −φ (z) and
where Φ is the cumulative distribution function of the standard normal distribution N (0, 1). Since µxvx = nσ 3x /(nσ 2 + 1) 3/2 , it follows from (2.4) to (2.6) that
The indicator of the acceptance region of the uniformly most powerful (UMP) test is given by
from the fundamental lemma of N-P, where α is the significance level of the UMP test and u α is the upper 100α percentage point of the standard normal distribution N (0, 1). Here, note that the N-P test ϕ NP is not the indicator of the 
On the other hand, in this paper, we are concerned with the decision-theoretic estimation problem of the indicator χ Θ 0 (θ) of the set Θ 0 which specifies the hypothesis H, and thus we require the estimators (decision procedures) to take the expected values close to 1 under the hypothesis H and the expected values close to 0 under the alternative K. By reversing 0 and 1 in the test function, the expected value of the N-P test ϕ NP under the hypothesis H will be more than or equal to 1 − α and thus close to 1. On the other hand the risk of ϕ * πσ (x) is given as follows. Let Z be a normally distributed random variable with N (0, 1).
It is also shown that the risks of the N-P test ϕ NP (x) and the p-value p(x) are given by
for all θ ∈ R 1 , where sgn θ is the sign of θ. Note that R (2) (θ, ϕ * πσ ) and R (2) (θ, p) are symmetric about θ = 0. The behavior of the risks is given in Figure 2 .2.
Comparing the cases (i) and (ii), we see that the risks are not smooth at θ = 0 in (i), but they are always smooth in (ii) (see Figures 2.1 and 2.2). In particular, the risk of the N-P test is not continuous at θ = 0 in the case (i). Since, in a neighborhood of θ = 0, both of the hypotheses would be nearly acceptable, it is desirable for the risk to take a small value, and that for a moderately far area The risks of the Bayes procedures, the N-P tests and the p-value under the weighted loss L (2) when n = 10. The risks of the N-P tests also are given for α = 0.01 (the longest dashes), 0.05, 0.10 (the shortest dashes), 0.50 (dots). The risks of the Bayes procedures also are given for the prior variances σ 2 = 0.14 2 (the longest dashes), 0.16 2 , 0.30 2 , 0.60 2 (the shortest dashes).
from θ = 0 the risk has a sensitive response (see Figure 2. 2). Indeed, in the sense, as is seen in Figures 2.1 and 2.2, the weighted loss L (2) seems to be more suitable than the quadratic loss L (0) . In Figure 2 .2 as well as in Figure 2 .1, the risks of ϕ * πσ and the p-value are small as a whole, while the risk of ϕ NP is smaller than the others for θ ≤ 0, but is extremely larger than those for θ > 0. The difference between the risks R (2) and R (0) of the Bayes procedures w.r.t. the weighted loss L (2) and the quadratic one L (0) , respectively, is the behavior at the point θ = 0 where R (2) is smooth and takes zero value, while R (0) is not smooth and positive, and R (2) seems to be less than R (0) as a whole (see Figures 2.1 and 2.2) .
Next, since, for σ = 0.3, 0.6,
the Bayes procedures are better than the others (see also Figure 2 .3). So, we consider the minimax solution of σ, that is, the prior variance σ 2 0 such that
Since the risk R (2) (θ, ϕ * πσ ) of the Bayes procedure is symmetric about θ = 0, it is enough to restrict the value of parameter θ to the interval [0, ∞). But, it is difficult to obtain analytically the minimax solution from (2.7). So, we get a numerical solution as follows. For some given value of σ, we get a numerical solution θ = θ(σ) of the equation
Hence, first we take the values of σ at suitable intervals, and plot the maximum value of R (2) (θ(σ), ϕ * πσ ) over them on graph (see Figure 2 .4). Second we find the value σ 1 of σ minimizing the maximum value of R (2) (θ(σ), ϕ * πσ ). Third, for the values around σ = σ 1 at shorter intervals than the first ones, we repeat the above procedure. Finally we obtain the approximate value of the minimax solution (see 
Figure 2.5), and can compare the values between the maximum risk of the Bayes procedure and the maximum risk of the p-value (see Table 2 .1).
(iii) Case γ = 1. In a similar way to the case (ii), we have the Bayes procedure
Then we obtain the risks of the Bayes procedure ϕ * πσ (x), the N-P test ϕ NP (x) and the p-value p(x) as follows. For θ ∈ R 1 , Note that R (1) (θ, ϕ * πσ ) and R (1) (θ, p) are symmetric about θ = 0. The risks R (1) (θ, ϕ * πσ ), R (1) (θ, ϕ NP ) and R (1) (θ, p) are continuous in θ, but they are not differentiable at θ = 0 (see Figure 2 .6). The tendency of the risks are similar to that in the case (ii). In a similar way to the case (ii), we also get the approximate value of the minimax solution of the Bayes procedure (see Figure 2. 7), and can compare the values between the minimax risk of the Bayes procedure and the maximum risk of the p-value (see Table 2 .2).
Example 2.2 (Exponential distribution).
Suppose that X 1 , . . . , X n are i.i.d. random variables according to the exponential distribution with the density p(x, θ) = e −(x−θ) (x > θ; θ ∈ R 1 ). Let π τ be a prior density of the uniform distribution U (−τ, τ ). Since the joint density of X := (X 1 , . . . , X n ) is given by
where x = (x 1 , . . . , x n ) and x (1) := min 1≤i≤n x i , it follows that the posterior
where τ ∧ x (1) = min{τ, x (1) }. If γ is a non-negative integer, it follows from (2.2) that the Bayes procedure is given by
(i) Case γ = 0. From (2.8) we have the Bayes procedure
where b := b(n, τ ) = e nτ . The N-P test is the indicator of the acceptance region of the uniformly powerful test of level α given by
and also the p-value is
where 0 ∨ x (1) = max{0, x (1) }. The risks of the Bayes procedure, the N-P test and the p-value are given by
(2.12)
From (2.10) to (2.12), the risks of the Bayes procedure ϕ * π (x (1) ), the N-P test ϕ NP (x (1) ) and the p-value p(x (1) ) are illustrated as Figures 2.8 and 2.9. As is seen in them, the tendency of their risks is similar to the case γ = 0 in testing hypothesis on the normal mean (see Figure 2 .1). (ii) Case γ = 1. From (2.8) we have the Bayes procedure
1 − e −nτ (nτ + 1) 2 + e nτ (nτ − 1) − e −nτ (nτ + 1) for x (1) > τ, which yields its risk
Both of the risks of the N-P test and the p-value are equal to (2.11) and (2.12) multiplied by |θ|. As is seen in Figures 2.10 and 2.11, the behavior of the risks of the Bayes procedures, the N-P tests and the p-value are similar to the normal case (iii) in Example 2.1 (see Figure 2 .6). (iii) Case γ = 2. From (2.8) we have the Bayes procedure
14)
which yields its risk
Both of the risks of the N-P test and the p-value are equal to (2.11) and (2.12) multiplied by θ 2 . As is illustrated in Figures 2.12 and 2.13, the behavior of the risks of the Bayes procedures, the N-P tests and the p-value are similar to the normal case (ii) in Example 2.1 (see Figure 2. 2). 
Risk with respect to the lossL (γ) : Scale parameter case
In this section we consider the scale parameter case. Suppose that a real random variable X is distributed according to a density function (1/θ)f (t/θ) (w.r.t. the Lebesgue measure), where θ > 0. Let π be a prior density of θ (w.r.t. the Lebesgue measure). Then we consider the problem of testing the hypothesis H: θ ≤ θ 0 against the alternative K: θ > θ 0 . Letting Θ 0 = (0, θ 0 ], from (1.4) we obtain as the risk of a decision procedure φ
and as its Bayes risk w.r.t. π r (γ)
Without loss of generality we assume that θ 0 = 1. In a similar way to the location parameter case, we have the Bayes procedure
Since the posterior density of θ, given X = x, is also given by
it follows from (3.1) that
Example 3.1 (Normal standard deviation).
Suppose that X 1 , . . . , X n are i.i.d. random variables with the normal distribution N (0, σ 2 ). Let τ := 1/(2σ 2 ). Suppose that the prior densityπ a is the gamma densitỹ
whose distribution is denoted by G(a, b) . Then the prior density of σ is
Since Y /σ 2 is distributed according to the chi-square distribution with n degrees of freedom, the posterior density of σ, given Y = y, is given by
Then it follows from (3.2) that the Bayes procedure is given by
where F (· ; (n + 2a − γ)/2, 1/2) and Q(· ; (n + 2a − γ)/2, 1/2) are the cumulative distribution function (c.d.f.) and the upper probability of the gamma distribution G((n + 2a − γ)/2, 1/2), respectively. If we take a and γ such that n + 2a − γ is a natural number, we rewrite from (3.3)
since G((n + 2a − γ)/2, 1/2) is equal to the chi-square distribution χ 2 n+2a−γ with n + 2a − γ degrees of freedom, where F n+2a−γ and Q n+2a−γ are its c.d.f. and its upper probability, respectively. Now we consider the problem of testing the hypothesis H: σ ≤ σ 0 against the alternative K: σ > σ 0 . Then the N-P test and the p-value are given by
respectively, where χ 2 α (n) is the upper 100α percentage point of the chi-square distribution χ 2 n , and F n and Q n are its c.d.f. and its upper probability, respectively.
(i) Case γ = 0. It follows from (3.3) to (3.5) that the risks of the Bayes procedure ϕ * πa (y), the N-P test ϕ NP (y) and the p-value p(y) arẽ
where Z n is a random variable according to the chi-square distribution χ 2 n . The behavior of the risks of ϕ * πa (y), ϕ NP (y) and p(y) are given in Figures 3.1 and 3.2. As is seen in them, the tendency of their risks is similar to the case γ = 0 in testing hypothesis about normal mean (see Figure 2 .1), and the behavior of the risk of the Bayes procedure seems to be stable. (ii) Case γ = 2. In a similar way to the case (i), it follows from (3.3) that
and its risk is The risks of the N-P test and the p-value are equal to (3.6) and (3.7) multiplied by σ 2 , respectively. The behavior of the risks of ϕ * πa (y), ϕ NP (y) and p(y) are given in Figures 3.3 which means that the maximum risk of the minimax Bayes procedure is bigger than that of the p-value (see Figure 3 .5). But, for large n, it is not so (see Figure  3 .6 for n = 10 and Figure 3 .7 for n = 20).
Remarks
In the previous sections we discuss the risk of testing procedures under the weighted loss from the viewpoint of set estimation. In the cases of the normal distribution N (θ, 1) and the exponential distribution with a location parameter θ, we consider the one-sided problem of testing the hypothesis H : θ ≤ θ 0 against the alternative K : θ > θ 0 . Without loss of generality we assume that θ 0 = 0. As is stated in Example 2.1, the weighted loss L (2) seems to be more suitable than the quadratic loss L (0) . Indeed, for example, the risks of the Bayes procedures are smooth and take zero value at θ = 0, which means that, in a neighborhood of θ = 0, both of the hypotheses would be nearly acceptable, and the risks are comparatively sensitive for a moderately far area from θ = 0.
