Introduction
We study singular nonlocal boundary value problems (BVPs) of the type φ x (t) = f 1 t,x(t),x (t) + f 2 t,x(t),x (t) F 1 x (t) + f 3 t,x(t),x (t) F 2 x (t) (1.3)
where φ is an increasing homeomorphism from R onto R, f j ∈ Car([0,T] × Ᏸ j ), the sets Ᏸ j = Ᏸ j 1 × Ᏸ j 2 ⊂ R 2 are not necessarily closed, f j have singularities in their phase variables on the boundary ∂Ᏸ j of Ᏸ j ( j = 1,2,3), F i ∈ Ᏼ (i = 1,2) and α,β ∈ Ꮽ.
Let j ∈ {1, 2,3}. We say that f j has a singularity on ∂Ᏸ j in its phase variable x i (i = Nonlocal BVPs for second-order differential equations with nonlinear left-hand sides and having singularities in their phase variables were studied in [1, 2, 5, [10] [11] [12] . In [1] the differential equation (g(x)) = f (t,x,(g(x)) ) is discussed together with the nonlocal boundary conditions x(0) = x(T), min{x(t) : 0 ≤ t ≤ T} = 0. In [2] the authors present conditions guaranteeing that the BVP (φ(x )) = μ f (t,x,x ), x(0) = 0 = x(T), max{x(t) : 0 ≤ t ≤ T} = A has for any A > 0 a positive solution with a positive value of the parameter μ. The existence of a solution of (φ(x )) = f (t,x,x ) satisfying x(0) = x(T), max{x(t) : 0 ≤ t ≤ T} = A is considered in [11] , satisfying x(0) = x(T) = −γ min{x(t) : 0 ≤ t ≤ T} (γ ∈ (0,∞)) in [10] and satisfying min{x(t) : 0 ≤ t ≤ T} = 0, χ(x ) = 0 where χ is a continuous functional in [12] . Existence results for functional-differential equations with nonlinear functional left-hand sides and nonlocal functional boundary conditions are also presented in [5] .
The aim of this paper is to present general existence principles for solving regular and singular nonlocal BVPs for second-order functional-differential equations with φ-Laplacian and to give applications of these general principles. The general existence principle for regular nonlocal BVPs can be used either for solving regular BVPs or in the case of singular BVPs for solving a sequence of auxiliary regular BVPs obtaining by regularization and sequential techniques. We note that our general existence principle for singular nonlocal BVPs is related to that given in [9] for singular BVPs x (n) (t) = h t,x(t),...,x (n−1) (t) , x ∈ , (1. 6) where h has singularities in all its phase variables and is a closed subset of C n−1 [0,T] .
To obtain a solution of the BVP (1.3), (1.4), we use regularization and sequential techniques. To use these techniques we consider a sequence of regular functional-differential equations
where 
(1.8) 
Remark 1.2. Assumption (b) in Theorem 1.1 is equivalent to the following condition: to given ε > 0 there exists δ > 0 such that for any at most countable set
The rest of the paper is organized as follows. In Section 2, we present a general existence principle for regular nonlocal BVP and general existence principles for singular nonlocal BVP. Applications of both principles are given in Sections 3 and 4. Section 3 discusses singular nonlocal BVPs where nonlinearities in the singular differential equations 4 General existence principles for nonlocal BVPs are positive. Section 4 is devoted to the study of positive solutions to singular Dirichlet BVPs for functional-differential equations with right-hand sides changing their sign. Results are demonstrated with examples throughout.
General existence principles
We first denote by ᏸ the set of functionals F :
, belongs to the set ᏸ.
Consider the regular functional-differential equation
where F ∈ ᏸ. We give a general existence principle for the BVP (2.2), (1.4).
Theorem 2.1 (general existence principle for regular nonlocal BVP). Let φ be an increasing homeomorphism from R onto R, F ∈ ᏸ and α,β ∈ Ꮽ. Suppose there exist positive constants S 0 and S 1 such that
for all solutions x to the BVP
and each λ ∈ [0,1]. Also assume there exists positive constants Λ 0 and Λ 1 such that
for all solutions (A,B) ∈ R 2 of the system
and each μ ∈ [0,1]. Then the BVP (2.2), (1.4) has a solution.
Proof. Set 
A standard argument shows that ᏼ is a continuous operator. We claim that
for a.e. t ∈ [0,T] and x ∈ Ω, where r is a positive constant and 
Suppose that x 0 is a fixed point of the operator ᏼ(1,·). Then
Hence α(x 0 ) = 0, β(x 0 ) = 0 and x 0 is a solution of (2.2). Therefore x 0 is a solution of the BVP (2.2), (1.4) and to prove our theorem, it suffices to show that
where "D" stands for the Leray-Schauder degree and Ᏽ is the identity operator on C 1 [0,T]. For this purpose let the compact operator :
(2.14)
6 General existence principles for nonlocal BVPs
since (A 0 ,B 0 ) is a solution of (2.6) with μ = μ 0 . Then x 0 < Λ 0 + Λ 1 T, x 0 < Λ 1 , which gives x 0 ∈ ∂Ω. Now, by the Borsuk antipodal theorem and a homotopy property (see, e.g., [6] ),
Finally assume that ᏼ(λ * ,x * ) = x * for some λ * ∈ [0,1] and x * ∈ Ω. Then x * is a solution of the BVP (2.4) with λ = λ * and, by our assumptions, x * < S 0 and x * < S 1 . Hence x * ∈ ∂Ω and a homotopy property yields
From the last equality, (2.15) and (2.19) it follows that (2.13) is true. Therefore the BVP (2.2), (1.4) has a solution.
Remark 2.2. Let the functionals α,β ∈ Ꮽ be linear. Then the system (2.6) has the form Special cases of Theorem 2.1 are the general existence principles presented in [8] for the differential equation (φ(x )) = q(t) f (t,x,x ) with the Dirichlet and mixed boundary conditions. Now consider the singular functional-differential equation (1.3) where φ is an increas-
are not necessarily closed, f j have singularities in their phase variables on the boundary ∂Ᏸ j of Ᏸ j ( j = 1,2,3) and F i ∈ Ᏼ (i = 1,2). Also consider the sequence of regular differential equations (1.7) where 
Proof. Since Ω is bounded in C 1 [0,T] and {x n } ⊂ Ω, there are positive constants K and r such that
Therefore {φ(x n (t))} is equicontinuous on [0, T], and then using (2.23) and the fact that φ is continuous and increasing on R, we see that {x n (t)} is equicontinuous on [0, T] as well. The Arzelà-Ascoli theorem guarantees the existence of a subsequence 
for a.e. t ∈ [0,T] and each n ∈ N, j ∈ {1, 2,3}.
We now discuss the special case of (1.3) with f 1 = f and
where
Together with (2.30), we consider the sequence of regular differential equations
where f n ∈ Car([0,T] × R 2 ) and
For the solvability of the singular BVP (2.30), (1.4) the following result holds.
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Theorem 2.6. Suppose that 
, and taking the limit as n → ∞ in (2.34) with k n instead of n, we get
From {φ(x kn (0))} and {φ(x kn (T))} being bounded,
we obtain
by the Lebesgue dominated convergence theorem. Now using f (t,x(t), 
Of course, Ꮾ ⊂ Ꮽ where Ꮽ is defined in Section 1.
q x t j r x t j (3.1) and all their linear combination with positive coefficients belong to the set Ꮾ.
We discuss the singular nonlocal boundary value problems
where We give conditions on the functions φ and f in (3.2) which guarantee the solvability of the BVP (3.2), (3.3) for each α ∈ Ꮾ in (3.3). Existence results are based on regularization and sequential techniques and use our general existence principles (Theorems 2.1 and 2.6). Notice that any solution of the BVP (3.2), (3.3) and its derivative "go through" singularities of f somewhere inside of [0, T] .
Throughout this section we will use the following assumptions. where
Auxiliary regular BVPs.
Let assumption (H 2 ) be satisfied. For each n ∈ N, define the function f n ∈ Car([0,T] × R 2 ) by the formula
(3.9)
12 General existence principles for nonlocal BVPs
Since h 1 + h 2 and ω 1 + ω 2 are nonincreasing on a neighbourhood of 0 by (H 3 ), there exists n * ∈ N such that h 1 (1/n) + h 2 (1/n) ≤ h 1 (x) + h 2 (x) and ω 1 (φ(1/n)) + ω 2 (φ(1/n)) ≤ ω 1 (φ(x)) + ω 2 (φ(x)) for n ≥ n * and x ∈ (0,1/n]. Hence (H 3 ) yields
Consider the family of regular differential equations φ x (t) = λ f n t,x(t),x (t) (3.12) λ n depending on the parameters λ ∈ [0,1] and n ∈ N * . We need some preliminary results given in the next two lemmas. 
and A 0 = 0. We have proved that (0,0) is the unique solution of (3.13) for each μ ∈ [0,1].
Now we give a priori bounds for solutions of the BVP (3.12) λ n , (3.3). Lemma 3.5. Let assumptions (H 1 ) and (H 2 ) be satisfied. Then 
T] (if ξ x < T) and x is increasing on [0,T]. Hence
Also, by (3.11),
we get
where G and H are given in (3.8). Integrating the inequality (see (3.24))
Since x ≤ T x , from (3.23), (3.26) with t = 0 and (3.28) with t = T, we obtain 
where M 0 and M 1 are positive constants. Also
Integrating (see (3.25) and (3.27)) We now show that { G(x n (t))} n∈N * is equicontinuous on [0, T], where G ∈ C 0 (R) is defined by the formula Proof. Fix α ∈ Ꮾ. By Lemma 3.8, there exists a solution x n of the BVP (3.12) 1 n , (3.3) for any n ∈ N * and the inequalities (3.31) are true where M 0 and M 1 are positive constants. Also Lemma 3.5 shows that
where ξ n ∈ [0,T] is the unique zero of x n . In addition the sequence {x n (t)} n∈N * is equicontinuous on [0,T] by Lemma 3.9. Hence Theorem 2.6 (see assertion (a)) guarantees the existence of a subsequence {x kn } of {x n } converging in C 1 [0,T] to x and x(ξ) = x (ξ) = 0 for a unique ξ ∈ [0,T]. Letting n → ∞ in (3.42) with x kn instead of x n and ξ kn instead of ξ n , we get 
. Hence x is a solution of the BVP (3.2), (3.3) by Theorem 2.6 (see assertion (b)).
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Example 3.11. Consider the differential equation 
Then f satisfies (H 2 ) with δ(t) = t(T − t) and (3.5) with
The validity of
where c = max{1,c 3 ,c 4 } and since 
where q,r ∈ C 0 [0,T] and f ,h, p ∈ C 0 (0,∞) are singular at the value 0 in the following sense
Notice that (4.1) is the special case of (1.3) with (F 1 x)(t) = x (0) and (F 2 x)(t) = x (T). The form of (4.1) is motivated by the regular functional-differential equation
considered in [4] together with the Dirichlet boundary conditions x(0) = 0 = x(1). Under restrictive sign conditions on the continuous functions f 1 , g 0 , g 1 and constants γ, α 0 , α 1 , the existence of a nonnegative solution is proved in [4] by the topological transversality principle. This BVP is a mathematical model for a biological population [4] . We say that x is a positive solution of the BVP (4.1), (4.
satisfies the boundary conditions (4.2) and (4.1) holds on (0,T).
Throughout this section the following assumptions will be used.
(K 1 ) φ ∈ C 0 (R) is increasing and odd, lim x→∞ φ(x) = ∞; (K 2 ) There exists a positive constant K and γ ∈ (1,∞) such that
, where h, p are positive, f vanishes exactly once on (0, ∞), 
(4.7) for x ∈ [0,∞). Hence (4.4) is satisfied with K = (A/2)(1 − (1/2) β ) and γ = β + 1. 
for x ∈ (0,∞). Since lim x→0 φ −1 (x) = 0, we see that γ > 1.
Remark 4.4. From (K 4 ) it follows that q(T)
= q and r(T) = r .
Auxiliary regular BVPs.
Let assumption (K 3 ) be satisfied. For n ∈ N, define f n ,h n , p n ∈ C 0 [0,∞) by the formulas
for x ∈ (0,∞). Also f n (0) = −n and h n (0) = p n (0) = n for n ∈ N. Finally, define continu- 12) 20 General existence principles for nonlocal BVPs where (for γ see (K 2 ))
Consider the family of regular functional-differential equations
n λ depending on the parameters λ ∈ [0,1] and n ∈ N.
The following result we will need in the proofs of Lemmas 4.6 and 4.8. 
Hence φ(x ) is decreasing on a neighbourhood ᐁ of the point t = ξ and then x is also decreasing on ᐁ since φ is increasing on R by (K 1 ) and as a result x > 0 on [0,ξ) ∩ ᐁ and x < 0 on (ξ,T] ∩ ᐁ, which contradicts the minimal value of x at t = ξ. Therefore x (0) < 0 and there exists ν ∈ (0,ξ] such that x (ν) = 0 and x < 0 on [0,ν). Since
we have
Integrating (4.20) from 0 to ν yields
and using
Now by Lemma 4.5,
.
From (4.21) and Φ(u) > 0 for u ∈ R \ {0} (see Remark 4.1), we also get
and using (4.23),
we have (see (4.25) and (4.26))
22 General existence principles for nonlocal BVPs contrary to (see (4.13))
We have proved that (4.17) is true. 
is satisfied on [0,T].
Our next result gives a priori bounds for solutions of the BVP (4.14) and since f n vanishes exactly once on [0, ∞), 
By the Bonnet mean value theorem (see, e.g., [7] ),
where ν ∈ (0,ξ), and similarly Since (see (4.37) with λ ∈ (0,1], (4.39) and (4.40))
we have (see (4.48)) We will need the following result in limiting processes. 
