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Abstract
In typical high dimensional statistical inference problems, confidence intervals
and hypothesis tests are performed for a low dimensional subset of model parameters
under the assumption that the parameters of interest are unconstrained. However,
in many problems, there are natural constraints on model parameters and one is
interested in whether the parameters are on the boundary of the constraint or
not. e.g. non-negativity constraints for transmission rates in network diffusion. In
this paper, we provide algorithms to solve this problem of hypothesis testing in
high-dimensional statistical models under constrained parameter space. We show
that following our testing procedure we are able to get asymptotic designed Type
I error under the null. Numerical experiments demonstrate that our algorithm has
greater power than the standard algorithms where the constraints are ignored. We
demonstrate the effectiveness of our algorithms on two real datasets where we have
intrinsic constraints on the parameters.
1 Introduction
Statistical estimation of high dimensional problems has been attracting more and more
attention due to the abundance of such data in many emerging fields such as genetic
studies, social network analysis, etc. High dimensional geometry is inherently different
from low-dimensional geometry. As an example, for linear regression, in low dimensions
the Ordinary Least Square (OLS) estimator allows for constructing confidence intervals
and hypothesis tests for the true coefficient. In high dimensional models OLS is ill-
conditioned so instead we have to solve for penalized estimators like LASSO. In low
dimensions we can test for hypothesis such as H0 : α
∗ = 0 by partial likelihood function
while in high dimensions this also fails, due to the large amount of nuisance parameters.
In this paper we consider a hypothesis testing problem in a high dimensional model
under constrained parameter space. For many problems, before analyzing data and fitting
models we might already know some constraints on the parameters. This can also be
viewed as prior information on the parameters. For example in isotonic regression [6,
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66, 11] we have a constraint that the variables are non-decreasing; in non-negative least
square problem [58] we have a constraint that the coefficients are non-negative. in real-
world reinforcement learning applications, we need to take into consideration the safety
of the agent [5, 64, 72]. Also, in Gaussian process, it is sometimes assumed that the
parameters satisfy some linear inequality constraints [40].
With this additional information the statistical inference and hypothesis testing for
the parameters may be different. For example, consider a simple model: X ∼ N(µ, 1). In
general if we want to test whether µ is 0 or not, i.e. test for H0 : µ = 0 versus HA : µ 6= 0,
we will reject H0 if the absolute value of the mean |x¯| is relatively large. However, if we
have the constraint that µ ≥ 0, then we are testing H0 : µ = 0 versus HA : µ > 0, and we
reject H0 only when x¯ is relatively large.
When we have constraints on parameters, a natural question we want to answer is
whether the parameter lies on the boundary or is away from the boundary, since these
two cases are usually very different. For example for nonnegativity constraint, we want to
know whether the parameter is exactly zero or strictly positive; for monotonic constraint
we want to know whether the two variables are equal or one is strictly greater than the
other.
In this paper we perform statistical inference (hypothesis testing) for low dimensional
parameters in a high dimensional model under cone constraint. Denote the parameter
β = (α,θ), where α is the low dimensional parameter of interest and θ denotes nuisance
parameters. Denote the constraint set C as a closed and convex cone, and let M ∈ C
be a linear space in C. In most of the cases C is a polyhedron and the linear space M
denotes the (subset of) the boundary set of C. In this paper we want to test
H0 : α ∈M versus HA : α ∈ C\M, (1)
where we have the constraint α ∈ C. We develop an algorithm for this constrained
testing problem in high dimensional models. Following our procedure we show that the
hypothesis test method we propose has asymptotic designed Type I error, and it has much
greater power than when the constraints are ignored.
1.1 Related Work
High-dimensional inference without constraint. There is a vast literature on per-
forming statistical inference for high dimensional models and here we provide a brief
overview. Early work [34] shows that the limiting distribution of LASSO estimator is not
normal even in low dimensions. More recently, several approaches have been proposed to
obtain asymptotic distribution on low dimensional parameters in high dimensional linear
model, mostly by approximating the inverse of the Gram matrix. [73] gives confidence
intervals for low dimensional parameters in a high dimensional linear model using low
dimensional projection estimator (LDPE). [29] provides asymptotic confidence interval
of LASSO estimator for high dimensional linear regression by introducing the debiasing
method. [62] further extends their work to a more general setting, including Generalized
Linear Model and other nonlinear models. [47] deals with general model on Hessian ma-
trix with Dantzig type estimator. Related works also include [12, 74] for simultaneous
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inference, [4] for double selection method, [52, 71, 70] for graphical model, [61, 67, 37] for
post selective inference, [39, 9] for for synthetic control, [59] for noisy labels, etc.
Low-dimensional constrained inference. The literature on constrained testing dates
back to [10], where the authors prove the asymptotic distribution of the likelihood ratio
(LR) test statistic for constrained testing to be weighted Chi-square. [48] further con-
siders testing with unknown covariance matrix, and gives sharp upper and lower bounds
for the weights. [23] introduces the test statistics for likelihood ratio test, Wald test, and
Kuhn-Tucker test with inequality constraint in linear model, and proves the equivalence
of these three tests. [32] proposes one-sided t-test when the coefficients’ signs are known.
[54] introduces a modified Lagrange multiplier test for testing one-sided problem. [35]
proposes Wald test for jointly testing equality and inequality constraints on the parame-
ters. [65] develops asymptotically equivalent tests under linear inequality restrictions for
linear models. [33] introduces a locally most mean powerful (LMMP) test. [1] introduces
directed tests, which is optimal in terms of power. [8] introduces multiple-endpoint test-
ing in clinical trials. [24] provides Order-Restricted Score Tests for generalized linear and
nonlinear mixed models. [2] proposes test when nuisance parameters appear under the
alternative hypothesis, but not under the null. [49] gives improved LRT and UIT test.
More recently, [42] has discussed halfline test for inequality constraints. [60] gives conser-
vative likelihood ratio test using data-dependent degree of freedom. [76] gives Wald test
under inequality constraint in linear model with spherically symmetric disturbance. [43]
proposes an extended MaxT test and gets the power improvement. However, all these
existing results are for low dimensional models.
In terms of statistical inference, our work is most related to [47], where the authors
establish inference for high dimensional models using decorrelation method. We will
review this method in Section 2. For constrained testing, our work is most related to
[55] where the authors introduce and discuss Chi-bar-squared statistic, and [57] and [44]
which form the one sided test to test whether a parameter is zero or strictly positive.
Recent works [28, 63] consider hypothesis testing on whether the parameters lie in some
convex cone. This is still different from our setting where we know the parameters lie in
the convex cone and the goal is to test whether they lie on the boundary of the cone.
1.2 Organization of the Paper
In Section 2 we give the detailed procedure for our algorithm. Section 3 gives assump-
tions under which our method is valid, and states our main theorem. Sections 4 and 5
present experimental results on synthetic datasets and real world datasets, respectively.
We conclude in Section 6.
2 Algorithm
In this section we describe our main algorithm. Consider a high dimensional statistical
model with parameters β ∈ Rp and the partition β = (α,θ), where α is d dimensional
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parameter of interest, and θ is a p− d dimensional nuisance parameter with d  p. We
write α = (α1, ..., αd), and the true parameter as β
∗ = (α∗,θ∗) with ‖β∗‖0 = s. Moreover,
we have the constraint α∗ ∈ C where C is a closed and convex cone. Let M ∈ C be a
linear space in C. In most of the cases C is an polyhedron and the linear space M denotes
the (subset of) the boundary set of C. The hypothesis we want to test is
H0 : α
∗ ∈M versus HA : α∗ ∈ C\M, (2)
i.e. we want to test whether α∗ lies on the boundary of C, or is a strict interior point
of C in at least one direction. For example, with nonnegativity constraint we have C =
Rd+ = {α : α ≥ 0} and M = {α : α = 0}. The hypothesis we want to test is
H0 : α
∗ = 0 versus HA : ∃j ∈ {1, ..., d} s.t. α∗j > 0. (3)
Another example is monotonic constraint where we have C = {α : α1 ≤ α2 ≤ ... ≤ αd}
and M = {α : α1 = α2 = ... = αd}. The hypothesis we want to test is
H0 : α
∗
1 = α
∗
2 = ... = α
∗
d versus HA : ∃j ∈ {1, ..., d− 1} s.t. α∗j < α∗j+1. (4)
Suppose we have n independent trials where we allow for n < p. Denote the sample
negative log likelihood function as
`(β) = − 1
n
n∑
i=1
logLi(β), (5)
where Li(β) is the likelihood function for one trial i. In low dimensions we can estimate
the parameter β by maximum likelihood estimation (MLE). However in high dimensions,
MLE may not work. Instead we use the penalized estimator
β̂ = arg min
β
{
`(β) + Pλ(β)
}
, (6)
where Pλ is some penalty function with tuning parameter λ. Note that this estimation
can be performed with or without the cone constraint α ∈ C. In Section 3 we will see
that all we need is the consistency of this estimator.
Let ∇`(β) = ∇`(α,θ) be the gradient of the negative log likelihood function and
∇`α(α,θ), ∇`θ(α,θ) be the corresponding partitions. Similarly let ∇2`(β) be the sample
Hessian matrix, and let ∇2αα`(β), ∇2αθ`(β), ∇2θα`(β) and ∇2θθ`(β) be the corresponding
partitions. Let H(β) = E(∇2`(β)) be the population Fisher information matrix. Denote
H∗ = H(β∗) and H∗αα, H
∗
αθ, H
∗
θα, H
∗
θθ as the corresponding partitions for H
∗.
The difficulty of the problem comes from two aspects: the problem is high dimen-
sional, and that we have the constraint on α. We first deal with the difficulty from high
dimensions. It is well known that in low dimensions we can test for H0 : α
∗ = 0 based on
the partial score function
S(α) = ∇α(α, θ̂(α)), (7)
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where θ̂(α) = argminθ`(α,θ) is the partial maximum likelihood estimator. Under the
null hypothesis we have √
nS(0)
d→ N(0, H∗α|θ), (8)
where H∗α|θ = H
∗
αα − H∗αθH∗θθ−1H∗θα is the partial information matrix. We then reject
the null when S(0) is relatively large. However, in high dimensions this method does not
work. To overcome this issue, we follow the decorrelation procedure introduced in [15, 47]
as described in Step 1 in Algorithm 1.
Remark 1. In Step 1.2, we want to get a linear combination of ∇θ`(α∗,θ∗) to best
approximate ∇α`(α∗,θ∗). The population version of this vector should be
W ∗ = argmin
W
E
{
∇α`(α∗,θ∗)−W>∇θ`(α∗,θ∗)
}2
= H∗−1θθ H
∗
θα. (17)
However, in high dimensions, we cannot directly estimate W ∗ by the corresponding sample
version since the problem is ill-conditioned. So instead we estimate W ∗ by the Dantzig
selector Ŵ .
Remark 2. In Step 1.3 we get decorrelated score function which is approximately orthog-
onal to any component of the nuisance score function ∇θ`(α∗,θ∗). This is approximately
an unbiased estimating equation for α so the root of this equation should give us an ap-
proximately unbiased estimator for α∗. Since searching for the root may be computational
intensive, we use one Newton step, as stated in (11).
With the decorrelated score function, the decorrelated estimator, and the decorre-
lated likelihood function, under mild conditions we will specify in Section 3, we have the
following asymptotic distributions [47]:
√
nÛ(α∗)→N(0, H∗α|θ), (18)√
n(α˜−α∗)→N(0, H∗−1α|θ ), (19)
2n
(
`de(α
∗)− `de(α˜)
)
→χ2d, (20)
where H∗α|θ = H
∗
αα −H∗αθH∗−1θθ H∗θα, and in practice it can be estimated by
Ĥα|θ = ∇2αα`(β̂)− Ŵ>∇2θα`(β̂). (21)
We then deal with the second difficulty: cone constraint. Since we already get asymp-
totic normality, we follow the procedure in [55] to construct the Score, Wald and likelihood
ratio test statistics, as described in Step 2 in Algorithm 1.
This two-step procedure gives us the final test statistics Ts, Tw and TL. In the next
section we will show that under null hypothesis, all of them converge weakly to the
weighted Chi-square distribution, and from which we can construct valid hypothesis test
with asymptotic designed Type I error.
5
Algorithm 1 Two-step procedure for statistical inference with cone constraint
Step 1
1.1 Get penalized estimator β̂ = (α̂, θ̂) using (6) for some tuning parameter λ.
1.2 For each j = 1, ..., d, estimate ŵj by the following Dantzig selector
ŵj = argminw‖w‖1 s.t.
∥∥∇2αjθ`(β̂)−w>∇2θθ`(β̂)∥∥∞ ≤ λ′, (9)
where λ′ is a hyper-parameter which we describe how to choose later. Combine
them to get matrix Ŵ , i.e., Ŵ = (ŵ1, ..., ŵd).
1.3 Define the decorrelated score function:
Û(α) = ∇α`(α, θ̂)− Ŵ>∇θ`(α, θ̂). (10)
1.4 Define the decorrelated estimator:
α˜ = α̂−
(∂Û (α̂)
∂α
)−1
· Û(α̂). (11)
1.5 Define the decorrelated likelihood function:
`de(α) = `
(
α, θ̂ − Ŵ (α− α̂)). (12)
Step 2
2.1 Get one-sided Wald test statistic
Tw = inf
b∈M
{
(α˜− b)>Ĥα|θ(α˜− b)
}
− inf
b∈C
{
(α˜− b)>Ĥα|θ(α˜− b)
}
. (13)
2.2 Get one-sided Likelihood ratio test statistic
TL = 2n
(
inf
b∈M
`de(b)− inf
b∈C
`de(b)
)
. (14)
2.3 Get one-sided Score test statistic
Ts =
(
Û(bM)− Û(bC)
)>
Ĥ−1α|θ
(
Û(bM)− Û(bC)
)
, (15)
where
bM = arg inf
b∈M
`de(b), and bC = arg inf
b∈C
`de(b). (16)
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3 Theoretical result
In this section, we outline the main theoretical properties of our method. We start by
providing high-level conditions in Section 3.1, and state our main theorem in Section 3.2
that the null distribution is a weighted Chi-square distribution. In Section 3.3 we describe
the way to calculate the weights. We analyze the power of our method in Section 3.4 and
the proof of the main theorem is given in Section 3.5.
3.1 Assumptions
In this section we provide high-level assumptions that allow us to establish properties of
each step in our procedure.
Sparsity Condition: Both β∗ and w∗ are sparse: ‖β∗‖0 = ‖w∗‖0 = s. (We use a
single s for notational simplicity, but this is not required for our method to work).
Score Condition: The expected value of the score function at true β∗ is 0:
E
(
∇`(β∗)
)
= 0. (22)
Sparse Eigenvalue Condition: We have v>H∗v ≥ cmin‖v‖22 and v>∇2`(β̂)v ≥ cmin‖v‖22
for any v with ‖v‖0 = O(s). Also both ∇`(β∗), ∇2`(β∗), and H∗ are bounded element-
wise, i.e., the maximum element is O(1) and each element has absolute value bounded by
some constant a.
Denote ‖A‖∞ as the maximum absolute value of elements inA, i.e., ‖A‖∞ = maxj,k |Ajk|.
By saying the maximum element of H∗ is O(1), we are assuming ‖H∗‖∞ = O(1).
Estimation Accuracy Condition: The penalized estimator β̂ in (6) is a consistent
estimator for the true β∗:
‖β̂ − β∗‖1 = O(λs) and ‖β̂ − β∗‖2 = O(λ
√
s), (23)
where λ is the hyper-parameter in the penalty Pλ.
Smooth Hessian Condition: The Hessian matrix ∇2`(β) is Lipschitz continuous:
‖∇2`(β1)−∇2`(β2)‖∞ ≤ L · ‖β1 − β2‖1, (24)
for some constant L.
Remark 3. The score condition holds for most of the log likelihood functions. In fact,
let f be the likelihood function and θ be the parameter, then under certain regularity
conditions [51], we have
E
d
dθ
log f = E
df
dθ
· 1
f
=
∫
df
dθ
· 1
f
· f dx =
∫
df
dθ
dx =
d
dθ
∫
f dx =
d
dθ
1 = 0. (25)
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Remark 4. The sparse eigenvalue (SE) condition can be replaced by restricted eigenvalue
(RE) condition: let S = supp(β∗) ∪ supp(w∗), RE condition requires v>H∗v ≥ cmin‖v‖22
and v>∇2`(β̂)v ≥ cmin‖v‖22 for any v in the cone C(S) = {v : ‖vSc‖ ≤ c0‖vS‖} for
some cmin, c0 > 0. Both sparse eigenvalue condition and restricted eigenvalue condition
are common in high dimensional statistical estimation literature, and are known to hold
for a large number of models. See Remark 19 in the supplementary material for the proof.
Remark 5. The estimation condition is also common for penalized estimators. For ex-
ample, [46] shows that, if the sample loss function L (e.g. negative log likelihood function
`(β) here) is convex, differentiable, and satisfies Restricted Strong Convexity:
L(β∗ + ∆)− L(β∗)− 〈∇L(β∗),∆〉 ≥ κ‖∆‖2 (26)
for certain ∆, then for Pλ being L1 penalty, with λ ≥ 2‖∇L(β∗)‖∞ we have
‖β̂ − β∗‖1 = O(λs) and ‖β̂ − β∗‖2 = O(λ
√
s). (27)
Remark 6. The smooth Hessian condition is to make sure the Hessian matrix is well-
behaved locally, hence to make sure the Dantzig selector ŵ is consistent. This condition
is also known to hold for general models.
3.2 Main theorem
Before we proceed with our main theorem, we first introduce the following Lemma 7 which
shows the asymptotic distribution of the decorrelated score function and decorrelated
estimator constructed in Step 1 of Algorithm 1. It is in the same spirit as and corresponds
to Theorem 4.4 and 4.7 in [15]. All the other related lemmas and proofs are provided in
the supplementary material. For ease of presentation, in the following Lemma 7 we focus
on the case where α is a scalar. It is straightforward to generalize to the vector case.
Lemma 7. Suppose all the conditions in Section 3.1 are satisfied. Let λ = O(√log p/n)
in Step 1.1, λ′ = O(s2√log p/n) in Step 1.2, and s6 log2 p/n = o(1), we have
√
nÛ(α∗)→N(0, H∗α|θ), (28)√
n(α˜− α∗)→N(0, H∗−1α|θ ), (29)∣∣∣H∗α|θ − Ĥα|θ∣∣∣ = oP(1) (30)
where H∗α|θ = H
∗
αα −H∗αθH∗−1θθ H∗θα and is estimated by the sample version
Ĥα|θ = ∇2αα`(β̂)− ŵ>∇2θα`(β̂). (31)
Proof. The outline of the proof follows from [15]. We start from the proof of (28) for
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Û(α∗) where by mean value theorem we have:
Û(α∗) = ∇α`(α∗, θ̂)− ŵ>∇θ`(α∗, θ̂)
= ∇α`(α∗,θ∗) +∇2αθ`(α∗, θ¯)(θ̂ − θ∗)− [ŵ>∇θ`(α∗,θ∗) + ŵ>∇2θθ`(α∗, θ˜)(θ̂ − θ∗)]
=
[∇α`(α∗,θ∗)−w∗T∇θ`(α∗,θ∗)]︸ ︷︷ ︸
E1
+
[
(w∗ − ŵ)>∇θ`(α∗,θ∗)
]︸ ︷︷ ︸
E2
+
[∇2αθ`(α∗, θ˜)− ŵ>∇2θθ`(α∗, θ¯)](θ̂ − θ∗)︸ ︷︷ ︸
E3
= E1 + E2 + E3,
(32)
where θ¯ = θ∗ + u¯(θ̂ − θ∗), θ˜ = θ∗ + u˜(θ̂ − θ∗) for some u¯, u˜ ∈ [0, 1].
We consider the three terms separately. For E1, by taking v = (1;−w∗) in Lemma
13, under the null hypothesis we have
√
nE1→N(0, H∗α|θ). (33)
For E2, according to Ho¨lder’s inequality, Lemma 14, and Lemma 18 we have
|E2| ≤ ‖ŵ −w∗‖1 · ‖∇θ`(0,θ∗)‖∞ = OP(λ′s
√
log p/n) = OP(s3 log p/n). (34)
For E3 we have
|E3| ≤ |(ŵ −w∗)>∇2θθ`(α∗, θ¯)(θ̂ − θ∗)|︸ ︷︷ ︸
R1
+
∣∣[∇2αθ`(α∗, θ˜)−w∗>∇2θθ`(α∗, θ¯)](θ̂ − θ∗)∣∣
≤ R1 +
∣∣[∇2αθ`(α∗, θ˜)−H∗αθ](θ̂ − θ∗)∣∣︸ ︷︷ ︸
R2
+
∣∣[H∗αθ −w∗>∇2θθ`(α∗, θ¯)](θ̂ − θ∗)∣∣
≤ R1 +R2 +
∣∣w∗>[H∗θθ −∇2θθ`(α∗, θ¯)](θ̂ − θ∗)∣∣︸ ︷︷ ︸
R3
≤ R1 +R2 +R3.
(35)
Considering the three terms R1, R2 and R3 separately, according to Lemma 16 and
Lemma 18 we have
R1 ≤ ‖ŵ −w∗‖2‖∇θθ`(α∗, θ¯)‖2‖θ̂ − θ∗‖2 ≤ C
√
sλ′c
√
s log p/n = OP(s3 log p/n), (36)
R2 ≤ ‖∇2αθ`(α∗, θ˜)−H∗αθ‖∞ · ‖θ̂ − θ∗‖1 = OP(s2 log p/n), (37)
R3 ≤ ‖w∗‖1‖H∗θθ −∇2θθ`(α∗, θ¯)‖∞‖θ̂ − θ∗‖1 = OP(s3 log p/n). (38)
Combining all these terms we show that (28) holds. We then turn to the proof of (30)
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that Ĥα|θ is an consistent estimator. By definition we have
|Ĥα|θ −H∗α|θ| ≤ |H∗αα −∇2αα`(α̂, θ̂)|︸ ︷︷ ︸
T1
+|H∗αθH∗−1θθ H∗θα − ŵ>∇2θα`(α̂, θ̂)|
≤ T1 + |(w∗ − ŵ)>H∗θα|︸ ︷︷ ︸
T2
+ |ŵ>(H∗θα −∇2θα`(α̂, θ̂))|︸ ︷︷ ︸
T3
≤ T1 + T2 + T3.
(39)
Considering the terms T1, T2 and T3 separately, according to Lemma 16 and Lemma
18 we have
T1 = OP(s
√
log p/n), (40)
T2 ≤ ‖w∗ − ŵ‖1 · ‖H∗θα‖∞ = OP(s3
√
log p/n), (41)
T3 ≤ ‖ŵ‖1 · ‖H∗θα −∇2θα`(α̂, θ̂)‖∞ = OP(s2
√
log p/n). (42)
Combining the three terms we show that (30) holds. Finally we prove the result (29)
for α˜. By construction we have
α˜ = α̂−
(∂Û(α̂)
∂α
)−1
· Û(α̂) = α̂−H∗−1α|θ Û(α̂) + Û(α̂)
[
H∗−1α|θ −
(∂Û(α̂)
∂α
)−1]
︸ ︷︷ ︸
S1
= α̂−H∗−1α|θ
[
Û(α∗) + (α̂− α∗) · ∂Û(α˘)
∂α
]
+ S1
= α̂−H∗−1α|θ Û(α∗)− (α̂− α∗)H∗−1α|θ ·H∗α|θ + (α̂− α∗)H∗−1α|θ
[
H∗α|θ −
(∂Û(α˘)
∂α
)]
︸ ︷︷ ︸
S2
+S1
= α∗ −H∗−1α|θ Û(α∗) + S1 + S2,
(43)
where α˘ = α∗+ u˘(α̂−α∗) for some u˘ ∈ [0, 1]. We consider the terms S1 and S2 separately.
For S1 we have
|Û(α∗)− Û(α̂)| ≤ |α∗ − α̂| ·
∣∣∣∂Û(α˘)
∂α
∣∣∣ = OP(λ). (44)
Moreover, from the analysis of Û(α∗) above we have that |Û(α∗)| = OP(n−1/2). We
then obtain
|S1| ≤
(
|Û(α∗)− Û(α̂)|+ |Û(α∗)|
)
·
[
H∗−1α|θ −
(∂Û(α̂)
∂α
)−1]
≤ OP(s3log p/n). (45)
For S2 we have that
|S2| ≤ |α̂− α∗| ·H∗−1α|θ ·
∣∣∣H∗α|θ − (∂Û(α˘)∂α )∣∣∣ ≤ OP(s3log p/n). (46)
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Plugging in (45) and (46) into (43) we obtain
√
n(α˜− α∗) = −√nH∗−1α|θ Û(α∗) + oP(1). (47)
According to (28), this gives
√
n(α˜− α∗)→N(0, H∗−1α|θ ), (48)
and our claim (29) holds.
Remark 8. The stated sample complexity s6 log2 p/n = o(1) is for a general model. For
specific models we may be able to get sharper results. For example for linear model and
generalized linear model s2 log2 p/n = o(1) suffices [47].
In Lemma 7 we focus on the case where α is a scalar. It is straightforward to generalize
to the vector case. We are now almost ready for our main theorem. For any positive
definite matrix V , denote 〈x, y〉V = x>V y and ‖x‖V = (x>V x) 12 as the inner product and
the norm, respectively. For the linear space M , the usual orthogonal complement of M
associated with V is defined as
M⊥V =
{
y : 〈x, y〉V = 0 for all x ∈M
}
. (49)
For any positive definite matrix V ∈ Rm×m and convex cone C ⊆ Rm, let y ∼ N(0, V )
and consider
T0 = y
>V −1y −min
η∈C
(y − η)>V −1(y − η). (50)
It can be shown [55] that T0 is distributed as a weighted mixture of Chi-squared
distribution associated with V and C denoted as T0 ∼ χ¯2(V,C). That is
Pr
{
T0 ≥ c
}
= Pr
{
χ¯2(V,C) ≥ c} = m∑
i=0
wi(m,V,C) · Pr
{
χ2i ≥ c
}
, (51)
where χ2i is a Chi-squared random variable with i degrees of freedom and χ
2
0 is the point
mass at 0. Here wi(m,V,C) are non-negative weights satisfying
∑m
i=1wi(m,V,C) = 1.
See Section 3.3 for details. We then have the following main theorem:
Theorem 9. Suppose the hypothesis we would like to test is H0 : α
∗ ∈M versus HA : α∗ ∈
C\M where we have the constraint α∗ ∈ C, and suppose all the conditions in Section 3.1
are satisfied. Then under the null hypothesis, the test statistics Ts, Tw and TL constructed
in Step 2 satisfy
Ts, Tw, TL→χ¯2(H∗α|θ, C∗), (52)
where C∗ = C ∩M⊥H∗
α|θ
.
The proof of Theorem 9 is postponed to Section 3.5.
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Remark 10. Our method is also valid for cones not centered at the origin, for example
C = {α : Rα ≥ r} and M = {α : Rα = r}. The two-step procedure is exactly the same as
before. Under the null hypothesis Rα∗ = r, by removing α∗ from both α˜ and b, we see that
Tw has the same distribution with the case C = {α : Rα ≥ 0} and M = {α : Rα = 0}.
This is also validated experimentally by the sum constraint in Section 4.
Remark 11. In this paper we focus on hypothesis on a low dimension parameter α only.
It is in fact straightforward to extend Theorem 9 to the whole parameter β. However,
as we will see in Section 3.3, the weights of the null distribution (52) usually lack closed
form expression and can only be calculated using numerical methods in practice. When
dimension of parameter of interest is large, this could be computationally intractable.
With this weighted Chi-square distribution under the null, we can build hypothesis
test for α∗ with any designed Type I error. It remains to calculate the weights wi and
the critical value c in (51). We describe the calculation of the weights in the next section.
The critical value can be calculated numerically as follow.
Critical value. The final step is to calculate the critical value. Specifically, we want to
find critical value c such that
Pr
{
χ¯2
(
Ĥα|θ, C∗
) ≥ c} = m∑
i=0
wi
(
m, Ĥα|θ, C∗
) · Pr{χ2i ≥ c} = γ, (53)
where γ is the designed Type I error. This can be solved numerically by binary search on
c.
Combining all these result we are able to build valid testing procedure for the original
hypothesis (2) with asymptotic designed Type I error γ by calculating the 1− γ quantile
of the weighted Chi-squared distribution, and reject H0 when Ts, Tw or TL is greater than
this quantile.
3.3 Weights Calculation
According to Lemma 7, the covariance matrix H∗α|θ can be consistently estimated by
sample version (31). The cone C∗ depends on the constraint space C, M and H∗α|θ. For
example for non-negative constraint, we have M = {α : α = 0} and hence M⊥H∗
α|θ
= Rd
and C∗ = C ∩M⊥H∗
α|θ
= C; for monotonic constraint, we have M = {α : α1 = α2 = ... =
αd} and hence M⊥H∗
α|θ
= {α : 1>H∗α|θ · α = 0}. Since C = {α : α1 ≤ α2 ≤ ... ≤ αd}, we
have
C∗ = C ∩M⊥H∗
α|θ
= {α : α1 ≤ α2 ≤ ... ≤ αd,1>H∗α|θ ·α = 0}. (54)
The weights wi(d,H
∗
α|θ, C
∗) depend on H∗α|θ and C
∗ and can be complicated and
without closed form expression. Here we briefly review the expression of general weights
wi(m,V,C) for some general dimension m, covariance matrix V , and cone C obtained in
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[36]. We refer to [55] for more detailed formulas. We start from the simplest case where
C = Rm+ and V = I. From (50) we have
T0 =
m∑
i=1
max(yi, 0)
2 ∼ χ¯2(I,Rm+ ). (55)
We can see that the weight wi(m, I,Rm+ ) depends on the number of positive components
of y: if i of them are positive then the distribution would be χ2i . There are in total 2
m
choices of signs on each component of y and therefore
wi(m, I,Rm+ ) = 2−m
(
m
i
)
. (56)
We then consider C = Rm+ with general V where the weights are given by
wi(m,V,Rm+ ) :=
∑
|A|=i,A⊆[m]
p
{
(VAc)−1
}
· p
{
VA;Ac
}
, (57)
where the summation runs over all subsets A of {1, ...,m} having i elements. Ac is the
complement of A and VA is the submatrix of V corresponding to those yi where i ∈ A.
VA;Ac is the covariance matrix under the condition yj = 0 where j ∈ Ac. Finally p(Λ)
denotes the probability that z ≥ 0 for a Gaussian random variable z ∼ N(0,Λ).
The weight (57) can be approximated using Monte Carlo simulation when m is rela-
tively small. For large m this could be computational intensive, but since we are interested
in α ∈ Rd with d p we expect d to be relatively small.
We then consider more general cones C and show how they can be reduced to the
above case C = Rm+ as proposed in [55]. First suppose C is defined by linear inequality
constraints
CR = {α : Rα ≥ 0}, (58)
where R ∈ Rm×m is nonsingular. In this case by linear transformation we have
wi(m,V,CR) = wi
(
m,RV R>,Rm+
)
. (59)
More generally suppose R ∈ Rk×m with rank k, we have
wm−k+j(m,V,CR) = wj
(
k,RV R>,Rm+
)
, (60)
and the remaining weights vanish.
Finally consider the standard linear constraint with C = {α : Rα ≥ 0} and M =
{α : Rα = 0} where R ∈ Rk×m has full row rank. In this case we can calculate the final
weights associated with C∗ directly. We first find A ∈ R(m−k)×m as the null space of RV
satisfying RV A> = 0. Then the cone C∗ is given by
C∗ = {α : Rα ≥ 0, Aα = 0}, (61)
and the final weights associated with C∗ are given by
wj(m,V,C
∗) = wj(k,RV R>,Rm+
)
. (62)
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3.4 Power analysis
In this section we analyze the power of our proposed method and compare with the stan-
dard method where the constraints are ignored. Since it is unclear how to define the
margin and alternative hypothesis for general cone constraint, in this section we focus
on the nonnegativity constraint. The idea can be generalized to general cone straightfor-
wardly.
We start from the scalar case where d = 1 and α is a scalar. In this case we want to
test for
H0 : α
∗ = 0 versus HA : α∗ > 0. (63)
To ease calculation we assume we have n = 1 sample and the variance is known as
σ2 = H∗α|θ = 1. Since the three tests are asymptotically equivalent, we focus on Wald
test only. According to Step 2 we have Tw = max(α˜, 0)
2 where α˜→N(α∗, 1) by Lemma 7.
Under the null hypothesis α∗ = 0, the asymptotic null distribution of Tw is given by
Tw→1
2
χ20 +
1
2
χ21. (64)
Based on this asymptotic null distribution we reject the null hypothesis when Tw
is large. For standard Wald test where the nonnegativity constraint is ignored, the
asymptotic null distribution is α˜→N(0, 1) and we reject the null hypothesis when α˜ is
large. Denote Φ(·) as the cumulative distribution function of standard normal variable.
Given the designed Type I error γ, the critical value for standard method is given by
τ1 = Φ
−1(1 − γ/2) and the critical value for our method is given by τ2 = Φ−1(1 − γ).
Under the alternative hypothesis that α∗ > 0, the power of the standard method is given
by
Pstandard(reject |α∗) = 1− Φ(τ1 − α∗) + Φ(−τ1 − α∗), (65)
while the power of our method is given by
Pour(reject |α∗) = 1− Φ(τ2 − α∗). (66)
It is straightforward to calculate that
f(α∗) := Pour(reject |α∗)−Pstandard(reject |α∗) =
[
Φ(τ1−α∗)−Φ(τ2−α∗)
]−Φ(−τ1−α∗).
(67)
For small α∗ (0 < α∗ ≤ τ1 + τ2), we have
Φ(τ1 − α∗)− Φ(τ2 − α∗) ≥ γ
2
> Φ(−τ1 − α∗), (68)
and hence f(α∗) > 0. For large α∗ (α∗ > τ1 + τ2), we write α∗ = τ1 + τ2 +  with some
 > 0 and rewrite f(α∗) as
g() := f(α∗) = Φ(−τ2 − )− Φ(−τ1 − )− Φ(−2τ1 − τ2 − ). (69)
Clearly we have g(0) > 0 and g(+∞) = 0 and also
g′() = −φ(−τ2 − ) + φ(−τ1 − ) + φ(−2τ1 − τ2 − )
= −φ(τ2 + ) + φ(τ1 + ) + φ(2τ1 + τ2 + ),
(70)
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where φ(·) denotes the probability density function of standard normal variable. Since
φ(·) decays exponentially, some simple calculation shows that g′() < 0 for any  > 0.
Together with the fact that g(0) > 0 and g(+∞) = 0, we know g() > 0 for any  > 0,
which indicates that f(α∗) > 0 for α∗ > τ1 + τ2. Therefore, for any α∗ > 0, we have
f(α∗) > 0 which shows that our method has greater power than the standard method.
Figure 1 shows the powers obtained by our method and standard method for γ = 0.05.
We can see that when α∗ = 0 (i.e. under the null) both methods have Type I error 0.05.
As α∗ increases and the null is violated, our method has much larger power compared to
the standard method. Finally when α∗ is sufficiently large, both methods has power close
to 1.
We then turn to the vector case where α ∈ Rd. Again to ease calculation we assume
we have n = 1 sample and the variance is known as Σ = H∗α|θ = Id. In this case we have
α˜→N(α∗, Id) by Lemma 7, and the asymptotic null distribution of Tw is given by
Tw→
d∑
i=0
2−d
(
d
i
)
χ2i . (71)
To violate the null hypothesis, we increase the value α∗1 and α
∗
2, ..., α
∗
d remain to be 0.
Figure 2 shows the comparison result for d = 4 and γ = 0.05. The pattern is similar to
Figure 1.
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Figure 1: Comparison of power with d = 1
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Figure 2: Comparison of power with d = 4
3.5 Proof of Theorem 9
Before we proceed with the main proof, we first introduce the following lemma in [55].
Lemma 12. For any positive definite matrix V ∈ Rm×m, convex cone C ⊆ Rm and linear
space M ⊆ C, let y ∼ N(µ, V ) with µ ∈M . Then the statistic
T = min
η∈M
(y − η)>V −1(y − η)−min
η∈C
(y − η)>V −1(y − η) (72)
has the distribution χ¯2(V,C∗) where C∗ = C ∩M⊥V −1.
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Proof. Denote P (·, C) as the orthogonal projection onto C according to norm ‖ · ‖V −1 .
We have ∥∥y − P (y, C)∥∥2
V −1 = minη∈C
(y − η)>V −1(y − η). (73)
Since M is linear space, we have the Pythagoras’ theorem∥∥y − P (y,M)∥∥2
V −1 =
∥∥y − P (y, C)∥∥2
V −1 +
∥∥P (y, C∗)∥∥2
V −1 . (74)
Then (72) follows directly from (50).
We then proceed with the proof of Theorem 9. According to Lemma 7 we have
√
n(α˜−α∗)→N(0, H∗−1α|θ ). (75)
Under the null α∗ ∈ M , Lemma 12 immediately indicates that Tw→χ¯2(H∗α|θ, C∗),
where C∗ = C ∩M⊥H∗
α|θ
. We then show that TL and Ts are asymptotically equivalent to
Tw. For TL, following Proposition 4.2.2 in [56], we have the local quadratic approximation
`de(b) = `de(α˜) +
∂`de(α)
∂α
∣∣∣∣>
α=α˜
(b− α˜) + 1
2
(b− α˜)>∂
2`de(α)
∂α2
∣∣∣∣
α=α˜
(b− α˜) + op(1)
= `de(α˜) +
1
2
(b− α˜)>Ĥα|θ(b− α˜) + op(1),
(76)
where the second term follows from the definition of α˜ and the following Taylor expansion
∂`de(α)
∂α
∣∣∣∣
α=α˜
= Û(α˜) = Û(α̂) +
(∂Û(α̂)
∂α
)
· (α˜− α̂) + op(1) = op(1). (77)
The first term `de(α˜) is a constant over b, therefore we have
TL = 2
(
inf
b∈M
`de(b)− inf
b∈C
`de(b)
)
= inf
b∈M
{
(α˜− b)>Ĥα|θ(α˜− b) + op(1)
}
− inf
b∈C
{
(α˜− b)>Ĥα|θ(α˜− b) + op(1)
}
= Tw + op(1).
(78)
This shows that TL has the same asymptotic distribution as Tw. Similarly, for Ts we
have the local approximation
Û(b) = Û(α˜) + Ĥα|θ · (b− α˜) + op(1). (79)
Plugging in bM and bC we obtain
Ts =
(
Û(bM)− Û(bC)
)>
Ĥ−1α|θ
(
Û(bM)− Û(bC)
)
=
(
bM − bC
)>
Ĥα|θ
(
bM − bC
)
+ op(1)
=
(
α˜− bM
)>
Ĥα|θ
(
α˜− bM
)− (α˜− bC)>Ĥα|θ(α˜− bC)+ op(1)
= Tw + op(1),
(80)
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where the third equality comes from the Pythagoras’ theorem∥∥α˜− P (α˜, C)∥∥2 = ∥∥α˜− P (α˜,M)∥∥2 + ∥∥P (α˜,M)− P (α˜, C)∥∥2, (81)
and the fact that
bM = arg inf
b∈M
`de(b) = arg inf
b∈M
{
`de(α˜) +
1
2
(b− α˜)>Ĥα|θ(b− α˜) + op(1)
}
= arg inf
b∈M
{
(b− α˜)>Ĥα|θ(b− α˜)
}
+ op(1).
(82)
This shows that Ts has the same asymptotic distribution as Tw, which completes the
proof.
4 Synthetic Data
In this section we apply our method on synthetic datasets. We consider linear model
Y = Xβ∗ +  with  ∼ Nn(0, σ2In), and impose different kinds of constraints on the
first two variables α∗ = (α∗1, α
∗
2) = (β
∗
1 , β
∗
2). Specifically, we consider the following three
constraints.
1. Monotonicity constraint. We have the monotonic constraint α1 ≤ α2, and the
hypothesis we would like to test is
H0 : α
∗
1 = α
∗
2 versus HA : α
∗
1 < α
∗
2. (83)
For the experiment we set α∗1 = α
∗
2 = −1 and α∗i = 0 elsewhere.
2. Non-negativity constraint. We have the non-negative constraint α1, α2 ≥ 0, and the
hypothesis we would like to test is
H0 : α
∗
1 = α
∗
2 = 0 versus HA : α
∗
1 > 0 or α
∗
2 > 0. (84)
For the experiment we set α∗1 = α
∗
2 = 0, α
∗
p = α
∗
p−1 = 1 where p is the dimension of
β, and α∗i = 0 elsewhere.
3. Sum constraint. We have the sum constraint α1 + α2 ≤ −2, and the hypothesis we
would like to test is
H0 : α
∗
1 + α
∗
2 = −2 versus HA : α∗1 + α∗2 < −2. (85)
For the experiment we set α∗1 = α
∗
2 = −1 and α∗i = 0 elsewhere.
In low dimensions we have the Least Square estimator β̂ = (X>X)−1X>Y with β̂ ∼
N
(
β∗, σ2(X>X)−1
)
, from which we can construct confidence interval and hypothesis
testing for β∗. In high dimension Least Square estimator is ill-conditioned so we instead
calculate penalized estimator β̂ according to (6). For example letting Pλ be L1 penalty we
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get the LASSO estimator. Alternatively we can get the estimator β̂ under constraint. For
example for non-negativity constraint, we can get nonnegative sparse estimator directly
[58].
In [47] the authors show that our conditions in Section 3.1 are satisfied for linear
regression so we then follow our procedure to calculate the test statistics Ts, Tw and TL. We
set σ = 1 and we assume σ is known. Each row of X is sampled from multivariate normal
distribution X ∼ Np(0,Σ), where Σ is a Toeplitz matrix with Σjk = ρ|j−k|. The tuning
parameter is set to be λ =
√
log p/n and λ′ = 1
2
√
log p/n. We vary ρ ∈ {0.2, 0.4, 0.6, 0.8},
p ∈ {100, 300, 500} and for each setting we generate n = 200 samples. The averaged
empirical Type I error on 500 replicates under the three different constraints are shown
in Table 1 - 3. The designed Type I error is 5%.
Table 1: Empirical Type I error for monotonic constraint
Method p
ρ 0.2 0.4 0.6 0.8
Score 100 6.4% 5.6% 5.4% 6.8%
300 6.6% 5.4% 6.4% 5.6%
500 6.8% 5.4% 6.6% 6.6%
Wald 100 5.4% 4.4% 4.8% 7.0%
300 5.0% 3.6% 5.2% 6.2%
500 3.8% 3.2% 3.8% 5.2%
LR 100 6.2% 4.8% 5.4% 6.4%
300 5.2% 5.2% 5.8% 6.4%
500 4.8% 4.0% 6.0% 5.6%
Table 2: Empirical Type I error for non-negative constraint
Method p
ρ 0.2 0.4 0.6 0.8
Score 100 5.6% 6.2% 6.2% 4.8%
300 4.6% 5.2% 5.2% 6.2%
500 5.4% 5.6% 5.0% 5.2%
Wald 100 5.6% 4.8% 5.0% 4.6%
300 5.0% 3.6% 4.0% 3.6%
500 3.2% 4.2% 3.4% 3.2%
LR 100 6.0% 5.0% 5.8% 4.6%
300 3.6% 4.2% 3.6% 4.8%
500 3.6% 3.4% 4.8% 4.4%
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Table 3: Empirical Type I error for sum constraint
Method p
ρ 0.2 0.4 0.6 0.8
Score 100 4.8% 6.2% 5.4% 5.2%
300 4.8% 4.4% 5.8% 5.4%
500 4.4% 3.8% 3.6% 4.0%
Wald 100 3.6% 5.4% 4.2% 4.0%
300 3.8% 4.4% 3.6% 4.2%
500 4.0% 3.6% 4.2% 4.0%
LR 100 4.2% 5.6% 4.4% 5.2%
300 3.8% 4.4% 4.8% 5.0%
500 3.4% 4.0% 5.2% 4.6%
From the three tables we see that our algorithm works well for all these three con-
straints. We then check the power of our algorithm. For each constraint, we intro-
duce a variable margin that measures how much we violate the null hypothesis (i.e.
how far we are away from the boundary). Specifically, for monotonic constraint, we set
α∗1 = −1, α∗2 = −1 +margin; for non-negative constraint we set α∗1 = α∗2 = margin/2; for
sum constraint, we set α∗1 = −1, α∗2 = −1−margin. Intuitively, as the margin increases,
the power of the test will increase. For all the three constraints, we compare the power of
our testing procedures to the standard Wald/Score/Likelihood ratio tests where we ignore
the constraint. For example for monotonic constraint our method tests for
H0 : α
∗
1 = α
∗
2 versus HA : α
∗
1 < α
∗
2, (86)
while the standard method tests for
H0 : α
∗
1 = α
∗
2 versus HA : α
∗
1 6= α∗2. (87)
We vary margin ∈ {0, 0.05, 0.1, 0.2, 0.3, 0.5, 1} where margin = 0 corresponds to
null hypothesis and others corresponds to alternative hypothesis. Under the alternative
hypothesis, for both our method and standard method, Wald/Score/Likelihood ratio tests
gives nearly identical power. Therefore we only report the mean of them. The comparison
results on 500 replicates are shown in Table 4, and we can see that by considering the
known constraint, our tests have much stronger power.
5 Real Data
In this section we apply our method to two real datasets on ARCH model and information
diffusion model. For both the models, we have the intrinsic non-negative constraint on
the parameters. Therefore, to provide statistical inference on the parameters, we should
use constrained testing method.
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Table 4: Power of the tests
Constraint
Method
margin
0 0.05 0.1 0.2 0.3 0.5 1
Monotonic Our method 0.045 0.061 0.113 0.211 0.331 0.597 0.988
Standard method 0.047 0.044 0.068 0.138 0.235 0.488 0.978
Non-negative Our method 0.036 0.069 0.112 0.278 0.504 0.879 1.000
Standard method 0.039 0.032 0.047 0.134 0.323 0.788 1.000
Sum Our method 0.060 0.169 0.266 0.478 0.712 0.950 1.000
Standard method 0.041 0.097 0.156 0.340 0.596 0.922 1.000
5.1 ARCH Model
As a first example, we consider the application of our method in financial economics,
where most of the existing works focus on estimations and predictions [30, 17, 41, 16, 3].
However, people are usually more interested in testing whether a specific factor affects
the prediction results, with a focus on testing inequality constraints [65]. The model we
consider is the autoregressive conditional heteroscedasticity (ARCH) model introduced
in [14]. ARCH model is very popular in modeling financial economic time series like
exchange rates, commodity prices. The main feature is that ARCH model attempts to
model the variance as well. More formally, ARCH models assume the variance of the
current error term to be a function of the actual sizes of the previous time periods’ error
terms. To introduce the model, let Ft be the information up to time t, yt be the dependent
variable and xt be exogeneous variables included in Ft−1 (xt may contain lagged dependent
variables like yt−1 and yt−2). An ARCH model with lag length q can be written as
yt|Ft−1 ∼ N(x>t β, ht), (88)
ht = α0 + α1
2
t−1 + ...+ αq
2
t−q, (89)
t = yt − x>t β. (90)
From the definition of the model we can see that, if some αi in (90) is negative, then
a large value for t−i would lead to negative variance for yt. Hence the admissible range
for α1, ..., αq should be
{
α1 ≥ 0, ..., αq ≥ 0
}
. Therefore, the testing problem should be
H0 : αi = 0 versus HA : αi > 0, (91)
instead of
H0 : αi = 0 versus HA : αi 6= 0. (92)
In this section we focus on α1 and test for H0 : α1 = 0 versus HA : α1 > 0.
The data we use are the All Ordinaries Index (Australia) from January 5, 1984 to
November 29, 1985, denoted as It. This index is a weighted average of the prices of
selected shares in Australia which corresponds to the Dow-Jones Index in the United
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States. The data are from the Australian Financial Review. We have a total of 484
observations. The return variable yi is defined as log (It/It−1), and xt are the lagged
dependent variables.
We estimate α by first estimating the best fitting autoregressive model AR(q):
yt = a0 + a1yt−1 + ...+ aqyt−q + t. (93)
We then obtain the squares of the error ̂2 and regress them on a constant and q lagged
values:
̂2t = α̂0 + α̂1̂
2
t−1 + ...+ α̂q ̂
2
t−q. (94)
The estimation is based on LASSO estimator with L1 penalty. We then follow our
procedure to give the p-value. We choose q = 30 here and it turns out that the result is
not sensitive to the choice of q. All the three tests give p-value 0.41, indicating that we
should not reject the null. This result is consistent with the claim in [57].
5.2 Information Diffusion
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Figure 3: Network structure by MLE
The second model we consider is the network model. Network and graphical models
have been widely used in fields including neuroscience, social sciences, and statistics [21,
77, 20, 75, 45, 13, 18, 19, 7, 31]. We consider the time diffusion model where a diffusion
matrix A quantifies the structure between nodes. If aij 6= 0 then there is a link i→ j and
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Figure 4: Network structure by our algorithm with fixed critical p-value 0.05
information from node i may propagate to j. The parameter aij measures how strong
the relation is. Clearly only nonnegative aij is meaningful in this model. Therefore if we
want to know whether there exists an edge from i to j (i.e. whether aij 6= 0), this is a
constrained testing problem with nonnegativity constraint (i.e. we should test for whether
aij > 0). For this network diffusion problem, many existing methods [53, 22, 69, 68] have
been proposed to recover the diffusion matrix A. However, all of them focus on point
estimation with no statistical inference.
The specific diffusion model we use is the discretized CICE model introduced in [50].
We use the Memetracker dataset [38]1 which contains more than 172 million news articles
and blog posts from 1 million online sources. This dataset contains many textual phrases
(like ‘lipstick on a pig’) extracted from websites, and the time each website mentioned it.
We cluster the phrases to aggregate different textual variants of the same phrase. After
aggregating different textual variants of the same phrase, we consider each phrase cluster
as a separate cascade c. Since all documents are time stamped, a cascade c is simply a set
of time-stamps when websites first mentioned a phrase in the phrase cluster c. We can
observe the times when websites mention a particular phrase but we don’t know where
they copied that phrase from.
For the experiments we extract top 50 sites with about 2000 cascades among it. We
first use penalized Maximum Likelihood Estimation for discrete CICE model in [50] with
appropriate penalty parameter to estimate the network diffusion matrix: this network
1Data available at http://memetracker.org
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structure is shown in Figure 3. It is very dense and has many false positive edges. We
then apply our algorithm to check the significance of each discovered edge. We fix the
critical p-value to be 0.05 and keep the edges with p-value less than or equal to 0.05.
After applying our algorithm the estimated network structure is shown in Figure 4. This
network structure is much sparser and clearer. Note that this is different from using larger
penalty on MLE which also gives a more sparse network structure but without statistical
significance. In contrast, our procedure is able to test the significance of each edge. Also
note that this 95% confidence is for each edge individually, not the whole graph. If we
want to recover the whole graph, that is a multiple testing problem for which we can
apply multiple testing techniques on the p-values given by our algorithm, for example the
Holm-Bonferroni method [26].
6 Conclusion
In this paper we consider the hypothesis testing problem on low dimensional parameters
in high dimensional models with cone constraint on the parameters. We provide modified
Wald/Score/Likelihood ratio procedures to test whether the low dimensional parameters
are on the boundary of the cone constraint or not. We prove that following our procedure
we can get an asymptotic designed Type I error under the null. Our algorithm has stronger
power compared to the standard methods where we ignore the constraint.
For future work, it is of interest to consider more general constraint C = {α : f(α) ≥
0} and possibly nonlinear boundary set M . Another future extension is to develop algo-
rithms for models where some of our assumptions are violated. For example, for contin-
uous time diffusion model, our Score Condition is violated [22]. Extending our algorithm
to incorporate this model is work in progress.
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A SUPPLEMENTARY MATERIAL
We provide the proofs of Lemmas used in the paper. Some of the proofs are motivated
by [15].
Lemma 13. Suppose all the conditions in Section 3.1 are satisfied, for any vector v ∈ Rp
with ‖v‖0 ≤ s, we have √
nv>∇`(β∗)√
v> H∗v
d→ N(0, 1). (95)
Proof. We define ξi(β
∗) = −∇ logLi(β∗), where Li is the likelihood function for one trial
i. According to (5), we have ∇`(β∗) = − 1
n
∑
i∇ logLi(β∗) = 1n
∑
i ξi(β
∗) and from now
we write ξi for simplicity. From the definition of H
∗ we have
H∗ = nVar
(
`(β∗)
)
= Var(ξi), (96)
and hence
Var(v>ξi) = v>H∗v. (97)
From the score condition we have E[ξi] = 0 and hence
E[v>ξi] = 0. (98)
We then know that v
>ξi√
v>H∗v
has mean 0 and variance 1. Therefore the LHS of (95) is
sum of n independent random variables. We then verify the Lyapunov condition [27]:
lim
n→∞
n−
3
2
∑
i
E
∣∣∣∣ v>ξi√
v>H∗v
∣∣∣∣3
≤ lim
n→∞
n−
3
2
∑
i
E
∣∣∣∣ v>ξi√cmin‖v‖2
∣∣∣∣3
≤ lim
n→∞
n−
3
2
∑
i
E
∣∣∣∣ v>ξi√ cmin
s
‖v‖1
∣∣∣∣3
= lim
n→∞
n−
3
2
( s
cmin
) 3
2
∑
i
E
∣∣∣∣v>ξi‖v‖1
∣∣∣∣3
≤ lim
n→∞
n−
1
2
( s
cmin
) 3
2
max (ξi)
= 0,
(99)
where the first inequality comes from the sparse eigenvalue condition on H∗ with sparse
v; the second inequality comes from Cauchy-Schwarz inequality and ‖v‖0 ≤ s.
Now since the Lyapunov condition is satisfied, we can apply the central limit theorem
and obtain
1√
n
∑
i v
>ξi√
v>H∗v
d→ N(0, 1), (100)
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which is just √
nv>∇`(β∗)√
v>H∗v
d→ N(0, 1). (101)
Lemma 14. Suppose all the conditions in Section 3.1 are satisfied, we have
‖∇`(β∗)‖∞ = OP
(√ log p
n
)
. (102)
Proof. Each element
[∇`(β∗)]
j
is the average over n terms with absolute value bounded
by a. According to Hoeffding’s inequality [25] we have
P
(∣∣[∇`(β∗)]
j
∣∣ ≥ t) ≤ 2e−nt22a2 . (103)
Apply union bound and let t = C
√
log p
n
we have
P
(
‖∇`(β∗)‖∞ > C
√
log p
n
)
≤ p · P
(∣∣[`(β∗)]
j
∣∣ ≥ C√ log p
n
)
≤ p · 2e−C
2 log p
2a2 ≤ 2p1− C
2
2a2 .
(104)
We can take large enough C so that (102) holds with high probability.
Lemma 15. Suppose all the conditions in Section 3.1 are satisfied, we have∥∥∥∇2`(β∗)−H∗∥∥∥
∞
= OP
(√ log p
n
)
. (105)
Proof. By Hoeffding’s inequality again we have
P
(∣∣∇2jk`(β∗)−H∗jk∣∣ ≥ C√ log pn
)
≤ 2 exp
{
− 2n
2C2 log p
n
4na2
}
≤ p− C
2
2a2 . (106)
Apply union bound we have
P
(∥∥∥∇2`(β∗)−H∗∥∥∥
∞
≥ C
√
log p
n
)
≤
∑
j,k=1...p
P
(∣∣∣∇2jk`(β∗)−H∗jk∣∣∣ ≥ C√ log pn
)
≤ 2p2− C
2
2a2 .
(107)
We can take large enough C so that (105) holds with high probability.
Lemma 16. Suppose all the conditions in Section 3.1 are satisfied, for any β˜ = β∗ +
u(β̂ − β∗) with u ∈ [0, 1] we have
‖∇2`(β˜)‖∞ = OP(1), (108)
‖∇2`(β˜)−H∗‖∞ = OP
(
s
√
log p
n
)
. (109)
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Proof. From the definition we know β˜ is of the same order with β∗ and β̂. The first claim
comes from the second claim and the condition ‖H∗‖∞ = O(1). For the second claim, we
have,
‖∇2`(β˜)−H∗‖∞ ≤ ‖∇2`(β˜)−∇2`(β∗)‖∞ + ‖∇2`(β∗)−H∗‖∞. (110)
For the first term in (110), according to Smooth Hessian Condition and Estimation
Accuracy Condition we have
‖∇2`(β˜)−∇2`(β∗)‖∞ ≤ L · ‖β˜ − β∗‖1 = O
(
s
√
log p
n
)
. (111)
For the second term in (110), by Lemma 15 it is OP
(√
log p
n
)
. Combining this two
terms we get our desired result.
Lemma 17. Suppose all the conditions in Section 3.1 are satisfied, we have
‖∇2αθ`(β̂)−w∗T∇2θθ`(β̂)‖∞ = OP
(
s2
√
log p
n
)
. (112)
Proof. By triangle inequality we have
‖∇2αθ`(β̂)−w∗T∇2θθ`(β̂)‖∞ ≤ ‖H∗αθ −w∗TH∗θθ‖∞ + ‖∇2αθ`(β̂)−H∗αθ‖∞
+ ‖w∗T{H∗θθ −∇2θθ`(β̂)}‖∞.
(113)
The first term is 0 by definition. The second term is OP
(
s
√
log p
n
)
according to Lemma
16. The third term is OP
(
s2
√
log p
n
)
according to Lemma 16 and the sparse condition
‖w∗‖1 = s. Combining these three terms we get our desired result.
Lemma 18. Suppose all the conditions in Section 3.1 are satisfied, we have
‖ŵ −w∗‖1 = OP(λ′s) and ‖ŵ −w∗‖2 = OP(λ′
√
s). (114)
Proof. By definition we know ŵ satisfies
‖∇2αθ`(β̂)− ŵT∇2θθ`(β̂)‖∞ ≤ λ′. (115)
Define δ = ŵ −w∗, according to (112) we have
‖∇2θθ`(β̂) · δ‖∞ ≤ ‖∇2αθ`(β̂)− ŵT∇2θθ`(β̂)‖∞ + ‖∇2αθ`(β̂)−w∗T∇2θθ`(β̂)‖∞ ≤ Cλ′,
(116)
for some constant C. Therefore we have
δ> · ∇2θθ`(β̂) · δ ≤ ‖δ‖1 · ‖∇2θθ`(β̂) · δ‖∞ ≤ Cλ′‖δ‖1. (117)
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Following Lemma 3 in [71] we know ‖ŵ‖0 = cs for some constant c. By Sparse
Eigenvalue Condition, we have
δ>∇2θθ`(β̂)δ ≥ cmin‖δ‖22. (118)
Plug into (117) we obtain
Cλ′‖δ‖1 ≥ cmin‖δ‖22 ≥ cmin‖δ‖21 ·
1
s
, (119)
which gives
‖δ‖1 ≤ Cλ
′s
cmin
= OP(λ′s), (120)
and also
‖δ‖2 = OP(λ′
√
s), (121)
Remark 19. We show that Restricted Eigenvalue Condition also works here, as discussed
in Remark 4. According to the optimality condition of Dantzig selector we have ‖ŵ‖1 ≤
‖w∗‖1. Also note that since ‖w∗Sc‖1 = 0 we have
‖ŵS‖1 + ‖ŵSc‖1 ≤ ‖w∗S‖1. (122)
By triangle inequality we have
‖w∗S‖1 ≤ ‖ŵS‖1 + ‖δS‖1. (123)
Summing up these two inequalities we obtain
‖δSc‖1 ≤ ‖δS‖1, (124)
which means δ ∈ C(S). Therefore with Restricted Eigenvalue Condition we can still get
(118) and everything follows.
Moreover, in the proof of Lemma 7, since we take v = (1;−w∗), clearly we have v ∈
C(S). Therefore the proof of Lemma 13 also hold under Restricted Eigenvalue Condition.
Combining these two results we see that Restricted Eigenvalue Condition also suffices for
our algorithm to be valid.
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