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We consider the relative power of concurrent-write PRAMS when the number of processors 
(and input variables) is fixed at n, and infinite shared memory is allowed. Several different models 
(COMMON, ARBITRARY, PRIORITY) have been used for algorithm design in the literature; these 
models differ in their method of write conflict resolution. Recent work in separating these models 
[8, 161 has relied on further restrictions (limiting the size of memory or the power of processors); 
the only unrestricted results known concern the element distinctness problem [7, 171. In this paper 
we contribute further unrestricted results. We consider the COLLISION model, a natural 
generalization of the Ethernet [ 141. Our main result is a lower bound of Q(log log log n) steps on 
COLLISION for a problem that can be done in O(1) steps on ARBITRARY. We use this result, 
together with a reduction performed by means of Ramsey’s theorem, to show that the powers of 
COMMON and COLLISION are incomparable. We also introduce a new and natural model, 
CANCELLATION, and show that it is strictly less powerful than COLLISION and incomparable with 
COMMON. The proofs involved use combinatorial arguments, including TurBn’s theorem for 
graphs and the Erdds-Rado intersecting set theorem. 
1. Introduction 
The concurrent-read concurrent-write parallel random access machine (often 
denoted CRCW PRAM) has proved a useful model in the design of highly parallel 
algorithms. In this model, n processors P1,P2, .. ..P. are allowed synchronous 
read/write access to cells M,,M,, . . . of shared memory. Each step of computation 
consists of three phases. In the read phase, each processor reads from one cell; 
simultaneous reads from the same cell are permitted. In the compute phase, each 
processor performs local computation. For the purpose of proving lower bounds, 
we make no assumptions about the size of the local memory of a processor, or about 
its instruction set; an arbitrary amount of local computation is allowed. In the write 
phase, each processor may write into one cell; simultaneous writes are also allowed, 
and write conflicts are resolved by one of several methods. Cells may hold an 
arbitrary amount of information. 
Many methods of write conflict resolution appear in the literature, and algorithm 
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designers tend to use the variation that best allows their particular techniques to 
succeed. We list some of these variations below. 
l COMMON: If several processors want to write into the same cell simultaneously, 
they must all be writing the same value. This model was defined in [15]; examples 
of its use include [19, 111. 
l COLLISION: If two or more processors simultaneously attempt to write to a 
cell, a special collision symbol appears in the cell. This is a natural generalization 
of the Ethernet [14], first defined in [lo]. 
l ARBITRARY: If several processors simultaneously write different values, one 
of the values written appears in the cell, but it is impossible to predict in advance 
which value will appear. This model was defined in [23], and is used in [4, 20, 121. 
l PRIORITY: If several processors simultaneously write different values, the 
value that appears is the one written by the processor of lowest index. This model 
was defined in [13], and is used in [22]. 
We introduce a new model, which is similar to COLLISION in that write conflicts 
can be detected, even if none of the values written can be recovered. 
l CANCELLATION: If several processors attempt to simultaneously write to a 
cell, the contents of that cell do not change. 
This is a natural model, as it simply requires the connection between processors 
and memory to “fail gracefully” in the case of a conflict. It is not a true concurrent- 
write machine, but it has the ability to detect write conflicts, even if none of the 
values written can be recovered. As an illustration of how this ability can be used, 
we show that CANCELLATION can compute the OR of n bits in constant time. 
Assume bit bi is known only to processor Pi, for i = 1,2, . . . , n. At the first step, 
processor P, attempts to write the value 1 into M,; processor Pi (for i > 1) writes 
1 if and only if bi= 1. P, then reads M, . If it is empty, then there was a write 
conflict, and so Vy=‘=, bi= 1. In this case, PI writes 1 into M, at the second step. 
But if Zt4i contains 1 after the first step, then bz = b3 = ... = b, = 0. In this case, P, 
writes bl into MI at the second step. 
In fact, all of these models have the ability to compute the OR of n bits in O(1) 
steps. [5] showed that a PRAM in which simultaneous writes are forbidden required 
Q(log n) time to do this. The relationships between the various CRCW models are 
less clear. It is simple to show that ARBITRARY is at least as powerful as COMMON, 
COLLISION, and CANCELLATION, and that PRIORITY is at least as powerful as 
ARBITRARY. [8, lo] show various separations between these models; in particular, 
the separation is @(log n) between COMMON or COLLISION and ARBITRARY, or 
between ARBITRARY and PRIORITY, if the number of memory cells is restricted to 
O(n’-“) for some constant .s>O. (Note that if the number of memory cells is less 
than the number of input variables, input variables must be initially distributed 
among the local memories of each processor.) 
[16] extends many of these results to the case where the input is stored in a special 
read-only memory. [3] shows that if the instruction set of a processor is restricted 
(for example, multiplication is not permitted) and the size of shared memory is 
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bounded by a polynomial in n, then any of these PRAM models are depth- 
equivalent o unbounded fan-in circuits modulo a polynomial blowup in hardware 
(processors and cells, or gates). Thus all circuit lower bounds can be carried over. 
[l] shows tight bounds on computing the parity of n bits on all of these models. 
[15] showed that any one of these models could simulate any other in constant 
time if the simulating machine was allowed n2 processors. This is evidence that 
proving lower bounds separating any two of these machines (when they have the 
same number of processors) can be very difficult without placing restrictions on in- 
struction set or size of shared memory. Furthermore, by “gathering variables”, 
these machines can compute any function of the input variables in O(log n) steps, 
without using simultaneous writes or reads. (This is done by taking advantage of 
local computation and the ability to pack many input variables into one cell of 
shared memory; for details, see [7].) 
The only separation result known that does not assume such restrictions follows 
from the lower bound demonstrated in [7] of 0(log log log n) for solving element 
distinctness (testing whether n integers are distinct) on COMMON, together with an 
O(1) algorithm on COLLISION. (We show in Section 3 how this algorithm can be 
adapted to run on CANCELLATION.) The lower bound is improved in [ 171 to 
Q(1/Iogn). It is natural to conjecture a separation of @(log n) between any of these 
models; however, [9] showed a surprising simulation of one step of PRIORITY by 
O(log n/log log n) steps of COMMON, if the size of shared memory on the COMMON 
machine is increased by a multiplicative factor of IZ. This increase, of course, has 
no effect if the size of shared memory is unbounded, 
In this paper we contribute separation results in which no restrictions are made 
on the size of shared memory or on the instruction sets of processors. We prove a 
lower bound of fl(loglog log n) for a particular problem, called the PARTNER 
problem, on the COLLISION model. Since the PARTNER problem can be done in 
O(1) time on ARBITRARY, this demonstrates that COLLISION is strictly less power- 
ful than ARBITRARY. 
The lower bound for the PARTNER problem, when taken in conjunction with 
the element distinctness result and a further reduction to another problem, implies 
that the powers of COMMON and COLLISION are incomparable. That is, in general 
it is not possible to simulate one step of one of these models by O(1) steps of the 
other. This answers an open question posed in [lo]. In contrast, that paper showed 
that if the size of shared memory is restricted to one cell, one step of COMMON can 
be simulated by O(1) steps of COLLISION, while @(log n) steps are required in the 
reverse direction. 
We also separate COLLISION from CANCELLATION, and show that the powers of 
CANCELLATION and COMMON are also incomparable. These results show the 
usefulness of Ramsey-theoretic arguments in proving lower bounds on highly 
parallel machines, and contribute towards our growing understanding of how pro- 
cessors communicate in such a powerful environment. 
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2. The main lower hound 
The input to a PRAM will be an n-tuple of positive integers (x1,x2, . . . ,x,), where 
xi is initially stored in the local memory of processor Pi. (Since memory is un- 
bounded, this is equivalent to the situation where the input variables are stored in 
shared memory, one to a cell.) The output of the PRAM will also be an n-tuple of 
positive integers (b,, b2, . . . , b,), and we can assume that bi is stored in the local 
memory of processor Pi. 
Our main result concerns a problem we call the PARTNER problem. We call Xi 
a partner of Xj if xi = Xj . The PARTNER problem asks each processor to discover 
a partner of their input value, if one exists. More precisely, the output vector 
(bi,&,..., 6,) satisfies: 
if Xj = Xi for some j # i, 
The value of bj must appear in the local memory of processor Pi; again, this is 
equivalent to the situation where the output values are distributed in shared 
memory. 
Theorem 1. The PARTNER problem can be solved in O(1) steps on ARBITRARY. 
Proof. At the first step, each processor P, writes i into cell MXS. Each processor 
then reads the cell it just wrote into. If a processor reads its own index, then it learns 
nothing; but if it reads a value it did not write, then that value is the index of a part- 
ner of its own value. The write is then repeated, except that processors that read 
their own index do not participate. Finally, each processor Pi that did not par- 
ticipate reads cell M,,. At this point, every processor either knows a partner of its 
input variable, or knows that no partner exists. 0 
Notice that the infinite memory is required in this algorithm; important informa- 
tion is transferred by the addresses of the cells written into, as well as the values writ- 
ten. The algorithm cannot work on COLLISION; after the first step, a processor may 
learn that its input variable has a partner, but will not know what the index of that 
partner is. The lower bounds for element distinctness on COMMON took advantage 
of the fact that, in that model, a processor cannot discover, after a write step, if 
any other processors wrote into the same cell. In COLLISION, a processor can make 
that discovery, but it cannot know who attempted to write to the same cell. Thus, 
intuitively, the PARTNER problem is hard for COLLISION. The following lower 
bound formalizes this idea; it is our main result. 
Theorem 2. There exists an input on which COLLISION requires n(log log log n) 
steps to solve the PARTNER problem. 
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As a corollary to the two theorems above, we have an Q(log log log n) separation 
between COLLISION and ARBITRARY, and thus between COLLISION and PRIORITY. 
The remainder of this section is devoted to a proof of this theorem. In the next sec- 
tion, we discuss how it leads to the incomparability results described in the in- 
troduction. 
Our lower bound proof starts by assuming a COLLISION PRAM that solves the 
PARTNER problem. We proceed to construct a set of “allowable” inputs for each 
step. As long as the set of allowable inputs for step t is sufficiently rich, we can show 
that there exists an allowable input on which the machine cannot answer correctly 
after t steps. 
In our allowable inputs, every input variable xi will be equal to exactly one other 
input variable xj; in fact, the lower bound holds even if inputs are restricted to be 
of this form. (This will be important in the next section.) The problem then reduces 
to determining the (unique) partner of each input variable. However, in order to 
fully describe the set of allowable inputs after step t, we will require some additional 
sets, which are described below. 
l A set 4?.$ of free variables. This set will be partitioned into sets {U,, U,, . ..} of 
equal size. We refer to each one of these sets as a U-set. We denote the total number 
of variables in 42, as u,, and we denote the size of one U-set as ut . In any allowable 
input, the values of two variables in different U-sets must be different. Since every 
variable has a partner, partners must be contained in the same U-set. 
Intuitively, after t steps the algorithm has succeeded in determining only that the 
partner of any input variable Xi in a U-set is some other variable in that U-set. 
l An infinite set S, of positive integers. In any allowable input, the values given 
to the free variables will have values chosen from S,. 
l A set J& of fixed variables. Any variable that is not free will be fixed. A fixed 
variable has the same value in any allowable input. It is set to some value that is 
smaller than any value in S,, and its partner (another fixed variable) remains the 
same over all allowable inputs. 
Intuitively, either the algorithm has determined the partner of each variable in 
.,&, or we (as adversary) have given that information away. This defines the 
allowable inputs. We can now state three inductive hypotheses which will be shown 
to hold by construction. 
(1) When we restrict attention to allowable inputs, the state of each processor up 
to and after step t is a function of at most one free variable. For a given processor 
P, this variable, if it exists, is the same over all allowable inputs. We say that the 
processor knows that variable. 
If this condition holds, and a U-set has at least four variables, then any processor 
knows at most one of these, and so no processor can know the partner of any free 
variable. 
Because of condition (I), the choice of which cell processor Pi reads at a given 
step is also a function of the one free variable that Pi knows. We call this the read 
access function of Pi. When we think of a read access function, we consider it as 
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a function of some variable z that can take on values from S,; a processor uses that 
function by substituting as an argument the value of the free variable it knows. 
Similarly, the write access function of Pi is a function of that one free variable. 
(2) For every step t’s t, a processor either does not write at step t’ for all 
allowable inputs or always writes. Any read or write access function at step t’, con- 
sidered as a function over S,, is either constant or l-l; any two such functions used 
before or at step t are either identical, or have disjoint ranges. 
Condition (1) ensures that a processor cannot “know” anything about the partner 
of the variable it knows, apart from the fact that it is somewhere in the U-set of 
that variable. Condition (3) will ensure that it can find very little information in 
memory. 
(3) Consider any write access functionfused at step t’s t. Consider all processors 
that use f as a write access function at step I’, and let I/ be the set of free variables 
used by those processors as arguments to f. For any U-set, the intersection of V and 
that U-set is either empty, contains only one variable, or is the whole U-set. 
Intuitively, if only some of the variables in a U-set are substituted into f, informa- 
tion about those variables can be transmitted. But as a result of condition (3), f con- 
veys either information about only one variable, or it conveys no information at all, 
since two processors will write to every place accessed. In the latter case, a collision 
symbol will appear in the memory cell written into for all allowable inputs. This is 
the only point where the write conflict resolution rule is used. 
As a technical convenience, we can slightly modify the COLLISION PRAM, 
without decreasing its power. We disallow overwriting of memory; that is, a cell 
may be written into only once. To compensate, we allow each processor to 
simultaneously read t - 1 cells at step t, providing that those cells, if they were writ- 
ten into at all, were written into at steps 1,2, . . . , t - 1 respectively. One can prove 
easily (see [17]) that for infinite memory, this does not decrease the power of the 
PRAM. 
Initially, we may set S, to be any infinite subset of the positive integers, 
%e={x,,..., x,,}, J&$, = 0, and u. = u. = n. Now suppose we have the situation as 
described above through step t. We describe how to maintain the inductive 
hypotheses by defining %V+ 1 , A&+ 1, and S,, 1 . Initially, let S, + 1 = S, . 
Lemmas 3 and 4 were used in [7] to restrict the manner in which processors may 
communicate with each other. 
Lemma 3. If f is a function with infinite domain, then there exists an infinite sub- 
domain such that f is either l-l or constant when restricted to the subdomain. 
We can define the value of a write function to be 0 if the processor does not wish 
to write, and apply Lemma,3 succesively to all read and write access functions used 
at step t + 1. In the process, we restrict S,, 1 . Note that each processor uses t read 
access functions and one write access function at step t + 1. Once we have applied 
Lemma 3 to a given f, if it is l-l, then there is at most one value in S,,, on which 
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it does not write. We can remove that value from St+,, thereby ensuring that 
processors using f always write. 
Lemma 4. If f, g are two l-1 functions with infinite common domain, then there 
exists an infinite common subdomain such that when f and g are restricted to this 
subdomain, they are either identical, or have disjoint ranges. 
We apply Lemma 4 to all pairs of read and write access functions used before or 
during step t + 1, thereby further reducing &+i . This ensures that inductive 
condition (2) holds after step t + 1. 
Now let us consider the information learned when some processor P knowing Xj 
uses it in some read access function f at step t + 1 to read a cell that was written into 
(if at all) at step t’. If P reads according to f, then P can only read values written 
by processors that wrote using f at step t’< t, because different read/write functions 
have disjoint ranges. First, we consider the case where f is l-l. Let V be the set of 
variables substituted into fat step t’ by such processors. 
By inductive condition (3), the intersection of V with the U-set that contains Xj 
is either empty, contains one element, or is the whole U-set. If it is empty, then P 
reads 0 (the initial value in that cell). If it is the whole U-set, then for every variable 
in the U-set, some processor wrote using that variable at step t’. Some processor Q 
wrote using x1 at that step, and some other processor Q’ wrote using the partner of 
Xj. (The partner of Xj may be different for different inputs, but the partner of Xj 
will always be in the same U-set.) Thus two processors wrote into the cell read by 
P, and P reads a collison symbol. 
If the intersection is one element (say Xi), then P could obtain information about 
xi. In this case we say that a processor knowing Xj learns something about Xi. 
If f is constant, then the only way that P can gain information from the read is 
if only one processor Q wrote into the cell specified at time t’. In this case, P (know- 
ing Xj) can learn something about the variable xi known by Q. 
Let us construct a graph whose nodes are the free variables; there is an edge 
between xi and Xj if a processor knowing Xj learns something about x, (in the sense 
described above). Each processor can contribute at most t edges to this graph, since 
it reads at most t cells at step t + 1. Turin’s theorem [2] states that in any graph with 
u vertices and e edges, there exists an independent set of size v2/(v+2e). Hence in 
our graph there is an independent set of size vT/(v,+ 2nt)l vf/(3nt). We throw 
away every variable not in this independent set, thus ensuring condition (1). (When 
we throw away variables during the construction, we actually save them until the 
end of the step under consideration, and then add them to Jbt,, suitably partnered. 
This yields Jctt+, .) 
In order to apply Lemma 5 (given below), it is important to ensure that any one 
free variable not be known by too many processors. A free variable is known on 
average by 3n2t/vf processors. So if we throw away those free variables which are 
known by more than twice the average number of processors, we are left with at 
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least uf/(6nt) free variables, each known by at most 6n2t/u: processors. Let us 
denote by I, the maximum number of processors which may know a given free 
variable after step t. 
Finally, we would like U-sets to have the same size, and that size should not be 
too small. Since there are exactly u/u, U-sets, if we throw away all U-sets that 
contain less than u,o,/(l2nt) variables, we are left with at least $/(12u,nt) U-sets. 
We then throw away variables within those sets until they all have size u,o,/(l2nt). 
The total number of variables remaining is now $/(144n2t2). Let us call the 
resulting collection of U-sets %&‘. 
This brings us to taking care of condition (3). For any write access function used 
at step t + 1, let V be the set of variables that processors substitute into that write 
access function. We call such a set I/ an f-set. Condition (3) does not necessarily 
hold for such sets V; we must partition each U-set into many new U-sets such that 
it does hold. 
Lemma 5. Given any number of f-sets and a U-set of size m, with the property that 
any element of the U-set is in at most 1 f-sets, we can partition the U-set into new 
U-sets of size m1’(‘+2) plus a “waste”partition of at most (1!)m(1+1)‘(‘+2) elements, 
such that the intersection of any f-set with a new U-set is empty, has one element, 
or is the whole new U-set. 
Proof. We colour each element of the U-set. The colour of an element will be the 
set of all f-sets that contain that element. Thus each colour is a set of cardinality 
at most f. 
Consider a new U-set. The colours of the elements in that new U-set must have 
the following property: any f-set appearing in some colour must appear in exactly 
one colour, or it must appear in all colours. In other words, the colours form a 
sunflower; the intersection of any two colours is equal to the intersection of all 
colours. A theorem of Erd& and Rado [6] states that in any family of at least 
I! k’+’ (not necessarily different) sets of size at most 1, there is a sunflower formed 
by k sets. Letting k= m1’(1+2), we see that as long as there are (l!)m(‘+1)‘(‘+2) 
elements, a sunflower can be found. The corresponding elements will form a new 
U-set; we delete these elements from the old U-set, and repeat the process. When 
the number of elements remaining drops below (l!)m (‘+ ‘)‘(‘+ 2), these elements are 
put into the waste partition. 0 
In passing we note that this lemma is best possible up to a constant in the 
exponent; it is possible, given a U-set of size m, to define f-sets in such a way that 
any new U-set satisfying the conditions of the lemma must have size at most 
.vz~‘(~+‘). Consider the case 1=2. Let s=m1’3; take a square array of side s, and 
distribute the s3 elements of the U-set among the s2 cells of this array, s elements 
to a cell. Each row and each column of the array will form an f-set; thus every 
element will appear in exactly two f-sets. Now consider a new U-set satisfying the 
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conditions of the lemma. Either it lies entirely within a column, or it contains at 
most one element from each column. In the latter case, the new U-set has size at 
most s, since this is the number of columns. Similarly, either it lies entirely within 
a row, or it contains at most one element from each row. If both the former cases 
hold, then the U-set lies within one of the cells of the array. This example easily 
generalizes. 
We define Qt+r by applying this lemma to each U-set from G?J~’ and partitioning 
each U-set into many new U-sets. The value I that appears in the lemma is just It 
as defined earlier. The waste partitions are thrown away; we assume for now that 
the waste partition is less than half the size of the original U-set (this must be check- 
ed, once we bound the size of a U-set as a function of t), and so this throws at most 
u:/(288n2t2) variables. Condition (3) is now true for step t+ 1; it continues to hold 
for earlier steps because each new U-set is a subset of some old U-set. 
The variables we threw away are now taken care of. They inherit some properties 
from the U-sets they used to be in; we must pair each one with another discarded 
variable from the same U-set. Because variables are paired off in Jltr+r , we require 
an even number of variables to be thrown out of each old U-set. Thus we may have 
to remove one more element from each new U-set, decreasing the total number of 
variables by a factor of (1- l/u,+r). Within these constraints, we pair off each 
discarded variable. If we are left with h pairs, we fix the value of each pair to one 
of the h smallest values in S, + 1, and then remove those values from S,+r . These 
pairs, together with those in ,A$?~, define Jltt+r . This ends the construction for step 
t+1. 
The resulting recurrence equations are: 
By easy estimations we can obtain inequalities of the form: 
It is now simple to verify that the waste partitions from each old U-set is smaller 
than half the old U-set, as long as t is smaller than c log log log n for suitably chosen 
c. Since we require only that z.+ 4 for a lower bound of T steps, we obtain a lower 
bound of T= fl(log log log n). Cl 
In the proof of Theorem 2, values for variables were chosen from an infinite 
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domain R. This was done for simplicity; it is possible to start with a suitable large 
finite domain, as we now describe. We must prove finite versions of Lemmas 3 and 4. 
Lemma 3 (finite version). Zf f,, f2, . . . ,fk are functions with common domain S, 
where ISI =k!qk+‘, then there exists a subdomain S’ of size q such that when 
f 1, *a*, fk are restricted to S’, each function is either constant or l-l. 
Proof. With each element e E S, associate the set of ordered pairs A, = {(I; f) 1 f E 
{fi,...,fk}, f(e)=r}. There are k!qk+’ such sets, and so there exists a sunflower 
of size q among them. Let the elements corresponding to the sets in the sunflower 
be el,e2 ,..., eq. If we set S’={e,,e2,..., e,}, the desired property is obtained. 
Consider an ordered pair (r,fi) in the sunflower. If this pair is in the center of the 
sunflower (that is, in all the sets A,, e E S’), it follows that fi(e) = r for all e E S’, 
and fi is constant over S’. If (r, fi) is in a petal (that is, it is in the set A, and in no 
other set), then J”i(ej) = r but for no other ek does fi(ek) = r. Since there was nothing 
special about our choice of r, we conclude that fi is l-l over S’. 0 
Lemma 4 (finite version). Zf f, g are two l-l functions with common domain S, 
ISI =4q, then there exists a subdomain S’ of size q such that f and g, restricted to 
S’, are either identical or have disjoint ranges. 
Proof. If f, g have the same value for q elements in S, then let S’ be those elements. 
As a result, f and g are identical when restricted to S’. Otherwise, remove all such 
elements from S. Form a graph whose nodes are the elements of S; there is an edge 
between a and b if f(a) = g(b). This graph consists of disjoint cycles and thus is 
3-colourable; choose any independent set of size q and let S’ be this set. It follows 
that f and g have disjoint ranges when restricted to S’. 0 
These lemmas allow us to prove a finite analogue to Theorem 2. 
Theorem 6. COLLISION requires fl(log log log n) steps to solve the PARTNER 
problem even if inputs are restricted to numbers with at most n”(‘Og’Og logn) bits. 
The proof of Theorem 6 parallels that of Theorem 2, save that the new version 
of Lemma 3 is applied once per step (to the collection of all access functions). If 
the domain S, contained s elements, then after applying Lemma 3, it contains 
As’ elements. The new version of Lemma 4 is applied O(t2n2) times, once for 
each pair of variables, and this results in a further decrease in the size of the domain, 
by a factor of 2’@). The domain need only contain 2 integers after step T, and 
so starting with So nf size 2n0(‘0”og’oEn’ suffices. 
Theorem 6 implies that if the size of shared memory is restricted to 2n0”0E’0p’ogn’, 
ARBITRARY is still more powerful than COLLISION. As for upper bounds for the 
PARTNER problem on COLLISION, the best known algorithm simply simulates the 
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O(1) ARBITRARY algorithm. Using the simulation from [9], the PARTNER 
problem can be solved in O(log n/log log n) steps on COLLISION. 
3. Further results 
Element distinctness can easily be reduced to the PARTNER problem, and so the 
PARTNER problem is hard for both COMMON and COLLISION. COLLISION can 
solve element distinctness in O(1) steps, but COMMON cannot [ 171. We were unable 
to find a function or a decision problem that is easy for COMMON but hard for 
COLLISION. However, we can specify a natural task which COMMON can do 
quickly, but COLLISION cannot. We call this Writing Task 1, and it simply requires 
that for 1 I is n, the value 1 must appear in cell A&, . (This task can be thought of 
as an attempt to use infinite memory as a hash table; it is a useful step in an 
algorithm for element distinctness given in [7].) Writing Task 1 can be done in one 
step on COMMON, but is hard for COLLISION. This does not imply that there exists 
a function or decision problem hard for COLLISION and easy for COMMON. It does, 
however, show a lower bound on any step-by-step simulation in which the simulation 
recreates the contents of memory after steps 1, 2, and so on. All known simulations 
are of this form. 
Theorem 7. If a COLLISION PRAM can solve Writing Task 1 in T steps, then there 
exists an infinite set R of positive integers uch that a COLLISION PRAM can solve 
the PARTNER problem in T+ 2 steps for inputs restricted so that values are chosen 
from R and every variable has a unique partner. 
As a corollary to Theorem 7, we see that Writing Task 1 requires n(log log log n) 
steps on COLLISION. If it could be done in less time, then the PARTNER problem 
could be done in less time for inputs restricted in the fashion described above. 
However, the lower bound for the PARTNER problem proved in the previous 
section held for inputs of this form. 
The idea of the proof of Theorem 7 is to use Ramsey’s theorem [18] to find a set 
of integers R such that the behaviour of the PRAM, when restricted to inputs from 
R such that each variable has a unique partner, depends only on the relative order 
of those inputs. We can then show that, for any input from the restricted domain, 
the processor that completed the task of writing 1 into M,, must have learned xi 
in a direct fashion. This being the case, the PRAM can easily be modified to solve 
the PARTNER problem for inputs of this form. 
Suppose we are given a COLLISION PRAM that solves Writing Task 1 in T steps. 
We can modify the PRAM so that in each write phase, each processor P, instead 
of writing a word w to a cell c, writes its entire history (its name, the value of its 
input variable, and the contents of every shared memory cell it has read). 
This modification is possible since if a processor Q reads this cell c, then it can 
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compute the word w, simply by simulating the computation of some other pro- 
cessors (processor P, and those processors whose history was read by P, and so on). 
We remark that the identity of all these other processors, and their histories, are 
clearly encoded in what Q reads. Note also that we cannot ensure this on COMMON, 
since two processors on COMMON may write the same word to a cell but would 
write different histories under this modification. 
We define the communication pattern of the PRAM on a given input to be the 
n x T matrix A, where 
(Pk, t’)? if Pi reads a cell at step t that was written by Pk 
A;, = 
I 
at step t’, 
*> if Pi reads a collision symbol at step t, 
0, if Pi reads an empty cell at step t. 
We must also be concerned about which processors complete Writing Task 1. We 
define the output map of the PRAM on a given input to be the n x Tmatrix B, where 
‘; 
k, if Pk wrote to cell M,, at step t, 
B,* = *, if two or more processors wrote to M,, at step I, 
0, otherwise. 
We say that a processor P directly learns variable Xi if either P gets Xi as input 
(in which case P= Pi), or if P reads a cell that was last written into by a processor 
that directly learned Xi. 
Once the communication pattern is fixed for a PRAM modified in this fashion, 
then information flows in a fashion easily characterized. Normally, upon reading 
a cell, a processor can obtain indirect information based on who has chosen to write 
to that cell and at what time step they chose to write. But if these things are fixed, 
information can only be learned directly. By induction, we can show that if for a 
given set of inputs J the communication pattern is fixed, then for each processor 
P the set of variables that P has directly learned after step t is the same over all in- 
puts in J. Furthermore, the state of processor P after step t, when considered as a 
function of inputs in J, depends only on those variables directly learned by P. 
Before the first step, these facts are trivially true; now suppose they are true through 
step t - 1, and consider processor P, after step t. If Ai,= (Pk, t’), then P; directly 
learns all variables that Pk had directly learned by step t’. The state of Pi is then a 
function only of those variables plus the variables that it had already directly learn- 
ed; by the inductive hypothesis, both these sets of variables are the same for all in- 
puts in J. If Ai, = 0 or *, then no information is learned directly. (Snir [21] proves 
a similar result in a more formal manner.) 
Now we shall show how to get an input set which can be easily partitioned so that 
we can apply the above reasoning. We will use Ramsey’s theorem [18] to ensure that 
the communication pattern and output map depend only on the relative ordering of 
the variables and not on their actual values. 
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An ordered matching Hn is a partition H of the n variables into sets of size 2 
plus a total ordering 17 on these sets. Let 6&V,, be the set of all ordered matchings 
of n elements. A set S of +n distinct integers and an ordered matching H, specify 
an input in the following way: the smallest element of S will be the common value 
of the two variables of the smallest pair in H,, the second smallest element of S 
will be the common value of the two variables of the second smallest pair of H,, 
and so on. Any input with values chosen from R such that every variable has a 
unique pair can also be obtained by specifying a particular Hn and S. 
If our machine gets the input determined by a set S and an ordered matching 
H,, its computation defines a communication pattern A and an output map B. 
We can thus colour each j-n subset S of the positive integers with the colour 
{(H,, A, B) 1 H,E &UZ,,}. This is a finite colouring, since 6%44,, is finite. So, 
Ramsey’s theorem ensures that there exists an infinite subset R of the positive 
integers such that every in subset of R has the same colour. 
For a fixed H,E &I&, , the communication pattern and the output map will be 
the same for all SCR, ISI =+n. Since the original PRAM solved Writing Task 1, 
exactly one processor writes last to cell M,,; since the output map is fixed, this 
processor P is the same over all inputs consistent with this H,. We claim that in 
this case, P has directly learned either Xi or Xj, where {xi, Xj} E Hn. If we can show 
this, then the original PRAM can be modified so that P can write the pair (&Xi) or 
(j,Xj> t0 cell M,, . Then we are done, since after “signing” the value in this 
fashion, only two more steps suffice for both Pi and Pj to learn each other’s indices 
(as in the case of the ARBITRARY algorithm in Theorem 1). Thus COLLISION can 
solve the PARTNER problem in T+ 2 steps (for the restricted set of inputs where 
every variable has a unique pair). 
The proof of our claim is the following: consider two inputs, both corresponding 
to the same ordered matching H, and differing only in the value of Xi (and its pair 
Xj). If P has not directly learned Xi or Xj, then the state of P is exactly the same for 
both inputs, since it depends only on those variables directly learned. Thus P writes 
into the same cell on both inputs. Since P is supposed to write to MX, on both 
these inputs, and the value of xi is different for each input, this is a contradiction. 
0 
Theorem 7 proves the incomparability of COMMON and COLLISION. In the last 
part of this section we prove that CANCELLATION and COMMON are also incom- 
parable, and that CANCELLATION is weaker than COLLISION. 
First we show that CANCELLATION can solve element distinctness in O(1) steps. 
In this problem, Pi is given input aiE N in its local memory. Shared memory is 
empty. P, must discover whether or not there exist distinct indices i,j such that 
ai = aj. In the first step, Pi attempts to write ‘ 1’ to cell M,, , for i = 1,2, . . . , n. In the 
second step, Pj reads M,,. If it is empty, then it writes ‘1’ to cell A$; otherwise it 
writes ‘0’ t0 Mi, for i= 1,2, . . . . n. 
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Obviously, 
k=l 
Since CANCELLATION can compute the OR of the first n cells in two more steps, 
it can solve the Element Distinctness problem in four steps. 
It is easy to show that one step of CANCELLATION can be simulated by O(1) steps 
of COLLISION. The COLLISION machine must have auxiliary memory of size equal 
to the memory of the simulated machine. First, each processor attempts to write into 
the cell of auxiliary memory corresponding to the actual memory cell into which 
they wish to write. If a collision symbol appears, then the write does not take place; 
if their value appears in the auxiliary memory, then on the next step they can safely 
write the value into the simulated memory. It follows that the powers of the 
CANCELLATION and COMMON PRAMS are also incomparable. 
To show the separation between CANCELLATION and COLLISION, we can 
demonstrate another task that can be solved quickly on COLLISION but not on 
CANCELLATION. This is Writing Task 2, and it simply requires that a collision sym- 
bol be written to cell M,,, for all i. This can be done in O(1) steps on COLLISION, 
but it cannot be done quickly on CANCELLATION. (We assume the collision 
symbol * is in the alphabet of CANCELLATION). 
Theorem 8. On CANCELLATION, Writing Task 2 requires fi(log log log n) steps. 
Proof. Suppose we have a CANCELLATION PRAM which solves Writing Task 2 in 
T steps. We modify the PRAM so that each time a value I/ is written into a cell by 
processor Pi, the value (V, i) is written instead. In T steps, the value (*,j;) is written 
into M,, , for every i. Here Pj, is the last processor to write to cell M,, . Each pro- 
cessor then takes the next T steps to re-read the cells it wrote into during the 
first T steps. If Pi sees (*, i) in a cell, it replaces it with the value 1. Hence the 
CANCELLATION PRAM can solve Writing Task 1 in O(T) steps. 
But then a COLLISION PRAM can solve Writing Task 1 in O(T) steps, and the 
lower bound follows. 0 
There is a finite analogue to the infinite version of Ramsey’s theorem, and we can 
use it in the obvious way to show that there exists a finite input domain such that 
Writing Tasks 1 and 2 are hard for COLLISION and CANCELLATION respectively 
even for inputs drawn from this domain. However, the size of the domain is a very 
rapidly growing function of n. 
It is also not difficult to see that CANCELLATION can simulate one step of 
COLLISION in constant time if the COLLISION machine only has O(n) cells of shared 
memory. First, we assume that an extra “guardian” processor is associated with 
each cell of shared memory. The guardian reads the old value in the cell and erases 
it. All processors then attempt to write. If the cell remains blank (indicating a 
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collision or no writer), the processors repeat the attempt to write; in addition, the 
guardian also writes back the previous value. If the cell is still blank, the guardian 
writes the collision symbol into the cell. To remove the need for extra processors, 
simply divide the processors into two groups. Each group in turn takes the guardian 
role while the other group writes. 
4. Open problems 
We believe that all lower bounds of the form D(log log log n) described in this 
paper can be improved by the use of techniques from [17] to permit processors to 
learn more than one variable. However, this may require the use of stronger Ramsey 
theory and more sophisticated combinatorial arguments. 
It is still possible that any function computable by COMMON in t steps can be 
computed by COLLISION in O(t) steps, and vice versa. We have only shown that 
settling this question affirmatively would require something like a characterization 
of the functions thus computable, and not merely a step-by-step simulation. It would 
also be nice to be able to separate these models with problems whose input values 
are from the set (0, l}, instead of from the integers. Ramsey-theoretic methods fail 
in this case, because the input domain is not large enough, and the methods for 
Boolean functions used in [l] do not appear to be sensitive enough to cases when 
a polynomial blowup in the number of processors renders the problem trivial. 
We note that one step of PRIORITY can be simulated by O(log n/log log n) steps 
of COMMON or COLLISION [9]. The simulation fails to work on CANCELLATION; it 
requires the ability to compute OR in one step when the only processors par- 
ticipating are those whose input variables are 1, and CANCELLATION does not ap- 
pear to be able to do this. Can we do better than the trivial O(log n) simulation? 
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