The fluid model has proven to be one of the most effective tools for the analysis of stochastic queueing networks, specifically for the analysis of stability. It is known that stability of a fluid model implies positive (Harris) recurrence (stability) of a corresponding stochastic queueing network, and weak stability implies rate stability of a corresponding stochastic network. These results have been established both for cases of specific scheduling policies and for the class of all work conserving policies.
Introduction
In a series of papers, starting in the early 1990's, researchers established a strong connection between the stability of a queueing network and the stability of the corresponding fluid model. Initiated by Rybko and Stolyar [19] and generalized by Dai [7] , Stolyar [20] , and Chen [4] , among others, it has been demonstrated that the stability of a fluid model implies stability of a corresponding queueing network. These stability results were established both for classes of policies (e.g. the set of non-idling policies) and specific policies (e.g. First-In-First-Out). The fluid model is a continuous, deterministic analog of a discrete stochastic queueing network. It is defined through a set of equations which nominally take as parameters only the mean values of the random variables associated with the queueing network. Although a few papers have demonstrated the utility of expanded notions of the fluid model, in this paper when we refer to the fluid model it is understood to be the mean-value fluid model.
Since the stability behavior of the fluid model is often significantly easier to analyze than that of the stochastic model, the results above have led to sweeping advances in understanding the stability of queueing networks via the fluid model. A short list of such papers includes [1, 3, 5, 10, 14, 15 ].
However, a major element needed for a satisfactory theory of stability via fluid models is a converse to the aforementioned stability results. Specifically: if the fluid model is not stable in some sense, does this imply instability of the corresponding queueing network? Unfortunately, it turns out that formulating an appropriate converse is a delicate matter. Partial converses which appear in the literature refer both to the fluid model and the fluid limit model, which is the set of weak limits of the rescaled stochastic process. Dai [8] introduces the notion of a weakly unstable fluid limit model. Roughly speaking, the fluid limit model is weakly unstable if there exists a uniform time at which all fluid limits which start at zero are strictly positive. If the fluid limit model is weakly unstable, Dai provides a concise proof showing that in the stochastic network, the queue length process diverges to infinity with probability one. Puhalskii and Rybko [18] use large deviations methods to prove a partial converse. They show that if all the trajectories of the fluid model satisfy some complex continuity and Lipshitz-type conditions, along with a rate of divergence condition then the queueing process is non-ergodic. Under stronger conditions on the fluid trajectories they prove transience of the queueing process. In two different papers, Meyn focuses on networks which can be represented by countable state Markov chains. In [16] , Meyn uses Martingale methods to show that if all fluid limits eventually diverge at some uniform rate, then the state process associated with the queueing network is transient. Meyn [17] uses Markov chain techniques to prove another transience result. In that paper, if the fluid limits satisfy a uniform homogeneity condition and a uniform lower bound for trajectories starting from some open set, this again implies that the state process for the associated queueing network is transient. In both of Meyn's papers, he explains how the results can be extended to networks with more general state spaces.
In all of the aforementioned papers, there is some uniform requirement over the set of all fluid trajectories, or more precisely the set of fluid limits, (sometimes restricted to fluid limits starting from a particular type of state) in order for the result to be applicable. Recall that the original stability results of Dai [7] and Chen [4] require that all fluid trajectories are stable in some sense. Hence, we use the term "partial converse" above because there is some gap between the stability and instability results. The converses above do not describe what the stability behavior of a network is if some fluid trajectories are stable and some are unstable. Working specifically with the notion of a fluid limit creates certain difficulties, since the fluid limits are defined in a non-constructive way, as weak limits of the underlying stochastic process. Moreover, it is shown in Gamarnik [13] that computing fluid limits of a queueing system is an algorithmically undecidable problem for a certain class of scheduling policies. In contrast, the fluid trajectories are defined by the set of solutions of a fluid model, a series of a fairly simple and reasonably tractable differential equations. It is this notion of fluid model which we use herein.
In this paper, we present a result which is a full converse to the stability result in Chen [4] . It is a full converse in that for some networks in particular two station networks, the result implies that the stochastic network is rate stable if and only if the corresponding fluid network is globally weakly stable. In particular, this implies that if there is just one linearly divergent fluid trajectory, then the stochastic network is not rate stable under some non-idling policy. Combining our main result with the result of Dai and Vande Vate [10] we show that a certain computable condition of the form ρ * ≤ 1 is a necessary and sufficient condition for rate stability in networks with two stations. This is the first tight condition for stability for such a general class of networks. Our proof uses a series of large deviations estimates to establish the result and the only restriction in the stochastic network is that the estimates are applicable to the primitive stochastic processes defining the network.
It should be noted that a strength of the previous transience results is that they can be applied to networks under a class of policies or just one particular policy (like FIFO or a static buffer priority policy), whereas our result only applies to the class of non-idling policies. One is naturally led to ask if our result can be extended to apply to networks operating under a particular policy rather than the class of all non-idling policies. Unfortunately, a paper by Dai, Hasenbein, and VandeVate [9] essentially rules out the possibility of obtaining a full converse which can also be applied to particular policies. In that paper, it is shown that the stability of a queueing network under a fixed static buffer priority policy depends on more than just the mean value of the service and interarrival times. Hence, no mean-value based fluid model can sharply determine stability for the network considered, which implies that no general stability converse can be formulated for a network operating under an arbitrary, but specific policy.
Our paper is organized as follows, in Section 2 we introduce stochastic and fluid multiclass networks and describe mathematical preliminaries. In Section 3 we present the main results of our paper and their implications. All of the proofs are presented in Section 4.
Preliminaries -Model Description and Assumptions
We start by describing the model of interest -a multitype queueing network. In the following subsection we describe a stochastic multitype queueing network and in Subsection 2.2 we introduce fluid queueing networks.
Stochastic multitype queueing networks

Network description
A open stochastic multitype queueing network is a network of J stations σ 1 , σ 2 , . . . , σ J each processing one or multiple types of jobs. For each type i = 1, 2, . . . , I there is an external stream of jobs arriving to the network. The intervals between successive arrivals of jobs corresponding to type i are given by the i.i.d. sequence
1 ] to be the arrival rate for type i. More detailed assumptions about the stochastic process X i k , k = 1, 2, . . . , are provided later. We denote by A i (t) the cumulative arrival process which counts the number of arrivals up to time t. That is A i (t) = max{k : r≤k X i r ≤ t}. Each job of type i has to be processed on a fixed ordered sequence of stations σ(i, 1), σ(i, 2), . . . , σ(i, J i ), where each σ(i, l) is one of the stations σ 1 , . . . , σ J . We refer to (i, 1), (i, 2), . . . , (i, J i ) as stages corresponding to the type i. We allow the repetition of stations, i.e. σ(i, j ′ ) = σ(i, j ′′ ) for j ′ = j ′′ , meaning some jobs need to be processed on the same station multiple times (which is common in some manufacturing environments). In particular J i could be bigger than J. We slightly abuse the notation sometimes by using σ to also denote the set of classes which are served at station σ.
Each station σ = σ j , j ≤ J has one server and, in particular, can work on only one job at a time. Other jobs awaiting processing on σ accumulate into queues. Type i jobs in the queue corresponding to stage (i, j) will be referred to as class (i, j) jobs. Once a job of class (i, j) is processed, it is moved into the next queue (i, j + 1) at the station σ(i, j + 1), or leaves the network if j = J i . The processing times for jobs of type i at stage j are random and are given by the i.
1 ] to be the service rate for jobs in class (i, j). Again, more detailed assumptions regarding the stochastic process S i,j k are provided later. Let d = i J i denote the total number of classes in the network. We denote by Q(t) = (Q i,j (t)) ∈ Z d + the vector of queue lengths in our queueing network at time t ≥ 0. In order to completely specify the stochastic dynamics of Q(t) we need to specify the the vector of initial queue lengths q = Q(0) and the scheduling policy U which gives gives the protocol at each station σ for resolving the contention for service, when several jobs are competing for the same station. Some common policies include the First-In-First-Out (FIFO) policy which gives priority to jobs which arrived earlier to the station, LastIn-First-Out (LIFO) defined analogously, Global-FIFO (GFIFO) which gives priority to jobs which arrived earlier into the entire network (based on time stamps of a job's arrival to class (i, 1)), and static buffer priority policies which are based on a ranking of classes in each station and give priority to jobs with the higher ranking, etc. All of these policies are examples of non-idling policies, which are defined as policies that require each station σ to work at full capacity as long as there are any jobs waiting to be processed by σ. The state space of our stochastic process is Z d + × ℜ I+d + and is described as follows.
we say that the state of the stochastic process at time t is (q, z 1 , z 2 ) if at time t the vector of queue lengths Q(t) is q, the vector of residual interarrival times is z 1 (hence the dimension I for this component of the state) and the vector of residual service times is z 2 .
For each class (i, j), let T i,j (t) denote the total amount of time station σ(i, j) spent processing class (i, j) jobs during the time interval [0, t]. Let D i,j (t) denote the cumulative departure process for class (i, j) jobs, that is D i,j (t) is the number of class (i, j) jobs that station σ i,j processed during the time interval [0, t]. For each station σ, let Q σ (t) = (i,j)∈σ Q i,j (t) and let T σ (t) = (i,j)∈σ T i,j (t). The following relations follow immediately from the definitions. For all 1 ≤ i ≤ I, 2 ≤ j ≤ J i and t ≥ 0 almost surely (a.s.)
Also for every 0 ≤ t 1 ≤ t 2 and every station σ
Finally, if the scheduling policy U is non-idling, then for every 0 ≤ t 1 ≤ t 2 and every station σ, if
In other words, if the total queue in station σ was always positive during the time interval [t 1 , t 2 ], then the station was always working on jobs full time.
For the technical purposes we introduce C -a very large constant which exceeds all the parameters of the network. Specifically,
For any station σ, let |σ| denote the number of classes in the set σ. For any vector q ∈ ℜ d we let ||q|| = 1≤i≤d |q i | denote the L 1 norm. For any non-decreasing non-negative function f (t) and any t 1 ≤ t 2 we let f (t 1 , t 2 ) denote f (t 2 ) − f (t 1 ).
Large deviations assumptions on the interarrival and service times
Below, we introduce some basic assumptions on the sequences of random variables which represent the primitive data in our stochastic networks. 
for all n ≥ 1, and the counting process N (t) ≡ max{n :
for all t ≥ 0.
It is important that the constants L, V in the definition above do not depend on z > 0. This uniformity will become useful when we analyze arrival and service processes with the presence of some residual interarrival and service times. Our main assumptions on the interarrival times and service times are as follows.
• Assumption A: The sequences X • Assumption B: The large deviation bound (9) holds for X i n , S i,j n for all i, j and (10) holds for the associated renewal processes.
• Assumption C: The support of the distribution of S i,j 1 is unbounded for every i, j.
For simplicity we assume a common constant L = L(ǫ) instead of individual constants corresponding to indices i, j. This is without the loss of generality, since we can simply let the common L be the minimum of the constants across all i, j. We adopt assumptions A, B, and C for the remainder of the paper. Whenever we talk about the probability P{·} of any event, the probability is understood with respect to the stochastic processes {X i n , S i,j n }. If the vector of initial queues Q(0) is a random vector itself, then the probability is also with respect to the probability distribution of Q(0).
The following lemma provides one sufficient condition under which the LD bounds hold for i. 
for every θ ≥ 0. Then this sequence satisfies the LD bounds (9) and (10) .
It is simple to check that condition (11) is satisfied by many distributions including the exponential, Erlang, and any distribution with bounded support. Note that, by setting z = 0, condition (11) implies that the distribution of Z 1 has a moment generating function for θ ∈ [0, θ 0 ].
Proof : We begin by proving (9) . The proof of (10) is then derived using (9) . Our method uses the standard derivation of LD upper bounds on i.i.d. sequences.
Part I. Let us fix arbitrary ǫ > 0 and θ > 0. Then we note that the following hold for all n ≥ 1:
where we use z ≥ 0 and E[e θZ 2 ] ≥ 1. It is a standard result in large deviations theory [12] that
Thus our tail probability is at most F (θ(ǫ))e −L(ǫ)n . We fix a suitable θ and take V = F (θ). We now prove a complimentary bound. Again fix arbitrary ǫ > 0 and θ > 0.
where we use
Again we use a standard result in large deviations theory [12] stating that E[e −θZ 2 ]/e −(θα+θǫ) ≡ e −L(ǫ) < 1 for some value of θ = θ(ǫ) ∈ [0, θ 0 ]. We take V = e L(ǫ)+θα−θǫ . This proves (9) . Part II. We now prove (10) . Consider a fixed, but arbitrary ǫ > 0. We first obtain a bound which is valid for all t ≥ 1. Note that (9) easily implies two one-sided versions of the LD inequality. Applying one such one-sided version of (9) with n = ⌈t/α + ǫt⌉ ≥ 1 and ǫ = α 2 ǫ/(1 + αǫ + α) > 0, then there existL, V 1 > 0 such that:
for all t ≥ 0. Next since ⌈t/α + ǫt⌉ ≥ t/α + ǫt and for t ≥ 1, ⌈t/α + ǫt⌉ ≤ t/α + ǫt + t we have
for all t ≥ 1. Multiplying through inside the probability yields:
Further simplification gives:
for all t ≥ 1. Using the duality relationship between a counting process and its increments, the above implies:
Finally setting we have L 1 =L(1/α + ǫ),
for all t ≥ 1. Hence, we can rewrite (12) as
for all t ≥ 1. For t < 1 and any
holds trivially for all t < 1 with such a V 2 and L 2 . Finally, setting
, then combining with (13) and (14) we obtain:
for all t ≥ 0. This proves one side of the inequality in (10) . The other direction is proved by an exactly analogous argument. The final result is then obtained by combining the two directions, applying Boole's inequality and again using appropriate constants B and L. 2
Stability and rate stability
One of the main features one desires to have in a multitype queueing network is stability. Various equivalent definitions of stability have been used in the literature, among which positive Harris recurrence is one of the most commonly used definitions. Under the condition that the interarrival times {X i k } are unbounded and spread out (see [7] ), then positive Harris recurrence is defined as follows. The positive Harris recurrence property, under some additional technical assumptions, implies the existence of a unique stationary distribution for the queue length process Q(t).
A somewhat weaker definition of stability is rate stability. This is the form of stability we are primarily concerned with in this paper.
Definition 3 A multitype queueing network operating under a scheduling policy U is defined to be rate stable if for every type
i, lim t→∞ D i,J i (t) t = λ i , a.
s. The network is defined to be globally rate stable if it is rate stable for every non-idling scheduling policy U.
In words, rate stability means with probability one the arrival rate is equal to the departure rate.
From (1) and (2), rate stability implies lim t→∞ D i,j (t) t = λ i and lim t→∞ Q i,j (t) t = 0 a.s. for all i, j. In other words, for a rate stable system, even if the total queue length ||Q(t)|| diverges as t goes to infinity, it grows at most at a sub-linear rate a.s.
Fluid model
Fluid equations
Fluid models are continuous deterministic counterparts of stochastic queueing networks, intended to capture the most essential dynamic properties of the queue length process. The term fluid model is sometimes used interchangeably with the terms "fluid limits" and "functional law of large numbers." For many types of queueing networks (see, e.g. [7] , [19] , [2] , [6] , [11] ) it has been established that the rescaled queue length process Q(nt)/n for a large scaling parameter n converges weakly to a certain continuous deterministic process, satisfying a series of functional equations, which we describe below. To avoid confusion we define the fluid limit model to be the set of weak limits of Q(nt)/n as n → ∞, and we define the fluid model to be the system of equations below. It turns out the set of fluid limits is a subset of the set of solutions to the fluid model.
Given a multitype queueing network with arrival rates λ i and service rates µ i,j , the corresponding fluid model (or fluid network) is defined by the following system of equations and inequalities with time dependent variablesQ i,j (t),Ā i (t),D i,j (t),T i,j (t), t ≥ 0. We first provide the system of equations and inequalities, and immediately after we give a physical explanation for each of these equations. For every i = 1, . . . , I, j = 1, 2, . . . ,
In addition, for i, j,T i,j (t) is a non-decreasing function of t withT i,j (0) = 0. The value ofQ i,j (t) represents the total amount of fluid present in buffer (i, j) at time t. We also refer to it as class (i, j) fluid.Ā i (t) represents the total amount of fluid corresponding to type i, that arrived externally during the time interval [0, t]. The fluid arrival process is assumed to be linear with rate λ i , hence (17) .D i,j (t) is the amount of class (i, j) fluid that was processed by station σ(i, j) during [0, t].T i,j (t) represents the portion of the time interval [0, t] that station σ(i, j) spent processing class (i, j) fluid. The inequality (19) enforces the physical constraint that any given station can spend at most 100% of its time processing fluid.
Equations (15) and (16) For each station σ we letQ
that is,Q σ (t) is the total fluid level in station σ at time t. Also let
So,T σ (t) is the total amount of time station σ spent processing fluid during the time interval [0, t]. Equivalently, I σ (t) ≡ t − T σ (t) represents the cumulative amount of idling experienced by station σ during the time interval [0, t].
From inequality (19) it follows that the function T i,j (t) is Lipschitz continuous. Using equations (15)- (20) it can be checked that all ofQ i,j (t),
) of the system of equations and inequalities (15)- (20) is defined to be a fluid solution. For simplicity, henceforth we use (Q(t),T (t)) to denote a fluid solution, whereQ(t) andT (t) stand respectively for vectors (Q i,j (t)) and (T i,j (t)). A fluid solution (Q(t),T (t)) is defined to be non-idling if for every station σ, I σ (t) increases only at times t whenQ σ (t) = 0. Formally, the fluid solution is non-idling if for every station σ
The integral is well-defined because I σ (t) is a Lipschitz continuous function and, as a result, is almost everywhere differentiable in ℜ + with respect to the Lebesgue measure on ℜ + . In the proofs in later sections, we need to define certain types of fluid models with a finite decomposition property. We define this notion below.
Definition 4 A fluid model is defined to satisfy the Finite Decomposition Property (FDP) if there exist values ν, B > 0, with the following property. For every non-idling fluid solution (Q(t),T (t)) defined over an interval [0, θ] such thatQ(t) = 0 on this interval, there exist a non-idling fluid solution (Q(t),T (t)) also defined over [0, θ] and a sequence of times instances
The next proposition shows that the FDP requirement is not restrictive for fluid models arising from two station networks.
Proposition 1 Fluid networks with two stations (J = 2) satisfy FDP.
Although we only consider multitype fluid networks in this paper, the proposition actually holds for any two station fluid network, for example networks with proportional routing. This general form of Proposition 1 is proved in Subsection 4.2. At this point we do not know whether FDP holds for general networks (i.e. J > 2).
Global stability and global weak stability
Just as for stochastic queueing networks, we can define stability and global stability for fluid networks.
Definition 5 A fluid solution (Q(t),T (t)
) is defined to be stable if there exists a τ < ∞ such that Q(t) = 0 for all t ≥ τ . A fluid model is defined to be globally stable if there exists a τ < ∞ such that every non-idling fluid solution (Q(t),T (t)) satisfying ||Q(0)|| = 1 also satisfiesQ(t) = 0 for all t ≥ τ .
Remarks :
1. The condition ||Q(0)|| = 1 in the definition above is a necessary scaling condition. One cannot have a uniform emptying time τ without a bound on the initial state.
2. The definition of global stability is somewhat different from the perhaps more natural: "network is defined to be globally stable if it is stable for all non-idling policies." While it is possible that both definitions are equivalent and it is known to hold in many cases, it has not yet been established in general. Definition 5 is used more often because it simplifies certain technical considerations.
Below, we define a stability notion for fluid networks which is the analogue of the rate stability definition for stochastic networks.
Definition 6 A fluid model is defined to be weakly stable if for any fluid solution
In words, a fluid model is weakly stable if one cannot construct a non-zero fluid solution which starts from zero. We did not introduce the notion of a weakly stable fluid solution, since this would just mean introducing a trivialQ(t) = 0 solution (also it is easy to check thatQ(t) = 0 for all t implies T i,j (t) = λ i µ i t for all (i, j)).
The connections between stochastic and fluid queueing networks
The most immediate connection between a stochastic network and the corresponding fluid queueing network is provided by the results of Dai [7] and Stolyar [20] . Roughly speaking, they show that for a broad class of scheduling policies, if a stochastic network is operating under a policy U, each weak limit
of the stochastic queue length process Q(t) and cumulative work process T (t), with a sequence of initial states Q(0) = ⌊nγ⌋, where γ is a fixed positive constant, is a deterministic continuous function (Q(t),T (t)) which is a fluid solution of the corresponding fluid model. If the policy U is non-idling, then each obtained fluid solution is also non-idling. Thus, the queue length process after an appropriate rescaling using certain scaled initial states, converges to a fluid solution.
This rescaling process provides the basic tool for connecting the stability of stochastic and fluid networks. In fact, this connection was the primary motivation for introducing fluid model techniques [19] . The following theorem establishes a fundamental relationship between the stability of the stochastic and fluid models.
Theorem 2 (Dai [7] , Stolyar [20] ) Consider a multitype queueing network. If the corresponding fluid model is globally stable then the stochastic network is globally stable.
The theorem actually holds for a broader class of networks and also for networks operating under specific scheduling policies. If one is given a particular scheduling policy U, one can sometimes identify additional constraints that the fluid limits lim n Q(nt)/n must satisfy.
More relevant to the topic of the present paper is the following related result.
Theorem 3 (Chen [4]) Consider a multitype queueing network. If the corresponding fluid model is globally weakly stable then the stochastic network is globally rate stable.
Our understanding of global stability and global weak stability is fairly complete for fluid models corresponding to queueing networks with two stations (J = 2), thanks to the results of Bertsimas et al. [1] and Dai and Vande Vate [10] . Both of these papers obtain necessary and sufficient conditions for global stability of fluid networks for the case J = 2. Moreover a certain parameter ρ * is introduced in [10] . This parameter is called the maximum virtual traffic intensity. It is shown that the fluid model is globally stable iff ρ * < 1 and is globally weakly stable iff ρ * ≤ 1. The condition ρ * ≤ 1 then implies rate stability of the underlying stochastic network by Theorem 3. One of the main results of our paper is to establish a converse: ρ * > 1 implies the stochastic network is not globally rate stable. In particular, ρ * ≤ 1 is the tight global rate stability condition for multitype networks with two stations.
Main Results
In this section, we provide the main results and corollaries of this paper. All proofs, along with the needed lemmas, are provided in Section 4. Our first result concerns the structural properties of nonidling fluid solutions. The result is introduced primarily because it is needed to prove the main result of the paper, but we believe that it is interesting in its own right and thus state the result in this section.
Theorem 4 Suppose the fluid model of a multitype queueing network is not weakly stable. Then there exists a positive constant γ > 0 such that for any initial state q ∈ ℜ d
+ , there exists a non-idling fluid solution (Q(t),T (t)) satisfyingQ(0) = q and ||Q(t)|| ≥ γt for all t ≥ 0. Namely, the solution is linearly divergent. Moreover, this solution satisfies
where C was defined by (8) .
Intuitively, the notion of a fluid model not being weakly stable seems weaker than linear divergence. In particular, a fluid model is not weakly stable if there exists a solution which "pops up from zero" at some point, after starting in the zero state. Theorem 4 shows that if one solution pops up, then a different solution can be constructed which diverges to infinity linearly, i.e. we construct a stronger fluid solution (in the sense of instability) from a seemingly weaker solution. This stronger fluid solution can then be used to infer the instability of a class of associated stochastic networks. Finally, we note that the divergent solution can be constructed from any initial stateQ(0) = q ∈ ℜ d + , including the zero state.
We are now prepared to state the main result of the paper, which connects the instability of fluid models and stochastic networks. 
We note also that Theorem 3 is valid when we consider fluid and queueing networks under specific scheduling policies. However, for networks operating under specific policies (rather than a class of policies) a general converse to the theorems of Chen and Dai is not possible as demonstrated in [9] .
Dai and VandeVate [10] derived explicit necessary and sufficient conditions for global weak stability of fluid models of multitype networks in terms of a certain parameter ρ * related to the so-called virtual traffic intensity and push start conditions. They prove that such fluid networks are weakly stable iff ρ * ≤ 1. Considering Theorem 3 along with Corollary 1, those results now yield complete necessary and sufficient conditions for rate stability of two station stochastic mutlitype networks. 
Proofs of Main Results
In this section we provide all of the proofs of our main results. The first proof, of Theorem 4, shows that if the fluid is not globally weakly stable, there exists a linearly divergent fluid solution.
Linearly divergent fluid solutions
Proof : [Proof of Theorem 4] We assume in the theorem that a given fluid model is not globally weakly stable. Hence, there exists a non-idling solution which satisfiesQ(0) = 0 andQ(t 0 ) = 0 for some t 0 > 0. First note that, without the loss of generality, we may assume thatQ(t) = 0 for all 0 < t ≤ t 0 . Otherwise, we can findt = sup{0 ≤ t < t 0 :Q(t) = 0} and consider the fluid solution on [t, t 0 ] only. Note thatt < t 0 by the continuity ofQ(t) and the fact thatQ(t 0 ) = 0. Next, note that for any β > 0, the solutionQ We now build a new fluid solution by constructing it iteratively over the intervals [0, 1), [1, 2) , [2, 4) , . . . , [2 n , 2 n+1 ), . . . . We denote the so built solution (Q it (t),T it (t)). For the initial interval [0, 1), consider our initial fluid solutionQ(t) satisfyingQ(0) = 0,Q(1) = 0. We first modify the solution by settinḡ Q(0) = q, where q ∈ ℜ d + . Next for every t ≤ 1 and every class (i, j), on the interval [0, t] we spend exactlȳ T i,j (t) time units processing class (i, j) flow, plus whatever necessary additional amount is required to make the solution non-idling. In other words, we can think of the flow "created" and "processed" by the non-weakly stable solutionQ(t) as high priority flow, and the remaining flow as low priority flow. Note that the allocation of the additional processing effort required is not necessarily uniquely determined by the original allocationT (t). In any case, the resulting solution satisfiesQ it (0) = q andQ it i,j (t) ≥Q i,j (t) for all classes (i, j) and t ≤ 1. In particular, ||Q it (1)|| ≥ ||Q(1)|| > 0.
Assume now the solution has been constructed over the time horizon [0, 2 n ] for n ≥ 0. We now extend it over [2 n , 2 n+1 ]. The idea of the construction is similar to the first interval, except that we "stretch" the original solutionQ(t) by a factor of 2 n and then use this solution to extend our current solution by defining it on [2 n , 2 n+1 ]. That is, consider the scaled solution (βQ(β −1 t), βT (β −1 t)) with β = 2 n . This solution is defined over t ∈ [0, 2 n ). Next, for each t ∈ [2 n , 2 n+1 ] letT it (t) be defined byT it (t) −T it (2 n ) = 2 nT (2 −n (t − 2 n )) plus any extra processing effort required to make the solution non-idling.
It can be easily checked that the resulting solutionQ it (t) satisfiesQ it i,j (t) ≥ 2 nQ i,j (2 −n (t − 2 n )) for all t ∈ [2 n , 2 n+1 ] and all i, j which implies ||Q it (t)|| ≥ 2 n ||Q(2 −n (t − 2 n ))||. In particular, ||Q it (2 n+1 )|| ≥ 2 n ||Q(1)||.
We have constructed a work conserving fluid solutionQ it (t) which diverges to infinity at time instances t n = 2 n , n = 0, 1, . . . . To complete the proof of the theorem, we show that for some constant γ 0 > 0, ||Q it (t)|| ≥ γ 0 2 n for all t ∈ [2 n , 2 n+1 ]. First let us show that this implies the theorem. For any t > 0 find the largest integer n such that 2 n ≤ t, i.e. let n = ⌊log 2 t⌋. We have ||Q it (t)|| ≥ γ 0 2 n ≥ γ 0 2 log 2 t−1 = γ 0 t/2. Setting γ = γ 0 /2, we obtain the result.
To show the existence of γ 0 , note that for any t 1 < t 2 and any feasible fluid solutionQ(·) we have:
This implies that for all t ∈ [2 n , 2 n + 2 n−1 ||Q(1)||/(2C)],Q it (t) satisfies:
If 2 n + 2 n−1 ||Q(1)||/(2C) ≥ 2 n+1 , then we simply set γ 0 = (1/4)||Q(1)||. Otherwise, let
This minimum exists sinceQ(t) is continuous and it is positive since ||Q(t)|| > 0 for all 0 < t ≤ 1. Then, for all 2 n + 2 n−1 ||Q(1)||/(2C) ≤ t ≤ 2 n+1 , we have ||Q it (t)|| ≥ 2 n ||Q(2 −n (t − 2 n ))|| ≥ 2 n γ 1 . We take γ 0 = min{(1/4)||Q(1)||, γ 1 } and we have proven the first inequality in the theorem statement. The last part of the proposition follows almost immediately. Using (25) with t 1 = 0 and t 2 = t we have ||Q(t)|| ≥ ||q|| − Ct ≥ ||q||/2 for t ≤ ||q||/(2C). On the other hand, by construction, ||Q(t)|| ≥ γt ≥ γ||q||/(2C), whenever t ≥ ||q||/(2C). This completes the proof of the theorem.
2 Theorem 4 will be used for proving our main result, Theorem 5. Specifically, we will construct a work conserving scheduling policy which will result in an iterative trajectory very close to the fluid trajectory built in the proof of Theorem 4. We will use the LD bounds (9) and (10) multiple times to obtain bounds on the deviation between the fluid and stochastic trajectories.
FDP in fluid networks with two stations
Proof : [Proof of Proposition 1] Consider a network with two stations, σ 1 and σ 2 , and suppose we have a non-idling fluid solution (Q(t),T (t)) which is non-zero over time interval [0, θ] . By continuity, inf 0≤t≤θ ||Q(t)|| > 0. The next result follows from Proposition 1 in [1] . There exists a nondecreasing sequence t i such that sup i t i = θ and such that for all times less than θ the following hold:
•Q σ 1 (t 4m+1 ) > 0,Q σ 2 (t 4m+1 ) = 0 and for t ∈ [t 4m+1 , t 4m+2 ],Q σ 1 (t) > 0;
•Q σ 1 (t 4m+2 ) > 0,Q σ 2 (t 4m+2 ) = 0 and for t ∈ (t 4m+2 , t 4m+3 ),Q σ 1 (t),Q σ 2 (t) > 0;
•Q σ 2 (t 4m+3 ) > 0,Q σ 1 (t 4m+3 ) = 0 and for t ∈ [t 4m+3 , t 4m+4 ],Q σ 2 (t) > 0;
•Q σ 2 (t 4m+4 ) > 0,Q σ 1 (t 4m+4 ) = 0 and for t ∈ (t 4m+4 , t 4m+5 ),Q σ 1 (t),Q σ 2 (t) > 0. Moreover, one of t i , i = 1, 2, 3, 4 is equal to zero. When t 2 , t 3 or t 4 is zero, t i with lower value of i is not defined.
The characterization above essentially divides the trajectory of a fluid solution into four different segments. On the segment of the trajectory between t 4m+1 and t 4m+2 , the trajectory is either on the boundary of the state space (whereQ σ 2 (t) = 0) or in the interior of the state space. We next claim that such a segment can be "linearized" such that it remains a non-idling solution, yetQ σ 2 (t) = 0 for all t ∈ [t 4m+1 , t 4m+2 ]. In other words, the linearized solution is on the boundary for the entire interval. To achieve the linearization we definẽ
and
It can be checked that the new solution (Q(t),T (t)) is both feasible and non-idling, given that the original solution was also. In a similar manner, we linearize the fluid solution (Q(t),T (t)) on all intervals of the form [t 4m+3 , t 4m+4
]. Hence, in each interval the new solution remains on one of the axes, unless it is crossing the interior, from one axis to the other. We now demonstrate that (Q(t),T (t)) has the properties described in Definition 4. First, we claim that for each m,
Indeed, by constructionQ
Note that the maximum departure rate of a fluid from each station is at most i,j µ i,j < C and sincẽ Q σ 1 (t 4m+3 ) = 0, then t 4m+3 − t 4m+1 ≥ inf 0≤t≤θ ||Q(t)||/C. An analogous argument demonstrates that t 4m+3 − t 4(m+1)+1 ≥ inf 0≤t≤θ ||Q(t)||/C. Since the interval lengths are bounded strictly away from zero, the total number of points t i in [0, θ] is at most (2θC/ inf 0≤t≤θ ||Q(t)||) + 2, where +2 accounts the end points of [0, θ]. Setting ν = 2C, B = 2 yields the first FDP property (1). Properties (2) and (3) are automatically satisfied by our construction of (Q(t),T (t)) above. 
Constructing a transient solution in the stochastic network
Most of this subsection is devoted to the proof of Theorem 7 below, which implies the main result of our paper, Theorem 5. In the proof we repeatedly use probabilistic bounds of the form c 1 exp(−c 2 n), where c 1 , c 2 > 0 are constants which depend on the parameters of our queueing network and n is a scaling parameter which takes on a large value. In various expressions, c 2 is usually related to the constant L appearing in the large deviations bounds in (9) and (10) and the network parameters λ i , µ i,j , |I|, C, as well as parameter γ introduced in Theorem 4. We will also be considering finite sums of the bounds of the form c ′ 1 exp(−c 1 n) + c ′ 2 exp(−c 2 n) + ... + c ′ m exp(−c m n). In general the c i , c ′ i take on different values and m is a constant, independent of n. Such sums can be bounded above by c ′ exp(−cn) for c = min 1≤k≤m c k and c ′ = c ′ i . In our proofs, the actual values of the constants are not important, only the fact that they are independent of n. Therefore, to simplify the exposition, we simply use the notation O(exp(−Θ(n))) and we write expressions like O(exp(−Θ(n))) + O(exp(−Θ(n))) = O(exp(−Θ(n))) where the standard notations O(·) and Θ(·) hide the actual constants c and c ′ .
First, we need the following technical result.
Lemma 6
For every state (q, z 1 , z 2 ), every n > 0, and for every (not necessarily non-idling) nonpreemptive scheduling policy, τ ≡ inf{t : ||Q(t)|| ≥ n | Q(0) = (q, z 1 , z 2 )} < ∞ with probability one. As a result the set of states with ||q|| ≥ n is visited infinitely often with probability one.
Proof : Clearly, it suffices to prove the lemma only for n very large. We fix n very large (to be specified later). Consider the sequence of service times S Since the scheduling policy is non-preemptive, entire interval [t, t + s) was dedicated to serving one specific job. Then during the time interval [t, t + s) there was at most one departure among the jobs of type 1 (if there was a departure from the last stage at time t). Condition the state at time t to be (q ′ , z ′ 1 , z ′ 2 ). Let z ′ be the component of z ′ 1 corresponding to the arrival process i = 1. Using the large deviations Assumption B, specifically bound (10), we have that the total number of arrivals of type 1 jobs during the time interval [t, t + s) conditioned on the residual interarrival time being z ′ at time t is at least
2 Cn > n with probability at least 1 − V e −Ls ≥ 1 − V e −LCn , where we use ǫ = λ 1 /2. Note that neither the lower bound λ 1 2 s nor the bound 1 − e −Ls depend on z ′ . By taking n sufficiently large, this probability is at least 1/2. Now consider the sequence of all infinitely many service times S 1,J 1 r 1 , S 1,J 1 r 2 , . . . which are bigger than Cn. Using the argument above, with probability at least 1/2, independent of the state at the beginning of each service completion, more than n jobs arrive during any service completion. Thus with probability one, for at least one of these service completions the total number of jobs which arrive during the service exceeds n. Once such an event occurs the total number of jobs in the system exceeds n. 
Before proving this theorem we show how it implies Theorem 5. Proof : [Proof of Theorem 5] We fix a large value n 0 (the actual value will be specified later). Consider any initial state (q, z 1 , z 2 ) with ||q|| ≥ n 0 . We apply the policy U referenced in Theorem 7 for the time interval [0, θ 0 ]. If at time θ 0 the resulting state Q(θ 0 ) is such that ||Q(θ 0 )|| ≥ 2n 0 , then we apply the policy U again with q reset to Q(θ 0 ), till the corresponding time θ 1 . If again ||Q(θ 1 )|| ≥ 2||Q(θ 0 )|| ≥ 4n 0 , we continue with policy U until the corresponding time θ 2 and check whether ||Q(θ 2 )|| ≥ 2||Q(θ 1 )|| ≥ 8n 0 , and so on. Either this process continues indefinitely or for some time instance θ i we get ||Q(θ i )|| < 2||Q(θ i−1 )||. Set θ −1 = 0 by convention. Let E m , m = 0, 1, . . . , denote the event ||Q(θ i )|| ≥ 2||Q(θ i−1 )|| and
for all i ≤ m. In particular, the event implies ||Q(θ m )|| ≥ 2 m+1 n 0 ≥ n 0 . Let E = ∩ m E m , that is E implies that the process of exceeding the bounds continues indefinitely. We will show below that P {E} ≥ α > 0, where α depends only on the parameters of the model and on n 0 and γ (and is independent for example from the components z 1 , z 2 ). Moreover, we will show below that the event E implies ||Q(t)|| → ∞ as t → ∞. Now, suppose the event E i fails to occur at some θ i . At this point we switch to any non-idling non-preemptive scheduling policy. Applying Lemma 6, with probability one there exists a time τ 1 for which ||Q(τ 1 )|| ≥ n 0 . Note that it is possible that τ 1 = θ i . We apply the policy U starting from time τ 1 . With probability P{E} ≥ α we obtain a new infinite sequence of time instances θ ′ i such that
|| (that is the event E occurs), and with probability at most 1−α this is interrupted at some θ ′ i in which case we again switch to any non-idling non-preemptive policy, and at some time τ 2 we have ||Q(τ 2 )|| ≥ n 0 , and so on. Since P{E} ≥ α > 0, the event E occurs at least once with probability one.
It remains to show that P{E} ≥ α > 0 for some α which depends only on n 0 , γ and the parameters of the model, and to show that E implies ||Q(t)|| → ∞ as t → ∞. By (27) and (28) of Theorem 7, the probability of the event E ≡ ∩ ∞ m=0 E i is at least
We take n 0 sufficiently large so that α ≡ 1 − O(e −Θ(n 0 ) ) > 0. The parameters hidden in Θ(·) depend only on the parameters of of the model (including the large deviations parameters V, L) and γ. Thus the probability of E is positive (and in fact is close to unity), provided that n 0 is sufficiently large. Also E implies ||Q(t)|| → ∞ by (29). 2 The constant "2" which appears in (27) is completely arbitrary. For the purposes of the proofs in this section, it can be replaced by any constant greater than unity.
Proof : [Proof of Theorem 7] Consider any initial state (q,
Let n = ||q||. By Theorem 4 there exists a non-idling fluid solution (Q(t),T (t)) which satisfiesQ(0) = q and ||Q(t)|| ≥ γt for all t ≥ 0. Let
in which case we have
By Theorem 4, the fluid solution is also such that
Since FDP is satisfied, there exists another solution (Q(t),T (t)) and a sequence 0 = s 0 < s 1 < · · · < s M = θ 0 , such that inf 0≤t≤θ 0 ||Q(t)|| ≥ inf 0≤t≤θ 0 ||Q(t)|| and for every interval [s r , s r+1 ] and for each station σ eitherQ σ (t) is zero within (s r , s r+1 ), or it is strictly positive within (s r , s r+1 ). Also
where we used (30) and (32). In particular, we obtain a bound on M which depends only on the parameters of the model (and is independent of ||q||), since ν, γ and C depend only on the parameters of the model. Note, on the other hand, that the partition s r , r = 0, 1, . . . , M does depend on q. For convenience we define θ = θ 0 ||q|| . Applying (30) we have
In particular θ is bounded above by a constant, which only depends on γ. Recalling the notation ||q|| = n we rewrite (31) and (32) as
and inf
Our next goal is to describe a non-idling scheduling policy U = U(δ) implemented over the time horizon [0, θ 0 ] = [0, θn]. Recall that our starting state is (q, z 1 , z 2 ). In particular, Q(0) =Q(0) = q. The policy U attempts to mimic the fluid solution described above, over the same time interval. We parameterize the policy with a constant δ > 0 which is any constant satisfying
Let t m = mδn for m = 0, 1, . . . , ⌈θ/δ⌉. We describe the policy U on each time interval I m = [t m , t m+1 ). For each time interval I m each station σ nominally allocatesT i,j (t m , t m+1 ) time units to serving class (i, j), for every class (i, j) ∈ σ. To be precise, we first order all the classes at a station in a fixed, but arbitrary manner. During the interval a class (i, j) is chosen for service, and we work on jobs from that class forT i,j (t m , t m+1 ) time units or until we exhaust the jobs from class (i, j). Note that we cannot reach the end of the interval I m , by the feasibility ofT (·) over this interval. When we are done processing jobs of type (i, j) the next class in the chosen order of service is picked for processing. If a job is in service when the time allocated to a particular class has been achieved, then the job is ejected and placed at the head of the line for processing at a later time. When this class is again allocated time, we assume that the remaining processing time for the ejected job is the same as it was at the moment it was ejected, i.e. our policy is assumed to be preemptive resume. It will be seen below, since the lengths of all intervals are order Θ(n), that the particular preemption mechanism is irrelevant for the analysis and the argument goes through whether the policy is preemptive or not. If after going through all the classes, the time spent is strictly less than t m+1 − t m and there are still jobs at the station, the station works on any available jobs. If no jobs are available, the station idles. Once the next time instance t m+1 occurs, the policy is "reset," in terms of the time allocations.
In other words, according to our scheduling policy, on each interval I m each station tries to spend exactly the same amount of time on jobs in each class (i, j) as the fluid solution (Q(t),T (t)) does, while maintaining the non-idling requirement. Our main goal is to show that in general the resulting stochastic process stays fairly close to the fluid trajectory (Q(t),T (t)), when the stochastic network operates under the discipline U(δ).
From the fluid equation (19) we have (i,j)∈σT i,j (t m , t m+1 ) ≤ t m+1 − t m , for each m. As a result, any policy U is feasible. From the description above, it is certainly non-idling. We now analyze the dynamics of our network when policy U is implemented. For convenience we introduce s −1 ≡ s 0 = 0.
Lemma 8 Under the policy U (in fact under any scheduling policy), for every
Proof : Applying (15), (16) and (19) we have
which proves (38). We now prove (39). By Assumption B (specifically bound (10)), for every i and every t ∈ [t m , t m+1 ]
since t m+1 − t m = δn. Similarly, for all i and j and t ∈ [t m , t m+1 ]
Applying (1) and (2) we obtain
By summing these probabilities over all (i, j), we obtain
which is (39). 2
Proposition 2 Under the policy
Before we prove Proposition 2 we use it to complete the proof of Theorem 7. We first prove (28). Fix any t m and find the s r such that t m ∈ [s r , s r+1 ]. We have
In fact, observe that the last probability in the right-hand side above is equal to zero by (38) of Lemma 8. The first probability in the right-hand side is at most O(exp(−Θ(n))) by (39) of Lemma 8, and the second probability is also at most O(exp(−Θ(n))) by (43) and since J i < C. Combining the inequality above with (36) we obtain
From (37) and since r ≤ M − 1 we have
By summing over all m = 0, 1, . . . , ⌈θ/δ⌉ we obtain
where the last equality follows since by (34) and (37), the value of ⌈θ/δ⌉ is bounded above by a constant. Recall, finally, that ||q|| = n. This completes the proof of (28). We now prove (27). Find the largest t m ≤ θn. In particular θn − t m ≤ δn. Applying (39) with t = θn, we obtain
Applying (38) at t = θn we obtain
Applying (43) to the t m chosen above we obtain
Next, we note that
In the last step, we employ (46) and then sum over all i and j to obtain a new exponential bound.
Combining (44), (45) and the last bound, we obtain
Since δ < 1/(3C M +3 ) we obtain:
Recalling from (35) that ||Q(nθ)|| ≥ 3n and recalling ||q|| = n, we obtain
which implies (27). This completes the proof of Theorem 7. 2
The goal of the remaining part of this section is to prove Proposition 2. The proof is quite lengthy and we split the argument into several subsections.
Proof : [Proof of Proposition 2] The proof is done by using various induction steps. The "outer" induction is on r, which indexes the trajectory decomposition points s r . The "inner" induction is done on the stages j of the classes (i, j) classes in the network, and is outlined in various lemmas below.
We start the outer induction with r = −1. Then for t m ∈ [s −1 , s 0 ] = {0} we simply have t m = 0 and the bound in (43) holds trivially for all classes (i, j) since Q(0) =Q(0) = q, with probability one. Next we suppose the bounds in (43) hold for −1, 0, 1, . . . , r − 1. We then show that the bounds hold for r. The necessary bounds will be established by a sequence of lemmas. Our first lemma simply says that assuming the bounds (43) hold for all r ′ ≤ r − 1 and t m ∈ [s r ′ , s r ′ +1 ], a similar bound holds at the end point s r .
Lemma 9
If the bound (43) holds for all r ′ ≤ r − 1 then for every i, j
Proof : Find the largest t m ′ ≤ s r . Then t m ′ +1 = t m ′ + δn > s r ≥ t m ′ . By Lemma 8 we have
Since t m ′ ∈ [s r−1 , s r ] then by the assumption of our induction in r,
Combining the last three inequalities, we obtain the result. 2 In the next subsection we obtain probabilistic lower bounds on the number of jobs processed during the time interval [s r , t m ), for any t m ∈ [s r , s r+1 ], under the scheduling policy U(δ).
Lower bounds on the departure process
The next lemma shows that, with high probability, in the first stage in the route of each job type the total number of jobs processed during the time interval [s r , t m ] is not too far behind the amount of fluid processed during the same time interval in the fluid solution. A subsequent lemma establishes a similar bound for stages two and higher. Recall that we fixed r and we assume by induction that (43) holds for r ′ ≤ r − 1.
Lemma 10
For every i ≤ I and every m such that s r ≤ t m ≤ s r+1 ,
Proof : We start with proving bound (47). Bound (48) will be an easy corollary. Part I. Fix a specific class (i, 1), a time t m 0 , s r ≤ t m 0 ≤ s r+1 and introduce the event
Note then that (47) is equivalent to having P {D(t m 0 )} ≤ O(exp(−Θ(n))) for every i and t m 0 ∈ [s r , s r+1 ]. Next, we introduce the events
From Lemma 9 we have
Now fix any t m ∈ [s r , s r+1 ] and consider
where without loss of generality we may assume t m > s r . If t m − s r ≤ δn, then the probability above is equal to one, since the right-hand side of the inequality inside the probability is negative. Suppose now t m − s r ≥ δn. We have δCn t m − s r ≥ δCn θn = δC θ .
Setting ǫ = δC θ and using the large deviations Assumption B with this ǫ we obtain that
where t m − s r ≥ δn is used in the last inequality. The number of different t m in [s r , s r+1 ] is at most θn/(δn) = θ/δ. Summing over all such t m we conclude
Hence
where in the inequality we use P{A ∩ Q} ≤ O(exp(−Θ(n))) which holds by (52) and (54). Thus to show (47) it suffices to prove
We denote the event (D(t m 0 ) ∩ A ∩ Q) by D c (t m 0 ). We first show that given D c (t m 0 ), there exists with probability one a time instance t m with s r ≤ t m ≤ t m 0 , such that the following events occur:
That is, we claim
On the other hand we also claim that for each t m ∈ [s r , s r+1 ]
which implies that P(F(t m ) ∩ G(t m )) ≤ O(exp(−Θ(n))). Together with (58) this would imply
where again for the last inequality we use the fact that the number of t m in the interval [s r , s r+1 ] is at most θ/δ and θ/δ exp(−Θ(n)) = exp(−Θ(n)). We could then conclude that (55) holds and we would be done.
Thus we need to show (58) and (59). We start by proving (59). Note that during the time interval I m , policy U(δ) either allocates at leastT i,1 (t m , t m+1 ) time units to process class (i, 1) jobs, or all the Q i,1 (t m ) > δCn jobs initially present are processed. In the second case G(t m ) does not hold since δCn > µ i,1Ti,1 (t m , t m+1 ). In the first case, ifT i,1 (t m , t m+1 ) < 2δ 2 Cn µ i,1 θ , then G(t m ) obviously does not hold, since the right-hand side in the inequality in (57) is negative. OtherwiseT i,1 (t m , t m+1 ) ≥ Θ(n). In this case, we can apply the large deviations bound (10) which holds by Assumption B. Setting ǫ = 2δ 2 Cn/(T i,1 (t m , t m+1 )θ) ≥ 2δ 2 C/θ 2 in the bound we obtain:
where in the last equation we useT i,1 (t m , t m+1 ) ≥ Θ(n) and as usual, δ, C and θ are hidden in the Θ(·) notation. We conclude that (59) holds. We now prove (58). Note that if t m 0 − s r < δn then the right-hand side of the inequality in the event D(t m 0 ) is negative and therefore the events D(t m 0 ) and D c (t m 0 ) cannot occur. Thus we assume there exists at least one t m ∈ [s r , t m 0 ). We have D i,1 (s r , t m 0 ) ≥ {m:sr≤tm≤t m 0 −1 } D i,1 (t m , t m+1 ) and
The event D(t m 0 ) implies that there exists a t m ∈ [s r , t m 0 −1 ] such that
where we used t m 0 − s r ≤ θn in (60) and we use in (61) the fact that θ ≥ 1 by (30), δ ≤ 1 by (37) and as a result θ + δ ≤ 2θ and (
Cn θ and denote it bym. By the derivation above the set of such t m is non-empty. Thus,
Moreover, ifm < m 0 − 1, then for allm < m ≤ m 0 − 1, we have
where m 0 −m ≤ θ/δ is used. Note, that the bound (63) holds trivially ifm = m 0 − 1. Next, note that the event D(t m 0 ) jointly with (63) implies
= µ i,1Ti,1 (s r , tm +1 ) − 2δC r+2 n + 2δCn.
where µ i,1Ti,1 (tm, tm +1 ) ≤ µ i,1 δn < δCn is used. Now recall from (1) that
Then conditioned on D c (t m 0 ) = D(t m 0 ) ∩ A ∩ Q and using (65), we obtain
Recall from (15) 
We have established that if the event D c (t m 0 ) holds then (62) and (67) hold for some tm ≤ t m 0 . In other words, (58) holds. This completes the proof of (47). Part II. We now prove (48). Fix a t m ∈ [s r , s r+1 ]. Note that the bound (48) is trivial ifT i,1 (s r , t m ) < 3µ max δC r+2 n. So, suppose the previous inequality does not hold. Let
where we use µ i,1 µ max ≥ 1. Let
where we use ∆ < µ i,1Ti,1 (s r , t m ) < Cθn. We condition on the event D(t m ), which by (47) holds with probability at least 1 − exp(−Θ(n)) and use large deviations Assumption B with the ǫ above to obtain
where the last inequality follows from the last inequality in (68). To finish the argument, we observe that µ −1 i,1 2δC r+2 + δCn < 3µ max δC r+2 n. 2 We now establish a similar lower bound for classes corresponding to stages two and higher.
Lemma 11
For every i ≤ I, j ≤ J i and m such that s r ≤ t m ≤ s r+1
Proof : The proof is very similar to the one for Lemma 10. We only highlight the differences. The proof is done by induction in j; the base case j = 1 is covered by Lemma 10. So let us fix a j > 1 and assume that the assertion holds for all (i, j ′ ) with j ′ ≤ j − 1. We again define an event related to the inequality inside P in (69). For a class (i, j) and any time t m 0 with s r ≤ t m 0 ≤ s r+1 let
We need to show P {D(t m 0 )} ≤ O(exp(−Θ(n))) for every t m 0 ∈ [s r , s r+1 ]. As in Lemma 10 we introduce the event
but instead of the event A defined by (50), consider
Again using Lemma 9 (and the "outer" inductive assumption) we obtain P {Q} ≥ 1 − exp(−Θ(n)) and by the inductive assumption on j, P {D} ≥ 1 − O(exp(−Θ(n))) (where, as before, we sum several expressions of the order
we introduce the event F(t m ) as in (56), except Q i,j is used instead of Q i,1 . Finally, we introduce G(t m ), defined as follows
Arguing as in the proof of Lemma 10, we claim that (58) and (59) hold with the new event definitions. The proof of (59) is identical to the one of Lemma 10. For (58) we repeat the argument until we get to (65), instead of which we get
Then we obtain
where (2) is used for (75), conditioning on D c (t m 0 ) is used in (76), and (16) is used in (77). This proves (58) and completes the proof of (69). The proof of the lower bound for T i,j (·) follows the proof of Lemma 10, almost line for line. 
Upper bounds on the departure processes
In this subsection we obtain upper bounds, similar to the bounds in Lemmas 10 and 11, on the cumulative departures D i,j (s r , t m ), for values of m such that s r < t m ≤ s r+1 . For every station σ, by construction of the sequence s 0 , s 1 , . . . , s M , we have eitherQ σ (t) > 0 for all s r < t < s r+1 orQ σ (t) = 0 for all s r < t < s r+1 . We consider these cases separately.
Case I. Given any station σ, suppose thatQ σ (t) > 0 for all s r < t < s r+1 . By the non-idling constraint (23) we have that
Fix any t m ∈ [s r , s r+1 ] and fix any class (i, j) ∈ σ. Applying Lemmas 10 and 11 to s r and t m we have that with probability at least 1 − O(exp(−Θ(n))), for every class (i ′ , j ′ ) ∈ σ,
where we use (7) in the second inequality. Applying (78) and the feasibility inequality (4), we obtain that with probability at least 1 − O(exp(−Θ(n))),
Let us define the event T as follows:
Applying the large deviation bound (10) with
(whereT i,j (s r , t m ) ≤ θn is used), we obtain
where the constant ǫ is hidden in Θ(·). Taking this together with P {T } ≥ 1 − O(exp(−Θ(n))), we have proven the following lemma.
Lemma 12 Given any station σ, suppose the interval (s r , s r+1 ) is such thatQ σ (t) > 0 for all s r < t < s r+1 . Then, for every class (i, j) ∈ σ and every t m ∈ [s r , s r+1 ]
P{T i,j (s r , t m ) ≤T i,j (s r , t m ) + 3δ|σ|µ max J max C r+2 n} ≥ 1 − O(exp(−Θ(n))),
and P{D i,j (s r , t m ) ≤D i,j (s r , t m ) + 4δ|σ|µ
Case II. We now analyze stations σ for which the fluid amount stays zero during the interval [s r , s r+1 ]. Consider any station σ such thatQ σ (t) = 0, for all s r < t < s r+1 . Applying fluid equations (15) and (16) we obtain that for every class (i, j) ∈ σ and every t m ∈ [s r , s r+1 ] D i,j−1 (s r , t m ) =D i,j (s r , t m ),
where for the case j = 1,D i,j−1 (·) is understood asĀ i (·). In the following lemma we obtain an analogue of Lemma 12 for Case II. 
Proof : The proof proceeds by induction in j. We start with the base step, j = 1. Consider any class (i, 1) ∈ σ. Applying (82), we haveD i,1 (s r , t m ) =Ā i (s r , t m ).
Applying (1) we have 
whereĀ i (t m ′ , t m ′ + δn) ≤ λ i δn < Cδn is used in (88). Note that when t m ′ = t m the probability in (88) 
Applying Lemma 9 we have P{Q i,1 (s r ) ≤Q i,1 (s r ) + δC r+2 n + 2δCn} ≥ 1 − O(exp(−Θ(n))).
By our assumption thatQ σ (t) = 0 for all s r < t < s r+1 and by continuity, we haveQ σ (s r ) = 0. Using this fact, we now have
Now, from (85), we have D i,1 (s r , t m ) = Q i,1 (s r ) + A i (s r , t m ) − Q i,1 (t m ) ≤ Q i,1 (s r ) + A i (s r , t m ).
Applying (89) and (90) we obtain that with probability at least 1 − O(exp(−Θ(n))), Combining this with (84), we obtain the required bound. This completes the proof of the base step.
We now prove the inductive step. So, fix j > 1 and suppose that the assertion holds for 1, 2, . . . , j −1. We now consider a particular class (i, j) ∈ σ. We have from (2) Q i,j (t m ) = Q i,j (s r ) + D i,j−1 (s r , t m ) − D i,j (s r , t m ) ≥ 0.
Again, by Lemma 9 we have P{Q i,j (s r ) ≤Q i,j (s r ) + δC r+2 n + 2δCn} ≥ 1 − O(exp(−Θ(n))), which implies P{Q i,j (s r ) ≤ δC r+2 n + 2δCn} ≥ 1 − O(exp(−Θ(n))),
again sinceQ σ (s r ) = 0. Consider the station σ ν ′ containing (i, j − 1). If σ ν ′ is also such thatQ σ ′ (t) = 0 for all s r < t < s r+1 (for example when ν ′ = ν), then by the inductive assumption on j, Otherwise, σ ν ′ is such thatQ σ ν ′ (t) > 0 for all s r < t < s r+1 . Then Lemma 12 becomes applicable, and applying (81) to σ ν ′ , we have that with probability at least 1 − O(exp(−Θ(n))), Finally, recalling (82) we obtain the desired bound. This completes the proof of the inductive step. 2
We are now ready to finish the proof of Proposition 2, by completing the outer inductive step on r. Fix any t m ∈ [s r , s r+1 ]. By Lemma 9 P{|Q i,j (s r ) −Q i,j (s r )| ≤ δC r+2 n + 2δCn} ≥ 1 − O(exp(−Θ(n))).
Next, for any class (i, j) recall that we have 
with D i,j−1 (·) replaced by A i (·) when j = 1. Combining Lemmas 10,11,12, and 13, we obtain that, Combining the previous two bounds with (93) and the fluid analogs (15) and (16) we obtain that, with probability at least 1 − O(exp(−Θ(n))), There the difficulty lies in begin able to analyze the dynamics of the stochastic network at the critical regime ρ * = 1. Finally, we mention that our assumption that interarrival and service times are i.i.d. is used to simplify the exposition and our result should hold for networks with more general primitives as long as the associated processes satisfy appropriate large deviations bounds.
