Abstract: Starting from the Compound Poisson INGARCH models ([3]), we introduce in this paper a new family of integer-valued models suitable to describe count data without zeros that we name Zero Truncated CP-INGARCH processes. For such class of models, a probabilistic study concerning stationarity, ergodicity and moments existence is developed. The conditional maximum likelihood method is used to consistently estimate the parameters of the conditional Poisson subfamily of models, for which the main asymptotic properties are analyzed. A simulation study illustrating the finite distance behavior of those estimators and a real-data application conclude the paper.
Introduction
The usual probability distributions describing the integer-valued models present in literature assume, in general, that the count data to be modeled have zero counts, that is zero is a possible value of their supports.
It may however happen that the expected number of zeros according to the probability distribution of the fitted model is not compatible with those actually occurring. We have in this case an inflation situation, or deflation, of the zero value and in order to correct this phenomenon we have to provide for the possibility to mix such distribution with a point probability. This is for example the case of integer-valued zero inflated models, studied in particular by [10] , [6] and [3] .
There is yet another type of counting series that structurally exclude the zero value. The number of days of hospitalization in an hospital or the number of days of travel of tourists from a certain country in a period of the year are clear examples of count series without zeros. An interesting and dynamical series of count data without zeros is, for instance, the daily number of occupied beds in a central hospital inpatient service.
with g Y the generating function of probabilities of a random variable Y. Moreover, in this case P (X = 0) = g X (0) = exp(λ(g Y (0) − 1)) and g Y (0) = P (Y = 0).
We say that the real random variable Z follows a compound Poisson law truncated at zero if its generating function is
Zero truncated CP-INGARCH model.
Let X = (X t , t ∈ Z) be a nonnegative integer-valued stochastic process and, for t ∈ Z, let X t denote the σ− field generated by (X t−j , j ≥ 0) .
Definition. ([3])
The process X is said to follow a compound Poisson GARCH model with values in N 0 with orders p and q (p, q ∈ N) if, for all t ∈ Z, the characteristic function of X t conditioned on X t−1 is given by Φ X t |X t−1 (u) = exp
for constants α 0 > 0, α j ≥ 0 (j = 1, ..., p), β k ≥ 0 (k = 1, ..., q) and where (φ t , t ∈ Z) is a family of characteristic functions on R, X t−1 − measurables, associated to a family of discrete laws with support in N 0 and finite mean ( * ). i represents the imaginary unit.
In a briefly way, we say that X follows a CP − IN GARCH(p, q) model. If q = 1 and β 1 = 0,
the CP − IN GARCH(p, q) model is denoted CP − IN ARCH(p).

E. GONÇ ALVES AND N. MENDES LOPES
As the conditional distribution of X t on X t−1 is a discrete compound Poisson law with support in N 0 then for all t ∈ Z and conditioned on X t−1 , X t can be identified in distribution with the random sum
where N t is a random variable following a Poisson distribution with parameter λ t E(X t,j ) and X t,1 ...X t,N t are discrete and independent random variables, with support contained in N 0 , independent of N t and having common characteristic function φ t , with finite mean. The distribution of X t,j is called compounding distribution and we assume X t equal to zero if N t = 0.
The previous definition may be rewritten in terms of the generating function of the law of X t conditioned on X t−1 :
with (g t , t ∈ Z) the family of generating functions associated to the discrete laws of the compounding variables.
We can now introduce the definition of the nonzero integer-valued (or zero truncated) generalized autoregressive conditional heteroscedastic compound Poisson model, briefly ZT CP − IN GARCH(p, q).
Definition. The stochastic process Z = (Z t , t ∈ Z) follows a ZT CP − IN GARCH(p, q) model if, for any t ∈ Z, the generating function of Z t conditioned on Z t−1 is given by
If q = 1 and
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In order to assure that λ t is Z t−1 − measurable we consider, in what follows,
In the following Figures 1 and 2 we present the trajectories and the basic descriptives of a series X following a CP − IN GARCH (1, 1) From the relations between the generating function and the moments of the corresponding probability law we deduce
Probabilistic structure.
The general probabilistic study presented in the subsections 2.3.1 and 2.3.2 is developed within the subclass of ZT CP − IN GARCH models for which g t , t ∈ Z, are deterministic functions. In subsection 2.3.3 a particular ZT CP − IN GARCH model with random g t functions is considered.
Moments
Property. E (Z t ) exists if and only if E (λ t ) exists.
Proof. Let us assume that E (λ t ) exists. As g t (0) is a probability value, g
and so
exists it is enough to take into account that
Moreover, it is clear that if the k order moment, k ∈ N, of one of the processes, Z or λ, exists so does the k order moment of the other. We note that the existence of such moments requires a priori the k− order differentiability of the g t function.
Strict stationarity and ergodicity
In order to study the stationarity of the truncated process let us assume that the determinist functions g t are independent of t. In these conditions and 
and we can define the process
β k λ t−k and, as Z * t is a measurable function of a strictly stationary and ergodic process, Z * is also strictly stationary and ergodic. In fact, we note that Z * = (Z * t , t ∈ Z) is a stochastic process whose conditional law is the law of X *
} . † In particular, we know that E (X * t ) exists if and only if E (λ * t ) exists and this happens if and only if
is independent of t.
E. GONÇ ALVES AND N. MENDES LOPES
From the equality
that is,
We may now present the following property.
Property. A process Z following a ZTCP-INGARCH model has a strictly stationary and ergodic solution if
stationary and ergodic then λ is also a strictly stationary and ergodic process.
If Z is stationary in mean the same happens to λ and we have the following relation between the corresponding means:
(
Example. It is clear that every ZT process associated to a strictly stationary and ergodic process is also strictly stationary and ergodic. In particular, the ZT processes associated to the models INGARCH (g t (u) = u), NB-DINARCH (with g t the generating function of the logarithmic law with parameter they correspond to models with deterministic and independent of t generating functions g t ([3] ).
Zero truncated NB-INGARCH model
In this subsection we present a zero truncated CP-INGARCH model, not belonging to the general subclass previously considered, for which some probabilistic properties, namely the second order stationarity, may be established. As this model is based on the negative binomial law we begin by recalling that this law is a compound Poisson one.
a) Presentation
The negative binomial law (NB) belongs to the class of compound Poisson laws. In fact, given r ∈ N and p ∈ ]0, 1[ , let (Y j , j ≥ 1) be a sequence of i.i.d. random variables with logarithmic distribution with parameter 1 − p, that is, with probability function given by 
In these conditions, the generating function of X is
. In particular, the geometric law with parameter p appears when r = 1.
The NB-INGARCH process ( [9] ) is obtained considering, conditionally on 
This function is X t−1 -measurable and dependent of t. Nevertheless, as we will see, it is possible to study the stationarity of the corresponding truncated NB-INGARCH model. We note that
Let us consider the ZT NB-INGARCH model, Z = (Z t , t ∈ Z). The generating function of Z t conditioned on Z t−1 is then
b) Stationarity
Let us begin by noting that the moments of orders 1 and 2 of the law of Z t conditioned on Z t−1 are given by
expressions that coincide with those coming from the general formula of G Z t |Z t−1 previously presented.
Taking into account that E (Z t |Z t−1 ) = λ t + 1, it is easy to establish that the truncated NB-INGARCH model Z is stationary in mean if and only if
Under this condition, the processes λ e Z are both stationary in mean and the corresponding (non conditional) means are
Let us now analyze the second order stationarity of Z. Without lost of generality, we take p = q (the coefficients in excess are considered zero). We have
) for h ≥ 0, and using the stationarity in mean of Z, we get
where C = 3µ λ + 1 + 2α
and from this we deduce that Z is a second order process if and only if the same occurs with λ. Analogously to what is done in [3] , Proposition 1, we obtain
From these calculations, it is easy to see that the vector W t with dimension p + q − 1,
satisfy an autoregressive equation of order max(p, q)
and B k (k = 1, ..., max(p, q)) real square p + q − 1 dimensional matrices. The coefficientes of these matrices are equal to those of the matrices obtained for the corresponding nontruncated model ( [3] ).
So, we may write the following property.
Property.
A zero truncated NB-INGARCH process, Z, stationary in mean is second order stationary if and only if
is a polinomial matrix such that det P (z) has all its roots outside the unit circle, where I p+q−1 is the identity matrix of p + q − 1 order and B k (k = 1, ..., max(p, q)) are the matrices present in the autoregressive equation (1).
c) Particular cases
Let us analyze some particular cases of the zero truncated NB-INGARCH model, namely those with small orders. ) and the necessary and sufficient condition of weak stationarity of Z becomes α
and from E (
and we deduce
) .
The autocovariance function of Z, γ(h) = Cov (Z t Z t−h
) , h ≥ 0, follow from these equalities.
Remark. We point out that the expressions obtained may be used to estimate the parameters of the model by the moments method in a simple but consistent way. If β 1 = 0, for example, the estimators of α 0 and α 1 are
where Z and S 2 Z denote, respectively, the empirical mean and variance of a n-sample (Z 1 , ..., Z n ) of the process Z.
c.2)
If p = q = 2, B 1 and B 2 are 3− order matrices equal to
If, in particular, α 1 = β 1 = 0 then the roots of det P (z) = 0 are
and the necessary and sufficient condition of weak stationarity of Z becomes (α 2 + β 2 ) 2 + α 2 2 < 1.
Parameter estimation
Conditional maximum likelihood.
Using the conditional maximum likelihood methodology we estimate in this Section the parameter vector of a stochastic process Z following a ZTCP-INGARCH(p, q) model for which g(u) = u, that is, the conditional law is a ZT Poisson one.
The generating function of Z t conditioned on Z t−1 is then
Thus, the probability function of the conditioned law is 
where Θ = (α 0 , α 1 , ..., α p , β 1 , ..., β q 
The log-likelihood function is given by
The first derivatives of l t in order to θ i , i = 0, ..., p + q are
and the second derivatives are
Following [8] we deduce that the conditional maximum likelihood estimator, Θ, is strongly consistent for Θ 0 , the true value of Θ, and asymptotically normal. Namely, if n is large enough, the distribution of Θ may be approached by the following distribution:
where I (Θ 0 ) is the information matrix evaluated at Θ 0 .
In order to estimate the asymptotic covariance matrix of Θ, let us consider
.., λ t−q ) and let ∇f denote the gradient of any function f . We have
The equation (2) may now be written as
∇λ t and the equation (3) becomes
Taking expectations in both sides of the equation (3) we obtain
.
In an analogous way, from (2) we get
Taking into account that
We deduce that this ZT model satisfy the information matrix equality:
and so the matrices
are consistent estimates for the information matrix. Thus, both can be used to estimate the asymptotic covariance matrix of the conditional maximum likelihood estimator.
Simulation study.
To implement the estimation methodology and analyze its performance in a concrete situation we consider now a stochastic process Z following a ZTCP-INGARCH(1, 1) model with g(u) = u and λ t = 0.8+0.5Z t−1 +0.3λ t−1 .
We generate 1100 observations. In order to minimize the effect of the initial conditions we discard the first 100 observations. The estimates obtained for the parameters using the conditional maximum likelihood method for samples of 200, 600 and 1000 observations are presented in the Table 1 . When the number of observations increase we observe an increasing proximity between the estimates and the true values of the model parameter vector, as the standard errors reveal. Moreover this estimation improvement is also assessed by the significant decrease in the mean square error, given by We study also the effect of modeling the same observations (n = 1000) by other models of the class ZTCP-INGARCH with orders different from the true ones. For the comparison we use the log-likelihood function and Akaike and Schwarz criteria values. Comparing the results with those of the ZTCP-INGARCH(1,1) model used to generate the observations (line 2 of Table 2 ), we note that in the two ZTCP-INARCH models considered (lines 3 and 4 of Table 2 ) the loglikelihood function has smaller values. We also point out the expected non significance of the last parameter estimate in the ZTCP-INGARCH(1,2) model (line 5 of Table 2 ). Moreover the minimum values of the Akaike and Schwarz criteria are obtained for the ZTCP-INGARCH(1, 1). However we note that the ZTCP-INARCH(2) model competes well with the true model which is certainly related with the great coefficient of Z t−1 in the evolution of λ t .
We also study the effect of modeling the same observations by a CP-INGARCH(1,1) model and the results, reported in the last line of Table 2 , although not very different from the previous ones, present the smallest value of the log-likelihood function and the greatest one for Akaike and Schwarz criteria for the five models considered. The small differences between the standard and the zero-truncated Poisson models may be explained by the value of the mean of the count response variable ( [5] ), greater than 4, which corresponds to a negligible probability for the occurrence of zero values. In order to see the influence of the mean, we repeat the analysis considering now 1000 observations from a ZTCP-INGARCH(1, 1) model with a smaller mean by considering λ t = 0.5 + 0.3Z t−1 + 0.2λ t−1 . We note that in this case the differences between the true model and the non truncated one are significant, namely in which concerns the closeness between the parameters estimates and the true values as the standard errors reinforce. Moreover, taking into account all the criteria used, we verify that in this case the CP-INGARCH(1,1) model gives clearly worse results than the ZTCP-INGARCH(1,1) one. We conclude that the standard model is not so adequate as the ZT one introduced in this paper to reproduce the zero truncation characteristic of the initial observations.
Real-data example
In this section, we want to assess the improvement provided with real data when using a model ZTCP-INGARCH instead of a standard CP-INGARCH.
In order to do this let us consider the time series of the quarterly counts of poliomyelitis cases in the United States of America starting from January 1970 and ending in December 1983 (56 observations), obtained in the Forecasting Principles site (http:// www.forecastingprinciples.com). Figure 3 presents the original series and its principal descriptive summaries. In Figure 4 the empirical autocorrelations and partial autocorrelations are displayed. Table 4 . The lower values of the standard errors for the ZTCP-INARCH(2) led, in this case, to more accurate estimates. Moreover, the Akaike and Schwarz criteria and the values of the log-likelihood function allow us to conclude that the zero truncated model provide a better fit than the CP-INARCH one to the quarterly poliomyelitis data. This improvement is naturally due to the nature of the data that describes a rare phenomenon which occurs effectively with some regularity. 
Conclusion
Compound Poisson INGARCH processes are a wide family of integervalued models, recently introduced, that are able to describe simultaneously characteristics of count data like different kinds of conditional heteroscedasticity or overdispersion. But, these kind of processes all assume that the count data in analysis have zero counts.
Many times the count systems to be modeled structurally exclude zeros; so, in order to model such data properly, the underlying probability distribution should preclude null outcomes. The potential of compound Poisson probability distributions to describe huge different characteristics of count data justify the introduction of the new class of zero truncated models inspired in the CP-INGARCH ones but amended to exclude zeros.
We point out that the main subfamily of models here studied, namely the class of ZTCP-INGARCH processes with g t deterministic and independent of t, may accommodate a significant number of models useful in applications. As relevant examples we should refer the ZT Poisson and the ZT Neyman Type A ones, corresponding respectively to g t (u) = u and g t (u) = exp (ϕ (u − 1)) Furthermore, according to the Pseudo-Conditional Maximum Likelihood methodology, the estimator obtained for the parameter In conclusion, the probabilistic and statistical study developed, although restricted to a subclass of the wide family considered, is enough consistent for using these models in applications related to rare phenomena but with effective occurrences, as we hope having illustrated with the simulation and real data studies presented.
