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ABSTRACT
Combination of more than two fields provides constraints on the systematic error of
simultaneous observations. The concept is investigated in the context of the Gravita-
tion Astrometric Measurement Experiment (GAME), which aims at measurement of
the PPN parameter γ at the 10−7 − 10−8 level. Robust self-calibration and control of
systematic error is crucial to the achievement of the precision goal. The present work
is focused on the concept investigation and practical implementation strategy of sys-
tematic error control over four simultaneously observed fields, implementing a “double
differential” measurement technique. Some basic requirements on geometry, observing
and calibration strategy are derived, discussing the fundamental characteristics of the
proposed concept.
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INTRODUCTION
The recent and ongoing global astrometry experiments
implemented by the European Space Agency, Hipparcos
(Perryman 1997) and Gaia (Prusti 2010; Sozzetti 2010),
both take advantage of differential measurement on super-
posed fields, using different beam combination concepts to
materialise the base angle (BA) separating the two lines of
sight (corresponding to the directions on the sky matched
to the centre, or a convenient reference point, of the focal
plane). In such instruments, the BA is a hardware defined
parameter which must be stable to a high degree by con-
struction, and whose actual value and secular evolution can
be deduced and checked for consistency in the data reduc-
tion.
Some of the key concepts from Hipparcos and Gaia have
been adopted by the Gravitation Astrometric Measurement
Experiment (GAME) in order to translate high precision dif-
ferential measurements on the focal plane of a telescope into
high accuracy determination of relevant physical quantities
(Vecchiato et al. 2010).
In the following of the current section, the basic frame-
work of GAME is briefly recalled; then, in Sec. 1, the poten-
tial benefit of multiplexing additional fields for simultaneous
observation through the same instrument is discussed, evi-
dencing the significant relaxation of BA requirements due
to intrinsic error compensation. In Sec. 2, the optical im-
plementation principle is described, in terms of two cases of
instrument size. In Sec. 3, some relevant aspects of instru-
ment self-calibration and monitoring are reviewed. Finally,
the main conclusions are drawn.
⋆ E-mail: gai@oato.inaf.it
The goal of GAME is the estimation of the γ and β
parameters of the Parametrised Post-Newtonian (PPN) for-
mulation of Einstein’s General Relativity (GR) and com-
peting gravitation theories. The GAME concept has been
previously presented in the form of a small mission focused
on deflection measurement with the name Gamma Astro-
metric Measurement Experiment, and recently submitted in
an upgraded form and with the current name to the recent
ESA call for Medium class mission within the Cosmic Vi-
sion 2015-2025 science programme. The main design driver
of GAME is still γ, whereas β and other astrophysical sub-
jects are important additional science topics.
The parameters γ and β are related respectively to the
amount of curvature produced by mass, and to nonlinearity
in the superposition law of gravity (Will 2001). The experi-
ment of Dyson, Eddington and Davidson (Dyson et al. 1920)
gave the first confirmation of Einstein’s General Relativity
theory by observations of known stellar fields during the May
29th, 1919 eclipse on the island of Pr´ıncipe. It measured the
apparent positions of a few stars during the eclipse, within
a few degrees from the solar limb, compared to their unper-
turbed relative positions (e.g. in night time observations a
few months away). The arc variation is interpreted in terms
of light deflection, providing an estimate of the γ parame-
ter with precision limited to 10%, i.e. to a 10−1 accuracy
estimation of the PPN γ parameter. The current best esti-
mate of γ, from the Cassini experiment, is in the 2 × 10−5
range (Bertotti et al. 2003), based on the radio frequency
shift technique, but with a significant burden on calibra-
tion: the refraction in the average solar corona is estimated
to be of order of 0”.1, at a radio wavelength of 20 cm, for a
pencil beam passing at a minimum distance of 4 solar radii
from the Sun centre (Gnedin & Lopez 1996), i.e. compara-
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Figure 1. Deflection ∆ψ vs. angular distance ψ to the Sun centre.
ble with the angular value of light deflection on the same
trajectory. The parameter β was estimated by the classical
GR test on perihelion precession, by high precision astro-
metric measurement of Mercury orbit, and, more recently,
by “grand fit” of a large set of observations of several Solar
System objects (Laskar et al. 2009).
GAME will measure at micro-arcsec (hereafter, µas)
level the two-dimensional coordinates of stars in selected
fields at 2◦ from the Sun centre, hence their relative dis-
tance, by means of the Hipparcos/Gaia beam combination
principle and an optimised optical scheme aimed at efficient
rejection of the Solar photon flux and control of instrumental
effects. The same fields are observed at different epochs, i.e.
close to the Sun, in high deflection conditions, and when the
Sun has moved away by a significant amount along the Eclip-
tic, i.e. with low deflection. The distance variation provides
the γ estimate, with photon limited precision in the 10−8
range, in a modern rendition of the 1919 measurement. An
experiment located in space is able to overcome the limita-
tions of the Dyson et al. experiment, due to the short eclipse
duration, the high background flux from the solar corona, the
atmospheric disturbances and the limited number of bright
sources accessible in a given eclipse.
The amount of deflection ∆ψ (Fig. 1) affecting the pho-
tons from a star having geometric angular separation ψ with
respect to the current position of an object with mass M ,
as seen by an observer at a distance d, can be expressed by
the simplified formula (Misner et al. 1973)
∆ψ = (1 + γ)
GM
c2d
√
1 + cosψ
1− cosψ , (1)
where G is Newton’s gravitation constant, c the speed of
light and γ Eddington’s parameter. For a satellite in low
Earth orbit, d ≃ 1AU . Therefore, the PPN parameter γ
can be estimated by the measurement of the deflection angle,
reversing Eq. 1:
γ = ∆ψ · c
2d
GM
√
1− cosψ
1 + cosψ
− 1 . (2)
The GAME implementation has been considered at two
levels of complexity and performance, roughly corresponding
to small and medium class ESA space mission. In the former
case, the telescope diameter is 0.75 m, with focal length 25 m
and field of view 14′ × 14′ (Gai et al. 2009). In the latter
case, the instrument configuration is increased to telescope
diameter 1.5 m, focal length 35 m and field of view 30′×30′
Figure 2. Representation of GAME observing two Sun-ward and
two outward fields close to the Ecliptic plane, at ±2◦ latitude.
(Gai et al. 2011); the mission duration is also increased from
two to five years. The image resolutions are ∼ λ/D ≃ 0”.18
and 83 mas, respectively, in a visible spectral band of ∼
200nm RMS around the central wavelength λ = 600nm.
The expected performance on γ scales from 2×10−7 for the
small mission case to 4×10−8 for the medium class version.
A representation of the GAME operation framework
is shown in Fig. 2. The satellite is in a near polar, Sun-
synchronous orbit (1500 km altitude), and observes simulta-
neously regions either close to the Sun (hereafter, Sun-ward
direction), or opposite to the Sun (outward direction). The
fields are superposed in the instrument field of view, using
techniques similar to those adopted for building a base angle
in either Hipparcos or Gaia. Two fields are placed in simmet-
ric positions above and below the Ecliptic plane, and there-
fore labelled as North and South fields, in both Sun-ward
and outward direction. Ecliptic coordinates will be usually
used throughout this paper to best match the instrument
and operation geometry.
The most convenient observing regions, due to the high
stellar density, are placed at the intersections of the Eclip-
tic and Galactic planes, close to the Galactic Centre and
Anti-Centre directions, hereafter labelled respectively GC
and GAC. The limiting magnitude of the GAME stellar
sample, compatibly with the expected background of resid-
ual straylight from the Sun disc and the solar corona, is
∼ 16 mag. In Fig. 3, the density of isolated stars within a
30′ × 30′ field, down to 16 mag, is shown as a function of
the ecliptic longitude λ, on the ecliptic plane (β = 0◦) and
at the nominal observing latitude (β = ±2◦). The complete
circular strips (360◦) contain ∼ 2.4×105 stars each; the GC
and GAC regions, over a 30◦ longitude arc, include respec-
tively ∼ 9× 104 and ∼ 3× 104 stars, i.e. about 50% of the
total. The GC/GAC scan, following the apparent motion
of the Sun along the Ecliptic, takes about one month. The
data are taken from the GSCII catalogue (Bucciarelli et al.
2008). Crowding affects a marginal fraction of sources, since
at the GAME limiting magnitude the average star separa-
tion in the highest density regions is still a few ten arcsec.
In Fig. 4, a typical example of superposition of four 10′×10′
fields is shown, at β = ±2◦ ecliptic latitude and GC/GAC
direction (λ = 270◦ and λ = 90◦ ecliptic longitude, respec-
tively), down to 16 mag. A small fraction of stars has sep-
aration of ∼ 1”, so that they are still resolved assuming a
PSF size of order of 100 mas RMS.
The BA value, depending on a trade-off between coron-
agraphic requirements and deflection amplitude, is 4◦. Typi-
cally, fields at 2◦from the Sun centre will be observed, which
c© 2011 RAS, MNRAS 000, 1–9
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Figure 3. Histogram of the number of stars in a 30′ × 30′ field,
at latitude {0◦, ±2◦}, vs. Ecliptic longitude.
affected by an individual peak star displacement from its
nominal position of ∆ψ ≃ 230mas, as shown in Fig. 1.
In order to achieve e.g. the σ (γ) ≃ σ (γ) /γ = 4× 10−8
precision goal, associated to the medium mission case, it is
then necessary to measure a few 105 stars at the few µas
level, exploiting the photon limited precision. The require-
ment on deflection measurement precision can be derived
from Eq. 2 by error propagation:
σ (γ) = σ (∆ψ) · c
2d
GM
√
1− cosψ
1 + cosψ
= 2
σ (∆ψ)
∆ψ
. (3)
In turn, the deflection angle determination is limited on one
side by location precision, i.e. photon noise and instrumental
terms contributing to random errors, and on the other by
astrometric noise on each star. Setting the sample size to
NS ≈ 3 × 105 stars, measured over NE = 5 epochs, the
average precision requirement on individual stars becomes
σ (∆ψ) =
1
2
σ (γ) ·∆ψ√NSNE = 5.6µas . (4)
Scaling to the small mission case, the individual precision
becomes σ (∆ψ) = 28µas. In both cases, this is compatible
with the photon limit of the stellar sample for long observa-
tions, typically built by composition of shorter exposures.
Observation of different fields implies the need for cal-
ibration of the independent optical channels with precision
adequate to the measurement goals. Adoption of a combina-
tion concept using a large part of the instrument in common
mode alleviates the implementation constraints, but does
not modify the requirement value. For GAME, in order to
retain the residual astrometric errors between nearby star
images (separation ∼ 10”) to the µas level, the optical scale
calibration must achieve a precision of order of 10−7.
1 MULTIPLE FIELD ASTROMETRY
The rationale for superposition of at least two fields is not so
much related to multiplexing efficiency, since more stars are
observed in the same exposure time, but rather to measure-
ment accuracy: the satellite attitude and other instrumental
factors affect in the same way the signal of all targets, allow-
ing their rejection from differential astrometry as common
mode disturbances. The observation of many Sun-ward and
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Figure 4. Sample of superposition of four crowded fields in the
vicinity of the Galactic centre/anti-centre (GC/GAC), at ±2◦
Ecliptic latitude, down to 16 mag.
outward field pairs is achieved e.g. by sequential pointing of
the satellite on a new direction after each exposure.
Derivation of angular separation between far away stars,
with one-dimensional coordinates ψ1 and ψ2, e.g. by tiling
small field observations from a conventional telescope, would
introduce at each step the instrument pointing error, which
is often larger than the typical location precision. In such a
case, the star angular separation, as well as individual deflec-
tions, are not well defined from an operational standpoint.
On the contrary, a pointing correction model is frequently
defined, based on star observations. Pointing errors are, to
a high degree, common mode in superposed fields, within
the precision or stability of the device operating the super-
position, i.e. the beam combiner (BC). An instrument offset
is the same for all targets, thus vanishing in the focal plane
coordinate difference ∆ψFP providing the star separation
on the sky as ψ1 − ψ2 = ∆ψFP + θBA. The nominal base
angle value between the observed fields is θBA = 4
◦; the ac-
tual value may be defined by calibration, as for Hipparcos,
or by an external reference, e.g. metrology (Sahlmann et al.
2009).
The differential measurement of deflection on two stars
labelled 1 and 2, at symmetric ecliptic latitude ψ1 ≃ θBA/2
and ψ2 ≃ −θBA/2, consists in a Sun-ward observation, at an
epoch 1 (time t1) in which their ecliptic longitude λ1 ≃ λ2
is close to the Sun centre position, plus an observation at
an epoch 2 (time t2) separated by six months, in which the
star direction is opposite to the Sun. The former epoch is
associated with the maximum value of deflection for both
stars (∆ψ1 = −∆ψ2 = 0”.23); the latter corresponds to
the minimum deflection value (∆ψ1,2 = ±71µas), which
will be often considered zero throughout the discussion for
simplicity. Comparing the images taken in both epochs (at
time t1 and t2), the separation between the stars changes by
an angular amount ∆ψ (1, 2) ≃ −∆ψ (3, 4) ≃ 0”.46, corre-
sponding to the deflection modulation (adopting the nota-
tion: ∆ψ (m,n) = ∆ψm −∆ψn).
The situation is depicted in Fig. 5 and 6, respectively re-
ferred to epochs 1 and 2, in which the instrument is always
c© 2011 RAS, MNRAS 000, 1–9
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Figure 5. Observation in epoch 1: stars 1 and 2 are at peak
deflection value (stars 3 and 4 are at minimum deflection).
oriented toward the Sun, i.e. the deflection HIGH region,
and the observation of the opposite deflection LOW region
is represented by reflection on an ideal flat mirror.
Notably, the deflection has to be taken into account
at practically any distance from the Sun, as non negligible
at the µas level; however, in practice, using the nominal
deflection value, associated to γ = 1, introduces negligible
errors on star positions when the distance to the Sun is large:
e.g., at 45◦, the amount of deflection is |∆ψ| =∼ 10mas, and
even a γ deviation from unity in the 10−5 range modifies it
at the ∼ 0.1µas level. The γ = 1 assumption is thus fully
acceptable, at least as a first approximation, in the practical
data reduction steps. 1
The relative displacement between stars 1 and 2 is twice
as large as the individual displacement from the nominal
position. The measured angular separation changes over six
months by a comparably large amount ∆ψ1−∆ψ2 ≃ 0”.466.
An asymmetric field placement would provide a significantly
smaller astrometric signal, e.g., setting one field close to the
Sun and the other at the ecliptic pole, by a factor ∼ 2. Also,
the system symmetry plays an important role throughout
the whole measurement and calibration process.
The two epoch observation introduces the fundamental
function of deflection modulation on the images of a given
field. The Sun-ward and outward directions correspond re-
spectively to deflection “HIGH” and “LOW” condition.
1.1 Double differential determination of deflection
The benefits of simultaneous observations of deflection ON
and deflection OFF fields are now addressed; in Sec. 2 the
practical implementation will be dealt with. For simplicity,
the problem is set as one-dimensional, and the instrument is
able to perform dual field observations by superposing focal
plane images from sky regions separated by the BA.
Two star, labelled 1 and 2, are selected respectively in the
North and South fields, which are symmetric vs. the eclip-
tic: ψ1 ≈ −ψ2 ≈ θBA/2 = 2◦, where ψ1 and ψ2 are their
“true” positions (ecliptic latitude) on the sky; the eclip-
tic longitude corresponds to that of the Sun at the obser-
vation epoch. Similarly, two other stars (3 and 4) are se-
1 Using such estimated location for a new estimate of γ would in-
troduce a propagated error of order of 10−7per star, i.e. compati-
ble with the final goal of the mission. Of course, known systematic
errors, as for the above simple approximation, can be taken easily
into account in a realistic data reduction chain, e.g. adopting an
iterative method.
Figure 6. Observation in epoch 2: stars 3 and 4 are at peak
deflection value (stars 1 and 2 are at minimum deflection).
lected in the opposite direction with respect to the Ecliptic
plane (±180◦ in ecliptic longitude). The sources are imaged
on the focal plane at coordinates x1 and x2 (resp. x3 and
x4), expressed in angular units; taking into account the off-
set θBA imposed by the BA, their measured separation is
x1 − x2 = ψ1 − ψ2 + θBA (resp. x3 − x4 = ψ3 − ψ4 + θBA).
Each star is affected by a comparable deflection value:
|∆ψn| ≃ 0”.23 , n = 1, 2, 3, 4. The instrument is switched
between the deflection HIGH and LOW fields, i.e. star pairs
{1, 2} and {3, 4}, by insertion and removal of the flat mir-
ror. Simultaneous observation of the four fields, ideally, can
be achieved e.g. by replacement of the flat mirror with a
semi-reflecting mirror, featuring 50% reflectance and 50%
transmittance. The benefit is not related to observation effi-
ciency (since the same stars are observed for twice as much
time with 50% throughput), but to systematic error control.
The equations expressing the star image separation in
the two epochs are now expanded to include explicitly the
deflection modulation ∆ψ (1, 2) (acting in epoch 1), and a
possible evolution over time of relevant instrumental param-
eters, appearing as a base angle variation ∆θBA (t1, t2) =
θBA (t1)− θBA (t2). The measured separation of stars 1 and
2 in the two epochs, is respectively
x1 (t1)− x2 (t1) = ψ1 − ψ2 + θBA (t1) + ∆ψ (1, 2) ; (5)
x1 (t2)− x2 (t2) = ψ1 − ψ2 + θBA (t2) , (6)
so that it is possible to subtract of Eq. 6 from Eq. 5:
∆ψ (1, 2) + ∆θBA (t1, t2) =
[x1 (t1)− x2 (t1)]− [x1 (t2)− x2 (t2)] . (7)
Similarly, the measured separation of stars 3 and 4 is
x3 (t1)− x4 (t1) = ψ3 − ψ4 + θBA (t1) ; (8)
x3 (t2)− x4 (t2) = ψ3 − ψ4 + θBA (t2) + ∆ψ (3, 4) , (9)
and by subtracting Eq. 8 from Eq. 9:
∆ψ (3, 4)−∆θBA (t1, t2) =
[x3 (t2)− x4 (t2)]− [x3 (t1)− x4 (t1)] . (10)
The deflection modulation is in phase opposition, and
both field pairs contribute similarly to the deflection mea-
surement. By algebraic composition of Eqs. 7 and 10, it is
possible to factor out a “cumulative deflection” ∆ψ1234 =
∆ψ1 −∆ψ2 +∆ψ3 −∆ψ4 ≃ 0”.92:
∆ψ1234 = [∆x (1, 2; t1)−∆x (1, 2; t2)]+
[∆x (3, 4; t2)−∆x (3, 4; t1)] ;
(11)
c© 2011 RAS, MNRAS 000, 1–9
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Figure 7. Schematic of the individual aperture beam path: the
Sun beam (dashed lines) from the pupil mask PM gets out of the
aperture on the primary mirror M1, whereas the stellar beams
(dotted and dash-dot lines) are captured by M1.
∆θBA (t1, t2) ≃ [∆x (1, 2; t1)−∆x (1, 2; t2)]−
[∆x (3, 4; t2)−∆x (3, 4; t1)] ;
(12)
It may be noted that Eq. 11 provides a combination of
deflection values corrected, at first order, from the BA vari-
ation. Conversely, Eq. 12 is an estimate of the BA variation
deprived, at first order, of the deflection modulation.
The ≃ sign in Eq. 12 appears because the term δ∆ψ =
∆ψ (1, 2) − ∆ψ (3, 4) ≪ 1” is not considered for simplicity
of the expression; in fact, it is a small but not negligible
quantity, depending on the star positions; therefore, it is
known and can be included in the actual data reduction.
By rearranging the terms, the BA variation corresponds
to a variation between epochs of a simple quantity cor-
responding to the “cumulative separation” of stars in the
HIGH and LOW deflection field pairs:
x˜ = (x1 − x2) + (x3 − x4) , (13)
so that Eq. 12 (in either compact or complete form) becomes
∆θBA (t1, t2) = x˜ (t1)− x˜ (t2) (+δ∆ψ) . (14)
Similarly, the cumulative deflection can be rearranged in
terms of a “differential separation” of stars:
xˆ = (x1 − x2)− (x3 − x4) , (15)
so that Eq. 11 becomes
∆ψ1234 = xˆ (t1)− xˆ (t2) . (16)
The proposed combination of measurements bears the
promise of a simple, effective and “clean” deflection deter-
mination, leading to a robust estimate of the PPN γ param-
eter. The actual performance over a given star sample (with
the above equations extended to include the coordinates of
all targets) depends on the actual source brightness distri-
bution, as high precision observations contribute to both
deflection estimate (Eq. 11) and BA monitoring (Eq. 12) in
the same way.
2 OPTICAL IMPLEMENTATION CONCEPT
The GAME optical design is based on Fizeau interferometry,
in order to achieve a convenient trade-off between the an-
gular resolution needed for precision astrometry, and coron-
agraphic requirements, applied to small apertures achieved
by pupil masking on the underlying telescope. The beam
path related to a single input aperture is described below,
Figure 8. Schematic for the outward field beams: the outward
South beam (solid line), back-reflected by M2, is injected onto M1,
parallel to the Sun-ward South beam (dash-dot lines), partially
vignetted by both mirrors.
in a numerical example related to the small mission version;
then, the multiple aperture combination is considered.
The elementary aperture is circular, with diameter D0 =
4 cm. A schematic view of the basic layout is shown in Fig. 7:
the input aperture on the pupil mask PM feeds the instru-
ment with beams of diameter D0; the beams from the Sun
(dashed lines) and stars from North and South Sun-ward
fields (dotted and dash-dot lines, respectively) are separated
in terms of geometric optics on the first mirror M1, at a dis-
tance l01 = l02 + l12 = 1.5m from PM, where an output
aperture of suitable diameter D1 > D0 outputs the solar
photons toward outer space. The output aperture must be
larger than the input one due to (a) the finite angular size of
the Sun (R⊙ ≃ 16′); and (b) the margins with respect to the
geometric shadow edge. The apodisation design is discussed
in Loreggia et al. (2010). The current value is D1 = 6 cm.
M1 represents the primary mirror of the telescope; M2
is the flat folding mirror used to feed the outward field beams
into the instrument, as required in Sec. 1. M2 does not af-
fect the Sun-ward beams, passing through suitable apertures
(D2 > D0 to account for BA and field size). The distances
from M2 to PM and M1 are respectively l02 = 0.45m and
l12 = 1.05m. The beams from the North and South Sun-
ward fields (direction ±θBA/2) are totally collected by the
primary mirror, under the geometric constraint that the stel-
lar beam edges (position ±D0/2 on PM) falls outside the
opposite edge of the output aperture (position ∓D1/2 on
M1). Therefore,
l01 · θBA
2
>
D0 +D1
2
, (17)
neglecting the beam divergence due to the finite field size.
The mirror M2 is used to inject the beams from the
outward fields into the instrument, as represented in Fig. 8.
The aperture on M2, with radius R2 > R0 + l02 · θBA/2 =
R0 +1.5 cm, allows unhindered transit to the stellar beams.
The beam from the South outward direction, shown in
Fig. 8, is partially vignetted by the M2 aperture, since it
is displaced by l12 · θBA = 3.5 cm. Part of the South out-
ward beam is reflected back by M2 towards M1, parallel to
the South Sun-ward beam from PM, thus effectively super-
posing on the telescope focal plane the images of both front
and rear fields. By symmetry, injection onto M1 by reflection
on M2 is achieved also to the North Sun-ward and outward
beams. With proper geometry, the beam size can be made
comparable for the front and rear viewing direction, ensur-
ing similar photon throughput.
c© 2011 RAS, MNRAS 000, 1–9
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Figure 9. Folding of the beams from fields of view 1 and 2
(dashed and dotted lines) onto a common focal plane by means
of a Hipparcos-like beam combiner.
The further step in the system definition is the Fizeau
combination of several beams and apertures to achieve
the desired angular resolution, associated to an underlying
larger telescope. The aperture separation on PM must be
such to accommodate on M1 the Sun beam output and the
footprints of North and South stellar beams, plus a suitable
margin to accommodate the back reflected outward beams
with acceptable vignetting.
The concept of simultaneous observation on four field
described in Sec. 1 is therefore implemented by wavefront di-
vision, rather than amplitude division. Since usage of small
apertures is imposed by the need of separating solar and
stellar photons, the separation among apertures is taken ad-
vantage of to achieve the desired multiplexing of observing
directions. With respect to the simple concept of a semi-
reflecting mirror, it may be noted that in this case no trans-
mitting element is introduced on the beam paths; this might
have introduced astrometric errors due to material inhomo-
geneity, and increased straylight from scattering.
In this way, the desired four field observing instrument,
pair-wise symmetric and using as far as possible the same
components in common mode, is achieved. The penalty for
injection of the outward beams is the additional mirror M2
(still less cumbersome than a whole duplicated telescope)
and ∼ 10% increase of the aperture array spacing, from the
minimum value ofD0+D1 = 10 cm to 11 cm. The optical en-
gineering aspects of the telescope, after M1, are not further
detailed herein. A conceptual representation of the beam
folding onto a common focal plane, e.g. by a Hipparcos-like
beam combiner, is shown in Fig. 9.
A set of 13 elementary apertures fitting the above geom-
etry and the overall size constraint ∼ 0.5×0.7m is shown in
Fig. 10 (top). The geometry is suited to an off-axis telescope,
and considered compatible with the envelope of a small mis-
sion (Gai et al. 2009). Similarly, the pupil mask defined for
the envelope of a medium class mission (Gai et al. 2011),
optimised for a centred telescope, includes 80 elementary
apertures and it is shown in Fig. 10 (bottom).
A filled aperture telescope with resolution correspond-
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Figure 10. Pupil mask for the small mission version (top) and
the medium mission version (bottom) of GAME.
ing to the equivalent 0.8m beam of the small mission version
would require a distance to the occulter of 23m to achieve
the geometric optics separation of the beams from the Sun
and the fields; the distance increases to 35m for the 1.5m
medium mission version. This obviously would not fit the
size of a conventional satellite, therefore requiring e.g. forma-
tion flying solutions. The proposed Fizeau solution achieves
a comparable angular resolution in a much more compact
envelope, suitable to a practical payload allocation.
2.1 Differential instrument response
Due to the high angular precision goal, at the micro-arcsec
level, the small unavoidable differences among fields of view
are potentially relevant, and they have to be adequately
(inter-)calibrated, as discussed in Sec. 3. However, it may
be of interest to briefly address here some of the relevant
instrumental aspects of the proposed solution.
The two Sun-ward fields (and, similarly, the two out-
ward fields) correspond to symmetric regions of the first
focal plane of the initial section of the telescope, so that
they have symmetric response in the nominal design. Toler-
ances and alignment will degrade the symmetry, but, with
proper implementation care, strict correlations may be re-
tained; considerations are presented e.g. in Busonero et al.
(2006). The adoption of a beam combiner, superposing the
fields on the final focal plane, partially alleviates the matter
because the common parts of the system are maximised.
A clear difference between the Sun-ward and outward
field pairs is the additional reflection of the latter beams
on mirror M2. In the limiting case of an ideal flat mirror,
its displacement (piston and decenter) does not introduce
significant astrometric errors but only a marginal beam vi-
gnetting. The M2 mirror tilts induce the same deviation on
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both outward beams, so that no astrometric error is inserted
in the measurement. The mutual displacement of the out-
ward field image pairs with respect to the Sun-ward ones is
immaterial, as it does not contribute to deflection determi-
nation (Sec. 1.1).
Deviations of M2 from the nominal flatness introduce an
additional wavefront error on the outward fields, modifying
the optical response, which at first order can be represented
by the optical scale, associated to the mirror curvature. The
implementation of scale calibration is discussed in Sec. 3,
neglecting at the moment the issues related to image profile
variation, which can be addressed e.g. as in Gai et al. (2010).
The expected instrument asymmetry can be appreci-
ated through a simple model of thin lens combination. If
f1 is the telescope focal length associated to the Sun-ward
fields, the focal length f2 = R2/2 associated to a finite cur-
vature radius R2 on M2 induces an effective focal length fe
on the outward fields such that
1
fe
=
1
f1
+
1
f2
− l12
f1f2
≃ 1
f1
+
1
f2
, (18)
using the thin lens approximate expression, where l12 is the
distance between mirrors M1 and M2. The M2 curvature ra-
dius associated to a sagitta comparable to the visible wave-
length between mirror centre and edges, δ ∼ 100nm, i.e. a
significant error for a good optical quality component, is
R2 =
r2M2 + δ
2
2δ
∼ 106m, (19)
where rM2 ∼ 0.5m is the semi-chord length (mirror radius).
The focal length of M2 is then f2 ∼ 5× 105m. The optical
scale is the reciprocal of the effective focal length, i.e. s1 =
1/f1 for the Sun-ward fields, and se = 1/fe (Eq. 18) for the
outward fields. The relative variation of optical scale is
∆se
se
=
f1
f1 + f2
∼ 5× 10−5m . (20)
Such variation corresponds to an apparent displacement of
50µas for two stars separated by a constant 10” angle, when
observed in either the Sun-ward or outward fields.
3 OPTICAL SCALE CALIBRATION
The evolution of instrument parameters is potentially criti-
cal to high precision measurements. It is thus crucial to pro-
vide an indication of convenient methods to ensure that the
system characteristics are monitored with adequate preci-
sion. Since the star separations are directly inserted into the
deflection measurement (Eqs. 5 to 14), the uncorrected scale
variation enters as a systematic error, appearing as common
mode over all target combinations, and are therefore not av-
eraged over the number of objects in the field. The instru-
ment response variation might average down throughout the
mission, but this cannot be taken for granted, and the trend
might be dangerously slow. The approach described below,
focused on the optical scale s, takes advantage of repeated
observation of fields populated by many stars.
The optical scale is respectively s = 8.3”/mm for the
small mission version of GAME (EFL = 25m) and s =
5.9”/mm for the medium mission case (EFL = 35m). An
image detected in the focal plane position x is associated
to a source in the sky having angular position ψ = s · x
(gnomonic projection); a scale variation modifies the image
location by an amount proportional to the source position,
thus introducing an error also on the estimated separation
between stars. For the current computation, the stars are
considered as having constant angular position, flux etc.,
and only instrument parameter variations are introduced.
The case of one-dimensional measurement of N iso-
lated, well behaved stars with given source parameters (mag-
nitude, spectrum) is considered; their positions xn (n =
1, 2, . . . , N) can be estimated with photon limited precision
σn (Gai et al. 1998):
σn = α
λ
X
· 1
SNRn
, (21)
depending on the instrument characteristics (RMS aperture
size X and observing wavelength λ), through the photomet-
ric signal to noise ratio (SNR).
The field centre (FC) of the set of stars is defined in
the following as the average position x0, weighted by the
individual location variance, using the maximum likelihood
estimator:
x0 =
∑
xn/σ
2
n∑
1/σ2n
= σ20 ·
∑ xn
σ2n
, (22)
and the FC variance σ0 is
σ20 =
1∑
1/σ2n
. (23)
In the photon limited case, the individual location er-
ror from Eq. 21 for an observation collecting pn photons,
is σn = σI/
√
pn, where the parameter σI , used to factor
out the other relevant parameters, represents formally the
instrument performance for an object with SNR = 1. The
FC variance becomes σ20 = σI/
∑
pn, i.e. it is naturally re-
lated to the total photometric level Pt =
∑
pn.
The field size (FS) is defined as the RMS distance xRMS
of each star from the FC, i.e. the quantities {xn−x0}, again
weighted by the individual location variance:
x2RMS = σ
2
0 ·
∑ (xn − x0)2
σ2n
= σ20 ·
∑ x2n
σ2n
− x20 , (24)
By construction, the relative distances have zero
weighted average. However, the RMS distance is a conve-
nient parameter for instrument calibration purposes, since
it is a differential quantity, independent e.g. from pointing.
Its variance is a function of the FC variance (location pre-
cision) and the field geometry:
σ2(xRMS) = σ
2
0
(
1 + 2
x20
x2RMS
)
. (25)
Assuming that the star distribution is approximately uni-
form over the region [−Ω/2,Ω/2], and that their location
errors are comparable, i.e. σn ≃ σ, e.g. selecting sources in a
limited magnitude and spectral range, then xRMS ≃ Ω/
√
12,
〈x0〉 ≃ 0 and
〈
x20
〉 ≃ x2RMS/N . Therefore, for N ≫ 1,
σ2(xRMS) ≃ σ20
(
1 +
2
N
)
≈ σ20 ≃ σ
2
N
, (26)
i.e. both FS and FC have comparable precision, improving
with the sample size N .
As a numerical example, applicable to a set of a few
elementary exposures on a single CCD of the GAME focal
plane, with N ≃ 100 stars measured at σ ≃ 1mas, for a
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field amplitude Ω ≃ 4 arcmin, the FS is xRMS ≃ 1′.15, and
the FC standard deviation is σ0 ≃ σ(xRMS) ≃ 100µas.
Assuming a small optical scale variation between epochs
t1 and t2, so that s (t2) = φ ·s (t1) , φ ≃ 1, each star location
and the FC are displaced by an amount proportional to their
value, i.e. xn (t2) = φ · xn (t1), x0 (t2) = φ · x0 (t1), and also
xRMS (t2) = φ · xRMS (t1). The variation can be monitored
through the geometry of repeatedly measured fields:
φ =
s (t2)
s (t1)
=
xRMS (t2)
xRMS (t1)
, (27)
and is affected by a propagated error
σ(φ)
φ
≃ σ(φ) ≃ 2σ(xRMS)
xRMS
≃ 2√
N
· σ
xRMS
. (28)
The precision is high because of the ratio between the indi-
vidual location precision σ and the FS xRMS. It is therefore
possible to define a convenient calibration field as having a
widely spread distribution of comparably bright stars. Using
the numbers from the above numerical example, the scale
calibration precision is σ(φ) ≃ 3× 10−6.
The optical scale monitoring over a few hours of ob-
servations, at full focal plane level, applied to the small
mission version, with σ = 1mas, Ω = 14′, xRMS ≃ 4′,
N ≃ 600, achieves a precision σ(φ) ≃ 3 × 10−7; simi-
larly, for the medium mission version, with σ = 0.5mas,
Ω = 30′, xRMS ≃ 8′.7, N ≃ 2, 500, the value attained is
σ(φ) ≃ 4 × 10−8. In both cases, the short term monitoring
precision compares favourably with the requirements.
Similar considerations may be applied e.g. to the ge-
ometric calibration of the two Gaia channels, observing in
Time Delay Integration long strips of the sky, with signifi-
cant superposition of their 0◦.7 width, at a rate of ∼ 60”/s.
The elementary exposure precision for medium to bright
stars is σ < 1mas, so that, on a limited region with
N ≃ 1000 stars, and size roughly corresponding to the as-
trometric focal plane, the optical scale monitoring perfor-
mance on a data segment is σ(φ) ≃ 10−7. The performance
significantly improves on longer strips, under the assump-
tion of stability on short to intermediate time scales. This
simple exercise supports the high expectations on Gaia self-
calibration properties.
4 SAMPLE ASTROMETRY
The general requirement on star location precision (a few
µas) is mentioned in the Introduction. However, stars are
characterised by individual proper motion and parallax,
modifying their position with time. To achieve a given pre-
cision level on the γ estimate, specific requirements on the
knowledge of the star parameters can be set; some of them,
detailed below, may be subject to averaging depending on
the number of stars NS contributing to the estimate, and/or
the number of epoch pairs NE (i.e. years) in which the mea-
surement is repeated. E.g. for the medium mission version
of GAME, the goal precision is σ (γ) ≃ 10−8 and a sample
of NS ≃ 4× 105 stars is observed over NE = 5 years.
The precision requirement on the individual star posi-
tion ψ can be derived by error propagation from Eq. 2:
σψ (γ) =
∂γ
∂ψ
σ (ψ) =
1 + γ
sinψ
σ (ψ) ≃ 2
sinψ
σ (ψ) . (29)
Figure 11. Observing strategy: epochs A and B are the nominal
deflection determination positions; C and D (and similarly E and
F) are the parallax determination positions.
This must be scaled according to the sample size, i.e. by a
factor
√
NS . Measuring repeatedly the same stars, no aver-
aging on epochs is possible, since their individual coordinate
error is applied each time. Then the requirement on individ-
ual position uncertainty is
σ (ψ) =
sinψ
1 + γ
σψ (γ)
√
NS ≃ 18mas , (30)
i.e. challenging for current ground based catalogues (GSCII),
but quite relaxed with respect e.g. to the expected perfor-
mance of the forthcoming Gaia catalogue in the GAMEmag-
nitude range.
Proper motion, in a determination of the light deflection
using just the two observations taken over one year of opera-
tion, would introduce a significant error on the deflection es-
timate, if neglected. The total star position variation ∆ψtot
between Sun-ward and outward observation epochs, sepa-
rated by six months, is the sum of the apparent angular dis-
placement associated to light deflection, i.e. ∆ψ from Eq. 1,
and half the yearly proper motion µ: ∆ψtot = ∆ψ +
1
2
µ.
However, most stars are observed NE times throughout the
mission lifetime, and the sequence of measured positions in-
cludes both deflection modulation (with a one year period)
and the constant drift associated to proper motion. The two
contributions can easily be separated, with precision improv-
ing with N
−3/2
E (Lang et al. 2009).
Parallax, conversely, is most critical, since the star mo-
tion induced by the orbital motion of the Earth around the
Sun has the same period and phase of deflection modulation.
A schematic of the parallax ellipse, followed in opposite di-
rection in the two hemispheres, is shown in Fig. 11. The two
measurement epochs of GAME, approximately correspond-
ing to the conjunction and opposition of each star with the
Sun, respectively for high and low deflection conditions, are
labelled as points A and B in figure. At β = ±2◦, the el-
lipse is strongly elongated in the East-West direction, so
that the parallax component in the deflection measurement
direction (North-South) is reduced by a geometric factor
∼ 2× 2◦/90◦ = 0.044, i.e., for a star at 1 kpc, to 44µas.
Proper motion and parallax correction at the few
µas level corresponding to the GAME goal appears to be
marginally compatible with the GAIA catalogue; however,
it is convenient to define a self-consistent observing strategy
for GAME. This can be done by adding further observing
epochs, labelled C, D, E and F in Fig. 11, thus allowing full
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astrometric reconstruction for the whole stellar sample, and
a most important cross-calibration tool.
Given the proposed concept of multiple field observa-
tion, the Sun-ward and outward fields are pointed simulta-
neously in e.g. A and B positions (HIGH and LOW deflec-
tion) respectively. At a time difference of about one month,
the fields can be observed again at ±30◦ from the Sun, in the
position pairs {C, D} or {E, F}, in different, known phases
with respect to both deflection and parallax modulation.
Stars in the {C, D} (and respectively {E, F}) positions are
affected by opposite displacement in the East-West direc-
tion, due to parallax geometry, ∼ 15 times larger than that
suffered in epochs A/B (in the North-South direction).
The repeated observation scheme requires that the
GC/GAC regions are scanned subsequently three times, i.e.
before, during and after the Sun conjunction. The sequence
takes about six months a year, which leaves ∼ 50% of the
observing time for other science goals.
The GAME data set from the multiple epoch observing
strategy will thus provide a relative astrometry catalogue
for general purpose astronomy, at a precision level compar-
ing well with that of the Gaia catalogue, apart serving the
needs for calibration and self-consistency of the GAME data
reduction.
CONCLUSIONS
The superposition in a suitable configuration of several fields
provides constraints among the measurements which may
allow a significant mitigation of systematic errors, in partic-
ular related to base angle variations.
The additional benefit is a clear assessment of the mea-
surement systematic error related to the base angle from
the science data, due to the double differential technique,
providing both self-calibration and monitoring.
A simple implementation scheme is outlined, which can
be easily adapted to different instrument scales, depending
on the performance goal and other constraints. Due to the
flexibility of pupil mask and telescope geometry of a Fizeau
interferometer, the actual design can be tailored to fit the
system requirements, e.g. accommodation of other payloads.
The considerations on systematic error control from
Sec. 1 must take into account the limitations imposed by
the real sky distribution of stars: in particular, the terms
in Eqs. 11 and 12 will not have exactly the same statistical
weight, depending at least on the photon limit. In particu-
lar, the GC region, due to the higher star count, dominates
the statistics, with a corresponding precision two to three
times better than the GAC region; therefore, the systematic
error assessment is basically limited by the latter, whereas
the former sets the limiting noise (random error) on the γ
measurement.
The GAME concept appears therefore suited to photon
limited estimation of the PPN parameter γ, down to the
10−7 − 10−8 level, according to the experiment implemen-
tation scale.
ACKNOWLEDGMENTS
The study presented in this paper benefits from discus-
sions with A. Vecchiato, M. Lattanzi, S. Capozziello, A.
Nobili and other colleagues. The activity was partially sup-
ported by the Italian Space Agency through contracts ASI
I/016/07/0 (COFIS) and ASI I/037/08/0.
REFERENCES
Bertotti B., Iess L., Tortora P., 2003, Nature (London),
425, 374
Bucciarelli B., Lattanzi M. G., McLean B., Drimmel R.,
Greene G., Loomis C., Morbidelli R., Pannunzio R., Smart
R. L., Spagna A., 2008, in W. J. Jin, I. Platais, &
M. A. C. Perryman ed., IAU Symp. 248, pp 316–319
Busonero D., Gai M., Gardiol D., Lattanzi M. G., Loreggia
D., 2006, A&A, 449, 827
Dyson F. W., Eddington A. S., Davidson C., 1920, Phil.
Trans. of the Royal Society of London, 220, 291
Gai M., Cancelliere R., Busonero D., 2010, Mon. Not. R.
Astron. Soc., 406, 2433
Gai M., Casertano S., Carollo D., Lattanzi M. G., 1998,
Publ. Astron. Soc. Pac., 110, 848
Gai M., Vecchiato A., Ligori S., Fineschi S., Lattanzi M. G.,
2009, Proc. SPIE Vol. 7438, p. 74380T
Gai M., Vecchiato A., Ligori S., Lattanzi M. G., 2011, Exp.
Astr. (submitted), 111, 1
Gnedin Y. N., Lopez E. D., 1996, Sol. Phys., 164, 97
Lang D., Hogg D. W., Jester S., Rix H.-W., 2009, Astron.
J., 137, 4400
Laskar J., Fienga A., Manche H., Kuchynka P., Le Poncin-
Lafitte C., Gastineau M., 2009, Am. Astr. Soc., IAU
Symp. #261. Relativity in Fundamental Astronomy: Dy-
namics, Reference Frames, and Data Analysis 27 April -
1 May 2009 Virginia Beach, VA, USA, #6.02; Bull. of the
Am. Astr. Soc., Vol. 41, p.881, 261, 602
Loreggia D., Gai M., Ligori S., Vecchiato A., Lattanzi
M. G., 2010, Proc. SPIE Vol. 7731, p. 77311U
Misner C. W., Thorne K. S., Wheeler J. A., 1973, Gravi-
tation. San Francisco: W.H. Freeman and Co.
Perryman M. A. C., 1997, in R. M. Bonnet, E. Høg,
P. L. Bernacca, L. Emiliani, A. Blaauw, C. Turon, J. Ko-
valevsky, L. Lindegren, H. Hassan, M. Bouffard, B. Strim,
D. Heger, M. A. C. Perryman, & L. Woltjer ed., Hippar-
cos - Venice ’97 Vol. 402 of ESA Special Publication, The
HIPPARCOS Catalogue Contents. pp 1–4
Prusti T., 2010, Highlights of Astronomy, 15, 816
Sahlmann J., Me´nardi S., Abuter R., Accardo M., Mottini
S., Delplancke F., 2009, A&A, 507, 1739
Sozzetti A., 2010, Highlights of Astronomy, 15, 716
Vecchiato A., Gai M., Donati P., Morbidelli R., Lattanzi
M. G., Crosta M., 2010, Highlights of Astronomy, 15, 325
Will C. M., 2001, Living Rev. Relativity, 2
c© 2011 RAS, MNRAS 000, 1–9
