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Atmospheric rivers (AR) are long and narrow filaments in the atmosphere that transport water 
vapor in the lower troposphere. They release water vapor in the form of rain or snow when they 
make landfall and can therefore be linked to floods in extreme cases. During a year where the 
Californian region has faced wildfires due to the impacts of climate change, it is pivotal to 
understand the precipitation patterns as it has major implications towards the surface environment 
in the region. Soil Moisture and Snow Water Equivalent (SWE) have been found to correlate with 
AR in the past and this study will further explore this relationship for the 2009-2010 time period. 
This study aims to predict precipitation with the help of AR indices, Soil Moisture and SWE in the
state of California. In the preliminary results, random forest and support vector machine models 
have been fitted with cross-validation and are able to predict if precipitation can be expected on a 
particular day with approximately 70-80% accuracy 6 months in advance. More years of analysis 
and a deeper analysis about the amount of precipitation expected should be further explored to 
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1. Introduction
Atmospheric rivers (ARs) are long, narrow filament like structures in the lower (<2.5 km) 
atmosphere that have a high concentration of water vapor. They pick up water vapor from the 
tropics and extra-tropics and release it as precipitation when they are forced upwards by the 
presence of mountains or by ascent in the warm conveyor belt (Ralph et al., 2018; National Oceanic 
and Atmospheric Administration, 2015). They are also typically associated with a low-level jet 
stream ahead of the cold front ahead of the cold front of an extratropical cyclone. ARs have a 
narrow body, around an average of 800 km, compared to their length, greater than 1500 km
(Neiman et al., 2008; Zhang et al., 2021). This phenomenon, therefore, plays an important role in 
the water cycle and the weather of many regions around the world.
In the United States, ARs have a strong impact on precipitation in California. On average, 
30-50% of the precipitation that occurs in the West Coast of the U.S. occurs due to only a few AR 
events and this contributes largely to the flooding and drought events within the region (National 
Oceanic and Atmospheric Administration, 2015). With the occurrence of the wildfires in 
California in 2020, where over 4 million acres of state land was burned (Stelloh, 2020), 
understanding changes in precipitation patterns could be extremely pivotal in containing the 
damage done by them. Furthermore, the prediction of precipitation would aid in resource 
management and policymaking in California during times of drought. 
Past studies have shown that the heavy rain associated with ARs cause flooding events in 
the U.S. West Coast (Ralph et al., 2005) and impact soil moisture within the region as ARs with a 
longer duration had greater peak streamflow and a higher storm-total runoff volume (Ralph et al., 
2013). This paper aimed to further explore the relationship between AR anomalies and soil 
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(
Water Equivalent (SWE), AR indices, and other AR measuring metrics in California. Specifically, 

I predicted precipitation in 2009-2010 using machine learning algorithms 6 months in advance for 

the counties within California. 

2. Data
This study used four datasets: AR metrics, Soil Moisture, Snow Water Equivalent and 
Precipitation. The first dataset used was the atmospheric river index dataset which contained 
measurements most commonly used to detect and quantify ARs such as the integrated water 





where q is the specific humidity (kg kg-1), Pb is 1000 hPa, Pt is 200 hPa, and g is the acceleration 
due to gravity (Shields et al., 2018). IVT is calculated using the following equation: 
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where Vh is the horizontal wind vector (m s-1), q is the specific humidity (kg kg-1), Pb is 1000 hPa, 
Pt is 200 hPa, and g is the acceleration due to gravity (Shields et al., 2018). The IVT and IWV 
fields were retrieved from the MERRA-2 source data for the Atmospheric River Tracking Method 
Intercomparison Project (ARTMIP) dataset (https://doi.org/10.5065/D62R3QFS). Both IVT and 
IWV were calculated by the University of California, San Diego (UCSD) Center for Western 
Weather and Water extremes using the NASA Modern- Era Retrospective analysis for Research 
and Applications, Version 2 (MERRA-2, Gelaro et al., 2017). The spatial resolution of this data 
was 0.5º longitude by 0.625º latitude and the temporal resolution was 3 hours. The AR 
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threshold to IVT and extracting features longer than 1500Km and narrower than 750Km in width 
with a persistence duration longer than 18 hours and breaks no longer than 24 hours in the U.S. 
West Coast (Zhang et al., 2021). This produced a binary measure of the presence of AR, i.e., the 
AR index, with 0s representing no AR and 1s representing the presence of ARs. This study only 
made use of data in the May 31st, 2009 to December 31st, 2010 range, although the total dataset 
was available from 1980 to 2017. The data were also resampled into .csv files that contained values 
of IVT, IWV, and the AR index for each time frame and set of coordinates. 
The soil moisture dataset used in this work is from the Soil Moisture Climate Change 
Initiative (CCI), a part of the European Space Agency (ESA) program. This dataset was 
downloaded as NetCDF files through FTP access as described on their official website (Soil
Moisture CCI, 2020). This dataset makes use of several active and passive sensors, including 
European Remote-Sensing Satellite-2 (ERS-2), European Remote-Sensing Satellite-1/2 (ERS-
1/2), Advanced Scatterometer-A and B (ASCAT-A and ASCAT-B), Scanning Multi-Channel 
Microwave Radiometer (SMMR), Special Sensor Microwave Imager (SSM/I), Tropical Rainfall 
Measuring Mission Microwave Imager (TMI), Advanced Microwave Scanning Radiometer 
(AMSR-E), WindSat, Soil Moisture and Ocean Salinity (SMOS), AMSR-2, and Soil Moisture 
Active Passive satellite mission (SMAP), to produce 40 years of surface soil moisture anomalies. 
The dataset has a spatial resolution of 0.25º longitude by 0.25º latitude and daily and monthly
temporal resolutions available for download. This study makes use of the combined product, 
version 4.7, subsetting data from May 31st, 2009 to December 31st, 2010 in the daily resolution
(Gruber et al., 2017; Dorigo et al., 2017; Gruber et al., 2019).
The SWE dataset was downloaded from the ESA Data User Element (DUE) Globsnow 
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use of the SWE measurements from the SMMR, SSM/I and SSMIS sensors combined with 
ground-based measurements to produce a dataset spanning from 1979 to present. The SWE 
production system uses the SWE retrieval methodology (Pulliainen, 2006) along with a time-series 
melt-detection algorithm (Takala et al., 2009). The SWE retrieval and melt detection algorithms 
are combined to produce snow water equivalent maps incorporated with information on the extent 
of snow cover on a coarse resolution of 25 x 25km grid cells. The data used the Equal-Area 
Scalable Earth Grid (EASE-Grid) that was formatted as 721 rows and columns. The data was 
downloaded from the Globsnow data access page (Globsnow Snow Water Equivalent Data, 2020) 
as daily NetCDF files (Level-3A) from May 31st, 2009 to December 31st, 2010 and it was projected 
to the Mercator grid using R.
The precipitation dataset used for this project was Global Precipitation Climatology Project 
(GPCP) 1-degree daily product (Version 1.3) downloaded from the NCAR Research Data Archive
and was provided by the NOAA/OAR/ESRL PSL, Boulder, Colorado, USA, from their Web site 
(NCAR Research Data Archive, 2020). Precipitation products were produced by merging 
estimates from microwave, infrared and sounder data with precipitation gauge analysis. This has 
a spatial resolution of 1º longitude by 1º latitude and spans from 1st October 1996 to present. 
Bilinear interpolation was used to match the spatial resolution of the AR dataset and precipitation 
was divided and evenly distributed over 24 hours within a day. The project made use of data from 
31st May 2009 to 31st December 2010.
3. Methods
The overall project workflow is depicted in Figure 1. This section will discuss the methods 
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Figure 1: Detailed project workflow for data preparation, analysis and model deployment and validation
3.1. Data Reorganization 
As the first step for this project, each dataset was first reorganized into county-level bins. 
This was done to account for the differences in the terrain within the entire state of California and 
produced time series data for each bin. All data was segregated into the counties using a Python 
package, reverse_geocoder, which is downloadable on local systems using pip and can be found 
on https://pypi.org/project/reverse_geocoder/. This library hosts the reverse_geocoder function, 
which takes latitude and longitude as an input and displays city, country and information on 
administrative regions and makes use of a parallelized K-D tree. The geographic data used is from 
the GeoNames Geographical database. An additional column (‘county’) was created for each row 
of the data based on their coordinates for all four datasets and a group by function was used to 
create separate data frames for each county which were then outputted into csv files. The soil 
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yielded 43. So, only 43 counties were used for this analysis due to the lack of data available for 

the remaining 10 counties. 

3.2. Data Cleaning 
After the data reorganization, the datasets were converted into a time series with the 
temporal resolution of 1 day and median values were calculated and used where multiple 
measurements were available for the 1-day time frame. Loess models were fit to the data to 
interpolate missing values and reduce the impact of outliers in the data. This produced 580 rows 
of time series data that spanned each day from 31st May 2009 to 31st December 2010. 
The AR, soil moisture, SWE, and precipitation datasets were then merged for each county 
with matched time to produce a combined dataset. A version of this dataset was saved with a 6-
month offset for date, IVT, IWV, AR Index, Soil Moisture and SWE to prepare the data for the 
prediction models. This study therefore made use of data from May 2009- December 2010 to 
ensure that there were no missing data points for the entire year of 2010 after the offset. 
3.3. Data Visualization
Lattice library on R and Seaborn library on Python were used to visualize the cleaned data 
for the 43 counties prior to introducing the 6-month lag. Figures 2-5 show the seasonality in the 
plots for Soil Moisture and Precipitation for 2010. Soil moisture shows a strong seasonal cycle in 
all counties except for Mono, Plumas, and Sierra counties. Each of these counties has highly 
heterogeneous topography; the selection of median soil moisture might have introduced this noise. 
Precipitation data also shows a similar seasonality where precipitation is higher in winter and lower 
in the summer. However, this seasonal cycle is not as clear as soil moisture, with several counties 
showing exceptions, including Placer, Inyo, and Fresno counties. The lack of seasonality in these 





             















e! 0 .1 ::, 
cii 




















Analysis and Prediction of Californian County Precipitation Using Atmospheric River Indices, 

Soil Moisture, and Snow Water Equivalent. 

detrended as this would have introduced negative values and the prediction of rain or no rain would 

have been difficult of execute and interpret. 
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Figure 3: County-wise Soil Moisture and Precipitation plots showing seasonality in data
'






          
 
 




















·- 0.3 0 
Cl) 
C 





Analysis and Prediction of Californian County Precipitation Using Atmospheric River Indices, 
Soil Moisture, and Snow Water Equivalent. 
Figure 5: County-wise Soil Moisture and Precipitation plots showing seasonality in data
IVT and IWV distributions are visualized in Figures 6 and 7. These plots show that IVT 
and IWV do not have a large variation between counties. This is expected for California as the 
dimensions of the state are roughly within the average width of an AR, therefore causing similar 
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Figure 7: Distribution of IWV values by county
3.4 Feature Engineering 
This step focused on preparing the data for model training and fitting. The date column 
was separated into day and month columns and the county column was one-hot encoded to produce 
43 columns of county names which were binary with 1 depicting if the data in the row was from 
the county listed in the header. Precipitation column was converted into a binary column with all 
values above 0.001mm depicted as 1 and the rest as 0. This threshold was introduced to reduce the 
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normalized to ensure all columns were within a comparable scale to reduce errors caused due to 

models being sensitive to magnitude. 

Figure 8 shows the correlation matrix for all columns in the data frame, except for county 
columns. The Pearson correlation technique was used for the pairwise correlation between 
columns of the data frame. This table shows expected high correlations between normalized values 
for IVT and AR Index and normalized values for IVT and IWV. There are no other high correlation 
values produced in this matrix which reduces errors during the deployment of machine learning 
models. 
Figure 8: Correlation Matrix showing Pairwise Correlation of Columns (method= pearson)
3.5 Model Deployment 
This paper explores two supervised machine learning algorithms namely, random forest 
classification and support vector machines (SVM). Supervised machine learning develops 
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(
labels, to predict future instances. This therefore means that data is categorized based on prior 

information (Singh et al., 2016). 

Random forest classification is an algorithm that grows several classification trees, and 
each tree is trained on a bootstrapped sample of training data. At each node, the algorithm searches 
across a random subset of variables to determine a split. The prediction is made by supplying an 
input vector into the algorithm and it is then classified using a majority vote (Gislason et al., 2004).
SVM Classification algorithms aim to perform binary classification by finding a separation 
between the data points in the form of a hyperplane. This separation is known as a decision 
boundary. The SVM classifier aims to maximize the margin between the hyperplane and every 
single point of the data in order to create an accurate model. 
Prior to model fitting, the data was split into training and test set with sizes 70% and 30% 
respectively to allow for cross validation and accuracy testing. Hyperparameter tuning was 
conducted for each model and it was then fitted to the training set and the model performance 
statistics were then calculated using data in both the training and test sets. The model applied for 
the Random Forest Classifier from the “sklearn” python library used the Gini impurity as a 
criterion to measure quality of split, had a maximum depth of 8 and 600 number of estimators for 
the decision trees within the forest. The results from this can be reproduced by setting a random 
state of 42. 
Principal component analysis (PCA) was used to reduce the dimensionality of the data 
prior to fitting the SVM Classifier. The PCA used for this study reduced the data into two 
components from the original 51 to represent the variances in the data in a summarized method. 
This method also helps to reduce the errors in measurements and missing values. The SVM 
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degree polynomial function to split the data. The results from this model can be reproduced by 
using a random state of 42. The performance of the models will be discussed in Section 4 (Results
and Discussion) of the paper
4. Results and Discussion
Figure 9 in shows the model performance statistics for both, random forest classifier and 
SVM classifier, models. These results show that the Random forest model seems to be performing 
better than the SVM model as all statistics are higher for this model. The higher train and test 
accuracies show the overall higher accuracy in the random forest model and the higher recall shows 
that there are fewer false negatives predicted in this model as compared to the SVM model. 
Model Train Accuracy Test Accuracy F1 Score Recall
Random Forest 
Classifier
0.8491 0.8369 0.8921 0.9867
SVM Classifier 0.7261 0.7203 0.8247 0.9637
Figure 9: Model Performance Statistics for Random Forest Classifier and SVM Classifier
Figure 10 shows the receiver operating characteristic (ROC) Curves for the random forest 
classifier. This curve has an area under the curve (AUC) score of 0.92 (maximum possible score 
being 1.0 depicting no errors in the model), representing good performance of the model in 
correctly classifying the data. An analysis of the important features in the random forest model 
was also conducted to understand how the model developed the prediction algorithm, the results 
of which are displayed in Figure 11. These results show that the model weighted month and soil 
moisture fields the most, followed by IWV and IVT fields. The snow measurements had a much 
lower weight in the model compared to the other fields as well. This shows that the model was 
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values of atmospheric river metrics and indices, which may contribute to the higher performance 

of this model as compared to the SVM Classifier. 

Figure 10: ROC Curves for Random Forest Classifier with AUC Score=0.92
'
Figure 11: Important features visualized for the Random Forest Classifier
The SVM Classifier visualized in Figure 12, shows the regions classified as rain (1) and 
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components show variances of 12.1 and 22.5. This shows that majority of the nuances depicted in 

the original data are lost during this analysis and future exploration of this method should aim to 





Figure 12: Classification Regions for the SVM Classifier
The results from these models are studied further to uncover any trends that may arise in 
the errors in the results of both algorithms. Figures 13 and 14 show the distribution of error among 
the counties within California for the random forest model and SVM Model, respectively. Figure 
13 shows that counties such as Placer county, Tuolumne county and Los Angeles county have the 
highest percentage errors. Figure 14 shows a similar trend for counties in central California, but it 
also shows high percentage of errors in southern California. These high percentage of errors could 
be caused due to the lack of seasonality in soil moisture and precipitation data within these counties 
and also due to the high variability in terrain within these regions. Furthermore, the soil moisture 
dataset used in this study measures soil moisture at the surface, which may result in errors in 
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Figure 14: Distribution of Errors between Counties in California for SVM Classifier
Figures 15 and 16 show the seasonal trends in percentage errors for the predictions in the 
entire state. The random forest classifier shows a large spike in percentage error in late 2009 and 
lower percentage errors for the summer, fall and winter of 2010. This figure also shows stepwise 
peaks of percentage error as this was calculated as the ratio between number of counties with a 
wrong prediction to total number of counties. Figure 16 shows more of a seasonal variation in the 
percentage error for the model performance. This shows a lower percentage error during the 
summer followed by a rise in percentage error in the fall. The errors in both these graphs could be 
caused due to the ENSO events occurring during 2009 and 2010 as El Nino was strengthened in 
latter part of 2009 causing enhanced precipitation over the tropical Pacific Ocean (NOAA 2010). 
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0.65 inches of precipitation of the 1901-2000 average (NOAA 2010). This unexpected 
precipitation caused due to ENSO could result in the large percentage in errors during December 
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Apart from possible sources of errors discussed above, the availability and distribution of 
data between counties may also contribute to the inaccuracies. Figure 17 shows the variation in 
availability of data for each county and each dataset. AR and precipitation data have the highest 
value count among the four datasets for each county. Furthermore, large counties such as San 
Bernardino and Siskiyou have a larger availability of data as compared to smaller ones. These 
variations in availability of data prior to fitting a loess model may contribute to errors in counties 
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Furthermore, Figure 18 shows the presence of an offset between the data points for each 
dataset. These differences in location may contribute to inaccuracies in data representation within 
each county due to changes in terrain and land use within the area. Future exploration of this study 
should aim to reduce these errors by binning the values into smaller sized bins to account for large 
variances in terrain. Interpolation techniques should also be applied where offsets between data 
points continue to exist. 
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5. Conclusions and Future Scope
This study aimed to explore the relationship between AR indices, soil moisture, SWE and 
precipitation to develop algorithms to accurately predict precipitation. This exploration has 
uncovered seasonality in variables such as soil moisture and precipitation and has attempted to fit 
random forest and SVM classification models. The random forest model performs better than the 
SVM model, but it seems to be using seasonal differences to predict precipitation. Counties that 
have a higher variability in terrain show higher percentage of error and there seems to be a higher 
percentage of error in the winter and fall seasons rather than spring and summer. The SVM model 
has a lower performance as it is unable to detect the nuances within the dataset as only two modes 
from the PCA are used to train and test the model. SWE does not seem to play an important role 
in analyzing and predicting rainfall, which may be because it only impacts a small proportion of 
the region studied in California. Therefore, it need not be further explored as a variable for the 
region within this study.  
This area should be further explored with a larger dataset since these preliminary results 
show the existence of a connection between the variables discussed and a good performance of the 
two initial models applied. The bin size of the data should be reduced from county level bins to 
uniform grids to better explain the impact that terrain has on soil moisture, SWE and precipitation. 
Other machine learning and deep learning models should also be explored to identify the optimal 
algorithm for prediction. Deep learning models can be expected to perform better than machine 
learning models as they are expected to more closely identify variations within the data. 
Furthermore, quantiles of expected precipitation can also be studied in relation to soil moisture 
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