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WILF CLASSIFICATION OF BI-VINCULAR PERMUTATION PATTERNS
ROBERT PARVIAINEN
Abstract. We classify all bi-vincular patterns of length two and three according to the num-
ber of permutations avoiding them. These patterns were recently defined by Bousquet-Me´lou
et. al., and are natural generalizations of Babson and Steingr´ımsson’s generalized patterns. The
patterns are divided into seven and 24 Wilf classes, for lengths two and three, respectively. For
most of the patterns an explicit form for the number of permutations avoiding the pattern is
given.
1. Introduction
The study of permutation patterns has, since its relatively slow start, seen an explosive increase
in interest with several hundreds of papers published in the last decade. Even though the applica-
tions to other fields both inside and outside of combinatorics are far reaching, the basic problem
is simple.
A pattern is a subsequence of the permutation obeying some conditions. The first problem
is normally to count the number of permutations that avoid the pattern, that is, that have no
subsequence obeying the conditions dictated by the pattern.
A set of patterns can be Wilf classified : divided into equivalence classes where for every pattern
in a class the number of permutations of length n avoiding the pattern is the same, for all n.
In this work we Wilf classify all patterns, of lengths up to three, of a new type of pattern. These
patterns were recently introduced, [4], and have been dubbed bi-vincular patterns.
1.1. Outline. After formal definitions are given in the next section, patterns of length two are
dealt with in Section 3, and of length three in sections 4 and 5. Results are summarized in Tables
1 and 2.
2. Preliminaries
Let Sn be the set of permutations on [n] = {1, 2, . . . , n}. We will use one line notation for
permutations, such as pi = 312 for the permutation taking 1 to pi1 = 3, etc., occasionally adding
commas and/or parentheses for clarification, e.g. pi = (pi1, pi2, pi3) = (3, 1, 2). Concatenation of
strings will be denoted by ◦, so if a = (1, 2) and b = (4, 3) then a ◦ b = (1, 2, 4, 3).
For a finite set S = {s1, s2, . . . , sk} with s1 < s2 < · · · < sk, and a permutation σ of S, let the
reduction of σ, denoted red(σ), be the permutation pi on [k] such that pii = j if σi = sj .
A (classical) pattern is a permutation p on [k]. It occurs in pi if there exists a subsequence
s = (pii1 , pii2 , . . . , piik) of pi such that red(s) = p. In anticipation of generalized patterns, we write
p with dashes, such as p =1–3–2, which occurs in pi if there exist i < j < k such that pii < pij ,
pii < pik and pij > pik.
Generalized patterns, introduced by Babson and Steingr´ımsson, [3], add constraints on the
elements in the pattern, by specifying elements that must be adjacent. The restrictions are com-
monly showed by absence of dashes. An absence of a dash indicates that the two elements must
be adjacent in the permutation as well. For instance, the generalized pattern 13–2 occurs in pi if
there exists i and j > i+ 1 such that red(pii, pii+1, pij) = 132.
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2 R. PARVIAINEN
We can also restrict the first and last elements, by saying that the first (last) element in the
pattern must be the first (last) element of the permutation. This may be indicated by bars, so for
example |3–21| occurs in pi ∈ Sn if pi1 > pin−1 > pin.
Bi-vincular patterns were introduced in [4], where it was shown that permutations avoiding
one particular pattern are in bijection with several other classes of combinatorial objects. The
definition uses triples p = (σ,X, Y ), where σ is a permutation on [k] and X and Y are subsets of
{0} ∪ [k].
An occurrence of p in pi is a subsequence q = (pii1 , . . . , piik) such that red(q) = σ and, with
(j1 < j2 < . . . < jk) being the set {pii1 , pii2 , . . . , piik} ordered (so j1 = minm piim etc.), and
i0 = j0 = 0 and ik+1 = jk+1 = n+ 1,
ix+1 = ix + 1 ∀x ∈ X and jy+1 = jy + 1 ∀y ∈ Y.
The X-set gives constraints on the indices in q = (pii1 , . . . , piik), and the Y -set on the letters.
There are 4k+1k! bi-vincular patterns of length k, that is, with σ ∈ Sk.
Example 1. A permutation pi ∈ Sn contains (132, {0, 1}, {2}) if it is such that pi1 < pi2 = pik + 1
for some k > 2. An example of such a permutation is 25143.
Bi-vincular patterns of the form (σ, ∅, ∅) are the classical ones, and generalized patterns, also
now called vincular are those of the form (σ,X, ∅).
A few instances of these patterns have occurred in the literature, such as irreducible per-
mutations, [1], permutations such that pii+1 6= pii − 1. In our notation, they are permutations
avoiding (21, {1}, {1}). Strongly irreducible permutations, [2], are those avoiding (21, {1}, {1})
and (12, {1}, {1}). Permutations avoiding (231, {1}, {1}) were studied in [4].
For a pattern p, let An(p) denote the set of permutations in Sn that avoids p, and let an(p)
denote |An(p)|, the number of permutations avoiding it. Also, let A(p) = (A1(p), A2(p), . . .) and
a(p) = (a1(p), a2(p), . . .).
Two patterns p and q are said to be Wilf equivalent if a(p) = a(q).
By the distribution of a pattern, we mean the two dimensional array di,j = the number of
permutations of length i with exactly j occurrences of the pattern.
We will often use dot diagrams of permutations. These are simply n by n squares of unit boxes,
with a dot in the box in column i and row j if and only if pii = j.
2.1. Symmetries. Following [4], we define inverse, reverse, and complement of bi-vincular pat-
terns. If p = (σ,X, Y ), let
pi = (σi, Y,X),
pr = (σr, k −X,Y ),
pc = (σc, X, k − Y ),
where k − S = {k − s : s ∈ S} and σa is the standard inverse, reverse, or complement map
of permutations. That is, pii is the permutation such that piik = j if pij = k, pi
r is such that
piri = pin+1−i and pi
c such that pici = n+ 1− pii, where pi ∈ Sn. We will also use the more common
notation pi−1 = pii.
Further, we define compositions of these maps by pab = (pa)b. The following results are imme-
diate from the definitions.
Proposition 1. If p occurs in pi, then pa occurs in pia, where a ∈ {i, r, c}.
Two patterns p and q are in the same symmetry class if q = pw for some finite word w on
{i, r, c}. The 128 bi-vincular patterns of length are reduced into 24 symmetry classes, and the
1536 bi-vincular patterns of length 3 into 212 symmetry classes. The number of Wilf (equivalence)
classes are seven for length 2, and 24 for length 3.
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Example 2. The symmetry class of p = (132, {0, 1}, {2}) is{
p = (132, {0, 1}, {2}), pi = (132, {2}, {0, 1}), prc = (213, {2, 3}, {1}), pirc = (213, {1}, {2, 3}),
pr = (231, {2, 3}, {2}), pir = (231, {1}, {0, 1}), pc = (312, {0, 1}, {1}), pri = (312, {2}, {2, 3})}.
2.2. The number of symmetry classes. Burnside’s lemma may be used to count the number
of symmetry classes. A useful graphical representation of a bi-vincular pattern p = (σ,X, Y ) is the
following. Draw the dot diagram for σ ∈ Sn. Number the horizontal and vertical lines from 0 to
n, from bottom to top, and from left to right. Make vertical line x bold if x ∈ X, and horizontal
line y bold if y ∈ Y .
With this representation, the symmetries become apparent. Each pattern can be symmetric
under one of the following eight transformations: Identity, reflection in the main diagonal, the
anti-diagonal, in a horizontal line, in a vertical line, and rotation by 90, 180, and 270 degrees.
To count the the number of patterns fixed by each transformation, we can count separately the
number of permutations fixed by them, and the number of configuration of bold lines fixed by
them. Let the subscripts i, d, a, h, v, 90, 180, and 270 indicate the identity transformation, the
reflections, and the rotations (with obvious abbreviations). Let gx and fx denote the number of
permutations and line configurations, respectively, fixed by transformation x.
The number of permutations fixed by the transformations are well known. Of course, gi(n) = n!,
and fi(n) = 4n+1n!.
Let I(n) be the number of involutions of [n]. Then gd(n) = ga(n) = I(n).
No permutations are fixed by the other two reflections, so gh(n) = gv(n) = 0.
We also have g270(n) = g90(n), and for n = 4m + k ≥ 2, g90(4m) = g90(4m + 1) = 2(2m−1)!(m−1)! ,
and g90(4m+ 2) = g90(4m+ 3) = 0.
Finally, g180(2n) = g180(2n+ 1) = 2nn!.
Counting line configurations fixed by the transformations is easy. In each case, due to the
restrictions, we just have to decide which lines should be bold, for a subset of all lines.
Reflection in the main diagonal: Once we chosen which of horizontal lines 1 to n and vertical
line 0 are bold, the remaining configuration is fixed. Thus fd(n) = fa(n) = 2n+1.
Rotation by 90 degrees: If n is even, we have to pick which of the n/2 + 1 top-most horizontal
lines that are bold. If n is odd, which of the top-most (n + 1)/2 lines. Thus, f90(n) = f270(n) =
2bn/2+1c.
Rotation by 180 degrees: If n is even, we need to choose which of the n/2+1 top-most horizontal
and n/2 + 1 left-most vertical lines to be bold. If n is odd, which of the top and left (n + 1)/2
ones. Thus, f180(n) = 4bn/2+1c.
Now, by Burnside’s lemma, the number of symmetry classes sn of bi-vincular patterns of length
n is
sn =
1
8
(fi(n)gi(n) + f180(n)g180(n) + 2f90(n)g90(n) + 2fd(n)gd(n)) .
Plugging in the expressions for the counts, gives the following result.
Theorem 2. The number of symmetry classes sn of bi-vincular patterns of length n = 4m+k ≥ 2
is given by
s4m = 26m−1(2m)! + 28m−1(4m)! + 24m−1I(4m) + 22m
(2m− 1)!
(m− 1)! ,
s4m+1 = 26m−1(2m)! + 28m+1(4m+ 1)! + 24mI(4m+ 1) + 22m
(2m− 1)!
(m− 1)! ,
s4m+2 = 26m+2(2m+ 1)! + 28m+3(4m+ 2)! + 24m+1I(4m+ 2),
s4m+3 = 26m+2(2m+ 1)! + 28m+5(4m+ 3)! + 24m+2I(4m+ 3),
where I(n) is the number of involutions on [n],
I(n) =
bn/2c∑
k=0
n!
k!(n− 2k)!2k .
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This confirms that s2 = 24, s3 = 212, and gives s4 = 3220, s5 = 61924, and s7 = 1478528.
2.3. Methods. Much of the preliminary classification work could be automated, using the soft-
ware Sage1. A program was written that finds the symmetry classes, and for a representative from
each class enumerates the number of permutations avoiding the pattern up to some small length,
looks up the sequence in the Online Encyclopedia of Integer Sequences (OEIS), [9], and writes the
results to a file.
3. Length 2
We devote a subsection to each Wilf class. The section title gives representatives from each
symmetry class, except when they are too large. Also in the title, if it existed at the time of
writing, the entry in the OEIS for the sequence of the number of permutations avoiding one of the
patterns is given. In the following, A followed by six integers denotes the corresponding sequence
in the OEIS. Also, we will let 1A be equal to 1 if A is true, and 0 if A is false.
The results are summarized in Table 1.
Representative Number of avoiders Sequence Section
(12, ∅, ∅) 1, 1, 1, 1, 1, 1, 1 A000012 3.1
(12, ∅, {0}) 1, 1, 2, 6, 24, 120, 720 A000142 3.2
(12, {1}, {1}) 1, 1, 3, 11, 53, 309, 2119 A000255 3.3
(12, ∅, {0, 1}) 1, 1, 3, 12, 60, 360, 2520 A001710 3.4
(12, {0}, {0}) 1, 1, 4, 18, 96, 600, 4320 A094258 3.5
(12, {0, 1}, {0, 1}) 1, 1, 5, 22, 114, 696, 4920 n!− (n− 2)! 3.6
(12, X, {0, 1, 2}) 1, 1, 6, 24, 120, 720, 5040 n!− 1n=2 3.7
Table 1. Wilf classes of bi-vincular patterns of length 2. One representative
from each class is listed in the first column, and the first seven numbers from the
avoidance sequence an(p) in the second. If known, a closed form or the sequence
entry in the OEIS is given in the third column, and in the last column a reference
to the appropriate section is given.
3.1. (12, ∅, ∅) and (12, ∅, {1}) (A000012). All permutations except (n, n−1, . . . , 1) contain these
patterns, so an(p) = 1 for both.
3.2. (12, ∅, {0}), (12, {0}, {1}), and (12, {0}, {2}) (A000142). It is easy to see that for each
pattern, the number of permutations containing at least one occurrence of the pattern is (n −
1)(n− 1)!, since the restrictions are such that one element can be chosen in (n− 1) ways, and the
remaining elements permuted freely.
Proposition 3. For any pattern p in the class, an(p) = (n− 1)!.
3.3. (12, {1}, {1}) (A000255). These are the permutations avoiding the substring (k, k+1), which
are known to be counted by an =
∑n
i=0(−1)i(n− i+ 1)n!i! .
3.4. (12, ∅, {0, 1}) and (12, ∅, {0, 2}) (A001710).
Proposition 4. For n > 0 and any pattern p in the Wilf class, an(p) = n!/2.
Proof. Assume p = (12, ∅, {0, 1}). We count permutations pi with at least one occurrence of p. Let
i = pi−11 be fixed. Then there are (n − i) possible choices for j = pi−12 , and the remaining n − 2
elements can be chosen without restrictions. Summing over the possible choices of i proves the
result. 
1www.sagemath.org
BI-VINCULAR PATTERNS 5
Figure 1. On the left, a permutation with an occurrence of (123, {0}, {1}), on
the right a permutation with an occurrence of (123, {0}, {3}). Note that if the
shaded rectangles are rotated 180 degrees, the left drawing becomes the right.
3.5. (12, {0}, {0}), (12, {0}, {0, 1}), (12, {0}, {0, 2}), (12, {0}, {1, 2}), (12, {1}, {0, 1}), and
(12, {1}, {0, 2}), (A094258). The following proposition is very easily established by counting
permutations with at least one occurrence of a pattern.
Proposition 5. For any pattern p in the Wilf class, an(p) = n!− (n− 1)!.
3.6. (12, {0, 1}, {0, 1}), (12, {0, 1}, {0, 2}), (12, {0, 1}, {1, 2}), and (12, {0, 2}, {0, 2}). Again, it is
easy to enumerate permutations with at least one occurrence of a pattern.
Proposition 6. For n > 1 and any pattern p in the Wilf class, an(p) = n!− (n− 2)!.
3.7. (12, X, {0, 1, 2}) and (21, X, {0, 1, 2}). It is immediate that the only permutations containing
one of the patterns are, respectively, 12 and 21.
Proposition 7. For any pattern p in the Wilf class, an(p) = n!− 1n=2.
4. Length 3: Helpful lemmas
Before getting to the Wilf classes, we collect a few lemmas that help with further classification.
Lemma 8. For all pairs (X,Y ) 6∈ {{1}, {3}, {0, 1}, {0, 3}}× {{0, 1}, {0, 3}}, the distributions of
(123, X, {0} ∪ Y ) and (132, X, {0} ∪ Y ) are the same.
Proof. For a permutation pi, define a bijection as follows. Reverse the part after the 1, that is, map
pi = a◦1◦b to p˜i = a◦1◦br. It is easy to check that pi has an occurrence of (123, X, {0}∪Y ) if and only
of p˜i has an occurrence of (132, X, {0} ∪ Y ), for all choices of (X,Y ) 6∈ {{1}, {3}, {0, 1}, {0, 3}}×{{0, 1}, {0, 3}}. 
For the next lemma, two slightly different proofs are needed, which is the reason for the di-
chotomy in the statement.
Lemma 9. Let A =
{{0}, {0, 2}} and B = {{0, 1, 2}, {0, 1, 3}, {0, 2, 3}}. For X ∈ A ∪ B and
σ ∈ {123, 132}, the distribution of (σ,X, {1}) is the same as the distribution of (σ,X, {3}).
Proof. For set A, we consider the X = {0} and σ = 123 case. The exact same proof works for the
other cases.
Consider dot diagrams. Occurrences of the patterns are shown in Figure 1. A bijection that
maps each permutation with k occurrences of (123, {0}, {1}) to a permutation with k occurrences
of (123, {0}, {3}) can be described as follows. In the dot diagram, consider the box with lower left
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Figure 2. In the left drawing, a permutation with an occurrence of
(132, {0, 1, 2}, {1}), and in the right drawing a permutation with an occurrence
of (132, {0, 1, 2}, {3}). Notice that if the shaded rectangle is cyclically shifted two
steps up, the left drawing becomes the right.
and upper right corners (1, pi1) and (n, n) (marked with gray background in Figure 1). Rotate the
box 180 degrees. Simultaneously, rotate the box with upper left and lower right corners (2, pi1−1)
and (n, 0) 180 degrees.
From set B, consider the X = {0, 1, 2} and σ = 132 case. Again, the exact same proof works for
the other cases. Note in particular that in all cases a permutation can have at most one occurrence
of the pattern. Example dot diagrams for the Y = {1} and Y = {3} cases are shown in Figure
2. Assume that in the occurrence (σ1, σ2, σ3) of (132, {0, 1, 2}, {1}), σ2 = k. Cyclically shift all
pii > pi1 n− k steps up, that is, let p˜ii = pii + n− k if pi1 < pii ≤ k, p˜ii = pi1 + pii + k − n if pii > k,
and p˜ii = pii if pii < pi1. The shift is illustrated in Figure 2. 
We now turn to the Wilf classes for length 3. The results are summarized in Table 2.
5. Length 3: Wilf Classes
5.1. (123, ∅, ∅), (132, ∅, ∅), and (132, ∅, {1}) (A000108). The first two are classical cases, and
part of the Catalan family. Claesson showed in [5] that permutations avoiding the third pattern
are also counted by the Catalan numbers.
5.2. (123, ∅, {1}) and (132, ∅, {2}) (A000110). These cases were also treated by Claesson, [5],
and the number of permutations avoiding one of the patterns are counted by the Bell numbers.
Interlude on ascent sequences. For the next two Wilf classes, some background material from
[4] will be needed.
An ascent sequence is a sequence xi, 1 ≤ i ≤ n such that x1 = 0, and for i > 1, 0 ≤ xi ≤
1 + asci−1, where asci are the number of ascents (positions j such that xj < xj+1) in (x1, . . . , xi).
In [4] a bijection f from ascent sequences to (231, {1}, {1})-avoiding permutations is given. To
define it, we first define modified ascent sequences.
Let x be an ascent sequence. Define A(x) = {i : i ∈ [n − 1] and xi < xi+1}. Denote by xˆ the
outcome of the following algorithm.
for i ∈ A(x):
for j ∈ [i− 1]:
if xj ≥ xi+1 then xj := xj + 1
and call xˆ the modified ascent sequence. For example, if x = (0, 1, 0, 1, 3, 1, 1, 2) then A(x) =
(1, 3, 4, 7) and xˆ = (0, 3, 0, 1, 4, 1, 1, 2).
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Representative Number of avoiders Sequence Section
(123, ∅, ∅) 1, 2, 5, 14, 42, 132, 429 A000108 5.1
(123, ∅, {1}) 1, 2, 5, 15, 52, 203, 877 A000110 5.2
(132, {1}, {1}) 1, 2, 5, 15, 53, 217, 1014 A022493 5.3
(321, {1}, {1}) 1, 2, 5, 16, 61, 271, 1372 A138265 5.4
(132, {1, 2}, ∅) 1, 2, 5, 16, 63, 296, 1623 A111004 5.5
(132, ∅, {3}) 1, 2, 5, 16, 64, 312, 1812 A003149 5.6
(123, ∅, {0}) 1, 2, 5, 16, 65, 326, 1957 A000522 5.7
(123, {0}, {1}) 1, 2, 5, 17, 74, 394, 2484 A000774 5.8
(123, {0, 2}, ∅) 1, 2, 5, 17, 75, 407, 2619 See main text. 5.9
(123, {2}, {2}) 1, 2, 5, 18, 82, 459, 3041 5.10
(123, ∅, {0, 1}) 1, 2, 5, 18, 84, 480, 3240 n!− (n− 1)!(n− 2)/2 5.11
(132, {2}, {1, 2}) 1, 2, 5, 18, 85, 494, 3389 5.12
(132, {1}, {1, 2}) 1, 2, 5, 18, 86, 502, 3444 5.13
(123, {1}, {1, 2}) 1, 2, 5, 19, 90, 523, 3573 5.14
(123, {1}, {1, 3}) 1, 2, 5, 19, 91, 531, 3641 A052169 5.15
(123, {0}, {0}) 1, 2, 5, 19, 97, 601, 4321 n!− (n− 1)! + 1 5.16
(123, ∅, {0, 1, 2}) 1, 2, 5, 20, 100, 600, 4200 5n!/6 5.17
(123, {0}, {0, 1}) 1, 2, 5, 20, 102, 624, 4440 n!− (n− 2)!(n− 2) 5.18
(132, {1, 2}, {1, 2}) 1, 2, 5, 20, 102, 626, 4458 See main text. 5.19
(123, {1, 2}, {1, 2}) 1, 2, 5, 21, 106, 643, 4547 A002628 5.20
(123, {0}, {0, 1, 2}) 1, 2, 5, 21, 108, 660, 4680 n!− (n− 1)!/2 5.21
(123, {0, 1}, {0, 1}) 1, 2, 5, 22, 114, 696, 4920 n!− (n− 2)! 5.22
(123, {0, 1, 2}, {0, 1, 2}) 1, 2, 5, 23, 118, 714, 5016 n!− (n− 3)! 5.23
(123, X, {0, 1, 2, 3}) 1, 2, 5, 24, 120, 720, 5040 n!− 1n=3 5.24
Table 2. Wilf classes of bi-vincular patterns of length 3. One representative
from each class is listed in the first column, and the first seven numbers from the
avoidance sequence an(p) in the second. If known, a closed form or the sequence
entry in the OEIS is given in the third column, and in the last column a reference
to the appropriate section is given.
The map f is defined as follows. Let x be an ascent sequence. Write the two line word with
columns (xi, i)>. Now sort the columns with respect to top entry, and break ties by sorting in
descending order with respect to the bottom entry. The bottom row is f(x).
The inverse is pretty easy to describe, once we have defined active sites. For a permutation
pi ∈ An(p), the active sites are the positions n + 1 can be inserted into to give a permutation in
An+1(p). If n+ 1 is inserted in position i, then pi → (pi1, . . . , pii, n+ 1, pii+1, . . . , pin).
For a permutation pi, let pi(k) be the reduction of the permutation obtained by removing all
pii > k.
Encode a permutation in An(231, {1}, {1}) by its insertion word x = (x1, x2, . . . , xn), where
xi = j if pi(i) is obtained from pi(i−1) by inserting i the jth active site. It is shown in [4] that the
insertion word equals f(pi).
5.3. (132, {1}, {1}) and (231, {1}, {1}) (A022493). The pattern (231, {1}, {1}) is studied in [4].
A central result is that permutations avoiding the pattern are in bijection with (2 + 2)-free posets.
The sequence A022493 also counts upper triangular non-negative integer matrices with sum n and
no zero rows or columns, see [6].
Wilf equivalence of the two patterns is the next result.
Lemma 10. The two patterns (132, {1}, {1}) and (231, {1}, {1}) are Wilf equivalent.
Proof. Only minor modifications are necessary to turn f into a bijection from An(132, {1}, {1})
to ascent sequences of length n. Combining these two bijections proves the lemma.
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Namely, the insertion word of pi ∈ An(132, {1}, {1}) also an ascent sequence. The proof of this
is completely analogous to the proof of Theorem 1, [4], and thus the map g(pi) = x, where x is
the insertion word, is a bijection from An(132, {1}, {1}) to the set of ascent sequences of length n.
Therefore, f(g(pi)) is a bijection from An(132, {1}, {1}) to An(231, {1}, {1}). 
Remark 11. The inverse of g has an easy description. Consider the same two line word as in the
definition of f . Now, divide the two line word by the non-decreasing runs in the top row. Reverse
the word, keeping these runs intact. The bottom row of the result is the permutation.
5.4. (321, {1}, {1}) (A138265). The sequence counts the number of upper triangular binary ma-
trices with n 1’s with no zero rows or columns.
Proposition 12. The number of permutations of [n] avoiding (321, {1}, {1}) equals the number
of upper triangular binary matrices with n+ 1 1’s with no zero rows or columns, and also equals
the number of permutations in Sn+1 avoiding both (231, {1}, {1}) and (21, {1}, {1}).
Remark 13. Compare with the previous class, where the same matrices without the binary re-
striction are in bijection with (231, {1}, {1})-avoiding permutations.
Proof. It is shown in [6] that the binary matrices can be represented as ascent sequences, with no
two adjacent elements equal.
The map f , restricted to ascent sequences with no two adjacent elements equal, becomes a
bijection to permutations avoiding both (231, {1}, {1}) and (21, {1}, {1}).
We define another map h, a simple modification of f , from these ascent sequences to the wanted
permutations.
For i = 2, . . . , n, write the two line word with columns (xi, i−1)>. Sort the columns with respect
to top entry, and break ties by sorting in ascending order with respect to the bottom entry. The
bottom row is h(x). Mimicking the proof of Theorem 1, [4], it follows that h is a bijection, from
ascent sequences of length n with no two consecutive elements equal, to An−1(321, {1}, {1}). 
5.5. (132, {1, 2}, ∅) (A111004). This is the consecutive pattern 132, studied in [7].
5.6. (132, ∅, {3}) and (132, ∅, {1, 3}) (A003149).
Proposition 14. an(132, ∅, {3}) = an(132, ∅, {1, 3}) =
∑n
k=1(k − 1)!(n− k)!.
Proof. Let k = pi−1n . To avoid either pattern, pi1, pi2, . . . , pik−1 must all be greater than k, and
pik+1, . . . , pin all less than k. The number of such permutations is (k − 1)!(n− k)!. Summing over
the possible values of k = pi−1n gives the result. 
5.7. (123, ∅, {0}), (123, {0}, {2}), (132, ∅, {0}), and (132, {0}, {2}) (A000522). Equality of the
first two with the latter two follows from Lemma 8. Using symmetry, equality of the first two and
of the last two follows from the next lemma.
Lemma 15. For σ ∈ {123, 132}, a permutation avoids (σ, {2}, {0}) if and only if it avoids
(σ, ∅, {0}).
Proof. We show the case σ = 123. The other case is similar. If a permutation has an occurrence
of (123, {2}, {0}), it obviously has an occurrence of (123, ∅, {0}).
Assume a permutation has at least one occurrence of (123, ∅, {0}) and consider the part after
the 1. Let k be the smallest index such that pik is the element playing the role of “3” in an
occurrence of (123, ∅, {0}). Then 1 < pik−1 < pik, because otherwise pik−1 would be the “3” in an
occurrence of (123, ∅, {0}). 
Proposition 16. The number of permutations of [n] avoiding one of the patterns in this class is
given by an =
∑n−1
k=0
(n−1)!
k! .
Proof. Consider the pattern (123, ∅, {0}). Assume i = pi−11 . All letters pij , j > i, must be in
decreasing order, with no restrictions on the other elements. The number of such arrangements
are (n− 1)!/(n− i)!. Sum over the possible values of pi1. 
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Figure 3. Permutations with occurrences of the pattern, from left to right,
(132, {0}, {3}), (132, {1}, {3}), (132, {2}, {3}), and (132, {3}, {3}).
5.8. (123, {0}, {1}), (123, {0}, {3}), (132, {0}, {1}), (132, {0}, {3}), (132, {1}, {3}), (132, {2}, {3}),
and (132, {3}, {3}) (A000744). Equality of the first with the next three follows from lemmas
8 and 9. Equality of the latter three with the fourth can be deduced from the dot diagrams:
in Figure 3, occurrences of the patterns are shown. In each case, the number of permutations
avoiding the pattern can be enumerated in the same way as in the proof below.
Proposition 17. The number of permutations of [n] that avoid any pattern p in the class is
an(p) = (n− 1)!(1 +
n−1∑
k=1
1
k
).
Proof. Consider the pattern (132, {0}, {3}). We will enumerate permutations avoiding it. First,
choose pi1 and then j = pi−1n , and finally consider the possible permutations of the remaining
letters. The number of possibilities are
(n− 2)! (pi1 = 1)
+(n− 2)! + (n− 3)! (pi1 = 2)
+(n− 2)! + 2(n− 3)! + 1 · 2(n− 4)! (pi1 = 3)
+(n− 2)! + 3(n− 3)! + 2 · 3(n− 4)! + 1 · 2 · 3(n− 5)! (pi1 = 4)
+(n− 2)! + 4(n− 3)! + 3 · 4(n− 4)! + 2 · 3 · 4(n− 5)! + 1 · 2 · 3 · 4(n− 6)! (pi1 = 5)
+ · · ·
+(n− 2)! + (n− 2)(n− 3)! + (n− 3)(n− 2)(n− 4)! + · · ·+ (n− 2)! (pi1 = n− 2)
Some simple sums finish the proof. 
5.9. (123, {0, 2}, ∅) and (132, {0, 2}, ∅). Lemma 8 gives equivalence of the two patterns.
Proposition 18. Let an,k = |{pi ∈ An(123, {0, 2}, ∅) : pi1 = k}|. Then
an,k =
{
(k − 1)!kn−k for k = 1, 2, . . . , n− 2
(n− 1)! if k = n− 1 or k = n .
Proof. Assume a permutation pi ∈ Sn begins with k, and that it avoids the pattern (123, {0, 2}, ∅).
First note that if k = n−1, the number of such permutations are (n−1)! = (k−1)!k. Assume now
that k ≤ n−2, and consider the active sites in pi. They are pi−11 , pi−12 , . . . , pi−1k , for if and only if n+1
is inserted after an element greater than k an occurrence of (123, {0, 2}, ∅) is created. Further, if
n+1 is removed from An+1(123, {0, 2}, ∅), the result is a permutation in An(123, {0, 2}, ∅). Hence,
for k ≤ n− 2, an+1,k = kan,k = (k − 1)!kn−k. 
At the time of writing, the sequence A018927, which is (n + 1)! − an+1(123, ∅, {0, 2}) in our
notation, has as its main description the sum over all permutations of [n] of the maximum of pii−i.
The formula given is a sum which differs from that achieved by summing over k in Proposition
18. Equality of the two sums is the next result.
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Proposition 19. We also have
an(123, {0, 2}, ∅) = n!−
n−2∑
k=1
k · k!((k + 1)n−k−1 − kn−k−1).
A bijective proof of the equality would be nice, but has eluded the author. An elementary
proof starting with the expressions in Proposition 18 is not hard to give, but is neither short nor
particularly interesting, and hence omitted. For a proof of the interpretation of the sum as the
sum of the maximal excedence over all permutations, see [8, p. 107].
5.10. (123, {2}, {2}) and (132, {2}, {2}) (1, 2, 5, 18, 82, 459, 3041,. . . ).
Lemma 20. The patterns (123, {2}, {2}) and (132, {2}, {2}) are Wilf equivalent.
Proof. We show that the same recursion holds for an(123, {2}, {2}) and an(132, {2}, {2}), namely
a2 = 2, a3 = 5, and for n ≥ 4,
an+1 = cn + n(an − an−1) + (n+ 1)an−1,
where cn is to be determined.
Let p1 = (123, {2}, {2}) and p2 = (132, {2}, {2}).
Consider the active sites, as defined in Section 5.2, of a permutation pi ∈ Sn avoiding p1. If pi
starts with n, then all n+ 1 sites are active, and there are an−1(p1) such permutations.
If pi does not start with n, there is exactly one non-active site, after pii = n, and there are
an(p1)− an−1(p1) such permutations.
However, not all of An+1(p1) can be obtained by insertions in the permutations in An(p1). If a
permutation has exactly one occurrence of (12, {1}, {1}), say (pik, pik+1 = pik+1), with at least one
pii < pik, for i < k, then the permutation (pi1, . . . , pik, n, pik+1, . . . , pin) is in An+1(p1). Let cn(p1)
denote the number of such permutations. Hence,
an+1(p1) = cn(p1) + n (an(p1)− an−1(p1)) + (n+ 1)an−1(p1).
Now consider permutations avoiding p2. By the same reasoning as above, it can be seen that
an+1(p2) = cn(p2) + n (an(p2)− an−1(p2)) + (n+ 1)an−1(p2),
where cn(p2) is the number of permutations pi ∈ Sn with exactly one occurrence of (21, {1}, {1}),
say (pik, pik+1 = pik − 1), such that there exists an i < k with pii < pik.
As it is trivial to check the initial values, it only remains to show that cn(p1) = cn(p2). A
suitable bijection with confirm this claim.
Assume that pi is a permutation counted by cn(p1), that is, there exists a unique k such that
pik = pik+1 − 1, and for some i < k, pii < pik. For j < k, let pij be the smallest value that is less
than pik. Write pi = pia ◦ pij ◦ pib, and define h(pi) = pira ◦ pij ◦ pirb .
The operation is illustrated in Figure 4. By construction, the resulting permutation h(pi) is one
counted by cn(p2).
The inverse map is easily described, and h(pi) is the required bijection. 
5.11. (123, ∅, {0, 1}) and many more. See Section A.1 for a list of the class.
Proposition 21. Let bn be the number of permutations of [n] that has at least one occurrence of
(123, ∅, {0, 1}). Then bn = 12 (n− 1)!(n− 2), the Lah numbers.
Remark 22. The sequence bn above is A001286.
Proof. Count permutations with at least one occurrence of(123, ∅, {0, 1}). First choose i = pi−11
from {1, . . . , n− 2}, then choose j = pi−12 from {i + 1, . . . , n− 1}. The remaining n− 2 elements
can be permuted at will. This gives
bn = (n− 2)! ((n− 2) + (n− 3) + · · ·+ 1) = 12(n− 1)!(n− 2).

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Figure 4. Illustration of the bijection used in the proof of Lemma20. On the
left, a permutation with exactly one occurrence of (123, {2}, {2})-avoiding per-
mutation, and on the right, with one occurrence of (132, {2}, {2}).
Permutations with at least one occurrence of any given pattern in the class can be enumerated
in basically the same way as above.
Lemma 23. All patterns in the class are Wilf equivalent.
5.12. (132, {2}, {1, 2}) (1, 2, 5, 18, 85, 494, 3389, . . . ). No significant results to report.
5.13. (132, {1}, {1, 2}) (1, 2, 5, 18, 86, 502, 3444, . . . ). No significant results to report.
5.14. (123, {1}, {1, 2}) (1, 2, 5, 19, 90, 523, 3573, . . . ). No significant results to report.
5.15. (123, {1}, {1, 3}) and (132, {2}, {0, 2}) (A052169). Equality follows from Lemma 8 (in the
symmetry class of the first pattern is (123, {2}, {0, 2})).
Proposition 24. Let an = an(123, {1}, {1, 3}). Then a1 = 1, a2 = 2, and for n > 2,
an = (n− 1)an−1 + (n− 2)an−2.
The recursion is solved by
an = (n− 1)! +
n−2∑
k=0
(−1)n−k(k + 1)!
(
n− 1
k
)
=
cn+1
n
= cn + cn−1,
where cn is the number of non-derangements of [n],
cn = n!(1−
n∑
k=1
(−1)k 1
k!
).
The result follows from the next lemma (after summing over k).
Lemma 25. Let an,k be the number of permutations of [n] avoiding (123, {1}, {1, 3}) for which
k = pin. Then an,1 = an,2 = (n− 1)! and for k = 3, . . . , n, an,k = an,k−1 − an−1,k−1.
Proof. Let Sn,k ⊂ Sn be the permutations pi that avoid (123, {1}, {1, 3}), and for which k = pi−1n .
We will give a bijection from Sn,k to Sn,k−1 \ Sn−1,k−1.
Consider again the dot diagrams of the permutations. For each permutation pi in Sn,k, swap
columns k − 1 and k in the diagram, and let p˜i be the resulting permutation. Let S′n,k be the set
of all permutations p˜i such that p˜i = pi for some pi ∈ Sn,k, and let Tn,k−1 = Sn,k−1 \ S′n,k.
Claim 1: p˜i ∈ Sn,k−1.
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For all permutations pi in Tn,k−1, let p¯i be the permutation that results if row pik+1 and column
k + 1 is removed. Let T ′n,k−1 be the set of permutations so achieved.
Claim 2: T ′n,k−1 = Sn−1,k−1.
Once claims 1 and 2 are established, it follows that the map f defined by f(pi) = p˜i is the needed
bijection.
To see that claim 1 holds, we just need to check that p˜i avoids (123, {1}, {1, 3}), but this is
evident since the column swap can not create an occurrence of the pattern (recall that the “3” in
the pattern must be n).
Similarly for claim 2, it is clear that p¯i ∈ Sn−1,k−1. It still remains to show that for σ ∈ Sn−1,k−1,
there exists a pi ∈ Tn,k−1 such that p¯i = σ.
Consider the permutations in Tn,k−1. These are the permutations such that if columns k and
k + 1 in the dot diagram are swapped, they have an occurrence of (123, {1}, {1, 3}) that consists
of (pik−2, pik−1, pik). For a permutation in Sn−1,k−1, insert a column and row with a dot between
rows k − 2 and k − 1 and columns pik−2 and pik−2 + 1. The result is a permutation in Tn,k−1. 
5.16. (123, {0}, {0}), (123, {0}, {0, 2}), (132, {0}, {0}), and (132, {0}, {0, 2}). Equivalence of the
first and third, and of the second and fourth, follows from Lemma 8.
Lemma 26. A permutation avoids (123, {0}, {0, 2}) if and only if it avoids (123, {0}, {0}).
Proof. We need to show the if part, so assume a permutation has an occurrence, say (pi1, pii, pij),
of (123, {0}, {0}). If pii = pij − 1 we are done. Otherwise, consider the elements pimk , 1 ≤ k ≤
pij − pii − 1 = a, with pii < pimk < pij .
Either mk < i for all k, in which case (pi1, pia, pij) is an occurrence of (123, {0}, {0, 2}), or at
least one mk = b > i, in which case (pi1, pib−1, pib) is an occurrence of (123, {0}, {0, 2}). 
Proposition 27. For any pattern p in the class,
an(p) = n!− (n− 1)! + 1.
Proof. If pi has an occurrence of p = (123, {0}, {0}), then pi1 = 1. The permutations with at least
one occurrence of p are thus all permutations that start with 1, except (1, n, (n− 1), . . . , 2). 
Remark 28. The sequence cn = (n− 1)!− 1 is A033312.
5.17. (123, ∅, {0, 1, 2}), (123, ∅, {0, 1, 3}), (132, ∅, {0, 1, 2}), (132, ∅, {0, 1, 3}), (132, ∅, {0, 2, 3}), and
(132, ∅, {1, 2, 3}).
Proposition 29. For any pattern p in the class,
an(p) =
5
6
n!.
Proof. We count permutations with at least one occurrence of (123, ∅, {0, 1, 2}). There exist i <
j < k such that pii = 1, pij = 2 and pik = 3. Choose i, then j, then k, then the remaining n − 3
elements freely. The number of possibilities are(
(n− 1)((n− 2) + (n− 3) + · · ·+ 1)+
(n− 2)((n− 3) + (n− 4) + · · ·+ 1)+ · · ·+ 1)(n− 3)! = n!
6
.
The other six cases are very similar. 
Remark 30. The sequence n!− 5n!/6 is A001715.
5.18. Class B: (123, {0}, {0, 1}). The class is listed in Section A.2.
Proposition 31. For any pattern p in the class,
an(p) = n!− (n− 2)!(n− 2).
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Proof. We consider only the pattern p = (123, {0}, {0, 1}) here, the other cases being similar.
Assume a permutation pi ∈ Sn has an occurrence of p. Then pi1 = 1, and for some i and j, i < j,
pii = 2 and pij > 2, and the remaining elements of pi are arbitrary. But since pi1 = 1 and pii = 2,
pik > 2 for all k > i. Thus, the possible permutations are counted by (n− 2)(n− 2)!, since we can
choose i in (n− 2) ways. 
Remark 32. The sequence cn = (n− 2)!(n− 2) is A001563.
5.19. (132, {1, 2}, {1, 2}) (1, 2, 5, 20, 102, 626, 4458,. . . ). These are the permutations without
substrings of the form (k, k + 2, k + 1).
Proposition 33. Let bn = n!− an(132, {1, 2}, {1, 2}). Then
bn =
bn/3c∑
k=1
(−1)k+1(n− 2k)!
(
n− 2k
k
)
.
Proof. First note that each occurrence of the pattern, let us denote it by p, is of the form (pik, pik+1+
2, pik+2 + 1) — in the dot diagram it fills a 3 by 3 square. Let cn,m,k be the number of ways k
non-overlapping 3 by 3 squares can be put in an n by m rectangle.
Then
cn,m,1 = (n− 2)(m− 2),
cn,m,2 = 2
n−3∑
i=3
m−3∑
j=3
ci,j,1,
and in general,
cn,m,k = k
n−3(k−1)∑
i=3
m−3(k−1)∑
j=3
ci,j,k−1.
Now,
cn,m,2 =
1
2!
(n− 4)(n− 5)(m− 4)(m− 5),
cn,m,3 =
1
3!
(n− 6)(n− 7)(n− 8)(m− 6)(m− 7)(m− 8),
and in general,
cn,m,k =
1
k!
3k−1∏
i=2k
(n− i)(m− i).
Further,
(n− 3k)!cn,n,k = (n− 2k)!
(
n− 2k
k
)
.
Denote these numbers dn,k = (n− 3k)!cn,n,k.
Now, dn,k counts the number of permutations with at least k occurrences of p, plus the number
of permutations with at least k + 1 occurrences, plus the number of permutations with at least
k + 2 occurrences, etc. Thus,
bn = dn,1 − dn,2 + dn,3 − · · ·+ (−1)bn/3cdn,bn/3c.

5.20. (123, {1, 2}, {1, 2}) (A002628). Occurrence of the pattern means existence of a substring
k(k+ 1)(k+ 2). See the references in the OEIS for some classic results regarding problems of this
kind.
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5.21. Class C: (123, {0}, {0, 1, 2}). See Section A.3 for a list of the members, modulo symmetries.
Proposition 34. For any pattern p in the class,
an(p) = n!− (n− 1)!2 .
Proof. Assume a permutation pi ∈ Sn has an occurrence of (123, {0}, {0, 1, 2}). Then pi1 = 1, and
for some i and j, i < j, pii = 2 and pij = 3, and the remaining elements of pi are arbitrary. If
pii = 2, there are n− i possibilities for j. The total number of possibilities thus are
((n− 2) + (n− 3) + · · ·+ 1) (n− 3)! = (n− 1)!
2
.

All patterns in the class can be enumerated in the same way.
Remark 35. The sequence cn = (n− 1)!/2 is A001710.
5.22. Class D: (123, {0, 1}, {0, 1}). The class is listed in Section A.4.
Proposition 36. For any pattern p in the class,
an(p) = n!− (n− 2)!.
Proof. Let p = (123, {0, 1}, {0, 1}), the other cases being analogous. An occurrence of the pattern
means that the permutation starts with 12, and there are no further restrictions. 
5.23. Class E: (123, {0, 1, 2}, {0, 1, 2}). This class is found in Section A.5.
Proposition 37. For any pattern p in the class,
an(p) = n!− (n− 3)!.
Proof. All patterns in the class can be enumerated in the same way, so we only consider p =
(123, {0, 1, 2}, {0, 1, 2}). An occurrence of the pattern means that the permutation starts with
123, with no restrictions on the remaining n− 3 elements. 
5.24. (123, X, {0, 1, 2, 3}) and (132, X, {0, 1, 2, 3}). The requirements make it obvious that only
one permutation, 123 or 132, depending on the case, contains the pattern, so we got the following
result.
Proposition 38.
an(123, X, {0, 1, 2, 3}) = an(132, X, {0, 1, 2, 3}) = n!− 1n=3.
Appendix A. Some Wilf classes
A.1. Class A.
(123, ∅, {0, 1}), (123, ∅, {0, 3}), (123, {0}, {1, 2}), (123, {0}, {1, 3}), (123, {0}, {2, 3}), (123, {1}, {0, 2}),
(123, {1}, {0, 3}), (123, {1}, {2, 3}), (132, ∅, {0, 1}), (132, ∅, {0, 3}), (132, ∅, {2, 3}), (132, {0}, {1, 2}),
(132, {0}, {1, 3}), (132, {0}, {2, 3}), (132, {1}, {0, 1}), (132, {1}, {0, 2}), (132, {1}, {1, 3}), (132, {1}, {2, 3}),
(132, {0, 1}, {2}), (132, {2}, {0, 3}), (132, {2}, {1, 3}), (132, {0, 2}, {3}), (132, {1, 2}, {3}), (132, {3}, {0, 3}),
(132, {3}, {1, 3}).
BI-VINCULAR PATTERNS 15
A.2. Class B.
(123, {0}, {0, 1}), (123, {0}, {0, 3}), (123, {1}, {0, 1}), (123, {0, 1}, {0, 2}), (123, {0, 1}, {1, 2}),
(123, {0, 1}, {0, 3}), (123, {0, 1}, {1, 3}), (123, {0, 1}, {2, 3}), (123, {0, 2}, {1, 2}), (123, {0, 2}, {0, 3}),
(123, {0, 2}, {1, 3}), (123, {1, 2}, {0, 3}), (132, {0}, {0, 1}), (132, {0}, {0, 3}), (132, {1}, {0, 3}),
(132, {0, 1}, {0, 1}), (132, {0, 1}, {0, 2}), (132, {0, 1}, {1, 2}), (132, {0, 1}, {3}), (132, {0, 1}, {1, 3}),
(132, {0, 1}, {2, 3}), (132, {2}, {2, 3}), (132, {0, 2}, {1, 2}), (132, {0, 2}, {0, 3}), (132, {0, 2}, {1, 3}),
(132, {0, 2}, {2, 3}), (132, {1, 2}, {0, 3}), (132, {1, 2}, {1, 3}), (132, {1, 2}, {2, 3}), (132, {3}, {2, 3}),
(132, {0, 3}, {0, 3}), (132, {0, 3}, {1, 3}), (132, {0, 3}, {2, 3}), (132, {1, 3}, {1, 3}), (132, {1, 3}, {2, 3}).
A.3. Class C.
(123, {0}, {0, 1, 2}), (123, {0}, {0, 1, 3}), (123, {0}, {0, 2, 3}), (123, {0}, {1, 2, 3}), (123, {1}, {0, 1, 2}),
(123, {1}, {0, 1, 3}), (123, {1}, {0, 2, 3}), (123, {1}, {1, 2, 3}), (132, {0}, {0, 1, 2}), (132, {0}, {0, 1, 3}),
(132, {0}, {0, 2, 3}), (132, {0}, {1, 2, 3}), (132, {1}, {0, 1, 2}), (132, {1}, {0, 1, 3}), (132, {1}, {0, 2, 3}),
(132, {1}, {1, 2, 3}), (132, {2}, {0, 1, 2}), (132, {2}, {0, 1, 3}), (132, {2}, {0, 2, 3}), (132, {2}, {1, 2, 3}),
(132, {0, 1, 2}, {3}), (132, {3}, {0, 1, 3}), (132, {3}, {0, 2, 3}), (132, {3}, {1, 2, 3}).
A.4. Class D.
(123, {0, 1}, {0, 1}), (123, {0, 1}, {0, 1, 2}), (123, {0, 1}, {0, 1, 3}), (123, {0, 1}, {0, 2, 3}),
(123, {0, 1}, {1, 2, 3}), (123, {0, 2}, {0, 1, 2}), (123, {0, 2}, {0, 1, 3}), (123, {0, 2}, {0, 2, 3}),
(123, {0, 2}, {1, 2, 3}), (123, {1, 2}, {0, 1, 2}), (123, {1, 2}, {0, 1, 3}), (123, {0, 1, 2}, {0, 3}),
(123, {0, 3}, {0, 3}), (123, {0, 3}, {0, 1, 3}), (132, {0, 1}, {0, 1, 2}), (132, {0, 1}, {0, 3}),
(132, {0, 1}, {0, 1, 3}), (132, {0, 1}, {0, 2, 3}), (132, {0, 1}, {1, 2, 3}), (132, {0, 2}, {0, 1, 2}),
(132, {0, 2}, {0, 1, 3}), (132, {0, 2}, {0, 2, 3}), (132, {0, 2}, {1, 2, 3}), (132, {1, 2}, {0, 1, 2}),
(132, {1, 2}, {0, 1, 3}), (132, {1, 2}, {0, 2, 3}), (132, {1, 2}, {1, 2, 3}), (132, {0, 1, 2}, {0, 3}),
(132, {0, 1, 2}, {1, 3}), (132, {0, 1, 2}, {2, 3}), (132, {0, 3}, {0, 1, 3}), (132, {0, 3}, {0, 2, 3}),
(132, {0, 3}, {1, 2, 3}), (132, {1, 3}, {0, 1, 3}), (132, {1, 3}, {0, 2, 3}), (132, {1, 3}, {1, 2, 3}),
(132, {0, 1, 3}, {2, 3}), (132, {2, 3}, {2, 3}), (132, {2, 3}, {0, 2, 3}), (132, {2, 3}, {1, 2, 3}).
A.5. Class E.
(123, {0, 1, 2}, {0, 1, 2}), (123, {0, 1, 2}, {0, 1, 3}), (123, {0, 1, 2}, {0, 2, 3}), (123, {0, 1, 2}, {1, 2, 3}),
(123, {0, 1, 3}, {0, 1, 3}), (123, {0, 1, 3}, {0, 2, 3}), (132, {0, 1, 2}, {0, 1, 2}), (132, {0, 1, 2}, {0, 1, 3}),
(132, {0, 1, 2}, {0, 2, 3}), (132, {0, 1, 2}, {1, 2, 3}), (132, {0, 1, 3}, {0, 1, 3}), (132, {0, 1, 3}, {0, 2, 3}),
(132, {0, 1, 3}, {1, 2, 3}), (132, {0, 2, 3}, {0, 2, 3}), (132, {0, 2, 3}, {1, 2, 3}), (132, {1, 2, 3}, {1, 2, 3}).
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