Abstract: Existing methods to handle constraints in genetic algorithms (GA) are often computationaly expensive or problem domain specific. In this paper, an approach to handle constraints in GA with the use of constraint satisfaction principles is proposed to overcome those drawbacks. Each chromosome representing a set of constrained variables in GA is interpreted as an instance of the same constraint satisfaction problem represented by a constraint network. Dynamic constraint consistency checking and constraint propagation is performed during the main GA simulation process. Unfeasible solutions are detected and eliminated from the search space at early stages of GA simulation process without requiring the problem specific representation or generation operators to provide feasible solutions. Constraint satisfaction is applied actively in GA during initialisation, crossover and mutation operations to advantage.
INTRODUCTION
Genetic algorithms (GA) are population based stochastic optimisation (search) methods simulating principles of natural genetics 12, 91. They use a fitness/objective function to evaluate chromosomes representing candidate solutions generated during selection, mutation and crossover.
Because evaluation is performed after generation of new prospective solutions in a population, GA may generate a large number of unfeasible solutions before the sought solution is found. The computational effort may become even larger when one wants to consider constraints between variables in a given optimisation problem. Constraints usually limit a number of acceptable solutions and thus increase the unfeasible portion of the search space, making efficiency of GA even more critical. Many approaches to handle constraints in GA have been proposed (e.g. [l, 2, 3, 5, 7, 8, 91). However, they are often computationaly expensive or problem domain specific. Most real-world constrained problems require both efficiency and flexibility.
Constraint satisfaction is a general framework to handle a broad class of constrained problems represented as a constraint satisfaction problem (CSP) [4, 61. It uses a notion of consistency of the constraints between variables to simplify the original problem considered. Many algorithms have been developed to provide constraint consistency at different levels such as well known AC-1, AC-2, AC-3 and others [4, 61. In general, they eliminate unfeasible solutions from a search space, i.e. the values that cannot satisfy the constraints are removed from the domains of the variables. This prunes the search space to one which consists only of the possible solutions satisfyng the constraints at a required level of constraint consistency. It seems that principles of constraint satisfaction can also be used to handle constraints in GA to advantage. Although some methods for constraint handling in GA are also based on the idea of pruning the search space [7, 8, 91 , the constraint satisfaction approach seems to be more efficient and flexible.
In this paper we show how constraint satisfaction principles can be used in supporting GA to handle constraints. Existing approaches to handle constraints in GA are briefly discussed in section 2. In section 3 we present the use of constraint consistency at different stages of GA simulation process, i.e. initialisation, crossover and mutation. Finally, in section 4 concluding remarks are presented and further research is outlined.
GA WITH CONSTRAINTS
GA provide an adaptive method of search and optimisation using principles of evolutionary simulation. A basic behaviour of GA is provided by applying evaluation, selection, crossover and mutation on populations of chromosomes representing prospective solutions. After generation of an initial population, GA iteratively applies those four basic steps to generate a number of subsequent populations.
Evaluation and selection ensure that only the most prospective in the terms of fitness (optimisation objective) chromosomes in a population survive. Tne objective of selection is to form new populations of chromosomes with higher average fitness. These chromosomes are used next in reproduction using crossover and mutation which introduce new individuals to the population with a hope that they represent better solutions. Crossover is the main reproduction mechanism creating new chromosomes @om existing ones. Mutation changes individual chromosomes to provide additional variability to the reproduction process.
To solve constrained problems, GA simulated optimisation has also to take into account constraints which have to be satisfied by solutions. However, the existing methods of handling constraints in GA may face some problems in practical applications. Elimination of infeasible solutions is usually inefficient, especially in more constrained problems where the feasible search space is a small portion of the total search space. Methods based on repairing infeasible solutions are usually good only for handling specific explicit constraints and may be inefficient for implicit constraints. Modifications of representation and generation operators make these methods problem domain specific. Moreover, defining a problem specific representation and corresponding operators that are able to generate only feasible solutions is not always possible. Applying penalty to the infeasible solutions is often computationaly expensive in more constrained problems. Finally, methods proposed to handle constraints explicitly are usually limited to a specific type of constraint (e.g. linear constraints [7, 93) and also require modified operators. It seems that most of those drawbacks can be overcome by using constraint satisfaction based methods. They can help in detecting and eliminating unfeasible solutions from the search space at early stages of GA simulation process without requiring the problem specific representation or generation operators to provide feasible solutions. Using constraint satisfaction may provide a good balance between modelling flexibility and problem solving efficiency. Constraint consistency can be considered at different levels [4, 6] . The most general concept of constraint consistency is k-consistency [4, 61. A constraint network is k-consistent if for any instantiation of any k-1 variables satisfying all constraints among those variables, it is possible to instantiate any Mh variable such that the assignment satisfies all constraints among the k variables. The most common constraint consistency levels are node-consistency and arc-consistency which correspond to k-consistency for k=l and k=2, respectively. They can usually provide a good balance between the benefits gained from reducing the search space and the computational effort necessary to provide a required constraint consistency [4, 6, 111 . This also is a reason that we focus on those levels of constraint consistency in this paper.
CONSTWINT SATISFACTION IN GA
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There is a number of algorithms to provide constraint arc-consistency based on constraint propagation such as well known AC-1, AC-2, AC-3 and others [4, 61. They ensure constraint arcconsistency during the whole solving process. When the domain of a constrained variable changes the effect of the change is propagated to all variables being constrained with the variable. Thus the search space is dynamically reduced to one consisting only of feasible solutions during all steps of the solving process when domains of the variables are modified. It should be noted that constraint propagation does not depend on search strategies used during op timisation. Therefore, the same principles can also be relatively easily applied to handle constraints in GA to advantage. They can handle constraints independently, dynamically checking and providing a required constraint consistency simultaneously with the GA simulation process during the main generation operations (see figure 3) .
The constraint consistency principles can be used during all stages of the generation process in GA. For example, they can support GA during the main generation operations as follows: It has a potential to advance performance of GA through providing good quality solutions which are being further improved during the crossover and mutation operations.
Crossover -Crossover operates on the population of the most prospective chromosomes selected from a current population as a result of the evaluation and selection process. It creates new chromosomes ftom the existing ones with a hope that they represent better solutions. However, in general, even if crossing two feasible solutions over there is a possibility that a new offspring may be unfeasible. Because constraint propagation checks constraint arc-consistency dynamically, such a situation is detected instantly and it ultimately can improve whole GA performance. Depending on GA strategy, the unfeasible offspring can be abandoned, repaired or included into the new population. It should be noted that the partially feasible solutions may improve or make new feasible ones during further reproduction. In that case, constraint satisfaction can help in producing a good "genetic" material for further improvement. Alternatively, it is also possible to define specialised crossover operators that use constraint satisfaction to generate feasible solutions only.
Mutation -Mutation is another stage where constraint arc-consistency can provide an instant advantage to GA. During mutating a solution, a variable being altered can take only a value from its domain which always consists only of feasible values. Constraint arc-consistency ensures that mutation produces (even from partially feasible solutions) only feasible solutions which can improve the whole GA simulation process efficiency.
The above approach to handle constraints in GA has experimentally been implemented with a C++ based GA toolkit (GALib) available from MIT [lo] and a commercial constraint programming tool (Ilog Solver) [ll]. Initial trials have indicated that constraint arc-consistency with constraint propagation has the potential to improve the efficiency and flexibility of handling constraints in GA. A number of optimisation problems with linear and non-linear constraints described in [9] have been simulated and in most cases GA with constraint satisfaction produced better results than reported in [9] .
Further work to improve implementation and more comprehensive tests are undergoing. Due to the space limits, the results of those work and a comparison of the presented approach with the existing methods will be reported in a separate paper.
CONCLUSIONS
Many methods to handle constraints in GA have been developed. However, they are often computationaly expensive or problem domain specific. In this paper, an approach using the constraint satisfaction principles is proposed. Each chromosome representing a set of constrained variables in GA is interpreted as an instance of the same CSP represented by a constraint network. Subsequently, the principles of constraint consistency are used to handle constraints in GA. Dynamic constraint consistency checking and propagation are performed simultaneously with the main GA simulation process to ensure feasibility of generated solutions. It does not impose any significant modifications to GA allowing one also to use the existing methods at the same t i m e to advantage. It seems that most chromosome representations and genetic operations can be used in the same way as in standard GA. In addition, there is no assumption made on a type of considered constraints, e.g. explicit and implicit, linear and non-linear, relational and arithmetic constraints can be used depending on the used constraint consistency algorithm and its implementation. It is especially important for GA applications in realworld constrained problems.
Constraint consistency has a potential to increase efficiency and flexibility of GA used for constrained optimisation.
However 
