Abstract. We consider the quantized atom-field model and for the regime that H E ≪Ĥ S ≪Ĥ ′ (butĤ E = 0 andĤ S = 0); whereĤ E ,Ĥ S andĤ ′ respectively represent the self Hamiltonians of the environment and the system, and the interaction between the system and the environment. Considering a single-mode quantized field we obtain the time-evolution operator for the model. Using our time-evolution operator we calculate the time-dependent pointer states of the system and the environment (which are characterized by their ability not to entangle with states of another subsystem) by assuming an initial state of the environment in the form of a Gaussian package in position space. We obtain a closed form for the offdiagonal element of the reduced density matrix of the system and study the decoherence of the central system in our model. We will show that for the case that the system initially is not prepared in one of its pointer states, the offdiagonal element of the reduced density matrix of the system will decay with a decoherence time which is inversely proportional to the square root of the mass of the bosonic field particles.
1. Introduction
Foreword
In our previous paper [1] we discussed the pointer states of measurement ‡ and we presented a general method for obtaining the pointer states of a two-level system and its environment, for a given total-Hamiltonian defining the system-environment model §. As we discussed in this paper, time-independence of pointer states by no means should be taken for granted; since time-independent pointer states can be realized only under some specific conditions [1] . We used our method in order to rederive the time-dependent pointer states of the system and the environment (initially prepared in the coherent state) in the Jaynes-Cummings model (JCM) of quantum optics and for the exact resonance regime; verifying the previous results for the JCM [2, 3] . Also, to further demonstrate the generality and usefulness of our method of obtaining pointer states, in another paper [4] we obtained the time-dependent pointer states of the system and the environment for the generalized spin-boson model and in the exact resonance regime.
In this paper we study the quantized atom-field model without the assumption of resonance between the splitting of the states of the two-level atom ω 0 and the cavity eigenmode frequency ω. Our quantized atom-field model basically is consisted of a two-level atom, with upper and lower levels that can respectively be represented by |a and |b , interacting with a single-mode quantized bosonic field (such as photons) inside an ideal cavity, represented by creation and annihilation operatorsâ † andâ. The Hamiltonian for the total composite system can be written as [5] H = 1 2 ω 0σz + ωâ †â + gχσ xx ,
Where g = −̺ 12 .ǫ ω 0 2hε•V is the atom-field coupling constant, with ̺ 12 = e a|r|b as the atomic electric-dipole transition matrix element. (ǫ is the field polarization vector and V is the cavity mode volume). Also χ = √ 2mω; so that χx =â +â † . The main purpose of this paper is to obtain the time-dependent pointer states of the system and the environment, as well as expressions for the evolution of the reduced density matrix of the system in the regime thatĤ E ≪Ĥ S ≪Ĥ ′ , butĤ S = 0 and ‡ The pointer states of a subsystem are characterized by their ability not to entangle with the states of another subsystem and appear in the diagonal state of the total composite system after premeasurement by the environment. As we elaborately described in [1] , generally we should distinguish between the pointer states of a system and the preferred basis of measurement. We proved that the pointer states of a subsystem generally are time-dependent and a preferred basis of measurement does not exist, unless under some specific conditions (discussed there in [1] ) for which the pointer states of measurement become time-independent. Moreover, the pointer states of a system necessarily are not orthonormal amongst themselves at all times. Therefore, necessarily they cannot form a basis for the Hilbert space of the system at all times. § Although a reference to our other works ( [1] and [4] ) can be useful for the interested reader, in writing this paper we have tried to make it self-contained; so that the reader can well understand this work without a need to refer to the other two works.
Here in this paper we use the atomic units whereinh = 1.
H E = 0. In other words, to demonstrate how our formulation for obtaining timedependent pointer states can be used in practice, here we consider a very specific regime of the parameter space and will obtain the corresponding pointer states of the system and the environment within that specific regime; as pointer states (if they exist in certain regimes of a system-environment model) generally depend on the specific regime of the parameter space which we are considering and generally acquire different forms in different regimes of the parameter space, even for a specifically given systemenvironment Hamiltonian. For the Hamiltonian of equation (1), as we will show here, the special regime of H E ≪Ĥ S ≪Ĥ ′ is valid only and only if we have
To show this, note that the conditionĤ S ≪Ĥ ′ requires that
while the conditionĤ E ≪Ĥ S requires that 1 ≪ ω 0 ω . Also, we should emphasize that we must have ω = 0 (Ĥ E = 0) and ω 0 = 0; as otherwise we would have zero coupling gχ, and we cannot haveĤ S ≪Ĥ ′ (since we have gχ = −̺ 12 .ǫ
). Therefore, as we see, the regime that we are considering and the results of this article are valid only in the specific part of the parameter space where the inequalities of equation (2) are valid. This paper is organized as follows:
After this foreword we review our method for obtaining the pointer states of the system and the environment; and in section 3 we exploit it in order to calculate the time-dependent pointer states of the quantized atom-field model represented by the Hamiltonian of equation (1) .
In order to be able to exploit our method and obtain the pointer states of the system and the environment in our model, we need to know the time-evolution operator of our model in the regime that we are considering. This task is done in section 2.
In section 4 we exploit the pointer states of the system and the environment (which we obtain in section 3) in order to study the decoherence of the central system in our model. Finally, in section 5 we further discuss the significance of our results and the conclusions.
Review of the method
In order to be able to obtain the pointer states of the system and the environment for an arbitrary total Hamiltonian defining our system-environment model we first need to find those probable initial states of the system which do not entangle with the states of the environment throughout their evolution with time; and then we should obtain their time evolution. Finally, we should obtain their corresponding states from the environment which in fact, are the pointer states of the environment. As we saw in [1] , existence of pointer states may require having a sufficiently large environment which contains a large number of degrees of freedom. In other words, pointer states characterized by their ability not to entangle with the states of another subsystem, do not necessarily exist in every arbitrary regime.
Consider a two-state system S with two arbitrary basis states |a and |b , initially prepared in the state |ψ S (t 0 ) = α|a + β|b with |α| 2 + |β| 2 = 1;
and an environment initially prepared in the state
where {|ϕ n }'s are a complete set of basis states for the environment. For the two-state system with the two basis states |a and |b we can take the set of any four linearly independent operators in the Hilbert space of the system as a complete set of basis operators, which can induce any change to the initial state of the two-state system given by equation (3) . For example, we can take the Pauli operators in addition to the identity operatorÎ = |a a|+|b b| as our complete set of basis operators; or equivalently we can take the four operators |a a|, |a b|, |b a| and |b b| as our complete set of basis operators. So, the time evolution operator for the global state of the system and the environment, which (for a two-state system) generally is of the form
Can be considered aŝ
In the above equationÊ i 's are operators acting on the Hilbert space of the environment, and depend on the total Hamiltonian defining the system-environment model. For example, for the Jaynes-Cummings model and for exact resonance and in the rotating wave approximation (RWA), it can be shown [5] that theÊ i 's are given by the following relationsÊ
Using equations (3) to (6) we can write the global state of the system and the environment as follows
and
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In order to find those probable initial states of the system which do not entangle with the states of the environment we first defineĜ(t) as the operator in the Hilbert space of the environment which relates the vectors A(t) and B(t) to each other
Now, for the global state of the system and the environment, which is given by
we observe that if for some initial states of the system and the environmentĜ(t) turns out to become in the form
with G(t) as a scalar (rather than an operator) andÎ E representing the identity operator in the Hilbert space of the environment, then those initial states of the system and the environment will not entangle with each other, and hence they can represent the initial pointer states of the system and the environment. This result simply is because of the fact that if for some initial states of the system and the environmentĜ(t) turns out to become a scalar in the form of equation (11), G(t) will be independent of the indices of the environment (i.e. independent of n); as in this case all components of B(t) will be mapped into their corresponding components from A(t) through the same scalar function G(t) (which will keep the two vectors A(t) and B(t) parallel to each other). Therefore, in this caseĜ(t) will not enter the summation in the expression n c n {αÊ 3 + βÊ 4 } |ϕ n of equation (10); and (as one can see from equation (10)) the states of the system and the environment respectively represented by {G(t)|a + |b } and n c n {αÊ 3 + βÊ 4 } |ϕ n will not entangle to each other.
In another word, if for some initial states of the system and the environment A(t) =Ĝ(t)B(t) is equal to GB(t), it means that for those initial states of the system and the environment B(t) becomes an eigenstate of the operatorĜ(t); and the two vectors A(t) and B(t) will stay parallel with each other throughout their evolution with time; and as we discussed, in this case the states of the system and the environment will not entangle with each other and (as one can see from equation (10)) pointer states can be realized for the system and the environment given by | ± (t) = N ± {G(t)|a + |b } and
In the above equation we have represented the pointer states of the system by | ± (t) and those of the environment by |Φ ± (t) . Also, N ± is the normalization factor for the pointer states of the system (clearly
if |G(t)| = 1, as for the example of the JCM in the exact-resonance regime).
The condition represented by equation (11) in fact is the necessary condition for obtaining pointer states; since unlessĜ(t) turns out to become a scalar, the two vectors A(t) =Ĝ(t) × B(t) and B(t) will not be parallel at all times and the operatorĜ(t) will enter the summation over the environmental degrees of freedom (i.e. the summation over n) in equation (10), in which case no longer the states of the system and the environment will be separable in a tensor product form; and pointer states cannot be realized for the states of the system and the environment. Also, as we discussed in [4] , generally there is no guaranty for the condition (11) to be satisfied; and satisfaction of this condition often may require having a sufficiently large environment which contains a large number of degrees of freedom. However, if in some regime and for a given Hamiltonian defining a system-environment model we can find initial states for the system and the environment which satisfy this condition, we do know that pointer states can be realized for the system and the environment and those initial states would correspond to the initial pointer states of the system and the environment.
In essence, in order to find the pointer states of the system and the environment for a given total Hamiltonian defining our system-environment model, and for a given initial state of the environment, our main goal would be finding those possible initial states of the system for whichĜ(t) (which is defined through equation (9)) is of the form of equation (11) . In section 3 considering the quantized atom-field model represented by the Hamiltonian of equation (1) and for the regime thatĤ E ≪Ĥ S ≪Ĥ ′ (butĤ E = 0 andĤ S = 0), we exploit this method to obtain the time-dependent pointer states of the system and the environment; by assuming an initial state of the environment in the form of a Gaussian package in position space. As we will see, once we have the time-evolution operator for our system-environment model in the form of equation (6) and theÊ i operators, this task can be done quite easily for our model.
Calculation of the time-evolution operator
In order to calculate the time-evolution operator in the interaction picture for the Hamiltonian of equation (1), first we need to have the Hamiltonian in the interaction picture, which is defined through the following equation
HereĤ 0 = 1 2 ω 0σz + ωâ †â is the sum of the self Hamiltonians of the system and the environment; andĤ ′ = gχσ xx is the Hamiltonian for the interaction between the system and the environment. So, now we must calculatê
x e −iω 0σz t/2 ) ⊗ (e iωâ †â t χx e −iωâ †â t ),
where χx =â +â † . However,σ x =σ + +σ − ; and e iω 0σz t/2σ ± e −iω 0σz t/2 =σ ± e ±iω 0 t . Alsô a(t) =âe −iωt . Sô
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Now in parallel with [1] , for the evolution operator of the global composite system we consider the general form given by equation (6) . For such time-evolution operator in the interaction picture, which satisfies the Schrödinger equation
we have
Now, we assume ω ≪ ω 0 ; so that ∆ ≈ ω 0 and ω + ω 0 ≈ ω 0 . In other words, in the Hamiltonian of our total composite system, given by equation (1), we assume that the self-Hamiltonian of the system dominates the self-Hamiltonian of the environment. Therefore, equation (17) for the evolution of the time-evolution operator can be simplified to the following set of four equations
iĖ 4 = gχx e −iω 0 tÊ 2 . In order to solve the above set of coupled differential equations, we proceed as follows. First, we take derivative with respect to time of the first equation. By replacinġ E 3 from the third equation in the resulting equation we find
Similarly, by doing the same procedure on the third equation forĖ 3 we find
One can easily verify that if ω
2 , the following solutions will satisfy the differential equations given by equations (19) and (20) forÊ 1 andÊ 3 :
In quite the same manner we can calculateÊ 2 andÊ 4 as followŝ
The above operators together with equation (6) make the time-evolution operator of the quantized atom-field model and for the regime thatĤ E ≪Ĥ S ≪Ĥ ′ , butĤ S = 0 andĤ E = 0. One can easily verify that the above set of operators satisfies the unitarity of the time-evolution operator given byÛ †Û =ÛÛ † =Î (withÎ representing the identity operator). Moreover,Ê 1 (0) =Ê 4 (0) = 1 andÊ 2 (0) =Ê 3 (0) = 0. So, these operators do satisfy the initial condition for the time-evolution operator given byÛ tot (t 0 ) =Î.
Calculation of the time-dependent pointer states of the system and the environment
Using the time-evolution operator which we already obtained for our model and for the regime thatĤ E ≪Ĥ S ≪Ĥ ′ (butĤ S = 0 andĤ E = 0), now we can obtain the corresponding pointer states of the system and the environment in this regime. For this purpose we assume that the system initially is prepared in the state |ψ S (t 0 ) = α|a + β|b . Moreover, let us assume that the initial state of the environment can be represented by a Gaussian package in the position space
where
is the normalization factor for this state. Now, the condition for determining the pointer states of the system and the environment, given by equations (9) and (11), reads
withĜ(t) being proportional to the unit matrix.
(In other words, for an initial state of the system corresponding to one of its pointer states at t = t 0 , the operatorĜ(t) must be independent of the indices of the environment. i.e. x). Inserting theÊ i 's from equations (21) and (22) into the above condition it reads
andĜ(t) be proportional to the unit matrix.
For pointer statesĜ(t) must satisfy the condition (11) for obtaining the pointer states of the system and the environment, i.e.Ĝ(t) = G(t) ×Î E . Therefore, since the set {|x } is a complete set of basis states for the environment, for initial pointer states we can simply equalize those terms from the two sides of equation (25) which correspond to the same |x state and obtain
The above result for G(t), which generally depends on x, would contradict our initial assumption ofĜ(t) being proportional to the unit matrix unless if we can find certain initial states for the system for which G(t) turns out to become independent of x; since, as we discussed, for pointer states, all components of the vector A (A x ′ s) must be related to their corresponding components from B (B x ′ s) through the same scalar factor G (see equations (9) and (11)). ¶ So now we should seek for those particular initial states of the system which can make G(t) independent of the variable x of the states of the environment.
From equation (26) we easily see that for α = ±β, G(t) turns out to become
which clearly is independent of the variable x of the states of the environment. The above result simply means that for the initial states of the system obtained from
(which correspond to the initial conditions for the state of the system given by α = ±β) the states of the system and the environment will not entangle with each other. Moreover, using equation (12), which gives us the general time evolution of the pointer states of the system, and G(t) of equation (27) (which is independent of the variable x of the states of the environment) we can find the time evolution of the pointer states of the system as follows
As we observe, in the regime that we are considering (Ĥ E ≪Ĥ S ≪Ĥ ′ , withĤ E = 0 andĤ S = 0), G(t) and the time evolution of the pointer states of the system are characterized by ω 0 of the self-Hamiltonian of the system; unlike the exact-resonance with the rotating wave approximation regime where the evolution of the pointer states of the system is characterized by the atom-field coupling constant g and the average number of photonsn, through the factor g/ √n [2, 3] . Next, we obtain the corresponding pointer states of the environment. Using equations (12), (23) and (28) we have
since N −1 α ± = 1 and N −1 β ± = ±1. Therefore,
Also, the overlap between the pointer states of the environment can be calculated as
We should also mention that the pointer states of the system at t = t 0 (see equation (28)) are orthonormal and hence, they form a complete basis set for the state ¶ We would like to see if the condition can be satisfied for any initial state of the system and the environment with G(t) becoming independent of the variable x of the states of the environment. So, if finally we can find any specific set of initial states for the system and the environment which satisfies this condition with G(t) independent of the indices of the environment, then we have reached our goal.
of the system. Therefore, the evolution of any initial pure state of the two-level system |ψ S (t 0 ) = α ′ | + (t 0 ) + β ′ | − (t 0 ) with an initial field |Φ E (t 0 ) , in the form of equation (23), can be expressed as a linear combination of the evolution of | + (t 0 ) |Φ E (t 0 ) and
where in the above equation the evolution of the pointer states of the system | ± (t) is given by equation (29) and the evolution of the pointer states of the environment |Φ ± (t) is given by equation (31).
Consequences regarding the decoherence of the central system
In this section first we use the time-evolution operator, already obtained in section 2, to obtain the general time evolution of the total composite system for our model and for an initial state of the environment in the form of a Gaussian package in position space, such as that of equation (23). After that, we will calculate the offdiagonal element of the reduced density matrix of the system (i.e. ρ 12 (t)) by tracing over the environmental degrees of freedom. Then, we will also obtain the coherences of the reduced density matrix of the system in another way by using the pointer states of the system and the environment obtained in section 3. As we will see, the two results will be in perfect agreement with each other. Finally, we will discuss some interesting features which can be observed in our study of the decoherence of the central system.
Using equations (8), (21) and (22) to obtain |Ψ tot (t) , we can write
In the above equation |Φ E (t 0 ) is the initial state of the environment, represented by the Gaussian package of equation (23).
For the state of the total composite system in our model, which is given by equation (34), we can do the trace operation over the basis states of the environment (i.e. the {|x } which make a complete basis for the state of the environment) to obtain the reduced density matrix of the system Ŝ
Using equations (35) and (36), after doing the integrations we easily find
(In the above equation we used the notation ρ ab = a|ρ S (t)|b and etc.) As we see from the above equations, for the initial pointer states of the system, for which |α| = |β| (see equation (28)), and also for very large times t → ∞, the diagonal elements of the reduced density matrix of the system will be equal to the constant number of 1 2 . Also, for the initial pointer states of the system we have ρ S ab (t) = 1 2 (αβ * + βα * )e iω 0 t . This means that for the initial pointer states of the system |ρ S ab (t)| will always be equal to the constant value of 1 2 ; while for most of the other states (for whom αβ * = βα * ) only at sufficiently large times |ρ S ab (t)| will converge to the constant value of 1 2 (αβ * + βα * ), with a decoherence time given by
The reduced density matrix of a two-level systemρ S (t) generally can be expressed in terms of the Bloch vector R(t) ≡ (R x , R y , R z ) [6] as followŝ
from which one can easily verify that the Bloch vector components must be defined by
So now, using our expressions for the elements of the reduced density matrix of the system, given by equation (37), we can also calculate the components of the Bloch vector, which are a measure for the polarization of the state of the two-level system [1, 7] . One would easily find
For t → ∞ and χ = 0 we have
The above result simply means that at t → ∞ and if χ = √ 2mω = 0 the pointer states of the system will evolve between the eigenstates of theσ x andσ y Pauli matrices; and therefore, a preferred basis of measurement is not determined in the regime that we are considering; although the eigenstates ofσ z are excluded from being realized at t → ∞.
One can easily obtain the coherences of the reduced density matrix of the system in another way by using the pointer states of the system and the environment which we obtained in section 3. As we saw, for a two-state system S in contact with an environment E after determination of the pointer states of the system and the environment, the state of the total composite system generally can be represented by
For |Ψ tot (t) given by equation (33) the reduced density matrix of the systemρ S (t) can be calculated by tracing over the environmental degrees of freedom to obtain
So, in an arbitrary basis |a and |b of the state of the two-level system generally we have
× a| + (t) −(t)|a × Φ − (t)|Φ + (t) + β ′ α ′ * × a| − (t) +(t)|a × Φ + (t)|Φ − (t)
and ρ S ab (t) = |α ′ | 2 × a| + (t) +(t)|b + |β ′ | 2 × a| − (t) −(t)|b + α ′ β ′ * × a| + (t) −(t)|b × Φ − (t)|Φ + (t) + β ′ α ′ * × a| − (t) +(t)|b × Φ + (t)|Φ − (t) .
The expansion coefficients α ′ and β ′ for the state of the two-level system in the basis of the | ± (t 0 ) states are related to the corresponding coefficients in the |a and |b basis
(α − β). So now, for our quantized atom-field model and in the regime that we are considering one can use equations (29) and (32) to calculate the expressions in equation (44) for the elements of the reduced density matrix of the system; obtaining exactly the same results as those of equation (37).
One could similarly study the decoherence of the state of the system in the basis of the | ± (t 0 ) states. As one can see from equation (29), for t ≪ ω −1 0 the pointer states of the system approximately can be represented by | ± (t 0 ) . Therefore, in the basis of the | ± (t 0 ) states the short-time evolution of the off-diagonal element of the reduced density matrix of the system should be given by
Hence, in the basis of the | ± (t 0 ) states the short-time decoherence of the state of the system is characterized by the decaying factor e −(gχt) 2 /2α• , when the system initially is not prepared in one of its pointer states (α ′ β ′ * = 0); while in this basis the pointer states of the system (for whom α ′ β ′ = 0) almost do not decohere within short times; and ρ S 12 (t) ≈ 0 at all short times (i.e. for t ≪ ω −1 0 for which | ± (t) ≈ | ± (t 0 ) ). Finally, let us study whether the short-time decay of ρ S 12 (t), given by equation (45), might be reversible or not. As we will show here, the coherences of the reduced density matrix of the system, may revive at a later time. In such cases, of course we cannot have irreversible decoherence.
Using equation (44) for the offdiagonal element of the reduced density matrix of the system and equations (29) and (32), we can calculate the all-time evolution of ρ S 12 (t) for the regime that we are considering and in the basis of the initial pointer states of + Now by |a and |b we mean the upper and lower levels of the two-level system; i.e. |a and |b no longer are some arbitrary basis states for the state of the two-level system.
