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Abstract Advanced and predictive analytics are playing an increasingly
important role in all industries. However, the productive use of new
analytic methods and applications seems to stagnate. One reason for this
is a lack of people with the necessary data science skills, especially for small
and medium sized businesses. This paper proposes design principles that
are important for enhancing the usage and adoption of applications for
advanced and predictive analytics. The identified principles are
implemented in a prototype application for predictive maintenance which
can be used by employees without knowledge of data mining and machine
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1

Introduction

Advanced and predictive analytics will play a most crucial role in all industries.
This is the strong belief of many companies. For example, in a study of BARC
(Derwisch, Iffert, 2017) about 94% of 210 participants consider advanced and
predictive analytics to be important in the future. The number of companies
using it already is stagnating at 5% for frequent use and 31% for occasional use.
In particular small and medium size enterprises (SME) are often laggards when
it comes to the use of advanced analytical tools and methods. One reason for a
slow adoption is the shortage of people with data science skills (Derwisch, Iffert,
2017; Piatetsky, 2018). This is especially true for SME.
One way to encourage the use of advanced and predictive analytics is to provide
tools and methods that do not require deeper mathematical or statistical
understanding or data preparation skills. There are several software vendors
offering solutions in this direction (see e.g. (Alteryx, 2019; RapidMinier, 2019;
SAP Predictive Analytics, 2019)). However, these either still use advanced data
science vocabulary and processes or are fully automated. In the latter case, users
typically remain alone with the challenges of interpreting the results and have no
chance to improve their analyses further.
This paper addresses these shortcomings by investigating design principles that
are important for enhancing the usage and adoption of advanced and predictive
analytics for users without data science experience. The identified principles are
implemented in an exemplary fashion in a prototype application for predictive
maintenance which can be used by employees from, e.g., SME without
knowledge of data mining and machine learning. As its key elements the
prototype application puts the analysis process into the business context of the
end user, automates major analysis tasks and provides guidance for the
interpretation of results and potential improvements.
In the next section we briefly sketch the design science approach on which this
work is based. We then summarize relevant literature regarding knowledge
discovery, automation in machine learning and technology acceptance which are
used as theoretical foundations. The design principles are explained next. Their
implementation is then illustrated with an application prototype for a predictive
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maintenance use case from the polymer film production industry. Finally, we
conclude with future directions.
2

Methodology

Design science research is driven by business needs to ensure relevance and uses
theoretical knowledge for rigor (Hevner et al., 2004). The research process is
structured into the following steps (Gregor and Hevner, 2013; Kuechler and
Vaishanavi, 2012): Based on the problem formulation, we begin by discussing
kernel theories that guide the identification and implementation of design
principles that promote the adoption of predictive analytics tools for nonexperts. Together with the findings of practitioners, this knowledge is used to
propose generalizable design principles. These form the basis for the
implementation of the application prototype for predictive maintenance. Finally,
an initial evaluation of the prototype is carried out.
3

Theoretical Background

Business users, e.g., in the area of production are familiar with their business
context, such as production processes and product quality issues. However, they
usually do not have any significant knowledge of data science methods and
techniques. For them, the use of currently available tools for data mining and
machine learning is a major challenge. In order to guide our research and reduce
these hurdles, we use concepts of technology acceptance, knowledge discovery
and metalearning.
The most frequently used model for IT adoption is the technology acceptance
model TAM (Davis, Bagozzi, Warshaw, 1989). It contains perceived usefulness
and perceived ease of use as the key drivers for the attitude and intention to use
a new technology. In the extended model TAM2 external variables were
introduced to provide a more detailed explanation for users who find a particular
system usable. The major ones are (Venkatesh and Davis, 2000): Subjective Norm
that is understood as the perceived social pressure for the use of a technology;
Image, the degree of influence of the use of a technology on the status of the
employee; Job Relevance, whether the functions of a system assist a person in the
performance of her tasks; Output Quality, a qualitative measure of how well a
system performs given tasks; Result Demonstrability, the extent an increase in work
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performance is directly attributable to the new technology. In addition, TAM2
also uses two moderating variables, Voluntariness and Experience, influencing the
effect of Subjective Norm. There are further extensions of TAM, in particular
TAM3, where external variables for perceived ease of use were modelled
(Venkatesh and Bala, 2008). In this work TAM2 is used as a basis for the
identification of suitable design principles. It contains all the important variables
and has limited complexity, which is advantageous for our case.
Several models are available to structure data mining and machine learning
analyses (see e.g. (Mariscal, Marban Fernandez, 2010)). One especially
widespread approach is the Cross-Industry Standard Process for data mining,
CRISP-DM (Wirth and Hipp, 2000). It is a widely adopted industry-oriented
process for knowledge discovery and serves as a de-facto standard (Kdnuggets,
2014). The CRISP-DM process structures data analyses into the six phases
Business Understanding, Data Understanding, Data Preparation, Modelling, Evaluation
and Deployment (Wirth and Hipp, 2000). The typical tasks in those phases can be
used as a guide for the implementation of design principles.
A central element of making predictive analytics applicable to business users
without data science knowledge is automation. To achieve this, it is important to
identify analytical components, in particular data preparation and modelling
algorithms, that fit to the addressed analysis tasks and the properties of the
available data. The concepts of metalearning can be used for this purpose (see
e.g. (Brazdil et al., 2009; Lembke, Budka, Gabrys, 2015)). Here metadata – socalled metafeatures – for analysis tasks, data and algorisms help to select and
combine suitable analysis components that cover all essential CRISP-DM phases.
4

Design Principles

In a design science approach, kernel theories can be used to guide the design of
IT-based solutions (Gregor and Jones, 2007). Central to the project described
here is that the design of the projected software application is suitable for
business users without data science experience. To ensure the acceptance of the
planned solution, the technology acceptance model TAM2 is used as guidance
for the identification of design principles. These have been developed in
workshops with industry experts and consultants having project experience in
the area of business analytics. The relation of TAM2 variables to the design
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principles is described below and summarized in Table 1. Hereby we first discuss
the principles related to variables for Perceived Usefulness and then the ones for Perceived
Ease of Use.

X

Perceived
Ease of

X

Image

Result
Demon-

Comprehensive business context (DP1)
Quick and easy availability of results
(DP2)
Guided extensibility of analyses (DP3)
Discovery of (hidden) insights (DP4)
Result presentation for business users
(DP5)
System control by business users (DP6)

Output
Quality

Design Principles

Job
Relevanc

Table 1: Design principles and relations to variables from TAM2

X

X

X

X
X
X

X
X

Job Relevance is a key variable of TAM2 driving Perceived Usefulness. It is defined as
an individual’s perception regarding the degree to which a software solution is
applicable to her job (Venkatesh and Davis, 2000). To ensure that a business user
realizes the possibilities and value a predictive analytic tool provides for her tasks,
a comprehensive presentation of the business context of available data and
analysis options (DP1) is most important. An example of this is the presentation
of business processes, including all data and measurements with target values,
actuals and deviations.
The variable Output Quality describes how well tasks are performed by a system.
For an advanced analytics system for business users, this means in particular that
first analysis results should be quickly available without being hampered by a lack
of experience (DP2). If initial results do not correspond to the expected level of
detail, the users must also be guided on how to improve analyses (DP3). Finally,
all potentially relevant relations between data – also hidden ones such as clusters
or patterns – must be identified when analysing specific business issues (DP4).
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Innovative systems are more accepted if people can attribute improvements in
the accomplishment of their work tasks to the use of the system. In TAM2 this
is described by the variable Result Demonstrability. Our first design principle DP1
– providing comprehensive business context to data and analysis options – is
certainly important here. In addition, interim and final results of analyses must
be easy to understand from a business point of view. They must “speak” to the
business audience (DP5).
The degree to which the use of an innovation is perceived to enhance one’s status
in one’s social system is described by the variable Image in TAM2. Nowadays,
when data science and predictive analytics are being hyped quite a lot, it is
prestigious to perform and understand such kind of analyses. Design principles
DP3 and DP5 support this aspect.
In TAM2 the variable Perceived Ease of Use is a direct determinant of Perceived
Usefulness and is also directly linked to Intention to Use. The less effortful a system
is to use, the more using it can increase job performance (Venkatesh and Davis,
2000). Since the intended users of our system do not have data science
experience, control of the system by employees from business departments is a
most important design principle (DP6). A further principle relevant here is DP3.
5

Design and Implementation for Predictive Maintenance

For the design and implementation of the application prototype for predictive
maintenance, the functional requirements were structured according to the
CRISP-DM phases and the design principles from Section 4 were applied. Their
realization is illustrated in this chapter for an application scenario from the
polymer film production industry (see e.g. (Kohlert, M. and König A. (2015)).
Providing comprehensive business information around the production process
is the key to meeting the first design principle that requires comprehensive
business context (DP1). For the first phase Business Understanding of CRISPDM, this means, e.g., displaying production steps, machine data, process
parameters and sensor measurements. An example for this is illustrated in Figure
1. One can see different steps of the production process, such as extrusion or
cooling and the corresponding machines with information about their output and
built-in sensors. In addition, access to all sensor measurements during the
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process under consideration is provided. Amongst other things, the
corresponding time series are displayed and compared with target values and
tolerances.

Figure 1: Context information about production process, machines and data

A major component related to the second design principle – quick and easy
availability of results (DP2) – is the provisioning of process templates for
different analysis methods. These typically span over several CRISP-DM phases.
They are mandatory for automatic analyses, especially in the phases of data
preparation, modelling and evaluation. Figure 2 illustrates a decision tree
classification template used in the prototype.

Figure 2: Process template for classification
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The starting point is the business question to be analysed and the available data.
The data are examined with the help of several components that determine the
properties required for further processing. These are, for example, statistical
parameters such as mean values and standard deviations, missing values and
outliers, as well as correlations. The data are then pre-processed by reconstructing
missing values and replacing outliers. As a next step data are aggregated, e.g. to
average sensor values per minute. Then discretization follows. Here values that
are considered similar are assigned to one class. Since frequent patterns of sensor
values can also be important features for classifications, these are determined
next. Finally, a decision tree algorithm is performed.
Each of the analysis components is characterized by specified input values,
output values, a method and corresponding parameters. Discretization by
binning, for example, starts with the previously aggregated data and delivers
discretized data. A typical method for this splits the data into equal intervals with
specified size. Input and output of the building blocks in the process templates
are coordinated with each other and enable an end-to-end analysis of a given task.
The methods and parameters are initially specified so that automatic execution is
possible. Their selection can be systematized by metafeatures, describing analysis
task, corresponding data and analysis components (see e.g. (Brazdil et al., 2009)).
Guided extensibility of analyses (DP3) ensures that users are not left alone with
results that do not meet their expectations. Corresponding assistance is typically
placed in the CRISP-DM phase on model evaluation. The proposed extensions
will typically focus on variations in data preparation and modelling.
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Figure 3: Frequent sequential patterns for sensor data on temperature and corresponding
measurement details

A typical example for the phase on data preparation are suggestions to review
the methods used for data discretisation by binning (see e.g. (Han, Kamber Pei,
2011)). Initial analyses are determined by parameters in best practice templates
that include several alternatives. The results can sensibly depend on the binning
method, e.g. equal-width or equal-frequency, bin-size or smoothing method, e.g.
by means or median. If this is the case for automatic calculations, the system
should recommend that the user checks the binning from a business point of
view and changes it if necessary.
Another example for the CRISP-DM phase on modelling relates to feature
selection. Features for, e.g., decision tree algorithms may include patterns of
various sensor measurements. If the results of pre-defined analysis templates vary
significantly with the number of included patterns, users shall be asked to revisit
the identified patterns and evaluate their use for model building from a business
perspective.
The discovery of insights in data that are sometimes hidden (DP4) is most
relevant in the CRISP-DM phase on data understanding. Here data are
automatically examined using various statistical methods, such as correlation
analysis, and data mining methods, like clustering and pattern mining. Goal is, to
provide business users with potentially surprising insights, even if those are not
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directly related to the analysis task specified in the beginning. The results found
can be evaluated from a business point of view and used later during model
building.

Figure 4: Visualization of correlations

Figure 3 demonstrates an example from the predictive maintenance prototype.
The detection of frequent sequential patterns of sensor values was implemented
using the SPADE algorithm of the R package arulesSequences (Buchta et al.,
2018). Shown are results for frequent sequential patterns of sensor data for
temperature prior to quality issues. The application lists the patterns and
corresponding key figures for their relevance. It also allows detailed inspection
onto the course of the measured values in the respective patterns.
It is crucial that users without data scientific knowledge can understand, evaluate
and interpret intermediate and final results. Therefore, result presentation for
business users (DP5) is a design principle which is relevant for all CRISP-DM
phases where analyses are performed. For example, during the phase on data
understanding it is important to explain the level and meaning of identified
correlations between different parameters. Methods and results in data
preparation for dealing with missing values and outliers must also be explained
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in a way that is easy to understand. The same applies, of course, to the
presentation of the results from the modelling and evaluation phases.
As an example, Figure 4 displays the user interface of our prototype showing the
results of a dependency analysis of different variables based on Pearson
correlation coefficients. The direction and level of identified correlations are
visualized through colour coding and natural language. In addition, the user can
view and track the data history for the different correlations in detail.

Figure 5: Display of a predictive model based on a decision tree

Figure 5 shows an example for a simplified predictive model. In our prototype
the classification of quality risks is predicted here with the help of a decision tree
model based on the CART algorithm. The corresponding template for automatic
analyses allows as features sensor data, machine parameter as well as frequent
patterns. The visualization of the resulting model displays the tree and its nodes,
including the involved sequential patterns. The calculated reliability and
robustness of the model is illustrated through corresponding key figures and
icons (see e.g. (Han, Kamber Pei, 2011)).
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The last design principle, system control by business users (DP6), is most
important for the target audience of our predictive maintenance applications
which is assumed to have no data science experience. It also guides the
implementation of the aforementioned principles. Specialist terminology in
connection with data mining and machine learning must be avoided. Automation
(DP2), guidance (DP3) insights (DP4) and results (DP5) must always be
embedded in the business context (DP1) of an analysis task. Decisions to be
taken during an analysis by a user must be phrased in terms of possible
consequences with respect to business questions. Any system help must provide
information to the business user regarding model-building choices. This
information – which must always be formulated in business terms – can be
provided as outcome feedback, showing the consequences of choices, or
feedforward (Schymik et al., 2017).
6

Status and Outlook

Following the design principles from Section 4 and their implementation, as
illustrated in Section 5, a working prototype for predictive maintenance has been
developed. It has been built upon two different technology stacks. Stack 1 uses
PostgreSQL as database (PostgreSQL, 2019), node.js for application logic and R
for advanced analytics (node.js, 2019; R, 2019), OpenUI5 for user interfaces and
plotly for diagrams (OpenUI5, 2019; plotly, 2019). Stack 2 uses dominantly SAP
technology with the SAP HANA database, SAP PAL for advanced analytics, SAP
XSA for application logic (SAP HANA, 2019), and again OpenUI5 and plotly
for user interfaces. Both stacks can be deployed on-premise or in cloud
environments.
Functional tests were performed with analysis templates for regression and
classification. Additionally, a descriptive evaluation of the prototype has been
conducted. Hereby the usage of the application against typical analysis scenarios
from polymer film production has been evaluated. In particular all steps of the
scenario were matched against the design principles from Section 4.
As a next step experimental tests with different companies are planned. For this
purpose, the analysis scenarios of the prototype have to be adapted to specific
use cases of the participating companies. For small and medium businesses, the
prototype implementation of stack 1, running on the Cloud Foundry platform is
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used (Cloud Foundry, 2019). Stack 2 is used for companies having SAP
technology already in place.
Future research focusing on metalearning concepts could probably further
improve the use of predictive analytics for people without data science
knowledge. Currently the application captures metafeatures about analysis tasks,
datasets and analytic components. The combination of metafeatures with the
quality of answers for specific analysis tasks are stored in a knowledge base. A
systematic use of this information for future analyses along the ideas of
metalearning is an interesting option to investigate further (see e.g. (Brazdil et al.,
2009; Lembke, Budka, Gabrys, 2015)).
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