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TRIDIAGONALIZATION AND THE HEUN EQUATION
F.ALBERTO GRU¨NBAUM, LUC VINET, AND ALEXEI ZHEDANOV
Abstract. It is shown that the tridiagonalization of the hypergeometric op-
erator L yields the generic Heun operator M . The algebra generated by the
operators L,M and Z = [L,M ] is quadratic and a one-parameter general-
ization of the Racah algebra. The new Racah-Heun orthogonal polynomials
are introduced as overlap coefficients between the eigenfunctions of the oper-
ators L and M . An interpretation in terms of the Racah problem for su(1, 1)
algebras and separation of variables in a superintegrable system are discussed.
1. Introduction
The purpose of this paper is to show how the Heun differential operator can
be obtained from the hypergeometric operator by a procedure called tridiagonal-
ization. This will offer a cogent algebraic framework for the Heun equation and
its degenerate cases.The analysis presented here is in part motivated by important
”classical” results in data analysis. Typically, signals can only be observed within
certain frequency windows and during restricted time intervals. Such limiting is
described by a time-frequency integral localization operator that act on the signal
function. Strikingly, there is a differential operator that commutes with that inte-
gral operator. This result can can be traced back to certain references in Ince [16].
In a remarkable series of papers, [27], [28], [29], (for reviews see [30], [31]), Landau,
Pollak and Slepian have independently rediscovered and made used of that fact in
the study and the applications of the integral operator eigenfunctions. This has
also appeared in Mehta’s work on random matrices [25]; further analogous opera-
tors commuting with different integral operators have played a critical role in the
study of level-spacing distributions of Hermitian matrices of large order at the edge
of the spectrum by Tracy and Widom[34], [35].
Interestingly the commuting operator is of the Heun type. The questions as to why
there exists such commuting operators and why are they of the Heun type have
been intriguing. One of us has been exploring this matter for quite sometime and
broadly documented the apparent relation between the existence of the commuting
operator, bispectrality and KdV and Virasoro potentials (see in particular [4], [6]).
In a few recent studies [18], [19], [11], it has been shown how more involved oper-
ators can be obtained from simpler hypergeometric operators by combining those
with the operator corresponding to multiplication by the variable. This method
has been referred to as tridiagonalization and the operators thus obtained bear
a structural resemblance with the commuting operators we have been discussing.
This brought up the question if the Heun operator could be obtained by tridiago-
nalization. This will be answered in the affirmative. While the results do not bring
the last word on the intriguing questions mentioned above, they put them in an
interesting light.
The outline of the paper is the following: in Section 2 the most general operator M
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that can be obtained by tridiagonalization from a hypergeometric operator L will
be presented. It will be recalled that in a special case L and M realize the Racah
algebra. It will be seen in Section 3 that the most general tridiagonalization leads
to M being the Heun operator and that it can thus be algebraically characterized
as being 3-diagonal in the basis of Jacobi polynomials. The Racah-Heun algebra
encoding this will be introduced. In this context, it will prove possible to bring
about the new Racah-Heun orthogonal polynomials as the expansion coefficients of
the polynomial solutions of the Heun equation in the basis of the Jacobi polynomi-
als. In Section 4, it will be shown how the Racah-Heun algebra is realized in the
framework of the Racah problem for the su(1, 1) algebra. This will allow to make
the connection with superintegrable models and to clarify the relation between the
Racah-Heun algebra and separation of variables in elliptic coordinates. The finite-
dimensional representations of the Racah-Heun algebra are discussed in Section 5.
The algebraic treatment of the confluent and doubly confluent Heun equation is
the object of Section 6 and obtained by specialization of the Laguerre and Hermite
operators. In the former case, one identifies the associated Hahn-Heun algebra.
The paper closes with a short conclusion.
2. Tridiagonalization
Tridiagonalization is a procedure which allows to construct new tri-diagonal
operators out of two operators X and L where X is multiplication by the variable
x:
(2.1) Xf(x) = xf(x)
and L is a second-order differential or difference operator. It is assumed that there
exist orthogonal polynomials Pn(x) = x
n+O(xn−1) which are eigensolutions of the
eigenvalue problem
(2.2) LPn(x) = λn Pn(x).
Because Pn(x) are monic orthogonal polynomials, they satisfy the 3-term recurrence
relation
(2.3) Pn+1(x) + bnPn(x) + unPn−1(x) = xPn(x).
This means that the polynomials Pn(x) are bispectral: they satisfy simultaneously
two eigenvalue problems: (2.2) and (2.3).
Note that the 3-term recurrence relation (2.3) can be presented in the form
(2.4) Jπ(x) = xπ(x),
where J is the Jacobi (i.e. tridiagonal) matrix
J =


b0 1 0
u1 b1 1 0
0 u2 b2 1
. . .
. . .

 ,
and π(x) is a vector with components {P0(x), P1(x), P2(x), . . . }.
As is well known, if un > 0 and bn are real then the polynomials Pn(x) are
orthogonal with respect to some positive measure dσ(x) on the real axis,
(2.5)
∫ b
a
Pn(x)Pm(x)dσ(x) = hn δnm, ,
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where the normalization constant is
(2.6) hn = u1u2 . . . un.
Let us consider the operator
(2.7) M = τ1XL+ τ2LX + τ3X + τ4L.
It is clear that due to relations (2.2) and (2.3), the operator M will be tridiagonal
on the polynomial basis Pn(x):
(2.8) MPn(x) = ξn+1Pn+1(x) + ηnPn(x) + ζnunPn−1(x),
where
ξn = τ1λn−1 + τ2λn + τ3, ζn = τ1λn + τ2λn−1 + τ3,
ηn = (τ1 + τ2)bn + τ3bn + τ4λn.(2.9)
It is sometimes more convenient to use the orthonormal polynomials χn(x). They
are defined as
(2.10) χn(x) =
Pn(x)√
hn
and satisfy the 3-term recurrence relation
(2.11) an+1χn+1(x) + bnχn(x) + anχn−1(x) = xχn(x)
with the Hermitian Jacobi matrix J˜ now reading
J˜ =


b0 a1 0
a1 b1 a2 0
0 a2 b2 a3
. . .
. . .

 .
Let us focus now on the special case where τ4 = 0. It was shown in [11] that if
L is the hypergeometric operator corresponding to the Jacobi polynomials, then
(under a minor restriction upon coefficients τi in (2.7)) the operator M generated
by tridiagonalization as in (2.8) with τ4 = 0, is again hypergeometric up to a change
of the independent variable. Together, the operators L and M form in this case the
quadratic Racah algebra. The latter is generated by 2 operators A1 = L,A2 = M
and their commutator A3. These operators satisfy the commutation relations [11]
[A1, A2] = A3,
[A2, A3] = α1{A1, A2}+ α2A22 + γ1A1 + δA2 + ǫ1,
[A3, A1] = α2{A1, A2}+ α1A21 + γ2A2 + δA1 + ǫ2,
(2.12)
where α1, α2, γ1, γ2, δ, ǫ1, ǫ2 are real structure constants.
3. Racah-Heun algebra
Consider again the case of the hypergeometric operator defined by
(3.1) L = x(1− x)∂2x + (ν1x+ ν2)∂x
with arbitrary constants ν1, ν2.
This operator has the Jacobi polynomials
(3.2) P (ω1,ω2)n (x) =
(−1)n(ω1 + 1)n
(ω1 + ω2 + n+ 1)n
2F1
(−n, n+ ω1 + ω2 + 1
ω1 + 1
;x
)
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as eigensolutions
(3.3) LP (ω1,ω2)n (x) = λnP
(ω1,ω2)
n (x).
Here
(3.4) ω1 = ν2 − 1, ω2 = −1− ν1 − ν2, λn = −n(n− ν1 − 1),
(3.5) 2F1
(
a, b
c
;x
)
is the hypergeometric series and the standard notation
(3.6) (a)n = a(a+ 1) . . . (a+ n− 1)
for the Pochhammer symbol is adopted.
The Jacobi polynomials obey the 3-term recurrence relation (2.3) with coeffi-
cients
(3.7) un =
n(n+ ω1)(n+ ω2)(n+ ω1 + ω2)
(2n+ ω1 + ω2 − 1)(2n+ ω1 + ω2)2(2n+ ω1 + ω2 + 1) ,
and
(3.8) bn =
1
2
+
ω21 − ω22
4
(
1
ω1 + ω2 + 2n
− 1
ω1 + ω2 + 2n+ 2
)
.
Moreover, these polynomials satisfy the structure relation [22] (we omit the depen-
dence on the parameters ω1, ω2 for brevity)
(3.9) x(x − 1)P ′n(x) = nPn+1(x) +GnPn(x) + EnPn−1(x)
with
(3.10) Gn = − n(ω1 − ω2)(ω1 + ω2 + n+ 1)
(ω1 + ω2 + 2n)(ω1 + ω2 + 2n+ 2)
and
(3.11) En = − n(ω1 + n)(ω2 + n)(ω1 + ω2 + n)(ω1 + ω2 + n+ 1)
(ω1 + ω2 + 2n)2(ω1 + ω2 + 2n+ 1)(ω1 + ω2 + 2n− 1) .
Introduce the operator M as defined by formula (2.7). In what follows we shall
call M the companion operator of L
We already mentioned that when τ4 = 0 the operators A1 = L and A2 = M
form the Racah algebra (2.12).
Consider now the more general case with τ4 6= 0. In what follows we will assume
that
(3.12) τ1 + τ2 = 1.
Indeed, when τ2 6= −τ1, condition (3.12) corresponds to a normalization of the
coefficients νi, i = 1, 2, 3, 4. The exceptional case τ2 = −τ1 leads to an operator
M of the first order with respect to the derivative ∂x. We will not consider this
degenerate case here.
Assuming condition (3.12), the companion operator M can be presented as fol-
lows:
(3.13) M = x(1− x)(x+ τ4)∂2x + (ρ2x2 + ρ1x+ ρ0)∂x + r1x+ r0
where
(3.14) ρ2 = ν1 + 2τ1 − 2, ρ1 = 2− 2τ1 + ν2 + τ4ν1, ρ0 = τ4ν2
TRIDIAGONALIZATION AND THE HEUN EQUATION 5
and
(3.15) r1 = τ3 − τ1ν1 + ν1, r0 = ν2(1− τ1).
Consider the eigenvalue equation
(3.16) Mψ(x) = λψ(x).
This equation can be written in the following form
(3.17) ψ′′(x) +
(
γ
x
+
δ
x− 1 +
ε
x− d
)
ψ′(x) +
αβx − q
x(x− 1)(x− d)ψ(x) = 0
where
γ = ν2, δ = −ν1 − ν2, ε = 2τ2, d = −τ4
αβ = −τ3 − ν1τ2, q = λ− τ2ν2.(3.18)
Equation (3.17) is the generic Heun equation, i.e. the linear second-order differential
equation with 4 regular singular points at 0, 1, d,∞ (see, e.g. [26] for details).
There is an additional condition on the parameters of the Heun equation [26]
(3.19) α+ β − γ − δ − ε+ 1 = 0
which is needed in order to provide regularity of the singular point x =∞.
We thus see that the most general tri-diagonalzition (2.7) of the hypergeometric
operator leads to the generic Heun equation for the eigenvalue problem of the
companion operator M . Note that condition (3.19) does not impose restrictions on
the parameters τi because the parameters α, β only intervene in (3.18) via the the
product αβ in (3.18) and can hence always be chosen so that (3.19) is satisfied.
It follows immediately from (2.7) that the Heun operator M is tridiagonal with
respect to the basis of the Jacobi polynomials P
(ω1,ω2)
n (x):
(3.20) MP (ω1,ω2)n (x) = ξn+1P
(ω1,ω2)
n+1 (x) + ηnP
(ω1,ω2)
n (x) + ζnP
(ω1,ω2)
n−1 (x)
The inverse statement is also true and can be considered as a useful characterization
of the Heun operator M .
Proposition 1. Assume that M is a linear differential operator of second order
which preserves the space of polynomials and which is 3-diagonal on the Jacobi poly-
nomials P
(ω1,ω2)
n (x), i.e. it satisfies property (3.20). Assume moreover that for any
choice of the parameters of the operator M , there exist corresponding parameters
ω1, ω2 of the Jacobi polynomials. Then the operator M is the generic Heun operator
and can be presented in the form (2.7).
Proof. We use ideas developed in [18], [19]. From (3.20) and from the property
that M is a second-order operator that maps polynomials into polynomials, it
follows that M should have the expression
(3.21) M = π3(x)∂
2
x + π2(x)∂
2
x + π1(x)
where πi(x) is a polynomial of degree ≤ i.
Relation (3.20) now reads
(3.22)
π3(x)P
′′
n (x) + π2(x)P
′
n(x) + π1(x)Pn(x) = ξn+1Pn+1(x) + ηnPn(x) + ζnPn−1(x).
6 F.ALBERTO GRU¨NBAUM, LUC VINET, AND ALEXEI ZHEDANOV
Using the differential equation (3.3) we can eliminate the second derivative term in
(3.22). Using then the structure relation, we can get rid of the first derivative term
in the remaining expression. Finally we obtain
R(x) (nPn+1 +GnPn(x) + EnPn−1(x)) + π1(x)Pn(x) =
ξn+1Pn+1(x) + ηnPn(x) + ζnPn−1(x),(3.23)
where
(3.24) R(x) =
(ν1x+ ν2)π3(x) + x(x − 1)π2(x)
x2(x− 1)2 .
The rhs of (3.23) is a polynomial. Hence the rational function R(x) should be a
polynomial too. Comparing the degrees of the numerator and the denominator of
R(x) we see that in fact R(x) = const. This means that necessarily
(3.25) π3(x) = ρ1x(x− 1)(x− a)
with some constants ρ1, a, and moreover that
(3.26) π2(x) + ρ1(ν1x+ ν2) = ρ2x(x − 1)
with another constant ρ2. Relation (3.26) determines the second degree polyno-
mial π2(x). The remaining polynomial π1(x) can be an arbitrary linear function.
Comparing with (3.13) we see that the operator M is indeed the generic Heun
operator.
Moreover, assume that α, β, γ, δ, ε, q are parameters of the Heun equation (3.17).
Then from (3.18) we recover the parameters ω1, ω2 of the corresponding Jacobi
polynomials:
(3.27) ω1 = γ − 1, ω2 = δ − 1
Thus the parameters of the Jacobi polynomials depend only on 2 parameters γ and
δ of the Heun equation.
We have thus arrived at a purely algebraic definition of the Heun operator as an
operator which is 3-diagonal with respect to Jacobi polynomials. Equivalently, this
3-diagonal property means that the Heun operator can always be presented in the
form (2.7) with appropriate constants τ1, τ2, τ3, τ4.
Consider now the algebra behind the operators L and M . Introducing the com-
mutator Z = [L,M ] we arrive at the following quadratic algebra with relations
[L,M ] = Z,
[M,Z] = α1{L,M}+ α2M2 + γ1L+ δM + κL2 + ǫ1,
[Z,L] = α2{L,M}+ α1L2 + γ2M + δL+ ǫ2,
(3.28)
where
(3.29) κ = 6τ4(τ4 + 1)
and where the the remaining structure constants are given by
α1 = −4τ4 − 2, α2 = 2,
γ1 = 4(τ1τ2 − τ3τ4) + τ4(ν1 + 2)(2ν2 − τ4ν1) + ν2(2− ν2),
γ2 = −2ν1 − ν21 , δ = −2τ3 + (ν1 + 2)(τ4ν1 − ν2),
ε1 = 2τ1τ2ν2(ν1 + ν2) + τ3ν2 (τ4(ν1 + 2) + 2− ν2) , ε2 = −τ3ν2(ν1 + 2).(3.30)
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This algebra differs from the Racah algebra only by the term κL2. Despite
this ”small” difference this algebra lies beyond the class of algebras describing
tridiagonal pairs [32]. The Racah algebra appears only for two special values of the
parameter τ4: either τ4 = 0 or τ4 = −1. In both cases the companion operator
M becomes the ordinary hypergeometric operator under a simple change of the
independent variable (see [11] for details). For all other choices of the parameter
τ4 we obtain an operator M that leads to the generic Heun equation (3.17). It is
hence natural to refer to the algebra (3.28) as the Racah-Heun algebra.
The Casimir operator Q of the Racah-Heun algebra which commutes with the
operators L and M can be presented in the form
(3.31) Q = Q0 +Q1,
where Q0 is the Casimir operator of the Racah algebra [14], [13], [15] with κ = 0:
Q0 = Z
2 + α1{L2,M}+ α2{M2, L}+ (α21 + γ1)L2 + (α22 + γ2)M2 +(3.32)
(δ + α1α2){L,M}+ (α1δ + 2ǫ1)L+ (α2δ + 2ǫ2)M
and where Q1 is an additional part proportional to the ”perturbation” parameter
κ:
(3.33) Q1 =
κ
3
(
2L3 − α2L2 − γ2L
)
.
For the given realization of the Racah-Heun algebra in terms of the differential
operators L and M the Casimir operator reduces to the constant
(3.34) Q = q = −2ν2τ1τ2(2 + ν1)(ν1 + ν2)− ν2τ3 ((2 − ν2)τ3 + 2(2 + ν1)(τ4 + 1)) .
This algebra has the following features:
(i) there exists a basis pn such that the operator L is diagonal while the operator
M is tri-diagonal:
(3.35) Lpn = λnpn, Mpn = ξn+1pn+1 + ηnpn + ζnunpn−1
with λn a quadratic function in n. The matrix coefficients ξn, ηn, ζn can be obtained
directly from the representations of the algebra (3.28).
(ii) there exists a realization of the Racah-Heun algebra in terms of second-
order differential operators L and M . In this case the operator L is the standard
hypergeometric operator while M is the generic Heun operator.
For our concrete realization of the operators L and M we have
λn = n(ν1 + 1− n)(3.36)
and the coefficients ξn, ηn, ζn are given by (2.9) where bn, un are the recurrence
coefficients of the monic Jacobi polynomials [11].
The basis pn consists of hypergeometric functions (Jacobi polynomials in the
finite-dimensional case). As we showed, this property means that the Heun oper-
ator M is 3-diagonal in this basis. This leads to the property that the expansion
coefficients of the Heun functions with respect to the hypergeometric functions sat-
isfy a 3-term recurrence relation. This property is well known (see, e.g. [5], [20]).
We have here a simple algebraic explanation of this phenomenon.
We shall consider now a special finite-dimensional representation of the Racah-
Heun algebra. We start with the concrete realization of the operators L and M
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by the differential operators (3.1), (3.13). Both operators act on the space of
polynomials. The operator L preserves the degree of any polynomial while the
operatorM increases this degree by 1. Hence in order to obtain a finite-dimensional
representation of the Racah-Heun algebra, we need a truncation condition so that
the action of the operator M on the monomial xN gives only a polynomial of
degree N . We shall then have a N +1-dimensional space of polynomials of degrees
0, 1, . . . , N which is invariant under the action of the operators L and M and hence
the Racah-Heun algebra will have finite-dimensional representation on that space.
In order to find this condition let us consider the action of the operator M on
the monomials xn, n = 0, 1, 2, . . . . We have from (3.13)
(3.37) Mxn = (−n(n− 1) + ρ2n+ r1)xn+1 +O(xn).
Hence the truncation condition is
(3.38) −N(N − 1) + ρ2N + r1 = 0.
Under condition (3.38), the operators L andM both act on the space of polynomials
of degree ≤ N .
We can therefore find polynomial eigensolutions of the operatorM on this space
(3.39) MQn(x) = λ˜n Qn(x), n = 0, 1, 2, . . . , N
where Qn(x) are some polynomials of degree ≤ N and where λ˜n are the corre-
sponding eigenvalues. Note that the degree of the polynomial Qn(x) is NOT equal
to n. Instead, all polynomials Qn(x) have, in general, the maximal degree N .
The polynomials Qn(x) are not orthogonal polynomials. They are called the
Heun polynomials [26] corresponding to the truncated solutions of the Heun equa-
tion. The explicit calculation of the Heun polynomials Qn(x) (as well as of their
corresponding eigenvalues λ˜n) is possible only for small values of N . For large N
there are special algebraic methods allowing to reduce the problem of their de-
termination to the calculation of the eigenvectors of a finite tri-diagonal matrix
[26].
Assume that the Heun polynomials are already found. The eigenfunctions of the
operator L are well known, they are the Jacobi polynomials Pn(x). Hence we can
write down the expansion
(3.40) Qn(x) =
N∑
s=0
WnsPs(x)
with Wns some coefficients.
From (2.8) and (3.39) we obtain that the coefficients Wns satisfy the 3-term
recurrence relation
(3.41) Wn,s+1ζs+1 +Wnsηs +Wn,s−1ξs = λ˜nWns, s, n = 0, 1, . . . , N.
From this relation it follows that one can express Wns in terms of orthogonal poly-
nomials
(3.42) Wns = Wn0Rs(λ˜n),
where the polynomials Rs(x) satisfy the recurrence relation
(3.43) ζs+1Rs+1(x) + ηsRs(x) + ξsRs−1(x) = xRs(x).
Hence the overlap coefficients (or the interbasis coefficients) Wns are expressed
in terms of orthogonal polynomials Rn(x). These polynomials become the Racah
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polynomials when κ = 0 (i.e. when the algebra of the operators L,M becomes the
Racah algebra). It is natural therefore to call Rn(x) the Racah-Heun orthogonal
polynomials.
Let us consider the Racah-Heun polynomials Rn(x) in more details. It is conve-
nient to introduce the monic polynomials
(3.44) Rˆn(x) = gnRn(x) = x
n +O(xn−1),
where δn is a factor defined by the condition
(3.45) ζn+1δn+1 = δn
Then the polynomials Rˆn(x) satisfy the recurrence relation
(3.46) Rˆn+1(x) +BnRˆn(x) + UnRˆn−1(x) = xRˆn(x),
where the recurrence coefficients Bn, Un can be found as in (2.8)
Bn = ηn = (τ1 + τ2)bn + τ3bn + τ4λn
Un = unξnζn = un(τ1λn−1 + τ2λn + τ3)(τ1λn + τ2λn−1 + τ3)(3.47)
Introduce also the monic Wilson polynomials Wn(x; a1, a2, a3, a4) satisfying the
recurrence relation [22]
(3.48) Wn+1(x) + (An + Cn − a21)Wn(x) +An−1CnWn−1(x) = xWn(x),
where
An =
(n+ g − 1)(n+ a1 + a2)(n+ a1 + a3)(n+ a1 + a4)
(2n+ g − 1)(2n+ g) ,
Cn =
n(n+ a2 + a3 − 1)(n+ a2 + a4 − 1)(n+ a3 + a4 − 1)
(2n+ g − 2)(2n+ g − 1) ,
and where g = a1 + a2 + a3 + a4.
In [11] it was shown that the 3-diagonalization procedure of the hypergeometric
operator L with τ4 = 0 gives the operator M which generates the Wilson polyno-
mials
(3.49) Qn(x) = Wn(γ − x; a1, a2, a3, a4),
with γ = 12
(
a1 + a2 − a21 − a22
)
and where
ω1 = a1 + a2 − 1, ω2 = a3 + a4 − 1,
µ1 = 1− a1 − a3, µ2 = 1− a2 − a3.
The parameters µ1, µ2 in the above formulas are related with the parameters τ2, τ3
by the formulas [11]
(3.50) τ2 =
1
2
(1 + µ1 − µ2), τ3 = µ1µ2 + (ω1 + ω2)(µ1 + µ2 − 1)
2
.
(recall that the condition τ1 + τ2 = 1 is assumed).
It is thus seen that the Racah-Heun polynomials Rˆn(x) can be considered as a
one-parameter perturbation of the Wilson polynomials Wn(x). Indeed, the recur-
rence coefficient Un of the Racah-Heun polynomials coincide with the corresponding
recurrence coefficient AnCn−1 of the Wilson polynomials. The only difference oc-
curs for the diagonal recurrence coefficients:
(3.51) Bn = B
(0)
n + τ4λn,
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where B
(0)
n stands for the diagonal recurrence coefficient of the Wilson polynomials.
The parameter τ4 plays the role of the perturbation parameter: if τ4 = 0 then we
return to pure Wilson polynomials. This observation allows to find approximate
expressions for the Racah-Heun polynomials if the the parameter τ4 is sufficiently
small.
With the help of the Heun equation (3.17), we can thus relate two systems of
polynomials: the (nonorthogonal) Heun polynomials Qn(x) which are polynomial
solutions of the Heun equation under the truncation condition (3.38) and the Racah-
Heun polynomials Rn(x) which are orthogonal polynomials corresponding to the
expansion (3.40) of the Heun polynomials over the basis of the Jacobi polynomials.
Note that the 3-diagonal property of the Heun functions with respect to the Gauss
hypergeometric functions is well known [26]. This property follows easily from
Racah-Heun quadratic algebra (3.28).
Note that the restriction to polynomial solutions of the Heun equation is closely
related to the quasi-exact solvability of certain differential equations [36], [1], [23].
It is interesting to note that the quadratic algebra (3.28) already appeared in
the analysis of quantum superintegrable systems [3], [24]. In the next section we
describe the relation of this algebra to the Racah problem for the su(1, 1) Lie
algebra.
4. Racah-Heun algebra and the Racah problem for the su(1, 1)
algebra
There is a simple realization of the Racah-Heun algebra in terms of the interme-
diate Casimir operators that occur in the Racah problem for the su(1, 1) algebra.
Consider the su(1, 1) algebra with generators S0, S+, S− and commutation rela-
tions
[S0, S±] = ±S±, [S−, S+] = 2S0.
The Casimir operator
C ≡ S20 − S0 − S+S−,
commutes with all generators. For the irreducible representations of su(1, 1) that
are relevant to the present paper, the Casimir operator takes the value σ(σ −
1). When σ > 0, the irreducible representations of the positive-discrete series are
defined on the space spanned by the basis vectors en, n = 0, 1, . . ., by the following
actions:
S0en = (n+ σ)en, S+en = γn+1en+1, S−en = γnen−1,
where γn =
√
n(2σ + n− 1). Consider the tensor product of three representations
of the positive-discrete series with representation parameters σ1, σ2 and σ3. We
use the notation
S
(ij)
0 = S
(i)
0 + S
(j)
0 , S
(ij)
± = S
(i)
± + S
(j)
± , i, j = 1, 2, 3,
where the superscript i in S(i) specifies on which representation space the generator
acts.
The Casimir operators
(4.1) Ci = S
(i)
0
2 − S(i)0 − S(i)+ S(i)− , i = 1, 2, 3
commute with all operators under consideration and can be chosen as constants
(4.2) Ci = σi(σi − 1)
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The intermediate Casimir operators Cik are defined as
Cik = [S
(ik)
0 ]
2 − S(ik)0 − S(ik)+ S(ik)− , for (ik) ∈ {(12), (23), (13)},
and the total Casimir operator C is written as
C = [S
(123)
0 ]
2 − S(123)0 − S(123)+ S(123)− ,
where S
(ijk)
± = S
(i)
± +S
(j)
± +S
(k)
± and similarly for S
(ijk)
0 . By construction, the total
Casimir operator commutes with all intermediate Casimir operators.
Moreover, there is a simple relation between all Casimir operators [8]
(4.3) C = C12 + C23 + C31 − C1 − C2 − C3.
Consider the decomposition of the three-fold tensor product representation in
irreducible components. On each of these components, the total Casimir operator
takes the value C = σ4(σ4 − 1), where
(4.4) σ4 = N + σ1 + σ2 + σ3
and N is a non-negative integer. For a givenN , there correspondsN+1 eigenvalues
of the intermediate Casimir operators Cij which are of the form σij(σij − 1) where
σij = kij + σi + σj and where kij = 0, 1, . . . , N . Let e
(12)
k12
and e
(23)
k23
be eigenbases
for C12 and C23, i.e.
C12e
(12)
k12
= σ12(σ12 − 1)e(12)k12 , C23e
(23)
k23
= σ23(σ23 − 1)e(23)k23 ,
where k12, k23 = 0, 1, . . . , N . The Racah problem consists in obtaining the expan-
sion coefficients of the basis e
(23)
k23
over the basis e
(12)
k12
e
(23)
k23
=
N∑
k12=0
Rk12k23e
(12)
k12
.
A one-dimensional model for the Racah problem was constructed in [8] by separa-
tion of variables and dimensional reduction. It allows to express the three interme-
diate Casimir operators as second-order differential operators in one variable. One
has
C12 = x
2(1− x) ∂2x + x[(N − 1− 2σ1)x+ 2(σ1 + σ2)]∂x
+ 2Nσ1x+ (σ1 + σ2)(σ1 + σ2 − 1),
C23 = x(x − 1) ∂2x + [2(1−N − σ2 − σ3)x+ (N − 1 + 2σ3)]∂x
+ (N + σ3 + σ2)(N + σ3 + σ2 − 1),
C31 = x(x − 1)2∂2x + (1− x)[(N − 1− 2σ1)x+ 1−N − 2σ3]∂x
+ 2Nν1(1 − x) + (σ3 + σ1)(σ3 + σ1 − 1).
(4.5)
Now it is easily seen that (up to an affine transformation) the operator C23 is the
hypergeometric operator (3.1) while the operator C12 coincide with the operatorM
obtained from the hypergeometric operator L by the tridiagonalzaition procedure
with τ4 = 0. We thus have the Racah algebra (2.12) for the differential operators
L and M . This was observed in [11].
If we now consider the general tridiagonalization scheme (2.7) with τ4 6= 0 then
it is clear that the new operator M differs from the previous one only from the
addition of the term proportional to the operator L = C23. We thus see that (up
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to affine transformations of the operators L,M) one can choose a realization of the
Racah-Heun algebra as
(4.6) L = C23, M = C12 + βC23
with arbitrary parameter β.
There are two exceptional cases: β = 0 and β = 1 when the Racah-Heun al-
gebra degenerates to the Racah algebra. Indeed, when β = 0 we return to the
Racah problem with the intermediate Casimir operators C23, C12. When β = 1
we obtain the operator M = C12 + C23 which due to (4.3) is equal (up to an
affine transformation) to the operator C31 and we return to the Racah problem
for the operators C23 and C31. For generic choices of the parameter β we obtain
the operator M = C23 + βC12 which together with C23 generate the Racah-Heun
algebra. This provides a simple interpretation of the Racah-Heun algebra in terms
of intermediate Casimir operators in the addition of 3 su(1, 1) representations.
The operators C12 and C23 (in the appropriate realization) moreover appear to
be integrals of motion of the most general scalar superintegrable model of order 2
on the 2-dimensional sphere [21], [9]. The Hamiltonian of this system is
(4.7) H = J2 +
3∑
i=1
ai
x2i
,
where J is the angular momentum operator and the parameters of the potential
are expressed in terms of the su(1, 1) representation parameters σi as
(4.8) ai = 4(σi − 3/4)(σi − 1/4).
The motion is restricted to the 2-dimensional sphere x21 + x
2
2 + x
2
3 = 1 and the
Hamiltonian of the system is related to the total Casimir operator of su(1, 1) as
follows
(4.9) H = 4C4 + 3/4.
The su(1, 1) intermediate Casimir operators C12, C23, C32 are integrals of motion,
as is obvious because they commute with the Hamiltonian (4.9).
On the one hand, the overlap coefficients between the wave functions corre-
sponding to the operators C12 and C23 are expressed in terms of the Racah-Wilson
polynomials as expected because these overlap coefficients coincide with the Racah
coefficients of the su(1, 1) algebra. On the other hand, the diagonalization of the
integrals C12 and C23 corresponds to the separation of variables in the model (4.7)
in two spherical coordinate systems. The diagonalization of the operator C12+βC23
corresponds rather to the separation of variables in elliptic coordinates [21]. This
gives an additional interpretation of the tridiagonalization procedure of the hy-
pergeoemtric operator which is connected with separation of variables in elliptic
coordinates.
5. Finite-dimensional representations of the Racah-Heun algebra
This section focuses on finite-dimensional representations of the Racah-Heun
algebra (3.28) with arbitrary real structure coefficients α1,2, γ1,2, ǫ1,2, δ, κ. We al-
ready know that when κ = 0 the Racah-Heun algebra becomes the Racah algebra.
The finite-dimensional representations of the Racah algebra are described in [33]
for instance (see also [9], [10]). For generic values of the structure parameters,
all finite-dimensional representations of the Racah algebra are described by the
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Leonard pair of matrices L,M . This means the following. There exists a basis
en where the matrix L is diagonal and nondegenerate (i.e. all its eigenvalues are
distinct) and the matrix M is nondegenerate and symmetric 3-diagonal:
(5.1) Len = λnen, Men = an+1en+1 + bnen + anen−1, n = 0, 1, . . . , N.
Similarly, there exists a (dual) basis dn where the matrix M is diagonal while the
matrix L is 3-diagonal
(5.2) Mdn = µndn, Ldn = ξn+1dn+1 + ηndn + ξndn−1, n = 0, 1, . . . , N
The spectral values λn, µn are quadratic functions in n while the coefficients an, bn
coincide with the recurrence coefficients of the Racah polynomials. By ”generic
case”, we mean that the spectra of the matrices L and M are not degenerate (see
[33] for details).
Consider now the finite-dimensional representations of the Racah-Heun algebra
(3.28). This means that the operators L and M are represented by square ma-
trices of dimension N + 1 × N + 1. Again it is assumed that these matrices are
nondegenerate.
We can eliminate the term κL2 in relations (3.28) by introducing the new gen-
erator
(5.3) K =M − ρL
instead of M , where the parameter ρ is a root of the quadratic equation
(5.4) 3α2ρ
2 + 3α1ρ+ κ = 0.
It then follows that the pair of operators A1 = L and A2 = K will realize the Racah
algebra (2.12) with structure parameters depending on κ. We have thus brought
finite-dimensional representations of the Racah-Heun algebra in the framework of
the Racah algebra. This means that there exists a basis en where the operator L
is diagonal while the operator M = K + ρL is 3-diagonal as in (5.1).
In this basis the eigenvalue λn of the operator L is a quadratic polynomial in n.
The coefficient an is basically the same as for the Racah polynomials. The diagonal
coefficient bn differs from the corresponding diagonal coefficient b
(0)
n of the Racah
polynomials by an additional term:
(5.5) bn = b
(0)
n + ρλn
as follows from(5.3).
However for the dual basis dn where the operator M is diagonal Mdn = µndn,
the operator L is not 3-diagonal. Indeed, write
(5.6) Ldn =
N∑
m=0
Lmnem
with some matrix Lmn. Substituting (5.6) into (3.30), we find that the matrix Lmn
cannot be tridiagonal. Moreover, the eigenvalues µn of the operator M cannot be
found in an explicit analytical form for arbitrary N . This leads to the conclusion
that the Racah-Heun algebra does not belong to the class of algebras encompassing
Leonard pairs.
Note that from equation (5.4) it follows that real solutions for ρ are possible only
if
(5.7) 3α21 − 4α2κ > 0
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(condition (5.7) holds, e.g. for sufficiently small values of κ). In this case the finite-
dimensional representations of the Racah-Heun algebra are equivalent to the Racah
problem for two intermediate Casimir operators (4.6).
Otherwise the parameter ρ is complex and the operatorK cannot be self-adjoint.
Describing finite-dimensional representations of the Racah-Heun algebra in this case
is an interesting open problem.
6. Tridiagonalization of the Laguerre, Hermite and free motion
operators
Consider now the Laguerre operator
(6.1) L = x∂2x + (a+ 1− x)∂x
which is the confluent hypergeometric operator.
Applying the same Ansatz as in the previous section, we construct the operator
M according to (2.7) and assume the same normalization condition τ1 + τ2 = 1
M = x(x+ τ4)∂
2
x +
(−x2 + (3 + a− τ4 − 2τ1)x+ τ4(1 + a)) ∂x +
(τ3 − τ2)x + 1− τ1 + aτ2.(6.2)
It can be showed that the eigenvalue equation Mψ(x) = λψ(x) becomes the con-
fluent Heun equation [26].
The algebra constructed from the operators L,M and Z = [L,M ] has similar
commutation relations (3.28) with the following structure constants
α1 = −2, α2 = 0, κ = 6τ4, δ = a+ 1− 2τ3 + τ4,
γ1 = 4τ1τ2 + τ4(4τ3 − τ4 − 2a− 2), γ2 = −1,
ε1 = −τ3a2 + a(2τ1τ2 − τ3τ4) + τ3(1− τ4) + 2τ1τ2, ε2 = (a+ 1)τ3.(6.3)
When τ4 = 0, we have κ = 0 and the resulting algebra becomes the Hahn algebra.
When τ4 6= 0, we have a generalization of the Hahn algebra which can be called the
Hahn-Heun algebra. All the considerations of the previous section can be translated
to this case without difficulties.
Finally, consider the Hermite operator
(6.4) L = ∂2x − 2x∂x.
The operator M is (again with condition τ1 + τ2 = 1 assumed)
M = τ1XL+ τ2LX + τ3X + τ4L =
(x + τ4)∂
2
x + 2(τ2 − τ4x− x2)∂x + (τ3 − 2τ2)x.(6.5)
The eigenvalue equationMψ(x) = λψ(x) becomes the double confluent Heun equa-
tion [26].
The corresponding quadratic algebra (3.28) has now the structure constants
α1 = α2 = 0, κ = −6, γ1 = 4(1− 2τ3 − τ24 ),
γ2 = −4, ε1 = 2(2− τ3)− 8τ1τ2, ε2 = 0.(6.6)
Note that when α1 = α2 = 0, the Racah algebra (2.12) becomes the Lie algebra
isomorphic to sl2 (or a degenerate case e.g. the Heisenberg-Weyl algebra). Hence,
the quadratic algebra with structure constants (6.6) can be considered to be the
”minimal” quadratic extension of the linear sl2 algebra.
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7. Conclusion
Summing up, we have seen that the Heun operator results from the most general
tridiagonalization of the hypergeometric operator. It has been found that these
two operators generate the Racah-Heun algebra - a one parameter extension of the
Racah algebra. This Racah-Heun algebra provides a natural interpretation of the
fact that the expansion coefficients of the Heun functions in terms of hypergeo-
metric functions obey 3 term recurrence relations. Under a truncation condition,
this has allowed to define the Racah-Heun orthogonal polynomials that arise in the
expression of the non-orthogonal Heun polynomials in terms of the Jacobi poly-
nomials; these Racah-Heun polynomials thus form a representation space for the
Racah-Heun algebra. The connection to quasi-exact solvability was pointed out.
It was also indicated how the Racah-Heun algebra can be realized by generators
constructed from the intermediate Casimir operators arising in the coupling of 3
su(1, 1) representations. From the connection that the su(1, 1) Racah problem has
with superintegrable models, we have been able to relate ithe Racah-Heun algebra
to separation of variables in elliptic coordinates which is known to be a context in
which the Heun equation occurs. The confluent and double confluent Heun equation
have been similarly given an algebraic interpretation.
We recall in concluding that this study was undertaken with time and band
limiting in mind. A forthcoming publication [7] will indicate how the tridiagonal-
ization ideas are instrumental in the construction of the differential operators that
commute with localization integral operators.
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