Matching of order statistics with intervals  by Khidr, A.M. et al.
Appl. Math. Lett. Vol. 4, No. 4, pp. 7-9, 1991 08939659/91 $3.00 + 0.00 
Printed in Great Britain. AU rights reserved Copyright@ 1991 Pecgamon Press plc 
Matching of Order Statistics With Intervals 
A. M. KHIDR, N. S. AEID-EL-HAKIM AND A. H. ABD-ELLAH 
Department of Mathematics, Faculty of Science, El-Minia University 
(Received Otto ber 1990) 
Let Uk,n, k = 1,2,3 ,... , n be order statistics of a random sample of size n from uniform 
[O,l] distribution. 
Let 0 = a0 _< al 5 a2 5 . . . 5 a, = 1 be a partition of [O,l]. A match is said to have 
occurred in the kth intervals if U&n fahs in (a&r,ak]. 
Let Sri,,, denote the total number of matches. The exact and asymtotic distributions are 
derived for the equi-partition case. 
1. INTRODUCTION 
Let uk, k=l,2,3 ,... , n be a random sample from the uniform [O,l] distribution and let 
VI,,, 5 Uz,,, 5 . . . 5 U,,,,, be their order statistics. 
Let the interval [O,l] be partitioned into m intervals by the m + 1 points ai, 
i = 0,1,2,3,... ,m where 0 = ac 2 al 5 a2 5 ..a 5 a,,, = 1 and let & denote the 
event that Uk,,, E (ag-lrak], k = 1,2,3,. . . , n. We say that a match has occurred in the kth 
interval if Ek occurs. Let S,,,,,, denote the total number of matches. The case when m = n 
was studied in [l]. The exact and asymptotic distributions were derived. 
In this paper we are going to study the case m 2 n, and the exact and asymptotic 
distributions are derived for m > n. We are going to prove the following theorems. 
THEOREM 1. For the equi-partition of the interval [0, l] 
P(sn,m>r)=fJ 
id ) 
, r=l,2,3 ,..., n, rnln 
which gives 
P(Sn,m = r) = (m-;+r)g(l-y+“) r=O,1,2,3 ,..., n. 
COROLLARY 1. 
mn-k 
E(S,,,m) = $5 -. 
k=l (n - ‘)! 
THEOREM 2. For the equi-partition of the interval [0, l] 
&n_ P(m-‘/‘&,, > z) = exp 
m-+oo 
(f-W>, 
wbere cr = lim s, 
rndoo 
Type-set by A,+@-W 
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2. PROOF OF THEOREM 1 
For the proof of Theorem 1 we start as follows. Let 
P n,m = C( P Er,,Er,,Er,,...,Ev,) 
where 
c=c ‘5 . ..‘C. 
n rk=k rk_l=k-1 r1=1 
From the inclusion-exclusion formula (see [4], pp. 32) 
n 
(2.1) 
(2.2) 
where it can be shown by the method used in [l] that 
I 
P 
?a. 
n,m,i = - m* c 
r;’ (Q - rp-‘l . . . (ri _ ~i_l)pi-pi-l . (m _ ri)n--ri 
Q! (Ts - rr)! * * * (ri - ri-I)! (?2 - rj)! (2.3) 
n,i 
In the right hand side of (2.3), substituting II = rr, 1s = rs - rr, . . . , li = ri - ri_1, and 
1. 1+1 = 7X-ri,SOII,..., Zi 1 1, li+r 2 0, II+ * * * + Ii+1 = n and 
P n,m,i - ;I c . . . c trn - n/;:;,l)‘i+l fJ 3. c 
1121 li>l li+lzO j=l 
Lagrange’s theorem then gives (2.5) 
Substituting the value of Pn,m,i from (2.5) in (2.2), we get 
P(Sn,m 2 r) =2(-l)‘-’ (:I :) Pn,m,i 
i=r 
Substituting k = n - j and interchanging the order of summation, we obtain: 
(k - l)! mnmk 
k_-r (r - l)! (k - r)! (n - k)! i=r 
The summation over i is equal to 0 if k # r and is equal to 1 if k = r, thus 
P(Sn,mzr)= n!mn-’ = 
r-l 
m”(n - r)! IQ 
l-m-i+i , 
) 
m>n 
i=. 
From 2.6 we obtain 
P(Sn,m = r) =P(S,,, 2 r) - P(Sn,m 1 r + 1) 
= 
n!(m - n + r)mnsr 
m”m(n - r)! 
=(m-~+r)#(l-m-~+i), mzn. 
(2.4) 
(2.6) 
This proves Theorem 1 when m 2 n, from which the results in [l] can be obtained by putting 
m = n. 
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3. PROOF OF THEOREM 2 
In what follows, 8 denotes an unspecified bounded function which may be different from 
one line to another, such that 0 < 19 < 1, over the range of argument specified. Using 
ln(1 - 2) = --I - 
then, 
P(SfyJ > k) = 
,I mn-E-l 
* 
m”(n - k - l)! 
=($)‘+‘(I-J-) (1-f-)...(1-e), mzn. 
Hence, 
ln P(Sn,m > k) +)k+l+~+-;j;) 
i=l 
=ln (E>)” - (2j.J (k(kz+ “> 
_ (f) (_-L) y+1y+y 
-t?(k) (;) (5) (k2(k4+1)2). 
Replace k by ,/iiir and n by m - cr,/K such that (Y -+ 0 aa n -+ m and taking the limit 
as 12, m + co, all terms in P(S ,,,,,, > k) tends to 0 except the first and the second terms, 
where 2 = S&6, hence 
lim P(Z>x)=,l$m 1-A 
m-+a, ( > 
62 
fi 
,-(1/2)~‘-(ll2)(&/59 
se -(1/2)zbt_ 
4. APPLICATION 
Let m 1 n, n be the number of chips numbered, 1,2,3,. . . , n. To calculate the values 
of S,,, sequentially as in [l], we proceed as follows: We draw (m - n) chips and record 
their numbers and return them. Then we draw a chip and record its number. If the number 
drawn is one of the (m - n) numbers then we stop. Otherwise we continue drawing until we 
get a chip which has a number that has been drawn before, including the (m - n) numbers 
that had been previously drawn, then we stop. The value of S,,, + 1 is equal to the number 
of chips required to accomplish this. 
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