Abstract. A classical result in ergodic theory says that there always exists a topological model for any factor map π :
Introduction
In ergodic theory a natural question is how to endow a given measurable system with a "nice" topological structure without destroying the original measurable structure. This kind of topological structure is called topological model or realization. To be precise, one has the following definition. Definition 1.1. Let (X, X , µ, T ) be a measurable system. We say that the system (X,X ,μ,T ) is a topological model (or just a model) for (X, X , µ, T ) if (X,T ) is a topological system, and there is some invariant measureμ such that the systems (X, X , µ, T ) and (X,X ,μ,T ) are measure theoretically isomorphic.
In general, one has the definition of topological model for a factor map between measurable systems. A classical result in ergodic theory says that for each factor map π : (X, X , µ, T ) → (Y, Y, ν, S) of ergodic systems there is a factor mapπ : (X,T ) → (Ŷ ,Ŝ) of Cantor systems such thatπ is a model for π (see [3, Theorem 5.15] or [6, Chapter 2] ). A natural question is whether one can add additional properties toπ.
For example, a consequence of a striking result by Furstenberg and Weiss [4] is that each factor map between two non-periodic ergodic systems has an almost one-to-one model. In this paper, we show that each factor map of two ergodic systems has a model which is either weakly mixing or finite-to-one. A factor map π : (X, T ) → (Y, S) between two topological systems is called (topologically) weakly mixing if (R π , T × T | Rπ ) is transitive, where R π = {(x, y) ∈ X 2 : π(x) = π(y)}. For a natural number N , π is N -to-1 if Card π −1 (π(x)) = N for each x ∈ X. The notion of weakly mixing extension is important both in ergodic theory and topological dynamics. For example, in ergodic theory, Furstenberg structure theorem [3] says that each ergodic system is a (measurable) weakly mixing extension of a (measurable) distal system. And in topological dynamics, the structure theorem of minimal flows [2, 13, 16] says that the class of minimal flows is the smallest class of flows containing the trivial flow and closed under (a) homomorphisms, (b) inverse limits, and (c) three "building blocks": isometric extensions, proximal extensions and weakly mixing extensions. One can find properties on weakly mixing extensions in [5, 8, 13, 16] , and constructions of weakly mixing extensions in [7] .
To be precise, here is our main result:
be a factor map with (X, X , µ, T ) ergodic, and let µ = y∈Y µ y dν(y) be the disintegration of µ over ν. Then one of the following statements holds:
(1) if µ y is non-atomic for ν-a.e. y ∈ Y , then there is a weakly mixing factor mapπ : (X,T ) → (Ŷ ,Ŝ) which is a model for π : X → Y . (2) if µ y is atomic for ν-a.e. y ∈ Y , then there is a N -to-1 factor mapπ : (X,T ) → (Ŷ ,Ŝ) which is a model for π : X → Y , where N ∈ N.
Remark 1.4. In this remark we explain why there are only two possibilities. It is easy to show that p : X → R, x → µ π(x) ({x}) is measurable and invariant. By the ergodicity, we have p is a constant function. Then we have two cases. The first is when p = 0 so that µ y is non-atomic for ν-a.e. y ∈ Y . The second case is when p > 0 so that µ y is atomic for ν-a.e. y ∈ Y . For more details, please see the proof of Roklin skew theorem in [6, Page 70 ].
When Y is trivial, one has the following corollary immediately: Each non-periodic ergodic system has a weakly mixing model. Note that this corollary is a known result. In fact Lehrer [11] showed a much stronger result: Every non-periodic ergodic system has a uniquely ergodic and topologically mixing model.
A more interesting question is as follows, which is a generalization of Weiss's theorem on relatively uniquely ergodic models in [17, 18] . Question 1.5. In Theorem 1.3, can one require (X,T ) to be uniquely ergodic?
We believe that above question has a positive answer, but we could not prove it yet. In Section 4, we will present more related questions.
We organize the paper as follows: in Section 2, we give the basic definitions and facts used in the paper. We prove the main result Theorem 1.3 in Section 3. In the final section, we will discuss unique ergodicity and present some related questions.
Preliminaries
In this section we introduce some notations used in this paper. For more details, please refer to [3, 6] .
2.1. A measurable system is a quadruple (X, X , µ, T ) where (X, X , µ) is a Lebesgue probability space and T : X → X is an invertible measure preserving transformation. A measurable system is ergodic if all the T -invariant sets have measure either 0 or 1. For an ergodic system, either the space X consists of a finite set of points on which µ is equidistributed, or the measure µ is atom-less. In the first case the system is called periodic, and it is called non-periodic in the latter.
A homomorphism (or called factor map) from (X, X , µ, T ) to a system (Y, Y, ν, S) is a measurable map π : X 0 → Y 0 , where X 0 is a T -invariant subset of X and Y 0 is an S-invariant subset of Y , both of full measure, such that π * µ = µ • π −1 = ν and S • π(x) = π • T (x) for x ∈ X 0 . When we have such a homomorphism we say that the system (Y, Y, ν, S) is a factor of the system (X, X , µ, T ). If the factor map π : X 0 → Y 0 can be chosen to be bijective, then we say that the systems (X, X , µ, T ) and (Y, Y, ν, S) are (measure theoretically) isomorphic. A factor can be characterized (modulo isomorphism) by π −1 (Y), which is a T -invariant sub-σ-algebra of X .
2.2.
A topological dynamical system is a pair (X, T ), where X is a compact metric space and T : X → X is a homeomorphism. A topological system (X, T ) is transitive if there exists some point x ∈ X whose orbit O(x, T ) = {T n x : n ∈ Z} is dense in X. The system is minimal if the orbit of any point is dense in X. (X, T ) is topologically weakly mixing if the product system (X × X, T × T ) is transitive.
A factor of a topological system (X, T ) is another topological system (Y, S) such that there exists a continuous and onto map φ : X → Y satisfying S • φ = φ • T . In this case, (X, T ) is called an extension of (Y, S). The map φ is called a factor map.
2.3. Let (X, X , µ, T ) be a measurable system. A partition α of X is a family of disjoint measurable subsets of X whose union is X. Let α and β be two partitions of (X, X , µ, T ). One says that α refines β, denoted by α β or β ≺ α, if each element of β is a union of elements of α.
Let α and β be two partitions. Their join is the partition α ∨ β = {A ∩ B : A ∈ α, B ∈ β} and extend this definition naturally to a finite number of partitions. For m ≤ n, define
where
2.4. Let (X, X , µ, T ) be an ergodic system and α = {A j } 1≤j≤l a finite partition (we usually assume µ(A j ) > 0 for all j). We sometimes think of the partition α as a function ξ 0 : X → Σ = {1, 2, . . . , l} defined by ξ 0 (x) = j for x ∈ A j . The pair (X, α) is traditionally called a process. Let Ω = Ω(l) = {1, 2, . . . , l} Z and let S be the shift. One can define a homomorphism φ α from X to Ω, given by φ α (x) = ω ∈ Ω, where
We denote the distribution of the stochastic process, (φ α ) * (µ), by ρ = ρ(X, α) and call it the symbolic representation measure of (X, α). Let
Then we get a homomorphism φ α : (X, X , µ, T ) → (X α , X α , ρ, S). This homomorphism is called the symbolic representation of the process (X, α). This will not be a model for (X, X , µ, T ) unless ∞ i=−∞ T −i α = X modulo null sets, but in any case this does give a model for a non-trivial factor of X.
2.5.
For the set of all finite partitions with the same cardinality, there is a complete metric.
Note that d µ part (α, β) will be different when the partitions are indexed in different ways.
Proof of Theorem 1.3
In this section, we will prove our main result Theorem 1.3. First we show the difficult case: where the elements of the disintegration are non-atomic. Then we deal with the other case.
3.1. Weakly mixing extensions. In this subsection we prove the first part of Theorem 1.3. That is, we will show the following result.
be a factor map with (X, X , µ, T ) ergodic and let µ = y∈Y µ y dν(y) be the disintegration of µ over ν. If µ y is nonatomic for ν-a.e. y ∈ Y , then there is a weakly mixing factor mapπ :X →Ŷ which is a model for π : X → Y .
Before going on, we need some preparations. Let (Y, Y, ν, S) be a factor of
By using this identification it is possible to define the projection of
. The disintegration of µ over ν is given by a measurable map y → µ y from Y to the space of probability measures on X such that
The self-joining of (X, X , µ, T ) relatively independent over the factor
This measure is characterized by
be a factor map. Let α and β be finite partitions of X and Y respectively with α β. Let
α is called 1-weakly mixing with respect to β if for any U, V ∈ {A Remark 3.3. By a classical abuse of terminology we denote by the same letter the σ-algebra Y and its inverse image by π. In other words, if (Y, Y, ν, S) is a factor of (X, X , µ, T ), we think of Y as a sub-σ-algebra of X . Hence in Definition 3.2, α β means that α π −1 (β).
By definitions it is easy to verify the following result.
be a factor map. Let α be a finite partition of X and β be a finite partition of Y with α β. Then the symbolic representation X α of α is an extension of the symbolic representation Y β of β. Letπ be the factor map from X α to Y β . Thenπ is weakly mixing if α is weakly mixing with respect to β.
The following result is the famous Rohlin Lemma, please refer to [6, 18] for a proof.
Theorem 3.5 (Rohlin Lemma). Let (X, X , µ, T ) be a non-periodic ergodic system, N a positive integer and > 0, then there exists a subset B such that the sets B, T −1 B, . . ., T −(N −1) B are pairwise disjoint and µ(
To prove Proposition 3.1, we need a generalization of Rohlin Lemma.
Lemma 3.6. Let (X, X , µ, T ) be a non-periodic ergodic system. For each B ∈ X with µ(B) > 0 and each n ∈ N, one can find a subsetB ⊂ B and c = c(n) > 0 such thatB, T −1B , . . . , T −(n−1)B are pairwise disjoint, and µ(B) ≥ cµ(B).
Recall that two sets C, D being disjoint means that µ(C ∩ D) = 0.
. By Theorem 3.5, there is a subset C such that C,
Thus we have a finite set {n 1,i , . . . , n s i ,i } for each i ∈ {1, . . . , m}. LetB
By the construction,B, T −1B , . . . , T −(n−1)B are pairwise disjoint. Notice that is independent of B.
We need the following generalization of Lemma 3.6. Proof. We make the induction for k. Case k = 1 follows from Lemma 3.6. Assume the lemma is right for k − 1, and now we consider the case of k.
We use inductive assumption on {B 1 , B 2 , . . . , B k−1 }. Then there are k − 1 subsets
are pairwise disjoint, and min 1≤i≤k−1 {µ(
We should deal with this problem to get what we need.
and
Each two elements in {A ij , A k } 0≤i≤n−1,1≤j≤k−1 are disjoint since Lemma 3.6 and the inductive assumption.
and letB
Now we prove {B 1 ,B 2 , . . . ,B k } satisfies the condition. We only need to consider T
. By the construction we have that
Remark 3.9. By Remark 3.7 and the proof of Lemma 3.8, one can see that c(k, n) may be chosen as c(k, n) = 1 2 k+1 n , which is independent of B 1 , B 2 , . . ., B k .
Finally we need a lemma by Rohlin.
Lemma 3.10. [14, Lemma 3 , No.3 of §4] Let µ = y∈Y µ y dν(y) be the disintegration of µ over ν. Suppose that µ y is non-atomic for ν-a.e. y ∈ Y . If B is a measurable set of X with µ y (B) ≥ r > 0 for ν-a.e. y ∈ Y , then for any 0 ≤ θ ≤ r there exists a measurable set B θ such that B θ ⊆ B and µ y (B θ ) = θ for ν-a.e. y ∈ Y .
The following proposition is the key to the proof of Proposition 3.1.
Proposition 3.11. Let π : (X, X , µ, T ) → (Y, Y, ν, S) be a factor map. Let µ = y∈Y µ y dν(y) be the disintegration of µ over ν, and assume that µ y is non-atomic for ν-a.e. y ∈ Y .
Given a finite partition β of Y and an arbitrary finite partitionα of X which refines β, for any > 0 there is a partition α of X satisfying (1) α β;
3) α is weakly mixing with respect to β.
Proof.
Step 1: Sinceα β, let
We need the following fact: for each B ∈ Y,
It follows from this that
and µ y (π −1 (B)) = 1 when y ∈ B, µ y (π −1 (B)) = 0 when y ∈ Y \ B.
We will use the following claim frequently.
Proof of Claim: By Lemma 3.10, there is C ⊂ π −1 (B) such that for y ∈ B. Hence we have 
. Now we modify the partitionα. Let
Change A By the construction, for each s = (s 1 , s 2 , s 3 , s 4 ) and each i, j ∈ {1, . . . , k} one has that A
In particular,α 1 is 1-weakly mixing with respect to β.
By induction, we have a sequence of partitionsα 0 =α,α 1 , . . . ,α n−1 of X, and a sequence of positive numbers 0 = , 1 , . . . , n−1 such that for each i ∈ {1, . . . , n − 1}
;
i with A 1 , A 2 and A 3 , A 4 being subsets of the same element of β i−1
In particular,α i is i-weakly mixing with respect to β.
Step n: Now let us constructα n . Sinceα n−1 β, we have (α n−1 )
Now for each i, j ∈ {1, . . . , k n }, according to Lemma 3.8, there are t
(1) Each two elements in
for all i, j ∈ {1, . . . , k n }, s ∈ {1, 2 . . . , t n } 4 , where c(k n , n) is a constant as in Lemma 3.8. (3) Choose n > 0 such that 9 n < ν(F s ij ) for all i, j, s. By Claim for all i, j ∈ {1, . . . , k n } and s ∈ {1, . . . , t n } 4 there are G
To getα n , we cut K n away from every element ofα n−1 to get a set {U 1 \ K n , U 2 \ K n , . . . , U p \ K n }. Then we add some suitable elements from
to each U j \ K n such that the resulting sets meet our needs. For each i ∈ {1, . . . , k n } and s ∈ {1, . . . , s 
Then for each −(n − 1) ≤ u ≤ n − 1, if d u = j, we add the following set to U j \ K n :
That is, for the resulting partitionα n = {U 1 , U 2 , . . . , U p }, we have
Now we show the partitionα n = {U 1 , U 2 , . . . , U p } is what we need. First notice
kn }, where E s i has the same {1, . . . , p} n name with E s i for each i ∈ {1, . . . , k n } and s ∈ {1, 2, . . . , s n,i }. Denote the name of E 
. Thus for each i, j ∈ {1, . . . , k n }, s 1 , s 2 ∈ {1, . . . , s n,i } and s 3 , s 4 ∈ {1, . . . , s n,j }, we have E
That is,α n satisfies conditions (1 n ), (2 n ) and (3 n ), and we finish our induction.
To sum up, we have a sequence of partitions {α n } ∞ n=1 of X, and a sequence of positive numbers { n } ∞ n=1 satisfying conditions (1 n ), (2 n ) and (3 n ) for each n. Notice that by (1 n ), n n < /2.
By (2 n ), d µ part (α n−1 ,α n ) < n−1 /6, and hence {α n } is a Cauchy sequence since n n < /2. Since d Notice that for any set K, A, B ∈ X with µ(K) < /6, we have
By the construction, we have
for arbitrary j. That means α is weakly mixing with respect to β. The proof is completed. Now it is time to finish the proof of Proposition 3.1. To finish the proof, we need use the proof of Proposition 3.11 to get an increasing sequence of required partitions γ n such that the inverse limit of the corresponding symbolic representations is what we need. This part of the proof is standard (see, for example, [11, 15] ).
Proof of Proposition 3.1. Let π : (X, X , µ, T ) → (Y, Y, ν, S) be a factor map with (X, X , µ, T ) ergodic. Let {α n }, {β n } be two increasing sequences of partitions such that α n β n for all n ∈ N and σ(β n ) Y, σ(α n ) X , where σ(γ) is the σ-algebra generated by the set γ.
For α 1 , we adjust α 1 as in Step 1 of the proof of Proposition 3.11 to get a new partition γ . Inductively, we replace α n by α n γ n−1 n−1 , and we adjust
Step n of the proof of Proposition 3.11 to get a new partition γ n n . Now we define inductively γ n k for k < n. When n = 1 there is nothing to say. We assume that we have done for n − 1 (n ≥ 2), i.e. the partitions γ
, there is a function φ : {1, . . . , b} → 2 {1,...,a} \∅ such that A x ⊂ B y means x ∈ φ(y). And let
Since U is a finite set, Aut(U, ρ) is also a finite set. Assume Aut(U, ρ) = {η 1 , η 2 , . . . η k }, and let
Then E i is measurable for each 1 ≤ i ≤ k and ξ = {E 1 , E 2 , . . . , E k } is a partition of Y . Let {γ n } n be an increasing sequence of finite partitions with σ(γ n ) Y. Let β n = γ n ∨ ξ. Then we also have that σ(β n ) Y. Let Y n = Y βn be the symbolic representation of β n and ν n = ρ(Y, β n ). Then the inverse limitŶ = lim ← − Y n is a model for (Y, Y, ν, S). Let p n : Y → Y n be the corresponding factor map. Now we deduce a cocycle ω n : Y n → Aut(U ) from ω. Since for each y ∈ Y n , p −1 n (y) ⊂ E j for some j ∈ {1, . . . , k}, it is reasonable to define ω n : Y n → Aut(U ) as follows:
, and the projectionπ :X →Ŷ is a model for π : (X, X , µ, T ) → (Y, Y, ν, S). Since for each y ∈Ŷ ,π −1 (y) = {y} × U ,π is a N -to-1 extension. The proof is completed.
Unique ergodicity and Questions
Theory on uniquely ergodic models plays a very important role in ergodic theory and topological dynamics. In some sense it makes ergodic theory embed into topological dynamics. Please refer to [6, 8, 17, 18] for more information on this topic.
First recall the definition of unique ergodicity. Definition 4.1. A topological system (X, T ) is called uniquely ergodic if there is a unique T -invariant probability measure on X. It is called strictly ergodic if it is uniquely ergodic and minimal.
The famous Jewett-Krieger Theorem [9, 10] says that every ergodic system has a uniquely ergodic model. B. Weiss generalized this theorem to the relative case. then there is a uniquely ergodic model (X,X ,μ,T ) for (X, X , µ, T ) and a factor map π :X →Ŷ which is a model for π : X → Y .
− −− →Ŷ It is natural to ask whether one can add some additional properties onπ. For example, in the absolute case, E. Lehrer [11] showed that one can strengthen JewettKrieger Theorem as follows: Every ergodic system has a uniquely ergodic and topologically mixing model. And in [8] , lots of these kinds of results are discussed.
As to the relative case, there are not too many results. As mentioned in the Section 1, a consequence of Furstenberg-Weiss theorem [4] says that in Weiss's theorem (Theorem 4.2) one may requireπ being almost one-to-one when Y is non-periodic. Recently, Béguin, Crovisier and Le Roux showed that one can say more aboutπ in Weiss's theorem. For example, openness can be achieved: As mentioned in Question 1.5, it seems reasonable to add unique ergodicity in Theorem 1.3. We also think the following properties are reasonable to be added in Weiss's theorem. (1) Recall that for a factor map π : (X, T ) → (Y, S), π is proximal if for all x 1 , x 2 ∈ R π = {(x, y) ∈ X 2 : π(x) = π(y)}, x 1 , x 2 are proximal, i.e. lim inf n d(T n x 1 , T n x 2 ) = 0; π is distal if for all x 1 , x 2 ∈ R π , x 1 , x 2 are not proximal; and π is RIC (relatively incontractible) if it is open and for every n > 1 the minimal points are dense in the relation R n π = {(x 1 , . . . , x n ) ∈ X n : π(x i ) = π(x j ), ∀1 ≤ i ≤ j ≤ n}.
(2) In Question 4.4, the condition in (i) implies weak mixing, i.e. any open proximal factor map of minimal systems is weakly mixing [5] . The difference between (i) and (ii) is that in (i) the diagonal ∆ X is the only minimal set of (R π , T × T ), but in (ii) minimal points are dense in (R π , T × T ).
Note that not any dynamical properties can be added in the uniquely ergodic models. For example, Lindernstrauss showed that every ergodic measure distal system (X, X , µ, T ) has a minimal topologically distal model [12] . This topological model need not, in general, be uniquely ergodic. In other words there are measure distal systems for which no uniquely ergodic topologically distal model exists [12] . For more information please refer to [8] .
