



HASIL DAN PEMBAHASAN 
Pada bab ini dijelaskan mengenai implementasi metode yang telah dijelaskan 
pada bab metodologi penelitian, implementasi data, implementasi program yang 
digunakan, melakukan pengujian, dan penjelasan terkait hasil yang diperoleh pada 
saat implementasi.  
4.1. Implementasi Data 
Data yang digunakan dalam penelitian ini adalah data CSC Tangerang City 
dari Januari 2016 – September 2019 dengan format csv. Data yang digunakan hanya 
variabel terima. Jumlah data yang digunakan sebanyak 916. Dataset ini kemudian 
digunakan pada IDE Jupyter Notebook untuk melakukan prediksi pendapatan 
menggunakan metode LSTM. Berikut pada gambar 4.1 adalah potongan gambar 
dari data tersebut:  
 
Gambar 4.1 Potongan Dataset 
4.1.1. Difference Data 
Difference data menggunakan fungsi dari numpy.  
 
Gambar 4.2 Source Code Difference Data 
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4.1.2. Scaling Data 
Scaling data menggunakan MinMaxScaler. 
 
Gambar 4.3 Source Code Scaling Data 
4.1.3. Uji Stasioneritas 
Uji stasioneritas menggunakan Dickey-Fuller Test. Berikut pada gambar 4.4 
adalah source code uji stasioneritas yang digunakan. 
 
Gambar 4.4 Source Code Uji Stasioneritas 
 
Gambar 4.5 Hasil Uji Stasioneritas 
Terlihat pada gambar 4.5 adalah hasil dari Dicky-Fuller Test. Untuk 
mengetahui data stasioner atau tidak dengan melihat Test Statistic dan p-value, 
apabila nilai Test Statistic lebih kecil dari Critical Value atau p-value lebih kecil 
sama dengan 0.05, maka data tidak memiliki unit root dan data stasioner. Data yang 
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digunakan memiliki nilai Test Statistic -4.5422 dan nilai p-value 0.0002, sehingga 
data yang digunakan stasioner. 
4.2. Implementasi Program 
Berikut adalah implementasi dari program dengan menggunakan IDE Jupyter 
Notebook dengan Bahasa Python: 
4.2.1. Moving Window 
Inisiasi dengan ukuran moving window 16. Moving window menggunakan 
fungsi shift dari panda untuk menggeser seluruh kolom dengan jumlah yang telah 
ditentukan. Pada gambar , menggeser kolom ke atas 1 dengan – (i+1). Jika ingin 
menggeser kolom ke bawah 1 menggunakan + (i+1) kemudian menggabungkan 
kolomnya ke data asli.  
 
Gambar 4.6 Source Code Moving Window 
4.2.2. Pembagian Data Train dan Data Test 
Pada gambar 4.7 data dibagi dengan komposisi data train 90% dan data test 
10%.  
 
Gambar 4.7 Source Code Pembagian Data Train dan Data Test 
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4.2.3. Implementasi Model LSTM 
Pembuatan model LSTM menggunakan library Keras. Model dari arsitektur 
LSTM dengan menggunakan 4 layer. Layer 1 dan 4 menggunakan 16 neuron. Layer 
2 dan 3 adalah hidden layer menggunakan 128 neuron pada gambar 4.8. Hidden 
layer akan berubah sesuai dengan skema pengujian yang telah dibuat. 
 
Gambar 4.8 Source Code Arsitektur LSTM 
4.2.4. Implementasi Prediksi Pendapatan 
Prediksi pada data train dan data test, kemudian mengembalikan nilai dari 
normalisasi. Hasil pengukuran prediksi menggunakan RMSE dan mencetak 
hasilnya. 
 
Gambar 4.9 Source Code Prediksi 
4.3. Pengujian 
Pengujian dilakukan untuk mengukur suatu percobaan dan dalam penelitian 
ini yaitu akurasi hasil prediksi menggunakan RMSE. Pengujian dilakukan 
menggunakan 1 unit laptop dengan spesifikasi Hardware: Processor Intel Core i5-
6200U CPU @ 2.30 GHz, Tipe Sistem 64-bit, Memory 4 GB, dan Sistem Operasi 
Windows 10 Pro. Pengujian dilakukan sesuai dengan rancangan pengujian. Setiap 
pengujian dilakukan dengan komposisi data train dan data test yang berbeda, 
kemudian mencari jumlah neuron hidden layer dan epoch yang paling optimal. 
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Setelah mendapatkan hyperparameter yang optimal, melakukan pengujian pada 
komposisi data train dan data test yang telah ditetapkan sekali lagi. 
4.3.1. Pengujian komposisi data train 50% dan data test 50% 
Pengujian jumlah neuron hidden layer dengan komposisi data train 50% dan 
data test 50%. Berikut adalah gambar dari sampel pengujian 512 neuron hidden 
layer: 
 
Gambar 4.10 Pengujian 512 Neuron Data Train 50% dan Data Test 50% 
Tabel 4.1 Kombinasi Jumlah Neuron Hidden Layer Data Train 50% dan 







1. 16 829739.08 836596.13 
2. 32 663686.33 662954.32 
3. 64 652326.78 650307.98 
4. 128 648466.19 648115.79 
5. 256 671472.16 667542.49 
6. 512 835291.95 841932.47 
Berdasarkan tabel 4.1, menunjukan bahwa 128 neuron pada hidden layer 




4.3.2. Pengujian komposisi data train 60% dan data test 40% 
Pengujian jumlah neuron hidden layer dengan komposisi data train 60% dan 
data test 40%. Berikut adalah gambar dari sampel pengujian 512 neuron hidden 
layer: 
 
Gambar 4.11 Pengujian 512 Neuron Data Train 60% dan Data Test 40% 








1. 16 842007.35 802968.55 
2. 32 689369.81 650965.41 
3. 64 663039.68 624376.94 
4. 128 662768.99 621805.69 
5. 256 664147.06 623471.56 
6. 512 853183.17 811925.42 
Berdasarkan tabel 4.2, menunjukan bahwa 128 neuron pada hidden layer 




4.3.3. Pengujian komposisi data train 70% dan data test 30% 
Pengujian jumlah neuron hidden layer dengan komposisi data train 70% dan 
data test 30%. Berikut adalah gambar dari sampel pengujian 512 neuron hidden 
layer: 
 
Gambar 4.12 Pengujian 512 Neuron Data Train 70% dan Data Test 30% 








1. 16 726309.35 675763.78 
2. 32 671473.14 615210.79 
3. 64 664263.86 608313.83 
4. 128 666300.75 613582.33 
5. 256 686107.51 634269.87 
6. 512 852227.04 795759.85 
Berdasarkan tabel 4.3, menunjukan bahwa 64 neuron pada hidden layer 




4.3.4. Pengujian komposisi data train 80% dan data test 20% 
Pengujian jumlah neuron hidden layer dengan komposisi data train 80% dan 
data test 20%. Berikut adalah gambar dari sampel pengujian 512 neuron hidden 
layer: 
 
Gambar 4.13 Pengujian 512 Neuron Data Train 80% dan Data Test 20% 








1. 16 836121.90 802440.97 
2. 32 677658.16 636603.26 
3. 64 653162.59 613362.11 
4. 128 653858.38 610696.59 
5. 256 661585.48 615755.12 
6. 512 840367.68 805776.17 
Berdasarkan tabel 4.4, menunjukan bahwa 64 neuron pada hidden layer 




4.3.5. Pengujian komposisi data train 90% dan data test 10% 
Pengujian jumlah neuron hidden layer dengan komposisi data train 90% dan 
data test 10%. Berikut adalah gambar dari sampel pengujian 512 neuron hidden 
layer: 
 
Gambar 4.14 Pengujian 512 Neuron Data Train 90% dan Data Test 10% 








1. 16 749122.09 685113.87 
2. 32 666843.22 599600.12 
3. 64 650099.21 594401.29 
4. 128 655327.92 595058.44 
5. 256 651650.83 587911.37 
6. 512 839514.28 759988.16 
Berdasarkan tabel 4.5, menunjukan bahwa 64 neuron pada hidden layer 
memiliki nilai yang paling optimal pada komposisi data train 90% dan data test 
10%. Pada prediksi data time series, tidak ada aturan pasti jumlah neuron hidden 
layer yang optimal karena tergantung dengan data yang digunakan pada percobaan 




4.3.6. Pengujian Parameter Epoch 
Pengujian jumlah epoch menggunakan 128 neuron hidden layer dengan 
komposisi data train 50% dan data test 50% karena memiliki RMSE Train Data 
yang paling optimal dari komposisi yang lainnya.  
 
Gambar 4.15 Pengujian Jumlah Epoch 
Tabel 4.6 Kombinasi Jumlah Epoch 
No. Epoch Train Loss Test Loss 
1. 100 0.027042 0.028801 
2. 200 0.024540 0.028489 
3. 300 0.024134 0.028478 
4. 400 0.023547 0.028261 
5. 500 0.021477 0.023836 
6. 600 0.017006 0.017719 
7. 700 0.016869 0.017520 
8. 800 0.015518 0.017930 
9. 900 0.015492 0.017585 
10. 1000 0.015998 0.017115 
Berdasarkan tabel 4.6, menunjukan bahwa jumlah 900 epoch memiliki hasil 
train loss yang paling optimal. Pada prediksi data time series, tidak ada aturan pasti 
jumlah epoch yang optimal karena tergantung dengan data yang digunakan pada 
percobaan tersebut. Sehingga untuk mendapatkan hasil yang optimal dapat 
dilakukan dengan percobaan.  
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Setelah mendapatkan jumlah neuron hidden layer dan epoch yang paling 
optimal, melakukan pengujian sekali lagi dengan kombinasi hyperparameter 
optimal tersebut. 
Tabel 4.7 Kombinasi Hyperparameter Optimal 
No. Komposisi Data Neuron 
Hidden 
Layer 




1. data train 50% 
dan data test 50% 
128 900 648408.28 649151.41 
2. data train 60% 
dan data test 40% 
128 900 654693.06 618770.27 
3. data train 70% 
dan data test 30% 
128 900 655382.25 603286.15 
4. data train 80% 
dan data test 20% 
128 900 644197.87 606569.65 
5. data train 90% 
dan data test 10% 
128 900 641375.70 594197.70 
 
 
Gambar 4.16 Grafik Model Loss Data Train 90% dan Data Test 10% 
Berdasarkan tabel 4.7, menunjukan bahwa hasil yang paling optimal adalah 
dengan hyperparameter 128 neuron hidden layer, 900 epoch, dan komposisi data 
train 90% dan data test 10%. Pada gambar 4.16 adalah grafik model loss dari 
kombinasi hyperparameter yang optimal tersebut. 
Hasil prediksi perlu dilakukan perbandingan dengan data asli untuk 
mengukur kesalahan dari hasil prediksi. Pada gambar 4.17 adalah grafik 
perbandingan data asli dengan data hasil prediksi dan pada gambar 4.18 adalah 
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potongan nilai dari 5 data pertama hasil perbadingan data asli dengan data hasil 
prediksi. 
 
Gambar 4.17 Grafik Data Asli dan Data Prediksi 
 
Gambar 4.18 Potongan Nilai Data Asli dan Data Prediksi 
4.4. Analisa Hasil 
Berdasarkan hasil pengujian prediksi menggunakan arsitektur LSTM 
mendapatkan hasil sebagai berikut: 
a. Pada pengujian jumlah neuron hidden layer yang paling optimal yaitu pada 
pengujian komposisi data train 50% dan data test 50% dengan menggunakan 
128 neuron hidden layer mendapatkan nilai RMSE data train sebesar 
648466.19. 
b. Pada pengujian jumlah epoch yang paling optimal yaitu pada 900 epoch 
dengan nilai train loss pada model sebesar 0.015492. 
c. Pada pengujian dengan hyperparameter optimal mendapatkan hasil terbaik 
yaitu pada komposisi data train 90% dan data test 10% dengan nilai RMSE 
sebesar data train 641375.70 dan data test 594197.70. Terlihat pada gambar 
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4.16, grafik model loss yang dihasilkan cukup bagus karena nilai loss data 
train dan data test menurun seiring dengan epoch, serta loss data test yang 
tidak melebihi data train pada akhir yang menunjukkan bahwa model tidak 
overfit. 
d. Nilai RMSE yang dihasilkan besar disebabkan karena beberapa alasan, yaitu 
pengujian RMSE dilakukan setelah model prediksi mengembalikan nilai dari 
scaling (range nilai 0-1) menjadi nilai normal sebelum scaling dan tergantung 
pada data yang digunakan. Data memiliki range nilai minimum -1633033 dan 
nilai maksimum 2166061.  
e. Berdasarkan grafik perbandingan data prediksi dan data asli pada gambar 
4.17, hasil prediksi memiliki akurasi cukup baik mendekati nilai aslinya 
meskipun sedikit dan masih banyak data prediksi yang jauh dari nilai aslinya. 
Tetapi, data prediksi memiliki nilai yang turun dan naik sama dengan nilai 
asli cukup banyak. Dengan tingkat akurasi kesalahan 16.67% pada nilai 
penurunan dan kenaikan data prediksi. Sebanyak 15 data dari 90 
perbandingan data yang mengalami kesalahan yaitu, pada data ke-14 menuju 
ke-15, data ke-27 menuju data ke-28, data ke-44 menuju data ke-45, data ke-
59 menuju data ke-60, data ke-65 menuju data ke-66, data ke-66 menuju data 
ke-67, data ke-80 menuju data ke-81, dan data ke-81 menuju data ke-82 yang 
seharusnya mengalami penurunan bukan kenaikan dan pada data ke-31 
menuju data ke-32, data ke-34 menuju data ke-35, data ke-41 menuju data ke-
42, data ke-46 menuju data ke-47, data ke-57 menuju data ke-58, data ke-68 
menuju data ke-69, dan data ke-71 menuju data ke-72 yang seharusnya 
mengalami kenaikan bukan penurunan. 
