This paper studies the asymptotic bias of the differencing parameter estimator when data are measured with error. The estimator is established via the partial autocorrelation function. Factors that affect the direction of bias of the estimator are found.
Introduction
Estimation of the fractional integrated model is currently a very active research area, see Baillie (1996) for an extensive review of the literature. In typical formulation of the model, it is usually assumed that the measured data conform to the variables of interest. Much less is known about the direction of bias of the estimate for the differencing parameter when errors in variables occur.
The consequences of errors in variables have been studied by a number of authors, one of the earliest was Adcock (1877 Adcock ( , 1878 , who considered the problem of fitting a straight line when both variables are subject to error. If only a single independent variable is measured with error, Levi (1973) showed that the corresponding OLS parameter estimate will be asymptotically biased towards zero. Nelson (1995) obtained a similar result for the case where more than one independent variable is measured with error. This phenomenon is called attenuation bias, a situation where the impact of the regressor on the dependent variable is diluted by measurement errors. The attenuation bias is usually linear, in the sense that the probability limit of the estimator is the true parameter multiplied by a positive constant less than 1. This paper shows that the estimator for the differencing parameter in a fractionally integrated model is usually not attenuated when the data contain observational errors. Under some special situations, the estimator will be attenuated, but in a nonlinear fashion.
Estimating d via partial autocorrelation function
Consider the following model: integer, then the process is said to be fractionally integrated (Granger and Joyeus, 1980 
The expressions for autocorrelation and partial autocorrelation functions are especially simple when th * u is assumed to be i.i.d. In particular, the n order autocorrelation function of y is provided by To obtain the sample autocorrelation function, we run a regression of y on y , y , . . . , y .
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As stated in Brockwell and Davis (1991, page 524) , by the Durbin-Levinson algorithm (Brockwell and Davis, 1991, page 169, proposition 5.2 
In particular,
Thus, the n order sample partial autocorrelation can be obtained from the estimated coefficient of * * * * * y in the regression of y on y , y , . . . , y .
The estimator for d based on the nth order partial autocorrelation function can be constructed bŷ
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g ĵ ] The direction of bias of r depends on the values of A and the ratio . In the case of uncorrelated j 2 s * measurement error (i.e., g 5 0 for j 5 61, 62, . . . ), r will be attenuated by a factor A.
To study the direction of bias of d n in (8), let s dˆˆˆb
n,1 n,2 n,n 21 n,n r(n) 5 (r r ? ? ? r r )9, l n F n r n 1 s g n n, d, a, u, f is a compact generalization of the probability limit of the estimator d n for different functions for n 5 1, 2 and 3 would be respectively Thus for white noise measurement errors and for n 5 1, the estimator for d is biased towards zero. As the variance of measurement error increases (the value of a increases), the estimator will bias more towards zero. Fig. 2 shows the effect of n on f n, d, a, 0, 0 , using a 5 1 and n 5 1, 4. s d Note from Fig. 2 that f 1, d, 1 feel for how the direction and magnitude of bias change with these parameters. Cases where u, s f 5 2 0.5, 0.5 and 0.5, 2 0.5 are equivalent to the white noise case and are therefore skipped. 
