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「鉄道線路ビジョンのための幾何学モデルと
今後の課題」
笹間　宏 ＊
道路交通や鉄道において、移動車両からみた前方画像を用いて前方の安全確認をおこな
ったり運転制御に活かすことは重要な課題である。特に鉄道の場合は、移動がレールによ
って拘束されているために、極めて特殊なビジョンの問題となる。このような鉄道線路ビ
ジョンに関して、これまで検討してきた左右レールを基準にして線路空間を規定する軌道
空間モデルについて整理し、その概要をまとめた。
さらに、走行車両からの動画像におけるオプティカルフローを、線路ビジョンにおいて
活用するいくつかの方法を提案した。特に動画像最外郭フレーム上の諧調データとオプテ
ィカルフローデータにより線路走行動画像表現する全く新しい動画記録方式を提案し、そ
のデータ生成法と画像再生法の概要を述べる。最後に、線路ビジョンの応用システムを実
現するために必要と考えられる課題に関してのいくつかの問題提起を行った。
キーワード：線路空間、移動画像、マシンビジョン、オプティカルフロー、幾何学変換
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A Geometric Ｍmodel for Railway Vision and Future Problems
Hiroshi SASAMA
The safety forward confirmation and the driving control by using the image seen
from the moving vehicle in the railroad traffic are an important problem. Especially,
because the movement is restrained with the rail, it becomes the problem of an
extremely special vision for the railway. Some vision models have been investigated for
the problem up to now, and an orbit space model which provided for the standard
railway track space is proposed. In this paper, the outline is summarized.
It proposes some methods of using optical flow in the dynamic scene from the
running vehicle in the railway track vision. Especially, it proposes a new dynamic
image recording method to represent the dynamic scene of running on the railway
track according to the brightness data and the optical flow data on outline frame of the
dynamic image, and the data generation method and the image restoration method are
described. Finally, some problems thought to be necessary to achieve the applied
system of the railway track vision are investigated.
Keyword：track space, movement picture, machine vision, optical flow, geometric
transformation 
研究ノート
1．はじめに
マシンビジョンの技術は、ディジタルカメラ
の普及や画像処理技術の進展により、広い分野
で実用化の段階に入っている。交通分野では、高
度交通システム（ITS）プロジェクトや先進的安
全自動車（ASV）プロジェクトなどの中で、マシ
ンビジョンの活用が積極的に進められ、一部実
用化の領域に入りつつある。
鉄道においても1990年代から各種安全監視と
設備検査へのマシンビジョンの応用が積極的に
検討され、比較的定型的な設備検査の分野など
で実用化事例が見られるようになって来た。そ
れに対して、安全監視へのマシンビジョン適用
のためには、
①画像により安全を判断するためには高度の
パターン認識を必要とする。
②屋外現場の環境条件が多様で、画像処理に
適した状況に環境制御することが難しい。
③安全に関わる問題では認識結果に対する高
度な信頼性が求められる。
などの厳しい条件があるため、あまり実用化
が進んでいない。
このような難しい問題を含んでいるが、鉄道に
おける安全確保は最大の要請であるため、画像を
利用した安全監視のシステムがいろいろ試みら
れている。地上側設置カメラによる安全監視とし
ては、駅ホームの落人検知、踏み切り安全監視、駅
や踏切の状況画像を列車運転席や安全監視セン
ターへ伝送監視するシステムなどが検討され、一
部実用化されている。また、車上側による安全監
視システムとしては、要注意箇所の地上カメラか
らの画像を運転席に表示するタイプのものが実
用化されているほか、先進的なシステムとしては
営業運転開始前に線路の安全を確認するための
確認車に関して、赤外線カメラを使用し自動的に
列車前方安全監視をするシステムが一部実現し
ている［２］。
将来、列車前方の安全を監視し運転士の業務
を支援するシステムを実現し、さらに究極的に
は無人運転を実現するためには、列車前方画像
を認識し、状況を判断し、安全を確認する線路
ビジョンの機能が不可欠である。そこで、本稿で
はこれまで検討してきた列車前方線路空間のモ
デル化と、線路空間認識のための手法について
整理し、さらに新たにいくつかの方法を提案し、
最後に今後の課題について述べる。
2．線路空間モデルと線路画像モデル
自動車分野におけるITSやASVにおいても、
画像を用いた自動車前方道路の画像監視の問題
が積極的に研究開発されている。この種の問題
に関しては道路と鉄道線路の問題では共通の点
も多い。移動車両上のカメラからの動揺や自然
照明環境に対応するためのカメラの開発、さら
に環境対応するための画像処理技術は鉄道分野
においても活用可能である。
他方、鉄道線路空間および鉄道列車の場合、道
路上の自動車とは異なった条件がある。鉄道固
有の条件を考慮すると、線路ビジョンではより
効果的な画像処理を実現できることが期待でき
る。道路上の自動車ビジョンと比べて鉄道線路
ビジョンでは、以下のような特徴がある。
①列車はレールに拘束され走行するので、走
行に伴うカメラの運動は原則として自由度
１の運動である。
②線路空間はレール基準の建築限界のトンネ
ル空間であり、全ての設備が２本のレール
を基準として設置されている。極めて規格
性の高い空間である。
2.1 モデル化の考え方
鉄道線路においては、地上設備と走行列車と
が接触を起こさないように、図２.１に示すよう
に、レールを基準とした建築限界と呼ばれる断
面を持ったトンネル空間となっており、その空
間内を建築限界より若干のクリアランスを持た
せた車両限界により制約された断面形状の車両
が安全に走行することが出来る。
次に、このような条件にあった空間及び画像
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モデルを考える。従来から鉄道においては、キロ
程を基準に軌道軸に沿った設備配置図面が線路
図として用いられており、本質的に鉄道線路画
像情報のモデルとして、軌道軸に沿ったモデル
が求められている。そこで、基本軸をレール中心
軸とし、線路周辺設備と沿線情景の画像情報を
軌道軸に沿って正規化することを考える。
なお、レール中心軸は直線部と、曲線部の円弧
部およびそれらの接続部としての緩和曲線部都
からなっているが、取り扱いを容易にするため
に、曲線部を折れ線近似し、全てを局所的直線部
の集合として扱うこととする［10］。
2.2 空間座標系と画像座標系
上記モデルの考え方にもとづいて、まず複数
の空間座標系と画像座標系の関係を整理してお
く。最初にこれらの座標系の関係を図２.２に、
各座標系における変数やベクトルの表記法を表
２.１にまとめて示す。
３次元空間座標系としては、基本的な地上座
標系（x,y,z）、中心投影カメラに固定されたカメ
ラ座標系（cx ,cy ,cz）、および本稿で提案する軌道
軸正規化座標系（tx ,ty ,tz）の三つの座標系を考え
る。本稿においては、座標系を左手系にとった。
地上座標系の原点をg０=（0 0 0）T、座標軸単
位ベクトルex=（1 0 0）T、ey=（0 1 0）T、ez=（0 0
1）T、地上座標系で表した点の位置ベクトルをg=
（x y z）Tとする。また、カメラ座標系の原点を
gc0=（xc0 yc0 zc0）T、座標軸単位ベクトルecx ecy ecz 、
カメラ座標系で表した座標系原点の位置ベクト
ルをc=（cx cy cz）Tとする。さらに、軌道軸etzの
方向とスケールを規準にした軌道軸正規化座標
系の原点をgt０=（xt０ yt０ zt０）T、座標軸単位ベク
トルetx ety etz 、軌道軸正規化座標系で表した点
の位置ベクトルをt=（tx ty tz）Tとする。
２次元の画像座標系としては、中心投影カメラ
によって透視変換された透視画像座標系（u,v）を
考える。透視画像座標系の原点gc０=（xc０ yc０ zc
０）T、座標軸単位ベクトルeu ev、２次元画像内の
点ベクトルをp=（u,v）Tとする。
2.3 地上座標系、カメラ座標系、軌道軸正規化
座標の相互関係
本研究においては、地上座標系をベースとし
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図２.１　建築限界と建築限界を包含する矩形トンネル断面（2-6）
て、カメラ座標系および軌道軸正規化空間座標系
を用いて透視面画像および仮想面画像の透視・
投影関係を考える。そこで、３次元空間内の点に
対する地上座標系により表した位置ベクトルg=
（x y z）T,c=（cx cy cz）T,t=（tx,ty,tz）Tの相互関係につ
いて整理しておく。
（1）カメラ座標系と地上座標系との相互座標変換
地上座標系に対して、カメラ座標系の光学原
点位置をgc0、カメラ座標軸cx,cy,czに対する方向
単位ベクトルをecx,ecy,eczとすると、その姿勢変
換行列Kcは次のように表される。
（2.1）
この姿勢変換行列Kcを用いて、カメラ座標系
表現の位置ベクトルcと地上座標系表現の位置
Ｋc＝（  cx   cy   cz） e e e
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図２.２　各空間座標系と画像座標系
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表２.1 本文中で用いる各座標系とベクトル変数
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ベクトルgは次式により相互変換される。
（2.2）
（2.3）
（2）軌道軸正規化座標系と地上座標系との相互
座標変換
同様に軌道軸原点gt0、３つの座標軸方向ベク
トルがetx，ety，etzで与えられる時、軌道軸正規化
座標系の姿勢変換行列Ktは、次のように表され
る。
（2.4）
この姿勢変換行列Ktを用いて、軌道軸正規化
座標系表現の位置ベクトルtと、地上座標系表現
の位置ベクトルgは、次式により相互変換され
る。
（2.5）
（2.6）
（3）カメラ座標系と軌道軸正規化座標系との相
互座標変換
上記の関係から、カメラ座標系による位置ベ
クトルcと軌道軸正規化座標系による位置ベク
トルtの相互変換式として、次式が導かれる。
（2.7）
（2.8）
2.4 線路空間のカメラ透視変換
中心投影カメラによる透視変換
最も単純な撮影モデルとして中心投影カメラ
による透視変換を考える。図２.３に示すように
カメラ座標系における光軸上でcz=f（焦点距離）
の位置に光軸と直交する透視面を置き、前方を
透視した場合を考える。透視面上の光軸との交
点gp0を透視画像面座標原点とし、カメラ座標軸
cx,cyと平行にu軸とv軸をとる。
ｔ＝Ｋt－1・Ｋc・ｃ＋Ｋt－1・（ｇc0－ｇt0） 
ｃ＝Ｋc－1・Ｋt・ｔ＋Ｋc－1・（ｇt0－ｇc0） 
ｔ＝Ｋt－1・（ｇ－ｇt0） 
ｇ＝Ｋt・ｔ＋ｇt0
Ｋt＝（etx ety etz） 
ｃ＝Ｋc－1・（ｇ－ｇc0） 
ｇ＝Ｋc・ｃ＋ｇc0 
中心投影カメラにおける透視変換により、カメ
ラ座標系におけるc=（cx cy cz）Tの点は、次式に
より定まる透視画像面内のp＝（u v）Tの点に透
視される。
（2.9）
（2.10）
あるいは、これを２次元ベクトルp＝（u v）T
と３次元ベクトルc=（cx cy cz）Tとの関係を取り
扱うために、斉次化して表現すると、次式のよう
に表現される。
（2.11）
（1）軌道軸正規化空間点tの透視変換
上記の透視変換により軌道軸正規化座標系で
表した点t=（tx,ty,tz）Tが透視画像面内の点p＝（u
v）Tに透視されるとすると、（2.7）式と（2.11）式か
ら次式が導かれる。
（2.12）
そこで、軌道軸正規化座標系からカメラ座標
系への３行４列の斉次変換行列Lを、次のよう
に定義する。
（2.13）
この変換行列Lを用いて（2.1２）式を書き直す
と、
（2.14）
1/f ＝1/cz （tx ty tz １）T （　　　　　） 
l11 
l21 
l31
l12 
l22 
l32
l13 
l23 
l33
l14 
l24 
l34（　） 
u 
v 
f
Ｌ＝Ｋc－1・（Ｋt（  t0－  c0）＝ （　　　　　） 
l11 
l21 
l31
l12 
l22 
l32
l13 
l23 
l33
l14 
l24 
l34
g g
１/ｆ ＝１/cz Ｋc－1｛Ｋt・  +（gt0－gc0）｝ （　）  fp t
１/ｆ ＝１/cz  （　）  f cp
ｖ＝ｆ cy/cz 
ｕ＝ｆ cx/cz
これを整理し直すと、地上座標系から透視画
像内座標系への座標変換式Φu（tx,ty, t z）,Φv
（tx,ty,tz）は、次のように定まる。
（2.15）
（2.16）
（2）地上座標点gの透視変換
地上座標系で表した点g=（x y z）Tが透視画
像面内の点p=（u v）Tに透視される場合、軌道軸
正規化座標系が地上座標系と一致するので、（2.1
３）式においてKtを３x３単位行列とし，gt0を地
v＝Φv（tx,ty,tz）＝f（l21tx＋l22ty＋l23tz＋l24）/ 
　　　　　　　　（l31tx＋l32ty＋l33tz＋l34） 
ｕ＝Φu（tx,ty,tz）＝f（l11tx＋l12ty＋l13tz＋l14）/ 
　　　　　　　（l31tx＋l32ty＋l33tz＋l34） 
上原点０＝（0 0 0）Tとして、（１）の結果が適用
される。このときの変換行列をL′とすると、
（2.17）
従って、地上座標から透視画像内座標への座
標変換Φ′u（x,y,z）,Φ′v（x,y,z）は、変換行列L′を
用いて次のようになる。
（2.18）
（2.19）
v＝Φ′v（x,y,z）＝f（l′21gx＋l′22gy＋l′23gz＋l′24）/ 
　　　　　　　（l′31gx＋l′32gy＋l′33gz＋l′34） 
ｕ＝Φ′u（x,y,z）＝f（l′11gx＋l′12gy＋l′13gz＋l′14）/ 
　　　　　　　　（l′31gx＋l′32gy＋l′33gz＋l′34） 
Ｌ′＝Ｋc－1・（0－ｇc0）＝ （　　　　　　） 
l′11 
l′21 
l′31
l′12 
l′22 
l′32
l′13 
l′23 
l′33
l′14 
l′24 
l′34
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図２.３　カメラによる透視変換
3．線路画像からレールとカメラの相対的な
位置と姿勢の推定
前章の議論においては、線路空間を規定する
軌道軸軌跡やカメラの位置・姿勢は予め与えら
れているという前提で進めてきた。しかし、実際
の問題においては、これが与えられていない場
合や、現在の車両位置が正確にわからないため
これを利用できない場合がある。このような場
合に対応して、列車前方の線路透視画像から、カ
メラを基準とした軌道軸の位置・姿勢を自律的
に推定することは、列車前方の安全監視や運転
制御などを行う線路ビジョンにおける基本的な
課題である。
そこで本章では、通常のカメラ撮影画像から
レールを抽出し、その軌跡から軌道軸の３次元
形状を決定する問題を扱う。線路形状の変化は
緩やかであることから、仮想トンネル空間を区
分的に直線近似する。すなわち、直線抽出
Hough変換を用いて区分的な折れ線状のレール
軌跡を抽出し、その軌跡から軌道軸の３次元形
状を推定する。
つぎに、抽出されたレール軌跡から、軌道軸の
位置・姿勢を推定する。レールの平行性から軌
道軸の方向が定まり、レール間隔が既定値であ
ることから軌道軸の位置が定まる。ただし、これ
だけでは、軌道軸と直交する枕木方向が定まら
ず、軌道面を確定することができない。これを定
めるためには、予め定まっている線路曲率に対
する左右レール高低差であるカントに関する知
識を活用することが出来る。これが利用できな
い場合は、次章で述べる電柱のオプティカルフ
ローよりカントを求める方法を提案する。
3.1 軌道空間モデル
この問題と類似な問題として、道路に関するビ
ジョンの問題について、アメリカのALV
（Autonomous Land Vehicle）プロジェクトを端
緒として、多くの研究がおこなわれてきた［3］-
［9］。例えば、DeMenthonや金谷らは、道路の局所
的平面近似を仮定し、白線を基準に道路形状を推
定する方法を試みている［1］。しかし、ビデオ画像
を利用する場合、解像度の制約などにより位置・
姿勢推定には精度的な限界があり、また自動車の
姿勢変動などによる解の不安定性があるので、農
宗らは現実的な対応として、時系列画像に適応デ
ィジタルフィルタを適用し、道路と車両の状態を
同時に推定する手法を提案している。
鉄道線路の場合も道路と類似点が多いが、次
のような点で道路の問題と異なっており、その
特長に適合した方法を工夫することにより、効
率的な処理が実現できる可能性がある。
①カメラ搭載車両の運動がレールに拘束さ
れ、自由度が１であること。
②レールの曲率や勾配の変化が緩やかである
こと。
他方、道路の白線と比較して、線路の基準とな
るレールは次のような特徴をもっており、単純
な処理だけでは安定にレール抽出することが難
しく、特別な工夫が必要となる
①レールが立体的なので照明や視角などの条
件により見え方の変化が大きく異なる。
②レール表面が鏡面なので天空および周辺を
反映し、単純な白線として扱えない。
透視線路画像からの軌道軸位置・姿勢の推定
問題は、上記のような鉄道線路固有の特徴に対
応する必要がある。本稿において前提とした線
路空間と線路撮影のモデルでは、線路空間の形
状が線路中心軸の勾配と曲率によって規定され
ている。道路と比べてその曲率と勾配の変化は
緩やかであり、軌道軸は区分的に折れ線近似で
きると仮定する。
本章の目的は、図３.１に示されるような区分
折れ線近似により近似された各区間の軌道軸に
対して、その原点位置ベクトルgrと軌道軸方向
ベクトルerおよび軌道面上で軌道軸と直交する
枕木方向ベクトルesを順次定めることである。
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前節で述べた方法により得られたレール軌跡
線分に対して、左右レールの平行条件、カント条
件、軌道間隔条件を利用して、軌道中心軸の位置
と姿勢を求める方法について述べる。具体的に
は軌道面の基点gr、軌道軸方向erおよび枕木方
向esを求める。
従来の方法においては、カントおよびカメラ
の光軸周りの回転角を近似的にゼロとした簡易
的な方法が用いられていたが、鉄道においては
曲率半径300mの場合、約1/10程度のカントがあ
り、本稿においてはこれらがゼロでない場合も
取り扱える方法を示す。
3.2 レール平行条件による軌道軸方向の決定
前節に述べたように折れ線近似による区分領
域ごとにHough変換を用いて、区分領域内の左
右レール軌跡として画像内の点p 1（u1,v1）,p 2
（u2,v2）を基点とする左右レール線分が得られる
［11］。左右レールが３次元空間内で平行である
とすると、画像内の２本のレール軌跡線分を延
長した交点p∞（u∞,v∞）は平行線の消失点を与え
る。
図３.２に示されるように、画像内においてこ
の消失点を共通とする平行線群の方向ベクトル
ec∞は、３次元空間内においてカメラ光学原点gc
と消失点g∞とを結んだ直線の方向ベクトルとし
て与えられる。従って、カメラの回転行列をKc、
透視画像のu軸およびv軸方向ベクトルをeu＝Kc
（1 0 0）T、ev＝Kc（0 1 0）T、カメラ光軸方向ベクト
ルew＝Kc（0 0 1）Tとすると、平行線群の方向ベ
クトルe∞は、次のように定まる。
（3.1）
（3.2）
軌道軸もこの平行線群と平行なので、軌道軸方
向ベクトルはer＝e∞となる
3.3 カント条件による枕木方向の決定
次に、曲線部において車両にかかる遠心力を
相殺するために設定されている左右レール高低
差κをカントと呼ぶ。このカント条件に対応し
た枕木方向ベクトルesについて考える。x成分
が１で軌道軸と直交する水平ベクトルv l＝（1,
yl, 0）Tを考えると軌道軸方向ベクトルer＝（xr,
yr, zr）Tとの直交性から
（3.3）
（3.4）ｙｌ＝xr/yr
（   r・   ｌ）＝xr＋yr yｌ＝０ e v
   ∞＝（  ∞－  c）/｜  ∞－  c｜ g g g ge
  ∞＝  c＋（  u   v   w）（ｕ∞ ｖ∞ ｆ）T g g e e e
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区分軌道面 
軌道軸原点 gｒ 
軌道軸 
er
es
左レール 右レール 
図３.１　区分軌道面と折れ線近似軌道軸軌跡
v lを長さ１に正規化し水平方向ベクトルを
el＝vl/｜vl｜とする。軌道間間隔をdr（これを鉄
道ではゲージと呼び、日本では一般的にはdr＝
1.062mの狭軌が用いられている）とし、カント
条件により軌道中心から1/2の位置のレール高
低差が0.5κであることを考慮すると、枕木方向
レール位置のベクトルvsは、
（3.5）
従って、枕木方向ベクトルesはvsを長さ１に
正規化して、以下のように求められる。
（3.6）
なお、カントの値は線区の条件とカーブ曲率
から定まっているが、あらかじめその情報を持
っていない場合は、実際の線路画像からカント
情報を推定する必要が生じる。そのための一つ
es＝（１/｜  s｜）  sv v
  s＝0.5ｄr   ｌ＋（0, 0.5κ, 0）Tv e
の方法として、画像内の電柱のオオウティカル
フローから、カント量（カメラの水平位置からの
傾き）を推定する方法について、次章において述
べる。
3.4 軌道間隔条件による軌道軸原点位置の決
定
次に、画像内の左右レール基点g１とg２´ 間´隔
と地上レール間隔との関係から地上軌道軸原点
の位置を算定する。すなわち透視投影の中点と
カメラ光学原点とを結んだ直線の延長線上にお
いて、左右レール間隔がdrになる位置として、軌
道軸原点grは次のように算定される。
（3.7）  r＝  c＋（ｄr/｜  １－  ２′｜）{   c－（  １+  ２′）/2｝ g g g g g g g
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図３.２　透視面上へのレール投影
ｖ ｌ ＝（1, yｌ, 0） T
軌道軸方向ベクトル r
枕木方向ベクトル e
e
s
（0, κ ,0） T
ｖ s
図３.３　カント条件による枕木方向ベクトルの決定
4. 線路ビジョンへのオプティカルフロー
の活用
動画像における対象点の移動を表現するプテ
ィカルフローは２次元空間認識や対象物の動き
の認識において非常に有用な手段を提供する。
ただし、一般的にはオプティカルフローを精度
よく安定に算出することは難しい課題であり、
これを出来るだけ正確に効率的に求める方法が
多くの研究者によって研究されている［15］-
［17］。
鉄道における線路走行画像においては、地上
の対象物が静止していると仮定すると、移動カ
メラによる動画像内のあらゆるオプティカルフ
ローの延長線は全て一点（FOE：Focus of
Expansion）に集まる。（カメラ光軸と移動方向
が平行の場合は無限遠点となる）従って、オプテ
ィカルフローベクトルの方向は一意に定まり、
その長さのみを決定すればよいため、その算定
が比較的容易になる。
以下、線路動画像におけるオプティカルフロ
ーの利用についていくつかの提案を行う。
4.1 線路周辺設備の3次元位置算定
画像を用いて３次元空間情報を得る方法とし
ては、一般にステレオ画像法がよく用いられる。
それに対して、線路ビジョンにおける移動車両
からの画像による３次元空間認識においては、
移動に伴う２枚の画像を利用して、ステレオ法
の原理により３次元情報を得ることができる。
図４.１（a）に示すように、カメラが移動ベクト
ルvだけ移動して、２枚の画像を撮影した場合を
考える。この移動カメラによって撮影された一点
の画像内での移動を考えると、図４.１（b）に示す
ように、カメラ座標系の中でカメラ移動ベクトル
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g1´ ´ 
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図３.４　現地軌道間隔と画像内軌道間隔
(a)移動カメラによる地上固定物体撮影 (b)カメラからみた見かけ上の物体移動 
対象物体 
固定カメラ 
カメラ位置2に対応した物体位置 
カメラ位置1に対応した物体位置 
移動カメラ位置１ 
移動カメラ位置2 
見かけ上の物体移動：‐ カメラの移動： ｖ ｖ 
図４.１　カメラ移動に対象点の等価的移動伴う画像内の撮影
と逆方向に等価的に移動したとみなす事ができ
る。すなわち、図４.２に示されるように、カメラ
移動に伴い生じる見かけの対象点の移動に対応
して、画面内では、見かけ上のオプティカルフロ
ーを生じる。
図４.２に示すように、３次元空間内の移動前
の対象点をP１移動後の対象点をP２とし、それ
に対応する透視画像内の点をq１q２とする。カメ
ラ光学原点を座標原点に、光軸方向をz軸にとり、
x軸、y軸、z軸の方向ベクトルをex、ey、ezとする
と、画像内の対象点透視点q１q２は、次のように
表される。
（4.1）
（4.2）
３次元空間内の対象点p１、p２は、画像透視点
q１、q２の延長線上にあるので、パラメータλ1、
λ2を用いて、次のように表現できる。
（4.3）
（4.4）
カメラ基準座標系における対象点の移動ベク
トルSをとすると、
（4.5）
上式におけるx軸、y軸、z軸方向成分に関して
  ＝  ２－  １＝λ２（u２   x＋v２   y＋f   z） 
　－λ1（u1   x＋v1   y＋f   z） 
s p p e e e
eee
   2＝λ2   2＝λ2（u2   x＋v2   y＋f   z） qp e e e
  1＝λ1  1＝λ1（u1   x＋v1   y＋f   z） qp e e e
  2＝u2   x＋v2   y＋f   zq eee
   1＝u1   x＋v1   y＋f   zq e e e
整理すると、
（4.6）
（4.7）
（4.8）
（4.7）式と（4.8）式から、λ1とλ2を求めると
（4.9）
（4.10）
このλ1、λ２を（4.3）（4.4）式に代入して、カメ
ラ原点からの相対位置ベクトルp１とp２は次の
ようになる。
（4.11）
（4.12）
カメラ移動Sによるオプティカルフローに関
する拘束条件は、次式のようになる。これは、エ
ピポーラ条件に対応するものである。
（4.13）
（v1－v2）sx－（u1－u2）sy＋（u1 v2－u2 v1）sz＝0
  2＝λ2（u２   x＋v1   y＋f  z）＝［（u２ sy－v１ sx）/ 
　（u11 v22－u22 v11）］（u1   x＋v1  y＋f  z） 
p
e e e
e e e
  １＝λ1（u２   x＋v２   y＋f   z）＝［（u２ sy－v１ sx）/ 
　（u1 v2－u2 v1）］（u2   x＋v2   y＋f   z） 
p e e e
e e e
λ2＝（u2 sy－v2 sx）/（u1１1 v2－u2２ v1１） 
λ1＝（u１ sy－v１ sx）/（u1１ v2－u2２ v1１） 
－λ1 f＋λ2 f＝sz
－λ1 v1＋λ2 v2＝sy
－λ1 u1＋λ2 u2＝sx
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透視面 
ｅy オプティカルフロー 
透視画像面 見かけ上の物体移動 
見かけ上のオプティカルフロー 
ｅx
S
ｅz
ｆ 
v
u
ｑ ２ 
ｑ １ 
ｑ １ (u1 , v1)
(u2 , v2)ｑ ２ 
P２ 
P１ 
図４.２　カメラ移動に伴うオプティカルフローの発生
①車両がカメラ光軸に対して直交する方向
（x軸方向とする）に移動する場合
車両側面の車窓から車外の風景を撮影するよ
うな場合、カメラ光軸に対して直交する方向（x
軸方向とする）に移動することになり、sy＝0、
sz＝0となる。その場合は
（4.14）
（4.15）
（4.16）
（4.17）
また、オプティカルフローの拘束条件は
（4.18）
となる。sxは０ではないので、（v1－v2）＝0、すな
わち、オプティカルフローは水平線分となる。
②カメラがカメラ光軸方向（z軸方向）に移動
する場合
線路ビジョンの場合のように運転台から前方
線路空間を撮影する場合、カメラがカメラ光軸
方向（z軸方向）に移動することになり、sx＝0、
sy＝0となる。その場合オプティカルフローの拘
（v1－v2）sx＝0
   2＝［－v1 sx/（u1 v2－u2 v1）］（u1   x＋v1  y＋f  z） p e e e
   １＝［－v1 sx/（u1 v2－u2 v1）］（u2   x＋v2  y＋f  z） p e e e
λ2＝－v1 sx/（u1 v2－u2 v1） 
λ1＝－v1 sx/（u1 v2－u2 v1） 
束条件は、
（4.19）
この式は、オプティカルフローが画像中心か
らの放射線上に生じることを示している。また、
この式を（4.9）、（4.10）式に代入することにより、
実際のp１とp２を得るための
λ1とλ2が次式のように定まる。
（4.20）
（4.21）
4.2 電柱のオプティカルフローによるカント
算定
線路ビジョンにおいて空間構造の基準になる
軌道面は必ずしも絶対空間に対して水平面とは
ならない。直線区間においては、基本的に軌道面
は水平であるが、曲線部においては、走行車両に
対する遠心力を相殺するためのカントと呼ばれ
る枕木方向の水平面への勾配角が設定されてい
る。これを画像から判断することが難しいため、
これまでのモデルでは、曲線の曲率から設計ル
ールに基づいてカント角を推定しいていた。し
かし、実際のカントは必ずしも設計ルールのみ
 １＝［u2 sx/［ｆ（u1－u2）］（u2  x＋v2  y＋f  z） p e e e
 2＝［u1 sx/［ｆ（u1－u2）］（u1  x＋v1  y＋f  z）p e e e
λ1＝u2 sz/［ｆ（u1－u2）］ 
λ2＝u1 sz/［ｆ（u1－u2）］ 
（u1 v2－u2 v1）＝０　u1/u2＝v1/v2
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移動カメラ位置１ 
移動カメラ位置2 
対象物体 
カメラ位置2に対応した物体位置 
カメラ位置1に対応した物体位置 
見かけ上の物体移動：‐ｖ 
固定カメラ 
カメラの移動：ｖ 
図４.３　光軸に対して直交する方向（x方向）にカメラが移動する場合
によって推定できない場合もあり、また実際の
線路ビジョンにおいては線路設計データを利用
できない場合も多い。従って、実画像からの情報
により現在の実カントを推定する方法の確立が
求められていた。
これに対して、線路空間には必ず存在する電
柱が、軌道面基準の建築限界の軌道面に対する
直交方向ではなく、絶対空間の鉛直方向に設立
されていることを利用して、画像内の電柱像の
オプティカルフローを利用して、カント角を算
定する方法を新たに提案する。
車両先頭部に車両進行方向軸とカメラ光軸
（カメラ座標系のz軸）を一致させ、車軸方向（枕
木方向）とカメラ水平軸（カメラ座標系のCx軸）
を一致させて固定されたカメラを考える。その
とき図５.１に示すように、車両の移動によって
画像内の電柱上下の２点が作る２本のオプティ
カルフローを考える。カメラ座標系においては、
車両の移動ベクトルと長さが同じで方向が逆の
相対移動ベクトルをとすると、図４.４に示され
るような、透視変換による幾何学的な関係とな
る。
すなわち　図４.３における３次元空間内の
移動前の電柱の対象２点をp11 p21とし、移動後
の対象点を移動後の２点をp12 p22とする。それ
に対応する透視画像内の点をq11 q12 q21 q22とす
る。カメラ光学原点を座標原点に、光軸方向をz
軸にとり、x軸、y軸、z軸の方向ベクトルをex、ey、
ezとする。
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移動カメラ位置１  対象物体 
カメラの移動：ｖ  
固定カメラ 
 
カメラ位置に対応した物体位置 
移動カメラ位置２ 
カメラ位置に対応した物体位置 
図４.４　カメラ光軸方向（z軸方向）にカメラが移動する場合
電柱上端 
電柱下端 
 
 
電柱上端点相対移動  
電柱下端点相対移動  
固定カメラ  
移動カメラ位置１ 
移動カメラ位置２ 
カメラの移動：ｖ 
図４.５　車両進行に伴う電柱撮影とカメラからみた相対的電柱像のオプティカルフロー
（4.22）
画像内の対象点透視点q11 q12 q21 q22は、次の
ように表される。
（4.23）
３次元空間内の対象点p11 p12 p21 p22は、画像
透視点q11 q12 q21 q22の延長線上にあるので、任
意パラメータλ11λ12λ21λ22を用いて、次のよう
に表現できる。
（4.24）
カメラ基準座標系における電柱上下端点の移
動ベクトルをS１、S２とすると、
  11＝λ11  11＝λ11（u11  x＋v11  y＋f  z） 
  12＝λ12  12＝λ12（u12  x＋v12  y＋f  z） 
  21＝λ21  21＝λ21（u21  x＋v21  y＋f  z） 
  22＝λ22  22＝λ22（u22  x＋v22  y＋f  z） 
p q e e e
p q e e e
p q e e e
p q e e e
  11＝ （　） 
u11 
v11 
f
  12＝ （　） 
u12 
v12 
f
  21＝ （　） 
u12 
v12 
f
  22＝ （　）
u12 
v12 
f
q q q q
   x＝ （　） 
1 
0 
0
  y＝ （　） 
0 
1 
0
  z＝ （　） 
0 
0 
1
e e e
（4.25）
上式におけるx軸、y軸、z軸方向成分に関して
整理し、λ11λ12λ21λ22について,条件に合う値を
求めると、
（4.26）
移動後のカメラ光学原点基準の電柱ベクトル
をppとすると
（5.5）
電柱方向を示す方向単位ベクトルepは、この
電柱ベクトルの長さを単位長さに正規化し以下
のように定まる。
（4.27）  p＝  p/｜  p｜e p p
  p＝  22－  12＝λ22（u22  x＋v22  y＋f  z） 
　－λ12（u12  x＋v12  y＋f  z）＝（λ22u22－λ12 u12） x
　＋（λ22 v22－λ12 v12）  y＋（λ22－λ12）f  z
p p p e
e e e e
e e
e e
λ11＝u12 sz/［ｆ（u11－u12）］ 
λ12＝u11 sz/［ｆ（u11－u12）］ 
λ21＝u22 sz/［ｆ（u21－u22）］ 
λ22＝u21 sz/［ｆ（u21－u22）］ 
  1＝  12－  11＝λ12（u12  x＋v12  y＋f  z） 
　－λ11（u11  x＋v11  y＋f  z） 
  2＝  22－  21＝λ21（u21  x＋v21  y＋f  z） 
　－λ21（u21  x＋v21  y＋f  z） 
s
s
p p e
e e e
e e e
e e
p p e e e
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見かけ上の電柱移動   
P11  
透視面  
P12  
P12 P22  
ｑ 11  
ｑ 21  
ｑ 12  
ｑ 22  
u  
ｖ  
画像面  
S1  
S2  
ｅ x  
ｅ z  
ｅ ｙ 
オプティカルフロー１ 
オプティカルフロー２ 
図４.６　カメラ移動に伴う電柱上2点の画像内オプティカルフロー
軌道面のカントを示す枕木方向ベクトルは、
軌道面上にある車両に固定されたカメラのx軸
方向と一致する。すなわち枕木方向ベクトルem
はx軸方向ベクトルexとなる。そこでカント角を
κとすると、枕木方向ベクトルemとx軸方向ベ
クトルexとの内積は（em・ex）＝cos（π/２＋κ）
となる。従って、カント角κは次のように定ま
る。
（4.28）
5. フレーム枠上諧調データとオプティカ
ルフローデータによる線路走行動画像
表現
筆者は、列車前方の線路動画像に関して、建築
限界を基準にした矩形断面のトンネル空間で線
路空間をモデル化し、線路画像を仮想トンネル
壁面にマッピングされた周辺設備と情景の画像
で近似するモデルを提案した［18］。しかし、これ
は建築限界近傍の鉄道設備に関しては比較的良
い近似を実現しているが、これから離れた背景
に関してはかなりの歪みを生じることがわかっ
た。
これは、本来３次元的に存在し、投影面上の同
κ＝cos－1（ m・  x）－π/２ e e
じ点に投影される点を全て仮想面上にあると近
似して、移動後のオプティカルフローを作成す
ることにより生じる誤差から生まれる歪みであ
る。そこで、仮想トンネルモデルの各画素データ
として、諧調データに加えて実際のオプティカ
ルフローデータをセットで持てば、３次元情報
を含んだ動画像データを正しく再構成すること
ができる。
なお、本来オプティカルフローデータは画像
上の２次元ベクトルデータであるが、本モデル
では地上物体は動かないと仮定すると、図５.１
に示されるように、全てのオプティカルフロー
ベクトルの延長線はカメラの移動条件によって
定まるFOE（Focus of Expansion）の一点で交わ
り、画素の位置に対応してベクトルの方向は一
意に定まり、ベクトルの長さだけが変化する。従
ってオプティカルフローデータはベクトルの長
さだけのスカラー量として記録できる。
実際に動画像を記録するとき、たとえば直進
列車の前方動画像を撮影記録する場合は、オプ
ティカルフローは無限遠の消失点から放射線状
に湧き上がってくるが、線路空間の３次元構造
から画像のフレームの外側ほど地上物体が近く
にあり解像度が良いことを考慮して、図５.１に
示すように、前進列車前方画像の代わりに、動画
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画素諧調データ＋  
FOE: 
Focus of Expansion
fi 
最外郭フレーム 
オプティカルフロー長デ ター 
図５.１　オプティカルフローのFOEへの収束と最外郭データセット
像を逆再生した場合のように列車最後尾から線
路空間を撮影した外郭フレーム上の画素が中心
の無限遠点に向かってオプティカルフローを生
じる列車最後部の後ろ向きの動画像を考える。
提案する新しい動画像データを従来のフレー
ム動画像から作成する手順は、あるタイミング
のフレーム画像の最外郭矩形フレーム線上の各
画素fi（オプティカルフローの始端点）の諧調値
を記録、さらに数フレーム後の画像においてfi
に対応する点を探す。一般的にオプティカルフ
ローの対応点決定は難しい問題であるが、この
場合はオプティカルフローの対応点は消失点に
向かう直線上にあるという拘束条件を考慮する
と、線上の相関などを用いて取り扱いが比較的
容易になることが期待できる。対応点がわかれ
ば、オプティカルフローの長さが算定できるの
で、その長さをfiの点の諧調データとセットで
記憶する。
このようにして、従来の動画像の各フレーム
の最外郭フレーム上の画素に関して諧調データ
とオプティカルフロー長さのセットデータを記
録することにより。走行対象空間の３次元情報
を含んだデータが、従来の動画像データと比べ
て大幅に圧縮した形で記録される。
図５.２に示すようにカメラが光軸に沿って
一定速度vで左方向に移動している（後進）とし、
最初のカメラ位置を位置０、t１後の位置を位置
１、t２後の位置を位置２とする。位置０において
透視面の最外郭上にある点qf（ uf , vf ）を考え
る。この点に対応する地上物体上の点p f
（ xf , yf , zf ）とし、それぞれカメラ光軸からの距
離をl f 、l tとする。位置１及び位置２におけるq f
のオプティカルフロー長さをo1, o2とする。
このような条件において、カメラ位置０にお
けるカメラから物体までの奥行距離zf は、位置
１におけるオプティカルフロー長さO1が定まる
と、図５.１のような幾何学関係から以下のよう
に求めることができる。
（5.1）
さらにこのzfを用いて、地上物体のカメラ位
置０を原点にしたx座標、y座標は以下のように
定まる。
（5.2）
xf＝zf uf/ｆ 
yf＝zf vf/ｆ 
zf＝v t1（lf－O1）/O1
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f 
f f
l  f  
l 1  l 2  
O 2  O 1  
v t 2
v t 1 z f
l t
地上物体  
 
ｑ ｆ  
ｐ ｆ 
透視面2 
透視面1 
透視面0 
カメラ位置2 カメラ位置1 カメラ位置0
図５.２　移動撮影における地上物体のカメラ画像内の位置変化とオプティカルフロー
次に、既知時刻t１におけるqfのオプティカル
フロー長O1と任意時刻t２におけるqfのオプティ
カルフロー長O2の関係を図５.２のような幾何
学関係から求めると、
（5.3）
最外郭上の点列q fにおける諧調データbfとカ
メラ位置１におけるオプティカルフロー長O1デ
ータセットから、従来型の動画像を復元するた
めには、この関係を用いて任意の時刻のフレー
ム画像のオプティカルフロー長O2の位置にqfの
諧調データをマッピングしていけばよい。ただ
し、ディジタル画像の格子座標にうまくマッチ
したマッピングにはならないので、いかにして
サブピクセル処理によりマッピングデータを補
間するかなどの問題を解決する必要がある。
なお、３次元画像を扱う場合、点の前後関係によ
るオクルージョンが問題になるが、この方法で
は、マッピングする順序を遠距離のフレームか
ら順に行えば、自然に解決される。
以上、フレーム枠上画素データとオプティカ
ルフローデータによる線路走行動画像表現法を
提案し、その考え方の概要を述べたが、実際に適
用するには、検討しなければならない処理アル
ゴリズムや、実際のデータによる検証を行う必
要があると考える。しかし、この方法は鉄道線路
動画像にとっては大変魅力的な方法であると考
えられるので、今後さらに検討を深めていきた
い。
6. 線路ビジョンの今後の課題
最後に、これまで鉄道における画像処理の応
用に関する研究開発に携わってきた経験から、
鉄道のフィールドで線路ビジョンなどの画像処
理を応用したシステムを実用化するに当たっ
て、特に解決すべき問題、あるいは実現すること
が望まれる技術について述べる。
O２＝{O１（zf+v t1）+lf v（t2－t1）}/（zf+v t2） 
6.1 可変解像度カメラ
線路ビジョンにおいては、線路上および線路
に沿って設置された信号機などの機器類の認識
が重要な課題であり、特に遠方の線路状態や機
器の状態をできるだけ早く認識し、状況に応じ
た処置をとることが重要である。したがって、透
視変換により線路消失点近辺に圧縮変換された
遠方部分の解像度ができるだけ高いことが必要
である。
しかし、現行のカメラでは画像内どこも均一
の解像度である。人間の視覚システムでは網膜
の中心部分にあたる中心窩に密度の高い錐体細
胞が集中しており、これにより注視している視
野中心部に非常に高い解像度を実現している。
このように必要な部分についてのみ高い解像度
を実現する可変解像度カメラの実現は、鉄道線
路ビジョンを効率的に行うため切望される技術
である。このような可変解像度撮像装置関する
研究や開発は一部ですすめられているが［13］
［14］、実用的なものはまだ実現されていない。
このような可変解像度カメラは、線路ビジョ
ンだけではなく多くの分野で効果が期待できる
ものなのであり、是非その実現が望まれる。なお、
このような撮影装置が実現した場合、これを生
かすためには画像データの記録方法や画像処理
方法にも独特な工夫が必要になると思われる。
6.2 カメラの防振とブレ補正
遠方の線路及び周辺設備を監視するにあたっ
て、解像度の問題に加えてカメラの姿勢の安定
性の確保が必須である。しかし、線路ビジョンの
場合、列車に搭載したカメラで線路前方を撮影
する場合は、かなりの振動や衝撃が避けられな
い。
本稿で述べた線路ビジョンに関する幾何学的
関係は、特にカメラの姿勢の変動によって大き
な影響を受ける。例えばトンネルモデルに基づ
く幾何学モデルのカメラ位置と姿勢の変化に関
する感度分析の例［12］によれば、カメラの姿勢
変動に関しての誤差感度はかなり大きいことが
わかる。
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従って、線路ビジョンを用いた安全監視シス
テムを実用化すためには、相当しっかりしたカ
メラ防振装置とブレ補正の機能を実現する必要
がある。ブレ補正に関しては、最近は望遠機能を
持ったディジタルカメラ用の手ブレ補正機構が
普及しつつあるので、これらの利用も可能であ
ろう。さらに、線路ビジョンの場合、線路空間の
レールや信号機などのランドマークをカメラ姿
勢補正に用いるアルゴリズムの開発も有効であ
ろう。
6.3 １自由度の動画像空間処理
線路空間を認識する線路ビジョンの問題にお
いては、車両の移動が線路に拘束されていると
いう鉄道固有の有利な条件が活かせる。線路ビ
ジョンの対象動画像では、画像が同じ経路上の
シーケンスの繰り返しに限定され、照明条件と
走行速度の違いはあるが、基本的には同じ画像
のシーケンスであるという有利な条件がある。
最近の画像記憶装置の低価格大容量化を活かし
て、多様な照明条件下での全線の画像データを
固有空間に圧縮した形で記憶し、これとのマッ
チングによる位置の確認と異常の検知を行うと
いう方法も、今後は有力な方法として検討可能
な状況となりつつある。
決まった経路で撮影することから、各キロ程
における線路画像の主要な変動要因としては照
明条件の違いによる変化のみを考えればよい。
不確定な照明条件については、その時の月日、時
刻と車両の姿勢により太陽の相対的な方向が定
まり、晴天、曇天などの天空光に関する条件は直
前までに撮影された画像から推定することがで
きる。
6.4 ランドマークやCGデータの活用
線路ビジョンの対象が、予め定まった軌道上
の位置だけによって定まり、原則的には軌道上
の位置（キロ程）により位置が定まると、レール
上の車両と車載カメラの位置と姿勢が決まり、
特に異常がなければカメラ前方の線路空間のレ
ール形状、線路周辺設備、背景などすべてが一意
に決まってしまう。従ってこれらの情報を予め
データとして持っていれば、それらを活用する
ことにより線路空間認識が非常にやり易くなる
ことが期待される。
特に線路ビジョンにおいて重要となる、信号
機や踏切、駅のプラットフォームなどの設備を
ランドマークとし、予めその位置や形状、さらに
その映像データを記憶しておき、それらのデー
タ用いて、予想される設備映像とのマッチング
検索などが利用できる。 特に、最近はコンピュ
ータグラフィックスの技術が普及し、ランドマ
ーク設備の形状データがあれば、対象の予想さ
れる画像を生成し現実の画像とマッチングを取
るなどの手法が検討可能である。
6.5 データの精度と表関数化などによる高速
計算
実際に線路ビジョンを実用化するためには、
前章までに述べた各種の幾何学計算などをリア
ルタイムに計算しなければならない。最近は計
算機の処理速度が急激に向上しているとは言
え、画像のようにデータ量の多い対象に対して、
車上のコンパクトな計算機でリアルタイムに計
算を行うためには工夫がいる。
本講で述べた幾何学関係式は厳密な計算式と
して導いたが、処理対処となるディジタル画像
の解像度や精度を考えると、必ずしも厳密計算
を行わずに近似計算でもよい部分もある。事前
に十分誤差評価を行った上で、可能な部分に関
しては近似計算法を活用して処理時間を短縮す
ることも実用化のためには重要である。
そのような意味で、入力変数に対して線形性
の強いものに関しては線形近似を活用すること
が効率的だと考えられる。ただし、実際のアルゴ
リズムの中には、かなり非線形性の高い計算も
含まれる。これに対する手段として、表関数近似
が有効である。これはあるまとまった計算アル
ゴリズムに対して、予想される範囲の入力値に
対する計算を予め行って、その結果を入力対出
力の形の表形式で蓄積しておき、リアルタイム
処理時にはこの表から入力に対する計算結果を
出力する方法である。あらゆる入力値に対して
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計算し結果を蓄積するには限界があるが、結果
がほぼ線形となる程度の離散的格子で表を作成
し、その近傍では線形近似で出力結果を決定す
ればよい。筆者が試みた例では許容できる精度
の範囲内で非常に大きな処理速度向上が実現さ
れた。
6.6 他のセンサとの結合による総合システム
化
筆者が鉄道における画像処理応用の検討を開
始した当時は、人間が視覚によって行っていた
あらゆる設備検査や安全監視検査の問題に画像
処理を適用することを目標にしていた。しかし、
研究開発を進める中で、人間の視覚に比べて計
算機によるビジョン機能の限界を感じることも
多かった。従って、実用的なシステムを実現する
ためには、他のセンサ類を併用し、より効率的な
総合システム化を行うことが実践的である思わ
れる。
鉄道のフィールドは、非常に広い地域に広が
っており、環境条件のコントロールが難しい。
従って、工場の中のようにセンサを集中的に配
置し状況を検知し制御することは難しく、いろ
いろな状況に対応できる汎用のビジョン機能の
有用性は高い。最近はGPSのように、非常に広域
性をもった汎用センサの技術も実現している。
従って、これらのセンサ技術と組み合わせるこ
とにより、より有効なシステムを実現すること
望ましい。
現実には、専用のセンサで効率的に判定でき
る定型的な処理は専用センサで行い、例外的な
ケースの多い判定の部分に画像処理によるビジ
ョン機能を生かすことが望ましい。従って、ビジ
ョンに求められる機能はかなり高度な機能の実
現が求められることになる。これは大変困難な
課題であるが、最近の人間の顔画像処理の技術
をみると、従来とても困難と思われていた高度
な認識機能が実現されつつある。ニーズがあれ
ば何とか実現していくというのが、技術の本質
であろう。このような画像処理の最新の技術う
まく取り入れて、線路ビジョンの分野でも高度
なシステムの実現が望まれる。
7. おわりに
1980年ころ、当時の国鉄の鉄道技術研究所で
画像処理技術を鉄道設備検査や安全監視に応用
する研究開発を始めてから約30年の月日が経っ
た。当時は、撮影用カメラも撮像管方式であり、
特別設計の画像処理装置と紙テープ入力式の制
御用計算機を用いて実験を行っていた。そのよ
うな研究環境からすると、現在のディジタルカ
メラ、大容量画像記憶装置、高速汎用計算機など
の研究環境は想像を超えた進歩を果たしてい
る。
しかし、道具の進歩は想像以上の進歩があっ
たにもかかわらず、鉄道における画像処理の応
用システムの実用化の現状をみると、思ったほ
どの実用化が進んでいない。これには鉄道のフ
ィールド条件の厳しさ、鉄道産業規模から来る
研究開発投資や研究者の不足など、多くの原因
が考えられる。
しかし、最近では銀行のATMやノートパソコ
ンにおける指紋認証は当たり前となり、市販の
ディジタルカメラでも、人間の顔を認識し自動
的に顔にピントを合わせ、人間が笑った瞬間に
シャッターを切るといった製品が出回ってい
る。また、鉄道への応用と比較的近い条件の道路
交通の分野における画像処理応用は、国を挙げ
てのITSプロジェクトなどの取り組みもあり、
かなり具体的な成果が上がっている。これらの
成果を積極的に取り入れて、鉄道への応用が劇
的に進展することを期待したい。
そのような観点から、本稿においては、筆者が
約30年に亘って取り組んできた鉄道線路ビジョ
ンにおける基本モデルを整理した上で、それに
関する新しいアイデアを提案し、さらに鉄道に
おける実用システムを実現する上で重要だと思
われるいくつかの課題についてコメントを行っ
た。本稿が鉄道における画像処理応用システム
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の研究開発に取り組んでいる方々にとって少し
でも参考になれば幸いである。
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